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The use of solid insulators in electrical generation, transmission and distribution is
widespread. However, the accumulation of charge on the insulator surface has proved to
be one of the major factors contributing to system failures. This research work is aimed
at studying the dynamics of surface discharge in theory, by simulation and experiment.
Dierent surface charging theories have been reviewed and classied according to electric
eld uniformity. The focus is on basic processes involved in the formation of positive
and negative surface discharges. The experimental work utilises the non-destructive
quantitative Pockels technique to measure surface charge density distribution. Practi-
cal considerations of the Pockels experiment together with image processing techniques
are discussed in detail. Using this technique, various factors which inuence the sur-
face discharge dynamics have been studied including the eects of the applied voltage
waveform, electrode shape and local gaseous environment. Results obtained using pos-
itive/negative square wave, ramp and sinusoidal voltages are reported. The impact of
using a mushroom electrode instead of a needle electrode is also analysed. In addition,
various insulation gases have been experimented namely dry air, N2, CO2 and their
mixtures with SF6. Surface discharge measurements have been performed in these gases
at various levels of pressure.
Surface discharge modelling and simulation studies have also been undertaken. The sim-
ulation principles are based on a system of coupled hydrodynamic equations consisting
of continuity and Poisson's equations. By solving these equations, the movement and
interaction of charged particles and transient electric eld can be simulated and used to
verify the discharge theories and experimental results. Due to the asymmetric lamen-
tary nature of positive surface streamers, the development of a positive surface discharge
is separated into two phases. The rst phase involves the axial streamer development
in the gas gap between the needle electrode and the dielectric surface. This phase is
simulated in 2D axial symmetry space dimension by the nite element package COM-
SOL. The second phase simulates the streamer propagation in 1D along the dielectric
surface by using the eld results from the rst phase. This part of the model is solved bythe accurate ux-corrected transport algorithm. The eects of model parameters on the
simulation results are discussed and a comparison with experimental data made. Prior
to the simulation of a negative surface discharge, a negative corona discharge model in
2D axial symmetry has been analysed (Trichel pulses). The model behaviour is studied
with reference to experimental data as model parameters are varied. When the insula-
tors are introduced, the accumulation of surface charge distorts the electric eld leading
to the formation of only one discharge current pulse. The simulation charge density
distribution is in good agreement with results obtained from the Pockels experiment.
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Introduction
The desire for a cheap and reliable supply of electricity has become universal due to
increasing industrial growth and social need. This, on the one hand, requires an ecient
means to transmit electrical energy and, on the other hand, involves rigorous condition
assessment of the transmission network. In order to minimise losses during the course
of long-distance transmission, voltage is generally increased at the generation site and
reduced at the distribution end. Insulation systems play a vital role in insulating such
high levels of voltage from the surroundings. Over the past few decades, gas insulated
switchgear (GIS) and gas insulated transmission lines (GIL) have been developed in
order to attain more compact, reliable and weather-independent transmission networks
compared to traditional air-insulated systems. This equipment utilises compressed sulfur
hexauoride (SF6) gas or its mixtures with nitrogen (N2) gas as an insulation medium
in order to operate at voltage levels up to 1 MV [1]. Solid insulators (spacers) are also
crucial components in these systems as they are required to support and separate live
conductors from the ground. Spacers have arguably been identied as one of the major
factors in determining the overall size of the insulation system. This is because most
failures of insulation systems are associated with ashover/breakdown of spacers [2],
leading to operational disruptions.
Surface charge accumulation on a spacer is one of the root causes responsible for these
failures alongside other phenomena occurring within the insulator (i.e. internal partial
discharge, space charge formation and electrical treeing) [3]. Numerous investigations of
the eects of surface charge on the overall dielectric strength have been undertaken. It
has been shown that the presence of surface charge changes pre-breakdown conditions
by lowering the initially applied electric eld at parts near the conductor and enhancing
it at others [4]. The presence of surface charge may decrease the 50% impulse ashover
voltage of a GIS spacer by around 25% and reduce the lower limit of the V   t charac-
teristic curve signicantly when the surface charge is of opposite polarity to the applied
voltage [5, 6]. It has also been observed that, in some circumstances, the holdo ca-
pability of solid insulators in vacuum is even less than that of a vacuum gap of similar
1dimensions [7]. Spacers constantly exposed to high voltage levels are also likely to expe-
rience thermal and chemical degradation; the end-result of which may be the formation
of conductive carbonised paths, often known as surface tracking. As solid insulators
do not possess the self-healing ability of dielectric liquids, this long-term process can
be critically destructive. An example of surface tracking prior to failure of a practical
vacuum circuit breaker is shown in Figure 1.1 [2].
Figure 1.1: Surface tracking in a vacuum circuit breaker [2].
From these perspectives, surface charge measurement is of great interest for electrical
insulation condition monitoring and design purposes. If charge measurements can be
undertaken both on-line and o-line, a strict system assessment can be maintained en-
suring safety and reliable operation. Analysing charge distribution both experimentally
and theoretically may also help the design of insulation spacers in such a manner that
surface charge deposition is minimal.
The desire to observe and control surface charge development also stems from the range
of possible applications that are dependent on surface discharge. In these applications,
the discharge phenomenon is often referred to as dielectric barrier discharge (DBD). In all
DBD congurations, at least one of the electrodes is covered with a dielectric material [8].
The presence of the dielectric is mainly to limit the current injected into the system since
the charge on the dielectric surface accumulates in such a fashion to reduce the initially
applied eld. Most DBD systems operate at high frequencies (1 kHz - 10 MHz). Large-
scale ozone generation plants have been built worldwide today based on the formation
of ozone from oxygen or air in a DBD apparatus. Furthermore, chemical reactions of
particles occurring during a DBD can be utilised to remove gaseous pollutants. DBD
can also be made use of to perform surface treatment of polymeric materials. Apart
from its application in CO2 lasers and ultraviolet excimer lamps, DBD is probably most
well known for producing plasma display panels (PDP) [9]. Dierent congurations of
a PDP are shown in Figure 1.2 [8]. The basis of these systems relies on the radiation
of Xe vacuum ultraviolet to excite phosphors. The most recent application of DBD in
aerospace engineering is actuators for ow control. The principle of these devices is
based on the momentum transfer of charged particles to the neutral state producing an
electrohydrodynamic force and modifying the airow prole [10].
2Figure 1.2: PDPs with opposite (a) and co-planar (b) electrodes and complete plasma
display conguration (c). (RGBR: red, green, blue, red) [8].
1.1 Project Aims and Objectives
Due to the complexity at the triple junction (i.e. conductor - solid insulator - gas), it is
an open question of how charge carriers are generated and transported to the surface.
Various charging mechanisms have been proposed including bulk conduction, surface
conduction and gas conduction. These theories have mainly been veried statically (i.e.
after the settlement of charge) but not dynamically (i.e. during the charge accumulation
process). The broad objective of this project is to study the dynamics of surface charge
experimentally and theoretically.
As has been established in the literature, there are a number of factors inuencing the
distribution of surface charge namely the surrounding insulation gas, pressure, voltage
waveform and polarity and electrode geometry. This project is aimed at studying the
impact of these parameters on surface discharge using the electro-optic Pockels tech-
nique. Additionally, in order to support the experimental observations and verifying the
charging theories, hydrodynamic models simulating the development of positive and neg-
ative surface discharges are analysed using the accurate numerical method ux-corrected
transport (FCT) and the nite element (FE) package COMSOL.
31.2 Thesis Structure
This thesis consists of 8 chapters. Chapter 2 reviews dierent surface discharge mea-
surement and simulation methods. Advantages and disadvantages of each measurement
technique are outlined and the reasons for choosing the Pockels technique are detailed.
With regard to simulation methods, stochastic and deterministic approaches are sum-
marised and the hydrodynamic technique is described. Numerical algorithms to solve
the partial dierential equations are detailed including the ux-corrected transport tech-
nique and the nite element package COMSOL. Numerical tests for these algorithms are
also analysed in this chapter.
Chapter 3 provides the theory behind surface discharge formation. Basic processes are
detailed alongside the discharge mechanisms for dierent voltage polarities. Electro-
optic principles utilised by the Pockels method are also outlined in this chapter. This
is then followed by the description of all components involved in the Pockels experi-
ment. Image processing techniques and calibration tests are included. Results obtained
from applying the Pockels technique to measure surface charge dynamics under various
types of voltage waveform are presented in Chapter 4. The applied voltages include
positive/negative square, ramp and sinusoidal waveforms. The eects of using a mush-
room electrode instead of a needle electrode are also analysed. In Chapter 5, the eects
of using dierent insulation gases and pressures on the charge dynamics are studied.
In particular, the use of dry air, N2, CO2 and their mixtures with SF6 at a range of
pressures is investigated.
Chapter 6 focuses on the development of a positive surface discharge model. Two phases
of the model are detailed which utilise dierent numerical algorithms. The eects of
changing model parameters are also examined. In addition, simulation results from the
model showing the eects of changing the ambient pressure, needle radius and applied
voltage are presented. Chapter 7 details the development of a negative surface discharge.
A negative corona discharge is simulated rst and compared with the literature and
experimental data to conrm the model reliability. The dielectric barrier discharge
model is then developed and the impact of model parameters is analysed.
Finally, a thorough discussion on the experimental measurements is given in Chapter 8.
A comparison between experimental and simulation results is also detailed here. The
thesis concludes with a summary of each chapter and suggestions for future work.
1.3 Contributions of the Thesis
This research has utilised the Pockels technique to produce novel experimental results.
For the rst time, surface discharge measurements obtained from stressing dierent
4voltage waveforms to a needle electrode are analysed. In addition, the experimental ob-
servations of surface charge dynamics generated from a mushroom electrode are original
and have not been published previously. Although images of surface discharge in such
insulation gases as N2, CO2 and SF6 have been recorded in the literature, this thesis
provides quantitative analyses of the discharge phenomena.
With regard to the modelling work, a new two-phase model for the development of a
positive surface streamer in air is proposed. This approach allows branching phenomena
to be simulated. All previous models assume the discharge spreads out circularly over the
dielectric surface. The eects of varying model parameters are also thoroughly studied.
A new model for the negative surface discharge is also proposed in this work. This
model is a further improvement of the negative corona discharge model. Both models
successfully describe well-known discharge characteristics observed experimentally.
Publications of the research results are detailed in Appendix C.
5Chapter 2
Surface Discharge Measurement
and Simulation Methods
This chapter reviews surface discharge measurement and simulation methods. The rst
half of the chapter focuses on comparing dierent charge measurement techniques includ-
ing Lichtenberg gures, dust gures, electrostatic probes and the Pockels technique. Dif-
ferent measurement properties are discussed namely qualitative and quantitative prop-
erties, temporal and spatial resolution and those of a destructive and non-destructive
nature. In the second half of the chapter, three distinct methods of discharge simulation
are reviewed. The reasonings for choosing the hydrodynamic method for this research
work are given. The ux-corrected transport (FCT) algorithm is explained, followed
by the introduction of the nite element package COMSOL. Finally the numerical test
results obtained from the FCT algorithm and the COMSOL solver under conditions
similar to discharge models are detailed.
2.1 Surface Discharge Measurement Methods
2.1.1 Lichtenberg Figures
The Lichtenberg gure was the rst method to capture surface discharge images [11]. It
was named after the German physicist who discovered the technique while working on gas
discharges. The fundamental of the technique is based on the radiation of light emitted
during electron avalanche multiplication and streamer/leader propagation processes. A
highly sensitive spectrographic plate placed under a high voltage electrode produces
the imprinted track of surface discharge [12]. Alternatively, the discharge light can
be focused onto a photosensitive lm via a series of optical lenses. However, in some
cases when light emitted from a discharge is faint and of very short duration, these
methods are found to be ineective. Sensitivity has been improved by the introduction
6of image-converter and charge-coupled-device (CCD) cameras with a nano/microsecond
temporal resolution [13, 14]. Another variation of Lichtenberg gures is through the use
of liquid crystals. The discharge delineation is produced by plastic deformation of the
liquid lms due to the electrostatic force caused by the residual surface charge. The
brightness/contrast of the lm is also altered in charged areas due to domain alignment
of the crystal [15]. This technique oers a good spatial resolution.
Lichtenberg gures are often used to study dielectric properties of solid insulators, for
example, studies of the dependence of the discharge onset voltage on the surface re-
sistance and the relation between the development rate of creeping discharge and the
relative permittivity of the material [12]. Although discharge dynamics can be visu-
alised by Lichtenberg gures, the technique is unable to discriminate charge polarity or
quantify charge density. Shown in Figure 2.1 is a typical Lichtenberg gure obtained
from the application of a 1.2/50 s negative impulse voltage of 50 kV peak on a needle
electrode touching a bakelite sample in oil [14].
Figure 2.1: Lichtenberg gure of a creeping discharge over a bakelite sample in oil;
1.2/50 s negative impulse voltage of 50 kV peak (90 mm by 100 mm) [14].
2.1.2 Dust Figures
The dust gure technique is often classied as a type of Lichtenberg gures. The princi-
ple of this method involves sprinkling charged powder of opposite polarity (e.g. positive
red-coloured lead oxide and negative yellow-white-coloured sulphur) onto a charged sur-
face. As the fundamental rule of electrostatics, positive charged powder is attracted to
negative charged regions whereas negative charged powder adheres to positive areas. As
a result, a discrimination of charge polarity can be revealed. The spatial resolution of
this technique is dependent on the size of the powder particles in use (around 10 m).
In recent years, toners used in photocopying machines have been employed for better
spatial resolution [16].
7Despite the fact that the dust gure technique is relatively economic, this method has
a number of drawbacks. Firstly, it is destructive and messy [17]. Once the powder
has been sprayed, the charge pattern is nal and no further investigations are allowed.
Secondly, it is unable to capture the dynamics of surface discharge development. All
measurements can only be undertaken after the voltage application. Thirdly, it requires
a great deal of skill to obtain a clear picture from low surface resistivity materials.
And nally, the red lead dust is poisonous if inhaled. Due to these disadvantages, the
dust gure is usually used for comparison purposes with other measurement techniques.
Typical dust gures under 450 and 920 ns pulse voltages of 12 kV applied to a needle
electrode on top of a 2 mm thick glass plate are shown in Figure 2.2 [18]. As can be
observed, lamentary streamers are formed in the positive discharge whilst a circularly
distributed charge pattern is found in the negative counterpart. Back-discharge is also
present at the centre of both gures which shows the discharge pattern of the opposite
polarity.
(a) (b)
Figure 2.2: Dust gures under 12 kV pulse voltages, needle-plane geometry (2 mm
thick glass plate); (a) positive discharge gure, 450 ns pulse (40 mm by 40 mm) and
(b) negative discharge gure, 920 ns (14 mm by 14 mm) [18].
2.1.3 Electrostatic Probes
Electrostatic probes have been broadly used since their rst introduction in 1967 by
Davies [19]. A typical probe consists of a core conductor shielded by a co-axial cylindrical
insulator and surrounded by an earthed guard screen. The commonly used structure of
a probe, its measurement arrangement and the equivalent circuit are shown in Figure 2.3
[20]. Due to electrostatics, any charge deposited on an insulator surface would induce
an amount of charge on the probe and hence create a potential dierence between the
core and the earthed screen that can be measured.
8(a) Basic structure of an electrostatic probe
(b) The circuit setup by the probe (c) The equivalent circuit
Figure 2.3: Structure of an electrostatic probe, measurement arrangement and equiv-
alent circuit [20].
Across the lumped capacitance Csg, which consists of the surface-to-ground capacitances
Csg1 and Csg2, is the voltage Vs caused by the surface charge Q. This voltage is divided
by a voltage divider containing Csp (capacitance between the surface and the probe) and
Cpg (capacitance between the probe and the ground). Solving the equivalent circuit, it
is possible to to obtain the equation for the surface charge density
 =

Csg(Cpg + Csp) + CpgCsp
ACsp

Vout (2.1)
Here A is the surface charge area and Vout the induced probe voltage. This is a one-to-one
correlation between the probe voltage and the surface charge density under measurement.
This direct correlation is only valid for thin insulators as it cannot be assumed that the
capacitance values remain unchanged when thick insulators are considered. In that case,
the inuence of the neighbouring charge on the induced probe voltage also needs to be
taken into account. Pedersen was the rst to consider this eect and proposed the
probe response function, -function, which relates the induced Poissonian charge q on
the probe to the charge density  on every surface element. The -function is computed
from numerical analysis by assuming a unit charge is contained within each surface
element and calculating the corresponding probe response. Developed further from this
idea, an adaptation of the -function was devised by Faircloth and Allen [17]. The
authors used a 3D eld solver to construct the -matrix which relates the contribution
9of each surface charge element to the total probe voltage. The charge density is then
found by matrix inversion, Equation 2.2.
 =  V  1 (2.2)
Faircloth and Allen also developed this method to automatically detect the shape of
spacers and scan the entire surface by robotics. Sensitivity of electrostatic probes has
been improved by Chubb by means of eld mill probes which involve rotation of a
conducting chopper or oscillation of the sensor plate to create modulating signals [21].
Despite the probe technique having the ability to quantify charge density, the spatial
resolution obtained is comparatively low. The resolution in this method depends on both
the probe dimensions and the size of each divided surface area. The surface element,
in theory, could be innitely small however it would give a poor dierentiation between
measured voltages of adjacent elements and would hence introduce errors in the matrix
inversion process. Besides, too small element size would cause the scanning time to
increase signicantly. Therefore, the compromise sizes are often chosen as 1x1 mm2.
The distance between the probe and the insulator surface is also a crucial factor which
aects the accuracy of the measurement. Detailed numerical analysis given in [22] also
shows that a minute uncertainty in the probe output can result in large errors in the
calculated surface charge density. This is mainly due to numerical errors in computing
the -function or -matrix and the matrix inversion process. In addition, a great amount
of computer memory is often required to store the -function or -matrix and solving
simultaneous equations often takes around 24 hours for a practical insulator scanning.
2.1.4 The Pockels Technique
The rst application of electro-optics in high voltage engineering was not to detect
surface charge distribution but to measure electric eld in dielectric liquids [23]. This
application utilised the non-linear Kerr eect of dielectric materials i.e. the phase re-
tardation of the transmitted light is proportional to the square of the applied electric
eld.
It was not until the publication of Kawasaki in 1991 [24] that the linear electro-optic
eect, known as the Pockels eect, received enormous attention for surface discharge
measurements [25, 26, 27]. The theory and experiment setup for the Pockels technique
are explained in detail in Chapter 3. The principle of the method is based on the Pockels
characteristic of some materials such as lithium niobate (LiNbO3), bismuth silicon oxide
(Bi12SiO20 - BSO) and bismuth germanium oxide (Bi4Ge3O12 - BGO). Under an external
applied electric eld, the refractive indices of a Pockels crystal along two perpendicular
principal axes (so-called fast and slow axes) are altered. The change in the refractive
indices will lead to a linear phase retardation of the incident light. The change in
10phase is proportional to the external electric eld. By measuring light intensity of the
transmitted or reected light, the phase retardation can be determined and hence the
electric eld and surface charge density can be measured.
The Pockels eect has also been utilised to measure electric eld in practical gas-
insulated equipment. This technique possesses a huge advantage since it is completely
metal-free. A full review on the application of the technique and its inuence on the
eld distortion can be found in [28]. In this work, dierent distortion mechanisms were
proposed including distortion due to the solid insulator, proximity eects and eld re-
fraction. The simulation results showed that the Pockels technique is ideal for this type
of measurement as the eld magnitude error is less than 4% and the phase error is
approximately 0.1%.
In addition, the Pockels eect has been developed into potential and surface charge
probes. Detailed construction of a Pockels probe is shown in Figure 2.4 [29]. The
compact probe made use of a metal sensing mirror and a BGO crystal for electrical-
optical signal conversion. The electro-optic probe has proved advantageous over the
electrostatic probe mainly due to the fact that the former contains mostly dielectric
components.
In general, the Pockels method is an advanced non-destructive technique. It essentially
converts an electrical signal into optical signal with a bandwidth ranging from dc to
GHz [28, 30, 31]. In the experiment conducted during the course of this research, the
discharge was directly placed onto the Pockels crystal. The eld induced by surface
charge is, hence, proportional to the charge density. Using this method the dynamics of
surface discharge can be studied quantitatively. The temporal resolution of the method
depends on the framing rate of the camera, which can acquire at least 1000 frames
per second. In recent years, the use of streak cameras can even record the discharge
dynamics in nanosecond time scales. The electro-optic method is therefore a combination
of the previously mentioned measurement techniques. It oers charge visualisation,
quantication and discrimination all at the same time.
2.2 Surface Discharge Simulation Methods
Modelling work on surface discharge is generally required to conrm the proposed dis-
charge mechanisms, compare with experimental results and to study the eects of the
surrounding environment on the discharge dynamics. Over the past two decades signif-
icant eort to simulate surface discharge dynamics has been made, however, the phe-
nomenon is still not adequately understood. This is due to the complexity of discharge
processes themselves as well as the time-consuming nature of numerical methods and
the need for signicant computational resources. Simulations of surface discharge often
11(a)
(b)
Figure 2.4: Structure of a Pockels probe; (a) schematic diagram and (b) practical
probe [29].
fall into one of the following two categories: stochastic and deterministic (including the
equivalent circuit and the hydrodynamic drift-diusion approximation).
Stochastic methods were initially proposed by Niemeyer [32] in 1984 from observing the
fractal characteristic of surface discharge gures. The authors proposed an algorithm
to construct the discharge structure in a stepwise probability-dependent manner. The
discharge channel was assumed to be at the same potential as the applied electrode and
the condition for a new bond to be added to the structure is governed by a probability
function calculated from the local eld. This approach does, in fact, produce gures
which have certain fractal dimensions, Figure 2.5. Nonetheless, it is by no means related
to any physical processes apart from the local eld computation. The model was further
improved by Wiesmann and Zeller [33] by taking into account the critical electric eld
12and internal potential drop. Nevertheless, these improvements were still unable to show
the dynamics of discharge phenomena in general.
Figure 2.5: Example of a fractal surface discharge image generated using a stochastic
model [32].
The equivalent circuit method has been introduced recently by Adalev, Figure 2.6 [34].
The authors present the discharge area as a system of spherical gas cells which can be in
one of the three states: waiting, conducting or relaxation conditions. Every cell at the
beginning bears the waiting condition except the electrode cell which is in the conducting
state. The transitions between the states are determined by the critical electric eld,
conductance or the free charge within each cell. At each time step a new cell is added to
the discharge cluster and the charge distribution is re-calculated by solving the equivalent
circuit. The circuit representation of each cell consists of capacitances, controlled sources
which account for the potential induced by the electrode and the surrounding cells and
non-linear conductances which indicate the electron density in the cell, Figure 2.6(b).
Even though this method is able to take into account the impact and photo- ionisation
processes, it involves a rather complicated circuit solving technique. In addition to that,
the equivalent circuit method is not well established in the literature.
The approach pursued in this work is based on the hydrodynamic drift-diusion approx-
imation of electrons, positive and negative ions. This modelling technique has been used
extensively in the gas discharge eld [35, 36, 37] and recently applied to surface/barrier
discharge problems [10, 38, 39]. In general, the movement and interactions of individ-
ual electrons, positive and negative ions are complex. Nonetheless, the ow of these
charged particles, within the uid model framework, can be characterised by a set of
partial dierential continuity equations coupled with Poisson's equation to account for
13(a) Surface discharge model using the equivalent
circuit approach.
(b) Circuit representation of a cell. (c) Experimental and simulation results.
Figure 2.6: Surface discharge equivalent circuit model and results [34].
the movement of charge species and the space charge eld respectively. These equations
are expressed in the general vector form as follows
@Ne
@t
= S + Nej ~ Wej   Nej ~ Wej   NeNp   r  (Ne ~ We   DerNe) (2.3)
@Np
@t
= S + Nej ~ Wej   NeNp   NnNp   r  (Np ~ Wp   DprNp) (2.4)
@Nn
@t
= Nej ~ Wej   NnNp   r  (Nn ~ Wn   DnrNn) (2.5)
r  (rrV ) +
e
0
(Np   Ne   Nn) = 0 (2.6)
where t is time, e the electronic charge, 0 the vacuum permittivity and r the rela-
tive permittivity of the dielectric material, V the electric potential; Ne, Np and Nn the
electron, positive and negative ion densities respectively; ~ We, ~ Wp and ~ Wn the electron,
positive and negative ion drift velocities; , , , De, Dp and Dn the ionisation, at-
tachment, recombination and diusion coecients for electrons, positive and negative
14ions respectively; and S the source term accounting for the photoionisation process.
The source term S is implemented as a constant in time and space in the positive sur-
face discharge model. This is to eciently study the inuence of model parameters
on the streamer development. Full implementation of the process will be reviewed in
Chapter 3. The term Nej ~ Wej indicates the formation of an electron avalanche while
the term Nej ~ Wej represents the attachment process which reduces the electron den-
sity and increases the negative ion density. Terms containing  refer to recombination
processes. Charge movement is characterised by both the drift velocity and diusion
although the diusion coecients for positive and negative ions are usually neglected.
The swarm parameters, which are functions of the local electric eld, are extracted from
experimental measurements using dierent curve tting approximations (Appendix A).
Two sets of parameters have been utilised in this work: the rst set was proposed by
Morrow [36] and modied by Ducasse [40]; the second set was introduced by Kang [41].
Using this approach, the charge dynamics as well as the transient eld distribution can
be simulated. During the course of this research, the above equations were solved in
2D axial symmetry by COMSOL and in 1D by the accurate FCT algorithm. Details of
these solvers are discussed in the following sections.
2.2.1 The Flux-Corrected Transport Algorithm
2.2.1.1 Problem Statement
The FCT algorithm can generally be used to solve up to 3D problems. However as will
be explained later in Chapter 6, it was used to simulate the development of a surface
streamer along one particular direction. The continuity and Poisson's equations are
hence re-written in 1D as below
@Ne
@t
= S + NejWej   NejWej   NeNp  
@NeWe
@x
+
@
@x

D
@Ne
@x

(2.7)
@Np
@t
= S + NejWej   NeNp   NnNp  
@NpWp
@x
(2.8)
@Nn
@t
= NejWej   NnNp  
@NnWn
@x
(2.9)
rE =
e
0
(Np   Ne   Nn) (2.10)
where x is the distance along the dielectric surface. Diusion coecients for positive
and negative ions are omitted.
15It can be seen that the above dierential equations are non-linear and strongly coupled.
An accurate numerical method is hence required. There are several numerical methods
suitable for the task, namely the Euler, Runge-Kutta, Lax-Wendro, hybrid method
of characteristics and monotonic upwind centred scheme for conservation law (MUSCL)
[42, 43, 44]. Nonetheless, the algorithm introduced by Boris and Book in 1973, known as
ux-corrected transport (FCT) [45], was utilised for the following reasons. Firstly, the
algorithm guarantees positivity of the solution. Secondly, owing to its own ux correct-
ing procedure, the algorithm prevents solutions from spurious oscillations and articial
diusion which commonly appear in standard dierencing techniques [42]. Thirdly, the
method deals with sharp gradients well and oers high accuracy in the solution [46].
These features are important in discharge problems since negative density of particles is
non-physical and sharp gradients are unavoidably present in discharge modelling. Lastly,
the algorithm is well established and has been applied extensively in the gas discharge
and uid transport problems [47]. This is a signicant advantage of the FCT over the
equivalently accurate MUSCL technique.
In general, a high order numerical scheme gives oscillations and a low order scheme
introduces diusion in the solution. The FCT is aimed to provide a solution which is a
weighted average of the two. To accomplish this, the method calculates the antidiusive
ux which is the dierence between the high order ux and the low order one. The
method then performs limiting the antidiusive ux in such a way that \the antidiusion
stage should generate no new maxima or minima in the solution, nor should it accentuate
already existing extrema" [45]. This is often regarded as Boris-Book limiter. Based on
this idea, Zalesak developed an equivalent limiter which is of more general use for multi-
dimensions yet more complicated [48]. The nal FCT solution is found from adding the
limited antidiusive ux to the low order transport solution.
Out of several versions of the FCT algorithm introduced to date, the explicit Phoeni-
cal LPE (Low Phase Error) SHASTA (SHarp And Smooth Transport Algorithm) was
selected due to its low phase error, small amplication factor and simple implemen-
tation [49]. The FCT algorithm in this work is discretised in the nite volume (FV)
scheme as conservation laws can be easily implemented. The following sections explain
the implementation of the algorithm in order to analyse dierent terms of the system of
Equations 2.7 - 2.10.
2.2.1.2 Convection Term
The convection terms (i.e. the 1st order partial dierential terms with respect to space
on the right hand side of Equations 2.7 - 2.10) characterise the drift of electron and ions
in the presence of electric eld. Thus, the general convection equation to solve takes the
form
16@N
@t
=  
@(NW)
@x
(2.11)
where N is the particle number density and W is the distance-dependent velocity. Fig-
ure 2.7 shows how time and space are discretised in 1D. The following procedure is
adopted in order to nd the convection solution N
j+1
C;i after a time step t over a uni-
form mesh of x spacing [42]. This algorithm has been used widely to solve problems
of uid dynamics and is based on the ux conversion law, i.e. the change in the node
density is calculated with relation to the dierence between outward and inward uxes.
Figure 2.7: Time and space discretisation grid in the nite volume scheme.
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Here i denotes the space position and j indicates the time step. The index i+1=2
refers to the mid-point between i and i+1. i+1=2 is often known as the Courant-
Friedrichs-Lewy (CFL) number and for the Phoenical LPE SHASTA the stability
condition is max(i+1=2)  1=2.
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 Apply antidiusion
N
j+1
C;i =  N
j+1
i    i+1=2 +  i 1=2 (2.16)
N
j+1
C;i is the convection solution after a time step t.
The Boris-Book limiter was chosen during the course of this work as it is comparatively
accurate yet much simpler to implement in 1D as compared to Zalesak's limiter.
2.2.1.3 Diusion Term
The diusion is included by introducing the following terms
Di+1=2 =
1
2
(Di + Di+1) (2.17)
i+1=2 = t 
Di+1=2
x2 (2.18)
and adding this real diusion, , to the articial diusion  in the previous section
0
i+1=2 = i+1=2 + i+1=2 (2.19)
The term  remains the same as before and hence the antidiusion stage should only
remove the articial uxes. The solution for both the convection and diusion after
a time step t are termed N
j+1
CD;i. The inclusion of the diusion term would aect
the stability criteria to some certain extent, therefore in real discharge modelling, the
Courant number is often chosen to be much lower than the CFL limit.
2.2.1.4 Source Term
The source term could be easily integrated by multiplying the source with the time step
t, however in order to obtain second-order accuracy as the FCT algorithm, an auxiliary
step must be introduced. The solution at the half-time step is calculated in order to
calculate the new half-time source term. This approximation has been used widely in
the literature [42].
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Final solution:
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2.2.1.5 Poisson's Equation
In gas discharge modelling, Poisson's equation should be solved in 3D or 2D axial sym-
metry (eectively 3D) using either the nite element or nite volume method. However,
such methods often result in an immense requirement of computational run time. To
simplify the model, the so-called disc method is adopted to solve for the electric eld
caused by a discharge streamer [50]. In this method, the discharge channel is assumed
to occupy a cylinder of xed radius. The cylinder is then divided into minute discs and
the total space charge eld is calculated as an integration of the eld generated from
each disc (Figure 2.8). This can be expressed as Equation 2.22.
Figure 2.8: Illustration of the disc method; (a) disc division and (b) electric eld from
each disc.
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where L is the length of the computation domain (m), r0 the channel radius (m) and 
the net charge density (Cm 3).
19The total electric eld is calculated from adding the space charge eld to the Laplacian
eld which remains unchanged during the development of the streamer.
2.2.1.6 Boundary Conditions
Equations 2.12 to 2.16 provide the solution for the convection equation in the bulk of the
computational domain. Solutions at the boundaries require special treatment. Based
on physical interpretation, the boundary condition for a charge species at a boundary
may fall in one of the following two categories:
 Total ux equal to zero: If the charge species is going away from the boundary,
this implies no additional ux is added to the system. On the other hand, if the
charge is going towards the boundary it cannot escape from the system. As a
result, charge builds up at the boundary.
 Fully absorbed: This is the condition under which the oncoming charge species
convects through the boundary. When the charge is going away from the boundary,
additional ux is included in the system.
These conditions were implemented by incorporating the original SHASTA convection
algorithm at the boundaries [51]. The conservation law still holds, however, the width
of the cell walls is now half of that of the bulk ones (Figure 2.9).
Figure 2.9: Illustration of the half cells introduced for boundary treatment.
As an example, to implement the zero ux boundary condition at i = 0 and fully
absorbed condition at i = M the following FCT procedure is utilised
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20where 1=2 and M 1=2 are dened as follows from the original simple SHASTA
algorithm [45]
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usive uxes according to the original SHASTA algorithm
1=2 =
1
8

 N
j+1
1    N
j+1
0

(2.27)
and
M 1=2 =
1
8

 N
j+1
M    N
j+1
M 1

(2.28)
 Correct the antidiusive 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ed Boris-Book limiter
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2.2.2 Numerical Tests for the FCT Algorithm
In this section, a range of numerical tests are analysed in order to conrm the accuracy
of the FCT algorithm under similar conditions to discharge models.
2.2.2.1 Convection Tests
Constant Velocity
The convection test was undertaken for an initial square pulse traversing across a 0.01 m
gap. The pulse was assumed to travel with a constant drift velocity of 1  105 m/s. A
uniform mesh of 1001 points was used and the time step was chosen as 0.01 ns. The
Courant number in this case is equal to 0.1 (i.e. satises the CFL condition). Shown
21in Figure 2.10(a) are the initial waveform and solutions obtained from the Euler, Lax-
Wendro and FCT methods at 25 and 50 ns. As can be seen, the Euler scheme provides
diusive solutions whereas the Lax-Wendro introduces oscillations. Figure 2.10(b)
shows the dierence plots between the solutions at 50 ns and the analytic solution. It
can be seen that the FCT algorithm gives a better result particularly at the peak region.
Discrepancies are observed at the rising and falling edges due to very sharp gradients.
These discrepancies of the FCT are still lower than those generated from the other two
methods. A comparative measure, known as the average absolute error (AE), is often
used to indicate how close a result is to the analytic solution [49]. This measure, AE, is
dened in Equation 2.33 and plotted in Figure 2.10(c) for each solution. It is clear that
the FCT algorithm gives the lowest AE (0.0034).
AE =
1
M + 1
i=M X
i=0
jNi   N
analytic
i j (2.33)
Linearly Decreasing Velocity
Similar parameters to the previous test were used except the drift velocity was assumed
to be linearly decreasing across the gap (2 105 m/s at x = 0 to 0 m/s at x = 0.01 m).
The diusive and oscillative nature of the Euler and Lax-Wendro algorithms are again
observed in Figure 2.11(a). The dierence plot shown in Figure 2.11(b) indicates that
the FCT result is still in good agreement with the analytic solution whose formula can
be found in [52]. As the velocity linearly decreases across the whole gap, the initial
waveform was predicted to grow thinner and taller in time. The average absolute errors
were calculated and the FCT again appears superior to the others, Figure 2.11(c).
2.2.2.2 Diusion Test
The diusion test was constructed by neglecting the convection term and assuming a
constant diusion coecient (D = 0.5 m 2s 1). The same mesh size and time step
were utilised. An initial Gaussian distribution was assumed for the ease of obtaining
the analytic solution [52]. The result shown in Figure 2.12 after 150 ns indicates that
the diusion term approximation is robust. The maximum dierence to the analytic
solution is about 1.2  10 5 a.u. at the peak of the waveform, Figure 2.12(b).
2.2.2.3 Non-linear Coupled Test
This test was aimed to conrm the accuracy of the FCT algorithm under conditions
similar to a discharge model (i.e. non-linear source term and variable velocity).
22(a)
(b)
(c)
Figure 2.10: Constant velocity convection test for the FCT algorithm; (a) convection
waveforms, (b) dierence to analytic solution at 50 ns and (c) average absolute error.
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(b)
(c)
Figure 2.11: Linearly decreasing velocity convection test for the FCT algorithm.
(a) convection waveforms, (b) dierence to analytic solution at 50 ns and (c) average
absolute error.
24(a)
(b)
Figure 2.12: Diusion test for the FCT algorithm; D = 0.5 m 2s 1; (a) initial and
diusion waveforms after 150 ns and (b) dierence to analytic solution at 150 ns.
The simplied equation is given as follows
@N
@t
= N  
@(WN)
@x
(2.34)
where the velocity was assumed to be linearly decreasing across the gap, i.e. W =
k(L   x) and the ionisation coecient takes the form  = 0
Nm Nexp( kt)
Nm [53]. Here
Nm provides a threshold level below which the ionisation is high and above which it
25saturates. The variable values were chosen similar to those commonly found in discharge
modelling, i.e. k = 2  107 s 1, L = 0.01 m, Nm = 1  1013 m 3 and 0 = 108 s 1.
The derived analytic solution can be expressed as
N(x;t) =
N0(z)Nm exp[(0 + k)t]
Nm   N0(z) + N0(z)exp(0t)
(2.35)
where z = (x   L)exp(kt) + L and N0 is the initial prole waveform N(x;t = 0) =
N0(x). An initial triangular prole, whose peak density equal to 1012 m 3, was chosen
in this case to best illustrate the eect of ionisation saturation. The same time step and
grid spacing as previously were used and the results after 30 and 60 ns are shown in
Figure 2.13. As can be seen, the eect of ionisation saturation is very pronounced. When
the density is below the threshold level the ionisation is high, providing a large source
term. The initial triangular waveform hence grows rapidly while drifting along the gap.
As the peak of the waveform approaches the threshold, the ionisation at this position
saturates leading to a slow growth. Both sides of the peak, however, still experience a
large ionisation. As a consequence, the peak of the waveform becomes atter over time.
The initial triangular waveform thus transforms into a rectangular waveform as it travels
across the gap. The dierence plots shown in Figure 2.13(b) and Figure 2.13(c) conrm
that the FCT results are in very good agreement with the analytic ones. Discrepancies
are again found at the edges of the waveform. Overall, the numerical tests give condence
to apply the algorithm to the surface discharge model.
2.2.3 COMSOL Multiphysics
There is a range of nite element (FE) and nite dierence (FD) packages that can be
utilised to solve electrical discharge problems namely COMSOL Multiphysics, FLUENT,
ANSYS etc.. Out of these packages, COMSOL was chosen for the following reasons.
First, COMSOL is capable of solving multi-physic problems. This feature is ideal for
this work as continuity and Poisson's equations are coupled and have to be solved simul-
taneously. Second, the FE method is preferred over the FD method in multi-dimensions
as the complex geometry of the HV electrode can be resolved easier using an unstruc-
tured mesh. Third, unlike other simulation software COMSOL includes all simulation
stages (from pre-processing to post-processing) in one suite. And nally the model can
be solved using either the user-friendly interactive interface or MATLAB code.
On the whole, solving a model in COMSOL involves a ve stage process. This includes
selecting the model space dimension and relevant application modes, drawing the geom-
etry and setting the equations, meshing the geometry, selecting the appropriate solver
and post-processing [54, 55]. Details of each of these stages are discussed in this section.
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(c)
Figure 2.13: Non-linear coupled test for the FCT algorithm; (a) initial and solution
waveforms after 30 and 60 ns, dierence to analytic solution at (b) 30 ns and (c) 60 ns.
2.2.3.1 Space Dimension and Application Modes
The rst step of the simulation process is to select the space dimension for the model.
There are four choices of space dimension oered by COMSOL namely 1D, 2D, 2D
axial symmetry and 3D. In principle, the simulation of electrical discharges should be
performed in 3D. Nonetheless, this would require an enormous amount of computational
27memory and run time. Models which possess rotational symmetry can generally reduced
to 2D axial symmetry thus a fair amount of memory and run time can be saved.
Subsequent to choosing the space dimension is the selection of relevant application
modes. In COMSOL, application modes are eectively equation templates which con-
sist of pre-dened equations and variables. These equations represent the fundamental
physics in relation to their application names. If some partial dierential equations
(PDE) based problems cannot make use of the available application modes they can still
be modelled using the general PDE modes in COMSOL. In the discharge simulations
considered here, two application modes of concern are Electrostatics (to solve Poisson's
equation) and Convection and Diusion (to solve the continuity equations). The tran-
sient analysis of the Convection and Diusion mode was utilised in order to observe the
discharge dynamics.
2.2.3.2 Geometry and Equation Settings
COMSOL provides a range of interactive tools to draw a simulation geometry. For curves
dened by mathematic expressions, the geometry can be imported from other CAD
software or geometry objects generated from COMSOL Script/Matlab code. In 2D axial
symmetry space dimension, only half of the geometry is required due to the rotational
symmetry about the symmetry axis. Care must be taken to ensure the geometry forms
a closed shape otherwise the simulation will not work.
Once the geometry has been drawn, the equation settings need to be specied. There are
two sets of equation settings: subdomain and boundary settings. Subdomain settings are
related to the physics within each subdomain of the geometry. These settings are set by
lling in the dialogue boxes expressions for the coecients that make up the fundamental
PDE. In subdomain settings, the initial conditions are also specied. Similarly, boundary
settings are required to specify the conditions along the boundary between adjacent
subdomains and open boundaries.
2.2.3.3 Meshing
In general, meshing is a crucial step in obtaining a good simulation solution. A coarse
mesh can be sucient in some cases where the geometry is uniform and changes in the
solution are not abrupt. This is, however, not the case for electrical discharge problems.
In such problems, the presence of sharp geometries (e.g. needle electrode) requires a
ne mesh in these regions. The ner the mesh the closer the numerical solution to the
analytic one. In addition, discharge dynamics often take place in a small volume with
respect to the entire simulation space. A ne mesh is hence needed to resolve for the
solution at such region.
28There are two types of mesh element that can be used in COMSOL: triangular and
quadrilateral elements. Triangular meshing was preferred since it meshes sharp elec-
trodes more eciently. COMSOL also oers a tool to specify the size of mesh elements
along boundaries and subdomains ensuring better accuracy at regions of interest. In-
vestigations revealed that the element type does not aect the simulation results signif-
icantly hence the Lagrange quadratic element was utilised by default.
2.2.3.4 Solvers
Once the previous three stages are complete, an appropriate solver needs to be selected.
A time dependent solver is compulsory as discharge dynamics are to be simulated. The
solver time steps and times at which solutions are stored for post-processing are both
specied during this stage. Although the time steps can be specied manually, most
of the models in this work used the free time steps specied by the solver. Relative
and absolute tolerances are important parameters which have inuence on the solution
accuracy. These tolerance settings are used to minimise errors introduced during the
solution solving process. Priory knowledge of the scale of the solution is useful in order
to set suitable tolerance values. For the models considered in this work, the relative and
absolute tolerances were set at 0.01 and 0.001 respectively.
There are two types of solver provided by COMSOL: direct (UMFPACK, SPOOLES
and PARDISO) and iterative (GMRES, Conjugate gradients and Geometric multigrid)
solvers. Depending on the availability of computational run time and memory, an appro-
priate solver is selected. In principle, both solver types break the problem into several
linear equations and solve them. Direct solvers solve a linear equation using Gaussian
elimination which is a stable and reliable method. This technique, however, demands a
large amount of available memory. For this reason, direct solvers are suitable for 1D and
2D models while 3D problems are often solved by iterative solvers. In the simulation
work considered here, the direct solver UMFPACK was utilised.
2.2.3.5 Post-processing
The last stage of the simulation process is post-processing. In this stage, simulation
results can be generated from stored solutions specied in the Solver Parameters menu.
COMSOL provides a variety of tools to plot spatial and temporal results. The most
used features in the Plot Parameters tool is Surface and Contour plots. In addition, so-
lutions along a specic path can be plotted using the Cross-Sectional Plot Parameters.
This attribute has been used extensively to observe the discharge dynamics along the
axis of symmetry. Variables along a boundary between domains are best visualised using
the Domain Plot Parameters whereas intermediate variables/expressions (e.g. boundary
29and volume integrations) can be plotted as a function of time using the Global Vari-
ables Plot. Post-processing results can also be exported to dierent formats for further
programming.
2.2.3.6 Stabilising Techniques
The underlying principle of the nite element method used in COMSOL is the Galerkin
discretisation method. The parameter associated with this method, which determines
the stability of the convection and diusion solution, is known as P eclet number, Pe
[55]
Pe =
kWkh
2D
(2.36)
where kWk is the velocity, h the mesh element size and D the diusion. The solution
is stable when Pe  1, that is when the convective eects are not too dominant over
the diusive eects. In circumstances where the convective part is dominant or a steep
gradient is formed at a boundary resulting from a Dirichlet condition or where local
disturbances exist, the solution becomes unstable and spurious oscillations occur. In such
cases, rening the mesh is not always eective and stabilising techniques are necessary.
COMSOL facilitates this in the form of articial diusion. There are three classes of
articial diusion that can be used:
 Isotropic Diusion: By using the isotropic diusion, an additional diusion term
Dart is added to the physical diusion coecient.
Dart = idhkWk (2.37)
where id is a tuning parameter. Although the equation is no longer original, the
addition of an isotropic diusion acts to smooth the solution to a good extent [55].
 Streamline Diusion: In this category, two diusion types are further dened:
Anisotropic diusion and Petrov-Galerkin diusion [56, 57]. The mechanism of
anisotropic diusion is similar to isotropic diusion; the dierence is that, in this
case, the articial diusion is added along the direction of the ow rather than
ubiquitously as in the isotropic case. The formula for anisotropic diusion is sim-
ilar to Equation 2.37, nonetheless, the diusion coecient must be expressed as
a tensor in order to take into account both of the orthogonal components. It
has been shown that errors introduced by anisotropic diusion is much less se-
rious than those caused by isotropic counterpart. The Petrov-Galerkin articial
diusion, on the other hand, is a consistent method, in that it does not perturb
the original equation as much. This method is analogous to the nite dierence
30upwind scheme. This technique deals well with smooth regions but fails at steep
gradients.
 Crosswind Diusion: In contrast to streamline diusion techniques, crosswind dif-
fusion introduces articial diusion in the perpendicular direction to the streamline
direction. This method does not alter the original equation and solves overshoot
and undershoot problems to a good extent [58]. The downside is, nonetheless, its
computational cost in terms of run time.
2.2.4 Numerical Tests for COMSOL Solver
As for the FCT algorithm, before discharge models are simulated numerical tests need
to be undertaken to conrm the accuracy of the COMSOL solver. For comparison
purposes, convection, diusion and nonlinear coupled tests were solved by COMSOL in
1D and compared with the analytic and FCT results.
2.2.4.1 Convection Tests
Constant Velocity
Details of this test have been given in Section 2.2.2.1: an initial square pulse traversing
across a 0.01 m gap with a constant drift velocity of 1  105 m/s. The same number
of mesh points (1001) was used in COMSOL for direct comparison purposes. Dierent
types of articial diusion were tested and plotted in Figure 2.14: no articial diusion,
Petrov-Galerkin ( = 0:01), Anisotropic ( = 0:01) and Crosswind - Shock Capturing
( = 0:01). It is clear to see that with no articial diusion added, the solution contains
many oscillations around the rising and falling edges of the square waveform. This is
because there is no real diusion in the equation and the convective part is dominant.
The Petrov-Galerkin technique although maintains a good peak value, is still oscilative.
Anisotropic and Crosswind methods seem to give closer results to the analytic solution
even though still not as good as the FCT algorithm. As expected the solutions with
articial diusion introduced are slightly more diusive than the ux limited method.
The average absolute error plot is also shown in the same gure. No articial diusion
solution clearly gives the biggest error as opposed to the lowest error obtained from
the Petrov-Galerkin stabilising technique. This is mainly because this technique gives a
good solution at the rising and falling edges where the gradients are high. Nonetheless,
oscillations introduced by this technique are not preferred for the models considered in
this work. The FCT method gives a similar error gure to the Petrov-Galerkin's while
the other two methods present slightly higher errors.
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32Linearly Decreasing Velocity
In this test, the velocity was linearly decreased from 2  105 m/s at x = 0 to 0 m/s at
x = 0:01 m. The no articial diusion and Petrov-Galerkin techniques were ruled out for
this test due to the oscillations in their solutions. Results obtained from the Anisotropic
and Crosswind techniques are shown in Figure 2.15. Again, both stabilisation techniques
give good results compared to the analytic solution. The Crosswind result is quite similar
to that obtained from the FCT algorithm (AE's around 0.006) while the anisotropic
waveform is somewhat more diusive (AE equal 0.0086). It is worth noting that the
Crosswind technique is much slower to solve than the Anisotropic technique even in 1D.
The peak value is well maintained from all the methods.
2.2.4.2 Diusion Test
The diusion test for the COMSOL solver was again performed on an initial Gaussian
waveform. The diusion coecient was set constant at 0.5 m2s 1. It was found that
with or without an articial diusion, the COMSOL solver gives a very close result
to the analytic solution (Figure 2.16). The maximum dierence calculated is around
1.5 10 4 a.u. at the peak.
2.2.4.3 Non-linear Coupled Test
Relevant parameters of this test have been detailed in Section 2.2.2.3. A streamline
anisotropic diusion coecient of 0.01 was used and the result in Figure 2.17 shows a
very good agreement with the analytic solution. From the dierence plots, it can be
observed that the discrepancies stem from the edges of the triangular waveform. In
summary, the numerical tests conrm that the COMSOL solver is capable of solving
convection and diusion problems with a good level of accuracy. This gives condence
when using COMSOL to simulate the surface discharge problems.
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(b)
Figure 2.16: Diusion test for the COMSOL solver; D = 0.5 m2s 1; (a) initial and
diusion waveforms after 150 ns and (b) dierence to analytic solution at 150 ns.
2.3 Summary
This chapter has summarised various surface discharge measurement and simulation
methods. With regard to measurement techniques, the Pockels method has clear advan-
tages over Lichtengberg gures, dust gures and electrostatic probes. This electro-optic
method is a non-destructive technique that can capture and quantify the dynamics of
surface discharge. Regarding the simulation of surface discharge, the hydrodynamic
approach appears to be a more sensible choice over stochastic and equivalent circuit
models. This is because it takes into account physical discharge phenomena using a
uid model framework. The accurate nite volume FCT algorithm has been detailed
and tested against analytic solutions. The choice of a nite element package has also
35(a)
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(c)
Figure 2.17: Non-linear coupled test for the COMSOL solver (anisotropic diusion
coecient = 0.01); (a) initial and solution waveforms after 30 and 60 ns, dierence to
analytic solution at (b) 30 ns and (c) 60 ns.
been considered. Through numerical tests, the COMSOL solver has demonstrated its
suitability for discharge modelling.
36Chapter 3
Surface Discharge Theory,
Electro-Optic Principles and
Pockels Experiment
The rst part of this chapter reviews the theory behind the accumulation of charge on
a dielectric surface. Basic processes and main dierences between positive and negative
discharges are addressed qualitatively. This is then followed by electro-optic theory
including isotropic and anisotropic properties, birefringence, states of light and the linear
electro-optic eect. Details of the practical considerations for the construction of a
Pockels experiment are then discussed. Image processing techniques used to calculate
surface charge density are explained. Finally, results obtained from calibration tests are
presented to conrm the performance of the experiment prior to investigating surface
discharge events.
3.1 Surface Discharge Theory
In general, the physical mechanisms driving charge carriers onto an insulator surface
can be divided into two separate categories on the basis of eld uniformity and charging
period. In uniform/quasi-uniform elds, surface charge builds up gradually with time
until saturation occurs whereas in highly non-uniform elds transient development of
surface discharge takes place.
3.1.1 Surface Charging under Uniform/Quasi-Uniform Fields
Experimental and theoretical studies on surface charge accumulation in this category
have been undertaken mostly under dc applied voltages with either plane-plane electrode
37on cylindrical spacers or coaxial electrode on conical spacers. Charge transport has
been explained by most authors using either bulk conduction, surface conduction or gas
conduction [59, 60, 61, 62].
Bulk conduction is believed to occur when charged particles existing within the spacer
bulk move to the surface due to inhomogeneity of the material. However from the
analytic model described by Jing and measurements of bulk conductivity undertaken
by Nakanishi [60], bulk conduction is not considered an important factor in surface
charge accumulation. Charging via the bulk is believed to take place when the bulk
conduction is either non-linear or non-uniform. Nevertheless, the bulk conductivity was
found constant and independent of the applied stress.
On the other hand, the observed dissimilarity in the charge pattern of dierently condi-
tioned spacers is in favour of the surface conduction theory with interface inhomogeneity
taken into account. An analytic study has conrmed that, under steady state conditions,
surface charge builds up around inhomogeneous areas where there exists a discontinu-
ity in the permittivity and conductivity [62]. Although most of analytic models show
the correlation between the deposited charge and the normal component of the electric
eld at the interface, Nakanishi suggested charge accumulates where the product of the
tangential eld and its derivative obtains its maximum [60].
It has been agreed by most authors that gas conduction is the dominant process in
surface charging. A protrusion on the conductor surface produces a non-uniform eld
which, in turn, causes ionisation. Charge carriers from the gas or generated from eld-
emission (due to the eld enhancement eect) are then transported away along the eld
lines and terminate at the spacer surface. In addition, the presence of any conducting
contamination on the insulator surface may cause partial discharges which ultimately
results in charge deposition [63].
3.1.2 Surface Charging under Non-Uniform Fields
When a needle/rod/mushroom/sphere electrode is used in place of the HV plane elec-
trode, a highly non-uniform eld is created. Within this non-uniform eld, electrons
gain sucient energy and interact with gas and/or surface molecules resulting in sur-
face streamers along the insulator surface. Although surface discharge is a complicated
phenomenon, it fundamentally consists of some basic processes described in this section.
3.1.2.1 Electron Generation Processes
Collisional Ionisation
This type of ionisation process occurs when an electron gains sucient energy from an
external eld and collides with a neutral gas molecule to release another electron and
38a positively charged ion. This process accounts for the exponential growth of electron
avalanches and is characterised by Townsend [3] by the ionisation coecient . In the
presence of an insulator, ionisation between electrons and surface molecules must also
be taken into consideration as shown in Figure 3.1. The ionisation coecient depends
on the nature of the gas, pressure and the local electric eld. Shown in Figure 3.2 is
the ionisation coecient in air (Appendix A), N2 and SF6 at atmospheric pressures
[64, 65]. These data are well accepted in the gas discharge literature whilst parameters
on dielectric ionisation have not been documented.
(a)
(b)
Figure 3.1: Collisional ionisation processes; (a) electron-gas molecule and (b) electron-
surface molecule [20].
Figure 3.2: Plot of the ionisation coecient as a function of reduced electric eld in
dierent gases at atmospheric pressure (Appendix A) [64, 65].
39Photoionisation
If the collision between a high energy electron and an atom does not result in ionisation,
excitation occurs. Excited atoms when returning to their ground state radiate a photon
(i.e. h). This photon may in turn ionise other neutral atoms whose ionisation potential
energy is equal to or less than the photon energy. Both gas and surface photoionisation
processes are vital to the development of positive surface streamers as they provide seed
electrons in front of the streamer head to sustain the discharge [36, 66], Figure 3.3.
(a)
(b)
Figure 3.3: Photoionisation processes; (a) photon-gas molecule and (b) photon-surface
molecule [20].
The generally accepted photoionisation model in air can be described as follows [67].
Considering two innitesimal volumes d
1 and d
2 seperated by a distance r, the pho-
toionisation rate (number of electron-ion pairs produced per second per m3) at d
1 due
to radiation from d
2 can be expressed as
Sph(d
1;d
2)  p
I(d
2)f(r)
4r2 d
2 (3.1)
where p is the photoionisation coecient and I the integral intensity of emission at the
source volume (number of photons produced per second per m3). I is generally related
to the excitation rate occurring at the radiation volume and can be expressed as
I = 
pq
p + pq
Nej ~ Wej (3.2)
where p is the gas pressure (Torr), pq = 30 Torr the quenching pressure,  a dimensionless
factor dependent on experimental conditions, Ne the electron density (m 3) and ~ We the
electron velocity (ms 1). The function f(r) represents the absorption process taking
place along the path r and is formulated as
f(r) =
exp minPO2r  exp maxPO2r
rlog(max=min)
(3.3)
40where min = 0:0035 and max = 2 cm 1Torr 1 are the minimum and maximum values
of the coecients of absorption by oxygen and PO2 = 150 Torr is the Oxygen partial
pressure. This full implementation of photoionisation will be used in Chapter 6 to
validate the use of a simple approximation of the process as a constant source term in
time and space.
Detachment
In addition to ionisation, detachment processes are also possible to produce additional
electrons. A negative gas/surface ion may give up its electron when in collision with
a free electron or photon (Figure 3.4 and Figure 3.5). Detachment in SF6 has been
claimed to play a role in forming avalanches and streamers in the gas [68]. Spontaneous
detachment is also a possibility however it rarely occurs.
(a)
(b)
Figure 3.4: Electron initiated detachment processes; (a) electron-negative gas ion and
(b) electron-negative surface ion [20].
(a)
(b)
Figure 3.5: Photon initiated detachment processes; (a) photon-negative gas ion and
(b) photon-negative surface ion [20].
413.1.2.2 Electron Absorption Processes
Electron Attachment
This process is a measure of the electro-negativity of a gas/material and characterised
by the attachment coecient  [3]. This event tends to cease the growth of electron
avalanches through electron attachment of neutral molecules forming stable negative
ions (Figure 3.6). The excess energy resulting from the attachment may be released as a
photon, converted to kinetic energy of the neutral molecule in a three-body collision or
used to separate a molecule into a neutral and negative ion in dissociative attachment.
(a)
(b)
Figure 3.6: Electron attachment processes; (a) electron-gas molecule and (b) electron-
surface molecule [20].
Attachment coecient approximations in air and SF6 are shown in Figure 3.7. In N2
the attachment coecient is approximated to be zero.
Figure 3.7: Plot of the attachment coecient as a function of reduced electric eld
in dierent gases at atmospheric pressure (Appendix A) [64].
42Recombination
By transferring the electron, recombination occurs between positively and negatively
charged particles. A photon may be released from this process. Recombination can take
place between gas ions or a gas ion with an oppositely charged surface ion as shown in
Figure 3.8. The process of electrons recombining with positive gas/surface molecules
may also take place but the occurrence is rare.
(a)
(b)
(c)
Figure 3.8: Recombination processes; (a) oppositely charged gas ions, (b) negative
gas-positive surface ions and (c) positive gas-negative surface ions [20].
3.1.2.3 Secondary Electron Emission Processes
Additional electrons can be emitted into the gas from metal electrodes due to the impact
of ion bombardment, photoemission, thermionic and eld-eect emission.
Field-Eect Emission
In the eld-eect emission, electrons are released from the metal electrode due to high
electrostatic elds. When such elds are present at the metal surface, the potential
barrier is modied. Electrons in the proximity of the Fermi level may have the probability
of passing through the barrier - a phenomenon known as the \tunnel eect". The eld-
eect electron current was measured by Fowler and Nordheim and can be expressed as
follows
43jF N = B1
E2
t2(y)
exp
 
 B2v(y)
3=2
E
!
(3.4)
where jF N is the electron current density (Am 2), B1 = 1:5410 6 A.eV.V 2, E the
electric eld (Vm 1),  the work function of the electrode material (eV), B2 = 6:83109
Vm 1eV3=2, t2(y) = 1:1 and v(y) = 0:95 y2 where y = 3:7910 5p
E=. This process
has been argued to play a major role when the eld levels are in the range from 109 to
1010 Vm 1 [3].
Thermionic Emission
Thermionic emission is the process of releasing electrons due to an increase in metal
temperature. In this case, electrons gain energy from violent thermal lattice vibrations
and may be able to jump the potential barrier. This eect is often known as Richardson-
Schottky emission process and is expressed as
jR S = AT2 exp

 
Wa
kT

(3.5)
where jR S is the electron current density (Am 2), A = 120  104 Am 2degr 2, T is
temperature (K), Wa the work function of the metal (eV) and k Boltzmann's constant
[3]. This eect is dominant for the temperature range of 1500 - 2500 K.
Ion-Bombardment Emission
Upon the bombardment of positive ions at the cathode surface, free electrons can also
be emitted into the gas. Not all the impinging ions create additional electrons, only ones
that possess an energy greater than the work function of the material. This is realised
by using an ion-impact secondary emission coecient ion:
je = ion  jion (3.6)
where ion is the ion-impact secondary emission coecient. It is often approximated as
[39]
ion = 0:016(Wi   2eK) (3.7)
where Wi is the ionisation energy (eV) and eK the photoelectric work (eV) of the
electrode material.
Photoemission
In a similar manner to the photoionisation process, the photoemission eect occurs
when photons of high energy reach the metal surface and eject additional electrons. The
eective frequency range lies within the u.v. region.
443.1.3 Surface Discharge Development
3.1.3.1 Positive Polarity
Depending on the polarity of the applied voltage, surface discharges undergo consider-
ably dierent processes. The development of a positive surface streamer is intuitively
described in Figure 3.9. At the initial stage, the application of a positive high voltage
at the anode attracts free electrons leading to the formation of electron avalanches. The
initial free electrons initiating the avalanches are believed to be produced from cosmic
radiation, photon initiation and spontaneous detachment [3]. The previously explained
electron generation and absorption processes take place continuously during this stage.
Electrons have a much higher mobility than positive ions thus they are quickly absorbed
into the anode leaving the positive ions behind. When the avalanches reach a certain
size, the concentration of charged particles distorts the initially applied electric eld. A
streamer then forms at this stage which has a high distribution of positive ions at the
front head and a weakly ionised plasma stem through which the electrons are trans-
ported into the anode. The streamer advances forwards via seed electrons provided
from photoionisation and photoemission processes. The discharge terminates when the
streamer head eld is not strong enough to further ionise molecules.
3.1.3.2 Negative Polarity
The development of a negative surface discharge is analogous to the case of negative
corona discharge. The fundamental processes involved are shown schematically in Fig-
ure 3.10. As opposed to the previous case, high energy electrons near the cathode quickly
move away to a lower eld region. During their movement, they create avalanches and
leave the low mobility positive ions in the volume between them and the cathode. Hence
a plasma forms in the vicinity of the cathode. Additional electrons are supplied into
the discharge via secondary emission processes. These electrons are released from the
cathode due to the impact of ions, photons and eld emission - Figure 3.10(a). The
secondary processes form a feedback loop and this cycle repeats until the space charge
reaches a critical size. At this time, the space charge eld signicantly distorts the initial
eld - Figure 3.10(b). The eld within the plasma suppresses whilst the eld at the two
ends enhances. If the eld at the tail of the electric eld curve is still higher than the
ionisation level in the gas, the discharge advances forward. Because of the eld sup-
pression at the high eld region and the eld enhancement only at the low eld region,
negative discharge is often found to be diusive and its extension is less than that of the
positive discharge.
45(a) Avalanche to streamer
(b) Field enhancement and photoionisation
(c) Streamer propagation
Figure 3.9: 3D schematic diagram of processes occuring during the development of
positive surface streamers.
46(a) Avalanche and secondary processes
(b) Field suppression
Figure 3.10: Processes during the development of a negative surface discharge.
3.2 Electro-Optic Principles
3.2.1 Isotropic and Anisotropic Properties
When an electromagnetic wave enters an isotropic medium (e.g. diamond and sodium
chloride), its propagation characteristics are independent of the incident direction. For
anisotropic media, however, it is not the case. This phenomenon can be explained on
account of the electric displacement vector ~ D, the associated electric eld ~ E and the
induced polarisation ~ P. In an isotropic medium all three vectors are parallel to each
other [69]; ~ D and ~ P are expressed as
47~ D = r0 ~ E (3.8)
~ P = 0~ E (3.9)
where r and  are the scalar dielectric constant and susceptibility of the material
respectively.
In an anisotropic medium, however, vectors ~ D and ~ E are not parallel. The relationship
between them must be modied using a dielectric tensor   r
~ D =   r ~ E (3.10)
where by choosing appropriate coordinate axes,   r can be written as
  r =
0
B
@
x 0 0
0 y 0
0 0 z
1
C
A (3.11)
The dielectric dierence between isotropic and anisotropic media can be illustrated by
the dielectric permittivity space as illustrated in Figure 3.11 [70, 71]. With three equal
permitivities in three directions the isotropic permittivity space forms a sphere. An
anisotropic medium, on the other hand, forms an ellipsoid whose expression is known as
the indicatrix, Equation 3.12.

1
x

x2 +

1
y

y2 +

1
z

z2 = 1 (3.12)
Figure 3.11: Dielectric permittivity space; (a) isotropic and (b) anisotropic [70].
48Each of the principal axes can be characterised by its corresponding refractive index.
For an isotropic material, there is only one refractive index
n =
p
 (3.13)
Uniaxial anisotropic crystals have two refractive indices
no =
p
x =
p
y ; ne =
p
z (3.14)
And three dierent refractive indices for biaxial anisotropic media
nx =
p
x ; ny =
p
y ; nz =
p
z (3.15)
3.2.2 States of Light
The state of polarisation of light generally depends on the direction and magnitude of its
electric eld vector with respect to time. Light is said to be linearly polarised or plane
polarised when the orientation of the eld is unchanged even though its magnitude may
vary with time. When the two orthogonal components of the electric eld have the same
magnitude but the phases dier by /2, a circularly polarised light is formed. When
both the magnitude and phase of the eld components are dierent, elliptically polarised
light is shaped. Several states of polarisation of light are illustrated in Figure 3.12 along
with the phase leads and lags of the eld components [72].
Figure 3.12: States of polarisation of light [72].
When light propagates through an anisotropic crystal, it will resolve into two orthogonal
components each of which experiences a dierent refractive index. The smaller the
index value the faster the light component travels. Hence a phenomenon known as
double refraction or birefringence occurs whose nature is dependent on the direction
of the incident light with respect to the principle axes. The degree of birefringence is
characterised by the phase retardation of the transmitted light, given by
 =
2

(nx   ny)d (3.16)
49where nx and ny are the indices of the slow and fast axes,  is the wavelength of the
incident light and d is the material thickness.
3.2.3 The Linear Electro-Optic Eect
It has been shown that the previously dened indicatrix (Equation 3.12) is a special case
of the following general equation for an arbitrary set of coordinate axes [70]
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The cross terms xy, yz, and zx would disappear if x, y and z are chosen as the principal
axes of the crystal. When an external voltage with eld components Ex, Ey and Ez
is applied across the crystal, the linear electro-optic eect causes a small change in the
refractive indices 
  1
n2

. This linear dependence can be described using a tensor   r
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The tensor   r is associated with the symmetry of the crystal and can be calculated from
the transpose of the piezoelectric tensor. Equation 3.17 should then be rewritten as
follows under an external electric eld
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As clearly seen, the top three rows of the tensor   r modify the refractive indices of
the principal axes while the bottom three cause the principal axes rotate to a new
orientation such that the cross terms are eliminated. Consider a z-cut Bismuth Silicon
Oxide (Bi12SiO20 - BSO) crystal in the longitudinal mode (i.e. the incident light is
parallel to the applied electric eld); this has the crystal symmetry of class 23 and its
electro-optic tensor takes the form
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Substituting Equation 3.20 into Equation 3.19 and noting the eld is along the z direction
yields

1
n2
o

x2 +

1
n2
o

y2 +

1
n2
e

z2 + 2r41Ezxy = 1 (3.21)
In order to remove the cross term, the axes x and y must be re-oriented to become x0 and
y0 which make a rotation angle  = 45o with respect to the polarisation of the incident
light. Thus the relationship between the axes x and y and their reorientation x0 and y0
is
x = x0 cos45o   y0 sin45o (3.22)
y = x0 sin45o + y0 cos45o (3.23)
Substituting these two equations into Equation 3.21 gives the new indicatrix equation

1
n2
o
+ r41Ez

x02 +

1
n2
o
  r41Ez

y02 +

1
n2
e

z2 = 1 (3.24)
Thus the new refractive indices of the new principal axes x0 and y0 can be calculated by
comparing with the general expression
1
n2
x0
=
1
n2
o
+ r41Ez (3.25)
1
n2
y0
=
1
n2
o
  r41Ez (3.26)
or
n2
x0 =
n2
o
1 + n2
or41Ez
(3.27)
n2
y0 =
n2
o
1   n2
or41Ez
(3.28)
If it is assumed n2
or41Ez << 1 then
51nx0 = no  
n3
or41Ez
2
(3.29)
ny0 = no +
n3
or41Ez
2
(3.30)
Combining this with Equation 3.16, the phase retardation of light under an applied
electric eld Ez becomes
 =
2

n3
or41Ezd (3.31)
or
 =
2

n3
or41Vz (3.32)
where Vz is the voltage applied across the z-cut BSO crystal. This result conrms the
advantage of utilising the longitudinal mode as compared to the transverse conguration
i.e. the phase retardation is independent of the crystal length. If the wavelength of the
polarised light being used is 632.8 nm, the coecient r41 of BSO is 510 12 m/V and no
is 2.54, the voltage V which is necessary to produce a retardation of  can be calculated
as
V =

2r41n3
o
= 3861(V ) (3.33)
The longitudinal light intensity measured as a function of phase retardation can be
written as [70]
I = I0 sin2


2

(3.34)
3.3 Pockels Experiment Design Considerations
This section details practical considerations for the construction of the Pockels experi-
ment. According to the schematic diagram given in Figure 3.13, main components of the
system include a laser source, polarising beam splitter, waveplate/optical phase mod-
ulator, vacuum chamber, Pockels crystal, external current measurement circuit, needle
holder, lens and pinhole, CCD camera and synchronisation control circuit.
3.3.1 Laser Source and Beam Expander
The laser source used in this experiment is a Helium Neon (HeNe) laser manufactured
by Melles Griot, Figure 3.14. The reasons for choosing this particular laser source are its
52Figure 3.13: Schematic diagram of the Pockels experiment.
excellent pointing stability, low output noise and simple electric setup. The laser provides
a coherent monochromatic wave with a wavelength of 632.8 nm and diameter of 1 mm.
The laser beam was expanded to cover the whole crystal surface via a Galilean beam
expander attached directly to the front of the laser. During its passage the laser light
encounters a number of optical components; parts of the light get refracted, scattered
and reected. A 17 mW laser source was found suciently powerful in order to ensure
a reasonable intensity of the reected light from the back face of the discharge crystal.
Figure 3.14: Laser source and beam expander.
533.3.2 Polarising Beam Splitter
A cubic broadband polarising beam splitter (PBS) was utilised in this setup, as shown
in Figure 3.15. The PBS serves as both polariser and analyser with their optical axes
perpendicular to each other. The purpose of using the PBS is to separate the transverse
electric (TE) and transverse magnetic (TM) components of the incident light into two
highly polarised orthogonal beams. When the laser light rst enters the PBS, only
the horizontal component is transmitted and propagates towards the discharge crystal.
Light reected from the back face of the crystal will go through the PBS again. At this
point, only the vertical component of the light is transmitted to the camera. Ideally if
there is no charge deposited on the crystal, no light should be seen on the camera. If
surface charge is present, however, light will be detected by the camera in accordance
with the phase retardation caused.
Figure 3.15: Cubic broadband polarising beam splitter [73].
3.3.3 Lens and Pinhole
The lens and pinhole are coupled together to minimise optical interferences to the system,
Figure 3.16(a). Before arriving at the camera, light generated by the laser source has
experienced many internal reections and refractions from the optical devices. Reection
occurs wherever there is a dierence in the refractive indices between adjacent media.
Hence in this Pockels experiment, there may be more than 10 points of reection before
the light reaches the camera. If the BSO crystal had been made perfectly at (i.e.
parallel surfaces), the reection that experiences phase retardation could not have been
distinguished from others. The camera images would have consequently been noisy and
contained fringing patterns. To avoid this situation, the crystal was wedge polished with
a very small parallelism angle between the surfaces (6 minarc on average). The desired
reection can, therefore, be focused onto a small spot using a plano-convex lens. The use
of a pinhole then allows the transmission of the desired reection through to the camera
and blocks all unwanted ones, Figure 3.16(b). The optimal diameter of the pinhole was
experimentally found to be 800 m.
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Figure 3.16: Practical arrangement (a) and schematic diagram (b) of lens and pinhole.
3.3.4 Waveplate/Optical Phase Modulator
Generally placed in between the PBS and the Pockels crystal is either a waveplate or an
optical phase modulator (OPM). The phase retardation caused by surface charge is often
of small magnitude when thin crystals are in use. The change in light intensity is hence
dicult to detect by the camera. Thus the phase must be modulated to a certain eective
range and signal processing is then used to calculate the original phase retardation. More
importantly, the use of a waveplate and/or an OPM oers charge polarity discrimination
since without it a negative or positive charge of the same magnitude would produce the
same light intensity (Equation 3.34). As can be seen in Figure 3.17, by using a /8
waveplate the transmission curve of a BSO crystal is shifted to the left by /4. If there
is no induced phase retardation (i.e. no charge present), the light intensity is at half its
maximum value. A positive deposited surface charge would increase the light intensity
while a negative charge would reduce it.
55Figure 3.17: Phase shift by using a /8 waveplate [70].
The OPM is a further improvement of the waveplate. It is designed not only to discrim-
inate the charge polarity but also to eliminate the oset light intensity and the natural
birefringence of the optical devices. An OPM in this experiment consists of a 1 mm thick
BSO crystal sandwiched between two transparent electrodes. A square pulse train of al-
ternative positive and negative voltages (magnitude of at least 300 V) was applied across
the crystal to achieve positive and negative modulation respectively. Image processing
is required in the nal stage in order to attain the charge density distribution.
3.3.5 Pockels Crystal
A BSO crystal was chosen as the discharge sensing element in this experiment. Other
Pockels alternatives include LiNbO3 (Lithium Niobate) and Bi4Ge3O12 (BGO). The
latter two were not preferred because while lithium niobate possesses unwanted natural
birefringence, BGO crystals have a too high electro-optic coecient which may result in
camera saturation [31]. Furthermore, the use of BGO in the Pockels experiment is not
as well established as BSO.
BSO has the volume resistivity of 1012 
m which is higher than that of glass (2:61010

m) and lower than those of practical solid insulators (silicone rubber - 5  1014 
m,
epoxy resin - 21016 
m and polyethylene - 6:81014 
m). The relative permittivity of
BSO (r = 56) is signicantly higher than others (glass (6.9), silicone rubber (2.9), epoxy
resin (3.5) and polyethylene (2.1)) [12, 74]. Using the density functional density (DFT),
the ionisation energy of BSO (166 eV) has been found to be much higher than other
polymeric materials (5.9 - 8.7 eV) [75]. The BSO surface atness in this experiment was
polished to lower than 1  (632.8 nm) to avoid optical interference.
56The thickness of the sensing crystal is an important parameter as it is linearly propor-
tional to the spatial resolution of the measurement system. The thinner the crystal
the more uniform the induced electric eld across it and hence the better the spatial
resolution. Attempts have been made on BSO crystals of thickness 1 mm, 0.5 mm and
160 m in this experiment. BSO is an extremely fragile material; thus unlike 1 mm and
0.5 mm thick crystals, which can be mechanically mounted on their own, the 160 m
crystal has to be glued on a 0.8 mm thick BK7 glass substrate, Figure 3.18.
(a)
(b)
Figure 3.18: Image of the OPM crystal and Pockels cell (a) and their structure (b).
As the longitudinal mode was used, one side of the Pockels cell needed to be grounded
by a transparent electrode. Both indium tin oxide (ITO) and gold coating are suitable
for this task and their transmission properties were studied. Shown in Figure 3.19 are
the transmittance waveforms obtained from using a Perkin Elmer Lambda35 UV/VIS
Spectrometer on uncoated, ITO coated and gold coated crystals. The results show that
57ITO maintains a good level of transmission particularly at the 632.8 nm wavelength in
use.
Figure 3.19: Transmittance waveforms as a function of wavelength for uncoated, ITO
and gold coated samples.
The orientation of the crystal with respect to the incident light is also an important
factor. In order to obtain maximum light transmission, the y axis of the crystal should
be aligned parallel to the vertical axis so that the induced fast and slow axes would make
an angle of 45o to the polarisation of the incident light.
3.3.6 External Current Measurement Circuit
Discharge current measurement is an essential element in studying surface discharge
dynamics. Not only does the discharge current provide information on the amount of
charge injected into the system, it also helps correlate the instant of discharge with the
corresponding charge density distribution.
In general, the current can be measured either from the high voltage or earth side of the
circuit. Current measurement from the high voltage side would require optical isolation
in the form of a bre-optic link [20]. However, in order to measure short duration current
pulses expensive large bandwidth (100 MHz) bre-optic links would be required. This
limitation ruled out the use of a current measurement circuit from the high voltage side.
To measure the current from the earth side, there exist two methods: radio-frequency-
current-transformer (RFCT)/Rogowski coils and shunt resistor. Although the use of
RFCT/Rogowski coils oer simple circuitry, they require rigorous calibration and unless
large bandwidth coils are used the measured waveforms are very oscillative. For these
reasons, a shunt resistor was preferred to measure the discharge current. As can be seen
58in Figure 3.13, a low inductance 75 
 co-axial shunt resistor was set up between the
ITO electrode and the ground. The voltage across the shunt resistor is transmitted to
a digital oscilloscope via a 75 
 impedance and terminated using a 75 
 terminator for
reection elimination. A 10 probe was also utilised to reduce the voltage level at the
oscilloscope input. The whole measurement circuit was shielded in order to minimise
external noise. A Tektronix DPO7254 oscilloscope of 2.5 GHz bandwidth and 40 GS/s
sampling rate was utilised for this measurement setup.
3.3.7 Vacuum Chamber and Needle Holder
With reference to Figure 3.13, the vacuum chamber has 4 valves connected to SF6 and
CO2/N2 gas cylinders, a vacuum pump and a pressure gauge. Before any discharge
measurement in a gas was undertaken, the chamber was evacuated to a pressure level of
10 1 Pa and the mixture ratio was determined from the pressure ratio. A transparent
window at the front of the chamber allows the laser light to propagate through to the
cell.
The distance between the HV electrode and the crystal surface was accurately controlled
via a hydraulic micrometer (5 m accuracy). This positioning system was housed within
a needle holder which has the crystal cap attached to the front as shown in Figure 3.20.
The whole structure provides stability during the evacuation and gas pumping processes.
Figure 3.20: Schematic diagram of the needle and crystal holders.
3.3.8 CCD Camera and Synchronisation Control Circuit
A charge-coupled-device (CCD) camera (Kodak motion coder analyser SR-1000) was
utilised in this system. This type of camera signicantly improves the temporal resolu-
tion of the measurement as images are stored directly into the random access memory
(RAM) instead of a lm or magnetic tape. The framing rate of the camera can get up to
at least 1000 frames per second with the resolution of 256 by 240 pixels. Images can be
59transferred into a computer for further image processing via the small computer system
interface (SCSI).
The system events that occur during the surface discharge measurement must be syn-
chronised to ensure the camera captures discharge data. This was achieved by using
a synchronisation control circuit (SCC). The core of the SCC is a peripheral-interface-
controller (PIC) 16F84A microprocessor which takes a continuous 1000 Hz pulse from
the camera as a master source. As soon as the SCC is triggered, it will generate a 500 Hz
square pulse train of positive and negative voltages to the OPM. The OPM square pulses
are precisely delayed so that the camera pulses appear at the middle of the positive and
negative periods, Figure 3.21. This is to ensure stabilisation of the modulation voltage
at recording instants. The SCC initiates camera recording by sending an external trigger
pulse. The generation of the high voltage at the HV electrode is also controlled by the
SCC.
Figure 3.21: Synchronisation of the camera and OPM pulses.
3.4 Image Processing Techniques
In this section, image processing techniques associated with the use of a waveplate and
an OPM are discussed. The reasonings for choosing an OPM over a waveplate are
detailed.
3.4.1 Waveplate Image Processing
A surface charge density (x;y) at a point (x;y) on the BSO surface will induce an
electric eld Ez(x;y) across the crystal according to the following relationship [76]
Ez(x;y) =
(x;y)
20r
(3.35)
Combining this with Equation 3.31 yields
(x;y) = K(x;y) where K =
n3
or41d
0r
(3.36)
60As mentioned earlier, the use of a =8 waveplate introduces an additional phase shift of
=4 into the overall retardation phase when the reected light is measured. Hence, the
light intensity equation in this case is given as
Iq(x;y) = T(x;y)I0(x;y) sin2

4
+ (x;y)

=
T(x;y)I0(x;y)
2
 
1 + sin2(x;y)

(3.37)
where T(x;y) and I0(x;y) represent the total transmittance of the system and the max-
imum light intensity at the point (x;y) respectively. Prior to discharge, there is no
change in the phase retardation. Hence the light intensity before discharge takes the
form
Ib(x;y) = T(x;y)I0(x;y) sin2

4

=
T(x;y)I0(x;y)
2
(3.38)
The initial light intensity is thus half of the maximum light intensity. Combining Equa-
tions 3.37 and 3.38, the phase retardation induced from discharge can be derived as
(x;y) =
1
2
sin 1

Iq(x;y)   Ib(x;y)
Ib(x;y)

(3.39)
The image processing technique is hence implemented as follows. At the beginning prior
to discharge, 30 initial images are recorded. The background image Ib is calculated as the
average of the recorded images in order to eliminate optical noise. Once a discharge has
taken place, each discharge image recorded can be used to calculate the corresponding
charge density distribution using Equations 3.36 and 3.39. An example of the image
processing is given in Figure 3.22 [70].
3.4.2 OPM Image Processing
The previous image processing technique assumes that the natural birefringence of the
optical system is negligible. This natural birefringence is mostly due to mechanical
stresses that optical devices experience. This quantity can be taken into consideration
by using the OPM image processing technique. The total phase retardation, in this case,
is expressed as the sum of the charge induced phase retardation, q(x;y), and the natural
birefringence phase component
(x;y) = q(x;y) + nat(x;y) (3.40)
In addition, this technique takes into account the oset component of the reected light,
Ioffset(x;y), in the formulation of the total light intensity I(x;y)
61Figure 3.22: Image processing technique using a =8 waveplate; (a) initial image (b)
discharge image and (c) the corresponding surface charge density distribution [70].
I(x;y) = T(x;y)I0(x;y) sin2  
(x;y)

+ Ioffset(x;y) (3.41)
where I0(x;y) and T(x;y) are dened as previously. The oset component is mainly due
to the leakage of light occurring during its passage through optical components.
When a square waveform of magnitude VM is placed across the OPM, the incident light
will be modulated in phase by M. By synchronising the framing rate of the cam-
era and the OPM operating frequency, positive and negative modulated light intensity
distributions can be recorded and expressed as
IM+(x;y) = T(x;y)I0(x;y) sin2  
(x;y) + M

+ Ioffset(x;y) (3.42)
IM (x;y) = T(x;y)I0(x;y) sin2  
(x;y)   M

+ Ioffset(x;y) (3.43)
With the introduction of positive and negative modulated light intensity measurements,
the dierence between these images can be deduced as
ID(x;y) = IM+(x;y)   IM (x;y) = IE(x;y) sin
 
2(x;y)

(3.44)
Where IE(x;y) is the maximum light intensity distribution, given by
62IE(x;y) = T(x;y)I0(x;y) sin(2M) (3.45)
As clearly seen, the oset quantity is eliminated using the method of images. From
Equation 3.44, the total phase retardation can be derived as
(x;y) =
1
2
sin 1

ID(x;y)
IE(x;y)

(3.46)
Therefore, successive modulated discharge images can be used to calculate ID(x;y) but
IE(x;y) must be determined before surface charge is present on the Pockels cell.
The initial light intensity distribution, Ia(x;y), prior to any discharge or modulating
voltage is mainly caused by the natural birefringence, nat(x;y), and the constant oset
light component. Thus this quantity can be expressed in a similar form as Equation 3.41
Ia(x;y) = T(x;y)I0(x;y) sin2  
nat(x;y)

+ Ioffset(x;y) (3.47)
When the OPM is operating but no discharge activity has taken place, the recorded light
intensity distribution is due to the phase modulation of the OPM, natural birefringence
and the oset quantity, that is
I+(x;y) = T(x;y)I0(x;y) sin2  
nat(x;y) + M

+ Ioffset(x;y) (3.48)
I (x;y) = T(x;y)I0(x;y) sin2  
nat(x;y)   M

+ Ioffset(x;y) (3.49)
Again by using the method of images, the dierence between positive and negative
modulated images prior to discharge can be calculated as
I(x;y) = I+(x;y)   I (x;y) = IE(x;y) sin
 
2nat(x;y)

(3.50)
From this the natural birefringence can be determined
nat(x;y) =
1
2
sin 1

I(x;y)
IE(x;y)

(3.51)
The maximum light intensity IE(x;y) is an unknown factor in the equation for the natural
birefringence. However, it can be calculated using Equations 3.47 - 3.49. That is
63I+(x;y) + I (x;y)   2Ia(x;y) =
IE(x;y)(1   cos(2M))cos
 
2nat(x;y)

sin(2M)
(3.52)
or
 
I+(x;y) + I (x;y)   2Ia(x;y)

sin(2M)
(1   cos(2M))
= IE(x;y) cos
 
2nat(x;y)

(3.53)
By squaring Equations 3.50 and 3.53 and adding them together the equation for the
maximum light intensity can be obtained
IE(x;y) =
v u
u tI2
(x;y) +
" 
I+(x;y) + I (x;y)   2Ia(x;y)

sin(2M)
1   cos(2M)
#2
(3.54)
Substituting this into Equations 3.51 and 3.46 yields the natural birefringence distribu-
tion and total phase retardation. Then by using Equation 3.40, the phase retardation
distribution caused by surface charge can be calculated
q(x;y) = (x;y)   nat(x;y) (3.55)
By including the OPM into the optical system, the eect of natural birefringence is taken
into account and the oset light intensity is eliminated ensuring higher accuracy in the
measurement of surface charge density. For these reasons, the OPM was utlised during
the course of this research. The measurement system oers the temporal and spatial
resolution of 1 ms and 160 m respectively. Applying image processing on a neutral
surface yields the noise level of about 0.05 nCmm 2. The minimum and maximum
charge densities that can be measured are 0.01 and 6 nCmm 2 respectively [70, 25, 53].
The upper limit is determined from the linear region of the light intensity v.s. phase
retardation curve. The lower limit is calculated based on the noise level and recorded
light intensity level from a discharge.
3.4.3 Measurement Procedure
The micro-controller PIC16F84 based synchronisation control circuit (SCC) controls the
order of events during the discharge measurement. An example of the control sequence
is given in Figure 3.23. The SCC receives a 1000 Hz pulse train from the camera and
uses it as a time reference to control subsequent processes. Before the OPM operates
and any discharge activity takes place, 30 background images are recorded. These
images are averaged to obtain the initial light intensity, Ia(x;y), which is related to the
natural birefringence and oset light intensity (Equation 3.47). Once the start signal
64has been received by the SCC, it generates a 500 Hz square waveform to an amplier
to operate the OPM. The OPM square waveform is precisely delayed so as the camera
framing instants appear at the middle of the pulses. This is to ensure the OPM is under
a constant voltage when an image is recorded. A total of 30 modulated images (15
positive and 15 negative) are recorded to produce the dierence images I(x;y) as given
in Equation 3.50. Then a trigger signal is sent from the SCC to the signal generator
to generate a voltage waveform. The output of the signal generator is connected to an
amplier (TREK 20/20C) to stress the high voltage electrode with the desired voltage
waveform.
Figure 3.23: Illustration of control signals to/from the SCC.
Figure 3.24 illustrates the typical processing of images used for the Pockels experiment
[70]. The initial light intensity distribution Ia(x;y) is calculated by averaging 30 back-
ground images and is shown in Figure 3.24(a). Representative positive and negative
modulated images before discharge are given in Figures 3.24(b) and (c), respectively.
Using Equations 3.50 and 3.52, these three images can be combined to produce the
two images shown in Figures 3.24(d) and 3.24(e). Combining these ve images and
Equation 3.54 gives the maximum light intensity IE(x;y) - Figure 3.24(f). It is then fol-
lowed by the computation of the natural birefringence distribution (Figure 3.24(g)) by
using images 3.24(e) and 3.24(f) along with Equation 3.51.
Two successive positive and negative modulated images when surface charge is present
are displayed in Figures 3.24(h) and 3.24(i), respectively. The dierence image, ID(x;y)
is then calculated and shown in Figure 3.24(j). Substitute this distribution and the max-
imum light intensity distribution (Figure 3.24(f)) into Equation 3.46, the total phase
retardation distribution is obtained - Figure 3.24(k). Subtracting the natural birefrin-
gence, Figure 3.24(g), from this total phase retardation yields the phase retardation
65caused by surface charge - Figure 3.24(l). From here, it is straightforward to convert
the phase retardation into surface charge density distribution using Equation 3.36.
Figure 3.24: Image processing procedure [70].
3.5 Calibration Tests
Calibration tests are necessary before any discharge measurements can be reliably un-
dertaken. These tests were aimed to conrm the Pockels eect of BSO crystals and
66functionality of some optical components. The diagram of the calibration experiment is
shown in Figure 3.25. The OPM crystal was used in this experiment (25251 mm3;
wedge polished). Both sides of the crystal were coated with ITO and connected to the
ground and output of a voltage amplier. Light generated from the HeNe laser source
was expanded to cover the entire crystal surface. The PBS was utilised to separate the
horizontal and vertical components of the reected light. Reected light was preferred
over transmitted light because the sensitivity of the measurement is doubled. Lens and
pinhole were used to focus the desired reection onto the CCD camera. Recorded images
were then transfered to a personal computer for post-processing.
Figure 3.25: Schematic diagram of the calibration experiment.
The objective of this experiment was to verify Equations 3.32 to 3.34 experimentally. In
order to do that, a ramp voltage starting from -1000 V to 1000 V in a duration of 20 ms
was initially used, Figure 3.26(a). Twenty one images were recorded over this period
(every 1 ms). The mean light intensity associated with each image was calculated as
the average value of all the pixels that make up the image. Plotting these values against
the applied voltage yields the plot of measured light intensity v.s. voltage across the
crystal, Figure 3.26(b). As theoretically expected, the measured light intensity is related
to the applied voltage as a function of sine square. An analytic best t sin2 curve is
also shown in the same gure and conrms the excellent agreement. The positive and
negative quasi-linear regions can be clearly observed on each half of the origin. On the
other hand, a minor oset should be noted near the origin (the minimum point is slightly
oset from the origin giving a smaller value of light intensity at 1000 V compared with
that at -1000 V). This oset was probably due to the birefringence of the crystal and
eects due to other optical components.
67(a)
(b)
Figure 3.26: Initial calibration results; (a) applied ramp voltage and (b) light intensity
v.s. voltage.
Since the voltage magnitude across the BSO crystal changes between VM during the
operation of the OPM , it is worth studying the change in the light intensity as the voltage
moves up and down between the positive and negative peaks. Thus a second calibration
measurement was undertaken using a triangular voltage waveform for a duration of
40 ms, Figure 3.27(a). With this voltage prole, the voltage linearly increases to the
1000 V peak, then linearly decreases to -1000 V before returning to zero. The light
intensity v.s. voltage plot is shown in Figure 3.27(b). As the voltage rises to its positive
peak, the recorded images get brighter obtaining their peak at 1000 V. When the voltage
68decreases, the light intensity curve returns to zero. The return curve only slightly departs
from the rising curve. When the voltage reaches the negative phase, the light intensity
increases again. The return curve as the voltage returns to zero, again, only diers from
the rising curve (in the negative phase) by a little amount. The measured data are again
consistent with a best t sin2 curve. These calibration tests give condence in the use
of a BSO crystal to measure surface discharge dynamics.
(a)
(b)
Figure 3.27: Further calibration results; (a) applied triangular voltage and (b) light
intensity v.s. voltage.
693.6 Summary
Surface discharge theories have been discussed in this chapter. The dierences between
positive and negative discharges are mainly due to the mobility of electrons and positive
ions. Positive streamers propagate due to seed electrons generated from photoionisation
whereas a negative discharge is sustained by electrons emitted from secondary processes.
The eld enhancement eect occurs in the positive discharge whilst eld suppression
takes place in the negative counterpart. The theory behind the use of a Pockels cell to
measure surface discharge has also been reviewed. Materials, such as BSO, exhibit a
linear electro-optic eect under an external applied electric eld. The refractive indices of
the material are altered, in the presence of surface charge/external electric eld, leading
to a phase retardation of the transmitted/reected light. By detecting the change in
the reected light intensity, the surface charge density can be determined. The main
components of the Pockels system include a laser source, PBS, waveplate/OPM, vacuum
chamber, Pockels crystal, current measurement circuit, needle holder, lens and pinholes,
CCD camera and synchronisation control circuit. Image processing techniques associated
with the relevant phase modulation have been described in this chapter. By using a =8
waveplate, an additional phase retardation of =4 is introduced into the system. The
image processing, in this case, is simple and only requires the background images before
discharge and the discharge images. The quality of the results can be further improved
by using an OPM. The inuence of the natural birefringence and oset light intensity can
be eliminated using this technique. Also included in this chapter are the measurement
procedure and calibration tests. Results obtained from these tests conrm the linear
electro-optic eect of BSO crystals and give condence in using such crystals for the
measurement of dynamic surface charge behaviour.
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Surface Discharge Under
Dierent Voltage Waveforms and
Electrode Shapes
The Pockels experiment detailed in Chapter 3 has been used to measure surface charge
dynamics and decay processes under dierent applied voltage waveforms and electrode
geometries. The results obtained are presented in this chapter. Dierent applied voltage
waveforms include square waves, ramp and sinusoidal functions. These waveforms were
used to study the polarity and residual charge eects as well as the dependence of
charge dynamics on the rate of change of the applied voltage. In the later half of the
chapter, results obtained for a mushroom electrode instead of a needle electrode are
discussed. All measurements were undertaken in dry air, at atmospheric pressure and
room temperature.
4.1 Eects of Applied Voltage Waveform
In this experiment, a function generator was used to provide dierent types of voltage
waveform. The signal was fed to a HV amplier whose output was connected to a needle
electrode. Magnication of the needle tip is shown in Figure 4.1; the needle radius of
curvature is approximately 25 m. For each experiment, at least 3 measurements were
recorded and it was found that the current magnitude and streamer length variations are
less than 10%. From here onwards, only the most typical sets of results are presented. A
duration of at least 1 hour was allowed between subsequent discharges to ensure surface
charge has dissipated.
71Figure 4.1: Magnication image of the needle tip.
4.1.1 Positive Square Wave
A positive square wave voltage of 4 kV magnitude and 5 ms duration, Figure 4.2(a),
was employed in this experiment. The corresponding discharge current was measured
externally and is shown in the same gure. The rst positive current pulse, details of
which are given in Figure 4.2(b), appears as soon as the applied voltage settles at the
peak value (4 kV). The second negative current pulse, Figure 4.2(c), is regarded as a
result of back-discharge. This phenomenon occurs when the external voltage returns
to zero and the eld caused by the space charge and deposited surface charge is large
enough to cause a discharge back onto the electrode [77]. Investigations into the main
discharge current pulse show that the pulse duration is about 40 - 50 ns. This result is in
line with data in the literature [78]. There is a sharp rise at the pulse front while the tail
decays relatively slower. There exist some oscillations on the tail and these are often tied
to the branching feature of the surface charge distribution [78]. External noise may also
play a role in these oscillations. The main discharge pulse is of approximately 400 mA
magnitude and it has been observed that this magnitude is always higher than that of the
back-discharge counterpart. The negative back-discharge pulse clearly demonstrates a
comparatively shorter tail time. By integrating the current waveform over time, the total
charge injected into the system can be calculated. On the same plots with the current
pulses, the corresponding injected charge waveforms are displayed. The total positive
charge injected into the discharge was approximately 4.5 nC while the back-discharge
reduces this amount of charge by 1 nC.
72(a) Positive square wave voltage and measured discharge
current
(b) Details of the rst discharge current pulse and in-
jected charge waveform
(c) Details of the second back-discharge current pulse
and injected charge waveform
Figure 4.2: Positive square wave voltage and measured discharge current using the
needle electrode.
Using the Pockels technique, the surface discharge distributions resulting from the main
and back discharges can be measured. Shown in Figure 4.3(a) is the surface charge
distribution at 1 ms (i.e. after the main discharge pulse occurs). The image dimensions
are 13 mm by 13 mm. As clearly seen, the positive surface discharge manifests itself
as the development of lamentary streamers. These streamers grow in straight lines
from the centre of the BSO crystal directly below the needle. The streamers generally
develop in dierent lengths but the longest one typically falls in the range of 4 - 5 mm
at the applied voltage of 4 kV. The maximum charge density measured is approximately
1 nCmm 2. The streamer width is measured at around 1 mm. A typical line charge
density plot along one of the streamers starting from the centre (dashed line XY in
Figure 4.3(a)) is shown in Figure 4.3(c). The plot clearly shows that the charge density
along a streamer is uniform ( 0.7 nCmm 2). At the tip and along both sides of
a streamer, there exists a small channel of negative charge. This may conrm the fact
that as a streamer develops, it ionises the surrounding molecules and electrons are drawn
into the electrode through the stem of the streamer.
73(a) Surface charge density at 1 ms.Units: nCmm 2 (b) Surface charge density at 6 ms.Units: nCmm 2
(c) Surface charge density along line XY. (d) Net surface charge decay.
(e) Maximum point charge density decay. (f) Minimum point charge density decay.
Figure 4.3: Surface charge distribution from a 4 kV positive square wave voltage and
surface charge decay using a needle electrode (13 mm by 13 mm).
While the voltage remains at its peak, no further discharge current pulses were detected.
This is conrmed by the fact that the surface discharge distribution remains stationary.
As soon as the back-discharge occurs, a circular distribution of negative charge is de-
posited at the central position, Figure 4.3(b). This negative charge not only neutralises
the positive streamers but also negatively charges the crystal surface. The maximum
negative charge density is measured at 0.6 nCmm 2. The diameter of the negative
charge region is around 2 - 3 mm and is found to be always shorter than the length of
74the positive streamers.
If the measured charge density is integrated over the crystal surface, the net surface
charge can be computed. As can be seen in Figure 4.3(d), the net surface charge de-
posited on the BSO surface after the rst discharge pulse is around 33 nC. The back-
discharge brings the total charge down to approximately 23 nC. It should be noted that
the noise contribution to the net surface charge is negligible (0.5 nC). Using this tech-
nique, the plot of charge decay over time can also be obtained. As clearly shown in the
same gure, charge returns to zero after about 1 second. The decay rate in the rst
500 ms is much higher than in the last 500 ms. This decay duration is very short as
compared to those measured in other dielectric materials [79, 80, 20]. This phenomenon
suggests that gas discharge is the predominant process and charge is not deeply trapped
within the crystal. It is worth noting that the net charge decay curve is the decay com-
bination of the positive streamer charge and the back-discharge negative component. To
separate the two kinds of charge, the decays of the maximum positive charge density
point and minimum negative charge density point are examined. These processes are
plotted in Figures 4.3(e) and 4.3(f) respectively. A similar decay trend is observed for
both types of charge. The decay time lies between 1 - 1.5 seconds.
4.1.2 Negative Square Wave
Shown in Figure 4.4 are the negative square wave voltage and the externally measured
discharge current. For direct comparison purposes, a negative square wave of the same
magnitude (4 kV) and duration (5 ms) as previously was used. As can be observed in
Figure 4.4(a), the discharge current pulses are found at instants when the voltage has
reached its peak value or returned to zero. Full details of these pulses are presented in
Figure 4.4(b) and Figure 4.4(c), respectively.
It can be conrmed that the duration of the negative discharge current pulse falls in the
range from 20 ns to 40 ns (shorter than that of the positive square wave). The back-
discharge current magnitude is again less than that of the main discharge. In addition,
the magnitude of the main negative discharge current is found to be always less than the
positive counterpart at the same applied voltages. This suggests less charge is injected
into the negative discharge system. In fact, the total injected charge curves shown in
the same gures support this argument as they show approximately -1.7 nC after the
rst pulse and the back-discharge adds 1.2 nC to the surface discharge.
75(a) Negative square wave voltage and measured dis-
charge current.
(b) Details of the rst discharge current pulse and in-
jected charge waveform
(c) Details of the second back-discharge current pulse
and injected charge waveform
Figure 4.4: Negative square wave voltage and measured discharge current using a
needle electrode.
The surface charge distribution caused by the rst discharge pulse is given in Fig-
ure 4.5(a) (image area equivalent to 13 mm by 13 mm). As previously observed, a
negative surface discharge forms a circular area of negative charge. The diameter of this
distribution at this voltage magnitude is approximately 5 mm. The peak charge density
obtained is -1.4 nCmm 2. The charge density distribution along the central horizon-
tal line (dashed line XY in Figure 4.5(a)) is shown in Figure 4.5(c). The plot clearly
demonstrates that at the centre of the crystal there is a drop in the charge density. This
is a typical distribution and is often referred to as the crater distribution of charge in
corona charging measurements [79, 74].
The eects of the positive back-discharge can be seen in Figure 4.5(b). Five short
streamers are generated from the centre but are unable to develop too far. The tips
of the streamers are enveloped by the perimeter of the negative charge region. The
net surface charge computed by integration of charge density is found to be about
-17 nC (approximately half of the total charge in the positive equivalent case). The
back-discharge adds some positive charge to the system and hence the net charge after
the back-discharge is -7.5 nC. From there, the net surface charge follows a quasi-linear
decay curve, Figure 4.5(d). The net charge returns to zero slightly quicker than the
76positive counterpart (700 ms as compared to 1000 ms). This may be accounted for by
the fact that the minimum negative point charge density decays faster than the positive
counterpart, Figures 4.5(e) and 4.5(f).
(a) Surface charge density at 1 ms.Units: nCmm 2 (b) Surface charge density at 6 ms.Units: nCmm 2
(c) Surface charge density along line XY. (d) Net surface charge decay
(e) Minimum point charge density decay. (f) Maximum point charge density decay.
Figure 4.5: Surface charge distribution from a 4 kV negative square wave voltage and
surface charge decay using a needle electrode (13 mm by 13 mm).
774.1.3 Positive Ramp Voltage
Ramp voltages are often used to determine the discharge inception voltage as well as the
breakdown voltage. It is also of interest to study what happens to the surface discharge
dynamics as the voltage keeps increasing linearly. In this experiment, a positive ramp
voltage of 0.2 kVms 1 gradient was applied to the needle electrode for 40 ms. As shown
in Figure 4.6(a), there are three positive discharge current pulses before the negative
back-discharge occurs at the instant the ramp returns to zero. Details of the pulses shown
in Figure 4.6(b) indicate that positive pulses are of lower magnitude but longer duration.
The rst two streamers, Figure 4.6(c), form at around 1.8 kV, which correspond to the
rst discharge pulse. At this low voltage the streamers are unable to develop too far
(1.5 mm) thus only 5 nC net charge is deposited, Figure 4.6(g). When the voltage
reaches 3 kV, the second discharge pulse occurs which results in the formation of three
new streamer channels, Figure 4.6(d). Instead of growing from the tip of the previously
deposited streamers, the new streamers develop from the centre into the free space.
The longest streamer has already formed at this stage (5 mm). The net surface charge
increases to 16 nC after this point. As the voltage increases to 5 kV, the third pulse is
produced and three new streamers develop, Figure 4.6(e). The net charge reaches its
peak at 28 nC after this streamer formation. The eect of the negative back-discharge
can be seen in Figure 4.6(f). Again, a circular concentration of charge is deposited and
reduces the net surface charge to 15 nC. Due to the nature of the intermittent discharge
current pulses, the net surface charge plot against time shown in Figure 4.6(g) exhibits
a step-wise manner. Each step corresponds to the formation of new streamers. In this
case, four steps found in the net charge plot indicate four separate discharge activities.
The two large increases in the net charge at 20 and 33 ms can be explained by the
current pulse plot, Figure 4.6(b). Although the current magnitude remains relatively
constant at these instants, the pulse duration widens hence more charge is injected.
4.1.4 Negative Ramp Voltage
The same ramp voltage prole as in the previous section was utilised in this experiment
except the polarity was reversed. The voltage and current waveforms are shown in
Figure 4.7(a) which indicate three discharge pulses. Details of the pulses are given in
Figure 4.7(b) which clearly show the negative pulses are of lower magnitude, longer
duration and contain less oscillations in comparison with the positive back-discharge
pulse. The charge distribution measured after the rst discharge pulse is shown in
Figure 4.7(c). This rst concentration of negative charge is deposited at around 14 ms
when the voltage is just above 2 kV. This indicates that the inception voltage of negative
surface discharge is higher than that of the positive counterpart. It is in some way
analogous to the fact that the negative breakdown voltage is higher than the positive
breakdown voltage in air.
78(a) Positive ramp voltage waveform and mea-
sured discharge current.
(b) Current pulse details
(c) Surface charge density at 10 ms.
Units: nCmm 2
(d) Surface charge density at 20 ms.
Units: nCmm 2
(e) Surface charge density at 33 ms.
Units: nCmm 2
(f) Surface charge density at 41 ms.
Units: nCmm 2
(g) Net surface charge plot
Figure 4.6: Positive ramp voltage and current waveforms and surface charge density
distributions using the needle electrode (13 mm by 13 mm).
79(a) Negative ramp voltage waveform and
measured discharge current.
(b) Current pulse details
(c) Surface charge density at 14 ms.
Units: nCmm 2
(d) Surface charge density at 25 ms.
Units: nCmm 2
(e) Surface charge density at 38 ms.
Units: nCmm 2
(f) Surface charge density at 41 ms.
Units: nCmm 2
(g) Net surface charge plot
Figure 4.7: Negative ramp voltage and current waveforms and surface charge density
distributions (13 mm by 13 mm) using the needle electrode.
80The diameter of the negative charge distribution at this instant is around 2.5 mm.
Investigating the distribution of negative charge as the voltage keeps increasing linearly,
it is found that the diameter of the circular negative charge also increases linearly. This
eect is evident in the net charge plot shown in Figure 4.7(g). Unlike the step-wise
fashion observed in the net charge plot of the positive ramp voltage, the net charge plot
in this case shows a more linear characteristic. An example of the surface charge density
distribution at 25 ms is shown in Figure 4.7(d) which has a larger diameter than that at
14 ms. Although no current pulse is detected at this instant, it is found that the charge
distribution is enhanced by tiny discharge current pulses. These small current pulses are
the main mechanism that creates the linear increase in the negative net surface charge.
The maximum diameter of the charge distribution (6 mm) is obtained at 38 ms as a
result of the second major discharge pulse. At the end of the applied voltage, the back-
discharge reduces the net charge from -25 nC to -13 nC. A direct comparison shows that
the negative ramp discharge deposits less surface charge than the positive case.
4.1.5 Sinusoidal Voltage
Sinusoidal voltage waveforms are useful to study the surface discharge behaviour when
the voltage increase/decrease rate is slow and also to understand the eects of voltage
polarity reversal. The 50 Hz frequency and 6 kV peak positive phase AC voltage (2
cycles) and discharge current waveforms are shown in Figure 4.8. The measured surface
charge density distribution over the period is shown in Figures 4.9 (rst cycle) and 4.10
(second cycle). In these gures, the number above each image corresponds to the instant
the image was recorded in milliseconds. The image dimensions are 11 mm by 13 mm.
Figure 4.8: Two cycles of positive phase AC voltage and discharge current waveforms
applied to the needle electrode.
81The rst positive half-cycle starts from frames 1 to 10 in Figure 4.9. Frame 1 marks the
beginning of the voltage application; a small area of positive charge is deposited at the
needle position. The rst discharge pulse is also recorded at this time instant although
the streamer has not fully developed. As the voltage increases, lamentary positive
streamers are observed. These streamers develop radially from the needle in straight
lines as described in the previous sections. The formation of four streamer channels is
indicated by a discharge pulse of 160 mA magnitude. At 4 ms, an additional streamer
is produced propagating from the centre. The positive streamers obtain their maximum
size after 5 ms (peak of the rst positive half cycle) and then remain stationary until the
end of the half-cycle. It was conrmed that all the positive discharge activities occur
during the rising slope of the waveform. The falling part of the curve usually contains
back-discharges (frames 9 and 10). The back-discharge is identied by a negative charge
area underneath the needle at the zero-crossing point. Before this instant, the maximum
positive charge density is found to be 0.8 nCmm 2 and is located at the centre.
The rst negative half-cycle starts from frames 11 to 20. The negative charge again
grows in a circular shape neutralising the positive streamers and negatively charging
the surface. The charge distributes densely at the inner region and sparsely at the
outer. The maximum negative charge density is found at the centre with a magnitude of
0.6 nCmm 2. The radius of the negative charge area increases with the voltage however
it is always less than the longest positive streamers. As a result, a residual positive
charge is left untouched at the positive streamer tips. A positive back-discharge is also
observed at the end of the rst negative phase (frames 19 and 20).
In the second positive half-cycle (frames 21-30, Figure 4.10), due to the presence of the
negative charge left from the previous cycle, positive streamers develop in a complicated
manner. Individual streamer channels can still be identied however they no longer
develop in straight radial lines. Some of the streamers are conned within the negatively
charged area while some burst out into the free space. The second negative phase, on
the other hand, exhibits similar behaviour to the previous negative half-cycle despite of
the presence of the positive charge. Back-discharges occur again before the zero-crossing
points, frames 30 and 40. The end result after the second cycle (frame 40) is somewhat
comparable to that at the end of the rst cycle (frame 20) except some additional positive
streamer tips formed during the second positive half-cycle.
The net surface charge over the period is shown in Figure 4.11. To some extent, the
plot resembles the sinusoidal waveform. However, at the peak instants there are always
more positive charge deposited than negative charge. Also at the end of each complete
cycle the surface is negatively charged overall.
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84Figure 4.11: Net surface charge over two cycles of 6 kV peak 50 Hz positive phase
AC voltage applied to the needle electrode.
In the present measurement, the negative half-cycle comes after the positive half-cycle
hence the negative discharge always takes place in the presence of residual charges.
In order to investigate the situation where the negative phase commences without any
residual charges, a negative phase AC voltage waveform was utilised. Figures 4.12 shows
two cycles of the applied voltage (50 Hz and 6 kV peak) and the discharge current
waveforms obtained. Figures 4.13 and 4.14 show the charge distribution measured in
the rst and second cycle respectively (image dimensions are 11 mm by 13 mm).
In the absence of residual charges, two discharge current pulses were recorded in the rst
negative half-cycle. The negative charge area expands radially increasing its diameter
from 2 mm (frame 1) to 4 mm (frame 4). The maximum negative charge density is
still found at the central position. This phase is then followed by the positive half-cycle
during which three discharge current pulses were measured. These pulses correspond
to the development of the positive streamers at 11, 12 and 14 ms. The distribution of
negative charge in the previous half-cycle seems to only aect the streamer growth at
11 ms. For the rest of the half-cycle the streamers burst out of the negatively charged
area hence are not heavily inuenced.
The next negative half-cycle conrms the fact that the development of negative discharge
using the needle electrode does not depend on the distribution of the residual positive
charge. The negative charge develops radially in a circular shape from the needle po-
sition. In this half-cycle the diameter of the negative area (6 mm) is larger than that
measured in the previous negative half-cycle however it is still smaller than the extent
of the positive streamers. The last positive half-cycle (frames 31-40, Figure 4.14) shows
85the usual positive discharge behaviour when negative charge is present. The projection
of the streamer channels are heavily distorted. The surface has bipolar charges at 40 ms
although the positive charge is predominant.
The net surface charge over the two cycles are shown in Figure 4.15. Again the plot has
a sinusoidal shape with a negative phase. The peaks of positive charge are still higher
than those of the negative counterpart. At 20 ms and 40 ms the surface is positively
charged at the same level (11 nC).
Sinusoidal discharge activities on the BSO crystal are in very good agreement with those
reported in the literature [26, 81, 82]. Under the same voltage waveform, Sam reported
some changes to the discharge patterns when a polymeric lm is coated onto the BSO
[81]. Dierent thicknesses of a PMMA lm were investigated and it was found that the
number of streamer branches increases with the thickness. This indicates the inuence
of capacitance on the streamer formation. When a LDPE lm was used, a spoked wheel
pattern of streamers was observed. This was explained on basis of the dierences in the
photoemission energy of each material. Zhu studied the eects of gap spacing between
the needle electrode and the BSO surface on the charge pattern. Three distinct dis-
charge regions were dened: surface discharge (0 mm), transition (0.6 mm) and space
charge (3 mm). Zhu's results in the transition region are consistent with those reported
here particularly regarding the separation between surrounding positive charge and the
positive streamers by slightly negative channels. This eect was accounted for by the
corona discharge process and the electrostatic repulsion. However, the multiple overlay-
ing positive charge ripples observed in the positive discharge distributions (Figures 4.3
and 4.6) may also stem from the eect of multiple internal reections within the optical
system.
Figure 4.12: Two cycles of negative phase AC voltage and discharge current wave-
forms applied to the needle electrode.
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88Figure 4.15: Net surface charge over two cycles of 6 kV peak 50 Hz negative phase
AC voltage applied to the needle electrode.
4.2 Surface Discharge Using a Mushroom Electrode
In order to study the dependence of charge dynamics on the electrode geometry, a
mushroom-shaped electrode was utilised. The objective of using a mushroom electrode
was to investigate the surface discharge behaviour under a smoother/blunter electrode
which produces a dierent electric eld uniformity. Generally a mushroom electrode
creates a uniform eld at the centre and a non-uniform eld around the edge. The
electrode designed for this work was made of stainless steel and has the outer and inner
diameters of 3 mm and 1.5 mm respectively (Figure 4.16).
Figure 4.16: Schematic diagram of the mushroom electrode.
89In order to compare the electric eld generated by both the mushroom and needle
electrodes, the nite element package COMSOL was utilised. The Laplacian eld was
solved using the Electrostatic application mode. A distance of 500 m was assumed
between the electrodes and the BSO surface. Full details of the discharge geometry and
simulation domain are further described in Chapter 6. The electric eld results are shown
in Figure 4.17 when both electrodes are stressed at 4 kV. It is evident that the mushroom
electrode creates a quasi-uniform eld underneath the electrode head as opposed to a
highly non-uniform eld created by the needle. The non-uniform eld component in the
mushroom case is concentrated around the outer edge. A eld enhancement is found at
the intersection between the at head and the round edge. The maximum electric eld
strength created by the mushroom electrode is 30% lower than that produced by the
needle electrode.
(a) Electric eld distribution from a mushroom electrode
(b) Electric eld distribution from a needle electrode
Figure 4.17: Electric eld comparison between the mushroom and needle electrodes.
904.2.1 Positive Square Wave
A positive square wave was rst applied to the mushroom electrode. It was conrmed
that the inception voltage of the mushroom electrode is higher than that of the needle
electrode. A higher applied voltage was required in order to observe a surface discharge.
This is consistent with the eld results. Figure 4.18 shows a 5 ms duration square wave
voltage of 6 kV magnitude and the discharge current waveshape. It was observed that
the rst current pulse did not necessarily start at the beginning of the voltage waveform
as in the case of the needle electrode. The magnitude of the rst pulse is much higher
(1 A) and of longer duration (80 ns) than the needle case. The pulse has a rather at
peak and the tail returns to zero in a step-wise manner. Integrating the current waveform
over time suggests a total injection charge of about 15 nC. The back-discharge has a
similar shape and magnitude to that measured in the needle case (1 nC injected charge).
(a) Positive square wave voltage and measured dis-
charge current using a mushroom electrode
(b) Details of the rst discharge current pulse and
injected charge waveform
(c) Details of the second back-discharge current
pulse and injected charge waveform
Figure 4.18: Positive square wave voltage and measured discharge current using the
mushroom electrode.
The surface charge density obtained after each current pulse is shown in Figure 4.19.
It is evident that many streamers were formed which all propagate from a circle of
positive charge at the centre. This circle has a diameter of approximately 2.8 mm and
is hence believed to be the charge injected from the mushroom head. The streamers are
91(a) Surface charge density at 2 ms.Units: nCmm 2 (b) Surface charge density at 5 ms.Units: nCmm 2
(c) Net surface charge over time
Figure 4.19: Surface charge distributions from a 6 kV positive square wave voltage
using the mushroom electrode (9 mm by 10 mm).
produced due to the non-uniform eld around the outer edge. Branching phenomena
can be observed in this discharge. In contrast to the circular distribution of charge
produced from the negative back-discharge using the needle electrode, the back-discharge
distribution in this case takes a dierent shape from one experiment to another. The
extent of negative charge is, however, still less than that of the positive counterpart.
Although there are a lot more streamers, the charge density in this case is slightly
lower than that measured previously. Thus the net surface charge is only slightly higher
(40 nC) than the needle case and the back-discharge reduces the net charge to 30 nC.
4.2.2 Negative Square Wave
A negative square wave of 6 kV magnitude and 5 ms duration was applied to the mush-
room electrode. The voltage and current waveforms are shown in Figure 4.20 whilst
the charge density distributions are presented in Figure 4.21. It was noticed that the
main discharge current often appears as several pulses. In the measurement presented
here two pulses were recorded which may correlate to the two discharge regions shown
in Figure 4.21(a). Both the negative discharge pulses have the usual shape and mag-
92(a) Negative square wave voltage and measured dis-
charge current using a mushroom electrode
(b) Details of the rst discharge current pulse and
injected charge waveform
(c) Details of the second discharge current pulse and
injected charge waveform
(d) Details of the third back-discharge current pulse
and injected charge waveform
Figure 4.20: Negative square wave voltage and measured discharge current using the
mushroom electrode.
nitude which sum up to an injection charge of approximately -4 nC. A large positive
back-discharge current was recorded which adds a positive discharge of about 4 nC into
the system.
From inspection of the surface charge density distribution, it can be separated into two
distinct regions i.e. the central circular charge distribution produced by the mushroom
at head and the top-left and bottom-right negative discharge regions. The circle of
negative charge is again consistent with the mushroom head size. The discharge re-
gions clearly shows the diuse form of a negative discharge. The charge density in this
case (0.6 nCmm 2) is lower than that measured in the needle case. Hence although
the charged area is larger, the total net charge is of similar magnitude (-19 nC). The
positive back-discharge increases the net charge to around -5 nC. The positive charge is
completely conned within the negatively charged area.
93(a) Surface charge density at 1 ms.
Units: nCmm 2
(b) Surface charge density at 5 ms.
Units: nCmm 2
(c) Net surface charge over time
Figure 4.21: Surface charge distributions from a 6 kV negative square wave voltage
using the mushroom electrode (9 mm by 9 mm).
4.2.3 Sinusoidal Voltage
Two cycles of positive phase AC voltage (6 kV peak and 50 Hz frequency) were applied
to the mushroom electrode. Figure 4.22 shows the voltage and current waveforms whilst
Figures 4.23 and 4.24 present the surface charge density distributions in the rst and
second cycle respectively. Figure 4.25 shows the net surface charge variations over time.
In the rst cycle, the positive charge deposited from the mushroom head is evident in the
rst 3 ms. Streamers form at 4 ms, indicated by a large current pulse. As in the case of
the positive square wave, a lot of streamers were produced propagating from the circle of
positive charge below the mushroom head. The charge distribution remains stationary
until the end of the half-cycle when a back-discharge is present. The development of
negative charge in the next half-cycle (frames 11 - 20) is very interesting. In contrast to
the case of needle discharge where the negative charge is independent on the previously
deposited positive charge, the negative charge in this case tends to seek traces of positive
charge and neutralise them. The negative discharge obtains its maximum area at 15 ms;
a negative pulse is also noticed at this instant. Residual positive charge is still present
in this period and so is back-discharge at the end of the cycle.
94Figure 4.22: Two cycles of positive phase AC voltage and discharge current waveforms
applied to the mushroom electrode.
In the next positive half-cycle (frames 21 - 30) positive streamers propagate in a com-
plicated fashion as anticipated due to the presence of the negative charge. The surface
has bipolar charges as negative charge is found in between the streamer channels. The
last negative half-cycle is a conrmation of the above observation on the development
of negative charge in the presence of the positive counterpart. The previously deposited
positive streamer channels are followed by the negative charge and neutralised. Because
the positive charge distribution in the second half-cycle is dierent from that in the rst
half-cycle, the negative charge distributions are also dierent in both half-cycles (frame
40 compared with frame 20). The net surface charge plot (Figure 4.25) over time shows
a quasi-sinusoidal waveform. The plot indicates that the peak positive net charge is
always higher than that of the negative counterpart and at the end of each complete
cycle the surface is negatively charged.
In order to further verify the dependence of negative charge on the distribution of positive
charge, a negative phase AC voltage waveform of the same frequency and magnitude as
previously was utilised. By using this waveform the rst negative half-cycle experiences
no residual charge whilst the third half-cycle has some residual positive streamer charge.
Figure 4.26 shows the voltage and current waveforms, Figures 4.27 and 4.28 demonstrate
the charge density distribution and Figure 4.29 shows the plot of net surface charge over
time.
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97Figure 4.25: Net surface charge over two cycles of 6 kV peak 50 Hz positive phase
AC voltage applied to the mushroom electrode.
In the rst half-cycle (frames 1 - 10, Figure 4.27) when there is no residual charge present,
the negative discharge develops with the usual fashion i.e. a circular distribution of
charge at the centre and a diuse cluster of charge around the edge. The next positive
half-cycle (frames 11 - 20) creates the development of positive streamers. Outside the
negatively charged area lamentary streamer channels are formed while a complicated
distribution of positive charge is produced inside this region. Two distinct discharge
pulses are recorded in this half-cycle which correlate to their charge distributions in
Figure 4.27 (frames 13 and 15).
Figure 4.26: Two cycles of negative phase AC voltage and discharge current wave-
forms applied to the mushroom electrode
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100Figure 4.29: Net surface charge over two cycles of 6 kV peak 50 Hz negative phase
AC voltage applied to the mushroom electrode.
The next negative half-cycle (frames 21 - 30, Figure 4.28) clearly demonstrates the
tendency of negative charge to follow and neutralise positive streamers. Three of the
residual positive streamers are completely neutralised by the end of this half-cycle. In
the nal positive half-cycle, positive streamers propagate in the usual manner when
there is negative charge present. The net surface charge plot in Figure 4.29 again shows
that the peak positive net charge is larger than the negative counterpart and that by
the end of each cycle the dielectric surface is positively charged.
4.3 Summary
Various surface discharge density distributions generated by applying dierent voltage
waveforms to the needle and mushroom electrodes have been presented. The results
clearly show distinct dierences between positive and negative discharge behaviour.
While lamentary streamers are generated from a positive discharge, a circular/dif-
fuse distribution of charge is deposited in the negative case. Regardless of the electrode
geometry, positive discharges deposit more charge than the negative counterparts. In
contrast, the discharge inception voltage of a positive discharge is lower than that of a
negative discharge. Current pulses measured in the mushroom case are generally longer
in duration and larger in magnitude as compared to the needle case. By using sinu-
soidal voltage waveforms, the eects of polarity reversal and residual charge have been
observed. In the presence of negative charge, the projection of streamer channels are
heavily distorted. The dependence of negative charge on the distribution of positive
charge is only found in the mushroom electrode discharge case. It is clear that in this
case that the negative charge tends to seek traces of positive streamer channels and
neutralise them. Back-discharges occur in all discharge experiments. With regard to
the decay processes, both positive and negative charges decay to zero in 1 - 1.5 seconds.
101Chapter 5
Surface Discharge under Various
Pressures and Gaseous
Environments
The advent of SF6 as a high dielectric strength and arc-quenching gas in the 1940s re-
duced the size of substations and improved system safety and reliability to a great extent
[83]. Since then compressed SF6 has found vast applications in circuit breakers, trans-
formers and GIS. Recently, however, SF6 has been identied as one of the greenhouse
gases which contribute to the global warming process. Enormous eort has, therefore,
been devoted to nd alternatives for SF6 in order to minimise its industrial use.
Initially N2 emerged as a substitute for SF6 and drew a lot of attention. N2 gas is
abundant, inert, non-toxic and environmentally acceptable. Although the dielectric
strength of N2 is low, its mixtures with SF6 appear to be superior to pure SF6 in a
number of cases. In addition, N2 is less sensitive to local non-uniformities of the electric
eld than SF6 [68].
CO2 gas is another alternative candidate for SF6. Comparison between CO2 and N2
has been made and although the dielectric strength of CO2 was found to be not as good
as N2, it has been claimed that CO2 performs better than N2 at non-uniform elds
[84]. This hypothesis was further supported by the fact that the breakdown voltage of
CO2/SF6 mixtures is higher than that of N2/SF6 in non-uniform elds [85]. Although
classied as a greenhouse gas, the global warming potential of CO2 is 25000 times less
than SF6 [68]. In addition, CO2 life time is shorter and its leakage is not signicant
from HV equipment when compared with industrial emissions.
There are a number of factors to be studied before one gas/gas mixture can be proposed
as a complete substitute for SF6, for instance, the breakdown and ashover voltages, arc
quenching ability, chemical decomposition and greenhouse eect. From that perspective,
102this work investigates the impact of dry air, N2, CO2 gases and their mixtures with SF6
on surface discharge behaviour at a range of gas pressures.
The rst section of this chapter studies the eects of pressure on surface discharge in dry
air. It is followed by measurements in N2 at various pressures. Results obtained from
CO2 are presented and followed by those measured in N2/SF6 and CO2/SF6 mixtures.
The needle electrode arrangement (Chapter 4) has been used for all surface discharge
measurements in this chapter.
5.1 Surface Discharge in Air Under Various Pressures
In order to vary the air pressure, a vacuum pump and an air compressor were used.
The eects of pressure on the formation of positive streamers are shown in Figure 5.1.
A positive square wave voltage of 3 kV magnitude and 5 ms duration was utilised at
the pressures of 150, 120, 100, 66, and 50 kPa. The images present the surface charge
density distribution before the back-discharge occurs at each voltage application. It is
evident that at the same applied voltage, the streamers travel signicantly further at
low pressures than at high pressures. At 150 kPa, the streamers were unable to develop
along the surface and only two short (2 mm) streamers appeared at 120 kPa. As the
pressure decreases, more streamers were produced and the streamer length reaches 8
mm at 50 kPa. In addition to the streamer length, the streamer width is also found to
slightly increase as the pressure drops. Nonetheless, the increase in the streamer width
is not as pronounced (from 0.96 mm at 120 kPa to 1.07 mm at 50 kPa). The surface
charge density is found to decrease with decreasing pressure. The average charge density
at 50 kPa is approximately 0.4 nCmm 2 as compared to 0.7 nCmm 2 at atmospheric
pressure.
From the results, the net surface charge was calculated and it is clear that the net
charge increases with decreasing pressure (1.8 nC at 150 kPa to 11 nC at 50 kPa).
This argument is further supported by the main discharge current waveforms shown
in Figure 5.2. The general trend is that as the pressure drops the current magnitude
increases and the current duration elongates. The case of 50 kPa is an exception since
the current magnitude is lower than that measured at 66 kPa and 100 kPa. However,
the current duration at 50 kPa is much longer hence more charge is injected into the
system.
The eects of pressure on the development of negative surface discharge are shown in
Figures 5.3 and 5.4. The same voltage waveform with negative polarity was applied
at 150, 120, 100 and 33 kPa . From the charge distribution images (Figures 5.3), it
can be concluded that at pressures above 100 kPa the pressure has less inuence than
at low pressures. At these pressures, the radius of negative charge distribution is not
signicantly aected (approximately 2 mm in diameter). Nonetheless, when the pressure
103(a) 150 kPa (b) 120 kPa
(c) 100 kPa (d) 66 kPa
(e) 50 kPa
Figure 5.1: Surface charge density distribution at various pressures under 3 kV mag-
nitude 5 ms duration positive square wave voltage. Image dimensions: 11 mm by 13
mm and units: nCmm 2.
drops to 33 kPa, the charged area expands to about 5 mm. As for the case of positive
discharge, the charge density in the negative surface discharge decreases with pressure.
The net negative surface charge only increases by a small amount from -3 nC at 150 kPa
to -5 nC at 33 kPa.
Figure 5.4 shows the negative discharge current waveforms recorded at dierent pres-
sures. It is obvious that at the same pressure the negative current magnitude is less than
104Figure 5.2: Main positive discharge current waveform at dierent pressures.
that of the positive. At atmospheric pressure and above there was only one main dis-
charge current pulse and its magnitude increases with decreasing pressure. At 33 kPa,
nonetheless, there were several discharge current pulses recorded. Each of these pulses
has a low magnitude (same order as the current pulse at 150 kPa) but the sum of their
injected charge is larger than that at higher pressures.
AC surface discharge under dierent pressures have also been conducted and it can be
concluded that basic characteristics of surface discharge in air as described in Section 4.1.5
are preserved regardless of pressure. For this reason, only selected charge density dis-
tributions produced from a 3.5 kV peak 50 Hz positive phase AC voltage at 50 kPa are
presented in Figure 5.5 as an example. It is evident that at this lower pressure, a 3.5 kV
peak voltage application can generate relatively long streamers (5 ms). The extent of
negative charge is again less than that of the positive streamers (15 and 35 ms). The
residual charge eects can be observed again in this case (25 ms).
Similar AC discharge behaviours at low pressures have also been reported in [86] using
the Pockels technique. The authors used the electron mean free path theory to elucidate
the dependence of charge patterns on pressure. Using dust gures, Murooka was also
able to conduct discharge experiments at various pressures and durations of the applied
pulse voltage [87]. It was found that the discharge length, regardless of polarity, depends
strongly on pressure and the pulse duration. At low pressures, the discharge length
increases more signicantly with the pulse duration than at high pressures. Velocity
data were also obtained which show the inverse dependency on pressure.
105(a) 150 kPa (b) 120 kPa
(c) 100 kPa (d) 33 kPa
Figure 5.3: Surface charge density distribution at various pressures under 3 kV mag-
nitude 5 ms duration negative square wave voltage. Image dimensions: 9 mm by 10
mm and units: nCmm 2.
Figure 5.4: Main negative discharge current waveform at dierent pressures.
106(a) 5 ms (b) 15 ms
(c) 25 ms (d) 35 ms
(e) Voltage and current waveforms (f) Net surface charge over time
Figure 5.5: Surface charge density distribution at selected times in air at 50 kPa
under 3.5 kV peak and 50 Hz positive phase AC voltage. Image dimensions: 10 mm by
12 mm and units: nCmm 2.
5.2 Surface Discharge in N2
During the course of this experiment, the vacuum chamber was lled with pure N2 gas
after being evacuated to 0.1 Pa. Surface discharge behaviour in N2 was rst investigated
at atmospheric pressure using an applied positive square wave. The results obtained from
applying 4 kV for a duration of 5 ms to the needle electrode are shown in Figure 5.6.
107As can be observed, lamentary streamers were generated similar to the discharge in
air. Although there are reduced numbers of streamers in N2, their length and width are
very similar to those calculated in air (i.e. 4 - 5 mm long and 0.9 mm wide).
The application of the same waveform with negative polarity yields the set of results
shown in Figure 5.7. The negative charge clearly presents two distribution regions. The
inner area having a diameter of 2.5 mm contains a high concentration of negative charge
(0.8 nCmm 2). Outside this area is another circle of charge with a lower density. The
diameter of the outer region reaches 7.5 mm - larger than the distribution measured in
air. It is noted that the positive back-discharge only covers the high density area.
The surface discharge behaviour in N2 under an AC waveform is somewhat dierent to
that observed above. The results for a 6 kV peak 50 Hz frequency positive phase AC
voltage waveform at 100 kPa are presented in Figures 5.8 and 5.9. In the rst positive
half-cycle, four short streamers (3 mm) form relatively early. Scattering around these
streamers is positive charge whose envelope shapes a circle of 12 mm diameter. This
scattering eect is probably due to the slow increase rate of the applied AC voltage as
compared to the positive square wave case.
The following negative half-cycle shows the negative charge covering the entire positive
surface. This is one of the major dierences in comparison with surface discharge in air.
After the rst cycle the surface is completely negatively charged and this inuences the
development of the next positive discharge. In the second positive half-cycle no streamers
were generated. The positive charge spreads out circularly with a high density region
at the centre. At 25 ms, the charge envelope matches that in the rst half-cycle. In
the last negative half-cycle, negative charge develops in the same manner as previously.
Back-discharges occur in both cycles.
When the pressure was increased to 150 kPa, the above characteristics of the surface
discharge dynamics in N2 were maintained. The only measure that is reduced is the
charged area of both positive and negative charges. When the pressure was reduced to
50 kPa, however, some new features were noticed (Figure 5.10). For direct comparison
purposes, a positive phase AC voltage waveform of 3.5 kV peak and 50 Hz frequency
was used. It was found that positive streamers were present in both half-cycles (5 and
25 ms) as opposed to the atmospheric case in N2. The streamer length is marginally
shorter than the analogous measurement in air (Figure 5.5). At this low pressure, the
negative charge does not spread out as far as the positive streamers leaving a large
amount of positive charge. This is very dierent to the observation made above from
the atmospheric discharge in N2. In short, at low pressures surface discharge in N2
behaves similar to that in air.
108(a) Voltage and current waveforms (b) Details of the rst current pulse and injected charge
waveform
(c) Details of the second back-discharge current pulse
and injected charge waveform
(d) Surface charge density at 1 ms
(e) Surface charge density at 6 ms (f) Net surface charge over time
Figure 5.6: Surface charge density distribution and voltage and current waveforms in
N2 at 101 kPa under 4 kV magnitude and 5 ms duration square wave voltage. Image
dimensions: 10 mm by 12 mm and units: nCmm 2.
109(a) Voltage and current waveforms (b) Details of the rst current pulse and injected charge
waveform
(c) Details of the second back-discharge current pulse
and injected charge waveform
(d) Surface charge density at 1 ms
(e) Surface charge density at 6 ms (f) Net surface charge over time
Figure 5.7: Surface charge density distribution and voltage and current waveforms in
N2 at 101 kPa under -4 kV magnitude and 5 ms duration square wave voltage. Image
dimensions: 10 mm by 12 mm and units: nCmm 2.
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112(a) 5 ms (b) 15 ms
(c) 25 ms (d) 35 ms
(e) Voltage and current waveforms (f) Net surface charge over time
Figure 5.10: Surface charge density distribution at selected times in N2 at 50 kPa
under 3.5 kV peak and 50 Hz positive phase AC voltage. Image dimensions: 10 mm by
12 mm and units: nCmm 2.
5.3 Surface Discharge in CO2
Surface discharge under a positive square wave voltage at atmospheric pressure was rst
undertaken. It was found that it requires a higher voltage to produce streamers in CO2
than in air and N2 at the same pressure. A 7 kV magnitude and 5 ms duration voltage
waveform was therefore used and the results are shown in Figure 5.11. The surface charge
113distribution reveals that only four short streamers (2 mm) were generated. Although
the charge density is of similar magnitude, the net surface charge (9 nC) is much less
than that measured in air under 4 kV (Figure 4.3(f)). The main discharge current pulse
is found to be of half the duration measured in air and of the same duration as that in
N2.
A negative square wave voltage of the same prole was then applied to the needle
electrode and the results are presented in Figure 5.12. Similar to the negative discharge
in N2, a large circular area of negative charge (6 mm in diameter) was produced in
CO2. This area is clearly bigger than that covered by the positive streamers under the
same applied voltage. A high concentration of negative charge is found at the centre
underneath the needle electrode. This region is then positively charged at 6 ms due
to back-discharge. The net surface charge plot shows that more charge (-17.5 nC) is
deposited by the negative discharge than by the positive counterpart.
AC voltage waveforms were also used to observe the polarity and residual charge eects
in CO2. It was conrmed that at atmospheric pressure under 7 kV peak 50 Hz positive
phase AC voltage, no lamentary streamers were found in the rst positive half-cycle
(Figure 5.13). The positive charge spreads out circularly with a high density at the
centre (5 ms). The whole positive area is completely neutralised and negatively charged
in the next negative half-cycle (15 ms). No positive charge is left at the end of this
half-cycle. Faint traces of streamers can be detected in the second positive half-cycle
(25 ms) yet these are conned within the positive charge region. At the end of the two
cycles, the surface is negatively charged with a net charge of -10 nC. The net surface
charge plot closely resembles a sinusoidal waveform.
A sinusoidal function was also applied in CO2 at a lower pressure (50 kPa). With
reference to surface discharge in air at the same pressure, a higher voltage (5 kV) was
required to observe streamer activities. The results shown in Figures 5.14 and 5.15
demonstrate an interesting characteristic of CO2 as an insulation gas. The development
of positive streamers in the positive half-cycle is as usual although branching can be
observed (frames 1 - 10, Figure 5.14). The next negative half-cycle proves that the
dynamics of negative charge in CO2 is very similar to that studied in the mushroom
electrode discharge in air (frames 11 - 20). The negative charge tends to seek traces of
positive streamers and charge them negatively. Almost all the positive streamers are
covered by the negative charge. The following positive half-cycle shows the changes in
the streamer projections as seen in most discharge cases (frames 21 - 30, Figure 5.15).
The last negative half-cycle conrms the dependence of negative charge on the deposited
positive charge (frames 31 - 40). A new negative charge pattern is recorded which reects
the positive charge distribution in the second positive half-cycle.
114(a) Voltage and current waveforms (b) Details of the rst current pulse and injected charge
waveform
(c) Details of the second back-discharge current pulse
and injected charge waveform
(d) Surface charge density at 1 ms
(e) Surface charge density at 6 ms (f) Net surface charge over time
Figure 5.11: Surface charge density distribution and voltage and current waveforms
in CO2 at 101 kPa under 7 kV magnitude and 5 ms duration square wave voltage.
Image dimensions: 10 mm by 12 mm and units: nCmm 2.
115(a) Voltage and current waveforms (b) Details of the rst current pulse and injected charge
waveform
(c) Details of the second back-discharge current pulse
and injected charge waveform
(d) Surface charge density at 1 ms
(e) Surface charge density at 6 ms (f) Net surface charge over time
Figure 5.12: Surface charge density distribution and voltage and current waveforms
in CO2 at 101 kPa under -7 kV magnitude and 5 ms duration square wave voltage.
Image dimensions: 10 mm by 12 mm and units: nCmm 2.
116(a) 5 ms (b) 15 ms
(c) 25 ms (d) 35 ms
(e) Voltage and current waveforms (f) Net surface charge over time
Figure 5.13: Surface charge density distribution at selected times in CO2 at 100 kPa
under 7 kV peak and 50 Hz positive phase AC voltage. Image dimensions: 10 mm by
12 mm and units: nCmm 2.
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1195.4 Surface Discharge in SF6 Mixtures
Surface discharge measurements have been undertaken in gas mixtures of SF6 with N2
and CO2. The mixture ratio was determined by the pressure ratio and chosen to be 10%
SF6 and 90% N2 or CO2. The reason for this particular admixture was because Pfeier
discovered that the gradient of the dielectric strength of SF6/N2 mixture versus the
admixture gained its maximum at 10% SF6 at atmospheric pressure [88]. The dielectric
characteristics of SF6 mixtures at this mixture ratio has been found similar to pure SF6
From here onwards the two mixtures are termed N2/SF6 and CO2/SF6 respectively.
For comparison purposes, positive and negative square wave voltages of 4 kV magnitude
and 5 ms duration were rst applied to the needle electrode at atmospheric pressure.
The results obtained are shown in Figures 5.16 and 5.17 (back-discharge results are
omitted). The addition of a small volume of SF6 into the gases has a noticeable impact.
In positive discharges, no streamers appear although low magnitude discharge current
pulses were detected. The positive charge is conned within a small region underneath
the needle electrode. The surface charge distribution in the CO2 mixture exhibits a
slightly smaller diameter (2.6 mm) compared to that of the N2 mixture (3 mm). The
net charge in both mixtures falls in the range of 1.8 - 2.3 nC before back-discharges
occur.
The negative charge distributions shown in Figure 5.17 demonstrate a similar structure
to the positive case. The diameter of the negative charge distribution in both mixtures is
slightly bigger than its positive equivalent gure. The net charge plots also conrm this
argument by showing a slightly larger net charge value (-3.5 nC). The charge distribution
in both mixtures shows a high density charged area underneath the needle surrounded
by a less dense region. Again surface discharge in CO2/SF6 deposits a little less charge
than N2/SF6.
In order to study the structure of streamers in SF6 mixtures, a higher voltage and lower
pressure was used. Shown in Figures 5.18 - 5.20 are the results obtained from applying
9 kV peak 50 Hz positive phase AC voltage waveform to the needle electrode in N2/SF6
at 50 kPa. The results obtained from the same conditions in CO2/SF6 are very similar
and are presented in Appendix B for reference. It is apparent that in the rst positive
half-cycle (frames 1 - 10, Figure 5.19) lamentary streamers developed from the centre.
These streamers are of short length (2 mm) and somewhat indistinct. Low density
scattered positive charge is also present in these images and this can be attributed to
the presence of N2 in the mixture. The negative charge in the next negative half-cycle
(frames 11 - 20) develops further and covers the whole positive charged area. In the
second positive half-cycle (frames 21 - 30, Figure 5.20), a new bushing streamer structure
is observed. A bush consists of several streamers that share the same root. The root
may develop from the tip of another single streamer. This feature must be accounted
for by the presence of SF6 as it is also observed in CO2/SF6 mixture (Figure B.3). This
120(a) Surface charge distribution in N2/SF6 at 1 ms (b) Surface charge distribution in CO2/SF6 at 1 ms
(c) Details of the corresponding current pulse and in-
jected charge in N2/SF6
(d) Details of the corresponding current pulse and in-
jected charge in CO2/SF6
(e) Net surface charge over time in N2/SF6 (f) Net surface charge over time in CO2/SF6
Figure 5.16: Surface charge density distribution and voltage and current waveforms
in N2/SF6 and CO2/SF6 at 101 kPa under 4 kV magnitude and 5 ms duration square
wave voltage. Image dimensions: 10 mm by 12 mm and units: nCmm 2.
structure also appeared very regularly in SF6 mixtures when a positive square wave
pulse of 8 kV peak was applied to the needle electrode. In the last negative half-cycle,
negative charge develops in the same fashion as the previous negative half-cycle.
121(a) Surface charge distribution in N2/SF6 at 1 ms (b) Surface charge distribution in CO2/SF6 at 1 ms
(c) Details of the corresponding current pulse and in-
jected charge in N2/SF6
(d) Details of the corresponding current pulse and in-
jected charge in CO2/SF6
(e) Net surface charge over time in N2/SF6 (f) Net surface charge over time in CO2/SF6
Figure 5.17: Surface charge density distribution and voltage and current waveforms
in N2/SF6 and CO2/SF6 at 101 kPa under -4 kV magnitude and 5 ms duration square
wave voltage. Image dimensions: 10 mm by 12 mm and units: nCmm 2.
Lichtenberg images of surface discharge in N2, CO2 and their mixtures with SF6 under
much higher applied impulse voltages have been published in [89]. The authors stud-
ied the morphology and nal length of the discharges. The observations made in this
publication are consistent with those discussed in this chapter. The discharge length
in CO2 was found shorter than in N2 at the same applied voltage and pressure. The
addition of SF6 into these gases signicantly reduced the initiation threshold voltage and
122(a) Voltage and current waveforms
(b) Plot of net surface charge over time
Figure 5.18: Two cycles of 9 kV peak 50 Hz positive phase AC voltage applied to the
needle electrode in N2/SF6 at 50 kPa, discharge current waveforms (a) and net surface
charge against time (b).
discharge length. The discharge morphology of SF6 mixtures showed numerous streamer
branches which are somewhat similar to the bushing structure observed in the Pockels
experiment. The use of such high voltages (30-40 kV) in the Pockels experiment is not
feasible because the generated heat would damage the BSO crystal.
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1255.5 Summary
In this chapter, surface discharge dynamics in dierent gaseous environments at dierent
pressures have been analysed based on measurement data from the Pockels experiment.
In general, the streamer length and negative charge diameter are inversely dependent on
pressure. The discharge inception voltage and charge density decrease with decreasing
pressure. Surface discharge in N2 behaves similar to that in air under transient voltages
at atmospheric pressure. Under a sinusoidal waveform, however, positive streamers are
only found in the very rst positive half-cycle. At atmospheric pressure and above,
negative charge seems to spread further than the positive counterpart. At low pressures,
surface discharge behaviour in N2 is very similar to dry air. From using square wave
voltages, the discharge inception voltage of CO2 was found higher than that of air
and N2 at all pressures. Under AC voltage waveforms of 7 kV peak at atmospheric
pressure and above, no streamers were detected in CO2. At low pressures under AC
voltages, however, negative charge tends to seek traces of positive streamers - analogous
to mushroom discharges in air. The addition of SF6 to N2 and CO2 signicantly reduces
the probability of streamer formation. Streamers in SF6 mixtures were observed when
a high voltage at low pressures was utilised. A bushing streamer structure is observed
in these discharges which is accounted for by the presence of SF6. A discussion on the
implications of these results is included in Chapter 8.
126Chapter 6
Simulation of a Positive Surface
Discharge
In order to explain the experimental observations of the surface discharge dynamics and
to verify the proposed discharge theories numerical modelling was used. As discussed
in Chapter 2, the hydrodynamic drift-diusion method has been chosen to simulate the
phenomena. Due to the dierences of the charge patterns and the physical mechanisms,
positive and negative surface discharges require slightly dierent simulation approaches.
This chapter introduces the development of a two-phase model to simulate the prop-
agation of a positive surface streamer in air. Dierent properties of the streamer are
studied and the inuences of the background ionisation source term, discharge channel
radius, air pressure, needle radius and applied voltage on the streamer development are
also discussed.
6.1 Simulation Model
The full set of continuity equations coupled with Poisson's equation in their general
vector form can be found in Section 2.2 (Equations 2.3 - 2.6). These equations should
ideally be solved in 3D for the positive surface discharge model due to the asymmetry
of the streamer pattern. However, this approach was found ineective as it would have
cost a vast amount of computational run time and resources. As there exists a gas
gap between the needle electrode and the dielectric surface, the simulation of a positive
surface discharge can be separated into two phases. In the rst phase, due to the
strong axial electric eld at the needle tip a streamer forms and travels towards the
insulator. This phase can be fully simulated in 2D axial symmetry space dimension (i.e.
eectively 3D). When the streamer arrives at the dielectric surface, the dielectric acts
as an impermeable barrier causing the discharge to develop along the surface. All the
barrier discharge models to date continue simulating the discharge in the same 2D space
127dimension [90, 91, 92]. This results in a ring form of the streamer. From the experimental
results (Chapter 4), the streamer does not expand radially but rather forms lamentary
branches. The branching phenomena may be attributed to instabilities and asymmetric
distribution of electrons where the gas streamer interacts with the dielectric surface [67].
For this reason, the second phase of the model proposed here describes the development
of one particular streamer along the surface. This phase was simulated in 1D by assuming
the streamer propagates along the insulator surface with a xed channel radius. The
radial eld calculated at the end of the rst phase is used as the driving force for the
streamer development in the second phase.
The simulation geometry is shown in cross-section in Figure 6.1 where the needle elec-
trode was assumed to have a hyperboloid shape with a radius of curvature of 100 m.
The mathematical expression for the needle prole is given as
z
b
2
 
x
a
2
 
y
a
2
= 1 where
a2
b
= radius of curvature (6.1)
The constants a and b are to determine the gap spacing and radius of curvature of the
needle and their relationship is detailed in [40]. In this model the needle electrode was
stressed with a step voltage of 4 kV. The insulator system consisting of a 160 m thick
BSO crystal (r = 56) and 800 m thick layer of glass (r = 3) is placed 500 m away
from the electrode. Both dielectric layers were assumed to be circular discs of 10 mm
radius. Although the simulation dielectrics are not of the same square shape as the
experimental Pockels cell, this assumption is still reasonable as the needle tip size is
relatively small compared to the insulator dimensions. The ground electrode was set
at the bottom of the glass. The simulation domain dimensions are 10 mm by 10 mm.
Otherwise stated the model assumes atmospheric pressure and room temperature.
In both phases, the swarm parameters proposed by Morrow and rened by Ducasse
were used (Appendix A). Phase I was solved by using three Convection and Diusion
(for electrons, positive and negative ions) and one Electrostatics application modes in
COMSOL. As discussed in Section 2.2.4, when the convective component is dominant
over the diusive one, an articial diusion must be used in order to eliminate oscilla-
tions. Since the diusion for positive and negative species is neglected in this model, the
streamline diusion parameter (anisotropic diusion) was used and set at 0.1. This type
of diusion was applied to the whole gas subdomain except a small region just above
the BSO, Figure 6.2. In this little subdomain an isotropic articial diusion coecient
of 0.5 was utilised as this region involves complex interactions between the streamer and
the dielectric [55]. It should be noted that the conservative form must be used for the
Convection and Diusion application modes to get the same equation form as Equa-
tions 2.3 - 2.5. The model meshing was undertaken using the boundary and subdomain
meshing techniques. A mesh size of 2.5 m was found sucient to simulate the streamer
development in phase I. The total number of mesh elements created was around 150000
leading to a problem with more than 1 million degrees of freedom to solve.
128Figure 6.1: Model geometry for surface discharge simulations.
Figure 6.2: Snapshot of the positive surface discharge model meshing and articial
diusion settings.
The boundary conditions for the rst phase are summarised in Table 6.1. The notations
and mathematical expressions used in this table can be explained as follows. Convective
ux means at this boundary the ow of charge is allowed to \go through" the boundary.
This is implemented by setting the diusive ux equal to zero. On the other hand, the
insulation/symmetry condition is equivalent to setting the total ux (convective and
129diusive) equal to zero. The axial symmetry condition indicates that the derivative
of dependent variables with respect to the independent radial variable is zero. The
solutions are, hence, symmetric about the symmetry axis.
The boundary conditions of most interest are those at the gas-insulator interface (B5).
There are generally two types of boundary condition for this dielectric interface to simu-
late the charge accumulation process. The rst type sets the uxes of charged particles
to zero; the dielectric acts as an impermeable medium. The plasma is hence contained
completely in the gas. The second type allows charged particles to go through and the
integration of charged particle current densities gives the surface charge density. The
charges accumulate at the surface in this case are separated from the plasma in the gas.
The former approach works best with dynamic structure whereas the latter is suitable
for less dynamic cases. For this reason the former boundary condition was used for the
model of positive surface discharge and the second type for the negative counterpart
(details are given in Chapter 7).
Application Convection Convection Convection Electrostatics
mode and diusion, Ne and diusion, Np and diusion, Nn V
Boundary Axial symmetry Axial symmetry Axial symmetry Axial Symmetry
1
@Ne
@r = 0
@Np
@r = 0
@Nn
@r = 0
@V
@r = 0
Boundary Convective ux Insulation/Symmetry Convective ux Potential
2 ~ n  ( DerNe) = 0  ~ n  ( ~ WpNp  ~ n  ( DnrNn) = 0 V = 4000
DprNp) = 0
Boundary Convective ux Convective ux Convective ux Zero charge/Symmetry
3 and 4 ~ n  ( DerNe) = 0 ~ n  ( DprNp) = 0 ~ n  ( DnrNn) = 0 ~ n 

0r ~ E

= 0
Boundary Insulation/Symmetry Insulation/Symmetry Insulation/Symmetry Continuity
5  ~ n  ( ~ WeNe   ~ n  ( ~ WpNp   ~ n  ( ~ WnNn  ~ n 

~ D1   ~ D2

= 0
DerNe) = 0 DprNp) = 0 DnrNn) = 0
Boundary - - - Continuity
6 ~ n 

~ D1   ~ D2

= 0
Boundary - - - Ground
7 V = 0
Table 6.1: Boundary conditions with reference to Figure 6.1 for the rst phase of the
positive surface discharge model.
The second phase of the model is simplied to 1D. The continuity equations are re-
written in 1D (Equations 2.7 - 2.10) and solved using the accurate FCT algorithm
(Section 2.2.1). Poisson's equation is solved using the revised disc method which has
been introduced in Section 2.2.1.5. Within the FCT algorithm, a time step of 0.1 ps
and a uniform mesh of 1 m size were chosen. These parameters were selected to ensure
the CFL number much less than 1/2 for stability purposes and also due to the result
of the convergence test [53]. In this convergence test, a positive streamer development
in a gas gap of 1 mm and 3 kV applied voltage (needle-plane geometry) was simulated
using dierent mesh sizes. Figure 6.3 shows the eld solutions at 1 ns obtained from
various mesh sizes of 4, 2, 1, 0.66 and 0.5 m. The results conrm that the solution
tends to converge as the mesh size decreases and that the mesh size of 1 m proves to
give reasonable accuracy and computational time eciency (the use of 0.66 or 0.5 m
130mesh size would increase the computational time by a factor of 2 or 3). The boundary
conditions in phase II are summarised in Table 6.2; details of these conditions have been
introduced in Section 2.2.1.6.
Figure 6.3: Convergence test for the mesh size in a needle-plane geometry using the
FCT algorithm and the disc method for a gas gap of 1 mm and 3 kV applied voltage.
All results are at 1 ns.
Charge species Left boundary Right boundary
Positive ions Total ux equal 0 Full absorption
Electrons Full absorption Total ux equal 0
Negative ions Full absorption Total ux equal 0
Table 6.2: Boundary conditions for the second phase (1D) of the positive surface
discharge model.
With regard to the revised disc method, the channel radius chosen in this simulation
was 50 m as this value has been measured experimentally and commonly used in gas
discharge simulations [18, 38, 93]. In order to determine the minute disc thickness re-
quired, the method was applied on the same distribution of net charge density commonly
encountered in discharge modelling with dierent thickness values. The eld results are
shown in Figure 6.4 and it was found that the use of a 4 m thick disc gives a reasonably
good result with acceptable computational run time.
The revised disc method used in this work assumes that image charges on the metal
electrode and dielectrics play a minor role in the eld calculation. In order to justify
this assumption, a comparison between the eld calculated using the disc method and
that calculated by COMSOL in 3D has been made. The same discharge geometry was
constructed in 3D and a streamer was assumed directly above the dielectric surface.
The streamer is a cylinder of xed radius (50 m) and is 0.5 mm long, Figure 6.5(a).
The net space charge density prole was built similar to that usually calculated in real
simulations, Figure 6.5(b). The radial eld along the streamer channel was calculated in
COMSOL. On the other hand, the revised disc method provides the space charge eld
131Figure 6.4: Comparison of eld results using dierent disc thicknesses; (a) typical net
charge density distribution and (b) electric eld waveforms calculated using dierent
disc thicknesses.
due to the same net space charge. It then adds this eld onto the Laplacian eld (in
the absence of the net charge) calculated separately by COMSOL to obtain the total
Poissonian eld. The two elds calculated by both methods are shown in Figure 6.5(c).
It can be concluded that the revised disc method is reasonably accurate when used
in surface discharge modelling. A very good agreement at the rising front of the eld
waveform is met and the peak dierence is only around 10%. Although there are some
discrepancies along the decaying tail of the waveform and in the stem of the discharge
channel the overall agreement between the two methods is satisfactory.
132(a) 3D geometry of the net space charge distribution
(b) Net space charge density used for the eld calculations
(c) Radial eld along the streamer
Figure 6.5: Comparison between the revised disc method and 3D eld solver in COM-
SOL.
133The procedure to analyse the development of a positive surface discharge in two phases
is presented in the owchart shown in Figure 6.6.
Figure 6.6: Flowchart for the simulation of a positive surface streamer.
6.2 Phase I Results: Streamer Development in Gas
The surface discharge simulation was initiated by seeding a neutral plasma as the initial
distribution of electrons and positive ions near the needle electrode. The Gaussian
distribution is usually utilised and expressed as below [40]
N(e;p)0 = Nmax 

exp

 
(z   z0)2
2s2
0

+ exp

 
(r   r0)2
2s2
0

(6.2)
where Nmax = 1014 m 3, z0 = 800 m, r0 = 0 m and s0 = 25 m. The initial
134plasma distribution has been conrmed to only speed up the streamer formation process
and not aect the streamer characteristics [93]. The source term S in Equations 2.7
and 2.8 indicates the rate of electron-ion pairs generated from the photoionisation and
photoemission processes and was simulated as 1026 m 3s 1 in this model [40, 67]. This
is a simple approximation to realise the processes caused by photons in the gas and has
been utilised by some authors [94, 95]. Full implementation of these processes would
have been very computationally expensive and is not the main objective of this research.
Simulation results obtained in the rst phase are presented in Figures 6.7 to 6.12. The
rst observation is that the streamer travels in the gas gap as an ionising wave. This
structure is characterised by a moving streamer head of strong electric eld and a quasi-
neutral density stem behind it. Figure 6.7 shows the 2D electric eld distribution at
various times up until the instant the streamer reaches the dielectric surface. When the
streamer is fully developed in the gas (e.g. 0.5 ns) its radial eld expansion reaches
around 200 m. The streamer head width in the axial direction falls in the range from
50 m to 100 m. The axial eld plot along the symmetry axis, Figure 6.9(d), clearly
shows the changes in the magnitude of the streamer head eld. The streamer forms after
around 0.1 ns and up until 0.6 ns when the streamer is still traversing in the gas, the
streamer head eld is always lower than the initial applied eld and falls in the range
1.8 - 2.2  107 Vm 1. When the streamer reaches the vicinity of the dielectric with
high permittivity the streamer head eld is enhanced greatly (0.65 and 0.68 ns curves -
Figure 6.9(d)). In this region, the electric eld changes in both magnitude and shape.
Figure 6.8 shows the 2D positive ion and electron density distributions at various times
at which the respective eld distributions in Figure 6.7 are plotted. As shown in Fig-
ure 6.9(c) the negative ion density is of one order lower than the others; its contribution
to Poisson's equation is negligible and hence is not shown in the 2D plots. Both positive
ions and electrons are highly concentrated in a narrow volume along the symmetry axis
(6  1020 m 3) then quickly decay radially. The radial expansion of these species can be
approximated to around 200 m from the 2D plots. The electron density distribution
follows that of positive ions to a good extent. The electron density is slightly lower
than the positive ion density and displaced by a minute distance towards the needle
electrode, Figure 6.9. This can be attributed for by the dierence in the mobility of
electrons and positive ions and the fact that electrons are constantly sucked into the
stem of the streamer and ultimately the anode. The positive ions, on the other hand,
remain almost stationary where they are created. The electron attachment process also
plays a role in forming a slightly lower charge density of electrons. The displacement
creates a positive net charge at the head and a quasi-neutral plasma in the stem. This
explains the formation of the streamer head eld. As the streamer advances and before
it reaches the dielectric, both charge densities drop to approximately 3.5  1020 m 3.
The densities start increasing as the streamer interacts with the dielectric surface (0.65
- 0.68 ns, Figure 6.9).
135Figure 6.10(a) shows the radial distribution of charged particles at z = 0:95 mm at
0.5 ns. At this instant the streamer has passed the line of interest. As can be seen, the
electrons and positive ions have a similar density distribution up to a radial distance of
125 m after which the electron density decays considerably. Figure 6.10(b) presents
the electron density at various times at z = 0:95 mm. It can be concluded that after
the streamer has fully developed its radial expansion in the stem is relatively small.
In order to calculate the velocity of the streamer in Phase I, the peak of the electric
eld was recorded as a function of time and distance. Figure 6.11 shows the streamer
velocity during its propagation in the gas gap. It is clear that the velocity increases
as the streamer advances. The peak velocity obtained is just under 1.4 106 ms 1 at
the position where the streamer is about to interact with the dielectric surface. After
reaching the peak velocity, the streamer slows down to commence its radial development.
In order to determine the instant just before the streamer starts spreading out over the
dielectric in the 2D axial symmetry space dimension, the plot of the radial eld against
distance at 50 m above the dielectric surface at various times was investigated. This
plot is shown in Figure 6.12. As can be observed, the radial eld increases at a fast rate
when the streamer approaches the dielectric. At 0.69 ns, the streamer starts to move
radially indicated by the movement of the electric eld peak and the drop in the eld
near the symmetry axis. The radial eld at 0.68 ns was hence used as the driving force
for the second phase of the simulation. The eld peak reaches 8.2 106 Vm 1 at this
time instant.
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138(a) Positive ion density distributions along the symmetry axis
(b) Electron density distributions along the symmetry axis
(c) Negative ion density distributions along the symmetry axis
(d) Electric eld distributions along the symmetry axis
Figure 6.9: Charged particle density and electric eld distributions along the sym-
metry axis at various times in phase I. Times are in nanoseconds.
139(a) Radial charged particle densities at 0.5 ns, z = 0.95 mm
(b) Radial electron density at various times, z = 0.95 mm
Figure 6.10: Radial charged particle density distributions at various times in phase
I.
140Figure 6.11: Streamer velocity along the symmetry axis in phase I.
Figure 6.12: Radial electric eld distribution at various times at 50 m above the
dielectric surface in phase I.
1416.3 Phase II Results: Streamer Development along the
Dielectric Surface
Phase II of the simulation starts by using the radial eld obtained at 0.68 ns from the
rst phase as the initial electric eld. It should be noted that experimentally measured
streamers branch out from the centre; this phase hence only simulates the development of
one streamer. It was assumed that the cylindrical streamer channel propagates directly
above the BSO surface. All other parameters were kept the same as specied in phase I
including the initial density conditions. The simulation results of the streamer propa-
gating along the dielectric surface are given in Figures 6.13 - 6.16. The rst observation
is that the streamer has the same ionising wave structure as in phase I. The streamer
comes to a stop at around 2.9 mm after 116 ns with the provided parameters. At this
point, the streamer head eld is lower than the ionisation level in air ( 3  106 Vm 1)
(Figure 6.13). As the streamer head eld collapses the eld near the symmetry axis
tends to recover to the initial eld due to the reduced eect of the space charge. The
velocity plot (Figure 6.14) clearly shows that the streamer in this phase undergoes two
dierent stages during its propagation: acceleration and deceleration. Near the origin,
the streamer accelerates away until the maximum velocity of 8104 ms 1 is reached at
around 0.6 mm. It is then followed by the deceleration regime when streamer reaches
the decaying tail of the initial eld. The velocity in phase II is about 15 times less than
that found in phase I. This can be accounted for by the fact that in phase I the initial
applied eld is much stronger ( 3 times) over a much shorter gap and also because
of the eect when the streamer interacts with the dielectric. The maximum velocity
calculated in phase II is in good agreement with the experimentally measured values
given in [18, 96].
The electron and positive ion density proles at three selected instants in time are shown
in Figure 6.15. It is evident that using the FCT algorithm the charge proles are much
smoother than those obtained from COMSOL in the previous section. The positive ion
density (3 - 8  1019 m 3) is clearly higher than the electron density everywhere due
to the high mobility of electrons and their movement towards the left boundary. Both
the electron and positive ion densities drop as the streamer advances. Similar to that
observed in the previous phase, the negative ion density in this phase is of the order of
1017 m 3 and does not play a role in the streamer propagation. The charge density in
this phase is lower than that obtained in the previous phase due to the dierence in the
magnitude of the initial eld.
The net charge density distribution plotted at various times in Figure 6.16 shows its
correlation with the streamer head eld. The net charge distribution is characterised by a
high gradient spike at the front and a quasi-constant lower-density charge distribution in
the stem. Near the origin, there is a negative charge region due to the high concentration
of negative ions at the low electric eld. At 4 ns, the net charge spike has the sharpest
142Figure 6.13: Electric eld distributions in phase II.
Figure 6.14: Streamer velocity in phase II.
gradient and highest magnitude (6.2  1019 m 3). As the streamer develops, the spike
becomes shorter and less sharp. After 90 ns, the streamer has travelled around 2.9 mm
and the net charge spike has a value lower than the maximum density in the stem of the
streamer channel. The streamer totally collapses after 116 ns; at this instant the net
charge spike attens and the streamer head eld drops below 3  106 Vm 1.
143Figure 6.15: Electron and positive ion density distributions at 4, 20 and 70 ns in
phase II.
Figure 6.16: Net charge density distributions in phase II.
1446.4 Inuence of the Background Ionisation
As mentioned earlier in this chapter, the constant background ionisation source term S
in the equations for electrons and positive ions is to simulate the photoionisation and
photoemission processes. The implementation of these processes in the model proposed
here was not feasible because it would have required a much longer run time. If these
processes were to be included, a parallel coarser mesh would be required in order to
reduce the number of calculations at each time step. COMSOL is not ideal for this type
of modelling as its interpolation introduces signicant errors.
This section investigates the eects of varying the background ionisation source term on
the streamer development in both phases. The rst step is to verify whether the choice
of the source term value (1026 m 3s 1) in the model was reasonable. This is achieved by
using the electron density and electric eld distributions calculated previously in phase I
and the photoionisation model detailed in Section 3.1.2.1. Using the photoionisation
coecient p = 0:001 and the results at 0.5 ns, the photoionisation rate was calculated
and shown in Figure 6.17. It is apparent that the photoionisation rate is of the same
order as the chosen background ionisation source term ( 2.3  1026 m 3s 1). Similar
gures have also been reported elsewhere [97]. It must be noted that the photoionisation
was computed based on the results calculated from the constant background source term
and this term was applied everywhere in the gas subdomain. Hence the gure calculated
might be of slightly higher magnitude than the real value. Regarding the distribution of
the photoionisation rate, it can be observed that it follows the electric eld and electron
density distributions closely. This is because in this high eld region with free electrons,
ionisation/excitation is most intensive and hence more photons are radiated.
(a) Electron density in log
scale at 0.5 ns (m 3)
(b) Electric eld distribution
at 0.5 ns (Vm 1)
(c) Photoionisation rate at 0.5
ns (m 3s 1)
Figure 6.17: Photoionisation rate based on the electron and electric eld distributions.
145The positive surface discharge model was then repeated with two dierent values of
the source term S = 5  1025 and 2  1026 m 3s 1 while keeping all other parameters
unchanged. The eld variations along the symmetry axis in phase I obtained from these
two values are shown in Figure 6.18. It is obvious that at the lower value of the source
term it takes longer for the streamer to reach the dielectric surface (0.73 ns as compared
with 0.64 ns for the other case). The magnitude of the streamer head eld at the lower
S is, however, higher than that obtained at the higher S value. This eect was also
observed in [67] and the authors hypothesised that increasing the source term value
is equivalent to adding diusion into the system. This eectively acts to reduce steep
gradients and spread the streamer over a larger region.
(a) S = 5  1025 m 3s 1
(b) S = 2  1026 m 3s 1
Figure 6.18: Phase I electric eld distributions along the symmetry axis obtained
from dierent background ionisation values. Times are in nanoseconds.
146The plot of the axial and radial charged particle density distributions at 0.4 ns from both
values of S is shown in Figure 6.19. Clearly the positive ion and electron densities at the
lower value of S are higher than those at the higher S. This explains the higher electric
eld magnitude obtained at S = 5  1025 m 3s 1. The negative ion density does not
follow this trend but its contribution to the electric eld distribution is insignicant. The
radial density plot at the stem of the streamers demonstrates a larger radial expansion
at S = 2  1026 m 3s 1.
(a) Charged particle density distributions along the symmetry axis at 0.4 ns
(b) Radial charged particle density at 0.4 ns, z = 0:95 mm
Figure 6.19: Phase I axial and radial charged particle density distributions at 0.4 ns.
Phase II radial electric eld distributions obtained from the two values of S are shown in
Figure 6.20. These results are consistent with those in phase I. By increasing the source
term, the simulation runs as if there was added diusion. The electric eld head seems to
147be wider and reaches the decay stage much quicker than at S = 51025 m 3s 1. When
S is set to 21026 m 3s 1, the streamer travels a distance of 1.5 mm in 60 ns. The case
of S equal to 5  1025 m 3s 1 gives a higher electric eld magnitude and the streamer
travels further (4.3 mm) over a longer duration (150 ns). Thus it can be concluded that
the streamer length is somewhat inversely dependent on the number of free electrons.
(a) S = 5  1025 m 3s 1
(b) S = 2  1026 m 3s 1
Figure 6.20: Phase II radial electric eld distributions obtained from dierent back-
ground ionisation values.
The streamer velocity in both phases using these two dierent source term values was
calculated and shown in Figure 6.21. The results obtained from the principal model
are also displayed on the plots for references. In phase I, the velocity increases as the
source term increases. In contrast, phase II results show that the velocity at S =
1485  1025 m 3s 1 is almost twice as large as the velocity at S = 2  1026 m 3s 1. The
disagreement in the rst phase may be attributed for by the short gap distance and the
eld enhancement eect of the dielectrics. Instead of going into the decay stage, the
streamer gets accelerated very quickly.
(a) Phase I velocity comparison
(b) Phase II velocity comparison
Figure 6.21: Streamer velocity comparison in both phases using dierent source term
values.
6.5 Inuence of the Streamer Radius
The streamer radius in phase II of the model is another parameter that is adjustable.
This section analyses the eects of varying this parameter on the propagation of the
149second phase streamer while keeping all other parameters unchanged. Using the same
radial electric eld obtained from phase I with S = 1026 m 3s 1, the second phase was
simulated with the streamer radius of 40 and 70 m respectively. The results shown
in Figure 6.22 show that the eects of decreasing and increasing the streamer radius
are very similar to those observed from decreasing and increasing the source term. At
the higher value of the streamer radius (75 m), the streamer travels a shorter distance
(1.8 mm as compared with 3.5 mm of the other case) and the eld magnitude is lower
than that at 40 m. The streamer velocity of the former case is also slower than that
of latter (6.5  104 and 9  104 ms 1 respectively). These changes may be accounted
for by the eld screening eect as the streamer radius is increased.
6.6 Inuence of Air Pressure
In order to conrm the model reliability, the impact of air pressure was analysed numer-
ically. Both phases of the model were run at two pressure levels of 66 and 120 kPa. All
model parameters were kept unchanged from the previous model including the streamer
radius in phase II. This is justied from the measurements presented in Section 5.1
which shows insignicant changes in the streamer radius at the investigated pressure
levels. The electric eld evolution in both phases obtained at the two pressure levels
is plotted in Figure 6.23 while the velocity comparison is presented in Figure 6.24 with
reference to the atmospheric case. It is clear that at the lower pressure, the streamer
travels further (4.7 mm) with a higher velocity (1:7105 ms 1). It takes 76 and 106 ns
for the streamer to get to the nal radial distance at 66 and 120 kPa respectively. The
velocity plots evidently conrm the fact that the streamer velocity is inversely dependent
on the pressure in both phases. At the higher pressure, the eld magnitude is larger in
both phases and the axial width of the streamer head eld in phase I seems smaller than
that at the lower pressure.
The plots of charged particle density distributions in both phases at 66 and 120 kPa are
shown in Figure 6.25. In phase I, the charged particles at 120 kPa develop with a higher
density than at 66 kPa over most of the gas gap - Figure 6.25(a). This phenomenon has
also been observed elsewhere [98]. In the second phase, however, this conclusion is not
valid. Figure 6.25(b) shows the charged particle density distributions obtained at 20 ns
in phase II at both pressures. At 66 kPa, the charged particles travel further and are of
higher density than at 120 kPa.
150(a) 40 m radius
(b) 75 m radius
(c) Streamer velocity comparison
Figure 6.22: Phase II radial electric eld and streamer velocity distributions obtained
from dierent streamer radii.
151(a) Phase I, 66 kPa (b) Phase II, 66 kPa
(c) Phase I, 120 kPa (d) Phase II, 120 kPa
Figure 6.23: Electric eld distributions in both phases at 66 and 120 kPa.
(a) Phase I (b) Phase II
Figure 6.24: Streamer velocity comparison in both phases at 66, 100 and 120 kPa.
152(a) Axial charged particle density distributions at the end of phase I from both pressure levels
(b) Radial charged particle density distributions at 20 ns in phase II from both
pressure levels
Figure 6.25: Charged particle density distributions in both phases at 66 and 120 kPa.
6.7 Inuence of the Needle Radius
In order to study the dependence of the streamer development on the needle radius
of curvature, the needle size was reduced to 25 m. All other parameters were kept
unchanged and the results obtained in the rst phase are shown in Figures 6.26 - 6.28.
With a smaller needle tip, the electric eld near the anode increases signicantly (almost
3 times larger than the eld generated by a 100 m needle). Further away from the
needle, however, the eld decays much quicker and at 50 m distance the elds generated
from 25 m and 100 m needles are equal - Figures 6.27(a) and 6.9(d). With this high
electric eld, a streamer forms very quickly with a high concentration of positive ions
153(a) 0 ns (b) 0.2 ns (c) 0.4 ns (d) 0.575 ns
Figure 6.26: 2D electric eld distribution at various times in phase I using a needle
electrode of 25 m radius.
(a) Electric eld distributions along the symmetry axis
(b) Positive ion density distributions along the symmetry axis
Figure 6.27: Phase I electric eld and positive ion density distributions along the
symmetry axis using a needle electrode of 25 m radius. (Times in nanoseconds)
and electrons near the anode (4.5  1021 m 3). While it travels across the gas gap,
the streamer head eld and the charged particle density decrease signicantly. From
0.4 ns, the streamer propagates with the same magnitude of electric eld and positive
ion/electron density as in the case of 100 m needle - Figures 6.27 and 6.9 (the plot of
electron density is omitted here as it is very similar to the positive ion density). The
2D electric eld distribution at 0.4 ns shown in Figure 6.26 clearly indicates that the
154streamer size is larger than the needle and is of similar dimension to that obtained in the
100 m needle case (Figure 6.7). This independence of the electric eld on the anode
size has also been observed in [99].
The radial electric eld distribution at 50 m above the dielectric surface was studied
as a function of time. Results shown in Figure 6.28(a) indicate that the streamer starts
to expand radially after 0.575 ns. The eld magnitude at this instant is very similar
to that obtained at 100 m needle hence it can be concluded that the streamer devel-
opment in phase II is similar to that analysed previously. The streamer velocity plot
in Figure 6.28(b) clearly shows a higher velocity obtained from a smaller needle tip in
phase I.
(a) Radial electric eld distributions at 50 m above the dielectric surface
(b) Streamer velocity along the symmetry axis
Figure 6.28: Phase I radial electric eld distribution at various times and streamer
velocity along the symmetry axis using a needle electrode of 25 m radius.
1556.8 Inuence of the Applied Voltage
The applied voltage was set to 6 kV; all other parameters were kept unchanged. Fig-
ure 6.29(a) shows the electric eld distributions along the symmetry axis in phase I. The
Laplacian eld (curve 0) is 1.5 times larger than that obtained at 4 kV (Figure 6.9(d))
over the whole gas gap. Thus the streamer travels towards the dielectric surface with
a strong streamer head eld (minimum magnitude of 2.45  107 Vm 1 obtained at
0.25 ns). Figure 6.29(b) clearly shows high density distributions of positive ions in this
phase. At 0.31 ns when the streamer interacts with the dielectric surface, a positive ion
density of 8  1020 m 3 is found at the streamer head.
(a) Electric eld distributions along the symmetry axis
(b) Positive ion density distributions along the symmetry axis
Figure 6.29: Phase I electric eld and positive ion density distributions along the
symmetry axis using a 6 kV applied voltage (Times in nanoseconds)
Figure 6.30(a) shows the radial electric eld distributions at 50 m above the dielectric
surface at various times. The eld at 0.31 ns is chosen to initiate the streamer prop-
agation in phase II. This eld has a higher magnitude (1.05  107 Vm 1) and longer
decaying tail as compared to the eld obtained at 4 kV (Figure 6.12). The streamer
velocity plot shown in Figure 6.30(b) demonstrates a much higher streamer velocity in
phase I at this applied voltage as compared to that at 4 kV.
The electric eld evolution in phase II is shown in Figure 6.31(a) while the velocity plot
is shown in Figure 6.31(b). The streamer travels a distance of 5.8 mm with a peak
velocity of 2:4105 ms 1 under this voltage as compared to 2.9 mm and 8  104 ms 1
under 4 kV.
156(a) Radial electric eld distributions at 50 m above the dielectric surface
(b) Streamer velocity along the symmetry axis
Figure 6.30: Phase I radial electric eld distribution at various times and streamer
velocity along the symmetry axis using a 6 kV applied voltage.
6.9 Summary
This chapter has focused on developing a positive surface discharge model and studying
the roles of the model parameters. The propagation of a surface streamer is divided into
two distinct phases. Phase I involves the streamer evolution in the axial direction and
is simulated by COMSOL in 2D axial symmetry space dimension. The radial electric
eld distribution at the end of phase I is used to initiate the streamer development in
phase II along the dielectric surface. This phase is simulated using the FCT algorithm
assuming the channel radius is xed at 50 m. The eects of the background ionisation
have been analysed and it can be concluded that using a higher source term value has
similar eects to adding diusion into the system. The streamer in this case travels with
157(a) Electric eld distributions in phase II
(b) Radial streamer velocity in phase II
Figure 6.31: Phase II radial electric eld distribution at various times and streamer
velocity using a 6 kV applied voltage.
a lower streamer head eld magnitude and charged particle densities. The streamer
length is also shorter than that calculated with a higher source term value. The eects
of the streamer radius choice in phase II have also been studied. The streamer length
and velocity are found inversely dependent on the streamer radius. The impact of air
pressure was also investigated. At a lower pressure, the streamer travels further and
faster although the eld magnitude is lower. The charge densities at the lower pressure
are found of lower order than those at higher pressures only in the rst phase of the
model. By using a 25 m needle electrode, the velocity in phase I is found higher but
the radial eld by the end of phase I is similar to the case of 100 m. Finally when the
applied voltage is set at 6 kV, the streamer in phase II travels a longer distance and the
velocity in both phases are about three times larger than that of the 4 kV case.
158Chapter 7
Simulation of a Negative Surface
Discharge
As opposed to the positive surface discharge model, the simulation of a negative surface
discharge can be completely analysed in 2D axial symmetry space dimension. This is
due to the symmetrical characteristics of the negative charge distribution observed in
the Pockels experiment (Chapter 4). The FCT algorithm could still have been extended
for this model, however it would have been very computationally expensive due to the
eld calculations. Thus, the use of nite element software became necessary in order
to improve the computational eciency and cope with the complex geometry of the
electrode at the expense of the solution accuracy. An introduction to the nite element
COMSOL Multiphysics has been given in Chapter 2 alongside with its numerical tests. In
this chapter, the model of a negative corona discharge (dielectric excluded) is developed
rst. The results of the so-called Trichel pulses are compared with those found in the
literature and those obtained from experiment. The negative surface discharge model
is then studied using the secondary emission coecient established from the corona
discharge model. The surface charge density is calculated by integrating the uxes of
charged particles going into the dielectric surface. The simulation results agree well with
and can be used to explain some experimental observations.
7.1 Simulation of a Negative Corona Discharge
Prior to simulating the complex negative surface discharge problem, it is benecial to
investigate a simpler model: a needle-plane corona discharge. This model excludes the
presence of an insulator and can act as a benchmark prior to proceeding forward. In
this section, a brief overview of the corona discharge phenomenon is reviewed. It is
then followed by the construction of the model. Simulation results are presented and
compared with the literature and experimental data.
1597.1.1 Background on Negative Corona Discharge
Negative corona discharge has long been studied empirically [100, 101] due to its broad
applications (e.g. surface treatment, lighting and electrostatic painting [102, 37]) as
well as its undesired electrical problems (e.g. power losses along transmission lines and
arcs in RF processing [103]). This localised phenomenon has been observed when a
negative high voltage is applied to a non-uniform eld geometry in an electro-negative
environment. The discharge often manifests itself as a glow in the vicinity of the cathode.
The external current measured shows a regular pulse train, known as Trichel pulses.
Trichel pulse parameters that are of importance include the pulse shape, magnitude and
frequency of occurrence. Debates on whether the rising front of the rst Trichel pulse
is single- or double-peaked are still undergoing [104, 105, 106]. These arguments are
closely related to the secondary processes taking place during a corona discharge. It has
been observed that at high frequency and short gap spacing the magnitude of the rst
Trichel pulse is often higher than the subsequent ones. The current magnitude generally
falls in the range of 0.1 - 1000 mA. The frequency of occurrence depends on a number
of parameters namely the applied electric eld, gap spacing, gas nature and pressure.
The common frequency range is from kHz to MHz.
Theoretical studies on Trichel pulses have also been undertaken extensively. Monte Carlo
simulation methods have been considered recently in the solution of such problems [107].
However, due to the signicant computer resources required, the hydrodynamic drift-
diusion model remains the most popular and preferred option. This approach was used
by several authors [51, 108] however the calculations were mostly limited to 1.5D space
dimension. Using the nite element package COMSOL, this model can be extended to
2D axial symmetry (i.e. eectively 3D).
In a negative discharge, electrons are multiplied in the high eld region near the cathode
due to impact ionisation. The number of positive ions also increases accordingly. As the
electrons are repelled away from this region, a cloud of positive ions forms behind. As
the positive ions move towards and strike the cathode surface, additional electrons are
released into the system through a mechanism known as ion-impact secondary electron
emission. The ionisation process is hence enhanced and the cycle repeats. When the
positive ion cloud reaches the critical size, the space charge eld distorts the initial eld
in such a way that the ionisation region is reduced. The discharge hence ceases until the
space charge is swept away and a new discharge commences. This theory explains the
repetitive Trichel pulse formation.
As discussed in the literature, the underlying mechanisms sustaining a negative discharge
are the secondary processes [51]. These processes form a feedback loop to generate
additional electrons. In addition to the ion-impact phenomenon, other processes such
as photoemission (i.e. electrons released when photons strike the cathode surface) and
eld-eect emission (i.e. electrons detached from the metallic surface due to high electric
160eld) also play a role. Nonetheless, the models investigated here only include the ion-
impact phenomenon since it has been argued to be the most general and dominant
process [108, 109]. The eld emission process is only eective when the electric eld
levels fall in the range 109 1010 Vm 1 i.e. too high for the discharge models considered
here. Besides, the photoemission process has been considered far less important [108]
and its inclusion would result in a much longer run time for the simulation.
7.1.2 Negative Corona Discharge Simulation Model
As discussed earlier, the negative corona discharge model can be simulated in 2D ax-
ial symmetry space dimension due to the symmetric geometry of the electrodes and
the symmetric charge distribution measured experimentally. The set of hydrodynamic
equations in this case is similar to those introduced in the rst phase of the positive
streamer model (Equations 2.3 - 2.6). The background ionisation source term was ne-
glected in this model as it is not the main driving mechanism. Expressions for the swarm
parameters were extracted from [41] and can be found in Appendix A. These simpler
approximations of the parameters were used instead of Morrow's approximations since
Morrow's parameters introduced numerical instabilities in the models. The Convection
and Diusion application modes were used to solve the continuity equations (one for each
type of charge) and the Electrostatics application was used to solve Poisson's equation.
A 250 m radius of curvature needle was modelled by using Equation 6.1. A voltage of
-5.5 kV was applied to the needle and a gap spacing of 3.3 mm was assumed between
the needle and the ground. The domain dimensions were 10 mm by 10 mm. These
dimensions were chosen so as a direct comparison with experiment can be achieved. A
snapshot of the simulation geometry is shown in Figure 7.1.
As in the positive discharge model, an articial streamline anisotropic diusion coef-
cient of 0.1 was used in the Convection and Diusion modes considered here. The
boundary conditions set for each type of boundary in each application mode are sum-
marised in Table 7.1. The notations and mathematical expressions have been explained
in Section 6.1. By using the ux setting at the needle electrode, the ux of electrons
injected into the discharge gap can be modelled as in the following equation (ion-impact
electron emission)

Ne ~ We

norm
=

Np ~ Wp

norm
(7.1)
where  is the ion-impact secondary emission coecient. Dierent values of this coe-
cient have been used in the literature and they vary from 10 3 to 10 2 [51, 108, 110, 111,
112]. For the model investigated here,  was set to 410 3 to obtain a good agreement
with experiment. Eects of the ion-impact coecient on Trichel pulses will be analsyed
in a later section.
161Figure 7.1: Snapshot of the negative corona discharge simulation geometry.
Application Convection Convection Convection Electrostatics
mode and diusion, Ne and diusion, Np and diusion, Nn V
Boundary Axial symmetry Axial symmetry Axial symmetry Axial Symmetry
1
@Ne
@r = 0
@Np
@r = 0
@Nn
@r = 0
@V
@r = 0
Boundary Flux Convective ux Concentration Potential
2  ~ n 

~ WeNe   DerNe

~ n  ( DprNp) = 0 Nn = 0 V =  5500
= Npj ~ Wpj
Boundary Convective ux Convective ux Convective ux Zero charge/Symmetry
3 and 4 ~ n  ( DerNe) = 0 ~ n  ( DprNp) = 0 ~ n  ( DnrNn) = 0 ~ n 

0r ~ E

= 0
Boundary Convective ux Concentration Convective ux Ground
5 ~ n  ( DerNe) = 0 Np = 0 ~ n  ( DnrNn) = 0 V = 0
Table 7.1: Boundary conditions with reference to Figure 7.1 for the negative corona
discharge model.
During the development of this model, it was concluded that careful meshing in the
vicinity of the needle electrode is crucial. A much ner mesh as compared to the positive
discharge model was required. A magnied snapshot of the geometry mesh is shown in
Figure 7.2. As can be seen, subdomain meshing technique was utilised by the use of
mesh seeding lines. These lines do not have any physical meanings; they were used
to divide the simulation space into three subdomains which contain 1 m, 5 m and
12 m mesh elements respectively. The total number of mesh elements was 63054 and
the number of degrees of freedom was 507572.
162Figure 7.2: Snapshot of the corona discharge geometry and mesh near the needle.
The discharge current can be calculated using two independent methods. The rst
approach is based on the energy conservation law which was detailed in [54] where the
current IV takes the form
IV =
1
Va
0
@ d
dt
Z
V
WdV +
Z
V
PDdV
1
A (7.2)
where Va is the external applied voltage, W = 1
20rjEj2 and PD = ~ E  eNi ~ Wi. The
integration is performed over the whole discharge volume. This is the most general
expression which has been used to derive the formula for discharge current calculations
in 1D [113].
The other method to calculate the current is by integrating the particle current densities
going into the cathode surface plus the derivative of the induced surface charge at the
cathode i.e.
IS =
I
cathode

e(Np ~ Wp   Ne ~ We   Nn ~ Wn)  d~ S +
d
dt

ca ~ n  d~ S

(7.3)
where ca =  ~ n 
h
0r( ~ E1   ~ E2)
i
( ~ E1 and ~ E2 are the eld vectors outside and inside
the cathode respectively. ~ E2 = 0 because of the conducting electrode). In this chapter,
the negative discharge current waveforms are presented by their absolute value.
These two equations were implemented in COMSOL by the use of Subdomain and
163Boundary Integration Varibles. A factor of 2r was inserted into the equations to
ensure the integrations were computed in 2D axial symmetry simulation space [55]. The
same initial neutral plasma conditions as for the positive discharge model were used
(Equation 6.2). Nmax was set to 1016 m 3 to speed up the calculations.
7.1.3 Negative Corona Discharge Simulation Results
The corona discharge model was solved over a time range of 30 s. Details of the rst
discharge current pulse and of the pulse train are shown in Figure 7.3. The current pulses
have a magnitude of around 2 mA and period of occurence of 7 s. It is interesting to
note that the rst current pulse magnitude is not larger than the subsequent ones as
opposed to that observed when the model was applied for a shorter gap [114]. This can
be explained by the fact that for a longer gas gap, the frequency of occurrence is lower
hence space charge particles have sucient time to clear away from the gap [115]. The
subsequent current pulses hence occur with similar conditions to the rst one. The rst
pulse only has a single peak as opposed to double peaks claimed by other simulation
work [51, 108]. The rise time of the rst pulse is around 10 ns and the pulse falls to its
50% peak value in approximately 30 ns. These observations have also been reported in
[106]. It can be seen that the two current calculation methods give very similar results.
The method of surface integration was used to compute the results presented in the
following sections due to its quick run time. Dierent stages (A, B, C and D) during the
formation of the rst Trichel pulse are marked in Figure 7.3(a) and can be explained as
below. To support the analyses, the distributions of positive ion, electron, negative ion
and space charge densities along the symmetry axis during dierent stages are plotted
in Figures 7.4 to 7.6. In addition, 2D snapshots of charge density distribution are shown
in Figure 7.7 at critical instants. The variations of the electric eld over time are shown
in Figure 7.8 along the symmetry axis and in Figure 7.9 as 2D distributions.
Electron Multiplication (from A to B)
During this phase the seed electrons, under the inuence of the electric eld, move away
from the cathode - Figure 7.4(b). The movement of the initial Gaussian electron prole
can be observed in this gure (curves 2, 4 and 6 ns). As they travel, electrons gain
high energy and create additional electrons and positive ions through impact ionisation.
The highest concentration of positive ions and electrons are found near the needle where
the electric eld is strong, Figure 7.4(a). As the electrons travel further away from the
needle, the attachment process becomes dominant due to low electric eld. This leads
to a lower concentration of electrons and an increase of negative ion density over time in
this region, Figures 7.4(b) and 7.4(c). An overall positive space charge density occupies
the volume near the needle (0.35 mm) while a slightly negative space charge lls the rest
of the gap, Figure 7.4(d). As the created positive ions strike the surface of the needle,
secondary electrons are released according to Equation 7.1. This cloud of electrons then
164(a)
(b)
Figure 7.3: Simulation discharge current waveforms of (a) the rst Trichel pulse and
(b) the pulse sequence.
repeats the same cycle as the previous one hence the charged particle densities keep
increasing. It is this secondary process that sustains the negative discharge. A typical
2D charge density snapshot at 300 ns shown in Figure 7.7(a) clearly demonstrates that
positive ions are sandwiched between electrons and the cathode. The initial applied
electric eld is not heavily distorted in this phase until point B, Figures 7.8 and 7.9, due
to low charge density (order of 1017 m 3).
165Plasma Sheath Formation (from B to C)
In this phase, the formation of positive ions and electrons has reached the critical size
(order of 1020 m 3) where the space charge eld strongly distorts the initial applied eld.
The formation of a dense plasma near the cathode increases the eld on the cathode
while decreasing the eld within it (Figures 7.8 and 7.9 at 332 ns and 348 ns).
The movement of charged particles during this phase can be clearly observed in Fig-
ure 7.5. The peaks of both positive ion and electron densities increase and move towards
the cathode. This process occurs as a result of the electric eld enhancement at the nee-
dle by the plasma and has been experimentally identied as the motion of an ionising
wave towards the cathode [116]. The negative ion density in this phase increases accord-
ingly however it is still one order less than the positive counterpart. The axial space
charge density plot, Figure 7.5(d), clearly demonstrates an abrupt rise and movement
of the charge particles in this phase. The positive space charge region is now reduced to
0.05 mm away from the needle followed by an increasing negative charge concentration
up to a distance of 0.3 mm.
The dense plasma formation can also be observed in the 2D charge density distribution,
Figure 7.7(b). At 348 ns the peak of positive ions moves closest to the cathode (ap-
proximately 10 m away) and reaches its maximum density (2.61020 m 3). This time
instant also corresponds to the peak of the current waveform (point C) where the vol-
ume of positive ion concentration is reduced to its minimum. This creates a thin sheath
on the cathode. High gradients of concentrations require the application of a very ne
mesh near the needle. It is also interesting to note that the peaks of both positive ion
and electron densities are not on the symmetry axis but situated 50 m away from the
axis and the dense plasma forms a charged torus ring rather than a disk. At 348 ns, the
electric eld at the needle is approximately 6 times higher than the initial applied eld
whereas the eld within the plasma reaches almost zero (Figure 7.9). The ionisation
region (where ionisation dominates attachment) is hence greatly reduced.
Decay Process (from C to D)
This phase occurs as soon as the plasma sheath formation is complete. The ionisation
region has been reduced to its minimum hence is unable to sustain further discharge.
The positive ion and electron densities start to drop while the negative ion density starts
increasing due to attachment (Figure 7.6). At 500 ns, the negative ion density is even
higher than the electron density and of the same order as the positive charge density,
Figure 7.7(c). The space charge plot shows a decrease in magnitude of both positive
and negative densities in this phase, Figure 7.6. The volume occupied by the positive
space charge, having shrunk in the previous phase, now expands out to 0.1 mm axially.
During this phase the electric eld tends to return to the initial eld (curve 500 ns,
Figures 7.8 and 7.9). The next Trichel pulse occurs after the space charge particles have
been cleared away from the cathode by the electric eld.
166(a)
(b)
(c)
(d)
Figure 7.4: Distribution of (a) positive ion (b) electron (c) negative ion and (d)
space charge density along the symmetry axis at various times during the electron
multiplication phase.
167(a)
(b)
(c)
(d)
Figure 7.5: Distribution of (a) positive ion (b) electron (c) negative ion and (d) space
charge density along the symmetry axis at various times during the plasma sheath
formation phase.
168(a)
(b)
(c)
(d)
Figure 7.6: Distribution of (a) positive ion (b) electron (c) negative ion and (d) space
charge density along the symmetry axis at various times during the decay phase.
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170Figure 7.8: Electric eld waveforms during the rst Trichel pulse along the symmetry
axis.
Inuence of the Ion-Impact Secondary Emission Coecient
In this negative corona discharge model, the ion-impact secondary emission coecient 
is the only parameter that is tunable. Its eects on the formation of Trichel pulses can
be studied by varying the  coecient while keeping all other parameters unchanged as
specied in the model. The rst current pulse magnitude and frequency of occurrence
were calculated and plotted as a function of  values (Figure 7.10). As can be observed,
the rst Trichel pulse peak value gradually increases from 1.86 to 1.98 mA as  increases
from 0.002 to 0.006. Similarly, the frequency increases approximately linearly from 70
kHz to 195 kHz. The averaged charge per pulse has also been calculated for each  value
and it was conrmed that the charge also increases linearly from 0.09 to 0.12 nC over
this range of . These eects can be explained by noting that an increase of  leads to
a more intensive electron production and more frequent discharge activities.
Inuence of the Applied Voltage
As a validation test for the model, the inuence of the applied voltage on the pulse
frequency was investigated. According to experimental studies [115], the relationship
between the applied voltage and pulse frequency can be expressed as
F =
1
T
=
K1V (V   V0)
rS2 (7.4)
where F is the frequency (kHz), T the time period between pulses (ms), K1 a constant
depending on the electrode conditions and the surrounding environment, V the applied
voltage (kV), V0 = -2.3 (kV) the threshold voltage, r the radius of curvature (mm) and
171(a) 0 ns (A) (b) 332 ns (B)
(c) 348 ns (C) (d) 500 ns (D)
Figure 7.9: 2D electric eld distribution at various times.
172Figure 7.10: Trichel pulse parameters obtained at dierent secondary emission coef-
cients.
S the gap spacing (mm). From this formula, the plot of the frequency F against V (V  
V0) should demonstrate a straight line with a gradient of K1=(rS2). The model was run
for a range of applied voltages (from -5.4 to -5.7 kV) whilst keeping all other parameters
constant ( = 0.004). Figure 7.11 shows the plot of the frequency F against V (V  V0).
The plot clearly shows the linear relationship with the gradient of 38 kHz kV 2. The
increase in the pulse frequency can be understood as follows: as the voltage is increased,
the electric eld is stronger giving rise to a more intensive ionisation and a larger drift
velocity. As a consequence, charged particles are cleared away quicker and the next
discharge pulse occurs sooner.
Figure 7.11: Trichel pulse frequency obtained at dierent applied voltages.
1737.1.4 Comparison with Experimental Data
In order to validate and compare with the simulation results, a negative corona discharge
experiment was constructed. Figure 7.12(a) shows the schematic diagram of the exper-
iment. A needle electrode of 250 m radius of curvature was utilised and its details
are shown in Figure 7.12(b). The needle was connected to a dc high voltage supply
and placed 3.3 mm away from a plane electrode. The plane electrode is made of stain-
less steel and has a radius of 10 cm and thickness of 5 mm. The plane electrode was
grounded via a 75 
 shunt resistor. The same current measurement technique as in the
Pockels experiment was used to measure the discharge current. The entire experiment
was housed in a Faraday cage to minimise external interference. Measurements were
undertaken at atmospheric pressure and room temperature.
Results obtained from this experiment are shown in Figure 7.13. The Trichel pulses
captured have a frequency of around 144 kHz which is very close to the simulation re-
sults obtained with a similar electrode geometry and the secondary emission coecient
set at 0.004. Figure 7.13(b) details the rst experimental current pulse superimposed
onto the simulation result. As can be seen, the experimental pulse magnitude is around
3.5 mA which is higher than the simulation magnitude. Although the rising front of the
simulation current waveform is slightly longer than that of the experimental curve, the
model seems to predict the right decaying tail. The observed discrepancy in magnitude
is probably due to the inuence of the power supply circuitry on the current which is not
included into the model. The stochastic appearance of seed electrons in the neighbour-
hood of the needle and the exclusion of other less important secondary processes may
also be accountable. Osccilations seen in the tail are probably due to stray inductance
and capacitance of the current measurement circuit. Most importantly as shown in Fig-
ure 7.13(c), the injected charge results calculated by integrating the current waveforms
demonstrate close agreement between experiment and simulation. Each current pulse
injects approximately 0.11 nC into system. Figure 7.13(d) shows the integrated image of
the discharge (the exposure time was set to 10 seconds). The image clearly illustrates a
bright luminescent volume present at the needle tip. This fact conrms the fundamental
mechanisms depicted by the numerical simuation i.e. the ionisation region is conned
within a small volume in front of the needle tip.
In order to verify the empirical relation in Equation 7.4, the experiment was repeated
with a range of applied voltages (from -5.4 to -5.7 kV) and the corresponding frequency
was recorded. Figure 7.14 shows the experimental plot of frequency against V (V   V0);
also shown for reference is the plot obtained from the simulation. As can be seen,
the experiment conrms the linear relationship between the two parameters with an
approximate gradient of 32 kHz kV 2 and provides a good agreement with the simulation
results with a maximum prediction error of 15%.
174(a) Schematic diagram of the negative corona discharge experiment
(b) Details of the needle tip
Figure 7.12: Negative corona discharge experiment.
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176Figure 7.14: Plot of experimental and simulation frequency F against V (V   V0).
7.2 Negative Discharge with a Dielectric Barrier
Having had the negative corona discharge model validated by comparison with the pub-
lished data and experiment, the model can be used to examine the problem when a
dielectric barrier is present. In addition to the Pockels results, previous experimental
observations of a negative surface discharge suggest that the discharge produces a dif-
fuse and circular/ring distribution of charge [117, 118]. The earlier model proposed in
[117] was based on calculations along the strongest eld line and could only predict the
approximate size of the charge pattern. By modifying the previously analysed model, a
dynamic simulation of charge accumulation at the dielectric surface can be achieved.
7.2.1 Negative Surface Discharge Simulation Model
The model geometry in this case is the same as in the positive surface discharge model
and can be found in Figure 6.1. Most of the initial conditions were kept unchanged from
the corona discharge model except the applied voltage which was set to -2.5 kV. The
reason for using this voltage and needle size (100 m) was because of the inability of
COMSOL to deal with much higher gradients when a higher voltage or smaller needle
were to be used. Poisson's equation was solved over all three subdomains whilst the
continuity equations were solved in the gas subdomain only. The same secondary emis-
sion coecient as previously ( = 0:004) was used in this model. The upper boundary
177of the BSO layer was set to \Convective ux" for electrons and negative ions to let
them go through and to be accumulated at the surface. The ux of positive ions at this
boundary, in contrast, was set to zero as it is believed that no positive ions from the
dielectric can be released into the gas. The surface charge density at this boundary can
be calculated by integrating the normal component of charged particle current densities
at the surface. In the cylindrical coordinates, this can be expressed as
s(t) =
t Z
0
(Jez + Jpz + Jnz)dt (7.5)
where Jiz = eWizNi and i = e;p;n. After being deposited on the surface, the charge is
assumed to be stationary; any charge motion over the dielectric is neglected. The new
set of boundary conditions is summarised in Table 7.2.
Application Convection Convection Convection Electrostatics
mode and diusion, Ne and diusion, Np and diusion, Nn V
Boundary Axial symmetry Axial symmetry Axial symmetry Axial Symmetry
1
@Ne
@r = 0
@Np
@r = 0
@Nn
@r = 0
@V
@r = 0
Boundary Flux Convective ux Concentration Potential
2  ~ n 

~ WeNe   DerNe

~ n  ( DprNp) = 0 Nn = 0 V =  2500
= Npj ~ Wpj
Boundary Convective ux Convective ux Convective ux Zero charge/Symmetry
3 and 4 ~ n  ( DerNe) = 0 ~ n  ( DprNp) = 0 ~ n  ( DnrNn) = 0 ~ n 

0r ~ E

= 0
Boundary Convective ux Insulation/Symmetry Convective ux Surface charge
5 ~ n  ( DerNe) = 0  ~ n  ( ~ WpNp  ~ n  ( DnrNn) = 0 ~ n 

~ D1   ~ D2

= s
DprNp) = 0
Boundary - - - Continuity
6 ~ n 

~ D1   ~ D2

= 0
Boundary - - - Ground
7 V = 0
Table 7.2: Boundary conditions with reference to Figure 6.1 for the negative surface
discharge model.
7.2.2 Negative Surface Discharge Simulation Results
The presence of the insulators enhances the eld in the gas gap although a much lower
voltage than the corona discharge model is applied at the needle electrode. During the
development of this model it has been found that a much ner mesh than the corona
discharge case was required in order to obtain convergence. The mesh size in the region
close to cathode was hence reduced to 0.5 m. With such a gap spacing and electric
eld, the dielectric barrier discharge undergoes similar discharge events as in the corona
discharge case. The signicant dierence is that only one discharge current pulse forms
in this case. The current waveform is shown in Figure 7.15. The current magnitude is
just above 2 mA and the pulse width is around 100 ns. The pulse is characterised by a
fast rising front and a slower decaying tail (700 ns).
178Figure 7.15: Negative surface discharge current waveform obtained from the simula-
tion.
Figures 7.16, 7.17 and 7.18 respectively show the 2D charged particle density, electric
eld and surface charge density distributions at selected times. Similar to the previous
analysis, the electron multiplication phase is characterised by the low concentration of
positive ions in between the needle electrode and a lower concentration of electrons,
Figure 7.16(a). The initial eld distribution is not distorted during this phase. Fig-
ure 7.17(a) clearly demonstrates the undisturbed equipotential lines in the gas gap. The
surface charge accumulation during this phase is small (Figure 7.18, curve 300 ns). This
phase is then followed by the plasma sheath formation period during which the positive
ion and electron densities increase in magnitude but decrease in size, Figure 7.16(b).
Both charged species move towards the cathode as a consequence of the eld distortion,
Figure 7.17(b). The eld distribution plot indicates an increase in magnitude of the
eld near the needle tip and an increase of the eld in the bulk of the insulators due to
the surface charge. At the instant the current waveform reaches its peak, the surface
charge density has a peak value of 0.2 nCmm 2 (Figure 7.18, curve 320 ns). The decay
process starts after the current has reached its peak. During this phase, positive ion
and electron densities decrease but negative ion density increases in magnitude. These
negatively charged particles are then swept away towards the dielectric surface due to
the electric eld. At the beginning of the decay phase, the increase rate of surface charge
density is the largest (Figure 7.18, curves 320 - 800 ns). This is a result of the move-
ment of the dense cloud of negative ions, which has a high density just after the plasma
sheath formation stage. At the end of the decay stage, the surface charge density seems
179to have reached its saturation level. The increase rate is much smaller than initially
and after 1.5 s the charge density acquires its peak at around 0.66 nCmm 2. During
the decay process, the surface charge not only increases in magnitude but also expands
radially. This can be explained by the eects of the surface charge eld. Initially the
charge deposits inside a circle of approximately 0.21 mm radius, Figure 7.18 - curve
300 ns. As the dielectric surface gradually accumulates the negative charge and the
charge density has reached a certain level, the surface charge eld tends to oppose the
Poisson's eld and pushes the incoming ions away from the symmetry axis. At the end
of the current pulse, the charge accumulates over a ring of about 0.5 mm radius. The
drop of charge density at the centre is evident since the beginning of the plasma sheath
formation phase (300 ns). The feature is linked with the dense plasma position being
slightly oset from the symmetry axis, Figure 7.16(b). At the end of the current pulse
(1.5 s - Figure 7.17(c)), the eld lines in the air gap tend to return to the Laplacian
distribution while the bulk eld is still heavily distorted by surface charge. This eld
distortion appears in the region where the electrons form during the electron multipli-
cation phase and this distortion prevents the development of subsequent Trichel pulses.
The next pulse can be generated only after the surface charge has dissipated from the
BSO.
Inuence of the Ion-Impact Secondary Emission Coecient
In the case of the negative corona discharge, the Trichel pulse frequency and the rst
pulse magnitude linearly increase with the ion-impact secondary emission coecient.
As there is only one discharge pulse appears for the barrier discharge, this part focuses
only on the eects of  coecient on the pulse magnitude, the surface charge density
distribution and the total surface charge (integration of charge density over the dielectric
surface). Figure 7.19 shows the changes in the peak current magnitude and total surface
charge as  varies from 0.002 to 0.012. It is evident that the current magnitude increases
linearly with  and the variations in the current magnitude are much larger than those
calculated for the corona discharge (Figure 7.10). The total surface charge also increases
but seems to reach a saturation level as  reaches the high values. The charge density
distribution at the end of the discharge current pulse calculated for each of these 
values is shown in Figure 7.20. Generally, an increase in  value results in a rise in
charge density and a small radial expansion. As  increases, more charged particles are
produced near the cathode and these particles will move towards the dielectric surface
at the end of the current pulse. At high values of , the increases in the charge density
seem to drop due to eld suppression created by the surface charge.
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181(a) 0 ns
(b) 320 ns
(c) 1500 ns
Figure 7.17: Electric eld distribution with a dielectric barrier at various times.
182Figure 7.18: Surface charge density distribution at various times.
Figure 7.19: Plot of discharge current pulse magnitude and total surface charge
against .
183Figure 7.20: Surface charge density distributions obtained from dierent secondary
emission coecients.
7.3 Summary
The hydrodynamic model used in the simulation of a positive surface streamer has been
applied here for the simulation of a negative surface discharge. Due to the symmetry of
the electrode geometry and of the experimentally observed surface charge, the model was
fully simulated in 2D axial symmetry space dimension. The model for a negative corona
discharge is investigated rst prior to applying to the surface discharge problem. In both
models, the background ionisation was neglected and the secondary electron emission
was found to be the main mechanism driving the discharge. The corona discharge
simulation results exhibit well-known characteristics during the formation of Trichel
pulses as described in the literature. The inuence of the model parameters (secondary
emission coecient and applied voltage) on the Trichel pulses has also been studied in
this chapter. Experimental work was undertaken for direct comparison purposes and to
determine the value of the secondary emission coecient that gives the most consistent
results ( = 0:004). With a few changes in the boundary conditions, the model of a
negative barrier discharge has been successfully constructed with an applied voltage of
-2.5 kV. Over a period of 15 s the model predicts the formation of one discharge pulse
whose magnitude is just above 2 mA. The model seems to achieve consistent surface
charge density distribution with experimental data in terms of magnitude and shape. A
further comparison with the Pockels measurement is detailed in Chapter 8.
184Chapter 8
Discussion, Conclusions and
Future Work
This chapter provides a thorough discussion of the results presented in the previous
chapters. Main conclusions are summarised and suggestions for future work are detailed.
8.1 Discussion
8.1.1 Eects of Voltage Waveform and Electrode Shape
During the course of the experimental work, it was noticed that surface discharges under
square wave voltages are more intensive than ramp and ac voltages at the same voltage
level regardless of the electrode type (Figure 4.3). Longer and more positive streamers
are generated from a positive discharge while a negative discharge produces a larger
circular charge distribution under square wave voltages. These eects can be explained
considering the rate of change of the applied voltage. For these experiments, the square
waveforms had the rise and fall times in the range from 30 to 50 s which is similar to
those of switching impulses. Free electrons under these voltages are quickly accelerated
and gain a large amount of energy leading to an intensive discharge.
The results obtained from using ramp and ac voltage waveforms (Figures 4.6 and 4.9)
clearly demonstrate the eld shielding eect of positive streamers. After the formation
of initial streamers at a low voltage level, a further increase of the voltage creates new
streamers in the free space between the old streamers. This eect has been analysed
quantitatively in the positive surface discharge simulation chapter. The plasma within
the streamer stem suppresses the Poissonian eld along it. As the voltage increases, the
eld in the free space is higher than the eld along the existing streamers. Consequently
instead of elongating the old streamers, new streamers develop in new directions.
185The tendency of negative charge to follow the positive streamer tracks when a mush-
room electrode was used under ac voltage waveforms can be explained by the electrode
geometry. The 2D electric eld distribution shown in Figure 4.17 indicates that the eld
underneath the mushroom head is quasi-uniform and of low magnitude (6.6  106 Vm 1
- 4 times less than the needle eld under the same voltage). Under this low eld, elec-
trons are not accelerated fast enough and attachment processes become dominant. In
addition, electrostatic force is also a factor that contributes to the adhesion of negative
charge to the positive footprints.
8.1.2 Eects of Pressure and Insulation Gas
The eects of gas pressure on the behaviour of surface discharge can be explained with
reference to the Paschen's law [3]. Figure 8.1 demonstrates a typical Paschen's curve
which relates the breakdown voltage of a certain gas to the product of pressure and
distance. For each gas there exists a minimum breakdown voltage Vb min at pdmin. On
the right side of this minimum point, the breakdown voltage quasi-linearly increases
with pressure. The breakdown voltage also increases when the pressure is reduced to
a very low level. The pressure levels conducted in this work fall within the right side
region.
Figure 8.1: Illustration of a Paschen's curve.
The electron mean free path (distance travelled between collisions),  , is inversely pro-
portional to the pressure, p, due to the following relationship:   = 1=(p) where  is
the collision cross-section. On the other hand, the collisional frequency, , is related to
the mean free path via  =  u= where  u is the average gas velocity. When the pres-
sure increases, the mean free path drops while the number of collisions increases. As a
result, electrons lose their energy quickly, their directions are randomised and they are
not always being accelerated by the electric eld [87]. This explains the short distance
travelled by both positive and negative discharges at high pressures (Figures 5.1 and
5.3). As the pressure decreases,  increases hence the discharges travel further. The col-
186lisional frequency in this case drops making electrons gain more energy from the applied
electric eld. In addition, the reduction in particle density accounts for the low surface
charge density measured at low pressures.
In an attempt to explain the impact of N2 and CO2 on surface discharge dynamics
their eective ionisation coecients (dierence between ionisation and attachment coef-
cients) need to be considered. The critical electric eld of a gas is dened as the eld
at which the eective ionisation coecient equals zero. Figure 8.2 indicates that the
critical electric elds of air, N2 and CO2 fall in the range from 75 to 100 Td. The ionisa-
tion curve of N2 is similar in shape to that of air. However due to the attachment of O2
molecules, the air eective ionisation is slightly lower than that of N2. This can be used
to explain the comparable positive discharge behaviour of N2 and air under square wave
voltages (Figure 5.6). It must be noted though, that N2 is not an electro-negative gas.
For this reason, negative discharges in N2 often expand further than in air (Figure 5.7).
The scattering surface discharge behaviour shown in Figures 5.8 and 5.9 may be due to
the thermalising properties of N2. N2 is understood to have the ability to de-energise
high energy electrons and bring them down to low energy levels [119]. The activities
of high energy electrons are hence suppressed making it more dicult for lamentary
streamers to form under some circumstances. This scattering eect is one of the factors
contributing to the scattering measurements of streamer length in N2 and N2/SF6 in
[89].
Figure 8.2: Reduced eective ionisation for air, N2 and CO2 [3, 120, 121].
With regard to surface discharges in CO2, one might expect to observe more intensive
discharges due to the high eective ionisation coecient. However as conrmed by
the Pockels experiment, positive streamers nd it more dicult to form in CO2. The
dielectric strength of CO2 has also been found superior to N2 [84]. The electro-negativity
187of CO2 is one of the factors contributing to these eects. In addition, the short mean
free path measured in CO2 (42 nm as compared with 63 nm in N2 and 68 nm in air [3])
may account for the short streamer length shown in Figure 5.11.
To facilitate the analysis of surface discharge in SF6 mixtures, their eective ionisation
coecients are plotted in Figure 8.3 in comparison with the SF6 data. Being a strong
electro-negative gas, SF6 has a large attachment coecient. Its eective electric eld is
hence much higher than other gases (above 350 Td). The addition of 10% SF6 into N2
and CO2 enhances their critical elds from below 100 to 230 and 200 Td respectively.
This explains the diculty in streamer formation in SF6 mixtures (Figure 5.16). N2/SF6
mixtures have been considered to be a candidate substitition for SF6 due to the excellent
combination between the thermalising properties of N2 and the electron anity of SF6.
Figure 8.3: Reduced eective ionisation for SF6, N2/SF6 and CO2/SF6 [122, 123].
8.1.3 Comparisons between Simulation and Experimental Results
The positive surface discharge measurement under a 4 kV and 5 ms square wave volt-
age at atmospheric pressure in air using the needle electrode has been analysed in
Section 4.1.1. The discharge produces streamers of approximately 4.5 mm long and
0.7 nCmm 2 density in average. The model proposed in Chapter 6 predicts a streamer
length of around 3 mm. Nonetheless, the eects of the background ionisation and
streamer radius have been investigated and it has been conrmed that the streamer
length is inversely dependent on the variation of these parameters. Hence in order
to match the experimental streamer length a smaller background ionisation value or
a smaller streamer radius can be used. As the streamer radius of 50 m has been
widely used in the literature, this section presents a comparison for the case where the
background ionisation is reduced to 5  1025 m 3s 1.
188Figure 8.4 demonstrates the evolution of the net charge density in the second phase of
the model using this background ionisation value. It is clear that the streamer collapses
at the distance of about 4.3 mm. Since the simulation provides the plasma space charge
density, it is not possible to directly compare this quantity with the surface charge density
measured from the Pockels experiment. However, a comparison can be made between
the electric eld induced across the BSO crystal (z-component) due to the experimental
surface charge and that due to the simulation space charge. According to electro-optic
theory, this is the quantity the Pockels technique measures. The relationship between
this electric eld component and surface charge density has been given in Equation 3.35.
Figure 8.4: Phase II net charge density evolution for the positive surface discharge
simulation obtained from S = 5  1025m 3s 1.
In order to calculate the z-component electric eld due to the net space charge density,
numerical modelling is required. A 3D Electrostatics mode in COMSOL has been utilised
for this analysis. The discharge geometry detailed in Figure 6.1 was extended to 3D
with a streamer set on top of the BSO layer - Figure 8.5(a). The streamer is made
of a 50 m radius and 4.3 mm long cylinder. The charge density within this cylinder
was set constant at 2 1019 m 3 because this is the charge density in the stem of the
streamer channel during both the acceleration and deceleration stages. The eect of the
high density spike traversing across the dielectric surface is negligible since the streamer
development duration (150 ns) is much shorter than the camera exposure time (100 -
200 s). The recorded data are integrated images showing the eld induced by the space
charge density in the streamer stem. The z-component electric eld was solved and the
cross-sectional distribution on the plane perpendicular to the BSO surface and going
through the centre of the streamer is shown in Figure 8.5(b). The impact of the space
charge on the electric eld across the BSO crystal is evident in this gure. Inspection
of the z-component eld along the z axis across the 160 m thick BSO shows that the
189(a) 3D charge density distribution of a streamer
(b) Cross-sectioned z-component electric eld distribution in log scale
(c) Z-component electric eld distribution comparison
Figure 8.5: Comparison between simulation and experimental positive surface dis-
charge results under 4 kV at atmospheric pressure.
190eld varies linearly. Hence the average electric eld can be found at a distance of
80 m below the BSO surface (dashed line in Figure 8.5(b)). The plot of the electric
eld distributions obtained along this line and from the experimental surface charge is
shown in Figure 8.5(c). It can be seen that the simulation eld is about one fth of the
experimental measurement. This fact suggests that charge injection into the insulator
bulk is the other factor contributing to the measured electric eld. The model with
the ionisation source term equal to 5 1025 m 3s 1 was run at dierent pressures under
4 kV and reasonable agreement with the experimental data was met in terms of streamer
length (Table 8.1).
Pressure Simulation Experiment
66 kPa 6.9 mm 6 mm
100 kPa 4.3 mm 4.5 mm
120 kPa 3.4 mm 3 mm
Table 8.1: Streamer length comparison between simulation and experiment at dier-
ent pressures under 4 kV.
Regarding negative surface discharge, measurements using the Pockels technique were
undertaken for a 2.5 kV and 5 ms negative square wave voltage. The measured discharge
current waveform, 2D charge density distribution and a typical radial charge density
are shown in Figure 8.6. In comparison with the simulation discharge current, the
experimental current has a larger magnitude (35 mA) and a much shorter duration
(70 ns). Nonetheless, the injected charge waveforms indicate a much closer agreement
(0.4 and 0.2 nC respectively for experiment and simulation). A typical 2D surface
charge density shown in Figure 8.6(c) clearly shows a symmetric distribution. The
experimental and simulation radial charge density plots are presented in Figures 8.6(d)
and 8.6(e) respectively. Although the surface charge density is consistent in both cases
(0.6 - 0.66 nCmm 2), the simulation charge radius is half of that obtained from the
experiment. The use of a larger needle electrode in the simulation may be accountable
for these discrepancies.
8.2 Conclusions
Motivated by the sensitivity of solid insulation systems to surface charge and the range
of practical applications utilising dielectric barrier discharge, this work has focused on
studying surface discharge dynamics theoretically, experimentally and numerically.
With respect to measurement techniques, the Pockels method has been chosen because
it is a non-destructive method which can oer charge visualisation and quantication
simultaneously. Regarding the simulation work, the deterministic hydrodynamic ap-
proach was selected owing to its ability to incorporate various physical processes. The
ux-corrected transport and COMSOL solvers were used to solve the partial dierential
equations and their accuracy tests have been conrmed in Chapter 2.
191(a) Experimental discharge current and injected charge
waveforms
(b) Simulation discharge current and injected charge
waveforms
(c) Experimental 2D surface charge density distribution
(units: nCmm 2)
(d) Experimental radial surface charge density distri-
bution
(e) Simulation radial surface charge density distribu-
tion
Figure 8.6: Comparison between experimental and simulation negative surface dis-
charge results under -2.5 kV at atmospheric pressure.
Surface charging theories are reviewed in Chapter 3. Two types of surface charging
mechanism are classied according to electric eld uniformity. Under uniform elds,
surface charge gradually accumulates via bulk, surface and gas conduction. Under non-
uniform elds, surface discharges occur and the patterns depend on the voltage polarity.
A positive discharge manifests as the development of surface streamers. A streamer
forms due to the ionisation processes, slow mobility of positive ions and self-enhancement
192eld eect. A negative discharge, on the other hand, develops radially outwards due to
the eld suppression eect and secondary emission processes. Electro-optic principles
utilised by the Pockels technique is then detailed and followed by practical considerations
of the experimental components. Surface charge on a BSO crystal creates an internal
eld which linearly changes the phase retardation of the incident light. By detecting
the change in the reected light intensity, the surface charge density can be determined.
Image processing techniques and calibration tests are also presented in this chapter to
conrm the linear electro-optic eect of BSO.
Results obtained from applying the Pockels method to measure surface discharge in air
using square wave, ramp and sinusoidal voltages and needle and mushroom electrodes
are provided in Chapter 4. The results obtained from using the needle and mushroom
electrodes under square waves clearly distinguish positive and negative charge patterns.
While lamentary streamers are generated from a positive discharge, a circular/diuse
distribution of charge is deposited in the negative case. By using ramp voltages, the
discharge inception voltage of positive discharge is found to be lower than the negative
counterpart. The development of positive streamers in the free space between existing
streamers is also observed by using these waveforms. The eects of polarity reversal and
residual charge were studied by using sinusoidal voltage waveforms. In the presence of
negative charge, the projection of positive streamer channels are heavily distorted. The
tendency of negative charge to seek traces of positive streamers is only observed in the
mushroom discharge case. Surface charge decay was also investigated in this chapter
and it was found that charge decays to zero in this experiment in less than 1.5 seconds.
Results presented in this chapter conrm the discharge theories, indicate a loose bonding
of surface charge to the BSO structure and the dependency of charge carrier energy on
the Laplacian eld.
The inuence of the local gaseous environment on surface discharge behaviour has been
analysed in Chapter 5. By varying air pressure, the streamer length and negative charge
diameter are found to be inversely dependent on pressure. The discharge inception
voltage and charge density decrease with decreasing pressure. Surface discharge in N2
behaves similarly to that in air under transient voltages at atmospheric pressure. Under
a sinusoidal waveform, however, positive streamers are only found in the rst positive
half-cycle. At atmospheric pressure and above, negative charge seems to spread further
than the positive counterpart. At low pressures, surface discharge behaviour in N2 is
very similar to dry air. From using square wave voltages, the discharge inception voltage
of CO2 was found higher than that of air and N2 at all pressures. Under AC voltage
waveforms of 7 kV peak at atmospheric pressure and above, no streamers were detected.
At low pressures under AC voltages, however, negative charge tends to seek traces of
positive streamers - analogous to mushroom discharges in air. The addition of SF6 to
N2 and CO2 signicantly reduces the probability of streamer formation. Streamers and
bushing structure were observed in SF6 mixtures at low pressures and higher applied
193voltages. The obtained results strongly suggest gas discharge is the predominant process
in surface discharge.
A 2-phase model simulating the development of a positive surface streamer is introduced
in Chapter 6. Phase I involves streamer evolution in the axial direction and is simulated
by COMSOL in 2D axial symmetry space dimension. The radial electric eld distribution
at the end of phase I is used to initiate the streamer development in phase II along
the dielectric surface. This phase is simulated using the FCT algorithm assuming the
channel radius is xed at 50 m. A constant background source term was used to
simulate the photoionisation process. From the model, it was observed that increasing
this parameter is equivalent to adding diusion into the system. The streamer in this
case travels with a lower eld magnitude and charged particle densities. The streamer
length is also shorter than that calculated with a lower source term value. The streamer
length and velocity are found inversely dependent on the streamer radius in phase II.
The impact of air pressure was also investigated numerically. At a lower pressure, the
streamer travels further and faster although the eld magnitude is lower. The use of
a smaller needle electrode only accelerates the streamer in phase I but hardly aects
the streamer development in phase II. When a higher voltage is applied at the needle,
the streamer length and velocity increase. By choosing the source term value S equal
to 5  1025 m 3s 1, a good agreement with experimental results is achieved in terms
of streamer length under 4 kV. The simulation results at dierent pressures are also in
line with the Pockels measurements. The internal electric eld across the BSO crystal
calculated by the space charge density at atmospheric pressure is one fth of the eld
measured by the Pockels experiment. This suggests more attention is required to the
charge injection process into the bulk of solid insulator.
The negative corona discharge model has been developed prior to proceeding with the
negative surface discharge model (Chapter 7). Both models were solved in 2D axial
symmetry space dimension with the background ionisation neglected and secondary
electron emission being the main mechanism driving the discharge. The inuence of
the model parameters (secondary emission coecient and applied voltage) on Trichel
pulses has also been studied. Experimental work was undertaken for direct comparison
purposes and to determine the value of the secondary emission coecient that gives the
most consistent results ( = 0.004). With a few changes in the boundary conditions, the
model of a negative barrier discharge has been successfully constructed. Over a period
of 15 s the model predicts the formation of one discharge pulse whose magnitude is
much lower than the measured current. Nonetheless, the current pulses agree well in
terms of injected charge. The model also achieves consistent results with experimental
data regarding surface charge density magnitude and distribution shape.
1948.3 Future Work
The Pockels experiment can be further developed to study dierent characteristics of
surface discharge. As an example, the dielectric barrier discharge phenomena can be
analysed quantitatively using a sputtered electrode on the BSO surface. To facilitate
this experiment, a higher frequency applied voltage waveform is necessary which in
turn requires the use of a faster camera. The use of a streak camera with a temporal
resolution in the nanosecond scale is also very useful in obtaining propagation images of a
surface discharge. Surface discharge using the needle electrode can be studied further by
placing the needle at dierent angles. In addition, more accurate surface charge density
approximations are desired in order to calculate other relevant discharge parameters
(i.e. electric eld and potential distributions in dierent directions). The application of
the Pockels eect for charge measurement in gas under dierent temperatures, moisture
contents or in dielectric liquids are also topics of interest. Observations of surface charge
decay and discharge phenomena on polymeric materials in dierent gases would provide
useful and comparative information. Careful deposition of thin lms on the BSO surface
would be required for this experiment. As the permittivity of polymeric materials is
much lower than that of BSO, the use of this crystal would result in a small surface
charge eld across it. The sensitivity of the measurement system would be reduced
unless lower permittivity Pockels crystals are utilised (e.g. BGO - r = 10).
With regard to surface discharge modelling, further work on both positive and negative
discharges is necessary to enhance the understanding and improve the results. Both
models presented here focus only on the discharge in gas and gas/insulator interface.
Under the inuence of the surface charge eld, charge injection into the bulk of the insu-
lator is another possible mechanism. In order to incorporate this phenomenon into the
models, thorough investigations into the relaxation properties of dielectric materials are
required. In terms of numerical algorithm, a more accurate multi-dimension algorithm
(e.g. FE-FCT) is needed to improve the model accuracy and to be able to run the neg-
ative surface discharge model under a larger range of applied voltages. Negative surface
discharge under dierent gaseous environments should also be simulated. If the positive
surface discharge model can be extended to 3D, a closer comparison with experimental
data can be made. The radial streamer propagation along a certain direction can be
initiated by seeding electrons along that direction. The eld distortion due to streamer
formation can then be obtained and used to predict the development of subsequent
streamers if the applied voltage increases. It is also interesting to simulate surface dis-
charge in the presence of residual surface charge. As presented in Chapter 5, streamers
do not form in some cases thus the second phase in the positive surface discharge model
would not be necessary and the rst phase could be continued further. In general, the
photoionisation and photoemission processes need to be implemented to make the model
more self-consistent. To facilitate this, parallel/sub- meshing techniques are necessities.
195Appendix A
Transport Parameters
This appendix details the transport parameters used in the models discussed in Chapters 6
and 7. These eld and pressure dependent parameters are widely used in gas discharge
modelling and were extracted from experimental data using dierent curve tting tech-
niques. The attachment coecient and electron drift velocity proposed by Morrow [36]
have been improved by Ducasse [40]. Ducasses' parameters are, however, only valid for
the electric eld less than 1000 Td. Kang provided much simpler expressions for all
parameters [41].
In the following expressions E is the electric eld in Vcm 1, Etd the electric eld in Td,
P the pressure in Torr and N the neutral density number in cm 3.
MORROW'S AND DUCASSES' APPROXIMATIONS [36, 40]
Ionisation Coecient
if jEj=N > 1:5  10 15 Vcm 2

N
= 2  10 16 exp

 7:248  10 15
jEj=N

cm2
if jEj=N  1:5  10 15 Vcm 2

N
= 6:619  10 17 exp

 5:593  10 15
jEj=N

cm2
Attachment Coecient
if 600  jEtdj=N < 1000 Td

N = 6:56041  10 19   1:45181  10 21(jEtdj=N)
+1:45951  10 24(jEtd=Nj)2   5:69565  10 28(jEtdj=N)3 cm2
196if 170  jEtdj=N < 600 Td

N
= 6:23261  10 19   1:17646  10 21(jEtdj=N) + 7:51103  10 25(jEtdj=N)2 cm2
if 69  jEtdj=N < 170 Td

N
=  3:6311  10 19 + 1:01192  10 20(jEtdj=N)   3:17875  10 23(jEtdj=N)2 cm2
if 23  jEtdj=N < 69 Td

N
= 3:10976  10 19   9:41213  10 21(jEtdj=N) + 1:09693  10 22(jEtdj=N)2 cm2
if jEtdj=N < 23 Td

N = 1:2409  10 19 + 8:9497  10 18 exp( jEtdj=N=1:0931)
+1:3216  10 18 exp( jEtdj=N=6:05148) cm2
Electron Velocity
if 9.8 Td  jEtdj=N
We =  (jEtdj=Etd)  105:5236702+0:7822439log10(jEtdj=N) cm  s 1
if jEtdj=N < 9:8 Td
We =  (jEtdj=Etd)  105:8692884+0:4375671log10(jEtdj=N) cm  s 1
Negative Ion Drift Velocity
if jEj=N > 5  10 16 Vcm 2
Wn =  2:7  E  P0=P cm  s 1
if jEj=N  5  10 16 Vcm 2
Wn =  1:86  E  P0=P cm  s 1
Positive Ion Drift Velocity
Wp = 2:34  E  P0=P cm  s 1
Electron Diusion Coecient
D =

0:3341  109(jEj=N)0:54069
[We=jEj] cm2s 1
197KANG'S APPROXIMATIONS [41]
Ionisation Coecient
 = 3500exp
 
 1:65  105jEj 1
cm 1
Attachment Coecient
 = 15exp
 
 2:5  104jEj 1
cm 1
Electron Velocity
We =  (jEj=E)6060  jEj0:75 cm  s 1
Positive Ion Drift Velocity
Wp = 2:43  E  P0=P cm  s 1
Negative Ion Drift Velocity
Wn =  2:7  E  P0=P cm  s 1
Electron Diusion Coecient
D = 1800 cm2s 1
198Appendix B
Surface Discharge Results in
CO2/SF6 Gas Mixture
(a) Voltage and current waveforms
(b) Plot of net surface charge over time
Figure B.1: Two cycles of 9 kV peak 50 Hz positive phase AC voltage applied to the
needle electrode in CO2/SF6 at 50 kPa, discharge current waveform and net surface
charge against time.
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elling of negative discharges in air with experimental validation. Submitted for
publication in Journal of Physics D: Applied Physics 2010.
 T. N. Tran, I. O. Golosnoy, P. L. Lewin and G. E. Georghiou. On the development
of a negative surface discharge model in air. In IEEE International Symposium on
Electrical Insulation, San Diego, USA, June 2010.
 T. N. Tran, I. O. Golosnoy, P. L. Lewin and G. E. Georghiou. Two dimensional
studies of Trichel pulses in air using the nite element method. In IEEE Conference
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2009.
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Experimental studies on surface discharge dynamics and decay under di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