The diverse applications and high-quality services in smart cities have led to the geographical unbalance of computation requirements. Traditional centralized cloud computing services and the massive migration of computing tasks result in the increase of network delay and the aggravation of network congestion. Deploying fog nodes at the network edge has become an effective way to improve the quality of service. However, the dynamic requirements and application in various scenarios still challenge the network, resulting in the geographical unbalance of computing resource demands. Nowadays, the computing resources of on-board computers and devices in the Internet of Vehicles are abundant enough to mitigate the geographical unbalance in computing power demand. The efficient usage of the natural mobility of constantly moving vehicles to solve the above-mentioned problems remains an urgent need. In this paper, a vehicle mobility-based geographical migration model of the vehicular computing resource is established for the fog computing-enabled smart cities. The vehicle as a service framework takes the full advantage of the unbalance and randomness of vehicular computing resource and improves the flexibility of traditional cloud computing architecture. An incentive scheme that affects the vehicle path selection through resource pricing is proposed to balance the resource requirements and to geographically allocate computing resources. The simulation results indicate that the advantages and efficiency of the proposed scheme are significant.
I. INTRODUCTION
The smart cities provide better services for people, including advanced technologies and variable applications. However, the developments of smart cities have been greatly impacted by the advances in networking, caching, computing, etc [1] . Complex applications and multiple services will inevitably lead to the geographical unbalance of computing resource demands. Although the centralized cloud service has been widely used, problems such as network congestion, increased delay, and decreased efficiency still limit the quality of service (QoS) of the network. Since being proposed by Cisco in 2012, fog computing has been applied in a wide range of fields [2] . In a fog computing system, instead of being transmitted to a remote cloud, massive data collected by the end devices, such as smart sensors or road side units, are directly sent to the local fog nodes within their region, which contributes to more timely and high-quality services. The implement of fog computing can solve the problem that the transmission of data in the backbone network occupies a lot of bandwidth and creates massive amounts of carbon footprint [3] . Large numbers of computing resources and data analysis applications are able to be deployed at the edge of networks. However, the contradiction between the relatively fixed computational ability of fog nodes and the fluctuating demand for computing resource requires further attention.
Improved quality of services, changing demands and a variety of innovative applications require computing resources of greater flexibility, a perfect example of which is the computing resource of vehicles. As a solution, the integration of vehicle mobility and fog nodes provides perfect conditions to solve the resource imbalance problem. With the emergence of advanced devices and technologies, such as cellular networks and cloud computing, vehicular networks, together with their associated applications, have been greatly enhanced during the last decade [4] . An increasing number of vehicles in smart cities and enhanced computing power of on-board devices make vehicles perfect carriers to achieve the geographical balance of computing resource.
Better utilization of the spare computing resources of vehicles and more reasonable allocation of these resources macroscopically have become two major problems. The concomitant problem is that the randomness of vehicle movements makes it difficult to integrate the vehicles' computing resources. An efficient way to allocate computing resource of vehicles is needed. Mobile Edge Computing (MEC) can be deployed at the edge of the network, making it possible to alleviate network congestion while deploying new applications and services flexibly and quickly [5] , [6] . Moving vehicles can be used as a communication and computing infrastructure, in coordination with numerous terminals to serve as flexible resources [7] , [8] .
In this paper, a Vehicle as a Service framework is proposed to realize the bidirectional computing resource migration so as to enhance the high efficient and timely task processing in smart cities. As an auxiliary of the traditional cloud computing architecture, the fog node carries the computing task at the edge of the network, which greatly improves the flexibility of the cloud. On the other hand, through the interaction with the vehicles, the resource shortage at the edge of the network and the bandwidth pressure of the backbone network are alleviated. The mobility of the vehicle itself has been used to adjust the distribution of computing resources. Meanwhile, the pricing of computing resources is used as the incentives to facilitate the computation offloading. Besides, the method for fully assessing road status is proposed and simulated for dynamic pricing-based vehicle path planning. The contributions of this paper are the following:
• We propose a fog-enabled geographical migration scheme for computing resources based on the mobility of vehicles. The vehicles join the fog nodes and share their extra computing resources as providers of computing resources.
• A Vehicle as a Service framework is proposed for bidirectional computing resource flow of flexible vehicular fog and centralized cloud. The superiority of the framework and various function modules are exhaustively demonstrated in this paper.
• An incentive scheme for geographically dispatching of computing resources is proposed. Through the flexible pricing of computing resources, the driving path of the vehicle was changed and the migration of computing resources was brought about. A novel path planning scheme is designed for the migration of vehicles under the incentive scheme.
The rest of this paper is organized as follows. We investigate the related works about applications of fog system and the possibility of vehicles as computing resource infrastructures in Section II. The general overview of Vehicle as a Service framework and key components of the basic architecture are given respectively in Section III. Section IV illustrates the system model and algorithms of the proposed scheme. Simulation and the preliminary results are provided in Section V. Finally, Section VI draws the conclusion and gives the future work.
II. RELATED WORKS
Related technologies have been extensively studied in order to provide smart cities with better and safer services [9] - [13] . Fog computing, as a typical emerging technology, is an advanced technique to decrease latency and network congestion, which has greatly improved the data processing capability and resource utilization [15] . Data analyzing, processing, and applications are concentrated in devices at the edge of the network, rather than being stored almost entirely in the cloud [1] . Localized fog computing which is widely distributed and at the edge of the network, provides communication with lower latency and more context awareness compared with centralized cloud computing [14] , [16] . Meanwhile, although cloud computing technology, applications and service modes are relatively mature, research on cloud computing resource allocation and management continues [17] , [18] . Despite the effectiveness, scalability and resource sharing efficiency of the proposed resource allocation strategies for clouds and fog has been proven, such models are still not flexible enough [19] , [20] . As an emerging paradigm to brought the cloud services closer to the end users, fog computing extends the traditional cloud computing paradigm to the edge of the network [21] , [22] .
By introducing the concept of edge computing and demonstrate the superiority of the framework, Mobile edge computing framework has shown great advantages in reducing the network traffic and running time [23] . Research has been done to improve the resource allocation of fog nodes by computation offloading [24] . A joint resource allocation and coordinated computation offloading algorithm for the fog radio access network (F-RAN) has been proposed to minimize the energy cost and obtain optimal computational resource allocation [25] , [26] .
According to LMCAutomotive s research, which looked at government-reported registrations and historical vehiclepopulation trends, world vehicle population is likely to reached an astonishing number of 1.5 billion by 2020. The virtualization and utilization of on-board computers of vehicles have greatly improved the resource efficiency of the vehicle in IoV. Hou et al. [27] scheduling algorithms are proposed for the data scheduling in vehicular networks [28] . With the goal of minimizing the average response time for events reported by vehicles, Wang et al. [29] put forward a feasible solution that enables offloading for real-time traffic management in fog-enabled IoV systems. In [30] , fog computing has been utilized as the promising technology for real-time big data analysis at the edge of the network, aiming to provide faster responses to intelligent transportation system (ITS) application queries and save the network resources.
The strength of this paper is listed as follows. This paper takes the natural advantages of vehicle mobility and integrates computing resources at the edge of the network through path planning. Through the detailed modeling of urban roads, fog nodes and vehicle behaviors, we have significantly improved the shortcomings in our previous works. Bidirectional computing resource interactions make fog computing resources a buffer zone for the cloud. To the best of our knowledge, no research has yet utilized the mobility of vehicles to improve the computing resource allocation.
III. BASIC ARCHITECTURE A. AN OVERVIEW OF BASIC ARCHITECTURE AND SCENE
The computing resource geographical migration mode in smart cities is shown in Fig.1 . Every vehicle has multiple routes options to get to its destination. Sometimes different vehicle routes may not make a difference for drivers and passengers, but this means that vehicles have the potential to bring resources to different regions. Once the vehicle chooses a specific path, it means that it will bring its computing resources to the area. The demand for computing resources varies in different parts of the city, and this difference changes over time. Therefore, fog nodes in resource-poor areas tend to provide higher pricing for highquality vehicle resources, attracting more vehicles to share their surplus computing resource. On-board equipment (eg. T-boxes, navigation devices, on-board computers, etc.) and passengers' smart devices (eg. Smartphones, IoT devices, etc.) have considerable computing power. If more vehicles tend to pass by resource-poor fog nodes to alleviate the computing resource tension, geographical migration of computing resources will be achieved. As shown in Fig.1 , the airport fog node can attract a large number of vehicles to join its computing resource pool due to the large demand for computing resources and high requirements for delay. If the airport can price higher computing resources, some vehicles will choose to change the route of the vehicle at a lower cost. Therefore, from a macro perspective, the computing resources originally belonging to the fog node of the residential area of the vehicle are equivalent to the migration to the airport fog node.
The relationship between cloud data center, fog and vehicles are shown in Fig.2 . As a powerful centralized computing resource, cloud computing provides a configurable computing resource pool by leveraging the advancements in computing and network technologies. Fog computing, as the intermediate layer, complete the management of a large number of IoT devices and vehicles at the edge of the network. The fog nodes utilize all available resources as much as possible while managing a large number of IoT devices at the edge of the network. Due to the discrepancy in computing power and status of vehicles, the computing resources available for fog nodes are also different. As the vehicle travels, computing resources are continuously added to the fog nodes along the way so that geographical migration of computing resources is realized. Computing resources are fully flexible in the network, vehicular fog and cloud computing resources can be borrowed from each other to enhance the network performance.
B. VEHICLE-TO-CLOUD SERVICE MODEL
As an important infrastructure of smart cities, the cloud data center realize the IoV navigation, vehicle location awareness, and communication services [31] . Meanwhile, cloud data center plays the role as a service center for the IoV, where the convergence of massive information happens. As an important and typical application scenario of IoT, IoV has drawn much attention to solving the increasingly severe traffic problems, such as traffic congestion and safety issues. Information of a large number of vehicles can be analyzed and processed in the data center to realize optimal route planning for vehicles, real-time traffic reporting, dynamic adjustment of traffic lights, smart parking, etc. In our architecture, the cloud data center implements global information management, processing, and analysis as a centralized infrastructure, as well as the functions of a traditional data center. The proposed architecture implements a bidirectional flow of computing resources between clouds and fog nodes and optimal configuration of computing resources. 
1) VEHICLE-TO-CLOUD
As a centralized computing resource pool, the cloud computing center provides users with a variety of services, such as SaaS, PaaS, IaaS, and so on. For cloud-generated services, we use the computing power of the network edge to perform data pre-processing and collaborative computing to share cloud computing tasks.
2) CLOUD-TO-VEHICLE
There are many users at the edge of the network, which will generate many delay-sensitive tasks. However, the computing power of the network edge is relatively insufficient, resulting in high pressure on the edge task processing. At this time, the cloud computing resource pool is used to assist the edge users to complete the task.
C. VEHICLE-BASED EXTENSIBLE FOG NODES IN SMART CITIES
As the managers of their surrounding vehicles, fog nodes are widely distributed in smart cities, guaranteeing low latency and high-quality services at the edge of the network [29] . Real-time road status can be reported to the service center of IOV, where global information is converged and the path planning strategy is issued to vehicles. Fog computing has expanded the network computing model of cloud computing, extending network computing from a centralized architecture to the edge of the network, so that services can be widely applied to various scenarios. According to the demand of computing resources in different regions, fog nodes attract vehicles to join their computing resource pool by providing revenue to users. The fog node communicates with the upper cloud data center to exchange data and computing tasks, and also serves as the center for connected edge device resource management, task distribution, and data collection. Applications and algorithms can be deployed in fog nodes to estimate road conditions in real time and to make full use of the massive data generated at the edge of the network.
D. COMPUTING RESOURCE MIGRATION BETWEEN VEHICLE AND FOG NODES
IoV in smart cities is a huge interactive network consisting of the location, speed, and route information of vehicles. Vehicular computing resources served the realization of intelligent traffic management, intelligent dynamic information service, and vehicle intelligent control. Due to the enormous quantity of vehicles in IoV, the mobile computing capacity of IoV is also considerable. As a carrier of computing resources, the vehicles have relatively more computing resources, such as on-board equipment, passengers' smart devices, T-boxes, etc. However, vehicles are not always handling with highintensity calculations. If used properly, the resource efficiency of vehicles will be greatly improved. Vehicles provide their excess computing resource to the fog nodes when driving or parking, adding their own computing resources into the resource pool [6] . Due to the flexibility of route selection, the mobility of vehicles can be seen as an effective way of computing resource migration.
As shown in Fig.3 , the vehicle communicates with the fog nodes as it passes by them, taking over part of computational tasks of the node. The vehicle requests a travel route plan from the cloud and then provides computing resources for the fog nodes along the path. At the same time, the fog nodes report their status of the current road conditions and resource demands to the cloud in real time, which is used to update the global information. According to the demand of computing resources in different regions, fog nodes attract vehicles to join their computing resource pool by providing some revenue to users. In the scheme designed in this paper, the price of computing resources is used as an incentive scheme to attract vehicles. We propose an incentive pricing scheme that affects users path selection to achieve geographical migration of vehicle computing resource.
IV. PROPOSED COMPUTING GEOGRAPHICAL MIGRATION SCHEME
A. SYSTEM MODEL Based on the proposed architecture, a resource migration scheme that affects users path selection through computing resource pricing is proposed. The incentive scheme in which better computing resources are given higher prices affects users path selection to achieve geographical migration of vehicle computing resource.
Assuming that the fog nodes are consistent with the intersections, there is a fog node near each traffic node to manage the devices at the edge of the network. In the field of public transportation, the general approach of path planning is to regard the city as a graph of vertexes and edges, planning the route for the vehicle. We consider each traffic intersections in the road network as nodes v i in the graph G(E, V ) and the roads as the edges e ij . A route planning request initiated by the vehicle x to a traffic control center deployed in the cloud. That is, report the current location S (denote as v 0 ) and destination D (denote as v n ) to the cloud. Therefore, the path the vehicle x passes through can be expressed as
Each vehicle and its on-board smart devices are considered as a mobile computing resource unit with a computing power of C x per unit of time, which is the upper limit of the computing power per unit time.
When the vehicle x provides computing services for the fog node v i , the portion of the computing resource provided by the vehicle at time t is α t · C xt . Where α is the proportion of computing resources provided by the vehicle for the fog node during this period.
If this vehicle x serves the fog node v i for the t xi unit time, the total computing power C xi provided by the vehicle x for the fog node v i is
Therefore, the total computing resources provided by a vehicle along the way of the fog node during driving are
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Suppose the city's basic pricing for computing resources is p base , then the price of the computing resource provided by the fog node v i for the vehicle p x can be written as
where λ is a 0-1 variable. If the fog node is in urgent need of computing resources, then γ e i will increase and λ = 1. Otherwise lower γ e i and λ = −1. In (5), C t w is the average available resource of vehicle x in time window t w for a past period of time and C x is the average available computing resources for all vehicles.
Since the demand for computing resources by the fog node varies with time, we assume that the unit resource price is p at unit time t. Therefore, the total revenue of the vehicle x when traveling through the path P x to the destination is
Similarly, if the driving energy consumption of the vehicle in the unit is E t , and the calculated energy consumption corresponding to the unit computing power is E c , the total energy consumption during the driving process of the vehicle is
where β is the proportion of the use of vehicle computing resources in time t.
Before the vehicle departs, we also need to evaluate the estimated travel time, estimated revenue and estimated energy consumption of the vehicle. A reasonable estimate of road conditions is an important basis for vehicle path planning based on computing resource requirements. Assume that vehicle x provides service for fog node v i for time t i . The expected revenue can be denoted as
The expected calculation power of the vehicle x is
The estimated energy consumption of the vehicle x is
For a fog node, assuming that there are m vehicles providing computing resources at time t, then its current computing resource pool can be denoted as
If the computing resources RP n,i required by the fog node are too large, the fog node increases the pricing of the resource, otherwise the price is lowered.
In this paper, we assume that when the number of vehicles carried on a road does not exceed its upper limit, the vehicle can run normally. When there are a large number of vehicles on a certain road, it will bring a big increase in driving time and energy consumption. We use the average number of vehicles on the road over a period of time to assess the degree of congestion on the road. The average number of vehicles on the road e ij can be considered as
where d i represents the degree of the vertex i, that is, the number of roads at the traffic intersection.
B. PROBLEM FORMULATION OF FOG RESOURCE GEOGRAPHICAL MIGRATION
Since the determination of the route from the start point to the end point is mainly based on time for the vehicle, we design the objective function based on the travel time of the chosen route.
The objective function combines the needs of resources based on the vehicle's travel time. When the required resources are larger than the existing resources, the fog node is more attractive to the vehicle; when the resources of the fog node are excessive, the nearby roads are 'crowded' for the vehicles. Where ζ is a non-negative value used to adjust the sensitivity of the vehicle route to resource requirements.
The constraints of this combinatorial optimization problem will be explained in detail below. VOLUME 7, 2019 C 1 indicates the condition that the travel time spent on the newly planned route should be met. Where T min represents the time taken for the shortest time scenario from the start to the destination. This ensures that the time required for the vehicle to reach its destination through the newly planned route must not be too long. C 2 ensures that the energy consumption caused by the vehicle moving the computing resources through the new route of travel is acceptable. Together, C 1 and C 2 ensure that the vehicle does not pay too much time and energy in order to migrate computing resources, which means that the vehicle's driving cost is within the normal range. In this model, ξ and η are used to adjust the vehicle's tolerance to travel time and energy consumption.
Since road congestion will give the vehicle travel time and driving energy consumption, it is necessary to minimize the burden on the traffic in the route planning. Through C 3 , we limit the average traffic flow of the road over a period of time, allowing the fog node to increase pricing to attract high-quality computing resources rather than increasing the number of vehicles serving the fog node. In C c , m represents the length of the time window and V i,tk represents the number of vehicles near the node V i at time t k (1 t k m). δ is used to adjust the tolerance of the vehicle to road congestion.
We hope that the computing resources of the vehicle will be utilized as much as possible, so condition C 4 reflects the utilization of vehicle resources through the economic benefits obtained by the vehicle. If the economic benefits of the vehicle traveling through route P x are greater than the benefits obtained according to the shortest time path P min , then we believe that the vehicle resources are better utilized.
Through the above combination optimization problem, we hope to find a suitable vehicle driving path within the acceptable cost range to improve the distribution of computing resources in smart cities. However, it is worth mentioning that the above problems do not necessarily find solutions that satisfy all the conditions, and there are also possibilities for multiple solutions.
C. OPTIMAL PATH SEARCHING FOR VEHICLES
In a large and complex city map, after determining the starting point and destination, the number of combinations of vehicle driving routes is huge. Considering the large number of vehicles in the smart cities, we use heuristic algorithms to get better solutions with less computational overhead. Simulated Annealing Algorithm (SAA) is a generalized probability algorithm used to find the optimal solution of a proposition in a large search space.
The first step of SAA is to generate a new solution from the current solution by a generation function. In order to facilitate subsequent calculations and accept new and better solutions, we usually choose to generate new solutions by simple transformation from the current solution, such as replacing or exchanging all or part of the elements that make up the current solution. Note that the transformation method Regenerate a new solution instead of P x 5: end if 6: Temporarily accept the current solution 7: Calculate the initial cost function Z = f (P x ) 8: while termination flag is F = false do 9: Generate a new solution P x and calculate Z = f (P x ) 10 :
end if 14: if Continuous k solutions are not updated then 15: Termination flag F = true 16: end if 17: end while 18: Accept the solution as the path P x of the vehicle x that produces the new solution determines the neighborhood structure of the current solution.
In the second step, we calculate the difference of the objective function corresponding to the current solution and the new solution. Since the objective function difference is only generated by the transform portion, the calculation of the objective function difference is preferably calculated in increments. The facts show that for most applications, this is the fastest way to calculate the difference in the objective function.
Next, we need to determine if the new solution is accepted. The basis for judgment is an acceptance criterion. The most commonly accepted criterion is the Metropolis criterion: If the difference t < 0 between the new solution and the old solution, accept S as the new current solution S, otherwise the probability e − t /T accepts S as the new current solution S.
The last step is to replace the current solution with the new solution when the new solution is determined to be accepted. This only needs to implement the transformation part corresponding to the new solution when the current solution is generated, and correct the target function value. At this point, the current solution implements an iteration. The next round of experiments can be started on this basis. When the new solution is judged to be discarded, the next round of experiments is continued on the basis of the original current solution.
When the vehicle x can not find a solution P x that meets all the conditions, we still use the driving time as the primary consideration, guiding the vehicle to travel along the fastest route to the destination. 
D. DYNAMIC RESOURCE MIGRATION AND PRICING SCHEME
The migration of computing resources at the edge of the network is realized through the path planning of vehicles. Known as a classic shortest routing algorithm, Dijkstra algorithm is widely used in network routing protocols and other areas, such as public transport and path planning [32] . The basic idea is to extend the outermost layer starting from the starting point to obtain the link with the lowest weight. Based on the minimization goal, a path with the lowest weight in the graph G(E, V ) can be found by the shortest path algorithm. The incentive computing resource pricing scheme takes the price factor of calculating resources into account when calculating the weight.
The algorithm proposed above requires the shortest time path and the minimum energy path as a reference. So Dijkstra algorithm is used to calculate the reference time or energy for the optimal path of the vehicle, that is, the theoretical shortest path after the vehicle reports the start and the destination.
All the vertex are assigned into two sets, visited set V (s) and unvisited set U (s). We divide all points into two sets, u and v. For a given graph, initialize the vertex array V (s) and distance vector D(i). For the first iteration, the current intersection will be the starting point Src, and the distance(or total weight in our case) to it will be 0. For subsequent iterations, find a node j that is not in V , and has the smallest D(i) which is the closest unvisited intersection to the starting point Src. For the current node, consider all of its unvisited neighbors in U (s) and calculate their tentative weight through the current node which can be described as D(j) + dij. Compare the newly calculated tentative weight to the currently assigned value D(i) and assign the smaller one. It can be expressed as
When we are done considering all of the neighbors of the current node, mark the current node as visited in V (s) and remove it from the unvisited set U (s). A visited node will never be checked again. Continue this process of updating the neighboring intersections with the shortest distances, then marking the current intersection as visited and moving onto a closest unvisited intersection until you have marked the destination as visited.
Through the above algorithm, we can get the path P x,T min = 
As the vehicle travels, the distribution of computing resources in the map and the traffic information may change. Therefore, the vehicles need to update the information from time to time and reschedule the route according to the latest status. Fog nodes tend to provide higher pricing for closer and more quality resources in order to alleviate the shortage of computing resources quickly. Compared with the changes in network status, the Vehicle driving time is much longer. Therefore, we have designed an update scheme for map information in order to ensure the timeliness of computing resource migration. Combined with the dynamic pricing scheme and the shortest path algorithm, we propose the following algorithm.
V. EVALUATION
In this section, the effectiveness of our pricing-based incentive scheme is illustrated. Based on the algorithm above, we regard traffic intersections as nodes in the graph and generate maps and weights of the graph. We set a 100 fog nodes and 100 vehicles in the map and generated traffic VOLUME 7, 2019 if not go as planned P i or end of timing t re then 9: re-plan the route and update the optimal path P x , go to step (3) 10: reset t re 11: end if 12: end while information for each road. Start and destination are randomly generated for each vehicle. We fully consider the correlation between them and modify unreasonable data to ensure that the generated map information is more in accordance with the actual accident situation(eg. A long and congested road is unlikely to have less energy consumption.) In the simulation, we assume that each vehicle reports the current location and destination to the cloud server and follows the path of the cloud.
The number of floating-point calculations per second near the fog node has been used to measure the computing resource. Path planning algorithm has been utilized to simulate three different situations: the shortest time, the least energy consumption, and the least comprehensive weight. The proposed scheme is tested under the same circumstances.
As shown in Fig.4 , the computational resources in the vicinity of the chosen fog node are evaluated. We selected three different fog nodes to simulate three different situations. One of the nodes increases computing resource price to alleviate resource shortage and the second node has excess resources, thus reducing the price of computing resources. As a reference, another fog node keeps the resource price unchanged. Compared with both the shortest time and minimal energy consumption path planning, the computing resource pool of the fog node is obviously affected by resource pricing. For the three cases, the computational resources of the shortest time and minimal energy consumption path planning are relatively stable. Because of the significantly higher pricing, the computing power near the chosen fog node has been greatly improved compared with the other two methods. Similarly, reducing the computational resource pricing of the fog node will also lead to a decline in computing resources. Therefore, we can conclude that the computing resources in other places are attracted to the fog nodes with higher resource prices.
Since the composition of the computing resources of the fog node is composed of other types of computing resources in addition to the vehicle, there is still a lower limit for the computing resources after the pricing is lowered. On the other hand, when we increase the pricing of computing resources, it is bound to attract a large number of vehicles passing through the fog nodes we selected. As a result, the congestion of the roads associated with these nodes will become more severe, which will increase the cost of other vehicles passing through these nodes and stabilize computing resources. Fig.5 shows the distribution of computing resources under different traffic planning modes. The difference between the ideal computing resources and actual computing resources in the region has been used to evaluate the degree of demand for computing resources near the fog node. For the convenience of representation, we use the maximum and minimum of the difference between the estimated computing resources and the actual computing resources as the benchmark, and divide the demand status of the computing resources by level −10 to level 10. The brightness of color in the graph represents the degree of demand for computing resources. This means that the more uniform the color of a picture, the more reasonable the distribution of computing resources. From Fig.5 we can see that the unbalance of computing resource demand in cities is relatively serious without the proposed scheme in this paper. By using the path planning algorithm designed in this paper, the color uniformity of the map is obviously improved and the work of this paper shows better results than the author's previous work.
Due to the limited computing resources of the vehicle, limited road capacity and intensive task generation, the computing resources in the smart cities are not able to achieve a perfect balance. However, we can see from the distribution of computing resources that the unbalance of computing resources has been solved to a large extent. Fig.6 shows the effect of price factors ζ on the computational resources of the fog node. Under the same circumstance, we start to increase the price of computing resources from the time t = 0. When ζ = 0, the computational resources near the fog node are consistent with the results in Fig.4 , fluctuating within a stable range. When ζ > 0, the price factor begins to affect the driving route of the vehicles. The computing resources near the fog node began to rise, and the resource shortage situation was alleviated. It can be seen that the higher the price incentive level, the faster the computing resources near the fog node rise. This shows that it is feasible to motivate vehicles to migrate computing resources through price.
VI. CONCLUSION
In this paper, we focused on the geographical unbalance of computing resource demands brought by diverse applications in smart cities. With the goal of realizing geographical migration of computing resource, a model for IoV in smart cities had been established to evaluate the road status and balance the resource requirements through the path planning of vehicles. By applying the resource pricing-based incentive scheme, the mobility of vehicles had been fully used to change the distribution of fog computing resources in smart cities. The simulation results show that through resource pricing scheme, vehicles can be attracted to fog nodes where there is an urgent need of resources.
