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Abstract
We study the stochastic motion of a droplet in a stochastic Cahn-
Hilliard equation in the sharp interface limit for sufficiently small
noise. The key ingredient in the proof is a deterministic slow mani-
fold, where we show its stability for long times under small stochastic
perturbations. We also give a rigorous stochastic differential equation
for the motion of the center of the droplet.
1 Introduction
In this work we consider the stochastic Cahn-Hilliard equation (also known as
the Cahn-Hilliard-Cook equation [18]) posed on a two-dimensional bounded
smooth domain Ω ⊂ R2:
∂tu = −∆(ε2∆u− F ′(u)) + ∂tW (x, t), x ∈ Ω,
∂nu = ∂n∆u = 0, x ∈ ∂Ω. (1.1)
Here, ε is a small positive parameter measuring the relative importance of
surface energy to the bulk free energy, and ∂n denotes the exterior normal
derivative to the boundary ∂Ω. F is assumed smooth with two equal nonde-
generate minima, at u = ±1. A typical example is F (u) = 1
4
(u2 − 1)2. We
focus on this special case here, although most of the results hold for a very
general class of nonlinearities. Only the precise formulation of the stability
result and the condition on the noise strength there will change depending
on the growth of F at ∞.
The forcing is given by an additive white in time noise ∂tW . As we rely
for simplicity of presentation on Itoˆ’s formula, we assume that the Wiener
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process is sufficiently smooth in space, and moreover sufficiently small in ε,
so that it does not destroy the typical patterns in the solutions.
The existence and uniqueness of solutions is well-studied (see e.g.[19, 16]) and
we always assume that we have a unique solution. Moreover, as we assume
the noise to be smooth in space, the solution should be regular in space, too.
The deterministic Cahn-Hilliard equation is a gradient flow in the H−1-
topology for the following energy
Eε(u) =
∫
Ω
ε2
2
|∇u|2 + F (u) dx
In order to minimize this energy, one can expect that, for 0 < ε≪ 1, solutions
of (1.1) stay mostly near u = −1 and u = +1, the stable minima of F (u).
Moreover, the gradient can be of order ε−1, so we expect small transition
layers with thickness of order ε. Because of this, we can think of Ω as split
into subdomains on which uε(·, t) takes approximately the constant values
−1 and 1, with boundaries ε-localized about an interface Γε(t).
The interface is expected to move according to a Hele-Shaw or Mullins-
Sekerka problem, where circular shaped droplets are stable stationary so-
lutions of the dynamics. In [7] formal derivation suggested a stochastic Hele-
Shaw problem in the limit in case the noise is of order ε. There it was also
shown that for very small noise, the dynamics is well approximated by a
deterministic Hele-Shaw problem, see also [9]. Also in [23] (or [17] in the
deterministic case) the dynamics of the interface in the sharp interface limit
was studied, but without obtaining an equation on the interface. A rigorous
discussion of the sharp interface limit in the deterministic case can be found
in [4].
In our result we focus on the almost final stage where the interface is already
a single spherical droplet in the domain, and thus the only possible dynamics
is given by the translation of the droplet, at least as long as the droplet stays
away from the boundary. The deterministic case was studied in [3, 6] and it
was shown that the droplet moves (in ε) exponentially slow. Due to noise, we
expect here a dominant stochastic motion of the droplet on a faster time-scale
than exponentially slow.
As we want to study a single small droplet, the average mass of the solution
is close to ±1. In this regime an initially constant solution is locally stable,
and one has to wait for a large deviation event, that leads to the nucleation
of droplets. See for example [10, 11, 13, 15, 14].
Let us finally remark, that although the result in [3, 6] holds also for three
spatial dimensions, we focus here on the case of dimension d = 2 only. With
our method presented it is straightforward to treat the three dimensional
case, only the technical details will change. Details will be provided in [22].
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Moreover, the case of the mass-conservative Allen-Cahn equation is similar.
See also [7] for the motion of a droplet along the boundary, or [5, 12] for the
deterministic case. For the one dimensional case see [8].
1.1 Assumptions on spaces and noise
We fix the underlying space H−1(Ω) with scalar product 〈·, ·〉 and norm ‖ · ‖.
The standard scalar-product in L2(Ω) is denoted by (·, ·) or 〈·, ·〉L2. Moreover,
we use ‖ · ‖∞ for the supremum norm in C0 or L∞.
As the Cahn-Hilliard equation preserves mass, we also consider the subspace
H−10 (Ω) of the Sobolev space H
−1(Ω) with zero average. Recall, that the
inner product in H−10 (Ω) is given by
〈ψ, φ〉H−1 =
(
(−∆)−1/2ψ, (−∆)−1/2φ)
L2
,
where −∆ is the self-adjoint positive operator defined in L20(Ω) = {φ ∈
L2(Ω)| ∫
Ω
φ dx = 0} by the negative Laplacian with Neumann boundary con-
ditions.
LetW be a Q-Wiener process in the underlying Hilbert space H−1(Ω), where
Q is a symmetric operator and (ek)k∈N forms a completeH−1(Ω)-orthonormal
basis of eigenfunctions of Q with corresponding non-negative eigenvalues α2k,
i.e.
Qek = α2kek.
It is well known that W is given as a Fourier series in H−1
W (t) =
∞∑
k=1
αkβk(t)ek, (1.2)
for a sequence of independent standard real-valued Brownian motions {βk(t)}k∈N,
cf. DaPrato and Zabzcyck [20].
In order to guarantee mass-conservation of solutions to (1.1), the process W
is supposed to take values in H−10 only, i.e. it satisfies∫
Ω
W (t, x) dx = 0 for any t ≥ 0 . (N1)
In order to simplify the presentation, we rely on Itoˆ’s formula. Thus we have
to assume that the trace of the operator Q in H−1 is finite, i.e.
trace(Q) =
∞∑
k=1
α2k =: η0 <∞. (N2)
3
Furthermore, let ‖Q‖ be the induced H−1-operator norm of Q.
‖Q‖L(H−1) =: η1. (N3)
Note that one always has
η1 = ‖Q‖L(H−1) ≤ trace(Q) = η0.
We assume that the Wiener process and thus Q depends on ε, and thus the
noise strength is defined by either η0 or η1.
In the sequel for results in L2-spaces, we need also higher regularity of Q.
For this purpose define the trace of −∆Q in H−1 by
trace(−∆Q) =
∞∑
k=1
〈−∆Qek, ek〉H−1 =
∞∑
k=1
α2k ‖ek‖2L2 =: η2 <∞.
Note that ek was normalized in H
−1 and not in L2.
1.2 Outline and main result
In our main results we rely on the existence of a deterministic slow manifold.
This was already studied in detail in [3] or [6], where a deterministic man-
ifold of approximate solutions was constructed that consists of translations
of a droplet state, see section 2 for details. Crucial points are the spectral
properties of linearized operators that allows to show that the manifold is
locally attracting.
In the deterministic case solutions are attracted to an exponentially small
neighborhood of the manifold and follow the manifold until the droplet hits
the boundary. Moreover, the motion of the interface is given by an ordinary
differential equation. In the stochastic case this is quite different.
In section 3 we derive the motion along the manifold by projecting the dy-
namics of the stochastic Cahn-Hilliard equation to the manifold. This is a
rigorous description of the motion that involves no approximation. We will
see that sufficiently close to the manifold, the dynamics is in first approxima-
tion given by the projection of the Wiener process onto the slow manifold,
which is a stochastic equation for the motion of the center of the droplet.
In section 4 we consider the stochastic stability of the slow manifold first in
H−1 and then in L2. This heavily relies on the deterministic stability and on
small noise, but as both the equation and the noise strength depends on ε
we cannot use standard large deviation results. We use a technical Lemma
from [7] in order to show that with overwhelmingly high probability one stays
close to the slow manifold for very long times. Due to the stochastic forcing,
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we cannot exclude the possibility of rare events that will destroy the droplet
or nucleate a second droplet.
Also the stability of the manifold holds for any polynomial time scale in ε−1,
which is much larger than the time scale in which the droplet moves. So we
expect the droplet to hit the boundary at a specific polynomial time scale.
The final section 5 collects technical estimates used throughout the paper.
2 The slow manifold
Our stochastic motion of the droplet is based on the slow manifold con-
structed in [3] in the deterministic case. In this section we collect some
important results from [3] which we need throughout this work. We start
with constructing the slow manifold M˜ρε consisting of translations of a single
droplet with radius ρ > 0 and discuss the spectrum of the linearized Cahn-
Hilliard and Allen-Cahn operator afterwards. These spectral properties are
crucial in showing the stochastic stability of the slow manifold.
2.1 Construction of the bubble
We use a bounded radially symmetric stationary solution to the Cahn-Hilliard
equation on the whole space R2. As this solution (and all its derivatives)
decays exponentially fast away from the droplet, its translations serve as
good approximations for droplets inside the bounded domain. A function
u ∈ C2(R2) is such a solution if, and only if, it is radial and satisfies
ε2∆u− F ′(u) = σ, x ∈ R2 (2.1)
for some constant σ. We also need some condition on monotonicity, in order
to ensure that u is a single droplet centered at the origin.
The following proposition, cf. [3] Thm. 2.1, concerns the existence of such
radial solutions of the rescaled PDE
∆u− F ′(u) = σ, x ∈ R2. (2.2)
Proposition 2.1. There exists a number ρ¯ > 0 and smooth functions σ :
(ρ¯,∞) → R, U⋆ : [0,∞) × (ρ¯,∞) → R, such that for each ρ ∈ (ρ¯,∞),
σ(ρ) and u(x, ρ) = U⋆(|x|, ρ) satisfy equation (2.2). Moreover, U⋆(r, ρ) is
increasing in r and
i) σ(ρ) = Cρ−1 +O(ρ−2), σ′(ρ) = Cρ−2 +O(ρ−3)
ii) U⋆(ρ, ρ) = O(ρ−1)
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iii) 1 + U⋆(0, ρ) = O(ρ−1)
iv) lim
r→∞
U⋆(r, ρ) = α(ρ),
where C > 0 is a constant and α(ρ) denotes the root close to 1 of the
equation F ′(α) + σ(ρ) = 0.
v) α(ρ)− U⋆(r, ρ) = O(e−ν(ρ)(r−ρ)), r > ρ, ν(ρ) = (F ′′(α(ρ))) 12
U⋆r (r, ρ) = O(e−ν(ρ)(r−ρ))
vi) Let U be the unique solution of U ′′−F ′(U) = 0, lims→∞ U(s) = ±1, U(0) =
0. Then there exists a constant C > 0 such that
U⋆(r, ρ) = U(r − ρ) + Cρ−1V (r − ρ) +O(ρ−2), r − ρ ≥ −Cρ,
where V is a bounded function such that∫ ∞
−∞
F ′′′(U(η))U ′(η)2V (η) dη = 0.
Here we used the usual O-notation, that a term is O(g(ρ)) if there exists a
constant such that the term is bounded by Cg(ρ) for small ρ > 0.
For a fixed radius ρ > 0 of the droplets and a fixed distance δ > 0 from the
boundary of the domain, Proposition 2.1 assures that we can associate with
each center ξ ∈ Ωρ+δ = {ξ : d(ξ, ∂Ω) > ρ+ δ} a droplet, which is a function
uξ : Ω→ R with the following properties:
a) It is an almost stationary solution of the Cahn-Hilliard equation in the
sense that it fails to satisfy the equation, or the boundary conditions, by
terms which are of the order O(e−c/ε) (including their derivatives)
b) It jumps from near −1 to near 1 in a thin layer with thickness of order ε
around the circle of radius ρ and center ξ.
For ε≪ 1 we define the droplet state
uξ(x) = U⋆
( |x− ξ|
ε
,
ρ− aξ
ε
)
, x ∈ Ω, (2.3)
where the number aξ is chosen to be zero at some fixed ξ0 ∈ Ωρ+δ and is
determined for generic ξ ∈ Ωρ+δ by imposing that the mass of uξ is constant
on Ωρ+δ, i.e., ∫
Ω
uξ dx =
∫
Ω
uξ0 dx, ∀ξ ∈ Ωρ+δ . (2.4)
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For example, we choose ξ0 to be a point of maximal distance from the bound-
ary ∂Ω. We could also fix a small mass and then determine the radius ρ > 0
such that the droplet centered at ξ0 has exactly that mass.
An easy argument based on Proposition 2.1 v) shows (cf. Lemma 3.1 in [3])
that
aξ = O(e−c/ε), (2.5)
with similar estimates for the derivatives of aξ with respect to ξi.
2.2 The Quasi-Invariant Manifold and Equilibria
In this section we state the construction of a manifold M˜ερ of droplets of
the form ξ 7→ uξ + vξ, where vξ is a tiny perturbation, such that M˜ερ is an
approximate invariant manifold for equation (1.1). The construction of M˜ερ
is made in such a way that stationary solutions to (1.1) with approximately
circular interface are in M˜ερ and can be detected by the vanishing of a vector
field ξ 7→ cξ. Here we follow [3].
Theorem 2.2. Assume that ρ > 0 is such that Ωρ = {ξ ∈ Ω : d(ξ, ∂Ω) > ρ}
is non-empty and let δ > 0 be a fixed small number. Then there is an ε0 > 0
such that, for any 0 < ε < ε0 there exist C
1 functions
ξ 7→ vξ ∈ C4(Ω¯), ξ 7→ cξ = (cξ1, cξ2) ∈ R2 (2.6)
defined in Ωρ+δ and such that
∫
Ω
vξ dx = 0, for which
(i)
∥∥vξ∥∥
∞
≤ Cε−2e−(vε/ε)dξ ,
(ii) |cξ| ≤ Cε−4e−2(vε/ε)dξ
(iii) Similar estimates with C replaced by Cε−k , with k the order of differ-
entiation, hold for the derivatives of vξ, cξ with respect to x, ξ.
(iv) The function u˜ξ = uξ+vξ satisfies the boundary conditions in (1.1) and
L(u˜ξ) = cξ1uξ1 + cξ2uξ2,
where L(Φ) = ∆(−ε2∆Φ + F ′(Φ)) and uξi is the derivative of uξ with
respect to ξi, i = 1, 2.
(v) Let M˜ερ ⊂ C0(Ω¯) be the two-dimensional manifold
M˜ερ =
{
u = u˜ξ : ξ ∈ Ωρ+δ
}
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and let N˜η ⊂ C0(Ω¯) be the open neighbourhood of M˜ερ defined by
N˜η = {u : ∃ξ ∈ Ωρ+δ, w ∈ C0(Ω¯), ‖w‖∞ < Cεη, u = u˜ξ + w}.
Then there is a sufficiently small η > 0 such that u ∈ N˜η is an equilib-
rium of (1.1) if and only if
u = u˜ξ, cξ = 0
for some ξ ∈ Ωρ+δ.
2.3 Spectral estimates for the linearized operators
An essential point in the stochastic stability are the spectral properties of
the linearized Cahn-Hilliard and Allen-Cahn operator. We consider the lin-
earization around any droplet state in our slow manifold, and it is crucial
that eigenfunctions not tangential to the manifold have negative eigenvalues
uniformly bounded away from zero, while all other eigenvalues have eigen-
functions tangential to the manifold.
2.3.1 The Cahn-Hilliard operator on H−1
0
(Ω)
We study the linearized Cahn-Hilliard operator
Lξ = ∆ (−ε2∆+ F ′′(u˜ξ))
in more detail. We consider Lξ as an operator on H−10 (Ω) and cite a theorem
of [2] below.
As we have exponentially small terms, we use the following definition:
Definition 2.3. We say that a term is of order O(exp) if it is asymptotically
exponentially small as ε→ 0, i.e. of order O(e−c/ε) for some positve constant
c.
Theorem 2.4.
(i) The operator Lξ can be extended to a self-adjoint operator on H−10 ,
the subspace of the Sobolev space H−1 consisting of functions with zero
average. Lξ is bounded from below.
(ii) Let λξ1 ≤ λξ2 ≤ λξ3 ≤ . . . be the eigenvalues of
Lξψ = ∆ (−ε2∆ψ + F ′′(u˜ξ)ψ) = −λψ, x ∈ Ω,
∂ψ
∂η
=
∂∆ψ
∂η
= 0, x ∈ ∂Ω,
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and let δ > 0 be fixed. Then there is ε0 > 0 and constants c, C, C
′ > 0
independent of ε such that, for 0 < ε < ε0 and ξ ∈ Ωδ, the following
estimates hold:
−Ce−c/ε ≤λξ1 ≤ λξ2 ≤ Ce−c/ε, (2.7)
λξ3 ≥ C ′ε. (2.8)
(iii) In the two-dimensional subspace U ξ corresponding to the small eigen-
values λξ1, λ
ξ
2 there is an orthonormal basis (in H
−1) ψξ1, ψ
ξ
2 such that
ψξi =
2∑
j=1
aξij
u˜ξj
‖u˜ξj‖
+O(exp), i = 1, 2, (2.9)
where the matrix (aξij) is nonsingular and a smooth function of ξ and
u˜ξj is the derivative of u˜
ξ with respect to ξj . Moreover ψ
ξ
i is a smooth
function of ξ and
‖ψi,j‖ = O(ε−1), i, j = 1, 2, (2.10)
where ψi,j is the derivative of ψi with respect to ξj.
As we will need the statement in more detail later, we will comment on the
proof of (iii). The main ingredient is the following theorem. For its proof we
refer to [21].
Theorem 2.5. Let A be a selfadjoint operator on a Hilbert space H, I a com-
pact interval in R, {ψ1, . . . , ψN} linearly independent normalized elements in
D(A). We assume
(i) {
Aψj = µjψj + rj , ‖rj‖ < ε′
µj ∈ I, j = 1, . . . , N
}
(ii) There is a number a > 0 such that I is a-isolated in the spectrum of A:
(σ(A) \ I) ∩ (I + (−a, a)) = ∅.
Then
d¯(E, F ) := sup
φ∈E,‖φ‖=1
d(φ, F ) ≤
√
Nε′
a
√
λmin
,
where
E = span{ψ1, . . . , ψN},
F = closed subspace associated to σ(A) ∩ I,
λmin = smallest eigenvalue of the matrix (〈ψi, ψj〉)i,j=1,...,N .
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In our case we take E = span{ u˜ξ1
‖u˜ξ1‖
,
u˜ξ2
‖u˜ξ2‖
}, I = [−Ce−c/ε, Ce−c/ε], such that
σ(A) ∩ I = {λξ1, λξ2}, and a = ε2. According to theorem 2.4(ii) the spectral
gap is of order ε and therefore I is a-isolated.
Let us now discuss that the eigenvectors corresponding to the smallest eigen-
values approximate well the tangent space of the slow manifold. First, the
droplet state is an approximate solution, so for its derivative u˜ξj (which is a
tangent vector) we have
Lξ u˜
ξ
j
‖u˜ξj‖
= rj with ‖rj‖ = O(exp).
Since the matrix
(
〈u˜ξi , u˜ξj〉
)
approaches a nonsingular limit as ε → 0 (see
e.g. (5.1)), we also have |λmin| > C > 0. For i ∈ {1, 2} we denote the
associated eigenvector to λξi by ψ
ξ
i and define F = span{ψξ1, ψξ2} . Theorem
2.5 is applicable and yields
d¯(E, F ) := sup
φ∈E,‖φ‖=1
d(φ, F ) = O(exp).
Thus, ψξi ∈ E +O(exp) and one can write
ψξi =
2∑
j=1
aξij
u˜ξj
‖u˜ξj‖
+O(exp), i = 1, 2. (2.11)
By definition of the distance d¯ we have
u˜ξj
‖u˜ξj‖
=
∑
k
〈 u˜
ξ
j
‖u˜ξj‖
, ψξk〉ψξk +O(exp).
Noting ‖u˜ξj‖ ≤ Cρ we get by multiplying
u˜ξj =
∑
k
〈u˜ξj , ψξk〉ψξk +O(exp).
It remains to show that the matrix B(ξ) defined by Bjk(ξ) = 〈u˜ξj , ψξk〉 is
invertible. This can be seen as follows:
〈u˜ξi , u˜ξj〉 =
〈∑
k
Bik(ξ)ψ
ξ
k,
∑
l
Bjl(ξ)ψ
ξ
l
〉
+O(exp)
=
∑
k,l
Bik(ξ)Bjl(ξ)〈ψξk, ψξl 〉+O(exp)
=
∑
k
Bik(ξ)Bjk(ξ) +O(exp) =
(
B · BT )
ij
+O(exp)
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Therefore invertibility of B is equivalent to the invertibility of the matrix
defined by 〈u˜ξi , u˜ξj〉 which is already proven.
Remark 2.6. Note that Theorem 2.4 is restricted to the two-dimensional
case. While the construction of an orthonormal basis as in (iii) is the same,
thus far, for d = 3 it can be shown that the spectral gap is only of order
O(ε2). This heavily influences our analysis of stochastic stability and any
improvement of this result will yield a better region of stability in the three-
dimensional setting.
2.3.2 The mass-conserving Allen-Cahn operator on L2
0
(Ω).
Next, we collect some results on the eigenvalue problem for the mass-conserving
Allen-Cahn equation linearized around u˜ξ, for small 0 < ε≪ 1,
Aξφ = ε2∆φ− F ′′(u˜ξ)φ− 1|Ω|
∫
Ω
F ′′(u˜ξ)φ dx = −µφ, x ∈ Ω,
∂φ
∂η
= 0, x ∈ ∂Ω (2.12)
on L2(Ω). Here as defined previously u˜ξ is the bubble state, which is an
element of the slow manifold.
Theorem 2.7. Let u˜ξ ∈ M˜ερ and let µ1 ≤ µ2 ≤ µ3 ≤ . . . be the eigenvalues
of (2.12). Then there is ε0 such that for ε < ε0
µ1, µ2 = O(exp) (2.13)
µ3 > Cε
2. (2.14)
The two-dimensional space W ξ spanned by the eigenfunctions corresponding
to the eigenvalues µ1, µ2 can be represented by
W ξ = span
{
hξ1, h
ξ
2
}
and ∥∥∥∥∥∥hξi −
uξi∥∥∥uξi∥∥∥
∥∥∥∥∥∥
L2
= O(exp). (2.15)
This result can be found in [1] with u˜ξ replaced by uξ. As v = u˜ξ − uξ is
exponentially small the theorem follows from an easy perturbation argument.
Also note that for the eigenfunctions of Cahn-Hilliard we thus have by (2.15)
and (2.11)
ψξi =
∑
j
αξijh
ξ
j +O(exp).
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Remark 2.8. Defining the projection Pu = u − 1
|Ω|
∫
Ω
u dx onto L20(Ω) ={
f ∈ L2(Ω) : ∫
Ω
f = 0
}
we see that for v ∈ H−10
〈Lξv, v〉H−1 = 〈ε2∆v − F ′′(u˜ξ)v, Pv〉L2
= 〈P ◦ (ε2∆− F ′′(u˜ξ))v, v〉L2
= 〈Aξv, v〉L2 .
Therefore, for all v ⊥H−1 ψξi we have
〈Lξv, v〉H−1 ≤ −Cε2 ‖v‖2L2 ,
which is crucial for establishing stability.
3 Motion along the slow manifold : The dy-
namics of bubbles
Here we follow the approach to split the dynamics into the motion along the
manifold and othogonal to it.
3.1 The new coordinate system
We will use the standard projection onto the manifold. A minor technical
difficulty is that the eigenfunctions ψξ1 and ψ
ξ
2 of the linearization do not
span the tangent space at a given point u˜ξ on the slow manifold. But as
the difference to the true tangent space, which is spanned by the partial
derivatives ∂ξ1 u˜
ξ and ∂ξ2 u˜
ξ, is exponentially small, we can use them as an
approximate tangent space to project onto the manifold.
The following proposition concerns the existence of a small tubular neigh-
borhood of M˜ερ where the projection is well-defined, see [3].
Proposition 3.1. Let u˜ξ, M˜ερ, Ωρ be as in Theorem 2.2; then, for η > 1,
the condition
inf
ξ∈Ωρ+2δ
‖u− u˜ξ‖ < εη, (3.1)
implies the existence of a unique pair ξ ∈ Ωρ+δ , v ∈ H−10 such that
u = u˜ξ + v
〈v, ψξi 〉 = 0, i = 1, 2, (3.2)
where ψξ1, ψ
ξ
2 form a basis of the two-dimensional subspace corresponding to
the two smallest eigenvalues of the linearized operator Lξ and are given by
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theorem 2.4 (iii). Moreover, the map u→ (ξ, v) defined by (3.2) is a smooth
map together with its inverse.
Let u(t) be a solution of (1.1). We will call the coordinates v and ξ defined
in proposition 3.1 the Fermi coordinates of u(t).
3.2 The exact stochastic equation for the droplet
In the remainder of this section we adopt the approach of [8] and assume that
the center ξ of the bubble u˜ξ defines a multidimensional diffusion process
which is given by
dξk = fk(ξ) dt+ 〈σk(ξ), dW 〉, (3.3)
for some given vector field f : R2 → R2 and some variance σ : R2 → H2. We
proceed with deriving explicit formulas for f and σ, which still depend on
the distance v to the manifold.
We use the Itoˆ formula, in order to differentiate (3.2) with respect to t, and
get
du = dv +
∑
j
u˜ξjdξj +
1
2
∑
i,j
u˜ξijdξjdξi. (3.4)
Taking the inner product in the Hilbert space H−1 with ψξk yields for any k
〈ψξk, du〉 = 〈ψξk, dv〉+
∑
j
〈ψξk, u˜ξj〉dξj + 12
∑
i,j
〈ψξk, u˜ξij〉dξjdξi. (3.5)
On the other hand taking the scalar-product of (1.1) with ψξk we derive
〈ψξk, du〉 = 〈ψξk,L(v + u˜ξ)〉dt+ 〈ψξk, dW 〉. (3.6)
Now (3.5) and (3.6) together imply∑
j
〈ψξk, u˜ξj〉dξj = −〈ψξk, dv〉 − 12
∑
i,j
〈ψξk, u˜ξij〉〈Qσξj , σξi 〉dt (3.7)
+〈ψξk,L(v + u˜ξ)〉dt+ 〈ψξk, dW 〉,
where we also used that 〈w, dW 〉〈g, dW 〉 = 〈Qw, g〉dt.
In order to eliminate dv, we apply the Itoˆ formula to the orthogonality con-
dition 〈ψξk, v〉 = 0 and arrive at
〈dv, ψξk〉 = −〈v, dψξk〉 − 〈dv, dψξk〉
= −
∑
j
〈v, ψξjk〉dξj − 12
∑
i,j
〈v, ψξijk〉dξidξj −
∑
j
〈dv, ψξjk〉dξj
= −
∑
j
〈v, ψξjk〉dξj − 12
∑
i,j
〈v, ψξijk〉〈Qσξi , σξj 〉dt−
∑
j
〈dv, ψξjk〉dξj .
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Now we use that dv = du − du˜ξ and the fact that dtdt = 0 and dWdt = 0
and get
−
∑
j
〈dv, ψξjk〉dξj
= −
∑
j
〈du, ψξjk〉dξj +
∑
j
〈du˜ξ, ψξjk〉dξj
= −
∑
j
〈L(u), ψξjk〉dtdξj −
∑
j
〈ψξjk, dW 〉dξj +
∑
i,j
〈ψξjk, u˜ξi 〉dξidξj
= −
∑
j
〈Qψξjk, σξj 〉dt+
∑
i,j
〈ψξjk, u˜ξi 〉〈Qσξi , σξj 〉dt .
This yields together with (3.7)
∑
j
[
〈ψξk, u˜ξj〉 − 〈v, ψξjk〉
]
dξj
=
∑
i,j
[
1
2
〈v, ψξijk〉 − 〈ψξjk, u˜ξi 〉 − 12〈ψξk, u˜ξij〉
]
〈Qσξi , σξj 〉dt+
∑
j
〈Qψξjk, σξj 〉dt
+〈ψξk,L(v + u˜ξ)〉dt+ 〈ψξk, dW 〉 (3.8)
Define the matrix (Akj(ξ))k,j = A(v, ξ) ∈ R2×2 by
Akj(ξ) = Z
0
kj + Z
1
kj(v) = 〈ψξk, u˜ξj〉 − 〈v, ψξk,j〉. (3.9)
By theorem 2.4 (iii) we have ‖ψξi,j‖ = O(ε−1). Therefore,as long as
inf
ξ∈Ωρ+2δ
‖u− u˜ξ‖ = inf
ξ∈Ωρ+2δ
‖vξ‖ < εη for some η > 1
we have
|〈ψj,k, v〉| ≤ ‖v‖‖ψj,k‖ < εη−1 . (3.10)
In the comment to the proof of 2.4 we have seen that the matrix 〈ψξk, u˜ξj〉
is nonsingular and approaches a constant as ε → 0. As a consequence we
observe that the matrix A(ξ) is invertible in a tube Γ around M˜ερ. This proof
is straightforward. The details are similar to Lemma 3.3 and the tube Γ has
radius εη for any fixed η > 1.
We denote the entries of the inverse matrix by A−1kj (ξ).
From (3.8) we derive ∑
j
Akj(ξ)σ
ξ
j = ψ
ξ
k
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and∑
j
Akj(ξ)fj(ξ) =
∑
i,j
[
1
2
〈v, ψξi,jk〉 − 〈ψξj,k, u˜ξi 〉 − 12〈ψξk, u˜ξij〉
]
〈Qσξi , σξj 〉
+
∑
j
〈Qψξj,k, σξj 〉+ 〈ψξk,L(v + u˜ξ)〉.
Using the invertibility of A(ξ) we finally get formulas for f and σ:
σr(ξ) =
∑
i
A−1ri (ξ)ψ
ξ
i (3.11)
and
fr(ξ) =
∑
i
A−1ri (ξ)〈L(v + u˜ξ), ψξi 〉
+
∑
i,j,k
A−1ri (ξ)
[
1
2
〈v, ψξi,jk〉 − 〈ψξj,k, u˜ξi 〉 − 12〈ψξk, u˜ξij〉
]
〈Qσξi , σξj 〉
+
∑
i
A−1ri (ξ)
∑
j
〈Qψξi,j , σξj 〉. (3.12)
3.3 Verification of the SDE
In the derivation, we made the assumption that ξ is a semimartingale with re-
spect to the Wiener processW . We now prove that this assumption is indeed
true. At least we find one splitting u = u˜ξ + v, where ξ is a semimartingale
given by our derived SDE for ξ.
Lemma 3.2. Consider the pair of functions (ξ, v) as solutions of the system
given by (4.4) and the ansatz (3.3), where σ and f are given by (3.11) and
(3.12). Suppose that initially 〈ψξ(0)k , v(0)〉 = 0 for k = 1, 2.
Then u = u˜ξ + v solves (1.1) with 〈ψξk, v〉 = 0 for k = 1, 2.
Proof. We first prove that u = u˜ξ + v solves (1.1).
du = u˜ξ + dv
=
∑
j
u˜ξj dξj +
1
2
∑
i,j
u˜ξij dξi dξj + dv
=
∑
j
u˜ξj dξj +
1
2
∑
i,j
u˜ξij dξi dξj + L(v + u˜ξ) dt+ dW
−
∑
j
u˜ξj dξj − 12
∑
i,j
u˜ξij〈Qσξj , σξi 〉 dt
= L(v + u˜ξ) dt+ dW
= L(u) dt+ dW
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The orthogonality condition follows from d〈v, ψξk〉 = 0 since v(0) ⊥ Tu˜ξ(0)M.
We have
d〈v, ψξk〉 = 〈dv, ψξk〉+ 〈v, dψξk〉+ 〈dv, dψξk〉
= 〈dv, ψξk〉+ 〈v, dψξk〉+ 〈du, dψξk〉 − 〈duξ, dψξk〉
= 〈L(u), ψξk〉 dt+ 〈ψξk, dW 〉 −
∑
j
〈u˜ξj , ψξk〉 dξj +
∑
j
〈ψξk,j, v〉 dξj
−1
2
∑
i,j
〈u˜ξij, ψξk〉〈Qσξi , σξj 〉 dt+ 12
∑
i,j
〈ψξk,ij, v〉〈Qσξi , σξj 〉 dt
+
∑
j
〈ψξk,j, Qσξj 〉 dt−
∑
i,j
〈ψξk,j, u˜ξi 〉〈Qσξi , σξj 〉 dt
At first we look at the dW -terms:
ψξk −
∑
j
〈ψξk, u˜ξj〉σξj +
∑
j
〈ψξk,j, v〉σξj = ψξk −
∑
j
[
〈ψξk, u˜ξj〉 − 〈v, ψξk,j〉
]
σξj
(3.9)
= ψξk −
∑
j
akjσ
ξ
j
(3.11)
= 0.
Next we consider the drift term:
〈ψξk,L(u)〉 − 12
∑
i,j
〈u˜ξij, ψξk〉〈Qσξi , σξj 〉+ 12
∑
i,j
〈ψξk,ij, v〉〈Qσξi , σξj 〉
−
∑
i,j
〈ψξk,j, u˜ξi 〉〈Qσξi , σξj 〉+
∑
j
〈ψξk,j, Qσξj 〉 −
∑
j
〈ψξk, u˜ξj〉fj(ξ) +
∑
j
〈ψξk,j, Qσξj 〉
=
∑
i,j
[
1
2
〈v, ψξk,ij〉 − 〈ψξk,j, u˜ξi 〉 − 12〈ψξk, u˜ξij〉
]
〈Qσξi , σξj 〉
+
∑
j
〈Qψξk,j, σξj 〉+ 〈ψξk,L(v + u˜ξ)〉 −
∑
j
[
〈ψξk, u˜ξj〉 − 〈ψξk,j, v〉
]
fj(ξ)
(3.12)
= 0
This completes the proof that ξ is indeed a semimartingale.
3.4 Approximate stochastic ODE for the droplet’s mo-
tion
In this section we want to analyze the exact equation for the droplet’s motion
and its approximation in terms of ε. We start with splitting the ansatz (3.3)
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into its deterministic part and extra stochastic terms given by a process As
dξr =
∑
i
A−1ri (ξ)〈L(v + u˜ξ), ψξi 〉 dt+ dA(r)t , (3.13)
where due to the definitions (3.11) and (3.12) the stochastic processes A(r)t
are given by
dA(r)t :=
∑
i,j,k
A−1ri (ξ)
[
1
2
〈v, ψξi,jk〉 − 〈ψξj,k, u˜ξi 〉 − 12〈ψξk, u˜ξij〉
]
〈Qσξi , σξj 〉 dt
+
∑
i
A−1ri (ξ)
∑
j
〈Qψξi,j , σξj 〉 dt+
∑
i
A−1ri (ξ)〈ψξi , dW 〉. (3.14)
In this section let us first show that the ξi are driven by a noise term of the
type 〈u˜ξi , dW 〉, which means that we project the Wiener process to the slow
manifold. We also give bounds on the drift f(ξ) and the diffusion σ(ξ).
In view of theorem 2.5 we have
u˜ξi
‖u˜ξi‖
=
∑
k
〈
u˜ξi
‖u˜ξi‖
, ψξk
〉
ψξk +O(exp),
where ψξk denotes the eigenfunctions corresponding to the small eigenvalues
of Lξ. (see theorem 2.4). Using ‖u˜ξi‖ ≤ Cρ we get by multiplying
u˜ξi =
∑
k
〈
u˜ξi , ψ
ξ
k
〉
ψξk +O(exp) =
∑
k
bikψ
ξ
k +O(exp).
By rotating the eigenfunctions ψξk with an orthonormal matrix Q we can
introduce a new coordinate system ψ¯ξk of eigenfunctions in such a way that
u˜ξ1 ‖ ψ¯ξ1 and the corresponding matrix defined by b¯ij = 〈u˜ξi , ψ¯ξj 〉 is an almost
diagonal matrix and the same holds true for its inverse.
Hereby, Q will be uniquely defined by rotating the rows of B such that
B¯ = QB =
(
b¯11 0
b¯21 b¯22
)
. (3.15)
With respect to the new coordinate system we then have
u˜ξi =
∑
k
〈u˜ξi , ψ¯ξk〉ψ¯ξk +O(exp) =
∑
k
b¯ikψ¯
ξ
k +O(exp).
Lemma 3.3. Consider the matrix A¯(ξ) ∈ R2×2 given by
A¯kj(ξ) = Z¯
0
kj + Z¯
1
kj(v) := 〈ψ¯ξk, u˜ξj〉 − 〈v, ψ¯ξk,j〉
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Then, as long as ‖v‖ ≤ Cε1+κ for some κ > 0 and 0 < ε < ε0, A¯(ξ) is
invertible and its inverse A¯−1(ξ) can be estimated by
A¯−1kj (ξ) = ‖u˜ξk‖−1δkj +O(1).
Note that the same statement holds without the bar also for the matrix A(ξ).
Proof. By [6] we have
〈u˜ξi , u˜ξj〉 = C20ρ2 δij +O(ρ3) +O(ερ−1) +O(exp) (3.16)
and therefore 〈u˜ξi , u˜ξj〉 defines for small ρ an almost diagonal, invertible matrix
of order O(1). Moreover, C20ρ2 = ‖u˜ξk‖2.
In the comment to theorem 2.4 we proved the link
〈u˜ξi , u˜ξj〉 =
(
Z0 · (Z0)T )
ij
+O(exp),
where we only needed that the basis ψξi is orthonormal. Since the orthonor-
mal transformation Q does not change this property, we similarly obtain
〈u˜ξi , u˜ξj〉 =
(
Z¯0 · (Z¯0)T )
ij
+O(exp), (3.17)
such that invertibility of Z¯0 can be derived from the invertibility of
(
〈u˜ξi , u˜ξj〉
)
i,j
.
On the other hand we have
〈v, ψ¯ξi,j〉 ≤ C‖v‖‖ψξi,j‖ ≤ Cεκ.
From this, we see directly that A¯(ξ) is invertible.
Using the form (3.15) of the matrix Z¯0 and relations (3.16) and (3.17) we see
that
A¯ij = C0ρ δij +O(ρ2),
where we neglected higher order terms. Next, we consider the decomposition
A¯(ξ) = C0ρ(I − E),
where I denotes the identity matrix and E is a small perturbation thereof of
order O(ρ). Then, one has by Taylor expansion
A¯−1 = C−10 ρ
−1(I − E)−1 = C−10 ρ−1
∑
k
Ek
= C−10 ρ
−1(I + E +O(ρ2)) = C−10 ρ−1I +O(1).
With this the lemma is proved.
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Lemma 3.4. Under the assumptions of Lemma 3.3 we have
σr(ξ) = A¯
−1
rr (ξ) ψ¯
ξ
r +O(1) = C‖u˜ξr‖−1u˜ξr +O(1). (3.18)
Proof. Immediate consequence of the definition
σr(ξ) =
∑
i
A¯−1ri (ξ)ψ¯
ξ
i ,
where we changed the underlying coordinate system, and the previous lemma.
Moreover, we know that A¯ is for small ρ approximately a diagonal matrix,
so we can replace ψ¯ξr by u˜
ξ
r.
Next, we estimate the magnitude of the drift term f in terms of ε.
Lemma 3.5. Under the assumptions of Lemma 3.3 we have
|f(ξ, v)| ≤ Cε−1η1.
Proof. We need to estimate all dt-terms in the definition (3.14). Using
Lemma 3.4 for estimating the variance σ we derive
|〈Qψξi,j, σj〉| ≤ Cρ−1ε−1η1
and ∣∣∣[12〈v, ψξi,jk〉 − 〈ψξj,k, u˜ξi 〉 − 12〈ψξk, u˜ξij〉] 〈Qσξi , σξj 〉∣∣∣ ≤ Cρ−2ε−1η1,
where we used the estimates ‖u˜ξi‖ = O(1), ‖u˜ξij‖ = O(ε−1/2), ‖ψξi,j‖ =
O(ε−1), ‖ψξi,jk‖ = O(ε−3/2), which will be derived in section 5, cf. Lemma
5.1. Combining this with the estimate of A¯−1ri (ξ) from Lemma 3.3 shows that
the estimate holds true.
Remark 3.6. (Itoˆ-Stratonovich-correction) Let us take a closer look at (3.14).
After some calculation, basically redoing the computation that led to (3.11)
and (3.12) in the Stratonovich sense and thereby leaving out Itoˆ corrections,
one can show that with Stratonovich differentials∑
j
Akj(ξ, v) ◦ dξj = 〈ψξk,L(v + u˜ξ)〉 dt+ 〈ψξk, ◦ dW 〉.
Thus, we can solve for ◦ dξj and obtain also for the Itoˆ differential
dξk = O(exp) dt+
∑
j
A−1kj (ξ, v)〈ψξj , ◦ dW 〉.
which is (up to some exponentially small error) the projection of the Wiener
process W onto the slow manifold M˜ερ of droplets.
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4 Stochastic Stability
For the stochastic stability we derive bounds for the distance from the slow
manifold given by v. First we give a result in H−1 and then extend it to L2.
4.1 H−1-bounds
Recall that we splitted the solution via Fermi coordinates
u(t) = u˜ξ(t) + v(t)
with the orthogonality condition v(t) ⊥ ψξi (t) in H−1(Ω) for i = 1, 2. In
the following we always assume that we are working on times such that
ξ(t) ∈ Ωρ+δ so that everything is well defined.
Writing (1.1) in the form du = L(u) dt+ dW and expanding gives
du =
[L(u˜ξ) + Lξv +N (u˜ξ, v)] dt+ dW, (4.1)
and on the other hand we have
du = du˜ξ + dv =
∑
j
u˜ξjdξj +
∑
i,j
u˜ξij〈Qσξi , σξj 〉 dt+ dv. (4.2)
Here we used the definitions
L(w) = −∆ (ε2∆w − F ′(w)) ,
Lξw = −∆ (ε2∆w − F ′′(u˜ξ)w) ,
N (y, z) = −∆(−F ′(y + z) + F ′(y) + F ′′(y)z) .
In the case F (u) = 1
4
(u2 − 1)2 we have
N (u˜ξ, v) = −∆(−3u˜ξv2 − v3).
From Theorem 2.2 (iv) we have for the residual
L(u˜ξ) =
∑
j
cξju
ξ
j = O(exp). (4.3)
Solving (4.1) and (4.2) for dv and substituting (4.3), we obtain the equation
for the flow orthogonal to the slow manifold.
Lemma 4.1. Consider a solution u(t) = u˜ξ(t)+ v(t) with v(t) ⊥H−1 ψi(t) for
i = 1, 2 and ξ(t) being the diffusion process given by (3.11) and (3.12), then
dv =
(∑
j
cξju
ξ
j + Lξv +N (u˜ξ, v)
)
dt+ dW
−
∑
j
u˜ξjdξj − 12
∑
i,j
u˜ξij〈Qσξj , σξi 〉dt. (4.4)
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Let us now turn to the estimate of ‖v‖2H−1. We first notice that Itoˆ calculus
gives
d‖v‖2H−1 = 2 〈v, dv〉+ 〈dv, dv〉.
Since dξ = b(ξ) dt+ 〈σ, dW 〉 and
〈dW, dW 〉 = trace(Q) dt = η0 dt,
again by Itoˆ calculus we derive
〈dv, dv〉 =
〈∑
j
u˜ξj · dξj,
∑
j
u˜ξj · dξj
〉
− 2
〈
dW,
∑
j
u˜ξj · dξj
〉
+
〈
dW, dW
〉
= η0 dt +
∑
i,j
〈u˜ξi , u˜ξj〉〈Qσξi , σξj 〉 dt− 2
∑
j
〈u˜ξj ,Qσj〉 dt.
Using the notations ‖∂ξu˜ξ‖ = max ‖u˜ξi‖ and ‖σ‖ = max ‖σξi ‖ we have
〈dv, dv〉 ≤ (η0 + ‖∂ξu˜ξ‖2 ‖σ‖2‖Q‖+ 2 ‖∂ξu˜ξ‖‖σ‖‖Q‖) dt = O(η0) dt, (4.5)
where we used that ‖∂ξu˜ξ‖ = O(1), ‖σ‖ = O(1) by Lemma 3.4 and ‖Q‖L(H−1) =
η1 ≤ η0.
Next, we investigate the more involved term
〈v, dv〉 =
[∑
j
cξj 〈uξj , v〉+ 〈Lξv, v〉+ 〈N (u˜ξ, v), v〉
]
dt
−
∑
j
〈u˜ξj , v〉 dξj −
1
2
∑
i,j
〈u˜ξij, v〉〈Qσi, σj〉 dt+ 〈v, dW 〉. (4.6)
We start with deriving a bound for the nonlinear term 〈N (u˜ξ, v), v〉 by using
spectral information for the linearized Cahn-Hilliard operator Lξ in H−1(Ω).
Here, it is useful that the spectral theory of the Cahn-Hilliard equation in
H−1 coincides with the Allen-Cahn operator in L2 (Remark 2.8).
Lemma 4.2. For u = uξ+v with ‖v‖H−1(Ω) < c0ε4 for some fixed sufficiently
small c0 > 0 we have
〈Lξv, v〉H−1(Ω) + 〈N (u˜ξ, v), v〉H−1(Ω) ≤ −Cε ‖v‖2H−1(Ω) .
Proof. Let γ1, γ2, γ3 ≥ 0 with
∑
i γi = 1. First, we notice that we have
〈Lξv, v〉H−1 = 〈ε2∆v + F ′′(u˜ξ)v, v〉L2 ≤ −ε2‖∇v‖2L2 + C‖v‖2L2,
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where we performed integration by parts. Together with the spectral infor-
mation of Theorems 2.4 and 2.7 for the linearized Cahn-Hilliard operator in
H−1 and the linearized non-local Allen-Cahn operator in L2 we derive
〈Lξv, v〉H−1 =
∑
i
γi〈Lξv, v〉H−1
≤ −Cγ1ε‖v‖2H−1 − Cγ2ε2‖v‖2L2 − γ3ε2‖∇v‖2L2 + Cγ3‖v‖2L2
≤ −cε‖v‖2H−1 − cε2‖v‖2L2 − cε4‖v‖2H1, (4.7)
where we fixed γ3 ≈ ε2 and absorbed the positive L2-term into its negative
counterpart.
As long as ‖v‖H−1 ≤ c0ε4 we have
〈N (u˜ξ, v), v〉H−1 ≤ C‖v‖3L3 ≤ C‖v‖3H1/3
≤ C‖v‖2H1‖v‖H−1 ≤ Cc0ε4‖v‖2H1.
Here, we used H1/3(Ω) →֒ L3(Ω) by Sobolev embedding and interpolation
of H1/3 between H−1 and H1. Combined with (4.7) we get by choosing c0
sufficiently small compared to the other constants
〈Lξv, v〉H−1 + 〈N (u˜ξ, v), v〉H−1 ≤ −cε‖v‖2H−1 − cε2‖v‖2L2 − Cε4‖∇v‖2L2 .
We need to control the terms of (4.6) containing inner products with first
derivatives of uξ and u˜ξ, respectively. As u˜ξi can be seen as approximation
of the eigenfunctions ψξi together with the orthogonality condition (3.2), we
may assume that up to some exponentially small error v ⊥ ∂uξ
∂ξi
.
Lemma 4.3. Let v be as in Proposition 3.1. Then we have
〈∂uξ
∂ξi
, v
〉
H−1
= O(exp)‖v‖H−1, i = 1, 2,
and the same holds true for uξ replaced by u˜ξ.
Proof. From 2.4 and 2.5 we see that the distance of U ξ = span{ψξ1, ψξ2} and
span{u˜ξ1, u˜ξ2} is of order O(exp). Therefore, for some αj ∈ R
〈u˜ξj , v〉 =
∑
j
αj〈ψξj , v〉+ 〈O(exp), v〉 = O(exp)‖v‖H−1 .
With ‖u˜ξj − uξj‖ = O(exp) the lemma is derived.
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Finally, we can continue with estimating 〈v, dv〉. By Lemmata 4.2 and 4.3
together with the estimate for the second derivatives of u˜ξ we derive
〈v, dv〉 ≤[−Cε‖v‖2H−1 +O(exp)‖v‖H−1 +O(ε−1/2η1)‖v‖H−1]dt
+ 〈v +O(exp), dW 〉. (4.8)
Here, we also used that the drift term of dξ is of orderO(ε−1) which we proved
in Lemma 3.5. Thereby with lemma 4.3, the term
∑
j〈u˜ξj , v〉dξj remains
exponentially small.
We summarize the H−1 estimate in the following theorem:
Theorem 4.4. As long as ‖v‖H−1 ≤ c0ε4 with c0 > 0 from Lemma 4.2 it
holds that
d‖v‖2H−1 ≤
[
Cε − Cε‖v‖2H−1
]
dt+ 2〈v +O(exp), dW 〉H−1, (4.9)
where
Cε = Cη0 +O(exp).
Proof. By (4.5) and (4.8) we have
d‖v‖2H−1 ≤
[
− Cε‖v‖2H−1 + Cε−1/2η1‖v‖H−1 + Cη0 +O(exp)
]
dt
+ 2〈v +O(exp), dW 〉.
As η1 ≤ η0 we obtain
ε−1/2η1‖v‖H−1 ≤ c0ε7/2η0
and thereby the claim.
4.2 Long-time stability in H−1
We follow a method used in [7] for the stochastic Allen-Cahn equation to
show the long-time stability with respect to the H−1 norm.
Define the stopping time τ ⋆ as the exit time from a neighborhood of the slow
manifold before time T
τ ⋆ := inf {t ∈ [0, T ] : ‖v(t)‖−1 > B}
with the convention that τ ⋆ = T , if ‖v(t)‖−1 ≤ B for all t ∈ [0, T ]. Note
that we neglect the case that ξ(t) 6∈ Ωδ+ρ at some point. We only need to
cut with another stopping time to take care of this.
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We showed in Theorem 4.4 that v satisfies a differential inequality of the
form
d‖v(t)‖2−1 ≤
[
Cε − a‖v(t)‖2−1
]
dt+ 2 (v, dW ) (4.10)
for all t ≤ τ ⋆, provided that B ≤ c0ε4.
From [7] using optimal stopping of martingales, we obtain from (4.10)
E‖v(τ ⋆)‖2p−1 ≤ ‖v(0)‖2p−1 + C
[
Cε + ‖Q‖
]
E
∫ τ⋆
0
‖v‖2p−2−1 ds (4.11)
and
aE
∫ τ⋆
0
‖v‖2p−1ds ≤
1
p
‖v(0)‖2p−1 + C
[
Cε + ‖Q‖
]
E
∫ τ⋆
0
‖v‖2p−2−1 ds. (4.12)
We define now q and assume the following
q :=
Cε + ‖Q‖
a
≪ 1 and ‖v(0)‖2 ≤ q ≪ B2. (4.13)
Via an induction argument we derive
1
p
E‖v(τ ⋆)‖2p ≤ Cqp + CaqpT
as Cε ≤ aq. Chebychev’s inequality finally yields
P (τ ⋆ < T ) = P (‖v(τ ⋆)‖ ≥ B) ≤ B−2p · E‖v(τ ⋆)‖2p
≤ CB−2p
[
qp + aqpT
]
= C
(
q
B2
)p
+ Ca
(
q
B2
)p
T. (4.14)
With this, we can prove the following theorem:
Theorem 4.5. For a solution u = uξ+ v with ξ ∈ Ωρ+δ and v ⊥ ψξj consider
the exit time
τ ⋆ = inf
{
t ∈ [0, Tε] : ‖v(t)‖−1 > c0ε4
}
,
with Tε = ε
−N for any fixed large N > 0 and c0 > 0 from Lemma 4.2. Fix
with ν < c0
‖v(0)‖−1 ≤ νε4.
Also, assume that the noise strength satisfies
η0 ≤ Cε9+k˜,
for some k˜ > 0 very small. Then the probability P (τ ⋆ < Tε) is smaller than
any power of ε, as ε tends to 0.
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And thus for very large time scales with high probability the solution stays
close to the slow manifold M˜ερ. Unless the droplet gets close to the boundary,
i.e. ξ(t) 6∈ Ωδ+ρ.
Remark 4.6. In Remark 3.6 we saw that for η0 being polynomial in ε the
position ξ of the droplet is moving like a diffusion process driven by a Wiener
process of strength
√
η0 which is multiplied by a diffusion coefficient of order
O(1). Thus due to scaling, we would expect that the droplet hits the boundary
of the domain after time scales of order larger that 1/η0.
Thus the stability result tells us that with overwhelming probability the solu-
tion moves along the deterministic slow manifold until it hits the boundary
of the domain.
Proof. The statement follows directly from (4.14) if q
B2
= O(εk˜).
Indeed, using the definition of Cε, a = O(ε) and B = O(ε4), we have
q :=
Cε + ‖Q‖
a
≤ C 1
ε
[
η0 +O(exp)
]
,
since η1 ≤ η0. And therefore we finally get
q/B2 ≤ Cε−9
[
η0 +O(exp)
]
= O(εk˜).
We can also treat smaller neighboorhoods of the slow manifold, by making
the size of the noise even smaller.
We can take the radius B = εm and the noise strength η0 = ε
2m+1+κ˜. If
m > 4, then we can follow exactly the same proof, as all estimates needed
just B ≤ c0ε4. We obtain:
Theorem 4.7. For a solution u = uξ+ v with ξ ∈ Ωρ+δ and v ⊥ ψξj consider
the exit time
τ ⋆ = inf {t ∈ [0, Tε] : ‖v(t)‖−1 > εm} ,
with Tε = ε
−N for any fixed large N > 0 and m > 4. Fix with ν < 1
‖v(0)‖−1 ≤ νε4.
Also, assume that the noise strength satisfies
η0 ≤ Cε2m+1+κ˜,
for any κ˜ > 0 small. Then the probability P (τ ⋆ < Tε) is smaller than any
power of ε, as ε tends to 0.
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4.3 Estimates in L2-norm
We want to extend the stability result to the L2-norm. As there are no
bounds of the linearized Cahn-Hilliard operator in L2, we will rely on the
results of the previous section.
Recall (4.4),
dv =
(∑
j
cξju
ξ
j + Lξv +N (u˜ξ, v)
)
dt+ dW
−
∑
j
u˜ξjdξj − 12
∑
i,j
u˜ξij〈Qσξj , σξi 〉dt,
where
Lξv +N (u˜ξ, v) = −ε2∆2v +∆ [f(u˜ξ + v)− f(u˜ξ)] .
As our object of interest is the L2-norm of v we consider the relation
d‖v‖2L2 = 2 (v, dv)L2 + (dv, dv)L2 . (4.15)
Recall that we denote the L2 inner product by (·, ·) and theH−1 inner product
by 〈·, ·〉.
By series expansion of W we obtain
(
u˜ξj , dW
)
〈σi, dW 〉 =
∞∑
k=0
αk
(
u˜ξj , ek
)
dβk
∞∑
l=0
αl〈σi, el〉 dβl
=
∞∑
k=0
αk
(
u˜ξj , ek
)
αk〈σi, el〉 dt ≤ η1/20 η1/22 ‖u˜ξj‖L2‖σi‖H−1dt
= O(ε−1η0 + η2) dt,
where we used the H−1 estimate of σ from the previous section and ‖u˜ξj‖L2 =
O(ε−1/2), as the derivative u˜ξj is O(ε−1) on a set of order O(ε).
Thus, for the Itoˆ correction term we have
(dv, dv) =
∑
i,j
(
u˜ξi , u˜
ξ
j
)
〈Qσi, σj〉 dt− 2
∑
i
(
u˜ξi , dW
)
〈σi, dW 〉+ (dW, dW )
≤ C‖u˜ξi‖2L2‖σi‖2H−1η1 +O(ε−1η0 + η2) dt+ trace(−∆Q) dt
= O(ε−1η0 + η2) dt
as η1 ≤ η0.
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Next, we study the mixed term (v, dv). By (4.4) we have
(v, dv) =
[∑
i
(ci − bi)
(
u˜ξi , v
)]
dt+
[
(v, dW )−
∑
i
(
u˜ξi , v
)
〈σi, dW 〉
]
[(−ε2∆2v +∆(f(u˜ξ + v)− f(u˜ξ)) , v)] dt− 1
2
∑
i,j
(
u˜ξij, v
)
〈Qσi, σj〉 dt
=: T1 + T2 + T3 + T4.
For the martingale term we see that
T2 = 〈O(ε−1/2‖v‖L2), dW 〉H−1 + 〈(−∆)1/2v, d(−∆)1/2W 〉H−1
= 〈O(ε−1/2‖v‖L2), dW 〉H−1 + 〈O(‖v‖L2), d(−∆)1/2W 〉H−1,
where the O-terms are all bounded in H−1.
For T4 we have
T4 = O
(
ε−3/2η1‖v‖L2
)
.
c is by definition exponentially small and we established in section 3.3 that
the drift term b is of order O(ε−1η1). Thus, we have
T1 = O(ε−1η1‖∂ξu˜ξ‖L2‖v‖L2) = O(ε−3/2η1‖v‖L2).
It remains to estimate the term T3 involving the nonlinearity. Integration by
parts immediately yields(−ε2∆2v, v) = −ε2‖∆v‖2L2 ,
which is a good term for the estimate. We continue with the other terms in
T3 (
∆
[
f(u˜ξ + v)− f(u˜ξ)] , v) = (v,∆ [v3 + 3u˜ξv2 + 3(u˜ξ)2v])
≤ C [‖v‖3L6 + ‖v‖2L4] ‖v‖H2 + C‖v‖L2‖v‖H2.
For the higher order powers we obtain by Sobolev embedding and interpola-
tion inequalities
C
[‖v‖3L6 + ‖v‖2L4] ‖v‖H2 ≤ C [‖v‖2H1/2 + ‖v‖3H2/3] ‖v‖H2
≤ C
[
‖v‖3/2L2 ‖v‖1/2H2 + ‖v‖2L2‖v‖H2
]
‖v‖H2
≤ C
[
‖v‖2γH−1‖v‖3/2−3γL2 ‖v‖1/2+γH2 + ‖v‖2L2‖v‖H2
]
‖v‖H2.
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By choosing γ = 1/2 we finally derived(
∆
[
f(u˜ξ + v)− f(u˜ξ)] , v) ≤ C [‖v‖H−1 + ‖v‖2L2] ‖v‖2H2 + C‖v‖L2‖v‖H2 .
The crucial term is the quadratic term in v, here we have to use the bound
in H−1. By interpolation and Young inequality
C‖v‖L2‖v‖H2 ≤ C‖v‖2/3H−1‖v‖4/3H2 = Cε−4/3‖v‖2/3H−1ε4/3‖v‖4/3H2
≤ Cε−4‖v‖2H−1 +
1
2
ε2‖v‖2H2
Combining all estimates we have
T3 ≤ −
[
1
2
ε2 − C‖v‖H−1 − C‖v‖2L2
]
‖∆v‖2L2 + Cε−4‖v‖2H−1.
Recall that in the preceding section we established an optimal radius with
respect to the H−1–norm of order O(ε4). We will add a condition on the L2
– radius such that in the last estimate of the nonlinearity the leading order
of the H2 – terms is O(ε2).
Definition 4.8. For k > 0 and m > 4 and some given large time Tε we
define the stopping time
τε = inf
{
t ∈ [0, Tε] : ‖v(t)‖H−1 > εm or ‖v(t)‖L2 > εk+1
}
. (4.16)
Obviously, we set τ ε = Tε if none of the above conditions are fulfilled. Again,
we assume that the solution is well-defined up to Tε.
Later, as we establish stability, we will need to refine the parameter k defining
the L2 – radius. For now, up to the stopping time τε, we have shown that
for small ε
T3 ≤ −cε2‖v‖2H2 + Cε2m−4.
Next, we use that by Poincare ‖v‖L2 ≤ ‖∆v‖L2 and η1 ≤ η0 to finally get the
following estimate for d‖v‖2L2.
Lemma 4.9. If k ≥ 0 and t ≤ τε, with τε given by (4.16), then for some
c > 0 the following relation holds true
d‖v‖2L2 + cε2‖v‖2L2 dt = Kε dt+ 〈Zε, dW 〉H−1 + 〈Ψε, d(−∆)1/2W 〉H−1 ,
(4.17)
where
Kε = O(ε2m−4 + εk−1/2η0 + ε−1η0 + η2)
and
‖Zε‖2H−1 = O(ε−1‖v‖2L2), ‖Ψε‖2H−1 = O(‖v‖2L2). (4.18)
As in the H−1 case we will derive higher moments in the subsequent section
and show stability.
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4.4 Long-time stability in L2
Under the assumptions of Lemma 4.9 we estimate for any p > 1 the p-
th moment of ‖v‖2L2. Here we follow again the method used in [7] closely
and therefore spare the reader some of the details of the derivation. By Itoˆ
calculus we obtain
d‖v‖2pL2 = p‖v‖2p−2L2 d‖v‖2L2 + p(p− 1)‖v‖2p−4L2
[
d‖v‖2L2
]2
.
We briefly comment on estimating the Itoˆ correction. Using (4.17) yields[
d‖v‖2L2
]2
= 〈Zε,QZε〉 dt+ 〈Ψε,−∆QΨε〉 dt+ 2〈Zε, dW 〉〈Ψε, d(−∆)1/2W 〉
(4.19)
and by series expansion we see that
〈Zε, dW 〉〈Ψε, d(−∆)1/2W 〉 =
∑
α2k〈Zε, ek〉〈Ψε, (−∆)1/2ek〉 dt
≤
∑
α2k‖ek‖H−1‖ek‖L2‖Zε‖‖Ψε‖ dt
≤ ‖Zε‖‖Ψε‖√η0η2
≤ ‖Zε‖2η0 + ‖Ψε‖2η2.
Therefore, by Cauchy-Schwarz, we derived[
d‖v‖2L2
]2 ≤ C [‖Zε‖2H−1η0 + ‖Ψε‖2H−1η2] dt. (4.20)
Plugging (4.17) and (4.20) into relation (4.19) combined with the definitions
(4.18) we derive the following lemma by integrating.
Lemma 4.10. Under the assumptions of Lemma 4.9, for any p > 1 the
following estimate holds true
E‖v(τε)‖2p + cpε2Ap ≤ ‖v(0)‖2pL2 + C
[
Kε + ε
−1η0 + η2
]
Ap−1,
where Ap is defined as
Ap = E
∫ τε
0
‖v(s)‖2pL2 ds.
For the sake of simplicity we define
aε = Cε
−2
[
Kε + ε
−1η0 + η2
]
(4.21)
and assume that the noise strength is small enough such that aε < 1. Note
that by the definition of Kε we thus also need Cε
2m−6 < 1, which is true by
assumption.
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Applying Lemma 4.10 inductively we obtain
Ap ≤ Cε−2‖v(0)‖2pL2 + CaεAp−1
≤ Cε−2‖v(0)‖2pL2 + Caεε−2‖v(0)‖2p−2L2 + a2εAp−2
≤ . . . ≤ Cε−2
p∑
i=2
ap−iε ‖v(0)‖2iL2 + Cap−1ε A1.
Note that by (4.17) we have for t ≤ τε
E
∫ t
0
‖v(s)‖2L2 ds ≤ Cε−2KεTε + ε−2‖v(0)‖2L2 ≤ aεTε + ε−2‖v(0)‖2L2.
Hence, we derive
Ap ≤ Cε−2
p∑
i=1
ap−iε ‖v(0)‖2iL2 + CapεTε ≤ C
[
ε−2 + Tε
]
apε + Cε
−2‖v(0)‖2pL2
(4.22)
for C a constant depending on p.
Lemma 4.11. Let k ≥ 2 and τε as defined in (4.16).
If
‖v(0)‖2L2 ≤ aε < 1
then for any p > 1 it holds true that
E‖v(τε)‖2pL2 ≤ Cε2
[
ε−2 + Tε
]
apε.
Note that in the previous Lemma, if ‖v(0)‖2L2 > Cεk+1 then τε = 0.
Proof. By Lemma 4.10 and (4.22) we have
E‖v(τε)‖2pL2 ≤ ‖v(0)‖2pL2 + C
[
Kε + ε
−1η0 + η2
]
Ap−1
= ‖v(0)‖2pL2 + Cε2aεAp−1
≤ ‖v(0)‖2pL2 + Cε2aε
[
ε−2 + Tε
]
ap−1ε + Cε
2aεε
−2‖v(0)‖2p−2L2
≤ Capε + Cε2Tεapε.
With help of Lemma 4.11 we can finally prove stability in L2.
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Theorem 4.12. Consider for m > 4 and k ∈ (0, m− 4) the exit time
τε = inf{t ∈ [0, Tε] : ‖v(t)‖H−1 > c0εm or ‖v(t)‖L2 > Cεk+1},
where Tε = ε
−N for fixed large N > 0. Let also for some ν ∈ (0, 1)
‖v(0)‖H−1 ≤ νεm and ‖v(0)‖L2 ≤ νεk+1
and also assume for the noise strength that for some small κ˜ > 0
η0 ≤ Cε2m+1+κ˜ and η2 ≤ Cε2k+4+κ˜.
Then the probability P(τε < Tε) is smaller than any power of ε, as ε tends to
0.
Proof. We have
P (τε < Tε) ≤ P
(‖v(τε)‖L2 > εk+1)+ P (‖v(τε)‖H−1 > εm)
Now, using the H−1 result of Theorem 4.7 we have for any l > 1
P (‖v(τε)‖H−1 > εm) ≤ Clεl .
Moreover, by Lemma 4.11 with Chebychev’s inequality
P
(‖v(τε)‖L2 > Cεk+1) ≤ Cε−2p(k+1)E‖v(τε)‖2pL2
≤ Cε−2p(k+1)ε2 [ε−2 + Tε] apε = C (ε−2(k+1)aε)p [1 + ε2Tε]
= C
(
ε−2(k+2)Kε
)p [
1 + ε2Tε
]
.
Now by our assumptions the bracket is bounded by εκ˜ and thus choosing p
large enough yields the result.
5 Estimates
In this final section we give all the estimates that were needed throughout
this work. Compared to the deterministic counterpart we need to bound
higher order derivatives. We start with estimating with respect to the H−10
– norm to conclude the first part of section 4.
Lemma 5.1. For i = 1, 2 let ψξi be the orthonormal basis from Theorem
2.4 and u˜ξ the bubble as constructed in Theorem 2.2. Further subindices will
denote partial derivates with respect to ξ. The following estimates hold true
‖u˜ξj‖H−1 = O(1), ‖ψξi,j‖H−1 = O(ε−1)
‖u˜ξij‖H−1 = O(ε−1/2), ‖ψξi,jk‖H−1 = O(ε−3/2).
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Proof. In Section 3 of [6] it was proved that(
∂uξ
∂xi
,
∂uξ
∂xj
)
= Cρ2δij +O(ρ3) +O(ερ−1) +O(exp). (5.1)
Using the relation
u˜ξi =
∂uξ
∂xi
+O(exp), (5.2)
‖u˜ξj‖ = O(1) is established. Furthermore, the bound ‖ψξi,j‖ = O(ε−1) is part
of Theorem 2.4.
By definition, for g ∈ H−1 we can find f1, f2 ∈ L2 such that
g = ∇ · f = ∂f1
∂x1
+
∂f2
∂x2
and the norm on H−1 is given by
‖g‖2 = inf
g=∇·f
∫
Ω
|f |2 dx.
Therefore, with (5.2) and choosing fj =
∂uξ
∂xi
, we have
‖u˜ξij‖2 ≤ ‖∂xiuξ‖2L2 +O(exp) = O(ε−1/2),
where the L2 estimate will be established in Lemma 5.2. The same argument
yields ‖ψξi,jk‖ ≤ ‖ψξi,j‖L2.
In light of Theorem 2.4 (iii) we compute∥∥∥∥∥∂j u˜
ξ
k
‖u˜ξk‖
∥∥∥∥∥
L2
=
∥∥∥∥∥− u˜
ξ
k〈u˜ξk, u˜ξkj〉
‖u˜ξk‖3
+
u˜ξkj
‖u˜ξk‖
∥∥∥∥∥
L2
≤ ‖u
ξ
k‖L2‖uξkj‖
‖uξk‖2
+
‖uξkj‖L2
‖uξk‖
≤ ‖u
ξ
k‖L2 + ‖uξkj‖L2
‖uξk‖
With the already proven bound ‖uξk‖ = O(1), ‖uξk‖L2 = O(ε−1/2) and
‖uξkj‖L2 = O(ε−3/2) (cf. Lemma 5.2) we obtain∥∥∥∥∥∂j u˜
ξ
k
‖u˜ξk‖
∥∥∥∥∥
L2
= O(ε−3/2).
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Finally, by the definition in Theorem 2.4 we derive
‖ψξi,j‖L2 ≤
∑
k
|∂jaξki|
‖u˜ξk‖L2
‖u˜ξk‖
+O(ε−3/2)
≤ Cε−1/2
∑
k
|∂jaξki|+O(ε−3/2) = O(ε−3/2), (5.3)
where we used that the matrix (aξki) does depend smoothly on ξ and is non-
singular.
We conclude with the estimates with respect to L2 which were needed for
section 4.3.
Lemma 5.2. Under the same assumptions as in Lemma 5.1 the following
estimates hold true
‖u˜ξj‖L2 = O(ε−1/2), ‖ψξi ‖L2 = O(ε−1/2)
‖u˜ξij‖L2 = O(ε−3/2), ‖ψξi,j‖L2 = O(ε−3/2).
Proof. First, we observe that by Theorem 2.2 it suffices to analyse the par-
tial derivatives of uξ as the correction term vξ and all its derivatives are
exponentially small.
By Lemma 2.1 and 2.5 we have
∂uξ
∂ξi
= ε−1
∂U⋆
∂r
∂r
∂ξi
+ ε−2
∂U⋆
∂ρ
∂aξ
∂ξi
=
[
ε−1U ′
(
r − ρ
ε
)
+O(1)
]
∂r
∂ξi
, (5.4)
where we defined r = |x − ξ|. We use the radial geometry of the problem
and the fact that U ′ localizes around the boundary of the bubble. For some
small δ > 0 we consider the ring Ωδ = {x : ||x− ξ| − ρ| ≤ δ} .
We compute
ε−2
∫
Ωδ
U ′
(
r − ρ
ε
)2(
∂r
∂ξi
)2
dx ≤ ε−2
∫
Ωδ
U ′
(
r − ρ
ε
)2
dx
≤ Cε−1
∫
|η|≤δ/ε
U ′(η)2(εη + ρ) dη
≤ Cρε−1
∫ ∞
−∞
U ′(η)2 dη ≤ Cε−1.
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On the set Ω \ Ωδ we utilize |U ′(η)| ≤ ce−c|η| and derive
ε−2
∫
Ω\Ωδ
U ′
(
r − ρ
ε
)2(
∂r
∂ξi
)2
dx ≤ Cε−2e−cδ/ε |Ω \ Ωδ| = O(exp).
Combined with (5.4) this shows ‖u˜ξj‖L2 = O(ε−1/2). Estimating the second
order derivatives can be carried out analogously.
Definition 2.9, Lemma 5.1 and the L2–estimate of u˜ξj directly yield ‖ψξi ‖L2 =
O(ε−1). The bound for the second derivatives was established in (5.3).
34
References
[1] N. Alikakos, L. Bronsard, and G. Fusco, Slow motion in the
gradient theory of phase transitions via energy and spectrum, Calc. Var.,
6 (1998), pp. 39 – 66.
[2] N. Alikakos and G. Fusco, Slow dynamics for the Cahn-Hilliard
equation in higher space dimension part I: Spectral estimates, Commu-
nications in Partial Differential Equations, (1994).
[3] N. Alikakos and G. Fusco, Slow dynamics for the Cahn-Hilliard
equation in higher space dimensions: The motion of bubbles, Arch. Ra-
tional Mech. Anal., 141 (1998), pp. 1 – 68.
[4] N. D. Alikakos, P. W. Bates, and X. Chen, Convergence of the
Cahn-Hilliard equation to the hele-shaw model, Archive for Rational Me-
chanics and Analysis, 128 (1994), pp. 165–205.
[5] N. D. Alikakos, X. Chen, and G. Fusco, Motion of a droplet by
surface tension along the boundary, Cal. Var., 11 (2000).
[6] N. D. Alikakos, G. Fusco, and G. Karali, Motion of bubbles
towards the boundary for the Cahn-Hilliard equation, European J. Appl.
Math., 15 (2004), pp. 103–124.
[7] D. Antonopoulou, P. Bates, D. Blo¨mker, and G. Karali, Mo-
tion of a droplet for the mass-conserving stochastic Allen-Cahn equation,
SIAM J Math. Anal., 48 (2016), pp. 670 – 708.
[8] D. Antonopoulou, D. Blo¨mker, and G. Karali, Front motion in
the one-dimensional stochastic Cahn-Hilliard equation, SIAM J. Math.
Anal., 44 (2012).
[9] L. Banas, H. Yang, and R. Zhu, Sharp interface limit of stochastic
Cahn-Hilliard equation with singular noise. arXiv:1905.07216, 2019.
[10] P. W. Bates, Coarsening and nucleation in the Cahn-Hilliard equa-
tion, in Free boundary problems involving solids (Montreal, PQ, 1990),
vol. 281 of Pitman Res. Notes Math. Ser., Longman Sci. Tech., Harlow,
1993, pp. 220–225.
[11] P. W. Bates and P. C. Fife, The dynamics of nucleation for the
Cahn-Hilliard equation, SIAM J. Appl. Math., 53 (1993), pp. 990–1008.
35
[12] P. W. Bates and J. Jin, Global dynamics of boundary droplets, Dis-
crete and Continuous Dynamical Systems - A, 34 (2014).
[13] D. Blo¨mker, B. Gawron, and T. Wanner, Nucleation in the
one-dimensional stochastic Cahn-Hilliard model, Discrete Contin. Dyn.
Syst., 27 (2010), pp. 25–52.
[14] D. Blo¨mker, S. Maier-Paape, and T. Wanner, Phase separa-
tion in stochastic Cahn-Hilliard models, in Mathematical methods and
models in phase transitions, Nova Sci. Publ., New York, 2005, pp. 1–41.
[15] D. Blo¨mker, E. Sander, and T. Wanner, Degenerate nucleation
in the Cahn-Hilliard-Cook model, SIAM J. Appl. Dyn. Syst., 15 (2016),
pp. 459–494.
[16] C. Cardon-Weber, Cahn-Hilliard stochastic equation: existence of
the solution and of its density, Bernoulli, 7 (2001), pp. 777–816.
[17] X. Chen, Global asymptotic limit of solutions of the Cahn-Hilliard equa-
tion, Journal of Differential Geometry, 44 (1996), pp. 262–311.
[18] H. Cook, Brownian motion in spinodal decomposition, Acta Metallur-
gica, 18 (1970), pp. 297–306.
[19] G. Da Prato and A. Debussche, Stochastic Cahn-Hilliard equation,
Nonlinear Anal., 26 (1996), pp. 241–263.
[20] G. Da Prato and J. Zabzcyck, Stochastic Equations in Infinite
Dimensions, Cambridge University Press, 1992.
[21] B. Hellfer and S. Sjstrand, Multiple wells in the semi-classical
limit i, Communications in Partial Differential Equations, 9 (1984),
pp. 337 – 408.
[22] A. Schindler, (in preparation), PhD thesis, Universita¨t Augsburg,
2020.
[23] H. Yang and R. Zhu, Weak solutions to the sharp interface limit of
stochastic Cahn-Hilliard equations. arXiv:1905.09182, 2019.
36
