This paper presents a novel method for the calculation of the waiting time distribution function for the Å Å Ñ queue. It is shown that the conditional waiting time obeys an Erlang distribution with rate Ñ , where is the service rate of a server. Explicit closed form solution is obtained by means of the probability density function of the Erlang distribution. It turns out that the derivation of the result is very simple. The significance of Khintchine's method and its close relation to our method is pointed out. It is also shown that the waiting time distribution can be obtained from Takacs's waiting time distribution for the Å Ñ queue as a special case. This reveals some insight into the significance of Takacs's more general but rather complex result.
Introduction
Consider a queueing system with an unlimited waiting room and Ñ servers. Suppose that customers arrive at the queueing system at the instants 
Assume that the system is work conserving; i.e., there is no idle server if there is a waiting customer. The customers are served in their order of arrival and the service times are identically distributed, independent random variables with the distribution function
which is independent of Ò . This queueing system is known as the Erlang delay system which has been investigated intensively in the literature [12, 9, 1, 11, 4] . The main concern of the waiting time is its stochastic behavior and the determination of its distribution function. Khintchine [9] presented a very thoughtful approach and obtained an analytical closed form expression for the waiting time distribution function. In this paper, we present a simple and novel alternative method for the determination of the waiting time distribution function, which gives a new insight into the waiting time for the Erlang delay system. For a more general study of the G/G/m queue, the reader may refer to the following references [8, 10, 6, 5, 7, 13, 3, 2] . Note that in order to study the properties of the associated queueing process, these G/G/m studies ended up with the problem of solving integral equations, and no analytic closed form solutions such as Takacs's for the G/M/s queue were obtained.
Some fundamental results
Since the customers are served in the order of their arrival, the investigation of the stochastic behavior of the waiting time can be reduced to that of the state of the system. We shall summarize some well known results which we need for the investigation of the waiting time.
Stationary probabilities for the states of the Å Å Ñ queue
Denote by AE´Øµ the total number of customers waiting or being served in the system at the instant and ´Üµ is the transition probability under the condition that the inter-arrival time is Ü. We shall quote the fundamental results for the limiting distribution Ô ,
, as follows [9, 1, 11] :
where is the offered traffic or traffic intensity.
The Erlang distribution
The Erlang distribution of order with parameter has the distribution function
whose probability density function is
When ½, this probability density function reduces to the negative Exponential density function.
The Erlang random variable in eqn. 5 may be considered as a service time which is a sum of independent random variables, each of which has an Exponential distribution defined by eqn. 2.
This service time was employed by Erlang in his method of stages. It is important to point out that the Exponential distribution has the memoryless property. This means that the distribution of the remaining time, i.e., the residual time, for an Exponentially distributed random variable is independent of the age of that random variable. This memoryless property plays an important role in the determination of the waiting time distribution function for the Å Å Ñ and Å Ñ queueing systems.
The waiting time distribution function
Let Ï denote the waiting time. It would be more convenient and simpler to compute the probability ÈÖ Ï Ø℄ than ÈÖ Ï Ø℄, where ÈÖ Ï Ø℄ denotes the probability that a test customer entering the system at a random moment has a waiting time greater than Ø. Furthermore, let ÈÖ Ï Ø AE ℄ be the probability of the event Ï Ø on the condition that on arrival the test customer finds the system in state . Using the formula of total probability, we can write
where is the probability that the system is in state just prior to the arrival instant of the test customer. For 
where Ê is the residual (Exponential) service time of the group of Ñ customers being served on the arrival of the test customer, and Ï is the waiting time of the th customer in the queue. Clearly, the conditional waiting time Ï £ Ñ·½ can be regarded as an Erlang random variable with the following probability density function
Then the conditional waiting time distribution is simply
Substituting eqns. 3 and 12 into eqn. 9 results in the waiting time distribution function
which is the desired solution.
Remarks
The simplicity of the integration in eqn. 13 results from the infinite sum which yields an Exponential function. If the Å Å Ñ queueing system has only a finite waiting room, then the upper limit of the summation becomes finite and no Exponential function is resulted. In this case, it would be simpler to use the distribution of eqn. 5 for ÈÖ Ï Ø AE ℄.
Khintchine's explanation
Khintchine [9] noticed that if Ñ, there must be Ñ customers waiting for service in front of the test customer in the queue. If the queue discipline is first-come, first-served, then the arriving test customer finding Ñ customers waiting in front of him will obtain service after the´ Ñ · ½µst departure. Thus the conditional probability ÈÖ Ï Ø AE ℄ is equal to the probability that during the time interval Ø after the arrival of the test customer, there will be at most Ñ departures of customers. It follows that
where ´Øµ denotes the probability of exactly departures in the time interval Ø, which remains to be determined. Since the service times are Exponential, the probability that no departures occur during the time interval Ø from the arrival instant of the test customer is equal to 
This result indicates that when all Ñ servers are busy in the time interval Ø, the process of departure follows a Poisson process with rate Ñ . Substituting eqn. 15 into eqn. 14 yields the conditional
which is the complementary distribution function of the Erlang distribution of order Ñ · ½ and parameter Ñ . Using eqns. 3 and 16 in eqn. 9, we find
Let Ñ . Then eqn. 17 can be re-written as
It is interesting to note that Khintchine's method essentially makes use of the complementary Erlang distribution function of eqn. 16 to calculate the conditional probability
Takacs's waiting time distribution for Palm input and Exponential service times for the Å Ñ queue
Takacs investigated the multiple server queueing process for Palm input and Exponential service times. He obtained a more general but very complex formula for the waiting time distribution [14] .
We quote his formula as follows:
where is the only root of the functional equation
in the unit circle, where
and is given by 
Conclusions
We have presented a novel method for the calculation of the waiting time distribution function ÈÖ Ï Ø℄ for the Å Å Ñ queue. Although the result given by eqn. 13 is not new, the method of deriving the result is novel, which provides new insight into the conditional waiting time that has a complementary Erlang distribution of order Ñ · ½ and parameter Ñ . Also we have presented two alternative methods to obtain the same result. Khintchine's method is very logical and thoughtful, which offers a physical interpretation for the departure process of the customers from the group of Ñ busy servers. It is interesting to note that Khintchine's method implicitly makes use of the complementary Erlang distribution defined in eqn. 19.
We have also shown that given Takacs's formula for the Å Ñ queue in eqn. 20, from which the same result eqn. 18 can be obtained as a special case. Since eqn. 20 is very complex, it appears that derivation of eqn. 13 from eqn. 20 is not a trivial task. To our knowledge, this task has not been carried out and hence not available in the literature in the way as presented in this paper.
Also, our approach provides much simpler conditional waiting time expression to be governed in performance modeling of wireless telephone network. See [15] .
