We study robust convex quadratically constrained quadratic programs where the uncertain problem parameters can contain both continuous and integer components. Under the natural boundedness assumption on the uncertainty set, we show that the generic problems are amenable to exact copositive programming reformulations of polynomial size. The emerging convex optimization problems are NP-hard but admit a conservative semidefinite programming (SDP) approximation that can be solved efficiently. We prove that this approximation is stronger than the popular approximate S-lemma method for problem instances with only continuous uncertainty. We also show that all results can be extended to the two-stage robust optimization setting if the problem has complete recourse. We assess the effectiveness of our proposed SDP reformulations and demonstrate their superiority over the state-of-the-art solution schemes on stylized instances of least squares, project management, and multi-item newsvendor problems.
Introduction
A wide variety of decision making problems in engineering, physical, or economic system can be formulated as convex quadratically constrained quadratic programs of the form
Here, X ⊆ R D is the feasible set of the decision vector x and is assumed to be described by a tractable polytope , ξ ∈ R K is a vector of exogenous problem parameters, A i (x) : X → R M×K and b i (x) : X → R K are matrix-and vector-valued affine functions, respectively, while c i (x) : X → R is a convex quadratic function for every i ∈ [I] ∪ {0}. The objective of problem (1) is to determine the best decision x ∈ X that minimizes the quadratic function A 0 (x)ξ 2 + b 0 (x) ⊤ ξ + c 0 (x), while ensuring that this solution remains feasible to the constraint system that is described by I quadratic inequalities
The generic formulation (1) includes as a special case the class of linear programming problems [38] (when A i = 0, i ∈ [I] ∪ {0}), and has numerous important applications, e.g., in portfolio optimization [33] , least squares regression [23] , supervised classification [13] , optimal control [37] , etc. In addition to their exceptional modeling power, quadratic optimization problems of the form (1) are attractive as they can be solved efficiently using standard off-the-shelf solvers.
In many situations of practical interest, the exact values of the parameters ξ are unknown when the decisions are made and can only be estimated through limited historical data or measurements. Thus, they are subject to potential significant errors that can adversely impact the out-of-sample performance of the optimal solution x. One popular approach to address decision problems under uncertainty is via robust optimization [2] . In this setting, we assume that the vector of uncertain parameters ξ lives within a prescribed uncertainty set Ξ and we replace the functions in the objective and constraints of (1), respectively, with the worst-case functions given by
The emerging optimization problem yields a solution x that minimizes the quadratic objective function under the most adverse uncertain parameter realization ξ ∈ Ξ, while ensuring that the solution remains feasible to the constraint system for all possible values of the uncertain parameter vectors in Ξ.
Robust optimization models are appealing as they require minimal assumptions on the description of uncertainty and as they often lead to efficient solution schemes. In the case of a linear programming setting, the resulting robust optimization problems are tractable for many relevant uncertainty sets and have been broadly applied to problems in engineering, finance, machine learning, and operations management [4, 6, 24] .
Tractable reformulations for robust quadratic programming problems are derived in [22, 32] for the particular case when the quadratic functions (in x) exhibit a concave dependency in the uncertain parameters ξ. When the functions are convex in both x and ξ as we consider in this paper, the corresponding robust problems are generically NP-hard if the uncertainty set is defined by a polytope but becomes tractable-by virtue of the exact S-lemma-if the uncertainty set is defined by a simple ellipsoid [20, 4] . Tractable approximation schemes have also been proposed for the standard setting that we consider in this paper. If the uncertainty set is described by a finite intersection of ellipsoids then a conservative semidefinite programming (SDP) reformulation is obtained by leveraging the approximate S-lemma [5] . In [7] , a special class of functions is introduced to approximate the quadratic terms in (2) . The arising robust optimization problems are tractable if the uncertainty sets are defined through affinely transformed norm balls. In [32] , conservative and progressive SDP approximations are devised by replacing each quadratic term in (2) with linear upper and lower bounds, respectively.
Most of the existing literature in robust optimization assume that the uncertain problem parameters are continuous and reside in a tractable conic representable set Ξ. However, certain applications require the use of mixed-integer uncertainty. Such decision problems arise prominently in the supply chain context where demands of non-perishable products are more naturally represented as integer quantities and in the discrete choice modeling context where the outcomes are chosen from a discrete set of alternatives. Other pertinent examples include robust optimization applications in machine learning [46, 11, 39] and in network optimization [44, 1] . If the uncertain parameters contain mixed-integer components then the problem immediately becomes computationally formidable even in the simplest setting. Specifically, if all functions are affine in ξ and the uncertain problem parameters are described by binary vectors then computing the worst-case values in (2) is already NP-hard [18] . Only in a few contrived situations is the corresponding robust version of (1) tractable, e.g., when the uncertainty set possesses a totally unimodularity property or is described by the convex hull of polynomially many integer vectors [4] . Perhaps due to these limiting reasons there are currently no results in the literature that provide a systematic and rigorous way to handle generic (linear or quadratic) robust optimization problems with mixed-integer uncertainty. In this paper, we introduce a new method to approximate these intractable problems. We first reformulate the original problem as an equivalent finite-dimensional conic program of polynomial size, which absorbs all the difficulty in its cone, and then replace the cone with tractable inner approximations.
Optimization problems under uncertainty may also involve adaptive recourse decisions which are taken once the realization of the uncertain parameters is observed [2, 42] . This setting gives rise to difficult min-max-min optimization problems which are generically NP-hard even if both the first-and the secondstage cost functions are affine in x and ξ [3] . Thus, they can only be solved approximately, either by employing discretization schemes which approximate the continuum of uncertainty space with finitely many points [25, 27, 41] or by employing decision rules methods which restrict the set of all possible recourse decisions to simpler parametric forms in ξ [3, 19, 21] . We refer the reader to [15] for a comprehensive review of recent results in adaptive robust optimization.
The conic programming route that we take here to model optimization problems under uncertainty has previously been traversed. In [35] , completely positive programming reformulations are derived to compute best-case expectations of mixed zero-one linear programs under first-and second-order moment information on the joint distributions of the uncertain parameters. This result has been extended and applied to other pertinent settings such as in stochastic appointment scheduling problems, discrete choice models, random walks and sequencing problems, etc. [28, 34, 30] . Recently, equivalent copositive programming reformulations are derived for generic two-stage robust linear programs [26, 45] . The resulting optimization problems are amenable to conservative semidefinite programming reformulations which are often stronger than the ones obtained from employing quadratic decision rules on the recourse function.
In this paper, we advance the state-of-the-art in robust optimization along several directions. We summarize our main contributions as follows:
1. We prove that any robust convex quadratically constrained quadratic program is equivalent to a copositive program of polynomial size if the uncertainty set is given by a bounded mixed-integer polytope.
We further show that the exactness result can be extended to the two-stage robust optimization setting if the problem has complete recourse.
2. By employing the hierarchies of semidefinite representable cones to approximate the copositive cones, we obtain sequences of tractable conservative approximations for the robust problem. These approximations can be made to have any arbitrary accuracy. Extensive numerical experiments suggest that even the simplest of these approximations distinctly outperforms the state-of-the-art approximation schemes in terms of accuracy.
3. We prove that the simplest approximation is stronger than the well-known approximate S-lemma method if the corresponding problem instance has only continuous uncertain parameters.
4. To our best knowledge, we are the first to provide an exact conic programming reformulation and to propose tractable semidefinite programming approximations for well established classes of one-stage and two-stage quadratically constrained quadratic programs with mixed-integer uncertainty.
The remainder of the paper is structured as follows. We formulate and discuss the generic robust quadratically constrained quadratic programs in Section 2. We then derive the copositive programming reformulations in Section 3. Section 4 develops a conservative SDP reformulation and provides a theoretical comparison with the popular approximate S-lemma method. Finally, we demonstrate the impact of our proposed reformulation via numerical experiments in Section 5.
Notation: For any I ∈ N, we use [I] to denote the index set {1, . . . , I}. The identity matrix and the vector of all ones are denoted by I and e, respectively. The dimension of such matrices will be clear from the context. We denote by tr(M ) the trace of a square matrix M . For a vector v, diag(v) denotes the diagonal matrix with v on its diagonal; whereas for a square matrix M , diag(M ) denotes the vector comprising the diagonal elements of M . We define P • Q as the Hadamard product (element-wise product)
of two matrices P and Q of same size. For any integer Q ∈ Z + , we define
the vector comprising all q-th powers of 2, for q = 0, 1, . . . , Q − 1. We define by S K (S K + ) the space of all symmetric (positive semidefinite) matrices in R K×K . The cone of copositive matrices is denoted by
, while its dual cone, the cone of completely positive matrices, is
For any P , Q ∈ S K , the relations P Q, P C Q, and P C * Q indicate that P − Q is an element of S K + , C, and C * , respectively.
Problem Formulation
We study robust convex quadratically constrained quadratic programs (RQCQPs) of the form minimize sup
where the set X and the functions
, and c i (x) : X → R have the same definitions as those in (1) . The vector ξ ∈ R K comprises all the uncertain problem parameters and is assumed to belong to the uncertainty set Ξ given by a bounded mixed-integer polyhedral set
where S ∈ R J×K and t ∈ R J . We assume without loss of generality that the first L elements of ξ are integer, while the remaining K − L are continuous. Since Ξ is bounded, we may further assume that there exists a
. Note that that the quantity Q is bounded by a polynomial function in the bit length of the description of S and t.
Example 1 (Robust Portfolio Optimization). Consider the classical Markowitz's mean-variance portfolio optimization problem
where ∆ K is the unit simplex in R K , λ ∈ [0, ∞) is the prescribed risk tolerance level of the investor, while µ ∈ R K and Σ ∈ S K are the true mean and covariance matrix of the asset returns, respectively. The objective of this problem is to determine the best vector of weights x ∈ ∆ K that maximizes the mean portfolio return µ ⊤ x and that also minimizes the portfolio risk that is captured by the variance term x ⊤ Σx. Here, the tradeoff between these two terms is controlled by the scalar λ in the objective function.
In practice, the true values of the parameters µ and Σ are unknown and can only be estimated by using the available N historical asset returns {ξ n } n∈[N ] , as follows:
In the robust optimization setting, we assume that the precise location of each sample pointξ n is uncertain and is only known to belong to a prescribed uncertainty set Ξ n containingξ n . To bring the resulting problem into the standard form (3), we introduce the expanded uncertainty set
comprising the termsξ n andξ n −μ, n ∈ [N ]. Using this uncertainty set, we arrive at the following robust version of (5).
This problem constitutes an instance of (3) with the input parameters I = 0,
, and c 0 (x) = 0.
Example 2 (Robust Project Crashing). Consider a project that is described by an activity-on-arc network N (V, A), where V is the set of nodes representing the events, while A is the set of arcs representing the activities. We define d ij ∈ [0, 1] to be the nominal duration of the activity (i, j) ∈ A. Here, we assume that the durations d ij , (i, j) ∈ A, are already normalized so that they take values in the unit interval.
The goal of project crashing is to determine the best resource assignments x ij , (i, j) ∈ A, on the activities that minimize the project completion time or makespan. The project completion time corresponds to the length of the longest path of the network whose arc capacities are given by the activity durations d ij − x ij , (i, j) ∈ A. We can formulate project crashing as the optimization problem minimize sup
where
If the task durations d are uncertain and are only known to belong to the prescribed uncertainty set D ⊆
[0, 1] |A| , then we arrive at the robust optimization problem
By combining the suprema over D and Z, and linearizing the bilinear terms d ij z ij , (i, j) ∈ A, we can reformulate the objective of this problem as
Using the new objective function (10) and uncertainty set (11), the resulting robust optimization problem constitutes an instance of (3) with the input parameters
⊤ , and
In the remainder of the paper, for any fixed x ∈ X , we define the mixed-integer quadratic programs
which correspond to the inner subproblems in the objective and the constraints of (3). As the i-th semiinfinite constraint in (3) can equivalently be reformulated as the constraint Z i (x) ≤ 0, we may therefore represent the semi-infinite program (3) as the finite program
In this paper, we attempt to derive exact copositive programming reformulations for the terms Z i (x), i ∈ [I]∪{0}, in (13) . By substituting the respective terms in (13) with the emerging copositive reformulations,
we obtain an equivalent finite-dimensional convex program for the RQCQP (3) that is principally amenable to numerical solution.
Copositive Programming Reformulation
In this section, we derive an equivalent copositive programming reformulation for (3) by adopting the following steps. For any fixed x ∈ X and i ∈ [I] ∪ {0}, we first derive a copositive upper bound on Z i (x). We then show that the resulting reformulation is in fact exact in view of the boundedness assumption on the uncertainty set Ξ.
A Copositive Upper Bound on Z i (x)
To derive the copositive reformulation, we leverage the following result by Burer [9] which enables us to reduce a generic mixed-binary quadratic program into an equivalent conic program of polynomial size.
Theorem 1 ([9, Theorem 2.6]). The mixed-binary quadratic program
is equivalent the completely positive program
where L ⊆ [P ], and it is implicitly assumed that
We also rely on the following standard result which allows us to represent a scalar integer variable using only logarithmically many binary variables [43] . Lemma 1. If ξ is a scalar integer decision variable taking values in {0, · · · , 2 Q − 1}, with Q ∈ Z + , then we can reformulate it concisely by employing Q binary decision variables χ 1 , · · · , χ Q ∈ {0, 1}, as follows:
Using Theorem 1 and Lemma 1, we are now ready to state our first result.
Proposition 1. For any fixed decision x ∈ X the optimal value of the i-th quadratic maximization problem in (12) coincides with the optimal value of the completely positive program
with
Proof. Lemma 1 enables us to reformulate the mixed-integer quadratic program (12) equivalently as the mixed-binary quadratic program
We now employ Theorem 1 to derive the equivalent completely positive program for (17) . To this end, we first bring the above quadratic program into the standard form (14) . We introduce the redundant linear
, which are pertinent for the exactness of the reformulation, and we define new auxiliary slack variables η ℓ , ℓ ∈ [L], to transform these inequalities into the equality constraints
. This yields the equivalent problem
We next define the expanded vector
that comprises all decision variables in (18) . Together with the augmented parameters (16), we can refor-mulate (18) concisely as the problem
The mixed-binary quadratic program (19) already has the desired standard form (14) with inputs
We may thus apply Theorem 1 to obtain the equivalent completely positive program (15) . This completes the proof.
We remark that in view of the concise representation in Lemma 1, the size of the completely positive
program (15) remains polynomial in the size of the input data. This completely positive program admits a dual copositive program given by
By weak conic duality, the optimal value of this copositive program constitutes an upper bound on Z i (x).
Proposition 2. For any i ∈ [I] ∪ {0} and fixed decision
x ∈ X we have Z i (x) ≥ Z i (x).
A Copositive Reformulation of Problem (3)
In this section, we demonstrate strong duality for the primal and dual pair (15) and (20), respectively, under the natural boundedness assumption on the uncertainty set Ξ. This exactness result enables us to reformulate the RQCQP (3) equivalently as a copositive program of polynomial size.
Theorem 2 (Strong Duality). For any i ∈ [I] ∪ {0} and fixed decision
We note that the primal completely positive program (15) never has an interior [10] . In order to prove Theorem 2, we construct a Slater point for the dual copositive program (20) .
Remark 1. To our best knowledge, Theorem 2 provides the first strong duality result for the completely positive programming reformulation of the generic mixed-integer quadratic programs (12) . This encouraging result has important ramifications beyond the robust optimization setting that we consider in this paper. For instance, one could envisage a new interior point algorithm for the mixed-integer quadratic programs (12) that solves the equivalent convex reformulation (20) .
The construction of the Slater point for problem (20) relies on the following two lemmas. To this end, we observe that by construction the boundedness of the uncertainty set Ξ means that the lifted polytope
is also bounded. This gives rise to the first lemma on the strict copositivity of the matrix S ⊤ S.
Proof. The boundedness assumption implies that the recession cone of the set Ξ ′ coincides with the point 0,
Hence, the matrix S ⊤ S is strictly copositive.
The next lemma, which was proven in [26, Lemma 4] , constitutes an extension of the Schur complements lemma for matrices with a copositive sub-matrix. We include the proof here to keep the paper self-contained.
Lemma 3 (Copositive Schur Complements).
Consider the symmetric matrix
The final inequality follows from the assumptions P ≻ 0, R − Q ⊤ P −1 Q ≻ C 0 and ρ ≥ 0. In fact, the inequality will be strict which can be shown by considering the following two cases:
Therefore, in both cases, by rescaling we have [
Using Lemmas 2 and 3, we are now ready to prove the main strong duality result.
Proof of Theorem 2. We construct a Slater point (τ, ψ, φ, γ) for problem (20) . Specifically, we set γ = 0, ψ = 0, and φ = ρe for some ρ > 0. Problem (20) then admits a Slater point if there exist scalars ρ, τ > 0,
Lemma 2 implies that for a sufficiently large ρ the matrix ρS
is strictly copositive. Thus, we can choose a positive τ to ensure that
Using Lemma 3, we may conclude that the strict copositivity constraint in (22) is satisfied by the constructed solution (τ, ψ, φ, γ). Thus, problem (20) admits a Slater point and strong duality indeed holds for the primal and dual pair (15) and (20), respectively.
The exactness result portrayed in Theorem 2 enables us to derive the equivalent copositive programming reformulation for (3).
Theorem 3. The RQCQP (3) is equivalent to the following copositive program.
The proof of Theorem 3 relies on the following lemma which linearizes the quadratic term
in the left-hand side matrix of problem (20) .
Lemma 4. Let M ∈ S R be a symmetric matrix and A ∈ R P ×Q be an arbitrary matrix with Q ≤ R. Then the copositive inequality
is satisfied if and only if there exists a positive semidefinite matrix H ∈ S Q + such that
Proof. The only if statement is satisfied immediately by setting H = A ⊤ A. To prove the converse statement, assume that there exists such a positive semidefinite matrix H ∈ S Q + . Then by the Schur complement the semidefinite inequality in (25) implies that H A ⊤ A and, a fortiori, H C A ⊤ A. Combining this with the copositive inequality in (25) then yields (24) . Thus, the claim follows.
Proof of 3. Applying Theorem 2, we may replace the quadratic maximization problem in the i-th constraint of (3) with a copositive minimization problem. This yields the equivalent constraint
which is satisfied if and only if there exist decision variables τ i ∈ R, ψ i , φ i ∈ R J ′ , and γ i ∈ R L(Q+1) such that the constraint system
is satisfied. By replacing the objective function of (3) with the corresponding copositive reformulation, we thus find that problem (3) is equivalent to
Next, we apply Lemma 4 to linearize the quadratic terms
, which gives rise to the desired copositive program (23) . This completes the proof.
Remark 2. All exactness results in this paper extend immediately to the following setting where the objective and constraint functions in (3) involve non-convex quadratic terms in the uncertainty ξ.
Here,
, are matrix-valued affine functions in x. In this case, the copositive programming reformulation is obtained by replacing the last constraint system in (23) with the copositive
Extension to the Two-Stage Robust Optimization Setting
In this section, we briefly study the generalized two-stage robust optimization problem of the form minimize sup
Here, for any fixed decision x ∈ X and uncertain parameter realization ξ ∈ Ξ, the second-stage cost R(x, ξ)
coincides with the optimal value of the convex quadratic program given by
where T (x) : X → R T ×K and h(x) : X → R T are matrix-and vector-valued affine functions, respectively.
Example 3 (Support Vector Machines with Noisy Labels).
Consider the following soft-margin support vector machines (SVM) model for data classification.
Here, for every index n ∈ [N ], the vectorχ n ∈ R K is a data point that has been labeled asξ n ∈ {−1, 1}.
The objective of problem (28) is to find a hyperplane {χ ∈ R K : w ⊤ χ = w 0 } that separates all points labeled +1 with the ones labeled −1. If the hyperplane satisfiesξ n (w
, then the data points are linearly separable. In practice, however, these data points may not be linearly separable.
We thus seek for the best linear separator that minimizes the number of incorrect classifications. This nonconvex objective is captured by employing the hinge loss term n∈[N ] max 0, 1 −ξ n (w ⊤χ n − w 0 ) in (28) as a convex surrogate. Here, the term λ w 2 in the objective function constitutes a regularizer for the coefficent w.
If the labels {ξ n } n∈[N ] are erroneous, then one could envisage a robust optimization model that seeks for the best linear separator in view the most adverse realization of the labels. To this end, we assume that the vector of labels ξ is only known to reside in a prescribed binary uncertainty set Ξ ⊆ {−1, 1} N . Then, an SVM model that is robust against uncertainty in the labels can be formulated as
This problem constitutes an instance of (26) with the decision vector x = (w, w 0 ), and the input parameters
. . . 
1 The two-stage problem (26) has complete recourse if there exists y + ∈ R D 2 with W y + > 0, which implies that the second-stage subproblem is feasible for every x ∈ R D 1 and ξ ∈ R K .
, and
Proof. Since P has full column rank, the matrix P ⊤ P is positive definite. Thus, for any fixed x ∈ X and ξ ∈ Ξ, the recourse problem (27) admits a dual quadratic program given by
Strong duality holds as the two-stage problem (26) has complete recourse. Substituting the dual formulation (31) into the objective of (26) yields
Thus, for any fixed x ∈ X , the objective value of the two-stage problem (26) coincides with the optimal value of a quadratic maximization problem, which is amenable to an exact completely positive programming reformulation similar to the one derived in Proposition 1. We can then follow the same steps taken in the proofs of Theorems 2 and 3 to obtain the equivalent copositive program (23) . This completes the proof.
Remark 3. The assumption that P has full column rank in Theorem 4 can be relaxed. If P does not have full column rank then the symmetric matrix P ⊤ P is not positive definite but admits the eigendecomposition
, where U is an orthogonal matrix whose columns are the eigenvectors of P ⊤ P , while Λ is a diagonal matrix with the eigenvalues of P ⊤ P on its main diagonal. We assume without loss of generality that the matrix Λ has the block diagonal form
where Λ + is a diagonal matrix whose main diagonal comprises the non-zero eigenvalues of P ⊤ P . Next, by using the constructed eigendecomposition and performing the change of variable z ← U −1 y, we can reformulate the recourse problem (27) equivalently as
The dual of this problem is given by the following quadratic program with a linear constraint system.
We can then repeat the same steps in the proof of Theorem 4 to obtain an equivalent copositive programming reformulation. We omit this result for the sake of brevity.
Conservative Semidefinite Programming Approximation
Due to the equivalence with generic RQCQPs over a polyhedral uncertainty set, the copositive program (23) is intractable to solve [4] . In the new reformulation, however, all the difficulty of the original problem (3) is shifted into the copositive cone C which has been well studied in the literature. Specifically, there exists a hierarchy of increasingly tight semidefinite representable inner approximations that converge in finitely many iterations to C [36, 8, 14, 29] . The simplest of these approximations is given by the cone
which contains all symmetric matrices that can be decomposed into a sum of positive semidefinite and nonnegative matrices. For dimensions K ≤ 4 it can be shown that C 0 = C [16] , while for K > 4, C 0 is a strict subset of C.
Replacing the cone C in (23) with the inner approximation C 0 gives rise to a tractable conservative approximation for the RQCQP (3). In this case, however, the resulting optimization problem might have no interior or even become infeasible as the Slater point that we have constructed in Theorem 2 can fail to be a Slater point to the restricted problem. Indeed, the strict copositivity of the matrix S ⊤ S is in general insufficient to ensure that the matrix is also strictly positive definite. To remedy this shortcoming, we suggest the following simple modification to the primal completely positive formulation of Z i (x) in (15) . Specifically, we assume that there exists a non-degenerate ellipsoid centered at c ∈ R K ′ + with radius r ∈ R ++ and shape
that contains the lifted set Ξ ′ in (21) . We then consider the following augmented completely positive programming reformulation for the i-th maximization problem in (12) .
Here, we have added the redundant constraint tr
arises from linearizing the quadratic constraint
where we have set Ω = ξ ′ ξ ′ ⊤ . The dual of the augmented problem (32) is given by the following copositive program.
Note that we have Z i (x) = Z i (x) since all the new additional terms are redundant for the original reformulations. Nevertheless, since the ellipsoid B(r, Q, c) is non-degenerate, we find that the matrix Q ⊤ Q is positive definite. We can thus set all eigenvalues of the scaled matrix λQ ⊤ Q to any arbitrarily large positive values by controlling the scalar λ ∈ R + . This suggests that replacing the cone C with its inner approximation C 0 in (33) will always yield a problem with a Slater point.
Comparison with the Approximate S-Lemma Method
In this section, we consider the case where the bounded uncertainty set contains no integral terms and is given by the simple polytope Ξ = ξ ∈ R K + : Sξ = t . Here, the extended parameters (16) simplify to
while the i-th maximization problem in (12) reduces to
The copositive programming reformulation (33) can then be simplified to
Replacing the cone C in (35) with its inner approximation C 0 , we obtain a tractable SDP reformulation whose optimal value Z C0 i (x) constitutes an upper bound on Z i (x). Alternatively, there is also a well-known conservative SDP approximation for (34) called the approximate S-lemma method.
Proposition 3 (Approximate S-lemma Method [4] ). Assume that the uncertainty set is a bounded polytope and there is an ellipsoid centered at c ∈ R K + of radius r given by B(r, Q, c) = {ξ ∈ R K : Q(ξ − c) ≤ r} that contains the set Ξ. Then, for any fixed x ∈ X , the i-th maximization problem in (12) is upper bounded by the optimal value of the following semidefinite program.
Proof. The quadratic maximization problem in (34) can be equivalently reformulated as
Here, the last constraint is added without loss generality since Ξ ⊆ B(r, Q, c). Reformulating the problem into its Lagrangian form then yields
where the inequality follows from the weak Lagrangian duality. We next introduce an epigraphical variable κ that shifts the supremum in the objective function into the constraint. We have
Reformulating the semi-infinite constraint as a semidefinite constraint then yields the desired reformulation (36) . This completes the proof.
The next proposition shows that the approximation resulting from replacing the copositive cone C in (35) with its coarsest inner approximation C 0 is stronger than the state-of-art approximate S-lemma method.
Proposition 4. The following relation holds.
Proof. The equality and the first inequality hold by construction. To prove the second inequality, we consider the following semidefinite program that arises from replacing the cone C with the inner approximation C 0 in (35) .
We will now show that any feasible solution (κ, ρ, θ, η) to (36) can be used to construct a feasible solution (τ, λ, h, ψ, φ, F , g) to (37) with the same objective value. Specifically, we set τ = κ, λ = ρ, h = 0, ψ = θ, φ = 0, F = 0, and g = η. The feasibility of the solution (κ, ρ, θ, η) in (36) then implies that the constructed solution (τ, λ, h, ψ, φ, F , g) is also feasible in (37) . Furthermore, one could verify that these solutions give rise to the same objective value for the respective problems. Thus, the claim follows.
In practice, the tightest approximation is obtained by employing the smallest volume ellipsoid B(r, Q, c) that encloses the set Ξ. Unfortunately, determining the parameters Q, c, and r of such a set is generically NP-hard. In the following, we will instead consider the simple norm ball B(r) = {ξ ∈ R K : ξ ≤ r} of radius r centered at the origin as a surrogate for the ellipsoid B(r, Q, c). This simpler scheme has recently been employed in [45] to ensure a Slater point for the conservative SDP reformulation of two-stage robust optimization problems with right-hand side uncertainty. While determining the smallest radius r remains intractable, a reasonable approximation can typically be obtained by solving K tractable linear programs.
Specifically, we will set
We will now demonstrate that the inequality in
in Proposition 4 can often be strict. This affirms that the proposed SDP reformulation (37) is indeed a stronger approximation than the approximate S-lemma method.
Example 4. Consider the following quadratic maximization problem.
A simple analysis shows that Z 0 (x) = 1, which is attained at the solution (ξ 1 , ξ 2 ) = (1, 0). The problem (38) constitutes an instance of problem (34) with the parameterizations A 0 (x) = 1 0 , b 0 (x) = 0, and c 0 (x) = 0.
Here, the uncertainty set is given by the polytope Ξ = {ξ ∈ R 2 + : 2ξ 1 + ξ 2 = 2} which corresponds to the inputs S = [2 1] and t = 2. Replacing the cone C with its inner approximation C 0 in the copositive programming reformulation of (38), we find that the resulting semidefinite program yields the same optimal objective value of Z C0 0 (x) = 1. Meanwhile, the corresponding approximate S-lemma method yields an optimal objective value Z S 0 (x) = 4. Thus, while SDP approximation of the copositive program (35) is tight, the approximate S-lemma generates an inferior objective value for the simple instance (38).
Numerical Experiments
In this section, we assess the performance of the SDP approximations studied in Section 4. All optimization problems are solved with MOSEK v8 using the YALMIP interface [31] on a 16-core 3.4 GHz computer with 32 GB RAM.
Least Squares
The classical least squares problem seeks for an approximate solution x to an overdetermined linear system F x = g by solving the following convex quadratic program whose objective is given by the residual F x−g 2 .
Solutions to this problem can however be very sensitive to perturbations in the input data F ∈ R M×D and g ∈ R M [17, 23] . In order to mitigate the instability of these solutions, El Ghaoui and Lebret [20] propose to solve the robust optimization problem given by minimize sup
Here, the residual in the objective is evaluated in view of the most adverse perturbation matrix U and vector v from within the prescribed uncertainty set U. A tractable SDP reformulation of this problem is derived in [20] for problem instances where the uncertainty set is given by the Frobenius norm ball
In our experiments, we consider the case where the uncertainty affects only the left-hand side matrix F (i.e., v = 0). The resulting robust problem constitutes an instance of (3) with the input parameters
and the uncertainty set
where for any matrix H ∈ R M×D , we denote its m-th row as h m ∈ R D . We compare the performance our proposed SDP approximation described in Section 4 with the SDP scheme of [20] and the approximate S-lemma method described in Section 4.1. All experimental results are averaged over 100 random trials generated in the following manner. In each trial, we sample the matrix F and the vector g from the uniform distribution on [0, 1] M×D and [0, 1] D , respectively, and we fix the uncertainty set to the polytope
where the matrixÛ is chosen uniformly at random from [0, 1] M×D . As the SDP scheme of [20] is only able to handle simple ellipsoidal uncertainty sets, in the experiments we set the radius r in (40) to Û • F F so that the resulting Frobenius norm ball is the smallest one enclosing the polytope (41) . This gives rise to a conservative SDP approximation for the original problem. We can also solve the robust least squares problem exactly by enumerating all extreme points of the polytope (41) and formulating a convex quadratically constrained quadratic program that incorporates all these enumerated points in its constraint system. The resulting problem however is generically intractable as its size scales exponentially in the dimensions M and D. Table 1 reports average results over 100 randomly generated instances for problem dimensions M = 4
and D = 3. The table shows that our proposed SDP approximation is in fact exact as it reports worstcase residual estimates that coincide with the optimal ones. On the other hand, both the approximate S-lemma method and the SDP scheme of [20] generate overly pessimistic estimates of the resulting worstcase residual. Indeed, the SDP scheme of [20] overestimates the residual by up to 82%. The approximate S-lemma method performs slightly better because it incoporates the polyhedral description of the uncertainty set in its reformulation, with estimations that are still up to 37% higher than the optimal ones. These inflated worst-case residual estimates further result in solutions that also underperform when evaluated in the exact problem ('Suboptimality' column). Table 1 . Numerical results for the proposed SDP approximation ('SDP'), the approximate Slemma method ('S-Lemma'), and the SDP scheme in [20] ('EGL'). The 'bound gap' quantifies the increase in the estimated worst-case residual relative to the residual of the exact problem, and the 'suboptimality' quantifies the increase in the residual of the exact problem if we replace the optimal solution with the determined solution. Table 2 reports experimental results on larger problem instances. Here, we are unable to solve the robust least squares problem exactly as the solver runs out of memory, and only report the relative improvements of the estimates generated from the proposed SDP approximation over the ones from the approximate S-lemma method and the SDP scheme in [20] , respectively. The table shows that the results presented in Table 1 generalize to these larger instances where our proposed SDP approximation distinctly outperforms the other state-of-the-art schemes. Table 2 . Percentage improvements of the estimated worst-case residual generated from the proposed SDP approximation relative to the ones generated from the approximate S-lemma method ('S-Lemma') and the SDP scheme in [20] ('EGL'), respectively.
Bound gap Suboptimality
M = 6, D = 4 M = 10, D = 4 M = 10, D = 6 M = 12, D = 5 Statistic S-Lemma EGL S-Lemma EGL S-Lemma EGL S-
Project Management
We consider a project crashing problem described in Example 2, where the duration of activity (i, j) ∈ A is given by the uncertain quantity
0 ij is the nominal activity duration and r ij represents exogenous fluctuations. Let x ij be the amount of resources that is used to expedite the activity (i, j). We consider randomly generated project networks of size |V| = 25 and order strength 0.75, 2 which gives rise to projects with an average of 50 activities. We fix the feasible set of the resource allocation vector
|A|}, so that at most 75% of the activities can receive the maximum resource allocation. We further set the nominal task durations to d 0 = e. The uncertainty set of d is defined through a factor model as follows:
where the factor size is fixed to F = |V|. For each activity (i, j) ∈ A we sample the factor loading vector f ij from the uniform distribution on [− by up to 50% of its nominal value. We can form the final mixed-integer uncertainty set Ξ from D using (11).
In the experiments, we compare the performance the proposed SDP approximation for (9) with a popular linear decision rules bounding scheme (LDR) in the literature [12, 44] . The project crashing problem can also be solved exactly by enumerating all the paths in the network and formulating an equivalent robust optimization problem which incorporates the description of all these paths in its constraint system [44] . While this equivalent robust problem can be reduced to a linear program, the resulting problem is intractable as its size grows exponentially in the description of the project crashing instance. Table 3 presents average results over 100 randomly generated project networks. While our proposed SDP approximation consistently provides near optimal estimates of the worst-case project makespan (∼2% gaps), the LDR bound generates overly pessimistic estimates (∼24% gaps). The 10th and 90th percentiles of the bound gaps further indicate that the estimates generated from our SDP approximation stochastically dominate those generated from the LDR approximation. In addition, these excessive worst-case makespan estimates give rise to poor resource allocations that also underperform when evaluated in the exact problem. Table 3 . Numerical results for the proposed SDP approximation ('SDP') and the linear decision rules approximation ('LDR'). The 'bound gap' quantifies the increase in the estimated worstcase makespan relative to the makespan of the exact problem, and the 'suboptimality' quantifies the increase in the makespan of the exact problem if we replace the optimal solution with the determined resource allocation.
Multi-Item Newsvendor
We now assess the performance of the SDP approximation described in Section 4 on a multi-item newsvendor problem, where an inventory planner has to determine the vector x ∈ R K + of order quantities for K different products at the beginning of a planning period. Demands ξ ∈ Z K + of these products are uncertain and are assumed to belong to a prescribed discrete uncertainty set Ξ. We assume that there are no ordering costs on the products but the total order quantity e ⊤ x must not exceed a given budget B. Excess inventory of the k-th product incurs a per-unit holding cost of g k , while unmet demand incurs a per-unit stock-out cost of s k .
For any realization of the demand vector ξ, the total cost of a fixed order x is given by R(x, ξ) = e ⊤ max {diag(g)(x − ξ), diag(s)(ξ − x)} = inf
The objective of a risk-averse inventory planner is then to determine the best order x that minimizes the worst-case total cost sup ξ∈Ξ R(x, ξ). This gives rise to the optimization problem In our experiments, we compare the performance of the SDP approximation of (42) that explicitly models ξ as a discrete vector with the one that naïvely relaxes ξ as a continuous vector. To this end, we consider a K = 5 item newsvendor problem with the following setting. We fix the vectors of holding and stock-out costs to g = e and s = 5e, respectively, and we set the ordering budget to B = 20. All experimental results are averaged over 100 random trials generated in the following manner. In each trial, we sample the vectors w 1 and w 2 independently from the uniform distribution on the unit hypercube [0, 1] K . We then set the uncertainty sets for the exact and the naïve models to
respectively, and we solve the SDP approximations of (42) with inputs Ξ and Ξ Cont . Alternatively, since the uncertainty set Ξ is discrete, we can enumerate all possible demand vectors ξ in Ξ and solve the exact linear programming reformulation of (42) that incorporates all these enumerated demand vectors in its constraint system. We remark that while the aforementioned SDP approximations are polynomial time solvable, the exact linear programming reformulation is generically intractable as its size scales exponentially in the dimension K. In the case of K = 5, for instance, we find that the number of constraints in resulting linear program is already in the order of 15 5 ≈ 7.5 × 10 5 . Table 4 reports the statistics of the optimality gaps. While the naïve model can on average incur a large optimality gap of more than 25%, the exact model consistently provides near optimal solutions with an average gap of less than 5%. Thus, modeling a discrete uncertainty set properly using the proposed scheme will often generate high quality solutions from the resulting SDP approximation. Table 4 . Numerical results for the SDP approximations to the model that imposes integrality on the uncertainty set ('SDP Exact') and the model that ignores the integrality ('SDP Naïve').
The 'bound gap' quantifies the increase in the estimated worst-case cost relative to the cost of the exact problem, and the 'suboptimality' quantifies the increase in the cost of the exact problem if we replace the optimal solution with the determined order quantities.
