Parametric and semiparametric mixture models have been widely used in applications from many areas, and it is often of interest to test homogeneity in these models. However, hypothesis testing is nonstandard due to the fact that several regularity conditions do not hold under the null hypothesis. We consider a semiparametric mixture case-control model, in the sense that the density ratio of two distributions is assumed to be of an exponential form, while the baseline density is unspecified. This model was first considered by Qin and Liang (2011, biometrics), and they proposed a modified score statistic for testing homogeneity. In this paper, we consider alternative testing procedures based on supremum statistics, which could improve power against certain types of alternatives. We demonstrate the connection and comparison among proposed and existing these approaches. In addition, we provide a unified theoretical justification of the supremum test and other existing test statistics from an empirical likelihood perspective. The finite sample performance of the supremum test statistics were evaluated in simulation studies.
Introduction
Parametric mixture and admixture models have been widely used in public health and biomedical studies to account for possible heterogeneity in the population. In particular, a two-component admixture model has density function of the form,
where λ is the proportion of the second component, f (·; θ ) is a family of parametric distribution, and θ 0 a fixed value that corresponds to the first component. For example, in genetic linkage analysis, admixture models with binomial kernels have been used to account for genetic heterogeneity (Smith, 1963) . In such models, it is of interest to test null hypothesis of homogeneity, H 0 : λ = 0 or θ = θ 0 , which is equivalent to no effects (no linkage in the genetic linkage example). This hypothesis testing problem is nonstandard, due to nonidentifiability and the fact that λ = 0 is on the boundary of its parameter space under the null. Several testing approaches have been proposed for this model (Smith, 1963; Shoukri and Lathrop, 1993; Lemdani and Pons, 1995; Liang and Rathouz, 1999; Fu et al., 2006) . Recently, Di and Liang (2011) systematically studied the asymptotics of the likelihood ratio test statistics (LRT) for general parametric admixture models, and provided insights on connections and comparisons of the LRT versus of other testing procedures.
Recently, Qin and Liang (2011) considered a semiparametric mixture casecontrol model,
where f (x), g(x) and h(x) are density functions. This model can be viewed as a semiparametric extension to the parametric admixture model (1). Two sets of independent datasets are generated from this model. The first sample, {x 1 , · · · , x n 0 }, comes from the "control" group with density f (x), while the second sample, {y 1 , · · · , y n 1 }, contains contaminated cases, i.e., a mixture of realizations from f (x) and g(x) with proportions 1 − λ and λ , respectively. The density functions g(x) and f (x) are as-sumed to follow an exponential tilted density ratio model as above. Note that the parameters α, β and the density f (x) must satisfy a constraint
or equivalently E f {exp(β x)} = exp(β x) f (x)dx = exp(−α), where E f denotes expectation with respect to the distribution f (·). Constraint (2) holds because g(x) is a probability density function. The goal is to test homogeneity of two groups, and thus the null hypothesis can be represented as H 0 : λ = 0 or α = β = 0, which is also nonstandard due to loss of identifiability and boundary issue under the null. As Qin and Liang (2011) pointed out, the motivation for this family of mixture casecontrol model comes from a wide variety of applications, including case-control studies with contaminated controls, clinical trials with "non-responders", genetic linkage and association analysis, infectious epidemiological studies, etc. They then developed a version of score test for homogeneity (henceforth denoted as "QL").
However, hypothesis testing for this semiparametric model are not well studied to the best of our knowledge.
In this paper, we generalize the likelihood ratio or supremum statistics to the semiparametric mixture model. We also demonstrate the connection and comparison of different approaches in parametric and semiparametric mixture models. In addition, we provide a unified theoretical justification of the supremum test as well as the QL approach from an empirical likelihood perspective.
Methods for testing homogeneity
Depending on whether one is willing to make distributional assumptions, the mixture model can be parametric or semiparametric. If one assumes that the density f (x) is known, then the model becomes a parametric admixture model (Di and Liang, 2011) , which has been used for genetic linkage analysis with binomial kernel distributions (Smith, 1963; Lemdani and Pons, 1995; Liang and Rathouz, 1999; Fu et al., 2006) . If one leaves f (x) unspecified, the model is semiparametric. In this section, we will first review existing approaches for the parametric model, before introducing the proposed procedures for the semiparametric mixture model.
Parametric setting: f (x) is specified
When f (x) is known, the first dataset {x 1 , · · · , x n 0 } does not contribute to the likelihood function, and only the second dataset { y 1 , · · · , y n 1 } contributes to the inference for λ , α and β . The testing problem for this parametric admixture model is nonstandard. We briefly review existing approaches, which provide insights for extension to the semiparametric setting.
When β is known/fixed (β = 0). The null hypothesis can be represented by H 0 : λ = 0 only. The parameter value λ = 0 is on the boundary of its parameter space [0, 1], but one can obtain the asymptotics of the likelihood ratio test using theory of Self and Liang (1987) ,
where
Note W n (β ) is equivalent to the standardized score statistic for λ evaluated at λ = 0.
When β is unknown. Identifiability is lost under the null, as any value of β yields the same null distribution when λ = 0. Two types of approaches were proposed to circumvent nonidentifiability: taking the supremum over a range of β or substituting β by a suitable estimate. For the former, we demonstrated in our previous work that the likelihood ratio test statistic for parametric mixture models (denoted M par ) has the following asymptotic property Di and Liang (2011) ,
where W + n (β ) = Max{W n (β ), 0} is the positive part of W n (β ). Thus, the asymptotic distribution of the likelihood ratio test is the supremum of a squared Gaussian process. Alternatively, Liang and Rathouz (1999) derived a modified score test statistic, W + n (β 0 ), whereβ 0 is the constrained MLE of β while fixing λ , e.g., taking λ = 1.
Di and Liang (2011) discussed connections and power comparisons between these approaches. In terms of power, the modified score statistic performs well under some scenarios, but may lose power to detect certain type of alternatives, e.g., with small λ and large β . On the other hand, the likelihood ratio or supremum statistic is omnibus, as it is shown to be powerful for all types of alternatives.
Semiparametric setting: f (x) is unspecified
When f (x) is unknown, the mixture model is semiparametric. Under this setting, α is still a function of β , but the functional form depends on f (·) and thus is unknown.
Testing homogeneity in this model is relatively new, except Qin and Liang (2011) .
Our aim is to consider the hypothesis testing problem in this semiparatric mixture model, propose alternative test statistics and compare it with existing approaches.
In the case of known f (·), the density function enters the test statistics only through exp(α) implicitly. Thus, one natural way of extending the situation to unknown f (·) is to replace exp(α) by its nonparametric estimate. Due to the constraint that exp(−α) = exp(β x) f (x)dx, we propose to use its nonparametric estimate,
, in the test statistic W n (β ). Under the null hypothesis, one can use the first sample, or the combined sample to estimate this quantity. We choose to use the latter for efficiency considerations.
When β is known/fixed. By replacing exp(−α) with its nonparametric estimator, the numerator of (3) is proportional toŪ 1 −Ū 0 , whereŪ 1 =
. Therefore, we plan to use {W n (β )} 2 as test statistic,
It is interesting to note that the test statistic is equivalent to the square of a twosample T-test on exponentially transformed data, so its limiting distribution is χ 2 1 for a fixed β . With a small β value (β → 0), the test statistics is asymptotically equivalent to the two-sample T-test on the original data, and thus also asymptotically equivalent to Qin and Liang (2011) .
When β is unknown. Naturally, when β is unknown, there is loss of identifiability under the null hypothesis H 0 : λ = 0 or α = β = 0. One can extend two types of approaches from the parametric case, by taking the supremum of score statistics over a range of plausible β values or plugging in a suitable estimate of (α, β ). We consider the former approach by varying β over its parameter space B and taking the supremum, i.e., using M semi = sup β ∈B {W n (β )} 2 as a test statistic. It can be shown that the limiting distribution of M semi is equivalent to the supremum of a squared Gaussian process, analogous to results for parametric mixture models.
Note that Qin and Liang (2011) adopted the latter approach, as an extension of Liang and Rathouz (1999) from parametric to semiparametric settings, and derived a modified score test for homogeneity. More specifically, they first fixed λ = 1 and obtained (α,β ) by fitting a logistic regression model. They then used the score statistic evaluated at (α,β ), which was equivalent to {W n (β )} 2 , and showed its limiting distribution to be χ 2 1 . This QL approach was asymptotically equivalent to the two sample T-test, or {W n (β )} 2 with small β . However, they demonstrated that the QL was often more powerful than the two sample T-test in finite samples.
In finite samples, since the process {W n (β )} 2 is often skewed, we suggest using permutation or bootstrap methods to calculate p values for both the supremum and QL approaches. In terms of power comparison, it is expected that the QL performs well under some scenarios, but may lose power to detect certain type of alternatives, e.g., with small λ and medium to large β . On the other hand, the supremum statistic is expected to be omnibus, with decent power to detect all types of alternatives. 
The empirical likelihood perspective
In this section, we provide a unified empirical likelihood framework to derive various test statistics in the semiparametric mixture model. The likelihood function involves an infinite dimensional nuisance parameter f (·) in addition to parameters of interest λ , α and β . In the previous section, we derived test statistics from the usual likelihood, by replacing terms that implicitly involve f (·) with their nonparametric estimates. The empirical likelihood approach is an alternative inferential procedure for semiparametric models. As will be shown below, this approach provides an alternative theoretical justification for the QL approach and supremum statistics in Section 2 of this paper.
Let F(·) be the probability distribution function corresponding to f (·), n = n 0 + n 1 , {z 1 , . . . , z n } = {x 1 , . . . , x n 0 , y 1 , . . . , y n 1 } be the combined sample and p 1 = dF(z 1 ), . . . , p n = dF(z n ). The notations are used in the empirical likelihood method of Qin and Zhang (1997) for the special case of λ = 1. We re-write the loglikelihood functions in terms of empirical likelihood weights p 1 , . . . , p n ,
We maximize l(λ , α, β ) subject to the following constraints:
The constraints are standard in empirical likelihood methods for logistic regression model (Qin and Zhang, 1997) . Fixing (λ , α, β ) and solving the constrained maximization problem gives
where ν is a Lagrange multiplier which solves
Substituting (7) into (5) gives a profile likelihood
We now take a closer look at the Langrange multiplier ν. Note that
Therefore,
The Lagrange multiplier ν is a function of parameters (λ , α, β ) and data, but when λ = 1 the Lagrange multiplier does not depend on data. In fact, ν = n 1 /n = ρ/(1 + ρ) for usual case control studies (Qin and Zhang, 1997) , where ρ = n 1 /n 0 is the case-control sample size ratio. The dependence of ν on data when λ = 1 makes the construction of a score test based on l p complicated. To overcome the challenge, we substitute ν by its probability limit which depends only on ρ and λ . By the law of large numbers, ν converges to
We substitute ν by its probability limit in (8) and obtain the following pseudolikelihood function up to constants,
Using the pseudo-likelihood function l s (λ , α, β ) as an objective function, one can construct pseudo-score or pseudo-likelihood ratio test statistics. This approach actually provides a unified framework to develop various test statistics for semiparametric mixture models, in parallel to test statistics for parametric mixture models.
For example, following the argument of Liang and Rathouz (1999) , i.e., plugging in suitable estimates of α and β , one can obtain exactly the score test statistics of Qin and Liang (2011) . If we fix λ > 0 and construct score statistics with respect to β , we can obtain two-sample T-test of untransformed data, which is also asymptotically equivalent to the QL approach. On the other hand, following the similar supremum statistics argument of Di and Liang (2011) , we can obtain test statistics that are equivalent to those proposed in Section 2.2. Thus, the empirical likelihood perspective provides a nice unified justification of all test statistics discussed above.
Numerical results
We conducted simulation studies to compare the supremum test versus the twosample T-test and Qin & Liang's approach (denoted T and T QL , respectively). For the proposed supremum test, we implemented two versions, one based on the parametric mixture model (assuming the parametric kernel distribution is known; denoted M par ) and the other based on the semiparametric mixture model (denoted M semi ). Table 1 The supremum statistic M semi is often comparable or more powerful than T QL , with a power gain of around 10−15% when λ is small and µ is relatively large (e.g., λ = 0.2, µ = 2, or λ = 0.3, µ = 2). We also confirmed that T QL is more powerful than T in this finite sample setting, although they are asymptotically equivalent. Next, we compare these test statistics to M par , which is the likelihood ratio test under parametric distributional assumptions. One can see that M par is substantially more powerful over all other tests, by margins as large as 30 − 50%. This implies that knowing the distributional form of the "control" group can greatly improve power for the case-control mixture models. We also conducted simulation studies under mixture models with t or exponential kernel distributions, and show the results in Table 2 . In general, M semi performs better when the distributions are symmetric, while T QL is more powerful for skewed distributions.
We applied the proposed methods to test differentially expressed genes in a prostate cancer microarray study. The study obtained expressions of 5, 153 genes from 103 tissue samples, 41 of which are normal and 62 of which are cancerous.
The details of study was described in Lapointe et al. (2004) . In this analysis, we used a subset of data with 2, 000 randomly selected genes, which are publicly available (R package "TailRank"). Four tests, the two-sample T-test T , the moderated T-test T mod , the QL approach T QL and proposed supremum statistic M semi , were applied to the data. In this application, M semi identified more differentially expression genes than T , and T QL , as demonstrated in Table 3 .
To summarize, we evaluated finite sample performance of T , T QL , M semi and M par . Among the semiparametric approaches, M semi is more powerful when the kernel distribution is symmetric, while T QL is more powerful when the kernel distribution is especially skewed. Both T QL and M semi are more powerful or on par with T in the scenarios considered. If one has prior knowledge of plausible parametric distributions and is willing to make such assumptions, the parametric approach M par can gain power substantially over semiparametric approaches. On the other hand, the semiparametric approaches do have the advantage of robustness against
In this paper, we considered the problem of testing homogeneity in parametric and semiparametric mixture case-control models. We demonstrated the connection and comparison of different approaches in parametric or semiparametric mixture models. We also extended our previous work on parametric mixture models to the semiparametric mixture model, and proposed supremum test statistics. The proposed statistics are equivalent to the supremum of two sample T-tests on exponentially transformed data, and are shown to improve power from alternative procedures especially for symmetric distributions. Another contribution of this paper is that we developed a pseudo-likelihood of the semiparametric mixture model based on empirical likelihood perspective, which provides a unified theoretical framework to construct and connect various testing procedures.
In terms of future work, it will be interesting to extend this work to semiparametric mixture models for censored time-to-event data. For example, in a randomized clinical trials, some subjects in the treatment group might be "nonresponders" who do not respond to the treatment. Under this situation, the treatment group is composed of responders and nonresponders, so semiparametric mixture models are natural tools to make inference on treatment effects (Pikounis and Rao, 1994 ). Another direction is to study more general models where the exponential tilt density ratio assumption might not hold. For example, a two-component normal mixture model with unknown mean and variance parameters in each component does not satisfy the exponential tilt assumption. It will be of interest to develop testing procedures for a more general semiparametric family of mixture models. Table 2 : Simulated type I error rates and statistical power when the exponential tilt assumption does not hold: mixtures of t or exponential distributions (n 0 = 50, n 1 = 50). The number of simulations is 10, 000. The true distributions are F : t(2) and H : (1 − λ )t(2) + λ {t(2) + 2} for the t-distribution case, and F : Exp(1) and H :
(1 − λ )Exp(1) + λ Exp(0.5) for the exponential distribution case. 
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