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Abstract
In this paper we shall make some perturbations in a Laguerre{Hahn linear functional, such as the addition of a Dirac
Delta or the left multiplication by a polynomial. We shall study that these transformations carried out on Laguerre{
Hahn linear functionals originate new Laguerre{Hahn linear functionals. We shall also analyze the class of the resulting
functional. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Modications by means of Dirac deltas have been considered by several authors from dierent
point of view. In 1940 Krall [12] obtained three new classes of polynomials orthogonal with respect
to measures which are not absolutely continuous with respect to the Lebesgue measure; the resulting
polynomials satisfy a fourth-order linear dierential equation. Nevai [17] considered the addition
of nitely many mass points to a positive measure and he studied the asymptotic behavior of the
corresponding orthogonal polynomials. In [13], Maroni and Marcellan were interested in the analysis
of modications of semiclassical functionals by adjoining arbitrary masses at any point of the real
line. In that paper necessary and sucient conditions for the quasi-deniteness of the modied
functional have been given.
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More recently, in [3, 4], a generalization of the Laguerre classical polynomials has been treated,
by adding a derivative of a Dirac delta in the point z=0. In particular, the hypergeometric character
of these new polynomials is showed (see also [6]).
Our aim is to analyze how the Laguerre{Hahn character for the perturbed linear functionals is
preserved as well as to determine the class of such a functional (see [1, 14, 18]).
The structure of the paper is as follows: Section 2 contains some introductory results and notations
concerning linear functionals. Section 3 is devoted to the characterization of the Laguerre{Hahn linear
functionals and the denition of the concept of class. In Section 4 a modication of a Laguerre{Hahn
linear functional is carried out by adding a Dirac delta, studying the modication of the order of
the class of the new Laguerre{Hahn functional obtained in such a way. In Section 5 we carried out
the study of the linear functional U, fullling (x− c)U= V, where V is a Laguerre{Hahn linear
functional, (see [11, 15]), as well as the order of the class of the involved functionals.
The modications mentioned in Sections 4 and 5 have been carried out in the rst kind associated
functional for the classical ones, by studying the modication of the order of the class and showing
the equations which the new functional satises, as well as the Riccati dierential equation which
fulls the corresponding Stieltjes function.
2. Preliminaries and notations
Let U be a linear functional on the linear space P of polynomials with complex coecients and
let S(U)(z) be its Stieltjes function dened by
S(U)(z) =−
X
n>0
Un
zn+1
;
where Un=hU; xni; n>0, are the moments of U and h; i means the duality bracket. By a convention,
we will suppose that U0 = 1.
Let P0 be the algebraic dual space of P and  the linear space generated by fDngn>0, where
Dn means the nth derivative of Dirac delta in the origin.
We consider the isomorphism F : ! P given as follows (see [16]).
For U=
X
n>0
Un
(−1)n
n!
Dn; F(U)(z) =
X
n>0
Unzn:
Then,
S(U)(z) =−z−1F(U)(z−1):
We introduce
hpU; qi= hU; pqi for every polynomial q(z):
Furthermore, we dene
(Up)(z) =
nX
m=0
 
nX
j=m
ajUj−m
!
zm; p(z) =
nX
j=0
ajz j;
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and
(0p)(z) =
p(z)− p(0)
z
:
Thus, S(pU)(z) = p(z)S(U)(z) + (U0p)(z), where p(z) is a polynomial.
We dene the functional x−1U and the product of two linear functionals in the following way:
hx−1U; pi= hU; 0pi; hUV; pi= hU;Vpi:
Then it is straightforward to prove that
(i) x(x−1U) =U;
(ii) x−1(xU) =U−U0;
(iii) x−2(x2U) = x−1(x−1U) =U−U0+U1D:
Remark. We shall use the z variable for all those equations where the Stieltjes function appears
and the x variable in the rest of the equations.
Denition 2.1. A linear functional U is said to be a quasi-denite or regular (see [9]) functional if
there exists a sequence of monic orthogonal polynomials (MOPS), fPngn>0 with respect to U, i.e.,
it satises
(i) Pn(x) = xn+ lower degree terms.
(ii) hU; PnPmi= knnm; kn 6= 0; n= 0; 1; 2; : : : .
A MOPS fPngn>0 with respect to a quasi-denite linear functional satises the following three-term
recurrence relation:
Pn+2(x) = (x − n+1)Pn+1(x)− n+1Pn(x); n>0;
P0(x) = 1; P1(x) = x − 0
with n 6= 0; n>0 and 0 = 1 = hU; P20 i.
Proposition 2.1. A linear functional U is quasi-denite if and only if n(U) = det[Ui+j]
n
i; j=0 6= 0;
for all n>0.
Denition 2.2. Let fPngn>0 be a MOPS with respect to a quasi-denite functional U. The sequence
fP(1)n gn>0 dened by
P(1)n (x) =

U;
Pn+1(x)− Pn+1()
x − 

; n>0
is called the associated sequence of rst kind for the sequence fPngn>0.
Remark. hU; i means the action of U over the polynomial on the -variable.
We shall note by U(1) the normalized functional, [U(1)0 = 1], such that the sequence fP(1)n gn>0 is the
corresponding MOPS.
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Theorem 2.1. Let U be a linear functional. Then
1U(1) =−x2U−1:
In a general way, the associated sequence of rth kind r = 1; 2; 3; : : : ; fP(r)n gn>0 is dened by the
recurrence relation
P(r)n+2(x) = (x − n+r+1)P(r)n+1(x)− n+r+1P(r)n (x); n>0;
P(r)1 (x) = x − r; P(r)0 (x) = 1:
This corresponds to a shifted perturbation in the coecients of the three-term recurrence relation.
We give the following previous results (see [8, 14, 16] for a more comprehensive approach).
Lemma 2.1. For p; q 2 P and for U;V 2 P0; we have
(i) x−1(pU) + hU; 0pi= p(x−1U);
(ii) q(U0p)−U0(qp) =−0[(pU)q];
(iii) 0(Up) =U(0p);
(iv) U(pq) = (pU)q+ xq(U0p);
(v) p(UV) = (pV)U+ x(V0p)U:
In terms of the Stieltjes functions:
Lemma 2.2. For p 2 P and for U;V 2 P0; we have
(i) S 0(U)(z) = S(DU)(z);
(ii) S(UV)(z) =−zS(U)(z)S(V)(z);
(iii) S(x−1U)(z) = (1=z)S(U)(z);
(iv) 1z (U0p)(z) =− 1z2 S(hU; 0pi)( 1z ) + (U20p)(z):
3. The Laguerre{Hahn class
Denition 3.1 (Alaya [1]). A linear functional U on the linear space P is said to be of the Laguerre{
Hahn class if its Stieltjes function satises a Riccati equation
(z)S 0(U)(z) = B(z)S2(U)(z) + C(z)S(U)(z) + D(z);
where (z); B(z) and C(z) are polynomials with complex coecients, and
D(z) =−[(DU)0](z) + (U0C)(z)− (U220B)(z); (z) 6= 0: (1)
Remark. When B(z)=0, the Stieltjes function satises a linear dierential equation (z)S 0(U)(z)=
C(z)S(U)(z)+D(z) and the corresponding polynomials are called ane Laguerre{Hahn polynomials.
More precisely, they are the semiclassical polynomials (see [5, 16]).
Denition 3.2. Let fPngn>0 be a MOPS with respect to a quasi-denite linear functional U. fPngn>0
belongs to the Laguerre{Hahn class if U is a Laguerre{Hahn linear functional.
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Theorem 3.1 (Bouakkaz [7], Dini and Maroni [10] and Maroni [16]). Let U be a quasi-denite and
normalized linear functional [(U)0=1] and let fPngn>0 be the corresponding MOPS. The following
statements are equivalent:
(i) U is a Laguerre{Hahn functional.
(ii) U veries the functional equation D[U] + 	U + B(x−1U2) = 0; where ; B; and C are
the polynomials dened in (1); and
	(x) =−[0(x) + C(x)]: (2)
(iii) U satises the functional equation D[xU] + (x	 − )U + BU2 = 0 with the additional
condition hU; 	i+ hU2; 0Bi= 0 where ;	 and B are the polynomials dened in (ii).
(iv) Each polynomial Pn; n>0; veries the so-called structural relation
(x)P0n+1(x)− B(x)P(1)n (x) =
n+dX
=n−s
n; P(x); n>s+ 1;
where  and B are the polynomials dened in (i) and fP(1)n gn>0 is the sequence of associated
orthogonal polynomials of rst kind relative to fPngn>0; where t = deg; p = deg	>1; r =
degB; s=max(p− 1; d− 2) and d=max(t; r).
3.1. Determination of the order of the class
In the characterization (ii), we must notice that there does not exist uniqueness in the represen-
tation. In fact, it is enough to multiply by any polynomial both sides of the equation. On the other
hand, uniqueness is obtained by imposing a minimality condition as we will discuss below.
If U satises the equation D[U] +	U+B(x−1U2) = 0, multiplying it by a polynomial q(x), U
satises D[U] +	U+ B(x−1U2) = 0, where  = q; 	 = q	 − q0 and B = qB.
We shall associate to U the set of nonnegative numbers h(U) = fmax(p − 1; d − 2)g, being
d=max(t; r), where t = deg, p= deg	 and r = degB, among all the possible choices of ,
	 and B (whenever the quasi-deniteness is preserved).
Denition 3.3 (Bouakkaz [7]). The class of the Laguerre{Hahn functional U is the minimum of
h(U).
Theorem 3.2 (Marcellan and Prianes [14] and Prianes [18]). Let U be a quasi-denite linear func-
tional verifying D[U] +	U+ B(x−1U2) = 0 where ; 	 and B are the polynomials introduced
in Theorem 3:1. We dene d=max(t; r) and s=max(p− 1; d− 2). The Laguerre{Hahn functional
U is said to be of class s if and only ifY
a2Z
fjhU; 	ai+ hU2; 0Ba)ij+ jraj+ jsajg 6= 0;
where Z is the set of zeros of (x). The polynomials a; 	a and Ba as well as the numbers ra
and sa are dened by the expressions
(x) = (x − a)a(x);
	(x) + a(x) = (x − a)	a(x) + ra;
B(x) = (x − a)Ba(x) + sa:
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Let us establish an equivalent result to Theorem 3.2, where the condition about the class will be
given in terms of the polynomials B, C and D dened in (1), using the Stieltjes function.
Corollary 3.1. Let U be a quasi-denite linear functional of Laguerre{Hahn class verifying (2).
A necessary and sucient condition for U to be of class s isY
a2Z
fjB(a)j+ jC(a)j+ jD(a)jg 6= 0
i.e.; the polynomials ; B; C; and D are coprime.
4. Modication by a Dirac Delta
Proposition 4.1 (Alaya [2], Marcellan and Prianes [13] and Prianes [18]). Let U be a Laguerre{
Hahn linear functional and let  and c be complex arbitrary numbers with  6= 0. Then; U=U+c
is a Laguerre{Hahn linear functional.
Proof. Let U be a Laguerre{Hahn functional fullling (2). Substituting U by U − c in this
equation, we have
D(U) +	U+ B(x−1U
2
)− D(c)− 	c − 2B[x−1(Uc)] + 2B(x−12c) = 0: (3)
On the other hand,
hB[x−1(Uc)]; p(x)i= hU; c(x0Bp)i= hB(x − c)−1U; pi: (4)
From this B[x−1(Uc)] = B(x − c)−1U.
Analogously,
hB(x−12c); p(x)i= limx!c

(B(x)p(x)− B(0)p(0)
x − c

= hB0(c)c − B(c)0c; pi
from where
B(x−12c) = B
0(c)c − B(c)0c: (5)
In a similar way, we obtain
D(c) = (c)0c and 	c =	(c)c: (6)
Substituting (4){(6) in (3),
D(U) + [	 − 2B(x − c)−1]U+ B(x−1U2) = [(c) + B(c)]0c + [	(c)− B0(c)]c: (7)
Multiplying (7) by (x − c) and taking into account that (x − c)0c =−c and (x − c)c = 0,
D[(x − c)U] + [(x − c)	 − − 2B]U+ B(x − c)(x−1U2) =−[(c) + B(c)]c: (8)
We shall distinguish two situations,
(i) (c) + B(c) = 0, U is a Laguerre{Hahn functional, fullling the equation
D[(x − c)U] + [(x − c)	 − − 2B]U+ B(x − c)(x−1U2) = 0;
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(ii) (c) + B(c) 6= 0. Then, multiplying (8) by (x − c)
D[(x − c)2U] + (x − c)[(x − c)	 − 2− 2B]U+ (x − c)2B(x−1U2) = 0
and the proposition holds.
Remark. cp(x) = c[xp(x)], (see [10]). The proof of the proposition can also be carried out with
the help of the Stieltjes function in the following way:
Let S = S(U)(z) be the Stieltjes function corresponding to U. This function veries
(z)S 0 = B(z)S2 + C(z)S + D(z): (9)
Let S = S(U)(z) be the corresponding Stieltjes function for U.
From hU; xni= hU+ c; xni=Un + cn, n>0, it follows that S = S + =(z − c).
Substituting in (9),
(z − c)2S 0= (z − c)2BS2 + (z − c)[2B+ (z − c)C]S
+[+ 2B+ (z − c)C + (z − c)2D]: (10)
In Proposition 4.4, where we shall study the order of the class of the functional U, we shall see if
the condition (c) + B(c) = 0 is fullled, Eq. (10) is reducible and we can divide by (z − c). So
(z − c)S 0 = (z − c)BS2 + [2B + (z − c)C]S + [c + 2Bc + C + (z − c)D] holds. This agrees
with the results obtained in the proof of Proposition 4.1 using the functional equations.
4.1. Determination of the order of the class
In the following, let us suppose that U is a Laguerre{Hahn linear functional of class s.
Proposition 4.2. Let U be a Laguerre{Hahn linear functional of class s; and U=U+c;  6= 0.
Then U is a Laguerre{Hahn linear functional of class s such that s− 26s6s+ 2.
Proof. We shall use the following notation:
(x) =
s+2X
i=0
di xi; 	(x) =
s+1X
i=0
ci xi and B(x) =
s+2X
i=0
bi xi: (11)
Let D(U) +	U+ B(x−1U
2
) = 0 be the equation which fulls U where
 = (x − c)2; 	 = (x − c)[(x − c)	 − 2− 2B] and B = (x − c)2B: (12)
Then deg = t6s+ 4, deg	 = p6s+ 3, and degB = r6s+ 4.
Thus d =max(t; r)6s+ 4 and s=max(p − 1; d − 2)6s+ 2.
On the other hand, since U=U− c, then s6s+ 2.
Proposition 4.3. Let U be a Laguerre{Hahn functional satisfying Eq. (12). Then for every zero
a of  dierent from c; Eq. (12) is irreducible.
116 F. Marcellan, E. Prianes / Journal of Computational and Applied Mathematics 105 (1999) 109{128
Proof. Following Theorem 3.2, we shall write
a(x) = (x − c)2a(x); ra = (c − a)2ra − 2(a− c)sa;
	a (x) = (x − c)2	a(x)− 2(x − c)a(x)− 2(x − c)Ba(x) + (x + a− 2c)ra − 2sa;
Ba(x) = (x − c)2Ba(x) + (x + a− 2c)sa; sa = (c − a)2sa:
If sa 6= 0 then sa 6= 0 and (12) remains irreducible.
If sa = 0, and ra 6= 0, then ra 6= 0 and (12) is irreducible.
If sa=ra=0, then hU; 	a i+hU
2
; 0Bai=(a−c)2[hU; 	ai+hU2; 0Bai] 6= 0 and the result follows.
Proposition 4.4. Given U=U+ c; let s; s be the class of U and U; respectively. Then we have
(c) + B(c) 6= 0) s= s+ 2:
(c) + B(c) = 0)
8><
>:
B(c) 6= 0) s= s+ 1;
B(c) = 0)
(
B0(c) + 0(c) + C(c) 6= 0) s= s+ 1;
B0(c) + 0(c) + C(c) = 0) [1]
[1])
8><
>:
2B0(c) + C(c) 6= 0) s= s;
2B0(c) + C(c) = 0)
(
1
2
2B00(c) + 12
00(c) + C 0(c) + D(c) 6= 0) s= s;
1
2
2B00(c) + 12
00(c) + C 0(c) + D(c) = 0) [2]
[2])
8><
>:
0(c) 6= 0) s= s− 1;
0(c) = 0)
(
B00(c) + C 0(c) 6= 0) s= s− 1;
B00(c) + C 0(c) = 0) [3]
[3])
8>><
>>:
2
3!
B000(c) +

3!
000(c) +

2
C 00(c) + D0(c) 6= 0) s= s− 1;
2
3!
B000(c) +

3!
000(c) +

2
C 00(c) + D0(c) = 0) s= s− 2;
where the polynomials ; B; C and D are dened in (1).
Proof. We shall use the following notation:
c; i(z) = (z − c)c; (i+1)(z) + tc; (i+1); c;0 = ;
Bc; i(z) = (z − c)Bc; (i+1)(z) + sc; (i+1); Bc;0 = B;
Cc; i(z) = (z − c)Cc; (i+1)(z) + qc; (i+1); Cc;0 = C;
Dc; i(z) = (z − c)Dc; (i+1)(z) + pc; (i+1); Dc;0 = D:
In general, S = S(U)(z) satises Eq. (10) with s= s+ 2.
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If (c) + B(c) = 0 holds, the previous equation is divisible by (z− c) and thus the order of the
class of U decreases in one unit. In fact,
(z − c)S 0 = (z − c)BS2 + [2B+ (z − c)C)]S + [c;1 + 2Bc;1 + C + (z − c)D]
and then s = s + 1: If B(c) = 0 and [c;1 + Bc;1 + C](c) = 0 this is equivalent to B(c) = 0 and
B0(c) + 0(c) + C(c) = 0. Thus the previous equation can be divided by (z − c) and the class of
U decreases.
S 0 = BS
2
+ [2Bc;1 + C]S + [c;2 + 2Bc;2 + Cc;1 + D] and then s= s:
Assume (c) = B(c) = 0 (conditions already satised); [2Bc;1 + C](c) = 0 and
[c;2 + 2Bc;2 + Cc;1 + D](c) = 0 , 2B0(c) + C(c) = 0
and
1
2
2B00(c) + 12
00(c) + C 0(c) + D(c) = 0:
Then the class of U decreases.
c;1S 0 = Bc;1S
2
+ [Bc;2 + Cc;1]S + [c;3 + 2Bc;3 + Cc;2 + Dc;1]; s= s− 1:
Finally,
c;1(c) = 0;
Bc;1(c) = 0;
[2Bc;2 + Cc;1](c) = 0;
[c;3 + 2Bc;3 + Cc;2 + Dc;1](c) = 0;
then
0(c) = 0;
B0(c) = 0 (already required)
B00(c) + C 0(c) = 0;
2
3!
B000(c) +

3!
000(c) +

2
C 00(c) + D0(c) = 0:
S satises
c;2S 0 = Bc;2S
2
+ [2Bc;3 + Cc;2]S + [c;4 + 2Bc;4 + Cc;3 + Dc;2]:
Thus, s= s− 2.
This result is a more complete description than the presented in [1], Theorem 4:1:5.
4.2. Examples
In the next examples we shall describe the equations which U =U(1) + c satises where U(1)
is the associated functional of the rst kind for the classical polynomials, as well as the Riccati
equations which the corresponding Stieltjes function, S(z) = S(U)(z), satises.
Because U(1) is a Laguerre{Hahn linear functional, it fulls a distributional dierential equation
and its corresponding Stieltjes function a Riccati dierential equation.
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Table 1
U(1) (z) 	(z) B(z) C(z) D(z)
Hermite 1 2z −1 −2z −2
Laguerre z z − − 3 −− 1 −z +  + 2 −1
Jacobi z2 − 1 −( +  + 4)z − 2−2++2 4(+1)(+1)(++1)(++2)2 ( +  + 2)z − 
2−2
++2  +  + 3
Bessel z2 −2[( + 1)z + 1− −1] − 2−12(2+1) 2(z + 1− −1) 2 + 1
The polynomials ; 	; B; C and D are obtained from the following table (according to Denition
3.1. and Theorem 3.1):
4.3. Hermite polynomials
Let U(1) be the linear functional corresponding to the associated polynomials of the rst kind for
the Hermite polynomials and U=U(1) + c,  6= 0.
(i) If  6= 1, (c) + B(c) 6= 0. U fulls the equation
D[(x − c)2U] + 2(x − c)[(x − c)x +  − 1]U− (x − c)2(x−1U2) = 0:
The class of the functional U is s= 2 and S(z) satises the equation
(z − c)2S 0=−(z − c)2S2 + [− 2z3 + 4cz2 − 2( + c2)z + 2c]S
+[− 2(1 + )z2 + 2c(2 + )z +  − 2 − 2c2]:
(ii) If  = 1, (c) + B(c) = 0. Since B(c) 6= 0, U satises the equation
D[(x − c)U] + [2(x − c)x + 1]U− (x − c)(x−1U2) = 0:
The class of the functional U is s= 1 and S(z) veries the equation
(z − c)S 0 =−(z − c)S2 − 2[(z − c)z + 1]S − 2(2z + c):
4.4. Laguerre polynomials
Let U(1) be the linear functional corresponding to the associated polynomials of the rst kind for
the Laguerre polynomials and U=U(1) + c;  6= 0.
(i) If c 6= (+ 1) then (c) + B(c) 6= 0. U fulls the equation
D[x(x − c)2U] + (x − c)[(x − − 3)(x − c) + 2(+ 1)− 2x]U
−(+ 1)(x − c)2(x−1U2) = 0:
The class of the functional U is s= 2 and S(z) satises the equation
z(z − c)2S 0=−(+ 1)(z − c)2S2 + (z − c)[− 2(+ 1) + (−z + + 2)(z − c)]S
+[z − 2(+ 1) + (z − c)(−z + + 2)− (z − c)2]:
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(ii) If c = ( + 1); (c) + B(c) = 0, but B(c) = −( + 1) 6= 0; ( 6= −1). Then U fulls the
equation
D[x(x − c)U] + [2c − (x − c)(−x + + 2)]U− (+ 1)(x − c)(x−1U2) = 0:
The class of the functional U is s= 1 and S(z) satises the equation
z(z − c)S 0=−(+ 1)(z − c)S2 + [(z − c)(−z + + 2)− 2c]S
+

3c
+ 1
+
(−z + )c
+ 1
− (z − c)

:
4.5. Jacobi polynomials
Let U(1) be the linear functional corresponding to the associated polynomials of the rst kind for
the Jacobi polynomials and U=U(1) + c;  6= 0.
(i) If
 6= (1− c
2)(+  + 3)(+  + 2)2
4(+ 1)( + 1)(+  + 1)
;
then (c) + B(c) 6= 0 and s= 2. S and U satisfy, respectively,
(z − c)2(z2 − 1)S 0= (z − c)2 4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
S
2
+ 2
4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+ (z − c)
2
42 4(+ 1)( + 1)(+  + 1)
(z − c)(+  + 3)(+  + 2)2
+ (z − c)
"
(+  + 2)z − 
2 − 2
(+  + 2)
#3
5 S
+(z2 − 1) + (z − c)
"
(+  + 2)z − 
2 − 2
(+  + 2)
#
+(z − c)2(+  + 3);
D[(x − c)2(x2 − 1)U] + (x − c)2 4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
(x−1U
2
)
+ (x − c)
"
(x − c)
"
−(+  + 4)x + 
2 − 2
(+  + 2)
#
− 2 − (x2 − 1)
#
U= 0:
(ii) If
 =
(1− c2)(+  + 3)(+  + 2)2
4(+ 1)( + 1)(+  + 1)
;
then (c) + B(c) = 0 begin B(c) 6= 0 ( +  = −1 leads to the semiclassical case), and s = 1: S
and U satisfy, respectively,
(z − c)2(z2 − 1)S 0= (z − c)4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
S
2
+ (z − c)2(+  + 3)
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+
(1− c2)(+  + 3)(+  + 2)2
4(+ 1)( + 1)(+  + 1)
(z − c)
"
(+  + 2)z − 
2 − 2
(+  + 2)
#
+

2
4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+(z − c)
"
(+  + 2)z − 
2 − 2
(+  + 2)
##
S
+(z + c)
(1− c2)(+  + 3)(+  + 2)2
4(+ 1)( + 1)(+  + 1)
;
D[(x − c)(x2 − 1)U] + (x − c)4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
(x−1U
2
)
−
"
3x2 − 2cx + 2c2 − 3− (x − c)
"
(+  + 2)x − 
2 − 2
(+  + 2)
##
U= 0:
4.6. Bessel polynomials
Let U(1) be the linear functional corresponding to the associated polynomials of the rst kind for
the Jacobi polynomials and U=U(1) + c;  6= 0.
(i) If
 6= c
22(2+ 1)
2− 1
then (c) + B(c) 6= 0 and s= 2. S and U full
z2(z − c)2S 0= (z − c)

−2 (1− 2)
2(2+ 1)
+ 2(z − c)(x + 1− −1)

S
+z2 + 2
(1− 2)
2(2+ 1)
+ 2(z − c)(x + 1− −1) + (z − c)2(2+ 1)
+ (z − c)2 (1− 2)
2(2+ 1)
S
2
;
D[x2(x − c)2U] + (x − c)

−2(x − c)[(+ 1)x + 1− −1]− 2 (2− 1)
2(2+ 1)
− 2x2

U
+(x − c)2 (1− 2)
2(2+ 1)
(x−1U
2
) = 0:
(ii) If  = c22(2 + 1)=(2 − 1), then (c) + B(c) = 0 being B(c) 6= 0 ( = 12 leads to the
semiclassical case), and s= 1. S and U satisfy, respectively,
z(z − c)2S 0= (z − c) (1− 2)
2(2+ 1)
S
2
+ [− 2c2 + 2(z − c)(x + 1− −1)]S
+
"
(z + c)
c22(2+ 1)
(2− 1) + 2
c22(2+ 1)
(2− 1) (x + 1− 
−1) + (z − c)(2+ 1)
#
;
F. Marcellan, E. Prianes / Journal of Computational and Applied Mathematics 105 (1999) 109{128 121
D[x(x − c)U] + [− (2x − c) + 2c2 − 2(x − c)(+ 1)x + 1− −1)]U
+(x − c) (1− 2)
2(2+ 1)
(x−1U
2
) = 0:
5. Study of the functional U such that (x − c)U = V,  and c 2 C, where the V is a
Laguerre{Hahn functional
Proposition 5.1. Let U and V be two linear functionals related by (x − c)U = V. Then if V is
a Laguerre{Hahn functional; U is also a Laguerre{Hahn functional and conversely.
Proof. Let V be a Laguerre{Hahn functional such that the corresponding Stieltjes function S =
S(V)(z) satises the equation
S 0 = BS2 + CS + D: (13)
Let S(z) = S(U)(z) be the Stieltjes function relative to the functional U. From
Vn = hV; xni=Un+1 − cUn
we get S(z) = (1=)[(z − c)S(z) + 1]. Substituting in (13) we obtain
(z − c)S 0 = (z − c)2BS2 + [− + 2(z − c)B+ (z − c)C]S + [B+ C + 2D]: (14)
Moreover, U satises the equation
D[(x − c)U] + (x − c)[	 − 2B]U+ (x − c)2B(x−1U2) = 0 (15)
with 	 =−0 − C.
Conversely, from the relation between S and S we deduce that if U is a Laguerre{Hahn functional,
i.e., S veries the Riccati equation
  S 0 = B S2 + C S + D;
then V = (1=)(x − c)U is also a Laguerre{Hahn functional and for the corresponding Stieltjes
function S = S(V)(z) the equation
(z − c)S 0 = 2BS2 + [− 2B+ (z − c)C + ]S + [− + B− (z − c)C + (z − c)2D];
holds.
Furthermore, the functional U satises the distributional equation
D[(x − c)V] + [2B+ (x − c)	]V+ 2B(x−1V2) = 0 (16)
with 	 =−(0 + C).
5.1. Determination of the order of the class
In the following, we will assume that V is a Laguerre{Hahn functional of class s.
Proposition 5.2. Let V be a Laguerre{Hahn linear functional of class s and (x−c)U=V. Then
U is a Laguerre{Hahn linear functional of class s; such that s− 16s6s+ 2.
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Proof. Let ;	 and B be as in Proposition 4.2 and let D[U)] +	U + B(x−1U
2
) = 0 be the
equation which fulls U where =(x− c);	=(x− c)(	−2B) and B=(x− c)2B according
to Eq. (15). Thus,
deg = t6s+ 3; deg	 = p6s+ 3; degB = r6s+ 4
and
d =max(t; r)6s+ 4 and s=max(p − 1; d − 2)6s+ 2:
On the other hand, if U is a Laguerre{Hahn functional of class s such that
D[U] +	U+ B(x−1U
2
) = 0; 	 =−(0 + C) then V satises the equation
D[V] +	V+ B(x−1V
2
) = 0; where = (x − c); 	 = [2B+ (x − c)	]; B= 2B;
and deg= t6s+ 3; deg	 = p6s+ 2; degB = r6s+ 2.
Thus d=max(t; r)6s+ 3 and s=max(p− 1; d− 2)6s+ 1.
Proposition 5.3. Let U be a Laguerre{Hahn functional satisfying Eq. (15). For every zero a of
 = (x − c) dierent from c; Eq. (14) is irreducible.
Proof. Since V is a Laguerre{Hahn functional of class s, S(U)(z) satises Eq. (13), where the
polynomials ; B; C and D are coprime. Let  and B as in the Proposition 5.2 and
C(z) =−+ 2(z − c)B+ (z − c)C and D(z) = B+ C + 2D:
(i) If B(a) 6= 0 then B(a) 6= 0.
(ii) If B(a) = 0 and C(a) 6= 0, then C(a) 6= 0.
(iii) If B(a) = C(a) = 0, then D(a) 6= 0 from where jB(a)j+ jCj+ jD(a)j 6= 0.
Proposition 5.4. Let (x − c)U= V and let s and s be the class of U and V; respectively. Then
(c) 6= 0) s= s+ 2:
(c) = 0)
(
B(c) + C(c) + 2D(c) 6= 0) s= s+ 2;
B(c) + C(c) + 2D(c) = 0) [1];
[1])
8><
>:
−0(c) + 2B(c) + C(c) 6= 0) s= s+ 1;
−0(c) + 2B(c) + C(c) = 0)
(
B0(c) + C 0(c) + 2D0(c) 6= 0) s= s+ 1;
B0(c) + C 0(c) + 2D0(c) = 0) [2];
[2])
8>>>><
>>>>:
0(c) 6= 0) s= s;
0(c) = 0)
8>><
>>:
B(c) 6= 0) s= s;
B(c) = 0)
( −
2 
00(c) + 2B0(c) + C 0(c) 6= 0) s= s;
−
2 
00(c) + 2B0(c) + C 0(c) = 0) [3];
[3])
(
B00(c) + C 00(c) + 2D00(c) 6= 0) s= s;
B00(c) + C 00(c) + 2D00(c) = 0) s= s− 1;
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where the polynomials ; B; C and D are dened in (13).
Proof. We will use the same notation as in Proposition 4.4.
If (c) 6= 0, S(z) = S(U)(z) satises Eq. (14). Then s= s+ 2.
If (c) = 0 and B(c) + C(c) + 2D(c) = 0, the previous equation is divisible by (z − c). Thus.
S
0
= (z − c)BS2 + [− c;1 + 2B+ C]S + [Bc;1 + Cc;1 + 2Dc;1] and s= s+ 1:
If −c;1(c) + 2B(c) + C(c) = 0 and Bc;1(c) + Cc;1(c) + 2Dc;1(c) = 0, then
−0(c) + 2B(c) + C(c) = 0 and B0(c) + C 0(c) + 2D0(c) = 0:
Dividing by (z − c),
c;1S 0 = BS
2
+ [− c;2 + 2Bc;1 + Cc;1]S + [Bc;2 + Cc;2 + 2Dc;2] and then s= s:
If
8>>>><
>>>>:
c;1 = 0) 0(c) = 0;
B(c) = 0;
(−c;2 + 2Bc;1 + Cc;1)(c) = 0) −2 
00(c) + 2B0(c) + C 0(c) = 0;
(Bc;2 + Cc;2 + 2Dc;2)(c) = 0) B00(c) + C 00(c) + 2D00(c) = 0;
we can divide again by (z − c). So,
c;2S 0 = Bc;1S
2
+ [− c;3 + 2Bc;2 + Cc;2]S + [Bc;3 + Cc;3 + 2Dc;3] and s= s− 1:
This result gives a more descriptive analysis than that presented in [1], Lemma 4:2:6.
5.2. Examples
In these examples we shall describe the equations which U satises, when (x − c)U = V and
V is the associated functional of the rst kind for the classical polynomials, as well as the Riccati
equation which satises the corresponding Stieltjes function S(z) = S(U)(z).
Because V is a Laguerre{Hahn functional, it fulls a distributional dierential equation and S(z)=
S(U(1))(z), a Riccati equation.
The polynomials ; 	; B; C and D are obtained from the Table 1.
5.3. Hermite polynomials
(c) 6= 0) U fulls the equation
D[(x − c)U] + 2(x − c)(x + 1)U− (x − c)2(x−1U2) = 0:
The class s of the linear functional U is s= 2. S(z) satises the equation
(z − c)S 0 =−(z − c)2S2 − [ + 2(z − c)(z + 1)]S − [1 + 2z + 22]:
5.4. Laguerre polynomials
(i) If c 6= 0; (c) 6= 0 and s= 2. U and S(z) satisfy, respectively,
D[x(x − c)U] + (x − c)[(x − − 3) + 2(+ 1)]U− (+ 1)(x − c)2(x−1U2) = 0:
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z(z − c)S 0=−(+ 1)(z − c)2S2 − [z + 2(+ 1)(z − c) + (z − − 2)(z − c)]S
+[− 2 − (+ 1) + (−z + + 2)]:
(ii) If c = 0 and B(c) + C(c) + 2D(c) =−(+ 1) + (+ 2)− 2 6= 0, then s= 2.
Moreover,
D[x2U] + x[(x − − 3) + 2(+ 1)]U− (+ 1)x2(x−1U2) = 0;
z2S 0=−(+ 1)z2S2 + [− z − 2(+ 1)z + z(−z + + 2)]S
+[− (+ 1) + (−z + + 2)− 2]:
(iii) If c = 0; B(c) + C(c) + 2D(c) =−(+ 1) + (+ 2)− 2 = 0 and
−0(c) + 2B(c) + C(c) =− − 2(+ 1) + (+ 2) 6= 0:
Thus s= 1.
Furthermore,
D[xU] + [2(+ 1)− (−x + + 2)]U− (+ 1)x(x−1U2) = 0;
zS 0 =−(+ 1)zS2 + [−  − 2(+ 1) + (−z + + 2)]S − :
(iv) If c = 0; B(c) + C(c) + 2D(c) =−(+ 1) + (+ 2)− 2 = 0
−0(c) + 2B(c) + C(c) =− − 2(+ 1) + (+ 2) = 0;
B0(c) + C 0(c) + 2D0(c) =− 6= 0:
Then s = 1. ( = 0 is excluded because of the quasi-deniteness condition). U and S(z) satisfy,
respectively,
D[xU] + (x − 1)U− (+ 1)x(x−1U2) = 0;
zS 0 =−(+ 1)zS2 − zS − :
5.5. Jacobi polynomials
(i) If c 6= 1; (c) = c2 − 1 6= 0. Then s= 2.
Moreover,
D[(x − c)2(x2 − 1)U] + (x − c)
"

"
−(+  + 4)x + 
2 − 2
(+  + 2)
#
− 8(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2

+(x − c)2 4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
(x−1U2) = 0;
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(z − c)(z2 − 1)S 0= (z − c)2 4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
S
2
+
4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+

−(z2 − 1) + (z − c)8(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+(z − c)
"
(+  + 2)z − 
2 − 2
(+  + 2)
##
S
+
"
(+  + 2)z − 
2 − 2
(+  + 2)
#
+ 2(+  + 3);
(ii) If c =1 and
B(c) + C(c) + 2D(c) =
4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+
"
(+  + 2)(1)− 
2 − 2
(+  + 2)
#
+ 2(+  + 3) 6= 0:
Then s= 2.
D[(x − (1))(x2 − 1)U] + (x − (1))2 4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
(x−1U2)
−

2(x − (1))4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+ (x − (1))

"
(+  + 4)x − 
2 − 2
(+  + 2)
##
U= 0;
(z − (1))(z2 − 1)S 0= (z − (1))2 4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
S
2
+
4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+(z − (1))
"
− (z
2 − 1)
(z − (1)) +
8(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+
"
(+  + 2)z − 
2 − 2
(+  + 2)
##
S
+
"
(+  + 2)z − 
2 − 2
(+  + 2)
#
+ 2(+  + 3):
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(iii) If c =1; B(c) + C(c) + 2D(c) = 0 and
−0(c) + 2B(c) + C(c) =−2(1) + 8(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+
"
(+  + 2)(1)− 
2 − 2
(+  + 2)
#
6= 0:
Then s= 1.
Furthermore,
D[(x2 − 1)U] +

−8(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+
"
−(+  − 3)x + 
2 − 2
(+  + 2)
 1
##
U
+(x − (1))4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
(x−1U2) = 0;
(z2 − 1)S 0= (z − (1))4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
S
2
+

8(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
+ 
"
(+  + 2)z − 
2 − 2
(+  + 2)
#
− (z + (1))
#
S + (+  + 2):
(iv) If c=1; B(c) + C(c) + 2D(c) = 0; −0(c) + 2B(c) + C(c) = 0, and B0(c) + C 0(c) +
2D0(c) = (+  + 2) 6= 0. Then s= 1.
D[(x2 − 1)U]− [2x + (+  + 1)(x − (1))]U
+(x − (1))4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
(x−1U2) = 0;
(z2 − 1)S 0= (z − (1))4(+ 1)( + 1)(+  + 1)
(+  + 3)(+  + 2)2
S
2
+(+  + 1)(z − (1))S + (+  + 2):
5.6. Bessel polynomials
(i) If c 6= 0, then (c) 6= 0 and s= 2.
D[x2(x − c)U]− 2(x − c)

2(− 1)
2(2+ 1)
+ [(+ 1)x + 1− −1]

U
− (x − c)2 2(− 1)
2(2+ 1)
(x−1U2) = 0;
z2(z − c)S 0=−(z − c)2 2(− 1)
2(2+ 1)
S
2
+

2(z + 1− −1) + 2(2+ 1)− 2(− 1)
2(2+ 1)

+

−z2 − 2(z − c) 2(− 1)
2(2+ 1)
+ 2(z − c)(z + 1− −1)

S:
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(ii) If c=0 and B(c)+C(c)+2D(c)= (−2(−1)=2(2+1))+2(1−−1)+2(2+1) 6= 0,
then s= 2.
D[x3U]− 2x

2(− 1)
2(2+ 1)
+ [(+ 1)x + 1− −1]

U− x2 2(− 1)
2(2+ 1)
(x−1U2) = 0;
z3S 0=−z2 2(− 1)
2(2+ 1)
S
2
+

2z(z + 1− −1)− z2 − 2z 2(− 1)
2(2+ 1)

S
+

− 2(− 1)
2(2+ 1)
+ 2(z + 1− −1) + 2(2+ 1)

:
(iii) If c= 0; B(c) + C(c) + 2D(c) = 0, and −0(c) + 2B(c) + C(c) =−2(2(− 1)=2(2+
1)) + 2(1− −1) 6= 0, thus s= 1,
D[x2U]−
−4(− 1)
2(2+ 1)
+ [(2+ 1)x + 2− 2−1]

U− x 2(− 1)
2(2+ 1)
(x−1U2) = 0;
z2S 0 =−z 2(− 1)
2(2+ 1)
S
2
+

2(z + 1− −1)− z − 4(− 1)
2(2+ 1)

S + 2:
(iv) If c = 0; B(c) + C(c) + 2D(c) = 0; −0(c) + 2B(c) + C(c) = 0, and B0(c) + C 0(c) +
2D0(c) = 2 6= 0, then s= 1,
D[x2U]− [x(2+ 1)]U− x 2(− 1)
2(2+ 1)
(x−1U2) = 0;
z2S 0 =−z 2(− 1)
2(2+ 1)
S
2
+ z(2+ 1)S + 2:
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