We examine a multi-server queueing system with Poisson arrivals in which customers require simultaneous service from a random number of servers. Servers assigned to the same customer begin and end service concurrently. Service times are, in general, assumed to be exponentially distributed. A system point approach is presented as a framework for obtaining the waiting time distribution for each customer type. Explicit solutions are derived for the two-server system. 
Definitions and System Point Theory
The general system consists of s servers and k customer types (k < s). Type\i, i = 1, . . . , k, customers arrive according to a Poisson process at rate Xi and require an exponentially distributed amount of service time with mean 1/ ji simultaneously from c(i) servers (c(i) Define W(')(t) to be the virtual waiting time (in queue before service) at time t for a Type i customer. We define a random variable M(t), called the system configuration at time t, such that the process {< W(O(t), M(t)>} is Markovian for i = 1, . . . , k. Let the k customer types be numbered from 1 to k such that c(i) < c(j) for i <j. Then M(t) = (nI, . .. , nk) if a Type 1 customer arriving at t would "see" ni Type i customers, i = 1, ... , k, in service at his service-starting epoch exclusive of customers who arrive at or subsequent to time t. We will denote the set of possible configurations for a given system by X4. For example, in the two-server system where Type 1 customers require one server and Type 2 require two, XA' = {(0, 0), (1, 0)} and M(t) = (1,0) if the system is not empty at time t and the last arrival was a Type 1, while M(t) = (0,0 ) otherwise.
The stochastic process {< W(')(t), M(t)>} is called the System Point process for customer type i. Let f(')(w, m) denote its density. It is assumed that lim fi/')(w,m) =f(i)(w,m),
i-1, ... , k. tind00 condition for the existence of a limiting distribution can be obtained from matrixgeometric theory as in Kim (1979) . (The general equilibrium condition for matrixgeometric queueing systems, which can be found in Neuts (1980) , basically requires that the total probability of an upward jump in the number in system be strictly less than that of a downward jump.) In ?3 this condition is given explicitly for the two server system. For each SP process, if the state of the system is <w, m> at time t, the state may be pictured as a point with coordinates (t, w) in a coordinate system corresponding to configuration m. This point, denoted by SP(i) for the ith process, traces out the sample function as t increases and is called the System Point. For a system with N configurations (see ?5 for a characterization of N) there will be N such coordinate systems, called "pages" in SP theory, for each customer type. The N pages may be thought of as being one behind the other in a "book" with the projection being the "cover." For a full description of the concepts of SP, "pages," and "book," see Brill and Posner (1981a) . So if there are k customer types, their virtual waiting time sample paths will be traced out simultaneously in k "books."
Figures 1 and 2 illustrate this for the two-server system in which both customer types require an exponentially distributed amount of service time with mean 1/jt (exp(tt)). The configuration set was described above. the two pages are superimposed, the resulting sample function will be a piecewise continuous graph of the usual virtual waiting time traced out on the "cover". Consider the sample function for a Type 1 customer as shown in Figure 1 . For simplicity, the configurations (1, 0) and (0, 0) are denoted as 1 and 2, respectively. At t = 0 the system is empty and so SP (1) 
Model Equations for the Two-Server System
We assume a two-server system with two customer types: Type 1 customers arrive according to a Poisson process at rate A,, and require an exponentially distributed amount of service time with mean 1/It from one server; Type 2 customers arrive according to a Poisson process at rate A2 and require service from both servers simultaneously with service time distribution B. We define A = Al + X2. Let po be the equilibrium probability that the system is empty. This is a nonwaiting state for both customer types. For SP(l) define Pi as the probability that exactly one Type 1 customer is in service and there is no queue. This is a nonwaiting state for a Type 1 customer. As noted before, there are two configurations for this system: M(t) = 1 if the system is not empty at time t and the last customer to arrive was a Type 1; M(t) = 2 otherwise. This is equivalent to the definition of configuration given for the general model in the last section.
For each customer type, we will derive a set of balance equations which equate the rate of entrance of the SP into the set {<u, m> O < u < w}, w > 0, m = 1,2, with its rate of exit from this set. These equations plus the balance equations for the nonwaiting states and the normalizing condition that all probabilities sum to one will be solved for the case where B is exp( ,u) in the next section to yield the waiting time densities for each customer type. Note, however, that it is sufficient to solve for the functions relating to SP(1) only, namely f( '(w, 1), f( l)(w, 2) and the probabilities po and Pi* The SP(2) results can be computed from the following relationships: (iii) it can be at level wi in the set (0, w) on page 2 and a Type 1 customer arrives. From Theorem 1, the rate of the first of these occurrences is given by the first term of the LHS of (2.3). The other two terms of the LHS are clearly the rates of the second and third occurrences, respectively. Similarly, there are three ways in which SP(1) can exit the set (0, w) on page 1 and the rates of these events are given by the right-hand side (RHS) of (2.3). The first term is the rate at which SP(1) will exit due to Type 2 arrivals. The second term is derived by noting that if the Type 1 virtual wait is a < w, then a Type 1 arrival will cause the virtual wait to exceed w with probability e-2u(w-a). Finally, the third term is, by Theorem 1, the rate at which SP (1) where B(x) = Pr (Type 2 service time < x). Again, the LHS represents the total entrance rate of SP(1) into (0,w) on page 2 and the RHS, the total exit rate. On this page, there are four ways in which the SP can enter (0, w) with rates given by the four terms of the LHS of (2.4). Respectively, these terms are (i) the downcrossing rate into (0, w) on page 2; (ii) the rate at which Type 2 customers with service time less than w arrive to an empty system; (iii) the rate at which Type 2 customers arrive when a Type 1 is in service, there is no queue and the sum of the Type l's remaining service time and the Type 2's service time is less than w; (iv) the analogous case when a Type 2 arrives when the system state is <a, 1>, 0 < a < w. The exit rates are given by the three terms on the RHS and are due to: a Type 1 arrival, a Type 2 arrival that increments the virtual wait above w, and the rate at which SP(1) impacts with w = 0. For the nonwaiting states corresponding to exactly one Type 1 in service and no queue, and the empty system, respectively, we can write (X + 0)P = X1P0 + f(1 )(0+, 1), (2 (2) in .eS ( (2)2 1), f(2) (.,2) and g(2) (.), are then calculated by using formula (2.2).
SP(1) pdf's
The system of integral equations (2.3) and (2.4) was transformed into a system of ordinary differential equations (ODE's) for the functions f() (w, 1) and f(1) (w, 2), w > 0. The resulting system is equivalent to the same fourth order homogeneous ODE both for f(l)(w, 1) and f(l)(w, 2), and is given by (3.1) which was obtained using standard methods. (For details see Brill and Green 1982 .) The densities will be those solutions of (3.1) which are bounded, nonnegative, real valued, tend to zero as w tends to infinity, and satisfy certain initial conditions, and the normalizing condition (2.8).
(y4D4 + y3D3 + y2D2 + y1D + y0)f(')(w, j) = 0, j= 1,2, (3 
SP(2) pdf's
The pdf's of the waiting times of Type 2 customers can now be calculated using (2.2), the computed SP(1) pdf's and either (3.3) or (3.5) depending on the nature of the roots of (3.2). In the SP(2) calculations, the relative value of 11 must also be considered, in order to avoid division by zero, and this results in some further cases (cf. Appendix). The pdf of an arbitrary Type 2 arrival is given by (2.12). Note that in all cases f(2)(w,2) =f(l)(w,2) so that we only have to derive f(2)(w, 1) once the SP(1) pdf's are known.
Three Distinct Negative Real Roots. In ( The probabilitypo of having zero customers in the system is, due to Poisson arrivals, also the probability of a zero wait in SP(2). It is only one component of the probability of a zero wait in SP(1). However, Pi describes a waiting effect in SP(2) different from that in SP(1). In SP(2), Pi is part of the probability of a positive waiting time for Type 2's, and is incorporated in the expression for f(2) (w, 1), observable in (2.2), (3.7), and (3.9). In SP(1), p1 is the other part of the probability of a zero wait for Type l's. Figure 4 also illustrates the sensitivity of waiting patterns to changes in ,u, when the existence criterion is satisfied by a wide margin, and when it is barely satisfied. For example, when y changes from 3 to 2.5 (a 16.7% decrease), the pdf's do not change drastically, and the two waiting times' patterns are similar. However, when y changes from A = 2 to A = 1.76 (a 12% decrease) there is a sharp change to very long waits especially for Type 2 customers. Figure 5 shows that as y increases from 1.75, po increases first rapidly and then more slowly; pI first increases gradually to a maximum in the vicinity of A = 3.3, and then slowly decreases. and g(2)(.) in Figure 6 . The graph of g(2) (*) would be more sinusoidal except for the exponential term pl Ae -w in the convolution (3.9), which smooths it.
Examples

Generalization for Larger Systems
Some systems with more than two servers are mathematically identical or very similar to the two-server system solved in the preceding sections. For example, if a system has seven servers and there are only two types of customers-those requiring three servers and those requiring all seven, we have the same exact structure as with two servers and the solution in ?4 will be valid for this larger system as well.
More generally, the definiton of the system configuration at time t given in ?1 can be used in any size system to obtain set balance equations for the virtual waiting time distribution of each customer type. For example, consider the system with three servers and three customer types. The solution technique used in this paper will, of course, only be practical for a given application if the configuration space and hence the cost of solution is not unduly large relative to the potential benefits of obtaining an exact solution. However, the methodology can serve as a guide for devising numerical and approximation techniques which would be more appropriate for large values of R (e.g. R > 6) since N(R) grows rapidly with R. This dimensionality problem will not be as severe, of course, when the number of customer types is smaller than the total number of servers as is the case in many real applications. For example, in communications systems, there are typically only two or three kinds of transmissions requiring different numbers of channels (see e.g. Gimpelson 1965 , Nigam 1975 The functional form of f(2) (w, 1) is easily calculated using (2.2) and by considering the two cases s + y #7 0 and s + y = 0 separately, in a similar manner to the derivation of (A. 2) and (A.3) . Neither of the two cases in this subsection has occurred in a multitude of numerical examples.1
