Three-dimensional mathematical models of the tibio-femoral joint require input of the geometry of articulating surfaces and ligament insertions, and the mechanical properties of cartilage and ligaments. This paper describes a validation of a knee model through a direct specimen-related comparison between the knee model and the kinematics of four knee joint specimens from which the geometry data were used as input of the model The knee model is quasi-static and is based on equilibrium of forces and moments. The stiffness properties of the ligaments and articular cartilage were estimated on the basis of data reported in the literature. The so-called reference strains in the ligament bundles for the joint in extension, were determined by using an optimization procedure, minimizing the difference between the kinematics of the model and the kinematics of experimentally obtained flexion motions with an internally or an externally rotated tibia (±3 Nm load). A reasonable to good agreement between the model and the experimental kinematics could be obtained for internal-external rotation laxity and the coupled translations and varus-valgus rotation. The disparity between model and experiment varied from knee to knee, average deviations ranging from close to zero to 8° internal rotation deviation and from 5 mm posterior to 3 mm anterior position deviation. The average anterior-posterior laxities at both 20° and 90° flexion were within the variations reported in the literature, although for each individual joint with some underestimation or overestimation. It was concluded that the optimization procedure compensated for the lack of menisci and capsular structures by higher prestrains, thereby overestimating the ligament forces, Despite the gross simplifica tions relative to the complex anatomy of the knee, the present knee model can realistically simulate the passive motion characteristics of the human knee joint.
INTRODUCTION
A mathematical model of the tibio-femoral joint can be a versa tile tool for parametric analyses of knee ligament function (Blan kevoort and Huiskes, 1989) , knee prosthetic design (Essinger et al, 1989) and ligament reconstruction procedures (Bach et al, 1992; Gibson et al, 1986) . Three-dimensional knee joint models require the geometry of the articular surfaces and the insertion sites of the ligaments, and the mechanical properties of liga ments and cartilage surfaces (Andriacchi et al, 1983; Essinger et al, 1989; Wismans et al, 1980) . The geometry of the articular surfaces and the ligament insertion sites of one or more indi vidual joints were usually measured accurately (Essinger et al, 1989; Wismans et a l, 1980) , whereas the stiffness parameters for the ligaments and articular contact were based on data reported in the literature (Andriacchi et al, 1983; Essinger et al, 1989; Gibson et al, 1986) . Sufficient data are available for the nonlin ear stress-strain or force-Tength relationships of the ligaments (e.g. Butler et al, 1986; Trent et al, 1976) but for the reference strain, i,e, the strain in ligaments for the joint in extension (Wismans et al, 1980) , and the related zero-load length of the ligaments there are no data available. In knee models, the ligament reference strains were merely estimated, and sometimes adapted by means of trial and error in order to get better agreement with experimental data (Blankevoort et al, 1991) or to prevent the ligaments from being overstrained for particular joint motions (Essinger et al, 1989; Wismans et al, 1980) . This study addressed the question how closely a mathematical knee model can approach experimentally obtained passive motion characteristics of a particular knee joint from which the geometry data are used as input. Because the stiffness properties of the articulating surfaces have a small effect on the model characteristics (Blankevoort el al, 1991) and good estimates of the ligament stiffnesses were available, this study was focussed on the unknown parameters, i.e. the reference strains of the ligaments. The ligament reference strains were determined in an optimization procedure based on the minimization of the dis parity between the kinematics of the model and those experi mentally obtained for a particular knee, for given values of the ligament stiffnesses. After the optimization procedure, the opti mized model was then used to stimulate anterior-posterior and varus-valgus laxity tests and the results were compared with data from the literature.
METHODS
The three-dimensional mathematical knee-joint model used in this study, featured anatomically shaped three-dimensional articular surfaces with a thin layer of deformable cartilage and an arbitrary number of nonlinear elastic line elements represent ing the ligaments. Friction at the articular contact was neglected. The model solved the equilibrium equations of forces and mo ments from the externally applied loads, the ligament forces, the contact forces and the constraint loads. The constraint forces and moments reacted to the prescribed degrees of freedom. The model accounted for the interaction between the medial collat eral ligament and the medial bony edge of the tibia (Blankevoort and Huiskes, 1991 k is the linear stiffness and er is the reference strain. sT is given for all four knees after the optimization (opt.) procedure to match the models of the four knee joints with internal-external rotation only (int/ext.) and to both internal-external rotation and an terior-posterior translation (int/ext., ant/post,) for flexion motions along the envelope of passive knee motion. Ligament bundles which are slack for both the internal and external motion pathways are marked with *. (Bundle identifications: a = anterior, p = posterior, s = superior, i = inferior.) not given below can be found in Blankevoort et al (199ib) and Blankevoort and Huiskes (1991) .
The femur was assumed to move relative to the tibia, The displacements were expressed as the translations of the origin of the femoral coordinate system, which was located 15 mm prox imal relative to the posterior insertion site of the anterior cruci ate ligament on the tibia when the joint was extended (Blan kevoort et al, 1988) , The rotation convention was similar to the one proposed by Grood and Suntay (1983) in the sense that joint rotations were expressed as rotations of the tibia relative to the femur.
Each ligament was represented by multiple line elements connecting the femur and the tibia. The magnitude of the liga ment force ƒ in a line element was related to the ligament strain s by (Wismans, 1980) :
where ë! is a strain constant and k is a stiffness constant. The actual strain e was determined from the actual length L of the line element and its zero-load length L0l by e « (L -Lq)/L0 .
The actual length L followed directly from the translations and rotations and the insertion locations (Blankevoort and Huiskes, 1991) , At the reference extension position of the joint, the initial strain in each line element was denoted by the parameter er, the "reference strain", given by
where Lr is the reference length.
The geometric data of four knee specimens from the previous studies (Blankevoort et al., 1988 (Blankevoort et al., ,1991a were used as input for the knee model. The locations of the ligament insertions were obtained by Roentgen-stereophotogrammetry (Blankevoort et ai, 1991a) . The geometry of the articular surfaces was meas ured by a stereophotogrammetric technique from Meijer et al. (1989) which was based on the close-range stereophotogrammet ric method described by Huiskes et al (1985) , The surfaces were approximated by polynomial functions with an accuracy vary ing between 0.14 and 0.39 mm (root mean square error). In all knee models, the same stiffnesses were chosen for the ligaments (Table 1) (Blankevoort et al, 1991b) . The initial reference strains for each knee were estimated on the basis of the ligament length and recruitment patterns of each knee (Blankevoort et ai, 1991a) , A representation of the model of knee specimen 2 is shown in Fig. 1 .
The optimization procedure, as applied to each knee model, minimized the differences in kinematic parameters between the knee model and the experiment by variation of the reference strains in the line-elements. The optimization function was rep resented by the error vector E(£r) = Pm(gr) -P c
in which the vector Pe contained the experimental observations and Pm (£r) contained the results of the equivalent model calcu lations for a given set of reference strains contained in the vector er. The flexion angle was prescribed in the experiments and the remaining five degrees of freedom were unconstrained. Inter nal-external (I-E) rotation and anterior-posterior (A-P) translation were chosen as the variables to be optimized relative to the experimental data. The varus-valgus (V-V) rotation, proximal-distal (P-D) and medial-lateral (M-L) translations were assumed to be coupled motions, which are mainly depen dent on the articular geometry and not very sensitive to vari ations of the reference strains in the ligaments. The minimization was performed through a modification of the Levenberg-Marquardt algorithm by using the general least-squares solver LMDIF (from MINPACK (Moré et al, 1980) , Argonne Nation al Laboratory, Argonne, Illinois, U.S.A.), A limit of 0.1 was set to the reference strain er in order to prevent the occurrence of unrealistic reference strains. tions, the first with an internally applied axial torque (M 3) of 3Nm and the second with an externally applied torque (M3) of 3 Nm, in absence of other external loads. The axial torque was applied about the long axis (x3) of the tibia, independent of the femoral motions. The choice for these motion pathways was based on the rationale that a limited number of experimental positions were required for the optimization procedure (limita tion of computing time) and that all ligaments needed to be strained at least once. The I-E rotations and A -P translations for these two motion pathways, each simulated by 7 joint posi tions, defined the goal of the optimization procedure. For each model two optimizations were performed. In the first optimiza tion the goal parameter was I-E rotation as functions of flexion only, while in the second optimization the goal parameters were both I-E rotation and A -P translation as Functions of flexion.
Because the values of the I-E rotation as expressed in degrees were generally higher than those of the A -P translation ex pressed in mm, a weight factor of 3 was used for the A -P translation.
The final analysis concerned a comparison of the laxity char acteristics of the optimized knee-models with data reported in the literature. For this purpose the A -P laxity at ± 100 N at 20 and 90° flexion and the V-V laxity data at ±20N m at exten sion and 20° flexion were chosen from the in vitro and in vivo studies of Markolf et ai (1976 Markolf et ai ( , 1978 Markolf et ai ( , 1984 . These studies were consistent and considered representative of other knee laxity studies (Hirokawa, 1993) . Each model was used to simulate the A -P laxity tests and the V-V laxity tests while the flexion angle and the I-E rotation were constrained.
RESULTS
The motions simulated in the optimization procedures were flexion along the envelope of passive motion (Blankevoort et at, 1988) . These flexion motions were defined by two loading condi-As illustrated for one knee specimen (Fig. 2) , the similarity between the model and the experimental data was not very close. anterior deviation for the internal motion pathway exceeding 4 mm at one point. Optimization of both the I-E rotation and A-P translation brought the A-P translation of the model within 1 mm of the experimental data with a slight increase in the I-E rotation deviation.
Experiment

Not optimized opt. to I-E opt to I-E and A-P
In the four knee models, the resulting reference strains differed considerably between the two optimization procedures, to I-E only and to both I-E and A -P (Table 1) . In some cases, line elements had reference strains that were so low, that they re mained slack for both the internal and external motion path ways. These line elements were not required in the knee model to obtain the optimal match with the experimental data in the cases concerned. When starting the optimization procedures with different initial reference strains, the models converged in nearly all situations to the same solution. Only in those cases where the starting values were extremely high or extremely low, did the solutions differ. In these (physically unrealistic) cases, the opti mal solution showed less agreement with the experimental values. A reduction of the reference strain limit from 0.1 (10%) to 0.05 (5%) affected the reference strains in the solution only marginally and hardly affected the quality of fit with the experi mental data, showing slight increases in the internal or external rotations. The reference strain limit of 0.05 did, however, reduce the strains in those line-elements which originally had reference strains between 0.05 and 0,1.
The optimization procedures brought the motion character istics of all four knee models closer to those obtained experi mentally, as illustrated by the comparison of the mean devi ations and the extreme deviations before and after optimization (Fig. 3) . For all specimens, the external motion pathway was found to match the experiments the best, whereas the results for the internal motion pathway varied considerably among the four joints. The optimized models of the knee specimens 2 and 3 showed the best results, whereas the model of knee specimen 1 was the worst. The model of specimen 1 optimized with respect to both I-E and A -P showed an increased deviation of internal rotaion of more than 10°, with flexion angles higher than 30°. Two of the models of specimen 4, the one before optimization and the one optimized with respect to I-E only, luxated for internal rotation at flexion angles above 70°. A luxation was characterized by one of the condyles sliding off the tibial plateau, which resulted in a mechanically unstable position. In the over all comparison, the data of the internal motion pathway above 70° of flexion was omitted for this specimen. When the model of specimen 4 was optimized with respect to I-E and A -P, it did not luxate but showed an increased internal rotation relative to the experimental values of the same order of magnitude as found in specimen 1 for the internal motion pathway above 70° flexion.
The other motion components, i.e. varus-valgus (V-V) rota tion, medial-lateral (M-L) translation and proximal-distal (P-D) translation, were assumed to be coupled motions. They were hardly affected by the optimization process. The mean deviations for the coupled V-V and M-L motions were the highest for specimen 2,1.6° varus and 1.5 mm medial, and the [mm] 20 degrees flexion (1976, 1978) opt. to I -E opt. to I-E and A -P Markolf et al (1976; cf. 1978) and (M2) the in viva data of Markolf et al (1978) .
Posterior laxity
lowest for specimen 2,0.7° valgus and 0.2 mm anterior. The deviation in the P -D direction was about -2 mm for all models, which means that the femur was about 2 mm closer to the tibia as in the experiment. The anterior and posterior laxities at a load level of 100 N of the optimized models compare relatively well with the experi mental values of Markolf et al. (1976 Markolf et al. ( ,1978 (Fig. 4) . At 20° flexion, the models optimized with respect to I-E only, compare better with the values of Markolf et a l (1976 Markolf et a l ( ,1978 in particular for posterior laxity. At 90° flexion, the difference between the two optimization strategies is small, except for the model of knee specimen 1, which also showed the worst results after optimiza tion to the internal and external motion pathways. The anterior and posterior laxities at 90° flexion of the models of specimens 3 and 4 were low relative to the average experimental data, but taking into account the 95% confidence interval (approximately mean ± two times standard deviation), the values are not un realistic.
The V-V laxities of the four models at extension and 20° flexion of the four optimized models compare very well with the average data of Markolf et al (1976 Markolf et al ( ,1978 Markolf et al ( ,1984 (Fig. 5) . The magnitudes of the V-V laxities of the models optimized with respect to both I-E and A -P are within the range of the reported standard deviations. The magnitudes of the V-V laxi ties for the models, optimized with respect to I-E only were not much different, less than 10% of the magnitudes obtained with the models optimized with respect to both I-E and A-P,
DISCUSSION
In this study the geometric data on the ligament insertions and the articular geometry were obtained from each knee speci men of which also the passive motion characteristics were meas ured, The geometric data were used as input of a three-dimen sional mathematical model whereby the motion characteristics were used to determine the ligament reference strains by math ematical optimization of the match between the experiments and the model, for a given set of mechanical properties of the liga ments and the articular cartilage.
The process of determining the reference strains is based on the assumption that, for a given joint position, the sum of the forces in the ligaments and in the articular contacts balance the externally applied loads. The ligament forces were changed by altering the reference strains. For a fixed joint position this is similar, to some extent, to changing the ligament stiffness where by the load balance is influenced (Blankevoort et al, Í987) . The ligament forces, in turn, will affect the contact forces (Blan kevoort and Huiskes, 1989) . Implicitly, it is assumed that the configuration of multiple linc-elements representing the liga ments, is adequate for the function of all capsular and ligamen tous structures of the knee. The structures which are loaded in the real knee, but not represented in the model, have to be compensated for by introducing additional loads on the struc tures which are represented in the model. When there was a redundancy in the ligament configuration within the knee model, some of the line elements were eliminated in the optim ization process by adopting a very low reference strain. This points to a weakness of present knee-joint models. The reference strains as determined in the optimization process, cio not repres ent precisely the reference strains in the real joint because of the compensation mechanism. It can be assumed that the reference strains in the model were overestimated, given the fact that an increase of the reference strain will lead to a higher ligament force. Thus also the ligament strains and ligament forces are overestimated in the model. On the other hand, the optimization technique resolves issues bothering one, whether or not a chosen model configuration is valid for simulating the load balance across the knee. The optimization process will not lead to a satisfactory match with the motion characteristics when those structures are discarded, whose function cannot be compensated for by the structures included in the model.
The suitability of the optimization method to determine the best model was clearly illustrated. Of the four knee models in the present study, those of specimens 2 and 3 performed excellently when optimized to both I-E and A-P, The other two showed poor behaviour with respect to internal rotation at the higher flexion angles. The insufficient compensation of the absence of the menisci by the ligaments in the model could well be the reason for this, although the differences between the intact knees 5. (a) The varus and valgus laxities of the four optimized models at extension for varus-valgus moments of 20 Nm, with axial rotation constrained, as compared with (Ml) the in vitro data of Markolf et ai (1976; cf, 1978) and (M2) the in vivo data of Markolf et al. (1978) . (b) The total varus-valgus laxity of the four optimized models at 20° flexion for varus-valgus moments of 20 Nm as compared with the (M3) in vivo data of Markolf et ai (1984) .
Representing each ligament by only two or three ligaments and disregarding the menisci and most of the capsular structures is a weakness of the present knee models. It may lead to a non stable knee joint model for certain joint positions and loading conditions. The question then is whether a dissected knee joint, in which only those structures which are also contained in the knee model are left, will be unstable. In the experimental situ ation, no compensation for the dissected ligamentous structures can be achieved by increasing the initial tensions in the remain ing ligaments. The model analyses do show that the compensa tion mechanism may not always lead to satisfactory results.
The comparison with the anterior and posterior laxity data of Markolf et al. (1976 Markolf et al. ( ,1978 , showed that for nearly all optimized models the anterior laxities were realistic for 20 and 90° fiexion. The posterior laxity value at 20° flexion seemed to be overes timated in the models which are optimized to both I -E and A-P. It must be noted here that during the optimization process the A-P position of the femur relative to the tibia was optimized and not the A -P laxity. At 90° flexion some overconstraint was present in two of the four models. It was concluded that when forcing the knee model to a correct A -P position, the posterior laxity was affected unfavorably. This was due to the simplified two-line model of the posterior cruciate ligament. Such a discret ization of the posterior cruciate ligament may have had a con siderable effect on the posterior laxity when omitting a possibly important load-bearing part of the ligament which is located in between the most antero-lateral and most postero-medi al bundles. In the knee models optimized to both I-E and A-P, the postero-medial part of the posterior cruciate ligament is taut only near extension while the anterolateral part becomes taut for the higher flexion angles. Both bundles are slack and thus not functional at 20° flexion where an intermediate bundle, not included in the model, may have been functional. This problem does not occur with the anterior cruciate ligament because its anterior bundle should remain taut throughout the whole flexion range,
The lateral and medial collateral ligaments functioned suffi ciently to restrain external moments and varus-valgus mo ments. The external rotation as functions of flexion were close to the experimental values and the varus-valgus laxity data were close to the experimental findings of Markolf et al. (1976 Markolf et al. ( ,1978 Markolf et al. ( , 1984 . Here the lack of capsular structures and menisci were well compensated for.
The optimization technique proved to be a powerful tool in optimizing the motion characteristics of the knee model relative to the corresponding experimental data when the values of one or more of the parameters of the model are unknown or of an uncertain nature. It provided an excellent guide for future en hancements of the knee model and the subsequent validations. Similar, to other previously reported models (Andriacchi et al, 1983; Essinger et al, 1989; Wismans et a/.} 1980) , the knee model in the present study was of a crude nature relative to the complex anatomy of the knee, e.g., the line element representa tion of the ligaments and the absence of some of the capsular structures and absence of the menisci. However, an optimized knee model did simulate the passive motion characteristics of the knee more realistically than a non optimized knee model. In particular, the simulation of the force balance across the knee can give valuable information on the function and the functional mechanisms of the supporting structures.
