Abstract-Applications that require low loss probabilities in today's Internet have to employ some end-to-end error-recovery mechanism. For interactive applications with strict delay constraints, the delay introduced by the applied schemes has to be low as well. In this paper we compare two schemes proposed for error recovery for real-time audio applications: media-dependent forward error correction (MD-FEC) and multiple description coding (MDC). We conclude that MDC always performs better than MD-FEC, and that the stationary loss probability plays a key role in the choice of the optimal parameters for these schemes. Combining the analytical results with the loss characteristics of measured traces of VoIP calls we conclude that in the current Internet these schemes give considerable gains for streams with a high code rate only, and for these streams MDC can decrease the average distortion significantly better than MD-FEC.
I. INTRODUCTION
Real-time audio and video communication is becoming more and more important in the Internet. The network quality provided is however undetermined due to unknown packet loss and end-to-end delay distributions. Though much research has been done in recent years, there is no support yet from the network side for QoS in form of resource reservation and call admission control. Thus applications that require low packet loss and delay jitter have to employ some end-to-end mechanisms that compensate for the disturbances introduced by the network. The problem of delay jitter is often solved on the receiver side via adaptive playout algorithms [1] , [2] . Packet losses can be compensated for on the sender side and the receiver side. On the receiver side, receiver-based error concealment algorithms can be used like insertion or interpolation [3] , [4] . On the sender side redundant information can be added to the data flow. Whenever a packet is lost, the redundant information can be used to reconstruct the lost information. Forward error correction (FEC) and the recently re-discovered multiple description coding (MDC) have been proposed for this purpose [5] , [6] .
There are two main directions of FEC design in order to recover from packet losses. One set of solutions use block coding schemes based on algebraic coding, e.g. Reed Solomon coding, and are suitable for high bitrate applications [7] , [8] , [9] . The other solution, proposed by the IETF, is to add a redundant copy of the original packet to one of the subsequent packets. It was implemented in Internet audio tools like Rat [10] and Freephone [11] , and is part of the most recent video coding standard, the H.264 [12] . The redundant packet is highly compressed, so that sound quality reconstructed from it is low, but still better than if there were nothing to play out. Proposed ways to improve the performance of the scheme are to increase the time offset between the original packet and the redundant one in order to make them independent with respect to loss [13] and to send multiple redundant copies in subsequent packets [5] . The performance of this media-dependent FEC scheme (MD-FEC) has been evaluated via simulations in [14] and analytically in [15] . The results show that if the ratio of the traffic implementing MD-FEC is small, streams can benefit from using MD-FEC. But MD-FEC decreases the performance if most of the traffic sharing a single bottleneck implement it.
The traditional approach to networking, the separation of source and channel coding, was motivated by Shannon's separation theorem [16] , [17] . It states that source coding and channel coding can be performed separately while maintaining optimality. However, Shannon's separation theorem assumes that the available delay is unlimited, which is not true for real-time applications.
MDC addresses the problem of joint source and channel coding. Originally it was designed for the transmission of multiple descriptions of a single source over independent channels. If only one of the descriptions is received, it is used for reconstruction with a certain accuracy. If more than one descriptions are received, then the information from the other descriptions can be used to enhance the accuracy (in contrast to MD-FEC, where the redundant copy can not be used to enhance quality). MDC has been rediscovered recently for use in packet switched networks [6] . Instead of using separate channels, one can time-shift the different descriptions, similarly to the case of MD-FEC. In the general case the amount of information sent over the separate channels (packets) can be different. For single-path packet networks, which offer identical treatment to all packets, it can be shown that balanced MDC, i.e. the one sending the same amount of information in all packets is optimal [18] .
In this paper we compare the potential of MD-FEC and MDC to decrease the average distortion of real-time audio transmitted over error prone networks. We evaluate the average distortion analytically for different network conditions and then combine the analytical results with measurements to evaluate the performance of these schemes under realistic network scenarios. We reveal a fundamental relationship between the available source rate, the stationary loss probability and the optimal ratio of error correction and show that MDC outperforms MD-FEC under all circumstances. Based on the measured loss traces we show that although for low bitrates neither MD-FEC nor MDC can significantly improve the quality over the Internet, for high bitrates they prove to be more efficient, MDC performing considerably better than MD-FEC.
Our conclusion that MD-FEC can potentially decrease the distortion is not in contradiction with the results based on queuing analysis presented in [15] . Our evaluation focuses on the achievable gain given a certain stationary and conditional loss probability, and does not consider the possibility of decreasing the bitrate as a means to decrease the stationary loss probability. In an unregulated environment, like the Internet, actors aim at increasing their own utility. Hence, if they experience losses, they do not necessarily decrease their bandwidth to reduce losses, but use some form of error control to combat errors. Consequently, all actors that can employ FEC do employ it, and their goal is to minimize the distortion due to transmission errors given some available bandwidth.
The optimal selection of source and redundancy rate for real-time audio was investigated before in [5] using the Gilbert channel model. The performance of MDC was compared to that of single description coding in the context of content delivery networks via simulations in [19] . The authors considered an average packet loss rate of 5 percent and concluded that MDC can reduce the distortion by up to 20 to 40 percent. The performance of MI-FEC and MDC with 50 percent redundancy was compared in [20] using the Gilbert channel model. As the authors used a fixed redundancy rate for FEC, the comparison gave advantage to MDC by allowing it to adjust to the channel characteristics.
The rest of the paper is organized as follows. In Section II we introduce the distortion rate bounds for FEC and MDC. In Section III we compare the performance of MD-FEC and MDC in a lossy environment, and in Section IV we use measured traces to evaluate how efficient these schemes can be under realistic scenarios. We conclude our work in Section V.
II. DISTORTION-RATE BOUNDS FOR FEC AND MDC
When compressing signals, there is always a trade-off between the size and the accuracy of the representation. This tradeoff, the bounds on achievable rates and distortions, is represented by the distortion-rate and the rate-distortion functions, which depend on the source characteristics and the distortion measure. We consider a memoryless Gaussian source with unit variance and use the mean squared error distortion measure, which is the most common distortion measure. Lately, Gaussian mixture models using the weighted sum of Gaussian densities have found application in speech coding [21] , [22] . For a given variance and with respect to the squared error distortion measure, Gaussian sources are the most difficult to compress [23] and thus represent a worst case scenario. The distortion-rate function for a Gaussian source with unit variance and squared distortion measure is given as
where R is the code rate and D(R) is the distortion [18] . In the following we discuss the distortion-rate characteristics of the considered two error control schemes.
In the case of MD-FEC the first and the subsequent ν − 1 (redundant) descriptions are encoded independent from each other, and thus, if any of them is received, its distortion is given by (1) . We denote the rate allocated to the primary encoding with R MDF (1 + β). In the case, when both the primary and some redundant encodings are received, the redundant encodings can not be used to reduce the distortion of the original encoding.
In the case of MDC we denote the total source rate with R MDC and consider the balanced two channel case. We denote the rate allocated to individual descriptions with R MDC 
where
otherwise. Equation (3) shows that if the side distortion is small then the central distortion is higher than the distortion rate minimum for rate R (1). For a primer on rate distortion theory and multiple description coding see [18] . In general the source rate R (measured in bits per symbol) and the bitrate of the stream C (measured in bits per second) are related to each other through the symbol rate S (measured in symbols per second) as C = S × R. For example a video sequence with a small image size can reach a higher source rate R at the same bitrate as another sequence with a big image size. For this reason in the following analysis we will distinguish between these two parameters.
III. AVERAGE DISTORTION IN A LOSSY ENVIRONMENT
It is known that losses in the network do not occur independently [25] . The correlation between the loss of subsequent packets can be described for example by the conditional loss probability, the probability that, given that an arbitrary packet is lost the n th next packet is lost as well. We will denote this probability by p ω|ω (n). We define p α|α (n) as the probability that, given that a packet is not lost the n th next packet is not lost either. In a similar way we can define P α|ω (n) and P ω|α (n). Based on the stationary loss probability P ω and the conditional loss probability one can calculate the probability that two packets n packets apart will be lost simultaneously as P ωω (n) = P ω P ω|ω (n).
Let us consider now a source that has an available rate R a and due to the low delay bounds and low bitrate can introduce either MD-FEC or MDC. For simplicity, we will consider the case of ν = 2. Using the notations introduced in Section II the mean distortion bound of the MD-FEC scheme can be calculated as the weighted sum of the distortions of the cases when both descriptions are received, when only one of them is received or when none of them is received 
Using the distortion rate function introduced in Section II the solution of (5) is
We denote the minimal mean distortion with D MDF * . Based on (6) the optimal ratio of redundancy β MDF * is positive only if
Thus for a given rate it is not beneficial to use MD-FEC below a certain stationary loss probability. Furthermore, if p ω|ω (n) is not close to 1, the minimum value of p ω is dominated by D(R a ) −1 . In general, for any distortion rate function of the form D(R) = ab −cR the limit given in (7) is
. By substituting β MDF * given by (6) into (4) it can be shown analytically that increasing n decreases the average distortion whenever p ω satisfies (7) as p ω|ω (n) is a decreasing function of n. This result is in accordance with the empirical observations presented in [13] . If, however, p ω ≤ 1/(1 + D(R a ) −1 ) then increasing n does not decrease the distortion. The value β MDF * that minimizes the average distortion at a given stationary loss probability and conditional loss probability is shown in respectively. A distortion D(R a ) = 10 −2 corresponds to an available rate of R a = −1/2log 2 10 −2 ≈ 3.32 bits per symbol. Comparing the figures shows that the rate of the source and the stationary loss probability have a big influence on whether or not MD-FEC should be used. The figures also show that the optimal ratio of redundancy decreases as the conditional loss probability increases. . They show that the source rate, the stationary loss probability and the conditional loss probability together determine the potential of MD-FEC to decrease the mean distortion.
Now we consider the case of the balanced MDC scheme with two descriptions. The total available rate is R a , and thus the rates of the individual descriptions are R MDC
The mean distortion bound can be calculated as (8) to zero [20] . The solution is given by
We . They show that MDC reduces the mean distortion more efficient than MD-FEC under all circumstances. The difference is up to 20 to 35 percent for the considered available rates, and it increases as the available rate, R a increases. Hence, the possible benefits of the use of MDC increase as the available rate increases. Comparing these figures to Figs. 1 and 2 we see that MDC outperforms MD-FEC primarily in those regions of stationary loss and conditional loss probability where β MDF * > 0. It follows that error correction with MDC becomes practically useless below the loss probability given in (7) . Nevertheless, the figures also show that there is a stationary loss probability above which MDC does not outperform MD-FEC significantly. We would like to add some comments on the validity of our results. Our comparison does not consider the practical limitations of most audio coders, that the set of code rates is discrete. It is thus unlikely that the optimal ratio of redundancy can be set for MD-FEC. In the case of MDC the side and central distortions can be adjusted more smoothly, which could increase the achievable gain. Another issue is that the ratio of redundancy is set based on the measured state of a possibly non-stationary channel. How the performance of these two error control solutions compares under such circumstances will be subject of our future investigations.
IV. EVALUATION BASED ON MEASURED TRACES
The value of the parameters p ω and p ω|ω (n) used in the evaluation presented above can be taken from measured traces, simulations or mathematical models. In the remainder of the section we use traces of approximately 23000 VoIP calls measured previously between hosts at nine academic sites [26] to calculate these probabilities. Calls were made in a full-mesh on an hourly basis over a period of 15 weeks using a sequence of pre-recorded speech samples at 64 kbps, and the logs of the arrival processes were recorded at the receiver sides. For more details on the measurement and a statistical analysis of the measured data see [26] . Since in the absence of losses the optimal rate of redundancy is β MDF * = 0, for the evaluation we selected the traces that experienced losses, and calculated the probabilities p ω and p ω|ω (n) for each of the remaining 5700 traces for n = 1, 2, 4, 9 and a delay jitter buffer of 20 ms. A packet was considered lost if it arrived after the delay limit or it has never arrived. Note that while the first description has a delay jitter limit of (n + 1)20 ms, the second description has only 20 ms. Using these parameters the delay introduced is 40, 60, 100 and 200 ms given that the packet interarrival time is 20 ms. Based on the probabilities p ω and p ω|ω (n) we calculated the optimal MD-FEC and MDC parameters for MD-FEC should not be used in more than 85 percent of the calls that experience losses, as p ω (n) and p ω|ω (n) do not satisfy inequality (7) . Furthermore the gain of using MDC is less than 10 percent for 90-95 percent of the calls, depending on the value of n. At the same time, the gain of MDC over MD-FEC is less than 10 percent for about 95 percent of the calls. Thus for low code rates both MD-FEC and MDC are practically useless in today's Internet. For D(R a ) = 10 −4 both MD-FEC and MDC are more efficient. MDC reduces the average distortion by at least 50 percent for up to 30 percent of the calls, and outperforms MD-FEC by more than 10 percent for up to 40 percent of the calls depending on the value of n. For D(R a ) = 10 −6 , MDC reduces the average distortion by at least 20 percent for up to 50 percent of the calls, and by at least 90 percent for up to 30 percent of the calls. Furthermore MDC outperforms MD-FEC by at least 25 percent for up to 30 percent of the calls. Based on these results we conclude that for high code rates MDC can decrease the average distortion considerably better than MD-FEC, and thus its use can be worthwhile despite of its complexity compared to MD-FEC. The figures also confirm the observation in [13] that in general for higher values of n both MD-FEC and MDC perform better as losses occur less correlated. While the difference between the results is not significant for D(R a ) = 10 −2 , it reaches up to 20 percent for higher available rates.
V. CONCLUSION
In this paper we presented an analytical evaluation of the potential of forward error correction and multiple description coding to recover from losses. We concluded that MDC gives better performance in all circumstances. The comparison is based on the loss probabilities, thus it is independent of the traffic parameters. We showed that for a big class of distortion rate models the optimal ratio of redundancy is mainly determined by the average packet loss probability. Using traces of measurements performed on the Internet we concluded that for low code rates neither MD-FEC nor MDC can achieve significant improvements, while for high code rate streams MDC outperforms MD-FEC significantly. Based on the results presented in this paper we believe that multiple description coding is an appealing error control solution for delay sensitive traffic with a high code rate in an environment with correlated packet losses like the Internet. 
