We study rack coverings from a universal algebraic viewpoint and we prove that they can be understood using the notion of strongly abelian congruence. We investigate and characterize several particular classes of coverings as central and abelian coverings and coverings preserving the displacement group. We give a new characterization of simply connected quandles and we show that the categorical notion of normal extension coincides with the notion of central covering. We answer several questions from the papers of Clark, Saito and Vendramin [CS17] and [CSV16] about identities preserved by quandle coverings.
Introduction
Racks and quandles are binary algebraic structures related to knot invariants, solutions to the Yang-Baxter equation and Hopf algebras. In the present paper we study rack coverings from an universal algebraic viewpoint, as a continuation of [BS19] in which we started to put extensions of racks into the universal algebraic framework of tame congruence theory [HM88] and commutator theory [FM87] . Coverings, also called extensions by constant cocycles, are one of the most important type of extensions. The primary reason is that the constant cocycles provide a wide class of powerful invariants of knots [CJK + 03, CSV16, Eis03] , but the construction is important also from the algebraic perspective. For example, it is easy to see that every quandle is a covering of a conjugation quandle, using a Cayley-like representation. There have been several attempts to build a comprehensive theory of extensions, see, for instance, [AG03, CENS03] and [Eis14] in which a theory of quandle coverings has been developed in analogy with the covering theory of topological spaces using a categorical language. For instance simply connected quandles, defined in [Eis14] in analogy with topology, turned out to be the connected quandles for which every covering is trivial (in Theorem 3.2 we provide an alternative characterization of such quandles).
From a categorical viewpoint, in [Eve14] it has also been shown that quandle coverings are equivalent to central extensions with respect to the adjunction between the category of quandles and the category of projection quandles.
The present paper is partly motivated by the questions raised in [CS17] and [CSV16] . Indeed, one of our goals is to contribute to the question to what extend coverings preserve identities. The question was raised by Clark, Saito and Vendramin in [CS17] and [CSV16] . They focused on the subclass of abelian coverings, and on a special kind of identities called inner identities, determined by composition of inner mappings (or translations, in our terminology). We extend some of their results to arbitrary coverings and arbitrary identities, solving some of the open problems posted in [CS17, CSV16] . The main result is that every covering of a connected n-symmetric quandle is again n-symmetric, see Theorem 4.12.
Nevertheless, the first goal of the present note is to point out a connection to the tame congruence theory of universal algebra: coverings are precisely the extensions that are strongly abelian (in other words, of unary type in their sense of [HM88] ). We show that strongly abelian congruences for leftquasigroups coincide with congruences contained in the Cayley kernel in Proposition 5.1 (i.e. coverings in the case of racks). We also characterize strongly solvable racks by identities in Theorem 5.2, namely they are exactly the multipermutational racks in the sense of [JPZ19] . This result actually applies to the wider setting of Cayley varieties of left-quasigroups, including other binary algebras defined in the context of the study of the solutions to the Yang-Baxter equation (e.g. cycle sets). Strongly solvable algebras of this type are indeed related to a particular class of solutions, namely multipermutation solutions.
We also prove in Theorem 5.4 that every strongly solvable rack is nilpotent in the sense of [FM87] (this does not hold for arbitrary algebraic structures).
Terminology and basic facts
1.1. Racks and quandles. A rack is a left distributive left-quasigroup, i.e. a binary algebraic structure Q = (Q, * , \) such that
x * (x\y) = x\(x * y) = y (1)
x * (y * z) = (x * y) * (x * z) (2)
for every x, y, z ∈ Q. A quandle is an idempotent rack, i.e. it satisfies the identity x * x = x for every x ∈ Q. The mappings L x : Q → Q, y → x * y, will be called (left) translations. The axioms (1) and (2) are equivalent to stating that all (left) translations are automorphisms of Q.
Example 1.1. A rack Q is called permutation rack if the operation does not depend on the first argument, i.e., the rack operation is a * b = f (b) where f is a permutation of Q. If Q is a quandle then f is the identity on Q and Q is called projection quandle. If |Q| = 1 then Q is called trivial.
Example 1.2. Let G be a group and f its automorphism and H ≤ F ix(f ). We will denote Q(G, H, f ) the quandle (G/H, * , \) with the operation defined by aH * bH = af (a −1 b)H, and call it a coset quandle. If H is the trivial group, Q is called principal over the group G and denoted by Q(G, f ). If G is abelian Q is called affine. In such case the operation is defined as a * b = (1 − f )(a) + f (b) and we denoted this quandle as Aff(G, f ).
Two important permutation groups are associated to every quandle: the (left) multiplication group, generated by all (left) translations,
and its subgroup, the displacement group, defined by
A rack is called connected if its left multiplication group acts transitively on it. If Q is a quandle the orbits of LMlt(Q) and of Dis(Q) are the same, hence Q is connected if Dis(Q) is transitive.
We will denote by Dis(Q) a the point-wise stabilizer of a in Dis(Q) a and L a be the inner automorphism of L a for every a ∈ Q.
Connected quandles can be represented as coset quandles over their displacement group. 
By virtue of the first isomorphism theorem homomorphic images of a rack (i.e. images of surjective homomorphisms) and congruence are essentially the same thing. The congruence lattice of Q will be denoted by Con(Q), blocks of a congruence α by [a] α (omitting the subscript whenever there is no risk of confusion) and the correspondent factor rack by Q/α. In particular, if Q/α is connected then the blocks of α have all the same cardinality and α is said to be uniform. Since the homomorphic image of a connected rack is connected, the congruences of connected racks are uniform. If Q is a quandle, then the α-blocks are subquandles and so, if Q is also connected then the α-blocks are isomorphic subquandles [BS19, Proposition 2.5].
As we already noticed in [BS19] , for every congruence α of a rack Q, we have a corresponding group homomorphism π α : LMlt(Q) → LMlt(Q/α), defined by L a → L [a]α . Observe that, for every h ∈ LMlt(Q) and b ∈ Q, we have
Moreover, the mapping π α restricts and corestricts to the displacements groups. We will denote the kernel of π α as LMlt α and the kernel of its restriction to the displacements groups as Dis α . Note that 
The following proposition gives a criterion for the connectedness of a rack in terms of the action of the block stabilizers.
Proposition 1.6. [BB19, Proposition 1.3] Let Q be a rack (resp. a quandle) and α ∈ Con(Q). Then Q is connected if and only if Q/α is connected and LMlt(Q) [a]α (resp. Dis(Q) [a]α ) is transitive on [a] α for every a ∈ Q.
In [BS19] we investigated the interplay between congruences and normal subgroups of the left multiplication group. For every congruence α of a rack Q we can define the displacement group relative to α as Dis α = L a L −1 b : a α b . If α = 1 Q we recover the definition of the displacement group of Q. For a subgroup N ≤ Sym(S) we denote by a N the orbit of a ∈ S under the action of N . For every normal subgroup N of LMlt(Q) we can define two congruences: O N as the orbit decomposition of Q with respect to the action of N (i.e.
[a] ON = a N for every a ∈ Q) and
In particular, the inclusion O N ≤ con N holds.
Abelianness and centrality for congruences of general algebras can be defined using the notion of commutator of congruences in the sense of [FM87] . As for groups, a quandle Q is nilpotent of length n if there exist a chain of congruences 0 Q = α 0 ≤ α 1 ≤ . . . ≤ α n = 1 Q such that α i+1 /α i is central in Q/α i and that the center of A is the biggest central congruence of A.
In [BS19] we develop the commutator theory for racks and it turned out that such properties of congruences are controlled by group theoretical properties of the relative displacement groups. To this end we need to introduce the following equivalence relation:
Here we collect the main results concerning nilpotence for quandles we are using in the paper.
Proposition 1.7. [BS19, Theorem 1.1, Proposition 5.9] Let Q be a rack and let α ∈ Con(Q). Then α is central if and only if Dis α is central in Dis(Q) and α ≤ σ Q . In particular, the center of Q is ζ Q = con Z(Dis(Q)) ∩ σ Q .
Proposition 1.8. [BS19, Lemma 6.2] A rack Q is nilpotent if and only if Dis(Q) is nilpotent. In particular, if Dis(Q) is nilpotent of length n, then Q is nilpotent of length at most n + 1.
1.3. Terms and identities. A term t = t(x 1 , . . . , x n ) is a well-formed formal expression using the variables x 1 , . . . , x n and the rack operations * , \. We will often omit parentheses, assuming implicitly the right parenthesizing; for example, x * y * z \ u * v will stand for x * (y * (z \ (u * v))). We also use juxtaposition for terms involving just * , e.g. xxy will stand for x * (x * y).
Formally, an identity is a pair of terms, to be written as t = s. Two terms t, s are called equivalent in a class K if the identity t = s holds in every structure in K. The following fact is well known. Proposition 1.9. [BS19, Proposition 4.1] In racks, every term t(x 1 , . . . , x n ) is equivalent a term of the form
Extending the definition from [CS17] , an identity is called inner if it has the form
where z 1 , . . . , z m are selected arbitrarily from a set of variables x 1 , . . . , x n , excluding y, and • 1 , . . . , • m ∈ { * , \}. The symmetric laws are a particular example: a quandle is called n-symmetric if it satisfies the identity
x * x * . . . * x n−times * y = y.
Another example is mediality. It is usually defined as the identity (x * y) * (u * v) = (x * u) * (y * v), but it is easily proved to be equivalent to abelianness of the displacement group, which can be written as an
A left-quasigroup Q is called n-multipermutational if the composition of any n right translations is a constant mapping, i.e., if the expression ((. . . ((u * x 1 ) * x 2 ) . . .) * x n−1 ) * x n does not depend on the choice of u, i.e., if Q satisfies the following indentity for n ∈ N. For medial quandles, reductivity is equivalent to (4), but not so in general (see [JPSZD15] for a discussion of reductive medial quandles, and [PR98] for the general phenomenon of reductivity). It is easy to check that 2-multipermutability implies mediality, but there exist non-medial 3-reductive quandles. For example, the quandle Q m,n of [Eis14, Example 1.6] is 2-multipermutational.
Coverings

The Cayley kernel. The Cayley representation is the mapping Λ
Analogously to groups, Λ Q is a rack homomorphism, with respect to the conjugation operation on Sym(Q), but, unlike for groups, Λ Q is not necessarily injective. Its kernel,
will be called the Cayley kernel. Racks with trivial Cayley kernel are quandles and they are called faithful.
Note that for left quasigroups we can define the equivalence relation λ Q in the same fashion as for racks, but in general this is not a congruence. We say that a variety of left quasigroups V is a Cayley variety if the relation λ Q is a congruence for every Q ∈ V. Examples of such varieties are indeed the variety of racks and the variety of cycle set defined in [Rum05] as the left quasigroups arising from involutive solutions of Yang-Baxter equation. For such algebraic structures the analogous of the congruence λ Q has been defined under the name of retraction relation in [ESS99] .
Following [Eis14] we say that a covering homomorphism of racks is any surjective homomorphism whose kernel is a subcongruence of the Cayley kernel. That is, f is a covering homomorphism if f (x) = f (y) implies L x = L y for every x, y. From now on we will deal with surjective homomorphisms through congruences, so we will say that Q is a covering of Q/α whenever α ≤ λ Q . It is immediate to see that Q is a covering of Q/α if and only if Dis α = 1.
Example 2.1. Every rack is a covering of a conjugation quandle: consider the Cayley homomorphism Λ Q .
The blocks of λ Q with respect to the action of LMlt(Q) as λ Q is a congruence. It turns out that they are also blocks with respect the action of Aut(Q) and the canonical homomorphism π λQ defined as in (3) can be extended to a homomorphism of groups between the automorphism groups of Q and Q/λ Q .
Proposition 2.2. Let Q be a rack. Then the mapping
defined as in (3) is a well defined group homomorphism and ker(π λQ ) = C Aut(Q) (LMlt(Q)).
Hence the mapping π λQ defined in (3) can be extended to the automorphism group of
In particular, if Aut(Q/λ Q ) is transitive over Q/λ Q (i.e. Q is homogeneous) then λ Q is a uniform congruence. Indeed, the transitive action of the automorphism group of Q/λ Q provides a bijection between any two different blocks of λ Q .
Using Corollary 2.3 we can prove the following group theoretical corollary.
According to Corollary 2.3, LMlt α is central whenever α ≤ λ Q . The converse fails, even under the assumption that Q is connected. For example, if Q is the trivial quandle, then E is a covering of Q if and only if it is a projection quandle, while LMlt(E) is a central extension of LMlt(Q) if and only if it is an abelian group. However, for example, E = Aff(Z 4 , −1) is not a projection quandle, but LMlt(E) = (0 2), (1 3) is an abelian group.
For a rack Q and a subset X ⊆ Q we denote by Sg(X) the subrack generated by X, i.e. the smallest subrack of Q containing X. We define the equivalence relation m Q by setting a m Q b if and only Sg(a) = Sg(b).
Note that Sg(a) = {L k a (a) : k ∈ N} because of left-distributivity. Proposition 2.5. Let Q be a rack. Then m Q is the smallest congruence with idempotent factor and [a] mQ = Sg(a) for every a ∈ Q. Moreover, m Q ≤ λ Q and the mapping 
The resulting left-quasigroup (E, * ) denoted by Q × θ A is a rack if and only if Q is a rack and θ satisfies
for every x, y, z ∈ Q (here • stands for composition of permutations). The rack E is a quandle if and only if Q is a quandle and θ a,a = 1 for every a ∈ Q, too. The equation (8) is called cocycle condition and if a mapping θ for which it holds is called a constant cocycle on Q.
The rack E is called the covering of Q over θ and denoted by E = Q × θ A. Indeed, the projection f : E → Q, (x, a) → x is a covering homomorphism whose kernel is contained in the Cayley kernel of E. The converse also holds: if f : E → Q is a rack homomorphism such that ker(f ) is a uniform congruence (this is guaranteed whenever Q is connected), then there exists a constant cocycle θ such that E is isomorphic to the covering of Q over θ, 
is a rack cocycle and the mapping
is an isomorphism of racks. Note that the constant mapping
is a cocycle for every rack Q and every set A. The rack Q × 1 A is the direct product between Q and the projection quandle over A and it is called a trivial covering of Q.
The set of all constant cocycles with coefficients in Sym(A) is denoted by Z 2 (Q, A). Two cocycles θ and ν are called cohomologous if there exists a mapping γ : Q → Sym(A) such that
for every x, y ∈ Q. The factor set obtained by Z 2 (Q, A) with respect to the equivalence of being cohomologous is denoted by H 2 (Q, A).
Cohomologous cocycles leads to isomorphic racks [AG03] but the converse is not true. Nevertheless, in some cases the isomorphism problem is strictly related to the cohomology classes of cocycles.
Assume that h is an isomorphism between E and E ′ . Then h(x, a) = (π λE (h)(x), h x (a)) for every x ∈ Q and every a ∈ A, where h x ∈ Sym(S). Let g = π λE (h), then
for every x, y ∈ Q and a, b ∈ A, i.e. there exists a mapping h : Q −→ Sym(A) such that θ g(x),g(y) h y = h x * y ε x,y for every x, y ∈ Q. Hence θ and ε • (g × g) are cohomologous.
Corollary 2.8. Let Q be a faithful quandle and θ, ε ∈ Z 2 (Q, A). Then Q × θ A ∼ = Q × ε A if and only if there exists g ∈ Aut(Q) such that θ and ε • (g × g) are cohomologous.
Proof. The canonical projection π : E = Q × θ A −→ Q is a quandle homomorphism and it induces a quandle homomorphism between π : E/λ E −→ Q/λ Q ∼ = Q ∼ = E/ker(π). So λ E ≤ ker(π) and then λ E = ker(π). The same is true for E ′ = Q × ε A, therefore we can apply Lemma 2.7.
Consider the following particular type of cocycles. Let A be endowed with an abelian group operation +, and assume that all permutations θ x,y are translations of the group (A, +). Then we can identify the permutations and the respective group elements, and redefine the cocycle as θ : and θ x,x = 0 for every x, y, z ∈ Q (here + stands for addition in A, which corresponds to composition of the corresponding translations). In the literature coverings the construction above is called called abelian extension of Q by A, see [CSV16, CS17] . Since they are a particular class of coverings we prefer to call them abelian coverings and we refer to this cocycles as abelian cocycles. 
Then p is a surjective quandle morphism and Q H1 is a covering of Q H2 .
Let Q be a rack and α be one of its congruence. If π α is an isomorphism then Dis α ≤ Dis α = 1 and so Q is a covering of Q/α and they have isomorphic displacement groups. For connected quandles we can prove that such coverings have a particular form.
Proposition 2.10. Let Q be a connected quandle and α be its congruence. The following are equivalent:
(i) π α is a group isomorphism. is a surjective quandle homomorphism and Q H is a covering of Q/α. Moreover π α is an isomorphism if and only if π ker(p) is an isomorphism. The action of π ker(p) (h) is given by the left action of some
for every b ∈ Dis(Q/α). So h ∈ Dis ker(p) if and only if t h ∈ Core Dis(Q/α) (Dis(Q/α) [a] ) = 1 (see Remark 1.5 again). Therefore h = 1 and π ker(p) is a group isomorphism.
If Q is a finite connected quandle, then Dis(Q) and Dis(Q/α) are finite groups and so item (i) of Proposition 2.10 can be substitute by the condition Dis(Q) ≃ Dis(Q/α). Indeed, since π α is a surjective morphism, if Dis(Q) ≃ Dis(Q/α) then π α is also injective. Therefore if Q is a finite connected quandle then its connected quandle coverings with the same displacement group are {Q H : H ≤ Dis(Q) a }. 
is a well defined quandle homomorphism which kernel is λ QH .
Simply connected quandles
A natural problem about quandle coverings is to characterize quandles for which every covering is trivial (i.e. isomorphic to the direct product with a projection quandle). In [Eis14] this problem has been tackle using a categorial approach with a particular focus on the Adjoint group of a quandle [Eis14, Definition 2.18]. The Adjoint group of a quandle Q is defined as Adj(Q) = Q | e x e y e −1 x = e x * y , x, y ∈ Q . This group is also called Enveloping group in [GnHV11] and Structure group in the framework of the solutions of the Yang Baxter equation [ESS99] .
According to [Eis14] , there exists a group homomorphism ε : Adj(Q) −→ Z mapping every generator to 1 and Adj(Q) ∼ = Adj(Q) 0 ⋊ Z where Adj(Q) 0 = ker(ε). The map Λ Q factors through Adj(Q): indeed there exists a surjective group homomorphism Λ Q : Adj(Q) → LMlt(Q) such that the following diagram is commutative
where ι maps every element of Q to the correspondent generator of Adj(Q). In this way we obtain an action of Adj(Q) on Q as g · a = Λ Q (g)(a) for every g ∈ Adj(Q) and a ∈ Q. In particular Λ Q (Adj(Q) 0 ) = Dis(Q) and g ∈ Adj(Q) 0 a if and only if Λ Q (g) ∈ Dis(Q) a . With abuse of notation we denote with the same symbol the homomorphism Λ Q and its restriction to Adj(Q) 0 , whose image is the displacement group of Q.
A quandle Q is called simply connected if it is connected and Adj(Q) 0 a = 1 for every a ∈ Q [Eis14, Definition 5.14]. In [Eis14] it has been shown that simply connected quandles are the connected quandles for which every covering is trivial. The following proposition is a reformulation of [Eis14, Proposition 5.15].
Proposition 3.1. Let Q be a connected quandle. The following are equivalent:
(i) Q is simply connected. (ii) H 2 (Q, A) = 1 for every set A.
(iii) Every covering of Q is isomorphic to a trivial covering.
An alternative characterization of simply connected quandles can be given in terms of the relation between Adj(Q) and Dis(Q).
Theorem 3.2. Let Q be a connected quandle Q. Then the following are equivalent:
(i) Q is simply connected.
(ii) Q is principal and Λ Q is an isomorphism.
Proof. The inclusion ker(Λ Q ) ≤ Adj(Q) 0 a holds for any quandle Q and every a ∈ Q. According to Proposition 1.4, Q is principal if and only if Dis(Q) a = 1 for every a ∈ Q. Therefore Q is principal if and only if Adj(Q) 0 a ≤ ker(Λ Q ), i.e. Adj(Q) 0 a = ker(Λ Q ) for every a ∈ Q. (i) ⇒ (ii) Assume that Q is simply connected. By Proposition 2.10, Q 1 = Q(Dis(Q), L a ) is a connected covering of Q. Hence, Q 1 ∼ = Q × P where P is a projection quandle. Therefore |P | = |Dis(Q) a | = 1 i.e. Q is principal. Then ker(Λ Q ) = Adj(Q) 0 a = 1, then Λ Q is an isomorphism. (ii) ⇒ (i) If Q is a principal connected quandle and Λ Q is an isomorphism, then ker(Λ Q ) = Adj(Q) 0 a = 1 and so Q is simply connected.
The conditions in Theorem 3.2(ii) are independent as witnessed by some examples in the RIG library of GAP [RIG] : indeed for Q = SmallQuandle(6,1) the mapping Λ Q is an isomorphism but Q is not principal and SmallQuandle(25,i), 1 ≤ i ≤ 5 are affine but Λ Q is not an isomorphism. The converse of the Corollary holds for finite connected quandles. Indeed if Q is finite and connected then Adj(Q) 0 is also finite [GnHV11, Lemma 2.19]. The mapping Λ Q is surjective and then also injective since |Dis(Q)| = |Adj(Q) 0 |. An infinite counterexample is given in [Eis14, Example 1.25].
Connected quandles with a cyclic displacement group and connected quandles with doubly transitive displacement group are simply connected [BV18] and simply connected quandles of size p 2 have been classified in [GIV17] . Table 1 collects all the other simply connected quandles up to size 47 which do not fall in these families (the data have been computed using Theorem 3.2 and the labels are taken from the RIG library of GAP [RIG] ). Simply connected quandles need not to be faithful, as witnessed by some of the quandles in Table 1 .
Coverings and identities
4.1. When a covering preserves an identity? Every term t = t(x 1 , . . . , x n , y), where y is the rightmost variable, can be written as t 1 • 1 t 2 • 2 . . . t m • m y for certain terms t 1 , . . . , t n and • i ∈ { * , \}. We define a formal expression Θ t = Θ t (x 1 , . . . , x n , y) by
If t = y, we define Θ t = 1. For a particular quandle Q, cocycle θ, and choice of x 1 , . . . , x n , y from Q, we will treat the expression Θ t as composition of the respective values of θ. (This construction generalizes [CS17, Definition 4.2] to more general terms and to non-abelian cocycles.) For t = (xu)(vy), we have t 1 = xu, t 2 = v and Θ t = θ(xu, vy) • θ(v, y).
Lemma 4.2. Let t be a term in variables x 1 , . . . , x n , y where y is the rightmost variable. Let Q be a quandle, θ a constant cocycle, and consider the covering E of Q over θ. Then t((u 1 , a 1 ), . . . , (u n , a n ), (v, b)) = (t(u 1 , . . . , u n , v), Θ t (u 1 , . . . , u n , v)(b)).
Proof. Straightforward.
The following fact describes when a covering satisfies a quandle identity t = s where both terms t, s have the same rightmost variable, such as mediality or n-symmetry. It generalizes [CS17, Theorem 4.2(ii)], which addresed the special case of abelian coverings and inner identities. for every x, y, u, v ∈ Q.
Remark 4.6. We note that every coverings (given by a non-trivial congruence) never satisfy any identity t = s where the rightmost variables are different (for instance, commutativity), for a very simple reason: the blocks of the Cayley kernel are projection quandles, and they fail such identities. Therefore, we exclude such identities from our study.
4.2.
Negative examples. For quandles that are not connected, one cannot expect that coverings preserve any kind of identities. Here is an example that even 2-symmetry is not preserved, the order of translations in the covering can exceed any finite bound. This example answers [CSV16, Question 8.8] negatively.
Example 4.7. Let Q be the quandle defined by the following multiplication table: 0 1 2 0 0 2 1 1 0 1 2 2 0 1 2 Clearly, Q is 2-symmetric. Let A be any abelian group, fix a ∈ A, and define θ : Q 2 → A by θ(0, 2) = a and θ(x, y) = 0 for all pairs (x, y) = (0, 2). It is straightforward to verify that θ is an abelian cocycle, for any parameter a ∈ A. Consider the covering of Q over θ. The order of the translation L (0,0) is n = 2ord(a), twice the order of a in A, since
Therefore, the covering is not m-symmetric for any m < n. (It is easy to check that the covering is actually n-symmetric.)
At the other extreme, we have simply connected quandle. Indeed, the trivial coverings (i.e., direct products with projection quandles) preserve any identity with the same rightmost variable. For example, affine quandles over cyclic groups of prime order [Gra04, Lemma 5.1] or more generally connected affine quandle over a cyclic group [BV18, Theorem 1.1].
From now on, we will focus on general connected quandles. First, on the negative side, let us observe that abelian coverings do not necessarily preserve even some of the simplest identities: for example, mediality, a short identity in two variables, and a short inner identity.
Example 4.8. Let Q = Aff(Z 2 2 , f ) be the connected quandle of order 4. It is medial and it satisfies the identities xyyxy = y and xyxyxyz = z (the latter is the "ababab" inner identity of [CS17] ). But it has a connected abelian covering over the group Z 2 , namely the non-affine connected quandle of order 8, which fails each of the three identities, and also fails xyxyxy = y. Remark 4.9. Let E be a covering of Q. Whenever Q satisfies an identity as s(x 1 , . . . , x n ) = t(y 1 , . . . , y m ), then E satisfies s(x 1 , . . . , x n ) * z = t(y 1 , . . . , y m ) * z.
In particular, every covering of an n-multipermutational quandle is (n + 1)-multipermutational. Lemma 4.10. Let Q be a connected quandle and α ≤ λ Q . If Q/α satisfies the inner identity (11) L k1 x1 . . . L kn xn (x) = x and for every a 1 , . . . , a n ∈ Q there exists b such that L k1 a1 . . . L kn an (b) = b then Q satisfies (11).
Proof. According to Proposition 2.3, the extension π α : LMlt(Q) → LMlt(Q/α) is central. We have π α (L k1 a1 . . . L kn an ) = L k1 [a1] . . . L kn [an] = 1 for every a 1 , . . . , a n ∈ Q, because Q/α satisfies (11), and thus for every a 1 , . . . , a n ∈ Q the automorphism h = L k1 a1 . . . L kn an ∈ Z(LMlt(Q)) ∩ LMltQ b for some b ∈ Q. Therefore h = 1, since the center of a transitive group is semiregular. Therefore Q satisfies (11).
Corollary 4.11. Every connected covering of an n-symmetric quandle is n-symmetric.
Proof. Assume that Q is a covering of Q/α and that Q/α is n-symmetric. Since L n a ∈ LMlt(Q) a for every a ∈ Q, then we can apply Theorem 4.10 to the identity L n x (y) = y. Actually, Corollary 4.11 can be slightly generalized as follows.
Theorem 4.12. Every quandle covering of a connected n-symmetric quandle is n-symmetric.
Proof. Assume that Q is a covering of the connected n-symmetric quandle Q/α. Then L n a ∈ ker(π λQ ) ≤ Z(LMlt(Q)). Since Q/λ Q is connected, for every a, b ∈ Q there exists h ∈ LMlt(Q) mapping the block of a to the block of b and in particular L h(a) = L b . Therefore L n b = L n h(a) = hL n a h −1 = L n a . since L n a ∈ Z(LMlt(Q)). Therefore L n b (a) = L n a (a) = a for every a, b ∈ Q, i.e. Q is n-symmetric. We will say that a quandle is strictly n-symmetric if it is n-symmetric, but not m-symmetric for any m < n.
Corollary 4.13. Let Q be a strictly n-symmetric quandle and assume that the factor Q/λ Q is connected. Then Q is strictly n-symmetric.
Corollary 4.14. Let Q be a connected quandle. Then Q is n-symmetric if and only if L a ∈ Aut(Dis(Q)) has order n.
Proof. The connected covering Q 1 = Q(Dis(Q), L a ) of Q is n-symmetric if and only if the order of L a is n and according to Proposition 2.11, Q/λ Q ∼ = Q 1 /λ Q1 . By Theorem 4.12 and Corollary 4.13 we obtain that Q is n-symmetric if and only if Q 1 is n-symmetric.
5.
A universal algebraic approach to coverings 5.1. Strongly abelian congruences. Let α ≥ β be congruences of an algebraic structure A. Following [HM88] , we say that α is strongly abelian over β, if for every term t(x, y 1 , . . . , y n ), every pair u α v and all tuplesā,b,c such that a i α b i α c i for every i, (12) t(u, a 1 , . . . , a n ) β t(v, b 1 , . . . , b n ) implies t(u, c 1 , . . . , c n ) β t(v, c 1 . . . , c n ).
A congruence is called strongly abelian, if it is strongly abelian over the smallest congruence, 0 A . Indeed, α is strongly abelian over β in A if and only if α/β is strongly abelian in A/β. An algebraic structure A is called strongly abelian, if its largest congruence, 1 A , is strongly abelian. Projection quandles, or more generally, permutation racks are strongly abelian, since every term depends only on one variable. Conversely, permutation racks are the only examples: considering the term t(x, y) = x * y, we have t(u, u\v) = t(v, v\v), and strong abelianness gives t(u, w) = t(v, w), i.e., u * w = v * w, for every u, v, w. This observation can be generalized to congruences. It is easy to show that it is enough to check (12) for every term t in which the first variable occurs only once (indeed, we can replace every occurrence one-by-one, see [SV14, Lemma 4.1] for a formal proof).
Proposition 5.1. Let Q be a left-quasigroup and α one of its congruence. The following are equivalent:
(i) α is strongly abelian.
(ii) α ≤ λ Q . In particular, the factor of a strongly abelian congruence is strongly abelian.
Proof. An algebraic structure is called strongly solvable of length n, if it possesses congruences 0 A = α 0 ≤ α 1 ≤ . . . ≤ α n = 1 A such that α i+1 is strongly abelian over α i , for every i. Observe that the identity (4) is equivalent to
for every x 1 , . . . , x n−1 ∈ Q. We will use this observation in the proof of Theorem 5.2.
Theorem 5.2. Let Q be a left quasigroup in a Cayley variety. Then Q is strongly solvable of length n if and only if it is n-multipermutational.
Proof. We proceed by induction on n. For n = 1, the theorem says that a rack is strongly abelian if and only if it is 1-multipermutational, i.e., a permutation rack, which is a special case of Proposition 5.1 for α = 1 Q . Now assume that the theorem holds for all k < n.
(⇒) Assume that Q is strongly solvable of length n, witnessed by the chain 0 Q = α 0 ≤ α 1 ≤ . . . ≤ α n = 1 Q . Then Q/α 1 is strongly solvable of length n − 1, witnessed by the chain 0 Q/α1 = α 1 /α 1 ≤ . . . ≤ α n /α 1 = 1 Q/α1 . By the induction assumption, Q/α 1 is (n − 1)−multipermutational, that is,
holds for all u, v, x 1 , . . . , x n−1 ∈ Q. Since α 1 is strongly abelian, we have α 1 ≤ λ Q by Proposition 5.1, hence
for every y ∈ Q, and thus Q is n-multipermutational.
(⇐) Assume that Q is n-multipermutational. Then for every u, v, x 1 , . . . , x n−1 ∈ Q, hence Q/λ Q is (n−1)-multipermutational. By the induction assumption, Q/λ Q is strongly solvable of length n − 1, witnessed by a chain 0 Q/λQ = λ Q /λ Q ≤ α 1 /λ Q ≤ . . . ≤ α n /λ Q = 1 Q/λQ . Then 0 Q ≤ λ Q ≤ α 1 ≤ . . . ≤ α n = 1 Q is a strongly solvable chain for Q.
Corollary 5.3. Connected n-multipermutational quandles are trivial. In particular, the only simple n-multipermutational quandle is the projection quandle of size 2.
Proof. If n = 1, then Q is connected and projection, therefore trivial. If n > 1 then Q/λ Q is connected and n − 1-multipermutational. By induction Q/λ Q is trivial and so Q is connected and projection, then trivial.
Corollary 5.3 applies to any Cayley variety of idempotent left-quasigroups. In general, strongly abelianess implies abelianness. On the other hand there is no mutual implication between strongly solvablility and nilpotence. The commutator theory for racks can be used to prove that strongly solvable racks are indeed nilpotent.
Theorem 5.4. Every n-strongly solvable rack is nilpotent of length at most n.
Proof. If Q is strongly abelian then it is abelian. Let n ≥ 2. Then Q is n-multipermutational. According to [JPZ19, Theorem 4.2] the left multiplication group of n-multipermutational racks is nilpotent of length at most n − 1 and then so it is Dis(Q). Then we can apply Proposition 1.8 and so Q is nilpotent of length at most n.
The bound on nilpotency length given in Theorem 5.4 is not optimal. Indeed every medial nmultipermutational quandle is nilpotent of length 2 [BS19, Proposition 5.13].
Central coverings.
In this section we want to characterize congruences which are central and strongly abelian at the same time. A covering Q of Q/α is called central if α is a central congruence.
Proposition 5.5. Let Q be a rack and α ≤ λ Q . The following are equivalent:
(i) Q is a central covering of Q/α. Recall that a rack is semiregular if the displacement group is semiregular [Bon19, Section 1.3]. For such racks every strongly abelian congruence is central.
Lemma 5.8. Let Q be a semiregular rack and α ≤ λ Q . Then α and con Dis α are central congruences.
Proof. The rack Q is semiregular, then σ Q = 1 Q . Therefore con Dis α ≤ con Z(Dis(Q)) = ζ Q , since σ Q = 1 Q and Dis α ≤ Z(LMlt(Q)) ∩ Dis(Q) ≤ Z(Dis(Q)). Therefore α ≤ con Dis α , and so α is central.
Lemma 5.8 applies in particular to principal quandles. The following example shows that the factor of a central congruence is not central in general (we use the construction in Lemma 2.9).
Example 5.9. Let Q = Q(Dis(Q), Dis(Q) a , L a ) be a connected quandle, H 1 ≤ H 2 ≤ Dis(Q) a and
Then Q H1 ∼ = Q 1 /ker(p 1 ), Q H2 ∼ = Q 1 /ker(p 2 ). According to to Corollary 5.6 Q 1 is a central covering of both Q H1 and Q H2 , i.e. ker(p i ) is a central congruence for i = 1, 2. Let α = ker(p 2 )/ker(p 1 ) be the factor congruence of ker(p 2 ) in Q H1 . Then Q H2 ∼ = Q H1 /α, H 1 = Dis(Q H1 ) H1 and Dis(Q H1 ) [H1]α = H 2 . Using again Corollary 5.6 we have that Q H1 is a central covering of Q H2 if and only if H 1 H 2 . If H 1 is not normal in H 2 , then Q H1 is not a central covering of Q H2 . Therefore the congruence α is a factor congruence of a central congruence, but it is not central itself.
In [Eve14, DAEM18] the categorical construction of central extension and normal extension with respect to the adjunction between the category of quandles and the category of projection quandles have been investigated (we remark that in this context the notion of central extension is different from the one used elsewhere for quandles, e.g. in [BS19] ). Central extensions for quandles have been proved to be coverings in [Eve14, Theorem 2], and a characterization of normal quandle extensions is the following. whenever a i α a ′ i for 1 ≤ i ≤ n + 1. The notion of normal extension coincides with the notion of central covering.
Theorem 5.11. Let Q be a quandle. Then Q is a normal extension of Q/α if and only if Q is a central covering of Q/α. [DAEM18] and so L a = L a ′ whenever a α a ′ . So we can write the property (13) as (14) h = L k1 a1 . . . L kn an ∈ LMlt(Q) a ⇒ h| [a]α = 1. which is nothing but the α-semiregularity of LMlt(Q). Therefore Dis(Q) is α-semiregular too and so α is a central congruence.
Proof. (⇒) Every normal extension is central
(⇐) Assume that Dis(Q) is α-semiregular and let h = gL k a ∈ LMlt(Q) a for some k ∈ Z and g ∈ Dis(Q) a . If a α b we have that h(b) = gL k a (b) = g(b) = b, since Dis(Q) is α-semiregular. Therefore (14) holds and so does (13), i.e. Q is a normal extension of Q/α.
Abelian coverings
Abelian coverings provide examples of central coverings. Nevertheless, the converse implication fails (see Example 6.7). Lemma 6.1. Every abelian covering of racks is a central covering.
Proof. Let Q = Q/α × θ A. We need to check that if h((a, s)) = (a, s) then h((a, t)) = (a, t) for every t ∈ A. Therefore if h(a, s) = (a, s + Θ h,a ) = (a, s) then Θ h,a = 0 and it does not depend on s. Hence h(a, t) = (a, t + Θ h,a ) = (a, t).
In this section we characterize coverings which can be realized using abelian cocycles. Universal algebra does not seem to provide a good concept. Nevertheless a characterization of such coverings can be given in terms of the automorphism group.
Remark 6.2. Let G be a group acting regularly on a set Q and e ∈ Q. We define a group structure on Q using the regular action of A. Indeed let a, b ∈ Q with a = f (e) we define a · b = f (b). The operation is well defined since if g(e) = f (e) then g = f . If a = f (e), b = g(e) and c = h(e) we have a · (b · c) = f (b · c) = f (g(c)) = f (g(h(e))) = (f • g)(h(e)) = (f (g(e)) · h(e) = (a · b) · c f −1 (a) · a = a · f −1 (a) = f −1 f (e) = e e · a = a · e = f (e) = a.
Therefore (Q, ·) is a group and e is the unit. If G is abelian then so it is (Q, ·), indeed a · b = f (g(e)) = g(f (e)) = b · a. Proposition 6.3. Let Q be a rack and α ≤ λ Q . The following are equivalent:
(i) Q is an abelian covering of Q/α. Therefore, Q ∼ = Q/α × θ A is an abelian covering of Q/α. Proposition 6.3 shows that connected abelian coverings are exactly the Galois coverings as defined in [Eis14, Definition 4.12] for which the group of the deck transformation is abelian.
Every connected rack is an abelian covering of a quandle.
