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Introduction
Groundwater age dating with the tritium-helium (  3 H/   3 He) method has become a powerful tool for
hydrogeologists. The principle of 3 H/ 3 He dating [Tolstikhin and Kamenski, 1969] [Takaoka and Mizutani, 1987] and 1988 [Poreda et al., 1988; Schlosser et al., 1988] .
Tritium is naturally produced in the atmosphere by cosmic radiation resulting in a tritium concentration in precipitation of less than 10 tritium units (1 TU corresponds to a 
Groundwater contains 3
He from five sources: equilibration with the atmosphere, excess air from bubble entrainment in the unsaturated zone, nuclear fission of 6 Li (nucleogenic: 6 Li(n,α) 3 H 3 He) associated with the production of 4 He by U-Th decay (radiogenic 4 He) [Schlosser et al., 1989] , mantle helium and tritium decay (tritiogenic). 3 H/ 3 He dating requires calculating the tritiogenic component by subtracting the atmospheric components (equilibrium and excess air) from the measured 3 He concentration (if the nucleogenic and mantle helium components are negligible). If the recharge temperature is known, the excess air is assumed to be unfractionated with respect to the atmosphere and the 4 He/Ne ratio indicates that no terrigenic helium (radiogenic or mantle helium) is present, the atmospheric component can be derived from the concentration of 4 He. If terrigenic helium is present, the atmospheric helium component can be derived from the concentration of neon [Schlosser et al., 1989 ] assuming a known recharge temperature and unfractionated or no excess air. A more advanced method is to derive the atmospheric 3 He component from inverse fitting the concentrations of the other noble gases to excess air fractionation models. The resulting "derived parameters" (noble gas recharge temperature, excess air amount and fractionation) are in itself useful proxies of past recharge conditions [Aeschbach-Hertig et al., 2000; Stute et al., 1995] . Radiogenic helium is also a tracer for groundwater age, typically in the range of 10 3 to 10 6 years [Marine, 1979] .
The uncertainty of the apparent 3 H/ 3 He age (σ τ ) depends on the analytical precision of the 3 H measurement (σ 3H ) and uncertainty of the tritiogenic 3
He component (σ 3Hetrit ) derived from the propagation of the noble gas measurement uncertainty [Solomon et al., 1993] . σ 3Hetrit includes the He component includes the uncertainty in the determination of the recharge temperature and excess air fractionation [Ballentine and Hall, 1999] . The purpose of this study, as part of the groundwater age-dating interlaboratory comparison exercise [Labasque et al., 2014] including also CFC and SF 6 dating techniques (Labasque, this issue) , was to quantify the uncertainty related to field-sampling procedures as well as the analytical uncertainty of the 3 H and noble gas measurements, and the resulting uncertainty of the apparent 3 H/ 3 He ages and derived parameters.
For low-level tritium activity measurements in water, the International Atomic Energy Agency (IAEA) regularly organizes interlaboratory comparison exercises ["TRIC", Gröning et al., 2009] .
The last exercise, TRIC2008, included the results from 63 participating laboratories anonymously submitting the analysis results of five low level (<15 TU) tritium samples. The five samples are prepared by IAEA by gravimetric dilution of tritiated standard water with water of near-zero tritium concentration.
No such exercise exists for the analysis of noble gases in water samples. Interlaboratory comparison occurs occasionally when two laboratories with the same analytical capabilities participate in the same research project. Developments of new sampling or analytical techniques are often validated against accepted methods, often at the same laboratory [Roether et al., 2013] .
This is the first interlaboratory comparison exercise for noble gas analyses in water samples. He groundwater age and noble gas paleotemperature reconstruction.
Methods
A detailed presentation of the experiment design, site geological and hydrogeological context and participants is given in [Labasque et al., 2014] . Samples for the intercomparison exercise were collected from existing and previously studied wells. The observed variability is due to both analytical procedures and sample collection. The stability of the well was confirmed by repeat samples and field measurements during the time it took to collect all samples for the intercomparison exercise [Labasque et al., 2014] . We therefore assume the observed variability is representative of the uncertainty that can be expected in real world studies.
Sample collection and hydrogeological description
Samples for the groundwater dating intercomparison exercise were collected on 1 February, 2012, from three previously studied wells in the Paris Basin (France). One well (Albian) is located in the confined Albian Aquifer; the other two wells (SLP4 and SLP5) are located in the shallower unconfined Fontainebleau Sands Aquifer.
The Paris basin is a 600 km wide and less than 3 km deep sedimentary basin with small dips oriented toward the depocenter. The stratigraphic succession records a geological history from beginning of the Triassic (250 Ma BP) to the present. From a hydrogeologic standpoint, this basin is a multi-layered aquifer-aquitard system associated with a southeast to northwest topographically-driven flow with recharge zones at the highest outcrops and discharge zones in 7 the rivers or in the Channel. Some of these aquifers are exploited, e.g. the Albian sand formation, a deep protected aquifer, is used for water supply. The Albian sands of the Paris Basin represent one of the shallowest (600 m below ground level (mbgl)) confined aquifers in this thick sedimentary basin. Hydrogeologic investigations have identified an interesting stream line, between the recharge area (Gien-Auxerre, SE) and the middle of the Basin (Paris). This flow line is characterized by a strong depression of hydraulic head beneath Paris, induced by the massive pumping since last century. A hydrological and geochemical study [Raoult et al., 1997] demonstrates that locally the Albian groundwater is variously mixed with water seeping up from the underlying Neocomian aquifer. The Albian borehole is screened between 556 to 592 mbgl and was pumped continuously for one month prior to the sampling.
The unconfined Oligocene Fontainebleau Sands aquifer was selected for this investigation because its hydrogeology is well known. This aquifer has been the subject of previous tracer investigations [Corcho Alvarado et al., 2009; Corcho Alvarado et al., 2007; Schneider, 2005] . It is located in the shallower part of the Paris Basin. Constituted by very fine well-sorted silica grains, the Fontainebleau Sands formation has a thickness of 50-70 m, a hydraulic transmissivity of 1×10 -3 to 5×10 -3 m 2 s -1 and a mean total porosity of about 25% [Mégnien, 1979; Ménillet, 1988; Mercier, 1981] . The hydrogeological situation is characterized by spatially extended recharge at rates varying between 100 and 150 mm/yr. Groundwater mean residence times in this aquifer vary between modern and a few hundred years [Corcho Alvarado et al., 2007] .
Wells in the Fontainebleau sands aquifer have generally long screened intervals. The boreholes SLP4 and SLP5 were selected for the study for two reasons: a) the use of these wells for water supply is continuous and the drawdown was stabilized weeks before sampling, and b) the age structure of groundwater is relatively well constrained. Flow paths intercepted by the well have 8 ages that expand from modern to a few hundreds of years, with a mean exponential age of about 100 years. The SLP4 and SLP5 wells have a long screened interval completely contained in the sands formation. The screened intervals are between 40 -54 mbgl and 45 -68 mbgl, respectively, and are constructed with a gravel pack and 0.6 m inner diameter stainless steel (CUAU inox) screened casing [Corcho Alvarado et al., 2007] .
Participation
Fourteen laboratories (Table 1 ) participated anonymously in the intercomparison for tritium analyses. Laboratories are identified with a letter, corresponding to the letters used for the CFC and SF 6 intercomparison exercise [Labasque et al., 2014] . Not all laboratories analyzed a sample from every borehole ( Table 2) . Fifteen laboratories participated in the noble gas intercomparison.
Only laboratories reporting a helium isotope ratio (10) were included in the analysis. All ten laboratories reported results for the SLP4 borehole, nine reported results for the SLP5 borehole and only five received and reported samples from the Albian borehole due to time limitations at the borehole. All ten laboratories reported the helium isotope ratio and the concentrations of helium and neon. Eight of the ten laboratories also reported the argon, krypton and xenon concentrations. A smaller number of laboratories reported stable isotope ratios of neon, argon, krypton and xenon. on a high resolution sector field mass spectrometer used for the determination of the helium isotope ratio in noble gas samples, possibly after introducing an ultrapure 4 He isotope spike [Palcsu et al., 2010] .
Standards of tritiated water are commercially available. For calibration of analytical systems measuring tritium at environmental levels, the commercial standards are diluted with tritium free water by gravimetric methods.
Samples for noble gas analysis are typically collected by flushing the water sample through annealed copper tubes, which are then pinched-off at either end to prevent atmospheric contamination. The volume of the water sample inside the copper tube varies between 9 and 45mL. Alternative sampling techniques are diffusion samplers [Gardner and Solomon, 2009] , glass ampoules [Roether et al., 2013] [Sültenfuß et al., 2009] .
No commercial standards for dissolved noble gases exist. Analyses are calibrated against atmosphere containing fixed noble gas abundances and/or air equilibrated water standards.
Special devices have been developed to speed the equilibration of noble gases between the water and gas phase. Special attention to contamination is required for creating air equilibrated water standards in laboratory buildings where helium or other noble gases are used for leak-checking or cryogenic purposes.
Data reduction
All laboratories reported noble gas concentrations as cm 3 STP per mass of sample (g or kg). Before the statistical analyses were performed, outliers were identified by a non-parametric statistical method and visualized using box-and-whisker plots. Measured values were identified as outliers if the distance from the top or bottom 25 th percentile was larger than 1.5 times the interquartile range. The box in box-whisker plots represents the interquartile range; the median is represented by a bold horizontal line. The whiskers extend to 1.5 times the interquartile range from the 25 th and 75 th percentile or the extreme value, whichever is closest to the median.
Outliers as identified by this method are plotted separately.
Statistical analyses
The purpose of the statistical analyses was to derive four metrics of the analytical performance of the tritium and noble gas laboratories individually and as a community. These metrics include some inevitable uncertainty due to sample collection. The third and fourth metric pertain to the performance of the participating laboratories. These are the laboratory bias (β l ) and the laboratory sample reproducibility (σ ls ), calculated as the mean and standard deviation of the laboratory residuals (ρ l ). The laboratory residuals were calculated as the differences between the measured values in each sample and the borehole mean values (μ b ), including the samples defined as outliers. These residuals were combined for SLP4 and SLP5.
The Albian residuals were not included because the small number of samples reduces the reliability of the borehole mean.
Differences between measured concentrations in replicate samples and the borehole mean value are due to a combination of random measurement error and possibly a systematic laboratory bias (e.g. due to inaccurate calibration). If deviations are due to random measurement error, the laboratory bias (β l ) is expected to be less than the laboratory sample reproducibility (σ ls ). A laboratory bias significantly greater than the laboratory sample reproducibility indicates an inaccurate calibration.
Noble gas dissolution models
The measured noble gases were fitted to three commonly used excess air models (unfractionated air [UA: Heaton and Vogel, 1981] , closed equilibrium [CE: Aeschbach-Hertig et al., 1999] , and partial re-equilibration [PR: Stute et al., 1995] ). The recharge elevation was assumed to be 100 meters above mean sea level, based on the reported surface elevation of 150 m and a water table depth of 50 m. The salinity was assumed to be zero. The best fit was obtained by minimizing the uncertainty-weighted squared deviations between modeled and measured concentrations 14 [Ballentine and Hall, 1999] , denoted by χ 2 (Eq. 7), using a bound constrained quasi-Newton method [Byrd et al., 1995] .
C i,m are the modeled noble gas concentrations; C i,o and σ 2 i are the observed noble gas concentrations and their uncertainties. The probability of the obtained fit can be expressed if the degrees of freedom are greater than zero [Johnson et al., 1995] .
The excess air models were initially fitted to the noble gas concentrations excluding helium, because the presence of terrigenic helium cannot be reproduced by the excess air models. The excess air models were also fitted to all noble gas concentrations including helium, for boreholes where no terrigenic helium was detected, to derive a better constrained estimate for the fractionation of the excess air component. The fitting results and derived parameters are presented for each separate excess air model for the entire data set. He ratio for the radiogenic component.
Apparent tritium-helium ages were calculated from estimated tritiogenic helium concentrations calculated from the helium-model as well as more advanced excess air models. The mean tritium concentration in each borehole was used first to quantify the uncertainty in the age estimate derived from the noble gas and excess air model uncertainties. The tritium concentrations measured in each separate sample were used second to illustrate the uncertainty in the age estimate derived from the tritium and noble gas measurement uncertainties.
Numerical example of age uncertainty sources for typical Northern Hemisphere groundwater ages
The effect of the tritium and noble gas uncertainty on the 3 H/ 3 He age uncertainty depends nonlinearly on the measured values of 3 H and 3 He trit . In addition, the proportion of tritiogenic helium to total helium depends on the concentration of atmospheric helium in the groundwater sample, and on the historical concentrations of tritium in precipitation which have varied several orders of magnitude. To illustrate these effects, the measurement uncertainties were propagated through the age calculations of the helium model, in a numerical exercise of hypothetical groundwater samples collected under ideal conditions. These conditions assume (1) pure piston flow (i.e. no mixing of ages by dispersion of well pumping, (2) a known recharge temperature of 10 °C and an unfractionated excess air component of 0, 5 or 10 cm 3 STP/kg, (3) tritium concentrations in recharging groundwater as measured by the IAEA in precipitation in Vienna, Austria, (4) no decay of tritium in the unsaturated zone and no loss of tritiogenic helium to the atmosphere, and (5) 
Results
Measured tritium concentrations
Tritium was reported for 17 samples from the Albian borehole. Measured tritium concentrations are near zero in the Albian borehole ( Figure 1g , Table 3 analyzed tritium by 3 He accumulation, three by gas proportional counting and 47 by liquid scintillation counting after enrichment. In contrast, ten of the 14 laboratories reporting tritium to this exercise also report a helium isotope ratio, and it is likely that these laboratories use 3 He accumulation for tritium determination.
Measured noble gas concentrations and isotope ratios 19
The helium isotope ratio ( Figure 1a , Table 3 [Shapiro and Wilk, 1965] , p-value = 0.024). Besides the two outliers identified in the boxplot, visual inspection showed two more data points from a single laboratory that were substantially lower than the rest of the distribution. These were not manually removed to avoid subjectively biasing the data. The reproducibility of the helium measurements varies from less than 1% for the Albian borehole, to 1.5% and 3% for the other boreholes.
The measured neon concentrations (Figure 1c ) are similar (2.5-2.8 ×10 -7 cm 3 STP/g) for the three boreholes as well, and contain a few outliers. The reproducibility of the Albian measurements is 8%. The relatively poor reproducibility is possibly due to an outlier that was not identified as such, due to the small number of samples, or -depending on the instrumental details -because the high concentration of 4 He limited the amount of neon to be admitted to the mass 20 spectrometer. The reproducibility for the other boreholes is comparable to the reproducibility of the helium concentrations.
Argon, krypton and xenon concentrations (Figure 1d ,e,f) were measured in 6, 19 and 18 samples from the Albian, SLP4 and SLP5 boreholes. All heavy noble gas concentrations are significantly higher in the Albian borehole than the SLP4 and SLP5 boreholes. The reproducibility varies from 1.2% for the argon measurements from the Albian borehole, to 4.7% for the xenon measurements in the borehole SLP5. No outliers are identified in these data. A smaller number of laboratories have reported isotope ratios for neon, argon, krypton and xenon. Figure 1 (h-l) shows boxplots for the isotope ratios that were reported by more than one laboratory. Both high and low outliers are reported for the 20 Ne/ 22 Ne isotope ratio. The isotope ratios of argon (38 and 40 over 36) and xenon (129 and 136 over 132) show small deviations from the atmospheric isotope ratios.
The measured values for the noble gases are close to the values published previously for boreholes SLP4 and SLP5 [Corcho Alvarado et al., 2007] . Surprisingly, the helium isotope ratios 
Sources of measurement uncertainty
The standard deviations of all measured noble gas concentrations are systematically higher for SLP5 than for SLP4. Therefore we assume that the reproducibility observed in borehole SLP4
represents the analytical uncertainty, while some of the variation observed in borehole SLP5 may be caused by variations during sampling. Particular attention was paid to pumping a homogeneous fluid during the whole sampling experiment [Labasque et al., 2014] . No significant changes in field parameters were noticed during the sampling on SLP5.
Differences between the single sample reproducibility and the laboratory mean reproducibility are insightful of the origins of the variation. If measurement uncertainty was the result of unbiased white noise, the laboratory mean reproducibility would be smaller than the single sample reproducibility. This is true for Kr and Xe, and to a lesser extent for Ne and Ar. The single sample reproducibility and laboratory mean reproducibility of the helium concentration and isotope ratio measurements are equally large. This implies that measurement uncertainty is the result of the variation in laboratory means, rather than random variations between samples, indicating that improvements would be possible by cross-calibration against a common standard.
To investigate the laboratory bias and reproducibility, Figures 2 and 3 summarize for each of the laboratories the residuals of samples from SLP4 and SLP5 from the respective borehole means.
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The samples from the Albian borehole were excluded from the analysis, because the mean values calculated for this borehole are more uncertain due to the small number of analyses. Because not all laboratories provided sufficient measurements to reliably calculate the laboratory sample reproducibility, no quantitative analysis was performed (e.g. z-scores or χ 2 analysis). The horizontal bar represents the laboratory bias, the vertical bar the laboratory reproducibility, both calculated from the limited number of reported analyses. The outliers as defined by the boxwhisker plot analyses are included here. The differences between all the measured sample tritium concentrations and the borehole mean concentrations may illustrate whether the deviations are due to random error or systematic bias.
For example, laboratories Q and U appear to provide very precise measurements, close to the borehole means. Laboratory F provides less precise tritium measurements, but the mean of the differences is close to zero. Laboratories W and X provide precise measurements, with a bias from the borehole means. For noble gases (Fig. 3) , the differences between the measured concentrations and the mean concentrations of boreholes SLP4 and SLP5 show that some laboratories provide very precise (reproducible) measurements that are significantly biased (e.g. krypton measured by laboratory 23 F), while other laboratories provide bias free measurements with a poor reproducibility (e.g. neon measured by laboratory J).
Excess air model fit
Each of the three excess air models was fitted to the measured concentrations of Ne, Ar, Kr and Xe in all samples (Table 4 ). All samples but one fit to all three excess air models. Two samples lack a Kr measurement and could not be fitted to the CE and PR model. The goodness of a fit to each of the three models was assessed from the sum of error-weighted squared deviations (χ 2 ) for all samples from all boreholes, given the total number of degrees of freedom, defined by the number of samples (43) and the number of model parameter degrees of freedom (2 for UA, 1 for CE, and 1 for PR). The total sum of χ 2 was higher for the UA model (51.4) than for the CE (37.0) or PR model (38.0). Nevertheless, the unfractionated air model was the most probable model because of its larger number of degrees of freedom. For the UA model, the combined probability of the observed χ 2 is 99.9%. Given the measurement uncertainties, the UA model appears to be capable of accommodating the variations in measured concentrations by varying the parameters of the model. 3.5 Noble gas recharge temperature, excess air amount and fractionation
The noble gas recharge temperatures estimated by the three different models are consistent with one another. Groundwater sampled from the Albian borehole has a model recharge temperature of 4.2 to 4.3 ± 0.5 °C, while the groundwater in boreholes SLP4 and SLP5 have a recharge temperature of 9.9 to 10.7 ±1.6 °C, slightly below present day mean annual air temperature of 24 11.0±0.6 °C [Corcho Alvarado et al., 2007] . These results are consistent with a previously published and more elaborate discussion of the noble gas recharge temperatures of these wells [Corcho Alvarado et al., 2009] . The calculated terrigenic helium concentrations for SLP4 and SLP5 show consistently negative values for the UA and CE models fitted to four noble gases. This suggests that the excess air in these boreholes is more fractionated than the CE model can derive from the noble gas concentrations excluding helium. Each of the three excess air models was fitted again to the measured concentrations, this time including helium. The helium residuals of the models including helium in the fit (Figure 5b) show that the PR model is capable of precisely reproducing the measured helium concentrations. Both the UA and CE model show a consistent negative residual, although the CE model residual falls within the single sample measurement uncertainty observed for SLP4 (dashed horizontal lines). The helium-model (Eq. 12) results in an estimate of the tritiogenic helium concentration close to that of the CE model (Fig. 6a ). The CE model is based on fractionation between noble gases and isotopes due to solubility differences. Fractionation of the helium isotopes is therefore negligible.
The PR model is based on fractionation between noble gases and isotopes based on their diffusivities. Because of the difference in He.
The helium model behaves similarly to the CE model fitted to all 5 noble gases, in the sense that it closely captures the concentration of atmospheric 4 He and 3 He, but it considers no additional fractionation between the helium isotopes. He trit estimates. To evaluate the contributions of tritium and tritiogenic helium, ages were calculated first from well mean tritium concentration and sample specific estimated tritiogenic helium estimates (Fig. 6b) expressing the tritiogenic helium uncertainty, and second from well mean tritiogenic helium concentrations and sample specific measured tritium concentrations (Fig. 6b) expressing the tritium uncertainty.
In borehole SLP4, assuming a mean measured tritium concentration of 6.2 TU, the median apparent 3 H/ 3 He ages vary between 10.3 years (UA) and 11.7 years (PR), reflecting the differences in tritiogenic helium estimates resulting from corrections for non-tritiogenic 3 He between models. For borehole SLP5, assuming the mean measured tritium concentration of 2.4 TU, the variation between the median estimated 3 H/ 3
He ages is much larger, between 3.8 and 9.8 years. For all models, the variability of the estimated ages is also larger for SLP5 than for SLP4 because the concentrations of 3 H and 3 He trit are lower while the analytical uncertainty is similar.
The uncertainty in the groundwater age estimation that results from uncertainty in tritium concentration can be assessed by calculating 3 H/ 3 He ages using the borehole mean for tritiogenic helium concentrations and tritium concentrations measurements from all laboratories. For SLP4, the variation in ages for each of the models is similar to the variation between the excess air models. In this case, the contribution of the tritium uncertainty is equivalent to the subjective uncertainty of the excess air model choice.
For the SLP5 borehole, the uncertainty in the age estimate as the result of the tritium measurement uncertainty is smaller than the differences between the three excess air models.
Here the choice of excess air model dominates the uncertainty of the age estimate.
3.10 Numerical example of age uncertainty sources for typical Northern Hemisphere groundwater ages
For groundwater with an age of 1 year and an initial 3 H concentration of 11.3 TU, the measurement uncertainties for tritium (based on the linear regression model σ 3H = 0.04 TU + 13% × [ 3 H], section 3.1) and noble gases in groundwater (1.4% and 1.8% for the helium isotope ratio and concentration respectively, Figure 7 ) result in uncertainties of 1.4 TU for 3 H and the equivalent of 0.4 TU for 3 He trit . In this case, the resulting uncertainty of a 3 H/ 3 He groundwater age is 0.5 years under the ideal circumstance of no excess air. Groundwater age uncertainty in this scenario is dominated by the uncertainty of tritiogenic 3 He, which accounts for 94% of the total uncertainty, because the contribution of the 3 H uncertainty is weighted by the 3 He/ 3 H ratio (Eq. 14). The age uncertainty increases to 1.1 years if unfractionated excess air equivalent to a ΔNe of 90% is present. In older groundwater (up to 40 years) the age uncertainty increases to 2.1 years. The contribution of the tritiogenic 3 He uncertainty to the age uncertainty decreases to 3% and the contribution of excess air uncertainty becomes correspondingly less significant. 
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3.11 Effect of bias on derived parameters recharge temperature and excess air Noble gas concentrations were calculated for an imaginary sample with a recharge temperature of 10°C and 1.0×10 -3 cm 3 STP/g of unfractionated excess air (equivalent to ΔNe = +9%). The mean differences between the laboratory concentrations for SLP4 and SLP5 and the borehole mean concentrations were added to the synthetic noble gas concentrations. Then these disturbed noble gas concentrations were fitted to the unfractionated excess air model. The differences between the noble gas recharge temperature and excess air amount estimated by each laboratory and the predetermined conditions (10°C, ΔNe = 9%) are presented in Table 5 . These differences can be compared to estimated model uncertainties for recharge temperature and excess air that are propagated using the error-weighted, nonlinear inverse technique of Ballentine and Hall [1999] . The propagated uncertainty of the recharge temperature estimate (0.7°C) is smaller but similar to the differences obtained from the model fit (-2.5°C to 1.3°C, 12 of 15 laboratories producing estimates within ±0.7°C of the predetermined value). The propagated uncertainty of the excess air estimate (1.5%) can be compared to excess air amount differences ranging from -8.3% to 3.8% (9 of 15 laboratories producing estimates within ±1.5% of the predetermined value). 
Discussion
Measurement uncertainties 30
The uncertainty of a tritium measurement is less than 15% for the two samples containing 2.6 and 6.4 TU of tritium. Some laboratories provide measurements that appear to be biased from the borehole means of SLP4 and SLP5, pointing towards opportunities for improvement by recalibrating. Validating the results against a new tritium standard and participating in the IAEA TRIC exercises is recommended.
The single sample reproducibility was 1.3% for the helium isotope ratio, 1.5% for the helium and neon concentrations, 2.5% for argon, 3.1% for krypton and 3.5% for xenon measurements.
As with the tritium measurements, some laboratories appear to provide precise but biased measurements, based on the few replicates available. For these laboratories it is recommended to check whether these differences with the borehole mean are significant, with respect to their reported uncertainty. (Laboratory uncertainty was not systematically reported for the first GDAT exercise.) Calibration against air equilibrated water standards and cross-validation against other laboratories is recommended. Improving the reproducibility of replicates is more challenging.
4.2 Uncertainty of apparent 3 H/ 3 He calculations, excess air fractionation and noble gas recharge temperature
The propagated uncertainty of the tritium and noble gas measurements meets the desired precision (1.5 years at 1 year to 2 years at 40 years) for typical 3 H/ 3 He dating applications.
However, the measurement uncertainties for the noble gas concentrations were insufficient to distinguish the appropriate excess air model, if the measured helium concentration is not included. As a result of the larger measurement uncertainty, the UA model appears to fit the noble gas concentration data better than the other models due to fewer parameters. In this study, these two models produced significant helium concentration residuals and negative tritiogenic 31 3 He concentrations, indicating that even if a model fits the Ne/Ar/Kr/Xe data well, it may not be well suited for determination of He excess, even though the results are not obviously unreliable as it is the case here.
If no terrigenic helium is detected when the excess air models are fit to the other noble gases, including helium in the excess air fit will improve the estimate of the tritiogenic 3 He component.
The helium-model captures noble gas fractionation due to solubility differences as described by the closed equilibrium model but not the diffusive fractionation as described by the partial reequilibration model.
The difference in noble gas recharge temperatures between the three models (0.6 °C) fitted to one set of noble gases (excluding helium) is less than the reproducibility in noble gas recharge temperatures (± 1.6 °C) by each of the models separately. The difference we observed between the noble gas temperatures derived from the CE and PR models (0.1 °C) is smaller than that observed in the noble gas data set from Brazil (~1 °C) [Aeschbach-Hertig et al., 2000; Stute et al., 1995] . Whether this is sufficient for paleoclimate reconstruction depends on the climate signal under study. Given the measurement uncertainty of the noble gases demonstrated here, the choice of an excess air model is not critical to derive noble gas recharge temperatures, but it is crucial for calculating 3 He trit . He age dating community as a whole thanks to the participation of a large 32 number of laboratories. Performing the exercise has not only provided an independent assessment of laboratory performance and a demonstration that such assessments are needed and are useful, but also with invaluable experience in organization and preparation for the joint sampling event.
Conclusions
A future 3 H/ 3 He groundwater dating intercomparison exercise can be improved by demanding a fixed number of analyses from each laboratory and requesting the reported analytical uncertainty. These will allow for a more reliable statistical evaluation of the data and an evaluation of the reported laboratory precision.
It should be noted that the investigated measurement uncertainty includes both sampling and analytical uncertainty, and it is therefore assumed to be representative of the variation expected in real world studies. The purely analytical uncertainty, as investigated in the IAEA TRIC exercises for example, does not include the sampling artifacts. Sampling artifacts are expected to be minimal for tritium, but may be significant for noble gas samples. Besides natural samples with unknown true values, analyses of synthetic noble gas samples with known concentrations would allow the independent assessment of laboratory bias.
The analytical uncertainty introduces an unavoidable source of uncertainty in the 3 H/ 3 He apparent age estimate. It is not the limiting factor in groundwater age dating. Other sources of uncertainty are often much greater and at the same time less well defined than the analytical uncertainty. For example, the interpretation of apparent 3 H/ 3 He groundwater ages in a hydrogeological context (beyond piston-flow) is complicated by a lack of knowledge of mixing and dispersion in the aquifer and during sampling. Shifting the focus of future intercomparison exercises from the analytical capabilities to the hydrogeological interpretation of multiple age 33 tracers will benefit the age dating community in assessing the uncertainty of the groundwater age distribution derived from age tracers in a specific context. 
Figure captions
Figure 1: Box-whisker plots for noble gas and tritium concentrations and noble gas isotope ratios measured in each sample. Bold horizontal line represents median, box represents 25%-75% quantiles, whiskers extend to 1.5 times the interquartile range or the maximum value (whichever is closer to the median), outlying values are plotted if beyond the whiskers. Note different axes for 3 He/ 4 He, The noble gas reproducibility was <2% (R, He, Ne) and <3% (Ar, Kr, Xe).
The measurement uncertainty meets the requirements for 3 H/ 3 He dating.
Other sources of uncertainty are less well defined than the analytical uncertainty Figure 7
