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Abstract—We present a novel closed-form lower bound on the
Gaussian-input mutual information for noncoherent communica-
tion (i.e., in which neither transmitter nor receiver are cognizant
of the fading state) over a frequency-flat fading channel with
additive noise. Our bound yields positive (non-trivial) values even
in the most challenging case of zero-mean fast fading, a regime in
which the conventional approach of orthogonal time-multiplexed
pilots is unavailing and for which, to the best of the author’s
knowledge, no simple analytical bound is known. Its derivation
relies on endowing the transmit signal with a non-zero mean,
which can be interpreted as a pilot symbol that is additively
superimposed onto the information-bearing Gaussian signal. The
optimal fraction of transmit power that one should dedicate to
this pilot is computed in closed form and shown to tend to one
half at low SNR and to a limit above 2−
√
2 ≈ 0.586 at high SNR.
We further show how one can refine the bound for the general
case of non-zero mean fading. Finally, we state an extension
of our bound to the MIMO setting and apply it to compare
superimposed vs. orthogonal pilots on the SISO Rayleigh block
fading channel.
I. INTRODUCTION
Consider the discrete-time scalar communication channel
with time index k ∈ Z governed by the system equation
Yk = HkSk + Zk (1)
wherein Sk ∈ C stands for the input signal, and the fading
and noise processes {Hk} and {Zk} are independent and
identically distributed (i.i.d.) over time. We refer to this
channel as fast fading. Furthermore, it is assumed that both the
transmitter and the receiver are cognizant of the distributions
of Hk and Zk, but not of their realizations. We are thus in
total absence of channel-state information (CSI) at both ends
of the link. The capacity scaling of this channel for the case of
Rayleigh fading under peak and average-power constraints was
first studied in [1], where it was shown that the capacity grows
double-logarithmically with the signal-to-noise ratio (SNR).
Lapidoth and Moser [2] then extended this result to more
general fading distributions using duality-based upper bounds
on capacity. For the special case of Rayleigh fading, it was
proved by Abou–Faycal, Trott and Shamai in [3] that the
capacity-achieving distribution of the signal amplitude |Sk|
is finitely supported. This result was subsequently extended to
Rician fading under fourth-moment signaling constraints [4].
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In channels such as the one under consideration, the fact that
both fading and noise are i.i.d. over time outrules any kind of
time-multiplexed pilot scheme for estimating the fading state,
since any training observation will be immediately outdated.
As a consequence, the popular achievable rate expressions
based on a penalty factor incurred by time-orthogonal pilot
symbols such as [5] collapse to zero in the fast-fading limit,
although mutual information does not. Even those achievable
rate expressions and capacity lower bounds that are not based
on explicit training schemes tend to zero in the fast-fading
limit, such as that proposed by Furrer and Dahlhaus [6]
for block-fading channels, or that proposed by Deng and
Haimovich [7] for stationary fading channels.
As a remedy, the receiver can exploit a known non-zero
mean of the transmit signal (signal bias), which is sometimes
referred to as a superimposed pilot symbol, or overlay pilot.
In this setting, Me´dard’s widely popular lower bound [8] on
noncoherent fading channel capacity with a non-zero line-of-
sight component (sometimes referred to as worst-case noise
lower bound) equals zero. In fact, Me´dard’s bound matches
capacity in the coherent setting (perfect CSI) but is totally
loose in the noncoherent setting (no CSI) whenever the fad-
ing is zero-mean, and thus only of interest for moderately1
imperfect CSI.
Even the nearest-neighbor decoding schemes with superim-
posed pilots proposed by Asyhari and ten Brink [10], [11] fail
to achieve any positive rate in the fast-fading limit, because
the estimate of the time-k fading gain Hk is based exclusively
on channel outputs Yk′ at time instants k
′ 6= k [10, Eq. (24)],
[11, Eq. (25)].
In the present article we overcome this limitation by de-
riving a lower bound on the input-output mutual information
of the fast-fading channel (1) where we impose a non-central
Gaussian distribution on the input signal Sk. By a variation of
Me´dard’s proof of the worst-case noise lower bound [8], we
derive a new lower bound that satisfies the desired property.
II. SYSTEM MODEL
Consider a pair (S, Y ) = (X¯ + X,Y ) ∈ C2 of complex
random variables where X¯ ∈ C is a constant, X ∼ NC(0, P )
1The loosely defined notion of “moderately imperfect CSI” may be un-
derstood as the situation in which the ratio of the channel estimation error
variance over the channel variance is substantially smaller than the reciprocal
of the SNR, as also suggested in [9].
is complex-valued circularly-symmetric zero-mean with vari-
ance E
[|X |2] = P , and where conditionally on X = x, the
variable Y is given by
Y = H(X¯ + x) + Z. (2)
Here, the complex-valued random variables H and Z are
drawn such that H , X and Z are mutually independent. We
assume that H and Z are both zero-mean and have variance
E
[|H |2] = E[|Z|2] = 1. Note that the additive noise Z need
not be Gaussian.
The variables X and Y model the information-bearing
input and the output, respectively, of the point-to-point single-
antenna communication system introduced in (1), that employs
i.i.d. Gaussian codebooks, with a frequency-flat fast-fading
zero-mean channelH and memoryless additive white noise Z .
The constant signal bias X¯ can be interpreted as an additively
superimposed pilot symbol.
Assuming that the fading and noise process are stationary
ergodic, the mutual information I(S;Y ) = I(X ;Y ) represents
the supremum of communication rates for which the average
probability of error of a maximum-likelihood decoder, aver-
aged over the ensemble of i.i.d. Gaussian codebooks, tends
to zero as the code’s blocklength tends to infinity. Conse-
quently, this Gaussian-input mutual information I(X ;Y ) can
be viewed as an achievable rate, or as a lower bound on the
ergodic average-power constrained Shannon capacity C(P ),
that is,
C(P ) ≥ I(X ;Y ). (3)
Unfortunately, neither of the quantities in (3) is analytically
tractable, let alone expressible in closed form. In the next
section, we shall derive a simple lower bound on I(X ;Y ).
III. FADING WITH NO LINE OF SIGHT
A. Mutual information lower bound
As mentioned previously, Me´dard’s bound [8], [9] for a
channel like (2) is equal to zero, since H is assumed to be
zero-mean. Granting the input signal S a non-zero mean (i.e.,
a superimposed pilot) is no remedy either to produce a non-
trivial bound on I(X ;Y ), unless one considers a variation of
Me´dard’s argument, which the following theorem presents and
whose proof is provided underneath.
Theorem 1 (Main result). The mutual information between
the variables X and Y as described in Section II is lower-
bounded as
I(X ;Y ) ≥ log
(
var(|Y |2)
var(|Y |2)− P |X¯|2
)
(4)
provided that H and Z have finite fourth moments.
Proof: Denoting as Xˆ(Y ) some arbitrary function of Y ,
the mutual information I(X ;Y ) can be bounded as follows:
I(X ;Y ) = h(X)− h(X |Y ) (5)
= log(pieP )− h(X − Xˆ(Y )|Y ) (6)
≥ log(pieP )− h(X − Xˆ(Y )) (7)
≥ log(P )− log(var(X − Xˆ(Y ))). (8)
The second equality (6) holds since X ∼ NC(0, P ) and
because differential entropy is invariant to translations; the first
inequality (7) holds because conditioning does not increase en-
tropy; the last inequality (8) holds because for a fixed variance
the Gaussian distribution maximizes differential entropy. Let
us expand the variance term as follows:
var(X − Xˆ(Y ))
= E
[|X − Xˆ(Y )|2]− ∣∣E[X − Xˆ(Y )]∣∣2
= P − 2R{E[X∗Xˆ(Y )]}+ E[|Xˆ(Y )|2]− ∣∣E[Xˆ(Y )]∣∣2
= P + var(Xˆ(Y ))− 2R{E[X∗Xˆ(Y )]}. (9)
At this point it becomes clear that any useful estimator
Xˆ(Y ) will need to positively correlate with X , i.e., such that
R{E[X∗Xˆ(Y )]} > 0, for otherwise we would obtain a (trivial)
negative lower bound in (8). Therefore, a linear estimator of
the form Xˆ(Y ) = αY with some constant α, as chosen in
the derivation of Me´dard’s lower bound [8], will not do in
our case. Instead, we choose the estimator to be of the form
Xˆ(Y ) = α|Y |2. The resulting error variance can be computed
as
var(X − Xˆ(Y ))
= P + |α|2 var(|Y |2)− 2R{αE[X∗|Y |2]} (10)
wherein the cross-correlation term is E
[
X∗|Y |2] = PX¯∗.
To obtain the latter equality, bear in mind that E
[
(X∗)2
]
=
E[X2] = 0 since the phase of X is uniformly distributed and
independent of the magnitude |X |.
In order to obtain the sharpest bound, we choose α so as
to minimize the variance (10). The optimal phase of α should
match the phase of X¯ , such that R{αX¯∗} = |α||X¯ |. The
optimal magnitude |α| should then minimize the quadratic
function
|α| 7→ P + |α|2 var(|Y |2)− 2|α|P |X¯| (11)
the minimizer of which is |α| = P |X¯|/var(|Y |2) and yields
a minimum value
min
α∈C
var(X − α|Y |2) = P
(
1− P |X¯|
2
var(|Y |2)
)
. (12)
Combining (12) with (8), we obtain the desired result.
Note that the term var(|Y |2) depends on fourth moments
of the noise and fading distribution. If we denote the kurtosis
of a random variable A as
κA =
E
[|A− E[A]|4]
E
[|A− E[A]|2]2 (13)
then the kurtosis of H and of Z are respectively κH =
E
[|H |4] and κZ = E[|Z|4]. With these, the variance of |Y |2
can be evaluated as
var(|Y |2) = (κH − 1)|X¯|4 + (2κH − 1)P (2|X¯|2 + P )
+ 2(|X¯|2 + P ) + κZ − 1. (14)
For the case of Rayleigh fading H ∼ NC(0, 1) and additive
Gaussian noise Z ∼ NC(0, 1), we have κH = κZ = 2.
B. How much training power is needed?
Assume that the transmitter is subjected to an average power
constraint, meaning that the sum of constant pilot power |X¯|2
and data signal power P cannot exceed a prescribed signal-
to-noise ratio ρ:
|X¯ |2 + P ≤ ρ. (15)
It is evident from (4) that the bound vanishes to zero if either
|X¯|2 = 0 or P = 0. Therefore, we wish to optimally balance
the power split between the superimposed pilot and the data
signal. For this purpose, we set |X¯|2 = νρ and P = (1− ν)ρ
where ν ∈ [0; 1] represents the power fraction allocated to the
pilot. The variance of |Y |2 can now be expressed as
var(|Y |2) = η(ρ) − κHρ2ν2 (16)
where η(ρ) = (2κH−1)ρ2+2ρ+κZ−1. The bound (4) with
optimized power allocation now reads as
max
0≤ν≤1
log
(
1 +
ρ2ν(1− ν)
ρ2(1− κH)ν2 − ρ2ν + η(ρ)
)
. (17)
Solving this maximization yields an optimal pilot share
ν⋆(ρ) =
η(ρ)−√η(ρ)(η(ρ) − ρ2κH)
ρ2κH
. (18)
This optimal share has low and high-SNR limits
lim
ρ→0
ν⋆(ρ) =
1
2
(19a)
lim
ρ→∞
ν⋆(ρ) = 2− 1κH −
√(
2− 1
κH
)(
1− 1
κH
)
. (19b)
The latter is a decreasing function of κH > 1 and thus lies
within bounds
1 > lim
ρ→∞
ν⋆(ρ) > 2−
√
2 ≈ 0.586 (20)
irrespective of the value of κH . Figure 1 shows the plot of
ν⋆(ρ) for Rayleigh fading and Gaussian noise. Since κH = 2
in this case, we have limρ→∞ ν⋆(ρ) = (3 −
√
3)/2 ≈
0.634. Figure 2 shows the resulting mutual information lower
bound (4) as a function of the SNR. As one can see, the curve
is bounded in the SNR, much like the mutual information
I(X ;Y ) itself, as studied in detail in [12]. Its high-SNR limit,
for Rayleigh fading and optimized pilot share ν⋆(ρ), is equal
to
log
(
1 +
(3−√3)(√3− 1)
12− (3 −√3)(5 −√3)
)
≈ 0.11167 (21)
nats, or equivalently, 0.16111 bits.
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Fig. 1. Optimal fraction ν⋆(ρ) of total transmit power ρ allocated to the
superimposed pilot for H ∼ NC(0, 1) and Z ∼ NC(0, 1).
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Fig. 2. The bound from Theorem 1 against the SNR, plotted for three different
choices of ν.
IV. FADING WITH A LINE OF SIGHT
Consider the system equation (2), but where the channel
gain now includes a line-of-sight component in form of a non-
zero mean H¯ (while H is still assumed zero-mean as before):
Y = (H¯ +H)(X¯ + x) + Z. (22)
It is worth mentioning that, while the mutual information
bound from Theorem 1 was presented under the assumption
of zero-mean fading (for it is the regime of most interest for
that bound), the bound still holds for a non-zero-mean fading
channel (22) as long as we replace the kurtosis κH by the
fourth moment E[|H |4] throughout. However, for a system as
in (22), it might be more interesting to set X¯ = 0 and use
Me´dard’s worst-case noise bound [8]
I(X ;Y ) ≥ log
(
1 +
|H¯ |2P
E[|H |2]P + 1
)
(23)
or its improved version [13]. In summary, our bound (4)
operates well in the regime |H¯ |2 ≪ E[|H |2] and requires
a superimposed pilot (X¯ 6= 0) whereas Me´dard’s bound is
useful in the opposite regime |H¯ |2 ≫ E[|H |2] and requires
no pilot (X¯ = 0). The derivation of the former relies on an
input estimator of the form Xˆ(Y ) = α|Y |2 whereas Me´dard’s
bound was derived using Xˆ(Y ) = αY .
Can one construct a general bound that covers both regimes
well and outperforms both the bound from Theorem 1 and
Me´dard’s bound? The solution is to choose an input estimator
of the general form
Xˆα(Y ) = α1Y1 + α2Y2 = α
Ty (24)
with complex coefficient vector αT =
[
α1 α2
]
and zero-
mean observation vector
y =
[
Y1
Y2
]
=
[|Y |2 − E[|Y |2]
Y − E[Y ]
]
. (25)
Clearly, forcing either α1 or α2 to zero each recovers one of
the two aforementioned bounds. A superior bound, however,
is obtained when optimizing the pair (α1, α2) as in
I(X ;Y ) ≥ log(P )− log
(
min
α
var(X − Xˆα(Y ))
)
(26)
in which the optimal coefficient vector α⋆ is given by the
Wiener-Hopf equation
αT⋆ = E[Xy
†]E[yy†]−1 (27)
and where, upon particularizing to the channel model (2), we
get
E[Xy†] =
[
(|H¯ |2 + E[|H |2])PX¯ H¯∗P ] (28a)
E[yy†] =
[
var(|Y |2) E[Y ∗|Y |2]
E[Y |Y |2] var(Y )
]
. (28b)
Here, the entries of E[yy†] may all be evaluated in closed
form. The resulting variance of X − Xˆα⋆(Y ) is
var(X − Xˆα⋆(Y )) = P − E[Xy†]E[yy†]−1 E[X∗y] (29)
and the resulting capacity lower bound reads as
I(X ;Y ) ≥ log
(
P
P − E[Xy†]E[yy†]−1 E[X∗y]
)
. (30)
The latter can be straightforwardly generalized to any arbitrary
vector y =
[
Y1 Y2 . . .
]T
of functions Yi = fi(Y ) of the
channel output, so we have the following general theorem:
Theorem 2. The mutual information between the variables X
and Y as described in Section II is lower-bounded as
I(X ;Y ) ≥ log
(
P
P − E[Xy†] cov(y)−1 E[X∗y]
)
(31)
provided that the covariance matrix cov(y) , E
[
(y −
E[y])(y − E[y])†] is invertible.
In Figure 3, Me´dard’s bound is compared against the bound
from Theorem 1 for a noncoherent Rician fading channel in
which we let the ratio between the line-of-sight component
and the (unknown) Rayleigh component vary with a parameter
λ ∈ [0; 1]. Accordingly, the cases λ = 0 and λ = 1 may be
interpreted as the extreme situations of no CSI and perfect
CSI, respectively. We see that for a vanishing line-of-sight
component (λ = 0), Me´dard’s bound vanishes, whereas our
bound attains a positive value. The situation is reversed at
the other end (λ = 1), where Me´dard’s bound becomes tight
with perfect-CSI capacity (log(2) ≈ 0.69 nats) whereas our
bound (4) is loose. The solid curve shows the bound from
Theorem 2, which outperforms both other bounds.
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Fig. 3. Comparison of bounds for a noncoherent Rician fading channel as
a function of the Rician factor. The fading channel is modeled as consisting
of a (squared) line-of-sight component |H¯|2 = λ and an unknown Rayleigh-
fading component of variance E[|H|2] = 1−λ. The SNR is set to ρ = 1 (0
dB). The plot region for low λ is zoomed in for better visibility.
V. EXTENSION TO THE MIMO SETTING
Theorem 1 can be generalized to the MIMO setting. Con-
sider the input variable s = x¯ + x ∈ Cnt with x¯ a
constant superimposed pilot and x ∼ NC(0,Q), and where
conditionally on x = x′, the output variable y ∈ Cnr is given
by
y =H(x¯+ x′) + z (32)
with mutually independent H , x and z.
Theorem 3 (MIMO bound). The mutual information between
x and y is lower-bounded as
I(x;y) ≥ log |Q| − log |Q−ΦΨ−1Φ†| (33)
where Φ = E
[
xc†yy†
]
, Ψ = cov(yy†c) and c ∈ Cnr is an
arbitrary constant vector chosen such that Ψ is invertible.
The proof is omitted but follows the same lines as that of
Theorem 1. Note that one can readily recover Theorem 1 by
appropriately particularizing Theorem 3.
A. An application: SISO Rayleigh block fading
Consider the single-antenna Rayleigh fading channel, which
obeys the same system equation as (1) except that the fading
gain H is constant during nc consecutive time instants. The
number nc is referred to as the coherence time. By treating
this block-fading channel as a nc × nc MIMO channel and
particularizing Theorem 3 in a suitable way, we obtain the
following capacity lower bound based on superimposed pilots:
1
nc
I(x;y) ≥ nc − 1
nc
log
(
B
B − n2cν(1 − ν)ρ2
)
+
1
nc
log
(
Anc +B
Anc +B − n2cν(1 − ν)ρ2
)
(34)
where
A =
(
2ν¯2 + 2ncν(1 + ncν) + 2(2nc − 1)νν¯ − 3ncν2
)
ρ2
+ ncνρ (35a)
B = (2nc(νnc + ν¯)− ν¯)ν¯ρ2 + (2ν¯ + νnc)ncρ+ nc (35b)
We can read off (34) that for nc = 1 we recover the SISO
bound (4) once we know that var(|Y |2) = A + B. The limit
for nc →∞ of the right-hand side of (34) is log
(
2(1−ν)ρ+1
(1−ν)ρ+1
)
which is maximized by setting ν = 0 (i.e., a vanishing pilot
as nc → ∞) and gives log(2) = 0.6931 nats, or 1 bit, in
the high-SNR limit. This clearly also highlights the limitation
of superimposed pilots: for large nc, our bound is markedly
inferior to the time-multiplexed pilot bound [14], [15, Eq. (5)]
1
nc
I(x;y) ≥ max
τ∈{1,...,nc−1}
nc − τ
nc
C
(
ρ2τ
1 + ρ(τ + 1)
)
(36)
where C(x) =
∫∞
0 log(1+xt)e
−t dt, whose limit as nc →∞
is unbounded in the SNR ρ. This observation suggests that
superimposed pilots tend to be competitive against orthogonal
pilots mostly for very low channel coherence (approaching
fast fading) and low SNR, which echoes similar conclusions
known in the literature [16], [17] and is evidenced by the plot
in Figure 4.
102 103 104
10−2
10−1
nc
[n
at
s
/
ch
an
n
el
u
se
]
superimposed pilots
(bound (34))
orthogonal pilots
(bound (36))
bound IJ1
from [15, Theorem 1]
1 2 3 4
0
0.005
0.010
Fig. 4. Comparison of achievable rates for orthogonal pilots vs. superimposed
pilots on a Rayleigh block-fading channel at an SNR of −10 dB. The
plot region for low nc is zoomed in for better visibility. Note the double-
logarithmic axes for the large-scale plot.
In this Figure, we compare the performance of superim-
posed pilots (bound (34) with optimized ν) against time-
multiplexed orthogonal pilots (bound (36)). We have further
included a bound from [15] based on a single pilot symbol and
so-called joint pilot-data processing, which implicitly reflects
the gain that one could as well obtain by improving (36)
via sequential reuse of decoded symbols as effective pilots,
so as to gradually improve the channel estimate. We see
that superimposed pilots are superior only for nc = 1 while
achieving a rate close but inferior to that of orthogonal pilots
elsewhere (although the gap widens as the SNR increases).
VI. CONCLUSION
We have derived a new bound on the capacity for commu-
nication on noncoherent channels with superimposed pilots.
Due to its simplicity, we have shown that it lends itself
well to analytical treatment, for example, through closed-
form optimization of the fraction of transmit power allocated
to pilots. Its derivation is reminiscent of Me´dard’s worst-
case noise bound [8], yet it differs in some crucial ways.
We have further demonstrated how to refine the bound and
generalized it to the MIMO setting. Let it be mentioned
that another refinement method based on the rate-splitting
approach from [13] is also fruitful, though beyond the scope
of this article. We expect that, as with Me´dard’s bound,
our bounding technique enjoys a great potential in terms of
wide applicability and extensibility to numerous scenarios of
interest, such as semiblind channel estimation [18], stationary
fading with a power spectral density [11], massive MIMO [19]
or multiuser settings, to only mention a few.
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