The development of a complex disease is an intricate interplay of genetic and environmental factors. "Heritability" is defined as the proportion of total trait variance due to genetic factors within a given population. Studies with monozygotic (MZ) and dizygotic (DZ) twins allow us to estimate heritability by fitting an "ACE" model which estimates the proportion of trait variance explained by additive genetic (A), common shared environment (C), and unique non-shared environmental (E) latent effects, thus helping us better understand disease risk and etiology. In this paper, we develop a flexible generalized estimating equations framework ("GEE2") for fitting twin ACE models that requires minimal distributional assumptions; rather only the first two moments need to be correctly specified. In addition, we prove that two commonly used methods for estimating heritability, the normal linear mixed effects model (LMM) and Falconer's method, can both be fit within this unified GEE2 framework, which additionally provides robust standard errors. Given non-normal data, we show that the GEE2 models attain significantly better coverage of the true heritability compared to the traditional LMM and Falconer's methods. Finally, we demonstrate that Falconer's method can consistently estimate heritability even when the total variance differs between MZ and DZ twins; whereas the LMM will produce biased estimates in such settings. *
Introduction
Twins and family studies have proven to be powerful instruments for understanding the inheritance of complex phenotypes [1] . A recent comprehensive meta-analysis reported 17,804 heritability estimates for various traits based on twin studies [2] . The accurate estimation and inference of heritability is often of primary interest as it gives us some basic understanding of disease risk and etiology. For a review of various concepts and methods for estimating heritability, see [3, 4] . In this paper, we focus on the twin ACE model [1, 5, 2] which compares the resemblance among monozygotic (MZ) and dizygotic (DZ) twins in order to estimate the proportion of trait variance explained by genetic or environmental random effects. In the twin ACE model, the covariance structure of the trait is partitioned into additive genetic (A), common shared family environment (C), and unique environmental (E) variance components. Heritability is defined as the proportion of total trait variance explained by the genetic factors in a given population. The twin ACE model can be fit using simple method of moment estimators called "Falconer's equations" [5, 2, 6] ; structural equation models (SEM) [1, 5] , or linear mixed effect models (LMM) [7, 8, 9, 10] . The LMM models can be fit using maximum likelihood, restricted maximum likelihood, or Bayesian estimation procedures [11, 12] . Extensions to the LMM for estimating heritability have been developed for longitudinal data [13, 14] , mixture models [15] , and general linear mixed effects models (GLMM) for non-normal phenotypes [16, 12, 17] .
The linear mixed effect biometric model (LMM) is a popular approach for estimating heritability in twins and family studies [7, 8, 9, 10] . However, the LMM model assumes the trait is normally distributed, and results in Section 3 demonstrate that when the assumption of normality is violated, the LMM model can lead to poor coverage of the true heritability parameter. Moreover the LMM assumes the total population variance is equal between MZ and DZ twins. We show that the LMM may produce biased estiamtes of heritability given deviations from this assumption. Alternatively, one could use Falconer's distribution-free method of moment estimators [6, 5] , however Falconer's method cannot directly adjust for covariates. Although the LMM and Falconer's biometric models are popular in practice, it is known that method of moments and maximum likelihood estimators can produce substantially different results in finite samples [18, 19, 20] . Therefore, it would be beneficial to have a unified framework for better understanding and comparing these different biometric models.
In this paper, we demonstrate that the popular LMM and Falconer's methods can be fit within a unified generalized estimating equations framework ("GEE2") which additionally provides robust standard errors and confidence intervals. We show that the estimators generated by the GEE2 approach for certain choices of working correlation matrix are essentially the LMM and Falconer's heritability estimators. However, under model misspecification in finite samples, the GEE2 models use robust sandwich standard errors which should provide better confidence interval coverage of the true heritability (as demonstrated throughout all simulations). In addition, GEE2 offers the opportunity to specify and estimate more accurate models of correlation structure (e.g. by capturing skewness or kurtosis) and thus its application may yield more efficient estimates of variance parameters. Finally, we show that if the population variance differs between MZ and DZ twins, then the LMM produces biased estimates of heritability, while Falconer's method can still produce unbiased estimates and thus should be preferred.
In general, researchers are often interested in estimating heritability for highly non-normal traits such as binary case/control data, discrete counts, and skewed or heavy-tailed continuous data. Moreover, often the trait of interest doesn't appear to follow any standard parametric distribution (see Figure 1 for examples). A natural question is whether or not it is necessary to try and fit the true parametric distribution when estimating heritability for such traits. A major point of this paper is that as long as the trait can be approximated by some member of the quadratic exponential family with only the first two moments required to be correctly specified, then it is not necessary to try and fit the true parametric distribution; rather one can simply use GEE2 which produces a robust confidence interval for the true heritability parameter. Thus the GEE2 twin model can estimate heritability for traits that follow a wide variety of distributions. However, throughout this paper we assume the trait is unimodal. Given a multi-modal trait, mixture-type models for estimating heritability would be more appropriate [15] , but in principle, these mixture models could still be fit within the robust GEE2 framework.
Other approaches to estimating genetic and environmental variance components for nonnormal traits include the use of generalized linear mixed effect models (GLMM), where the ACE components are added into the linear predictor as normally-distributed random effects [16, 12, 17] . However, in general, it is more difficult to ensure identifiability of the ACE components within the GLMM framework. For example, the E component is non-identifiable for both Poisson and Bernoulli distributed data within the GLMM framework using canonical link functions [12, 17, 11] . In addition, inferences from parametric GLMM models may be sensitive to departures from distributional assumptions. Thus an alternative framework may be desirable for estimating ACE variance components in non-normal traits.
Recently Kirkpatrick and Neale [21] developed three different parametric models for overdispersed count data that can estimate all three ACE variance components. However, in practice, the estimation and inferences from these models may still be sensitive to departures from the parametric distributional assumptions. In addition, often one will fit several different parametric models then use model selection criteria to pick the "best fitting" parametric model; however, this creates a multiple testing problem and may lead to biased results if the model selection procedure is not accounted for while conducting inferences [2] . In contrast, the GEE2 ACE model can successfully conduct inference on underdispersed, equidispersed, or overdispersed count data, while only fitting a single model (it is worth noting that Kirkpatrick and Neale's models can not account for under-dispersion). Lastly, it is unclear how to include covariates within Kirkpatrick and Neale's count ACE models, as they leave this for future work. In contrast, including covariate effects within both the mean and variance parameters is straightforward for the GEE2 ACE model. In summary, we propose a robust, unified framework for estimating heritability in twins studies using second-order generalized estimating equations (GEE2). The GEE2 models require only the first two moments to be correctly specified, and thus can be used to estimate heritability in traits that follow a wide variety of distributions. We show that two traditional methods for estimating heritability (normal LMM and Falconer's method) can both be fit within the GEE2 framework, which additionally provides robust standard errors. Given a non-normal trait, we show that the robust GEE2 models produce significantly better coverage rates of the true heritability compared to the traditional LMM and Falconer's methods. Finally, we show that if the total variance differs between MZ and DZ twins, then the LMM produces biased estimates of heritability, while Falconer's method can still produce unbiased estimates and thus should be preferred. All methods are compared via simulations and application to five substance abuse disorder traits from the Minnesota Center for Twins and Family Study [22] .
Methods
An outline of the Methods section is as follows: in Sections 2.1-2.2, we review the traditional normal LMM and Falconer's biometric models for twins studies. Then in Section 2.3 we develop the robust GEE2 ACE twin model for estimating heritability. Finally, in Section 2.4, we prove that LMM and Falconer's method can both be fit within the robust GEE2 framework.
For all methods, assume a study with N MZ and N DZ pairs of monozygotic and dizygotic twins, and let N = N MZ + N DZ be the total number of twin pairs. Without loss of generality, for the ith pair of twins, assume the response is centered such that E(y i j ) = 0, j = 1, 2. Given that our primary focus in on variance parameters, fixing the mean equal to zero will greatly simplify formulas and thus help build intuitive connections between the various models considered in this paper. However, in practice, both the LMM and GEE2 models can easily incorporate covariate effects. Thus for those who may be interested, R [23] code will be made publicly available for fitting GEE2 twin models that incorporate fixed covariate effects.
Normal LMM Model for Twin Studies
We first review the popular normal linear mixed effects model (LMM) for estimating heritability in twins studies [7, 8, 9, 10] . Define the response for the ith pair of twins as follows:
where the genetic effect
. This variance component model decomposes the total variance intro three orthogonal components: σ 2 A , σ 2 C , σ 2 E , which represents the contribution of the genetic, shared, and non-shared environmental effects to the total phenotypic variance. The matrix K K K i is the "genetic relationship" matrix defined as:
Notice w i = 1 for MZ twins implies that the genetic correlation between MZ twins is equal to 1 since MZ twins have identical genes; and w i = 0.5 for DZ twins since DZ twins share half their genes on average. In addition, both twins share the same common family effect (C i ) since both twins are raised in the same family. Hence the log-likelihood of the LMM twin model is given by:
where
. Notice we are assuming the the total variance for both MZ and DZ twins is equal to σ 2 A + σ 2 C + σ 2 E , while the covariance between MZ twins is σ 2 A + σ 2 C and 0.5σ 2 A + σ 2 C for DZ twins. We are primarily interested in estimating heritability:
, but we are also often interested in estimating the proportion of trait variance explained by shared environmental effects:
. It has been shown that ignoring substantial shared environmental effects can lead to upwardly biased estimates in heritability [24] [4] . Note that the proportion of trait variance explained by unique environmental effects:
Then the estimating equations for α α α can be derived as:
Assuming the specified distribution log f i (y y y i |α α α) is correct, under the regularity conditions of maximum likelihood estimation see ch 6 of [25] ,
After obtainingα α α andĈ ov(α α α), we use the Delta-Method to construct approximate Wald tests and 95% confidence intervals for h 2 and c 2 e.g.ĥ 2 ± 1.96Ŝ E(ĥ 2 ) . It is worth noting that if the assumed multivariate-normal likelihood function is misspecified (as is often the case in practice), then in general, equation (3) will not hold. Finally, we used the twinlm() function from the mets R package [26] to implement the LMM ACE model.
Falconer's Method of Moment Estimators
"Falconer's equations" use method of moments to estimate heritability in twin studies [6, 5] . Falconer's estimators are defined as:
Note r DZ and r MZ are Pearson's correlation coefficients for the MZ and DZ twins respectively. In deriving Falconer's estimators, assume Var(
. Then Falconer's estimators can easily be derived as:
Notice thatĥ 2 andĉ 2 are both functions of Pearson's sample correlations. Assuming the data follows a bivariate normal distribution, the following approximate standard errors [27] can be used:Ŝ
These standard errors will also approximately hold when the data show moderate deviation from normality [27] . Then using the estimated standard errors, we can construct approximate 95% Wald-type confidence intervals for h 2 and c 2 .
One major difference between the LMM and Falconer's method is that the LMM assumes equal total variance for the MZ and the DZ twins, whereas this is not a necessary condition for Falconer's equations. In particular, unlike the LMM, Falconer's method only requires the variance proportions (h 2 , c 2 , e 2 ) to be equal for both MZ and DZ twins, but allows the individual variance components (σ 2 A , σ 2 C , σ 2 E ) to differ. In Section 3.3, we demonstrate that when the population variance differs between MZ and DZ twins (but the proportions h 2 , c 2 , e 2 are equal between twins), then LMM produces biased estimates of heritability while Falconer's method remains unbiased. In addition, in Web Supplementary Material Appendix A, we prove that the LMM and Falconer's method will produce different point estimates of heritability in general, and derive the conditions under which they may produce identical point estimates.
GEE2 ACE Model for Twin Studies
[28] originally proposed the "GEE1" estimating equations which allow valid large-sample estimation and inferences on first order moment parameters (e.g. mean-level parameters "β β β "), while allowing all higher-order moments to be misspecified. The essential assumption of GEE1 is that the trait is some member of the linear exponential family with only the first-moment structure required to be correctly specified, e.g. E(y y y i ) = X X X i β β β or g −1 (X X X i β β β ) if using a link function .
However, in applications where one is interested in conducting inference on variance-level parameters, GEE1 is no longer applicable. [29] extended GEE1 by proposing the "GEE2" estimating equations which allow for valid inference on both mean and variance level-parameters with minimal distributional assumptions. The key assumption of GEE2 is that y i j is a member of the quadratic exponential family with the first two moments correctly specified i.e. E(y y y i ) and Var(y y y i ) ; while all higher-order moments are allowed to be misspecified. If the aforementioned assumptions of GEE2 are satisfied, then GEE2 can consistently jointly estimate both mean-level parameters (β β β ) and variance-level parameters (α α α), as well as provide valid Wald tests and confidence intervals for all parameters. For a complete review of GEE2, see [29, 30, 31] . The GEE2 ACE model for twin studies will now be derived. Let y y y i = (y i1 , y i2 ) be the outcome measured on the ith pair of twins (i = 1, ..., N), and assume y y y i is some arbitrary member of the quadratic exponential family with mean parameters (β β β ) and variance parameters (α α α):
See [29, 31] for more information on the quadratic exponential family. Without loss of generality, we assume there are no measured covariates and that the trait is centered such that µ i j = E(y i j ) = 0, for all i = 1, ..., N and j = 1, 2. Then assume the following ACE variance decomposition:
, where w i = 1 if ith twin pair is MZ 0.5 if ith twin pair is DZ Let s s s i be the corresponding sample covariance vector:
Define f f f i = s s s i − σ σ σ i . Then [29] derived the following estimating equations assuming y y y i belongs to the quadratic exponential family:
Given an initial estimate α α α 0 , a modified Newton-Raphson algorithm is used to iteratively update the estimator as follows [29] :
In order to simplify the iterative computation of equation (7), [29] suggest assuming a "working covariance structure" on V V V i . We will consider the following two working covariance structures proposed by Prentice and Zhao:
1. Indepedence: V V V Ind,i = Cov(s s s i ) = I I I (the identity matrix) [31] .
2. Normal: Assume for all j, k, l, m : Cov(s i jk , s ilm ) = σ i jl σ ikm + σ i jm σ ikl , where the σ i jk are defined in equation (5), therefore:
Recall that µ µ µ i and Var(y y y i ) are the only parts that need to be correctly specified, whereas V V V i = Cov(s s s i ) is allowed to be misspecified. In practice, one could attempt to specify a more accurate working covariance structure that accounts for particular distributional aspects of interest (e.g. kurtosis, skewness, heavy tails, etc.) and thus produce more efficient estimators. However, in this paper, we will only focus on GEE2 with the normal or independence working covariances ("GEE2-Norm" and "GEE2-Ind" respectively).
Next, [29] derived the following robust estimator for Cov(α α α):
Then robust standard errors forα α α can be obtained by taking the square-root of the diagonal of Cov(α α α). Note that ( 1 N Ψ Ψ Ψ) −1 is the "model-based" variance ofα α α, derived from the implied likelihood function which follows the quadratic exponential family. In general, this model-based variance estimator is incorrect when the implied likelihood function is misspecified. The inside "empirical-variance" term
is a consistent estimator of the true variance ofα α α. The reason these standard errors are "robust" is because although we allow Cov(s s s i ) to be misspecified when estimatingα α α, the standard errors "correct" this by using a consistent nonparametric estimator of Cov(s s s i ) through the inside-term f f f i f f f i = (s s s i − σ σ σ i )(s s s i − σ σ σ i ) . In contrast, the standard errors for the LMM model are completely determined by the multivariate normal likelihood function, which if misspecified, can lead to poor coverage rates of the true variance parameters.
In summary, assuming that y y y i is a member of the quadratic exponential family (4) with only the first two moments required to be correctly specified, then the GEE2 estimatorα α α is asymptotically multivariate normally distributed with covariance consistently estimated by equation 8.
Connections Between LMM, Falconer's Method, and GEE2
In Web-based Supplementary Material Appendix D, the estimating equations for the LMM and GEE2-Norm ACE models are derived and shown to be identical, thus both models will produce identical point estimates (with perhaps slight differences due to different software implementations). Mathematica [32] was used to derive all estimating equations. Next, we show that under a simple data transformation, Falconer's method and GEE2-Ind produce identical point estimates:
Theorem 1. Given a twin study with N MZ and N DZ pairs of MZ and DZ twins (N = N MZ + N DZ ), assume the trait of interest is a member of the quadratic exponential family with an "ACE" variance decomposition i.e. Var( Proof. Recall that the Falconer's estimators are defined as:
The GEE2-Ind estimating equations for the untransformed original data are defined as: 
where σ 2 T and S 2 T represent the population and sample variance of Twin type T = MZ or DZ. Hence the modified estimating equations are:
The above equations imply the following result:
Note that the standard errors need to be adjusted to account for the data transformation of Theorem 1. Specifically, the variance of the estimator under the tranformed data is approximately 1/4 the variance of the estimator using the untransformed data i.e.V ar * (α α α * ) = 1 4V ar(α α α) . See Web Appendix B for a derivation of the adjusted standard errors.
In conclusion, under the conditions of Theorem 1, Falconer's method and GEE2-Ind will produce identical point estimates. In addition, we also demonstrated that GEE2-Norm and LMM produce identical point estimates. However, under model misspecification in finite samples, the GEE2 framework uses robust sandwich standard errors which should provide better confidence interval coverage of the true variance parameters (as demonstrated throughout all simulations). Finally, in Web Supplementary Material Appendix A, we prove that the LMM (GEE2-Norm) and Falconer's method (GEE2-Ind-S) will produce different point estimates of heritability in general, and derive the conditions under which they produce identical point estimates.
Results
In Sections 3.1-3.4, we compare the following ACE models via simulations and application to real data: the normal linear mixed effect model ("LMM"), and Falconer's simple moment estimators ("Falconer"), and GEE2 with normal and independence working covariance structures ("GEE2-Norm" and "GEE2-Ind-S" respectively). "GEE2-Ind-S" is fit under the standardized data transformation of Theorem 1, and thus should produce identical point estimates with Falconer's method. Note that GEE2-Ind-S is the only model that uses this data transformation, all other models are fit to the original data.
Estimating Heritability for a Heavy-Tailed Continuous Trait
Assume the response of the ith twin pair follows a centered heavy-tailed multivariate t-distribution:
Then with σ 2 A = 0.5, σ 2 C = 0.3, σ 2 E = 0.2, and v = 4, we simulate 300 datasets according to (9) , each with 500 MZ and 500 DZ twin pairs. Among the various models, we are interested in comparing the the following metrics of h 2 and c 2 across 300 simulated datasets: the average point estimate, the standard deviation of the estimates (i.e. the "true standard error"), the average estimated standard error, and the confidence interval coverage rate (i.e. the proportion of all 300 confidence intervals that contain the true parameter value).
From Table 1 , we see the traditional LMM model has poor coverage for both h 2 and c 2 (less than 70%), whereas GEE2-Norm attains coverage much closer to the nominal rate of 95%. Notice that GEE2-Norm produces identical point estimates to the normal LMM, however, GEE2-Norm produces larger and more trustworthy standard errors. Table 1 clearly shows that the average estimated SE's for the LMM significantly underestimate the true SE's; whereas the average estimated SE's for GEE2-Norm match up very well with the true SE's. The reason the LMM estimated standard errors are incorrect is because they are based on Fisher's Information matrix which is determined by the assumed likelihood function (normal) which is misspecified (the true likelihood is a heavy-tailed t-distribution). In contrast, GEE2-Norm uses robust sandwich standard errors that provide significantly better coverage of the true variance parameters.
Notice that GEE2-Ind-S and Falconer's method produce identical point estimates, thus confirming Theorem 1. However, GEE2-Ind-S uses robust standard errors and thus attains significantly better coverage of the true heritability compared to Falconer's method. The reason Falconer's method attains such poor coverage may be because the confidence intervals use the asymptotic variance of Pearson's correlation coefficient, which is known to converge to its asymptotic distribution at a very slow rate [33] . Thus symmetric normal-based confidence intervals constructed using asymptotic results of Pearson's correlation may perform poorly in finite samples (as shown throughout all simulations). However, GEE2-Ind-S can be thought of as a robust version of Falconer's method that appears to attain the correct coverage rates.
Lastly, although the population variances are equal for both MZ and DZ twins, the sample variances always slightly differ. Thus, as proved in Web Supplementary Material Appendix A, Table 1 shows that the LMM and Falconer's method will produce different point estimates of heritability when the sample variances differ between MZ and DZ twins (even if the population variances are equal). 
Estimating Heritability for Right-Skewed Over-Dispersed Count Data
For the ith pair of twins, let y y y i = (y i1 , y i2 ) ∼ bLGP(σ 2 A + σ 2 C + σ 2 E , λ ), where bLGP(.) is the bivariate Lagrangian Poisson distribution with dispersion parameter λ ∈ (−1, 1) . Following Kirkpatrick and Neale [21] , we can simulate from the bLGP distribution as follows:
For MZ twins:
For DZ twins:
where LGP(.) and bLGP(.) are the univariate and bivariate lagrangian poisson distributions respectively. Then we have the following distributional properties: E(y i j ) =
(1−λ ) 3 . However, [21] note that the above construction of the bivariate lagrangian poisson distribution may be invalid when λ < 0 (under-dispersion), but will hold when λ > 0 (over-dispersion). In contrast, it is worth noting that our GEE2 ACE models work for both underdispersed or overdispersed count data. Nevertheless, we will only consider the case of over-dispersed count data with λ = 0.4, σ 2 A = 0.5, σ 2 C = 0.3, and σ 2 E = 0.2. Three-hundred datasets are simulated, each with 1000 MZ twin pairs and 1000 DZ twin pairs (note that the data is very right-skewed).
Notice from Table 2 that the same patterns from Section 3.1 hold. GEE2-Norm has significantly better coverage rates and more accurate estimated standard errors compared to the traditional LMM. The same result holds for GEE2-Ind-S compared to Falconer's method. Again, the main problem is that the average estimated standard errors for the LMM and Falconer's method are significantly less than their true standard errors, thus yielding coverage rates much less than the nominal rate of 95%. In contrast, the robust GEE2-Norm and GEE2-Ind models produce much more accurate standard errors and coverage rates closer to the nominal level. 
Comparison Between LMM and Falconer's Method Given Unequal MZ and DZ Variance
As shown in Theorem 1 and Section 2.2, Falconer's approach produces consistent estimates for heritability even if the total variance differs between MZ and DZ twins, as long as the genetic and environmental variance proportions (h 2 , c 2 , e 2 ) are the same in MZ and DZ twins. In contrast, the LMM approach makes a stronger assumption that the individual variance components (σ 2 A , σ 2 C , σ 2 E ) are equal for both MZ and DZ twins. In the existing literature for the twin LMM ACE model, researchers have made no comments on how to address the scenario where the σ 2 A , σ 2 C , σ 2 E variance components differ between MZ and DZ twins, but the variance proportions (h 2 , c 2 , e 2 ) remain equal [7, 8, 9, 10] .
The following simulation study was performed with 500 MZ and 500 DZ twin pairs, where y y y i follows a bivariate normal distribution with Var(
Notice the total MZ variance (0.6) differs from the total DZ variance (1), however, the proportions h 2 = 0.5, c 2 = 0.3, e 2 = 0.2 are equal for both types of twins.
After simulating 300 datasets, Falconer's method produced the following average point estimates:h 2 F = 0.491(SD = 0.069),c 2 F = 0.309(SD = 0.063); whereas LMM produced the following biased results:h 2 LMM = 0.713(SD = 0.073),c 2 LMM = 0.135(SD = 0.072). Notice the average estimates are severely biased for the LMM approach, whereas Falconer's method still produces unbiased estimates of h 2 and c 2 . See Web-based Supplementary Material Appendix C for a clear demonstration of the bias in LMM. Therefore, when attempting to fit a twin ACE model, one should first check to see if the total variance is equal for MZ and DZ twins, and if not, Falconer's method (or GEE2-Ind-S) should be preferred. Interestingly, standardizing the outcome by using the pooled variance among all subjects does not appear to fix the bias of the LMM (results not shown).
Minnesota Center for Twins and Family Study (MCTFS)
The Minnesota Center for Twins and Family Study (MCTFS) [34] [22] contains 8,405 subjects clustered into 4-member families (each with 2 parents and 2 twins, either MZ or DZ). The overall goal of the study is to explore the genetic and environmental factors of substance abuse. We consider five composite quantitative clinical phenotypes created by [22] , which were derived using the hierarchical factor analytic approach of [35] . These five phenotypes are We considered a total of 936 MZ and 478 DZ twin pairs for reach phenotype. See Figure 1 for the histograms of each phenotype; notice that all five phenotypes appear very right-skewed, non-normal, and do not appear to follow any standard parametric distributions. However, as long as the trait can be approximated by a member of the quadratic exponential family with the first two moments correctly specified, then it is not necessary to try and model the true parametric distribution of these traits, rather one can simply use GEE2 which produces a robust confidence interval of heritability. Lastly, for all traits, first an ordinary linear model was fit to regress out the effects of several covariates: Sex, Age, and the top 5 principle components; then the residuals were used as the new response for fitting the ACE models.
The results from Table 3 indicate several patterns. First, notice that GEE2-Norm and LMM model produce identical point estimates, however, GEE2-Norm produces larger and probably more trustworthy standard errors (as shown throughout all of simulations). Similarly, GEE2-Ind-S and Falconer's method produce identical point estimates, although the standard errors for GEE2-Ind-S are likely more accurate (as shown throughout all simulations). Interestingly, Falconer's method (and GEE2-Ind-S) consistently produce smaller estimates of heritability compared to LMM (and GEE2-Norm). In Section 3.3, we showed that when the total variance differs between MZ and DZ twins, that LMM can produce biased estimates, whereas Falconer's still remains unbiased. Note that the ratio of the MZ variance to DZ variance for the five substance abuse traits is 0.95, 0.99, 0.89,0.97, and 0.96 respectively; thus the DZ twins always have slightly greater variance which could imply that the LMM is slightly biased here. 
Discussion
Twin studies have proven to be powerful instruments in quantifying the genetic and environmental factors of complex phenotypes [1] [2] . In practice, the normal LMM [7, 8] and Falconer's moment estimators [6, 5] are popular methods for estimating heritability in twins studies. We've shown that both estimators can be fit within a unified second-order generalized estimating equations framework (GEE2). In addition, given lack of normality, we've shown that the GEE2 models can obtain significantly better coverage rates of the true heritability compared to the traditional LMM and Falconer's methods.
When interested in fitting an ACE model to a non-normal phenotype, one option is to try and parametrically model the true distribution [21, 12, 17, 16] . However, inferences on the variance components may be sensitive to departures from parametric distributional assumptions. Our simulations indicate that when the parametric distributional assumption is incorrect, Wald-type confidence intervals for the ACE variance parameters may significantly differ from the nominal rate. In addition, we've proved that as long as the trait can be approximated by a member of the quadratic exponential family, then it is not necessary to try and fit the true parametric distribution; rather one can simply use GEE2 which provides a robust confidence interval for the true heritability. The GEE2 model requires only the first two moments (i.e. mean and variance structures) to be correct, all other moments are allowed to be misspecified. In contrast, parametric models assume all moments (i.e. the likelihood function) are correct, and may lead to poor coverage rates when assumptions fail.
As an alternative to parametric ACE models, one may consider Falconer's simple method of moment estimators. We showed that Falconer's method can be fit within the GEE2 framework (as "GEE2-Ind-S") which provides robust standard errors. In Section 3.3, we demonstrated an important scenario where LMM (and GEE2-Norm) produces biased estimates of heritability, while Falconer's method (and GEE2-Ind-S) remains unbiased. Specifically, the LMM assumes that the total variance is equal for both MZ and DZ twins; whereas Falconer's method allows the total variance to differ between twins, and only assumes the proportions of genetic and environmental variance are the same for both twin types. Therefore, in practice, one should check to see if the MZ and DZ variance is approximately equal, and if not, Falconer's method should be preferred.
In summary, we've shown that given non-normal data, the traditional normal LMM or Falconer's method may significantly undercover the true heritability parameter. In contrast, the proposed GEE2 models can obtain valid inference for the heritability of a wide variety of data types, such as: normal, binary, counts, heavy-tailed or skewed data. The GEE2 model requires only the first two moments (i.e. mean and variance structures) to be correctly specified, while all higher-order moments are allowed to be modeled incorrectly. We showed that both the traditional LMM and Falconer's methods can be fit within a unified GEE2 framework which provides robust standard errors. Finally, we demonstrated that if the total variance differs between MZ and DZ twins, then the LMM produces biased estimates of heritability, while Falconer's method can still produce unbiased estimates and thus should be preferred. Overall, assuming the trait is a member of the quadratic exponential family with an "ACE" variance decomposition, then it is not necessary to try and fit the true parametric distribution; rather one can simply use GEE2 which provides a robust confidence interval for the true heritability. Thus GEE2 can be used to estimate heritability in twins studies for traits that follow a wide variety of distributions. 
Then the LMM and Falconer's method will generally produce different point estimates of h 2 , c 2 . Specifically, the LMM and Falconer's method will produce identical point estimates if and only if the sample variances (and population variances) for MZ twin 1, MZ twin 2, DZ twin 1, and DZ twin 2, are all equal to 1.
Proof. Without loss of generality, assume we only have data on N pairs of DZ twins, and assume the trait is centered such that E(y i1 ) = E(y i2 ) = 0. Assume y y y i = (y i1 , y i2 ) follows a bivariate normal distribution with population mean of 0, variance of 1, and correlation ρ. Then the log-likelihood function of an iid sample of size N is:
Which gives the following estimating equation for ρ:
y i1 y i2 be Pearson's sample correlation coefficient. Then the above equation can be rearranged to:
Notice from equation (10) that, in general,ρ = r. However, consider the case where the sample variance for DZ twin 1 and DZ twin 2 both equal one (i.e. S 2 = 2). Then the above equation simplifies to:ρ
Notice we've shown that, in general,ρ = r. The estimate of heritability from the LMM is a function ofρ while the estimate of heritability for Falconer's method is a function of r; thus in general, LMM and Falconer's method will produce different estimates of heritability. However, when the sample variances (and population variances) for MZ twin 1, MZ twin 2, DZ twin 1, and DZ twin 2 all equal 1, thenρ MZ = r MZ andρ DZ = r DZ . Thus the LMM and Falconer's method will produce identical estimates of h 2 , c 2 , e 2 only in this setting.
Web Appendix B Derivation of Approximate Adjusted Standard Errors for GEE2-Ind-S:
Recall that GEE2-Ind-S uses a likelihood function from the quadratic exponentional family. In Web Appendix A we implictly derived this likelihood function. The data-transformation of Theorem 1 ensures that the sample variances for MZ twin 1, MZ twin 2, DZ twin 1, and DZ twin 2 all equal 1 (and the means all equal 0); thus equation (11) Using the original untransformed data, GEE2-Ind estimates the correlations without using any constraints, that is, it allows ρ MZ , ρ DZ ∈ (−1, 1). However, after the data transformation of Theorem 1, ρ MZ = h 2 + c 2 and ρ DZ = 0.5h 2 + c 2 (proved in Section 2.4). Thus, under the data transformation, the correlations are now constrained to be positive, that is, the Newton Raphson algorithm will only allow: ρ MZ , ρ DZ ∈ (0, 1). From Self and Liang (1897) 1 , we know that the likelihood ratio test statistic (T LR ) for testing if a single covariance parameter (e.g. ρ MZ ) is greater than zero, follows a mixture distribution that puts 0.5 mass at 0 and 0.5 mass at GEE2-Ind (using the untransformed data). Therefore, Var ĥ 2 GEE2-Ind-S ,ĉ 2 GEE2-Ind-S ≈ 1 4V ar ĥ 2 GEE2-Ind ,ĉ 2 GEE2-Ind . All results from our simulations indicate that this approximation performs reasonably well. But in practice, one could always use the bootstrap to get even more accurate standard errors and confidence intervals for Falconer's method if desired. 
