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Purpose: The aim of this study was to develop a novel technique for lung nodule detection using an optimized feature set. 
This feature set has been achieved after rigorous experimentation, which has helped in reducing the false positives 
significantly. 10 
Method: The proposed method starts with pre-processing, removing any present noise from input images, followed by lung 
segmentation using optimal thresholding. Then the image is enhanced using multi scale dot enhancement filtering prior to 
nodule detection and feature extraction. Finally, classification of lung nodules is achieved using Support Vector Machine 
(SVM) classifier. The feature set consists of intensity, shape (2D and 3D) and texture features, which have been selected to 
optimize the sensitivity and reduce false positives. In addition to SVM, some other supervised classifiers like K-Nearest-15 
Neighbour (KNN), Decision Tree and Linear Discriminant Analysis (LDA) have also been used for performance comparison. 
The extracted features have also been compared class-wise to determine the most relevant features for lung nodule detection. 
The proposed system has been evaluated using 850 scans from Lung Image Database Consortium (LIDC) dataset and k-fold 
cross validation scheme.  
Results: The overall sensitivity has been improved compared to the previous methods and false positives per scan have been 20 
reduced significantly. The achieved sensitivities at detection and classification stages are 94.20 % and 98.15 % respectively 
with only 2.19 false positives per scan. 
Conclusions:  It is very difficult to achieve high performance metrics using only a single feature class therefore hybrid 
approach in feature selection remains a better choice. Choosing right set of features can improve the overall accuracy of the 
system by improving the sensitivity and reducing false positives. 25 
Keywords: CAD, Feature extraction, Lung nodule detection. 
 
1. INTRODUCTION 
Lung cancer is one of the leading causes of the deaths around the world with the smallest rate of survival after 
diagnosis. The survival rate can be increased by early nodule detection.1 Lung cancer is found in both developed 30 
and under developed countries.2 The current five-year survival rate is only 16%, 3,4 and estimates suggest that by 
2030, lung cancer will reach around 10 million deaths per year.2   
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The main reason for lung cancer is the formation of cancerous nodules in lung lobes or lung periphery. Nodules 
can be defined as lung tissue abnormalities having a roughly spherical structure and diameter of up to 30 mm.3,4 
They can be classified into the following categories: well-circumscribed, juxta-vascular, juxta-pleural, and pleural 35 
tail. Well-circumscribed nodules are solitary nodules having no attachment to their neighboring vessels and other 
anatomical structures. Juxta-vascular nodules show strong attachment to their nearby vessels. Juxta-pleural 
nodules are found to have some attached portion to the nearby pleural surface. Pleural tail nodules, having a tail 
which belongs to the nodule itself, show minute attachments to nearby pleural wall.5 Sample images of different 
nodule groups can be seen in Fig. 1. 40 
 
 
 
 
Fig. 1. Sample images of four nodule groups. From left to right, well-circumscribed, juxta-vascular, juxta-pleural and pleural tail nodules. 45 
Computer Aided Detection (CAD) can play an important role in aiding early detection of the cancer.6 Because of 
their rapid growth and increasing reliability of medical imaging technologies, CAD systems are critical for 
objective diagnosis and timely early detection. The main idea of a CAD system is the extraction with high accuracy 
of the region of interest (ROI) imaged through CT, PET, MRI or other imaging modalities.7-9 A complete diagram 
for the lung CAD process, suggested in this paper, is shown in Fig. 2. The steps involved in this process are briefly 50 
explained below.          
 
Fig. 2. Process of lung nodule detection consists of acquiring an image followed by lung segmentation, nodule detection and false positive 
reduction or classification. 
 55 
Image acquisition can be defined as a process of acquiring medical images from imaging modalities.4 Many 
common methods are available for lung imaging. Computed Tomography (CT) stands out as a key imaging 
modality compared to other lung imaging methods for the primary analysis of lung nodules screening. The Lung 
Image Database Consortium (LIDC), 10 stands out among the available public databases due to the standard 
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radiological annotations provided with the images and its widespread use. Others databases are, Early Lung 60 
Cancer Action Program (ELCAP) Public Lung Image Database, 11 and ELCAP Public Lung Database to Address 
Drug Response.12 
    Lung segmentation can be defined as the process of extracting the lung volume form input CT image and 
removing the background and other irrelevant components. Lung segmentation serves as a prerequisite to the 
nodule detection. Accurate lung segmentation plays an important role to enhance the efficiency of lung nodule 65 
detection system. Numerous methods have been proposed in literature for the extraction of lung volume from CT 
image such as optimal thresholding, rule-based region growing, global thresholding, 3-D-adaptive fuzzy 
thresholding, hybrid segmentation, and connected component labeling. After the initial segmentation, juxta-
pleural nodules are included by refining the extracted lung volume. To do this, a chain-code method, a rolling ball 
algorithm, and morphological approaches have been generally used.13-22 70 
Nodule detection can be defined as the process of detecting suspicious areas in lung lobes which may cause the 
lung cancer. It is performed after lung segmentation which decreases the workload by removing the background 
and unwanted areas from input CT image. Various methods have been presented in the literature for lung nodule 
candidate detection. Multiple gray-level thresholding stands out among available methods. Moreover, shape-
based, template-matching-based, morphological approaches with convexity models and filtering-based methods 75 
have been used for this purpose.13-17, 23-24 
After nodule candidate detection, we have to classify them into nodules and non-nodules. In literature, this step 
is commonly referred to as false positive reduction and it comprises of two steps (i) Feature Extraction (ii) Nodule 
Classification where nodule classification here means classification of nodule candidates into nodules and non-
nodules. Several methods of extracting image features and nodule classification are proposed in literature. Most 80 
used features are intensity based statistical features, geometric features and gradient features.13-14 With the help of 
extracted feature vectors, nodules are detected through various supervised and un-supervised classifiers with 
reduced amount of false positives.15-17,19,25-27 We briefly review the related work in the following, highlighting the 
challenges which have motivated our work in this paper.  
This section presents a group of papers which have used small datasets containing small number of nodules. It 85 
is presumable that the performance of the systems will be worsened in various more realistic scenarios with 
broader range of nodule types present in clinical scans. Cuenca et al.16 proposed a CAD system for solitary 
pulmonary nodule detection in CT images using an iris filter. Lung volume was segmented using adaptive 
thresholding and features were extracted with the help of 3D iris filter. Linear Discriminant Analysis (LDA) was 
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applied to reduce the false positives (FP). The system achieved a sensitivity of 80% with 7.7 FP/scan. The system 90 
was evaluated using a private dataset containing only 77 solitary nodules, which are relatively easier to be 
detected. Guo et al. 28 proposed an adaptive lung nodule detection algorithm. The algorithm consisted of a feature 
selection and classification part. Eight features were selected after extraction and SVM was applied as a classifier. 
The system was evaluated using a private dataset of 29 scans with 2mm slice thickness including only 34 true 
nodules. Similarly, Sousa et al.29 developed a method for automatic detection of lung nodules in CT images. They 95 
used subset of features to reduce the complexity and increase the speed of the system. Initially the system extracted 
24 features and after selection, there were eight best features selected. The system obtained a FP/scan of 0.42 and 
84.84% sensitivity. The dataset used to evaluate the system contains only 33 nodules (23 benign and 10 
malignant). In the same manner, Liu et al.30 presented a CAD based pulmonary nodule detection method based 
on analysis of enhanced voxel in 3D CT image. The method consists of multiple steps, including lung 100 
segmentation, candidate nodules enhancement, voxel feature-extraction and classification with Support Vector 
Machines (SVM). The system shows a good performance by achieving a sensitivity of 93.75% and 4.6 FP/scan 
but the dataset used consists of 32 cases containing only 33 solitary nodules. Next, Orozco et al.31 proposed a 
novel approach of lung nodule classification in CT images without lung segmentation. Eight texture features from 
the histogram and the gray level co-occurrence matrix for each CT image were extracted. SVM was used for 105 
classification of nodule candidates into nodules and non-nodules after being trained with the extracted features. 
The reliability index of 84% was achieved. The system was tested using a private dataset consisting of only 38 
scans with nodules. Tartar et al.32 proposed a method for classification of pulmonary nodules by using different 
features. 2-D and 3-D geometrical and intensity based statistical features were used. The system achieved an 
accuracy of 90.7% and was evaluated using a private dataset consisting of 95 pulmonary nodules only. 110 
    A group of papers underperforms in terms of accuracy/sensitivity by having relatively lower 
accuracy/sensitivity as compared to other systems. Messay et al.13 proposed a system for lung nodule detection in 
CT images. A set of 245 features were extracted and 40 were selected. The system was evaluated using LIDC 
dataset. Achieved sensitivity was 82.66% with 3FP/scan. The system detected nodules of juxta-vascular, juxta-
pleural and solitary type, having sizes in the range of 3-30 mm. The system showed good performance in terms 115 
of FP/scan but underperforms in terms of sensitivity. Murphy et al.33 proposed a CAD system using local image 
features and k-nearest-neighbor classification. The system was evaluated using a large private dataset, achieving 
sensitivity rate of 80% with 4.2 FP/scan. The system detected pleural and non-pleural nodules having size 2-14 
mm using 813 scans. Retico et al.34 proposed a fully automated system to detect the pleural nodules in low dose 
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CT-scan images. A feature set consisting of 12 texture and morphological features was extracted from each nodule 120 
candidate. The system achieved a sensitivity of 72% with 6 FP/scan. Teramoto et al.35 proposed a hybrid method 
for the detection of pulmonary nodules using positron emission tomography/computed tomography. The proposed 
method was evaluated using 100 cases of PET/CT images. The system achieved a sensitivity of 83.0% with 
FP/scan of 5.0.  
High false positive rate becomes a major issue in some other studies. Ozekes et al.36 proposed a computerized 125 
lung nodule detection method using 3D feature extraction and learning based algorithms. The proposed system 
claimed sensitivity up to 100% and a false positive rate of 44 per scan. Moreover, system does not provide any 
information regarding the type of nodules in consideration. Assefa et al.37 proposed a method based on template 
matching and multi-resolution for lung nodule detection. Seven statistical and two intensity based features were 
extracted for the false positive reduction stage. The system achieved an accuracy of 81% and a false positive rate 130 
35.15%. Choi et al.3 proposed a computer-aided detection method based on 3-D shape-based feature descriptor. 
A 3-D shape-based feature descriptor and a wall elimination method was introduced to include juxta-pleural 
nodules. The system was evaluated with LIDC images having 148 nodules. System achieved a sensitivity of 97.5% 
with 6.76 FP/scan.  
Following section presents other studies highlighting some additional challenges. Mabrouk et al.7 proposed a 135 
technique for automatic classification of lung nodules in CT images using two classifiers. A total of 22 image 
features were extracted. A fisher score ranking method was used as a feature selection method to select best ten 
features. The system showed good results while dealing with large nodules but failed to detect the smaller nodules. 
Choi et al.9 proposed a detection method based on hierarchical block classification. The image was divided into 
sub blocks and an analysis was made on the basis of entropy and then sub blocks were selected having high 140 
entropy. System attained 95.28% sensitivity and 2.27 FP/scan only. The system shows a good performance overall 
EXWWKHV\VWHP¶DELOLW\WRGHWHFWDOOW\SHVRIQRGXOHVLVOLPLWHG Tariq et al.38 proposed a CAD system for pulmonary 
nodule detection in CT scan images using neuro-fuzzy classifier. A detailed feature set containing different 
properties were extracted and applied to neuro-fuzzy classifier. They claimed that the method is effective which 
can also detect small nodules. But the standard datasets and metrics to evaluate the system performance have not 145 
been discussed. In addition, system does not give any information regarding types of nodules in consideration. 
Akram et al.39 proposed a SVM based classification of lungs nodule using hybrid features from CT images. The 
2D and 3D geometric and intensity based statistical features were extracted and used to train the classifier. The 
sensitivity of 95.31% is claimed but the system does not give any information regarding FP/scan. In addition, the 
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number of nodules used to validate the results is too small. Hence, there is very little chance that the performance 150 
of the system will not be affected in various more realistic scenarios. The review of these CAD systems is 
summarized in Table 1. 
Table 1 - Review of Current CAD Systems, *N/A means Not available.                                             
 
 155 
In summary, the review of the current schemes shows their lack of ability to detect all nodules while maintaining 
the same precision in terms of sensitivity and reduced number of false positives per scan. Most of the algorithms 
are optimized and limited to a particular set of data which limits the generalization of the results. In addition, the 
current schemes have not been evaluated on sufficiently large datasets to achieve more robustness. Therefore, 
methods evaluated having lesser number of nodules are not guaranteed to present the same performance in all 160 
CAD Systems 
 
Data 
Set 
 
No. 
Cases 
No. 
Nodules 
Extracted 
Features 
Sensitivity 
(%) 
FPR 
 
Remarks 
 
Cuenca et al. 16 Private 22 
 
77 Intensity, 
Morphological 
80.00 7.70  
 
 
 
Used dataset is too small 
containing less number of 
nodules. 
Guo et al .28 Private 29 34 Shape 94.77 N/A 
Sousa et al. 29 Private N/A 33 Shape, Texture, 
Gradient, 
Histogram, 
Spatial 
84.84 0.42 
Liu et al. 30 Private 32 33 N/A 93.75 4.60 
Orozco et al. 31 LIDC, 
ELCAP 
128 75 Texture 84.00 7.00 
Tartar et al. 32 Private 63 95 Shape 89.60 7.90 
 
Messay et al. 13 LIDC 84 143 Shape, Intensity, 
Gradient. 
82.66 3.00 Systems underperform in 
terms of sensitivity/ 
accuracy. 
 
Murphy et al. 33 
 
 
Private 
 
 
813 
 
1518 
 
 
Shape Index, 
Curvedness 
 
80.00 
 
 
4.20 
 
Retico et al .34 Private 42 102 Morphological, 
Texture 
72.00 6.00 
 Teramoto et al. 35 Private 100 103 Shape, Intensity 83.00 5.00 
 
Ozekes et al. 36 LIDC 11 11 Shape 100.00 44.00 High false positive rate 
make the schemes 
inefficient. Assefa et al. 37 ELCAP 50 165 Intensity, 
Statistical 
81.00 35.15 
Choi et al. 3 LIDC 84 148 Shape Based 3D 
Descriptor 
97.50 6.76 
 
Mabrouk et al. 7 Private 12 N/A Shape, Intensity 97.00 2.00 System failed to detect 
smaller nodules. 
Choi et al. 9 LIDC 58 151 Shape, Intensity 95.28 2.27 6\VWHP¶VDELOLW\WRGHWHFW
all type of nodules is 
limited. 
Akram et al. 39 LIDC 47 50 Shape, Intensity 95.31 N/A System is evaluated with 
small number of nodules 
and FP/scan is not 
informed. 
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circumstances. Moreover, since feature extraction is very important for the characterization of the nodules from 
other anatomic structures present in the lung lobes, the choice of optimum feature set for nodule classification is 
still an unresolved issue. Thus the real challenge is to make more accurate systems in terms of sensitivity and 
reduced FP/scan with increased nodule diversity.  
In this paper, we present a novel technique for pulmonary lung nodule detection using a set of optimum features 165 
and SVM classifier. An optimum feature set has been achieved after rigorous experimentation, which has helped 
in reducing the false positives significantly. Prior to nodule detection, an image enhancement technique has been 
used to increase the detection rate of low density nodules, which has helped to increase the sensitivity of the 
proposed system. A fully automated lung segmentation technique has been applied using optimal thresholding 
and connected component labeling. To the best of our knowledge no similar technique has been reported with the 170 
combination of steps that we have used. In addition to SVM, different classifiers have been used to evaluate the 
performance of the proposed system. Finally, an attempt has been made to determine the most relevant feature 
class in extracted feature set. The overall sensitivity has been improved compared to the previous methods and 
false positives per scan have been reduced significantly. The paper is organized as follows. Section 2 presents the 
proposed methodology for lung nodule detection. Section 3 presents the results and discussion and Section 4 175 
presents the conclusion.  
2. METHOD 
The proposed methodology consists of series of steps which start with pre-processing followed by lung 
segmentation, image enhancement, nodule detection, feature extraction and classification of lung nodules. The 
block diagram of the proposed method is shown in Fig. 3. In preprocessing stage, the lung image is thresholded 180 
using optimal thresholding, then the background removal and hole filling operations are done on the image prior 
to lung segmentation from thresholded image. Contour correction is made to include juxta-pleural nodules using 
morphological operations. Before ROI extraction, i.e. identifying the candidate nodules, it is very important to 
make sure that all candidate nodules have been included. To this end, the contour corrected image is enhanced. 
The candidate nodules are detected and segmented simultaneously. Next, the features are extracted from lung 185 
nodule candidates and used for classification using SVM classifier.    
     2. A. Lung Segmentation 
Lung segmentation has a critical importance as it is pre requisite to the nodule detection. Any in-accurate lung 
volume segmentation can lead to the low accuracy of whole system. In this paper we propose a fully automated 
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segmentation method for lung volume from CT scan images. For this purpose, we have used optimal thresholding 190 
followed by a connected component labeling and contour correction. For optimal thresholding, let ܶ௜ be the 
threshold after the ݅௧௛ step. The lung CT scan can be divided in two density groups. The HU values in lung CT 
scan normally varies from -2000 HU to +2000 HU. The lung area also called non-body area is a low density area 
which ranges from -1000 HU to -500 HU. 39, 40 The CT scanner area is also part of the non-body area. The body 
area contains the surroundings of lung lobes. Because the lungs are in non-body area, we initially select a threshold 195 
value of -500 HU forܶ௢.  
 
 
 
 200 
 
  
 
 
 205 
 
Fig. 3. Flow Chart of the Proposed Method.                                                                                        
For selection of new threshold, we apply ܶ௜ to the lung image.  Let ߤ௢  and   ߤ௕  be the mean intensities of the 
object and background in the lung region respectively, the new threshold is given by: 40       
ܶ௜ାଵ ൌ ߤ௢ ൅ ߤ௕ ? ሺ ?ሻ 210 
In this manner this iterative approach carries on until our threshold converges to a point, and the optimal threshold 
௢ܶ௣ is obtained. As such, an initial segmented lung image volume ݂ሺݔǡ ݕǡ ݖሻcan be obtained as follows: 
݂ሺݔǡ ݕǡ ݖሻ ൌ ቊ ? ሺ݂ݔǡ ݕǡ ݖሻ ൒ ௢ܶ௣ ? ሺ݂ݔǡ ݕǡ ݖሻ ൏ ௢ܶ௣ ሺ ?ሻ 
In which x and y indices represent the slice coordinates and z indicates the slice number. The volume consists of 
the total number of z slices and each slice has dimensions of x ×  y pixels.  Results of optimal thresholding on a 215 
Χοντουρ Χορρεχτιον οφ Λυνγ Λοβεσ
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few sample images can be seen in column (b) of Fig. 4. After applying optimal thresholding we get a lung CT 
image which contains body and non-body area. White area belongs to non-body area and black belongs to body 
area. We are interested in extracting the lung region from non-body voxels. To achieve this, we apply 3D 
connected component labeling to initially thresholded image ݂ሺݔǡ ݕǡ ݖሻ  to acquire the lung region from non-body 
voxels. Using this technique the first and second largest volumes are selected. Most of the unwanted non-body 220 
components are ignored in the volume selection. After the background removal, the resultant image at this stage 
contains holes in lung lobes, which may be potential nodules or vessels. These must be included to the lung region 
for accurate detection and thus filled by morphological operations.  The resultant image at this stage can be seen 
in column (c) of Fig. 4. The hole-filled image may contain the potential nodules at the border known as juxta-
pleural nodules. To include these, we use a rolling ball algorithm.41 Final process images are shown in column (e) 225 
of Fig. 4.  
 
 
                  (a)                                         (b)                                          (c)                (d)                                           (e) 
Fig. 4. Example images of lung volume segmentation, (a) to (e) from left to right presenting input, thresholded, hole filled, lung segmented 230 
and contour corrected images, respectively. 
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2. B. Image enhancement and nodule detection 
Image enhancement is very critical for the sensitivity of the lung nodule detection system as it plays an important 
role in detection of the nodules by enhancing them and reducing false positives by weakening the other structures 235 
in lung lobes.42 It is also necessary because there are some low density nodules, which may remain undetected. 
Hence, it is imperative for us to account for every potential nodule candidate. In this paper, we propose a multi-
scale dot enhancing filter,43 based on Hessian matrix for image enhancement. In the first step, a Gaussian 
smoothing,44 on all the corresponding 2D slices is performed to reduce the noise and sensitivity effect. A 2D 
smoothing is applied because it produces promising results and reduces computational complexity. After Gaussian 240 
smoothing, Hessian matrix and its eigen values ȁߣଶȁ ൏ ȁߣଵȁ are calculated for every pixel to determine the local 
shape of the structure.42 The suspected pulmonary nodule region exhibits the form of a circular or oval object 
whereas vascular tissue structures presents a line-like elongated structure. Therefore this property can be used to 
distinguish different shape structures present in lung lobes.45
                                      
 
For circular structures we have:                  245 
ߣଵ ൌ  ߣଶ ൏൏  ?ሺ ?ሻ
                                
 
And for Line structures:                       
ߣଵ ൏൏  ?ǡ ߣଶ ൌ  ?
 
                                  (4)                                    
Here we have assumed that we are trying to enhance bright objects from their dark background. The filter response 
can be calculated as: 250 
ܧ௖௜௥௖௟௘ ൌ ቊȁߣଶȁଶȀȁߣଵȁǡ  ߣଵ ൏  ?ǡ ߣଶ ൏  ? ?ǡ݋ݐ݄݁ݎݓ݅ݏ݁                                                                                                      (5) 
Because we have different pulmonary nodule diameters, a single scale for enhancement was not good enough. 
Therefore, we used multi-scale enhancement filtering to optimize the extraction. By assuming that the nodules to 
be detected have diameters in the range ሾ݀௢ǡ ݀ଵሿ, the N discrete smoothing scales in the range ቂ݀௢  ?ൗ ǡ ݀ଵ  ?ൗ ቃcan 
be computed as:43 255 
ߪଵ ൌ ௗబସ ǡ ߪଶ ൌ ݎ ௗబସ ǡߪଷ ൌ ݎଶ ௗబସ ǡǥ ǥ ǥ ǥ Ǥߪே ൌ  ݎேିଵ ௗబସ  ൌ ௗభସ (6) 
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where ݎ ൌ ቀௗభௗ೚ቁቀଵ ሺேିଵሻൗ ቁ  and each scale has the corresponding nodule diameter  ?ߪ. The algorithm works as 
follows: First, we determine the specified ߪ scale of the image by using Eq. (6) and smooth the image using 
Gaussian function. Initially, smallest value of scale is selected which is incrementally extended. Then the two 
eigen values of Hessian matrix, ߣଵ andߣଶ are calculated which are followed by the calculation of respective value 260 
of ܧ௖௜௥௖௟௘ filter7KLVSURFHVVLVUHSHDWHGIRUGLIIHUHQWVFDOHVDQGILQDOO\ZHLQWHJUDWHWKHILOWHU¶s output values to 
obtain the maximum value for the best enhanced effect and generate the resultant image as: 
ܫ஽ሺݔǡ ݕሻ ൌ ൝ ?ǡ ݂݅ǣܧ௖௜௥௖௟௘ǡ௠௔௫  ?ǡ݋ݐ݄݁ݎݓ݅ݏ݁                                                                                        (7) 
whereܧ௖௜௥௖௟௘ǡ௠௔௫ ൌ ݉ܽݔ ܧ௖௜௥௖௟௘ ǡ ߪ א ሾߪ௠௜௡ ǡ ߪ௠௔௫ሿ. Fig. 5 shows the results of image enhancement at different 
slices.  After enhancement, the lung nodule candidates are detected by applying optimal thresholding (explained 265 
in section 2.1) on dot enhanced images. Then a rule-based analysis has been made based on some initial 
measurements like area, diameter and volume whether to keep or discard the detected nodule candidate.13 The 
advantage of rule-based analysis is that it eliminates the objects which are too small or too big to be considered a 
nodule candidate and thus reduces the workload for the next stage. All segmented objects must meet the following 
basic size requirements to be considered a good nodule candidate. The computed area may lie in the range 4-908 270 
mm2, equivalent to a diameter 2.5-34 mm and the volume must not exceed the range 8-20580 mm3. After rule-
based analysis, several features are extracted from good nodule candidates and used to train the SVM classifier in 
the next step. 
 
(a)                                        (b)                                       (c)                                      (d) 275 
Fig. 5. Example images showing results of image enhancement at different slices. (a) and (b) shows a low density nodule in red circle, 
which is detected after image enhancement where (c) and (d) shows the other two slices after image enhancement. 
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2. C. Lung Nodule Classification 
The ultimate goal of this step is to reduce the false positives per scan. It comprises of two steps: feature extraction, 
and classification.  We briefly provide details on each of these steps in the following.  280 
2. C.1. Feature Extraction 
Feature extraction can be used to reduce the original dataset to certain characteristics, which can differentiate one 
input from others. Nodules have their own characteristics, which differentiate them from other anatomical 
structures present in lung lobes.9 We have selected an optimum set of lung nodule features, which has been 
achieved after experimentation and correlation analysis. Correlation coefficient of any two samples A and B can 285 
be calculated as: 46  
 
(8) 
 
where ܽഥ തܾ represents the means of A and B, respectively. Rigorous experimentation has been done in 290 
selection of feature set which gives the optimum results in classification of lung nodule candidates. Our approach 
was to select a large initial set of features that represents the state of the art in features utilized by the most 
successful published CAD systems. From this initial pool, we carried out feature selection and trimmed down the 
feature set to the optimal subset for nodule detection considering both the sensitivity and the FP/scan. We can 
broadly classify the selected nodule features into: shape, intensity, and texture related quantities as shown in Table 295 
2. These features were extracted from all the lung nodule candidates and used for classification. Examples of some 
detected nodule candidates can be seen in Fig. 6.                                            
2. C.2. Support Vector Machine Classifier 
Once the feature vectors have been formed, they are used as an input for classification and false positive reduction. 
In our proposed method, we have used SVM classifier as it is computationally efficient and gives better results.47,48 300 
To train the classifier, we use the annotated data from the radiologists. Normally the number of nodule samples 
are much less than the number of non-nodules, affecting the performance of a classifier. To remove this biasness, 
we have balanced our dataset by selecting the equal number of nodules and non-nodules randomly. Next, the 
balanced dataset is randomly split into training and testing datasets. More specifically, 70% of the data is used for  
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Table 2 - Extracted features of nodule candidates.305 
Shape Features Intensity Features Texture Features 
 
Area 13 
 
ܣ ൌ ෍ ݋௢אை௠   Elongation 9 
 
 ܧ ൌ ܾܽ Mean39 തܺ ൌ  ? ݔ௜௡௜ୀଵ݊   Normalized GLCM 50 
 
ܲרఋሺ݅ǡ ݆ሻ ൌ ఋܲሺ݅ǡ ݆ሻ ?  ? ఋܲሺ݅ǡ ݆ሻ௅ିଵ௝௅ିଵ௜  
Image 
Moments 7 
 
݉௣௤ ൌ ෍ ෍ ݔ௣ݕ௤݂ሺݔǡ ݕሻ௬௫  
 
 
Perimeter 32 
 
ܮሺܫሻ ൌ ෍ ܫሺݔǡ ݕሻሺ௫ǡ௬ሻא஼  Variance 39 ܵଶ ൌ ෌ ሺݔ௜ െ ݔҧଶሻଶ௡௜ୀଵ݊ െ  ?  Energy49  ݁݊݁ ൌ ෍ ෍ ఋܲଶר ሺ݅ǡ ݆ሻ௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴  
 
 
Central 
Moments 7 
 
 
 
ߤ௣௤ ൌ ෍ ෍ሺݔ െ ݔ଴ሻ௣ሺݕ െ ݕ଴ሻ௤݂ሺݔǡ ݕሻ௬௫   Circularity 32 
 
ܥ ൌ  ?ߨܣܮଶ  Maximum Value Inside 13 ܫ௠௔௫ ൌ ݉ܽݔሺܫሻ Entropy 50  ݁݊ݐ ൌ െ ෍ ෍ ఋܲר ሺ݅ǡ ݆ሻ ఋܲר ሺ݅ǡ ݆ሻ௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴  
Centroid 7 ݔ଴ ൌ ݉ଵ଴Ȁ݉଴଴ǡݕ଴ ൌ ݉଴ଵȀ݉଴଴   Roundness 32 
 
ܴ ൌ     ?ܣߨܮଶ Minimum Value Inside 13 ܫ௠௜௡ ൌ ݉݅݊ሺܫሻ   Inverse Difference Moment 50 
 
݅݀݉ ൌ ෍ ෍ ఋܲר ሺ݅ǡ ݆ሻ ? ൅ ሺ݅ െ ݆ሻଶ௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴  
Major Axis 
Length 14 ൌܽ  ?ሾ ?ሺߤଶ଴ ൅ ߤ଴ଶ ൅ ඥሺߤଶ଴ െ ߤ଴ଶሻଶ ൅  ?ߤଵଵଶ ሻߤ଴଴ ሿଵȀଶ  Volume 9  ܸ݋݈ ൌ ෍ ݋௢אை  Skewness 39 ܵ݇݁ݓ ൌ ෌ ሺ୧ െ തሻଷ௡௜ୀଵሺ െ  ?ሻଷ   Contrast 50  ܿ݋݊ ൌ ෍ ݊ଶ௅ିଵ௡ୀ଴ ቐ෍ ෍ ఋܲஃሺ݅ǡ ݆ሻ௅ିଵ௝ୀ଴௅ିଵ௜ୀ଴ ቑ 
 
 
 
Minor Axis 
Length14 
 
 
 
ൌܾ  ?ሾ ?ሺߤଶ଴ ൅ ߤ଴ଶ െ ඥሺߤଶ଴ െ ߤ଴ଶሻଶ ൅  ?ߤଵଵଶ ሻߤ଴଴ ሿଵȀଶ Compactness 9   ܥ݉݌ ൌ
ܸ݋݈ ? ?ߨݎଷ 
 
Kurtosis 39 ܭݑݎݐ ൌ ෌ ሺ୧ െ തሻସ௡௜ୀଵሺ െ  ?ሻସ    
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(a) 
 
(b) 310 
Fig. 6. Examples of detected candidates (a) nodules (b) non-nodules. It can be seen that nodule diversity and their close resemblance to other 
anatomic structures present in the lung lobes make the task of detection more challenging and produces false positives, which are being 
reduced with the aid of a classifier.  
training and 30% of the data is held out as a test set for the final evaluation of the system. In training phase, we 
have used k-fold cross-validation scheme for model selection and validation. In k-fold cross-validation scheme, 315 
training data set is randomly divided into k-equal sized sub-samples. Then from those samples, one sample is 
selected as validation data for model assessment and remaining k-1 samples are used for training the classifier. 
This process is repeated k-times. The k results from the folds are then averaged to produce a single estimation. 
The advantage of this scheme is that each sample is used for training and validation purposes having each value 
used only once for validation. In training phase, the input to the classifier consists of the feature vector and the 320 
known class labels. The SVM solves the following optimization problem:  
ఠǡఌǡ௕ ൝ ? ?ݓ்ݓ ൅ ܥ ෍ ߝ௜௡௜ୀଵ ൡሺ ?ሻ 
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Subject to (for any ݅=1 ...N) 
݂ሺݔ௜ሻ ൌ ݕ௜ሺݓ்׎ሺݔ௜ሻ െ ܾሻ ൒  ? െ ߝ௜ ሺ ? ?ሻ 
Where ߝ௜ ൒  ?ܽ݊݀ ሺ݂ݔ௜ሻ is the decision function. C >0 can be defined as penalty parameter of the error term. In  
 
325 
addition, SVM can efficiently perform non-linear classification using kernel trick.47 In this paper, we have used a 
polynomial and a radial basis function as kernel functions as follows: 
ܭ൫ݔ௜ ǡ ݔ௝൯ ൌ  ቀെߛฮݔ௜ െ ݔ௝ฮଶቁሺ ? ?ሻ 
 ܭሺݔ௜ ǡ ݔ௝ሻ ൌ ሺߛݔ௜் ݔ௝ ൅ ݎሻௗ ሺ ? ?ሻ      
:KHUHȖUDQGGDUHNHUQHOSDUDPHWHUVThe penalty factor and kernel scale parameters have been optimized using 330 
grid search. An exhaustive grid search has been used to select these parameters where the range of penalty factor 
and kernel is selected as C = 100, ««102 and Ȗ= 2-3««3 respectively. The interval between the two 
consecutive values of penalty factor and kernel is set as 1 and 0.2 respectively. Different pair of (C, Ȗ) values are 
tried and the one with best cross-validation accuracy is picked.51,52 This optimized pair of parameter is then used 
to train the classifier using only training data.  
335 
Once the classifier is trained and its hyper-parameters are tuned, then the final evaluation of the classifier is done 
using the test set only. More specifically, 30% of the data held out initially is used for final evaluation of the 
classifier and the corresponding results are reported in next section. One thing to note that now the input to the 
classifier consists of only the feature vector.   
Feature selection was done using the training set only. Once we get the optimal feature set for nodule detection 340 
considering both the sensitivity and the FP/scan from training dataset, then we fix it and apply it to the test set. 
The performance of a classifier can be calculated by the standard performance metrics mainly sensitivity, 
specificity, accuracy and receiver operating characteristic curves (ROC curves).53 ROC curves are obtained by 
plotting the sensitivity and false positive rate for different threshold values. The area under the ROC curves 
summarizes the performance of the classifier. These metrics can be calculated as follows: 
 345 
ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕ ൌ ܶܲܶܲ ൅ ܨܰ ሺ ? ?ሻ 
ݏ݌݂݁ܿ݅݅ܿ݅ݐݕ ൌ ܶܰܶܰ ൅ ܨܲ ሺ ? ?ሻ 
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ܽܿܿݑݎܽܿݕ ൌ ܶܲ ൅ ܶܰܶܲ ൅ ܨܲ ൅ ܶܰ ൅ ܨܰ ሺ ? ?ሻ 
 
Where TP, TN, FP, and FN denote true positive, negative, and false positive and negative labels. 
3. RESULTS AND DISCUSSION 350 
We have done an extensive evaluation of our proposed system on Lung Image Database Consortium (LIDC). 
LIDC is a publicly available database accessible from The Cancer Imaging Archive (TCIA). We have considered 
the 850 scans1 (LIDC-IDRI-0001 to LIDC-IDRI-0844) of this dataset, which contains nodules of size 3-30 mm 
fully annotated by four expert radiologist in two consecutive sessions. Each CT scan consists of 150-300 slices 
where each slice is of size 512*512 and 4096 gray level values in HU. The pixel spacing is 0.78 mm ± 1 mm and 355 
reconstruction interval varies from 1-3 mm.  
We have considered all the nodules (even if only one of the radiologists has marked it) in evaluation of our 
proposed system. The total number of nodules in 850 CT scans is 2242. In our evaluation, we have considered 
each detected nodule as a nodule if its distance to any of the nodule in the dataset is smaller than 1.5 times the 
radius of that nodule. This value is achieved by experiments and we call it near hit. If a hit has been made on a 360 
detected nodule we call it as true positive otherwise it is called false positive.  
Our system detects 2112 nodules with 38682 non-nodules, which gives the detection rate of 94.20 % with 45.51 
% FP/scan. Note that these non-nodules have been further reduced by the use of a classifier at the classification 
stage. Results have been summarized in the following tables. Table. 3 shows the classification results of SVM 
with different kernel functions on test dataset while using 2, 5 and 7-fold cross validation schemes in training 365 
phase. It is to note that penalty factor and kernel parameters of these models have been optimized using grid 
search. For SVM-Gaussian, the pair (C=1 and ߛ= 0.125) achieved maximum cross-validation accuracy and was 
used to train the model while for SVM-Cubic, the pair (C=11 and ߛ= 1.325) achieved maximum cross-validation 
accuracy and was used to train the model. Lastly, for SVM-Quadratic, the pair (C=9 and ߛ= 0.525) achieving 
maximum cross-validation accuracy was selected to train the model. Our system has achieved a sensitivity of 370 
98.41 % and an accuracy of 97.40 % using SVM with Gaussian kernel function. It can be seen that Gaussian 
kernel function outperforms other kernel functions regarding the accuracy of the system and 7-fold cross 
                                                          
1
 The case no. LIDC-IDRI-0132,0151,0315,0332,0355,0365,0442,0484 appear twice as distinct cases in the dataset and 
cases with IDs. LIDC-IDRI-0238,0585 do not exist in the dataset. 
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validation scheme yields the maximum accuracy. The performance of the system with Gaussian kernel function 
remains almost the same in 2 and 5-fold cross validation schemes with a slight difference in metrics. Other two 
kernel functions, SVM-Cubic and Quadratic achieve the highest sensitivities of 92.67 % and 80.90 % respectively. 375 
In addition to performing grid search for the selection of (C,ߛ ), we have also experimented with different values 
of kernel scale and penalty factor while keeping one of them constant to observe the effect of these parameters. 
Table. 4 shows the classification results of SVM-Gaussian using different kernel scale values in 2-fold cross 
validation scheme. We have evaluated our system using different values of kernel scale between the range 0.3 to 
3. The penalty parameter has been kept constant with a value of 1. It can be seen that the performance of the 380 
system decreases with the increasing value of scale after achieving the maximum accuracy at initial value of ߛ=0.3. The system achieves a lowest accuracy of 83.30 % for a value of ߛ=3. Table. 5 shows the classification 
results of SVM-Gaussian using different penalty parameter values in 2-fold cross validation scheme. The value 
of the penalty parameter used varies from 1 to 4. The value of kernel scale has been kept constant. It can be seen 
that the accuracy of the system increases with the increasing value of penalty parameter and attains a maximum 385 
value of 97.0 % for C=4.  
In addition to the SVM classifier, we have also evaluated our system using some other supervised classifiers 
mainly K-Nearest-Neighbour, Decision Tree, Linear Discriminant and Boosted Tree. Table. 6 shows the 
classification results of these classifiers using 2-fold cross validation scheme. It can be seen that Decision Tree 
shows better performance as compared to other classifiers by achieving maximum accuracy and sensitivity while 390 
Linear Discriminant performs poorly by achieving the lowest sensitivity.  
From the review of the existing methods, we found that it is very hard to compare the results with the previously 
published work because of their use of non-uniform performance metrics and different evaluation criteria 
including the dataset and types of nodules considered. Despite of this constraint, we have tried to make a 
performance comparison of our proposed system with the other Lung CAD systems as shown in Table. 7. It can 395 
be seen that our proposed system shows better performance as compared to other systems regarding sensitivity 
and FP/scan. Other systems which are close in the performance are Choi et al.3, Messay et al.13 and Akram et al.39. 
Choi et al.3 proposed a novel shape-based feature extraction method. Eigen value decomposition of Hessian matrix 
was done to obtain the surface elements which could describe the local shape information of the target object and 
features were formed from these surface elements. The system was evaluated by considering 148 nodules in 84 400 
scans of LIDC dataset. System shows good performance in terms of sensitivity by achieving a value of 97.5 % 
18 
 
but underperforms in terms of false positives by having a value of 6.76 FP/ scan. Messay et al.13 computed a 
detailed feature set consisting of 245 features (2D & 3D) mainly belonging to feature classes of shape, intensity 
and gradient. A sequential forward selection method was next applied to obtain the optimum feature subset. The 
system was evaluated using LIDC dataset and considering 143 nodules. System shows good performance in terms 405 
of false positives with a value of 3 FP/scan but underperforms in terms of sensitivity. Akram et al. 39 computed 
the 2D shape features (Area, Diameter, Perimeter, Circularity), 3D shape features (Volume, Compactness, 
Bounding Box Dimensions, Elongation, Principal Axis Length) and 2D and 3D intensity based statistical features 
(Mean inside, Mean outside, Variance inside, Kurtosis inside, Skewness inside, Minimum value inside, Eigen 
values). The system was evaluated using LIDC dataset. System shows good sensitivity having a value of 95.31 % 410 
but the number of nodules used to validate the results is too small. 
3. A. Feature Ranking 
Various features have been proposed in literature to differentiate between nodules and other anatomical structures 
but the research on measuring the effectiveness of these features have been limited. In this paper, we have 
compared different classes of features to determine the most relevant feature class. Table. 8 shows the 415 
classification results of SVM-Gaussian using different classes of features in 2-fold cross validation scheme. 
Features from class Shape shows the maximum performance regarding sensitivity and accuracy of the system as 
compared to other feature classes. But results clearly show that it is very difficult to achieve high performance 
metrics using only a single class therefore hybrid approach in feature selection remains a better choice.  
Table 3 - Classification Results of SVM on test dataset with different kernel functions using 2, 5 and 7-fold Cross Validation Scheme in 420 
training phase.  
k-fold Classifier AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/Scan 
 
 
2-Fold 
SVM-Gaussian 0.995011 97.10 98.15 96.01 2.19 
SVM-Cubic 0.942661 90.10 92.12 88.63 3.50 
SVM-Quadratic 0.906624 83.40 80.21 85.73 4.27 
 
 
 
5-Fold 
SVM-Gaussian 0.995264 97.40 98.32 96.46 1.88 
SVM-Cubic 0.949235 90.10 92.28 88.31 3.36 
SVM-Quadratic 0.916236 83.80 80.90 86.16 3.98 
 
 
 
7-Fold 
SVM-Gaussian 0.994015 97.40 98.41 96.40 1.91 
SVM-Cubic 0.955405 90.90 92.67 89.38 3.11 
SVM-Quadratic 0.919643 83.20 80.29 85.59 3.76 
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Table 4 - Classification Results of SVM-Gaussian on test dataset using different ߛ values and 2-fold Cross Validation Scheme in training 
phase. 
 425 
Table 5 - Classification Results of SVM-Gaussian on test dataset using different C values and 2-fold Cross Validation Scheme in training 
phase. 
 
Table 6 - Classification Results of different classifiers on test dataset using 2-fold Cross Validation Scheme in training phase. 
 430 
 
Table 7 - Performance Comparison of Different CAD Systems, *N/A means Not Available. 
Penalty 
Parameter (C) 
Kernel scale 
(ࢽ) AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/scan 
1 0.3 0.994214 97.00 98.04 95.87 1.31 
1 0.5 0.992096 96.80 97.92 95.53 1.56 
1 1 0.988753 96.40 97.86 95.26 1.79 
1 1.3 0.973747 93.30 94.12 92.67 2.00 
1 1.5 0.964420 91.20 91.14 91.34 2.36 
1 1.8 0.950276 88.70 86.63 90.40 2.62 
1 2 0.941655 87.40 84.79 89.57 2.85 
1 2.5 0.922157 84.30 79.98 87.93 3.29 
1 3 0.913129 83.30 79.60 86.41 3.71 
Penalty 
Parameter (C) 
Kernel scale 
(ࢽ) AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/scan 
1 1 0.988753 96.40 97.86 95.26 1.79 
2 1 0.991408 96.70 98.12 95.45 1.74 
3 1 0.991548 96.90 98.23 95.07 1.84 
4 1 0.992020 97.00 98.32 95.26 1.79 
Classifier AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/scan 
Decision Tree 0.941685 91.40 96.03 87.55 3.39 
Linear Discriminant 0.792127 74.10 57.06 88.18 3.25 
K-Nearest-Neighbour 0.882561 78.40 83.04 74.59 6.93 
Boosted Tree-Ensemble 0.959660 89.60 91.67 87.93 3.29 
CAD Systems       Year 
 
Data Set 
 
 Nodule 
Size(mm) 
Number of 
Nodules 
Sensitivity 
(%) 
FPs/scan 
 
Proposed System 2016 LIDC 3-30 2242 98.15 2.19 
Akram et al.39 2016 LIDC 3-30  50 95.31 N/A 
Choi et al.3 2014 LIDC 3-30  148 97.50 6.76 
Teramoto et al.35  2014 Private 4-30  103 83.00 5.00 
Choi et al.9 2013 LIDC 3-30  151 95.28 2.27 
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Table 8 - Classification Results of SVM-Gaussian on test dataset using different feature classes and 2-fold Cross Validation Scheme in 
training phase. 435 
                                                         
                                                      (a)                                                                                                               (b) 
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        (c) 450 
Fig. 7. ROC curves of the SVM classifier with different kernel function using (a) 2-Fold Scheme, (b) 5-Fold Scheme (c) 7-Fold Scheme 
SVM-Q: Quadratic kernel function, SVM-G: Gaussian kernel function, SVM-C: Cubic kernel function.                                                                   
           
52&VFXUYHVKDYHEHHQGUDZQWRYLVXDOL]HWKHFODVVLILHU¶VSHUIRUPDQFH)LJVKRZVWKH52&VFXUYHVIRU690
classifier with different kernel functions using 2, 5 and 7-fold cross validation scheme, respectively. It can be seen 455 
Tartar et al.32 2013 Private 2-20  95 89.60 7.90 
Orozco et al.31 2013 LIDC,ELCAP 2-30 75 84.00 7.00 
Assefa et al.37 2013 ELCAP N/A 165 81.00 35.15 
Choi et al.14 2012 LIDC 3-30  76 94.10 5.45 
Messay et al.13 2010 LIDC 3-30 143 82.66 3.00 
Sousa et al.29  
 
2010 Private 3-40 33 84.84 N/A 
Features AUC Accuracy (%) Sensitivity (%) Specificity (%) FPs/scan 
Intensity 0.780086 72.40 68.53 76.49 6.13 
Shape 0.901880 84.60 80.59 87.87 3.62 
Texture 0.835350 76.40 71.89 80.09 5.43 
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that SVM Gaussian kernel function outperforms the other two kernel functions while SVM Quadratic function 
shows the lowest performance. Fig. 8 (a) shows the ROCs curves for SVM classifier with Gaussian kernel function 
using different kernel scale values in 2-fold cross validation scheme. 
                                                  
 460 
 
                                                           (a)                                                                                                     (b)  
Fig. 8. ROC curves of the SVM classifier with Gaussian kernel function using 2-Fold cross validation scheme with (a) different kernel scale  ߛ values, varying from 0.3 to 3 (b) with different penalty parameter C values varying from 1 to 4. 
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                                                        (a)                                                                                                               (b) 
 
Fig. 9. (a) ROC curves of SVM classifier with Gaussian kernel function using 2-Fold cross validation scheme with different feature classes 
(b) ROC curves of different classifiers using 2-Fold cross validation scheme. 470 
 
The kernel scale value varies from 0.3 to 3 by keeping the penalty parameter constant. It can be seen that the 
performance of the classifier decreases with the increasing value of ߛ. Fig. 8 (b) shows the ROCs curves for SVM 
classifier with Gaussian kernel function using different penalty parameter values in 2-fold cross validation 
scheme. The penalty parameter value varies from 1 to 4 by keeping the kernel scale value constant. It can be seen 475 
that the performance of the classifier remains almost the same with minor increase. Fig. 9 (a) shows the ROCs 
22 
 
curves for different feature classes using SVM classifier with Gaussian kernel function in 2-fold cross validation 
scheme. It can be seen that features from class Shape shows the maximum performance as compared to other two 
feature classes.  Fig. 9 (b) shows the ROCs curves for different classifiers in 2-fold cross validation scheme. It is 
noteworthy that Linear Discriminant classifier performs poorly as compared to other classifiers by having the 480 
lowest area under the curve. Fig. 10 shows the overall performance of our proposed CAD system by the free-
response ROC (FROC) curves 54 using SVM classifier with different kernel functions and 2-fold cross validation 
scheme. The system shows robust and accurate performance in detecting nodules. 
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 490 
Fig. 10. FROC curves of the proposed system with respect to the different kernel functions of SVM classifier. 
4. CONCLUSION 
A well performing CAD system contribute to the health provision by helping the expert radiologist in the detection 
of lung cancer and by providing them with a second opinion. In this paper, we have proposed a method with 
hybrid feature set for lung nodule detection. In the pre-processing stage, the lung image has been thresholded 495 
using optimal thresholding, followed by background removal, hole filling operations and lung segmentation. Then 
the contour correction of the segmented lung fields has been made to include juxta-pleural nodules. The candidate 
nodules have been detected and segmented simultaneously from an enhanced image using multi scale dot 
enhancement filter. Shape, intensity and texture features have been extracted from lung nodule candidates and 
used for false positive reduction using a SVM classifier. The proposed system has been evaluated using the LIDC 500 
dataset and k-fold cross validation. The achieved sensitivity is 98.15 % with 2.19 false positive per scan only. 
In this paper, we have used a hybrid feature set to improve the classification accuracy of the system. Moreover, 
23 
 
we have also made a comparison of feature classes which clearly indicate that no single feature can detect the 
nodules with high precision. Thus, choosing right set of features can improve the overall accuracy of the system 
by improving the sensitivity and reducing false positives. We also experimented with different classifiers to assess 505 
the performance of the system but results clearly show that SVM, with the flexibility of having different kernel 
functions, remains a better choice as compared to other classifiers in terms of accuracy.  
A future area which needs to be focused is the detection of micro nodules (< 3mm). Future CAD systems 
should be able to detect all types of nodules (including micro nodules) while maintaining the same precision in 
terms of sensitivity and reduced number of false positives per scan. Moreover, the systems should be evaluated 510 
on large datasets to achieve more robustness.   
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