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1. INTRODUCTION 
This paper deals with the stabilization problem for nonlinear control systems of the form 
= f(x, u), 
x ~ U, u c ~m, (1) 
where b/ is a neighbourhood of the origin in ~n and f :/2 × ]I( m --* ~n is a smooth (C °~) function 
satisfying f(0, 0) = 0. System (1) is said to be stabilizable if there exists a smooth feedback 
law u(x) defined on b/such that the origin is an asymptotically stable equilibrium point for the 
closed-loop system. We say that u(x) stabilizes ystem (1). 
Stabilizability of nonlinear systems of the form (1) has been extensively investigated by many 
authors, and various techniques have been developed to design stabilizing feedback (see, e.g., 
[1-3], and references therein). Results are classically obtained by the Lyapunov machinery (see, 
e.g., [4]). It consists in finding a feedback law together with a definite positive function which 
decreases along the trajectories of the closed-loop system. Since it is not always easy to find 
such a function, several authors have proposed other methods for systems with some particular 
structure. Among others, one can cite the linearization method with normal form expansions and 
center manifold techniques [5-7], the decomposition techniques for large-scale-systems [8-10], etc. 
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Recently, an extension of the classical Lyapunov theorems and LaSalle invariance principle in 
the sense that they do not require the definiteness of the used Lyapunov functions is proposed 
in [11]. The interest is that it is usually easier to find a nonnegative function than a positive 
definite one. The aim of this paper is to derive from results of [11] a sufficient condition for 
stabilization of system (1). Our main results generalize and improve the well-known Jurdjevic- 
Quinn Theorem [12-15] in the sense that when in our statements system (1) is affine in the control 
and the function V is definite, our sufficient condition leads to Jurdjevic-Quinn's one. It is also 
worth while to point out that it is much more involved to prove the existence of Jurdjevic-Quinn 
type stabilizing feedback laws (and so to design it) for nonaffine control systems than for affine 
control ones. 
2. NOTATIONS AND PREVIOUS RESULTS 
In this section, we recall some results from [11] that we need in the sequel. Consider a system 
:~(t) = Z(x(t)) ,  
x(t) e u,  z(o)  = o, (2) 
where Z : U ~ ~n is a smooth vector field. The following notations will be used. For x E / / ,  Zt(x) 
is the solution of (2) starting at x, i.e., 
dz , (x )  = Z(Z,(x)) Z0( ) = and 
For E C b/, let Zt(E) -- {Zt(x) [ x E E}. E is positively invariant for (2) if Zt(E) C E, Vt  > O. 
For r > 0, set Br = {x E R n [[Ix H < r}. Let E C b/be a closed positively invariant set for (2) 
such that the origin belongs to E. The vector field Z is said to be stable on E if ~/~ > 0, 3 5 > 0 
such that Zt(B6 N E) C Be ,Vt  > O. Z is said to be asymptotically stable on E if it is stable on 
E and there exists 5 > 0 such that limt-~+o~Zt(x) = 0, Vx E B6 NE. In other words, Z is stable 
(respectively, asymptotically stable) on E if the origin is a stable (respectively, asymptotically 
stable) equilibrium point for the restricted system ~(t) = ZiE(X(t))~ x(t) E E, where ZIE is the 
restriction of Z to the positively invariant set E. 
For a given differentiable function V, Z .  V is the action of Z, considered as a differential 
operator, on V. Recall that 
v(z) =  v(zt(z))lt=o = (vv(z), z(x)),  Z.  
where (.,.) is the inner product in R '~, and by induction, Z ° • V(x)  = V(x),  Z k+l • V(x)  = 
Z • Z k • V(x), k E N. Notice that the derivative of V along the trajectories of system (2) is 
i ( x )  = Z . V(x).  We also set Mo = {x e L/[ V(x) = 0}, M = {x E bt ] l /(x) = Z . Y (x)  = 0}, 
and we denote by M* the largest positively invariant set for (2) contained in M. 
The following properties (see [11]) will be used in the next section to prove our main stabiliza- 
tion results. 
THEOREM 1. (See [11].) I f  there exist a neighbourhood V c II of the origin and a function 
V E CI(V,]~) such that V(x)  >_ 0 forall, x E V, V(O) = O, and if(x) = Z .V(x )  <_ 0 for all 
x E •, then the following assertions hold. 
(i) Mo is positively invariant for (2) and Mo C M*. 
(ii) I f  Z is asymptotically stable on Mo, then the origin is a Lyapunov stable equilibrium point 
for system (2). 
(iii) The origin is an asymptotically stable equilibrium point for system (2) if  and only ff Z is 
asymptotically stable on M*. 
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3. MAIN  RESULTS 
For system (1) we denote by X and Y1 . . . .  , Ym the vector fields defined on/A by 
of  
X(x)  = f(x,O), Y/(x) = ~u/(X,0),  i = 1 . . . .  ,m. (3) 
Our first main result is a stabilizability sufficient condition for system (1) expressed in terms of 
these vector fields. 
THEOREM 2. If there exists a function V E C°~(Lt, R) such that: 
(HI)  V(x) > 0 for all x E H, V(O) = 0 and X . l/'(x) <_ 0 for all x E H; 
(H2) X is a.symptotically stable on Mo; 
(H3) {x E H I x ~+~ V(z )  = x k . ~.  v(~) = 0, k e N, i = 1 , . . . ,  m} = M0; 
then, for any positive constant 7, system (1) is stabilizable by means of a smooth feedback law 
u : k(x) satisfying k(0) = 0llk(x)ll < 7, vx  e u .  
PROOF. By smoothness, f (x ,  u) = f(x,  O) + g(x, u)u with 
~0 
1 0 f  
g(x, ,~) = 7u (x, t,~) dr. (4) 
If one computes the derivative of V along the trajectories of system (1), one gets 
y(~) = (VV(x), f (~, 0) + g(x, ~)~} = x .  v(~)  - ~r~(~,  ~), (5) 
where, for any x E 5 /and  any u E R m, 
~(X, U) = --(g(x, u) ) T VV  (X). (6) 
For a fixed 7 > 0, let c~ : H x IR m --+ IR m be defined by 
7 u), 
O~(Z, U) = Kl(X ) -{- 27K2(x ) ~(x, 
where K1 and K2 are any smooth nonnegative real valued functions on b/ satisfying for all 
:,: E H, KI(X) + K2(x) ¢ 0 and 
K,(x)  > sup II~(z,u)ll, K2(=) _> sup O~7~(x,u ) . 
Ilull<__,~ liull<,l 
Then, for all x e b /and  u E ~m such that [lull < 7, one has 
0c~ 1 
II~(~,u)ll < 7 and -~u (x'u) <- 2" 
Notice that  the norm on •mxm can always be chosen in such a way that  I]Imll = 1 (for instance, 
m for A = (aij)l_<,d_<m one may take HAll = max{~j=~ La~jl, 1 < i < m}). So, on the one hand, 
applying the fixed point theorem one can deduce that  there exists a unique continuous function 
k :/A --+ ]R "~ with k(0) = 0, satisfying for all x E H, [Ik(x)l ] < 7 and a(x, k(x)) = k(x). On the 
other hand, implicit function theorem may be applied to the function ga(x, u) = c~(x, u) - u in 
each x0 E b/s ince ¢(Xo, k(xo)) = 0 and the Jacobian matrix 
~u(xo,  k(xo)) = b-~(x0, k(x0)) - Ln 
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is invertible. So, there exist a neighbourhood V x V t C U x N m of (xo, k(xo)) and v : V -* V I 
such that V(Xo) = k(xo) and ¢(x, v(x)) = O, Vx E V. Now v E C~(V,  V') because of ¢ is C °°, 
but the equation ¢(x, u) = 0 has a unique solution k(x) defined on/4, and so, kl~ = v and then 
k is C ~.  
For u = k(x), the closed-loop system is given by 
= S(x, k(x)) = Z(x), (7) 
and from (5) and 
~(x, k(z)) = ~ (K1 (x) + 2~K2(x))k(x), (8) 
the derivative of V along the trajectories of (7) is 
fZ(x) = Z .  Y(x) = X .  Y(x) - ~(Kl(x)  + 2~K2(x))k-r(x)k(x) <_ O, Vx e/4. 
Now, set 
M = {x e/4 I f/(x) = Z .  Y(x) = 0} = {x e U IX .  V(x) = O, and k(x) = 0}, (9) 
and let M* be the largest positively invariant set for (7) contained in M. To end the proof, we 
will show, according to Theorem 1, that Z is asymptotically stable on M*. First, recall that 
M0 C M*. Besides, let x0 E M*, that is to say Zt(xo) E M, for all t > 0. On the one hand, 
k(x) vanishing on M, one has ZIM. = X and Zt(xo) = Xt(xo), for all t > 0. On the other hand, 
by (3), (4), and (6), one has ~(z,O) = - (Y I "  V(x) , . . .  ,Ym" V(x)) T, for all z e/4,  and by (8) it 
turns out that 
k(x) = 0 ~ ~(z,O) = 0 ~ Yi" V(x) = 0, i = 1 , . . . ,m,  (10) 
and by (9) one has for 1 < i < m, X .  Y(Xt(xo)) = Yi" Y(Xt(xo)) = 0,Vt > 0. If follows that 
for all k E N, 
d k d k 
y(x , (xo) ) l ,=o  = y (x , ( zo ) ) l t=o  = o. 
Hence, one can deduce by induction that 
d k d k 
z k+l. y(xo) = -ggx .  v(xt(xo))l =o = o, z k. V(xo) = -ggY . y(z (zo))l =o = o, 
which implies by Assumption H3 that x0 E M0 and so M* = M0. Thus, by Assumption H2, and 
because of ZIM* = X,  Z is asymptotically stable on M* and this ends the proof. | 
Notice that, as established above, Theorem 2 gives an existential stabilizability result in the 
sense that, even if in some particular cases the fixed point can be exactly computed, it does not 
explicitly yield the stabilizing feedback control law, in general. By providing an explicit design 
of such a feedback, the second main theorem, stated below, is closer to practical preoccupations 
in automatic ontrol. 
Let now ~ : U x R m x ~:{m ~ ~ be the smooth function defined by 
1( 1 . ,02 f ,  tv) w2dt)T ~(x, v, w) = ([\j0 - ~)~u2(X, VV(x), (11) 
where (o°~u)(x, tv) c £2(R m x N m, Nn) (the space of bilinear applications for Nm x R m into N n) 
being the second-order derivative of f with respect o u at (x, tv), and w 2 = (w, w) 
Ou 202f (x,tv)w2 = (wTOff~fu~ (x,tv)w,. .. ,wTO~fu~ (x, tv)w) -7 
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For a fixed ~ :> 0, let Kl(x) and K2(x) be any nonnegative smooth real valued functions on/.4 
satisfying, for any x E U, Kl(x) + K2(x) ¢ 0 and 
and set 
KI(x) > sup I~(z,v,~)l, 
I1~11<~,11~11=1 




K(x) = 77Kl(x) + K2(x)" 
Notice that the real valued function ~o is homogeneous of degree 2 with respect o w. Our second 
main theorem, which gives explicitly a bounded stabilizing feedback law for system (1), can now 
be stated. 
THEOREM 3. I f  there exists a function V E Ca(L/, R) such that Assumptions H1-H3 hold, then, 
for any positive constant ~, system (I) is globally asymptotically stabilizable by means of the 
feedback law 
u(x) = -K(x)(YI " V(x) .... , Ym" V(x)) m, (15) 
which satisfies Ilu(x)l I <_ ~, Vx E N. 
PROOF. The inequality Ilu(x)ll _< ~ is an immediate consequence of (13)-(15). Moreover, from 
(3) and (11), and the Taylor expansion formula, it follows that the derivative of V along the 
trajectories of the closed-loop system (1),(15) satisfies 
( Of f ' ( l  '" 02f (x, tu(x))u2(x)dt) (z(x) = VV(x), f(x, 0) + ~uu(X, O)u(x) + Jo - r)-O-~u2 
m 
= x .  v (x )  + ~ u~(x)~, y(x) + ~(x, u(~), ~(x)). 
i=1  
So one can deduce that, for x c/4 such that u(x) = 0 one has l/(x) = X .  V(x), and otherwise, 
from the homogeneity property of ~(x, v, w) with respect ot w one gets 
~(~) 
f l(x) = X .  V(x) - ~---5-llu(x)ll2 + ) (x ,u (x ) ,  Ilu(x)ll) 
= x .  y (x )  - K----~llu(x)l I - K (x )~ 
Besides, using (12) and (14) one has 
1-  g(x)~ (x,u(x), u(x) ~ >0,  
' I I~(x ) l I ) -  
and so one gets, from the Assumption Hi, l?(x) _< 0 for all x E L/. Futhermore, from (12), (13), 
and (15) it follows that: 
u(x) ¢O=~ K2(x) 7 ~O=~ I -  K(x)~ x,u(x), llu(x)l[ ¢0.  
So, by (15), it turns out that 
~'(z )=O~(X.V(x )=O and u(x)=O)e :~X.V(x)=Y~.V(x)=O,  i= l , . . . ,m.  
As in Theorem 2, one can deduce from Theorem 1 that feedback (15) stabilizes ystem (1). | 
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REMARK. If system (1) is affine on the control, i.e., f (x ,  u) = X(x )  + ~im=l uiYi(x),  and if V is 
positive definite then the set of Assumptions H1-H3 reduces to the well-known Jurdjevic-Quinn 
Condition (see, e.g., [14]), under which the feedback 
u(x) = - (Y I  " V (x ) , . . . ,  Ym" V(x)) T (16) 
stabilizes (1). For afflne in the control systems that satisfy our sufficient condition, feedback (15) 
appears as a saturated feedback got from (16). Actually, our result generalizes and improves the 
classical Jurdjevic-Quinn Theorem in the sense that it applies to nonaffine control systems and 
that it allows use of semidefinite Lyapunov functions that are easier to find than definite ones. 
EXAMPLE. Consider the system described by 
= y - x 3 + xu s, 
?) = z -  y3 + u 3, 
(17) 
= xu + (y -  x )u  s + 2u 3, 
(x, y, z) E ]R 3, u E R. 
From (3) one has X(x)  = (y - x 3, z - y3, 0)T and Y(x)  = (0, 0, x) T. By taking the semidefinite 
Lyapunov function V(x,  y, z) = zS/2, one gets M0 = {(z, y, 0) [ (z, y) E Rs}, and X.  V(x ,  y, z) = 
o, Y .v (x ,  y, z) = zx,  y, z) = and Z s .Y .V .  y, z) = 3) +z-y  3] 
which yields {(x, y, z) J X k+l. V(x ,  y, z) = X k. Y .  V(x,  y, z) = O, k C N} = M0. So Assumptions 
H1 and H3 hold. Now, one can remark that (x, y) = (0, 0) is an asymptotically stable equilibrium 
point for the restricted system 
Jc = y -  x 3, 
(18) ~) = _y3, 
(x, y) E R 2, 
that is equivalent to H2. For, one may easily verify that the Assertion (iii) of Theorem 1 applies 
for (18) with the semidefinite Lyapunov function IT'(x, y) = y2. Actually system (17) satisfies the 
Assumptions H1-H3, and it can be stabilized by a bounded smooth state feedback. Besides, the 
function ~ :JR 3 x ]R x R --+ R defined in (11) is given by ~o(x, y, z, v, w) = z(y -x  + 2v)w 2, and 
one may easily check that, for a given positive real number l, the real valued functions K1 and 
/(2 defined on ]R 3 by K l (x ,  y, z) = (y - x) 2 + 2z s + rl s and Ks(x ,  y, z) = x 2 + z s satisfy (12) and 
(13). So, by Theorem 3, system (17) can be stabilized by the feedback law 
- -~xz  
u(x, y, z) = r/[(y - x) 2 + 2z 2 + r] 2] + x 2 + z 2" 
Notice that the lineraization of (17) at the origin gives no answer to the stabilization question. 
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