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Abstract
We present a brief review on the canonical transformation description of some
duality symmetries in string and gauge theories. In particular, we consider abelian
and non-abelian T-dualities in closed and open string theories as well as S-duality in
abelian and non-abelian non-supersymmetric gauge theories.
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1 T-Duality in String Theory
Some suggestions had been made in the literature pointing (at least in the simplified situation
when all backgrounds are constant or depending only on time) towards an understanding
of T-duality as particular instances of canonical transformations [1]. This idea works well
when the backgrounds have an abelian isometry [2], laying duality on a simpler setting than
before (see for instance [3] for a review on previous formulations). Esentially the canonical
transformation provides the non-local change of variables identified as world-sheet T-duality,
which reduces to d→ ∗d for toroidal compactifications. Concerning non-abelian duality it is
also possible to give a formulation in terms of canonical transformations when the isometry
acts without isotropy [4, 5, 6, 7, 8]. In this case the canonical formulation allows to define the
dual theory in arbitrary genus Riemann surfaces, what was not known within the original
gauging procedure formulation [9].
There remain however some open problems within this formulation of duality. For the
dual theory to be conformally invariant the dilaton must transform as φ˜ = φ− 1
2
logR2 (for
toroidal compactifications, or a straightforward generalization for abelian or non-abelian
isometries) [10, 11]. A general argument justifying this transformation in phase space is
not available, although we believe it should be along the lines of how the modular anomaly
appears in abelian gauge theories, as we will discuss later in the text. Also, the explicit
canonical transformation formulation of non-abelian duality for isotropic isometries is not
known. There are results in the literature [12, 8, 32] proving that the initial and dual theories
are indeed canonically equivalent but the non-local mapping generalizing d → ∗d to these
transformations has still not been found.
1.1 Abelian duality
It is by now well known that abelian T-duality in sigma models is the result of a simple
canonical transformation in the phase space of the theory [2]. Written in configuration space
variables this transformation generalizes the duality mapping
∂+x = −
1
R2
∂+x˜, ∂−x =
1
R2
∂−x˜ (1. 1)
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of toroidal compactifications to general backgrounds with abelian isometries. Given a general
d dimensional σ-model with an abelian isometry represented by translations of a θ-coordinate:
L =
1
2
g00(θ˙
2 − θ′ 2) + (θ˙ + θ′)j− + (θ˙ − θ
′)j+ +
1
2
V, (1. 2)
where:
j± =
1
2
k∓α ∂±x
α, α = 1, . . . , d− 1
k±α = g0α ± b0α
V = (gαβ + bαβ)∂+x
α∂−x
β, (1. 3)
the dual with respect to this isometry can be obtained by performing the canonical trans-
formation:
pθ = −θ˜
′ pθ˜ = −θ
′ (1. 4)
in the phase space of the theory or equivalently, the non-local mapping:
∂+θ = −(g˜00∂+θ˜ + k˜
−
α ∂+x˜
α)
∂−θ = g˜00∂−θ˜ + k˜
+
α ∂−x˜
α (1. 5)
in configuration space. The dual backgrounds are then given by Buscher’s formulas [10]. (1.
4) is generated from the type I generating functional:
F =
∫
D,∂D=S1
dθ˜ ∧ dθ =
1
2
∮
S1
(θ′θ˜ − θθ˜′)dσ, (1. 6)
which can be easily derived from the gauging procedure to abelian T-duality [13]. It is easy
to see that in this approach the initial and dual Lagrangians are equivalent up to a total
derivative: ∫
Σ
dθ˜ ∧ dθ, (1. 7)
usually neglected in closed strings. However under a canonical transformation {qi, pi} →
{Qi, Pi} the initial and canonically transformed Hamiltonians verify:
q˙ipi −H(q
i, pi) = Q˙
iPi − H˜(Q
i, Pi) +
dF
dt
(1. 8)
where F is the generating functional, such that H = H˜ if and only if (assuming F is type I
and does not depend explicitly on time):
∂F
∂qi
= pi,
∂F
∂Qi
= −Pi. (1. 9)
It is then straightforward to see that the total derivative (1. 7) yields the generating func-
tional and corresponding canonical transformation (1. 6) and (1. 4).
F being linear in θ and θ˜ implies that the classical canonical transformation (1. 4) is
also valid quantum mechanically (as explained in [14]) and we can write the relation:
ψk[θ˜(σ)] = N(k)
∫
Dθ(σ)eiF [θ˜,θ(σ)]φk[θ(σ)] (1. 10)
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between the corresponding Hilbert spaces. Here ψk[θ˜] and φk[θ] are chosen as eigenstates
corresponding to the same eigenvalue of the respective Hamiltonians and N(k) is a nor-
malization factor introduced to insure the proper normalization of the dual wave functions.
From (1. 10) we can learn about the multivaluedness and periods of the dual variables. Since
θ is periodic, φk(θ + a) = φk(θ) implies for θ˜: θ˜(σ + 2π)− θ˜(σ) = 4π/a, which means that θ˜
must live in the dual lattice of θ.
In this formulation duality gets very simple conceptually. We can also learn how it can
be applied to arbitrary genus Riemann surfaces, because the state φk[θ(σ)] could be the
state obtained from integrating the original theory on an arbitrary Riemann surface with
boundary. It is also clear that the arguments generalize straightforwardly when we have
several commuting isometries. The behavior of currents not commuting with those used
to implement duality can also be clarified. In the case of WZW models it becomes rather
simple to prove that the full duality group is given by Aut(G)L × Aut(G)R, both inner and
outer, where L,R refer to the left and right currents on the model with group G. Due to the
chiral conservation of the currents in this case, the canonical transformation leads to a local
expression for the dual currents. In the case where the currents are not chirally conserved,
then those currents associated to symmetries not commuting with the one used to perform
duality become generically non-local in the dual theory and this is why they are not manifest
in the dual Lagrangian.
We can say that the canonical transformation is a “minimal” approach in the sense that
no extraneous structure (1-forms in Buscher’s approach or fake gauge fields in Rocek and
Verlinde’s) has to be introduced, and all standard results in the abelian case (and more)
are easily recovered using it. We should mention however that renormalization effects still
need to be considered in order to prove the quantum equivalence between the two theories
and there are in fact some results in the literature showing that they give corrections to
Buscher’s backgrounds [15]. We need to reproduce as well the dilaton shift within the
canonical transformation approach. Consider a constant toroidal background of radius R.
The measure in configuration space is given by DθdetR. We can regularize this determinant
as RB0 , where B0 is the dimension of the space of 0-forms in the two dimensional world-
sheet (regularized in a lattice, for instance). With this prescription3 one realizes that the
usual measure in phase space: DθDpθ gives upon integration on pθ: DθR
B1, where B1 is the
dimension of the space of 1-forms in the world-sheet and emerges because the momenta are
1-forms. Therefore it differs from our definition of measure in configuration space. In order to
reproduce the partition function in configuration space we need to include explicit factors ofR
in the definition of the measure in phase space. One can check that considering these factors
the correct shift of the dilaton is obtained after performing the canonical transformation.
These arguments however are only rigorous for constant backgrounds. We believe that a
similar reasoning could be applied to the general case.
3This way of regularizing the determinants reproduces the correct modular anomaly under S-duality in
abelian gauge theories, as we will see in section 2.
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1.2 Non-abelian duality
The conventional gauging approach to non-abelian duality [9] has two important drawbacks.
The first one is that the transformation is in general non-invertible (i.e. it is not possible
to recover the original theory by repeating the gauging procedure starting from the dual)
and the second that it is not valid for non-spherical world-sheets [16, 17]. A canonical
transformation description would be in this sense very useful, since it is invertible and the
generalization to arbitrary genus Riemann surfaces is straightforward, as we have seen. Such
a description is in fact known for those sigma models in which the non-abelian isometry acts
without isotropy, i.e. without fixed points. The most general sigma model of this kind is
[17]:
S[g, x] =
∫
dσ+dσ−[Eab(x)(∂+gg
−1)a(∂−gg
−1)b + FRaα(x)(∂+gg
−1)a∂−x
α +
FLαa(x)∂+x
α(∂−gg
−1)a + Fαβ(x)∂+x
α∂−x
β ], (1. 11)
where g ∈ G, a Lie group (which we take to be compact), and ∂±gg
−1 = (∂±gg
−1)aTa
with Ta the generators of the corresponding Lie algebra
4. This model is invariant under
right transformations g → gh, with h ∈ G. Let us parametrize the Lie group using the
Maurer-Cartan forms Ωak, such that
(∂±gg
−1)a = Ωak(θ)∂±θ
k. (1. 12)
The following canonical transformation from {θi,Πi} to {χ
a, Π˜a}:
Πi = −(Ω
a
iχ
′a + fabcχ
aΩbjΩ
c
iθ
′j)
Π˜a = −Ω
a
i θ
′i (1. 13)
yields the non-abelian dual of (1. 11) with respect to its isometry g → gh:
S˜ =
∫
dσ+dσ−[(E + adχ)
−1
ab (∂+χ
a + FLαa(x)∂+x
α)(∂−χ
b − FRbβ(x)∂−x
β) + Fαβ∂+x
α∂−x
β]
(1. 14)
This was first realized in [4] for the case of SU(2) principal chiral models (where Eab = δab,
FRaα = F
L
αa = Fαβ = 0), generalized in [5, 6] to arbitrary group, and shown to apply also to
this more general case in [8]. (1. 13) reads, in configuration space variables:
Ωai ∂+θ
i = −Mba(∂+χ
b + FLαb∂+x
α) = −(g˜ab − b˜ab)∂+χ
b − (g˜aα − b˜aα)∂+x
α
Ωai ∂−θ
i = Mab(∂−χ
b − FRbα∂−x
α) = (g˜ab + b˜ab)∂−χ
b + (g˜aα + b˜aα)∂−x
α. (1. 15)
These relations generalize (1. 5) to non-abelian duality transformations, the main difference
being that the components of the torsion in the Lie algebra variables appear explicitly.
(1. 13) is generated by:
F [χ, θ] =
∮
dσTr(χ∂σgg
−1) (1. 16)
4{Ta} are normalized such that Tr(TaTb) = δab.
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which is linear in the dual variables but non-linear in the original ones. This means that
in general it will receive quantum corrections when implemented at the level of the Hilbert
spaces [14], the reason being that we cannot prove a relation like
|χa〉 =
∫
Dθi(σ)eiF [χ
a,θi(σ)]|θi(σ)〉 (1. 17)
using the eigenfunctions of the respective Hamiltonians. However, it was shown in [4, 5] that
such a relation can in fact be proven using the eigenfunctions of the respective conserved
currents in the initial and dual theories. Of course for this to be true we need to have
a symmetry in the dual theory, which is not the case for arbitrary backgrounds. When
E[ab] = F
L
αa = F
R
aα = 0 the original sigma model is invariant under left transformations
g → hg, h ∈ G and we also find a symmetry in the dual theory under χ transforming in the
adjoint representation5. Then it is easy to see that the canonical transformation couples the
conserved currents associated to the left symmetry of the initial theory:
J
a(L)
± =
1
2
E(ab)Ω
b
i∂±θ
i (1. 18)
and the ones associated to χ→ hχh−1 in the dual6:
J˜a+ = ∂+χ
a −
1
2
E(ab)Mcb∂+χ
c
J˜a− = −∂−χ
a +
1
2
E(ab)Mbc∂−χ
c. (1. 19)
We can then show that
J˜a±e
iF = J
a(L)
± e
iF (1. 20)
and prove (1. 17) using the eigenfunctions of the respective conserved currents. From
this relation the equivalence between the initial and dual theories for arbitrary genus Rie-
mann surfaces is straightforward and it also allows the derivation of global properties in the
dual. As in the abelian case there can still be renormalization effects modifying the classical
backgrounds. We should also mention that a dilaton shift is needed in order to preserve con-
formal invariance [9], exactly as in the abelian case. This remains an open question within
the canonical transformation description whose resolution we believe should be along the
lines previously mentioned in the abelian case.
1.3 Superstrings
The formulation of abelian [18] and non-isotropic non-abelian [19, 20, 8] T-dualities in N = 1
superstring theories as canonical transformations is also known. Let us consider first the
5This symmetry is the reminiscence of the left symmetry of the original theory since the left and right
symmetries commute and we are dualizing with respect to the right action only.
6Up to a total derivative term which for principal chiral models (Eab = δab) is the responsible for having
curvature-free currents in the dual, that are coupled to the curvature-free currents of the principal chiral
model [4, 5].
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case of an abelian isometry δxi = ǫki, i = 1, . . . d. In adapted coordinates to the isometry
{θ, ψ0±, x
α, ψα±}, α = 1, . . . , d− 1, we can write the N = 1 action as:
S =
1
2
∫
Σ
d2σ{g00(θ˙
2 − θ′2) + 2(θ˙ + θ′)j− + 2(θ˙ − θ
′)j+ − i(g00ψ
0
+ + k
−
αψ
α
+)(ψ˙
0
+ − ψ
0
+
′
)−
i(g00ψ
0
− + k
+
αψ
α
−)(ψ˙
0
− + ψ
0
−
′
) + V } (1. 21)
where we have defined
j± =
1
2
(k∓α ∂±x
α + ik∓[i,j]ψ
j
±ψ
i
±)
V = (gαβ + bαβ)∂+x
α∂−x
β − iψi+(giα + biα)∂−ψ
α
+ − iψ
i
−(giα − biα)∂+ψ
α
− −
i∂j(gαi − bαi)ψ
i
+∂−x
αψj+ − i∂j(gαi + bαi)ψ
i
−∂+x
αψj− +
1
2
R
(−)
ijklψ
i
+ψ
j
+ψ
k
−ψ
l
−, (1. 22)
and k±i = g0i ± b0i as in the previous section.
The canonical momenta associated to the zero coordinates are
Π± =
i
2
(g00ψ
0
± + k
∓
αψ
α
±) (1. 23)
pθ = g00θ˙ + j+ + j−, (1. 24)
(1. 23) being two first class constraints.
The generating functional:
F =
1
2
∮
dσ{θ′θ˜ − θθ˜′ − iψ0+ψ˜
0
+ + iψ
0
−ψ˜
0
−} (1. 25)
induces the change of variables in phase space [18]:
Π˜± = −
δF
δψ˜0±
= ∓
i
2
ψ0±, Π± =
δF
δψ0±
= ∓
i
2
ψ˜0±
pθ˜ = −
δF
δθ˜
= −θ′, pθ =
δF
δθ
= −θ˜′, (1. 26)
which yields the abelian T-dual with backgrounds given by Buscher’s formulas [21]. In
configuration space this corresponds to:
ψ0± = ∓(g˜00ψ˜
0
± + k˜
∓
α ψ˜
α
±)
ψα± = ψ˜
α
± (1. 27)
for the fermions, and:
∂+θ = −g˜00∂+θ˜ − k˜
−
α ∂+x˜
α − ik˜−[i,j]ψ˜
j
+ψ˜
i
+ = −k˜
−
i ∂+x˜
i − ik˜−[i,j]ψ˜
j
+ψ˜
i
+
∂−θ = g˜00∂−θ˜ + k˜
+
α ∂−x˜
α + ik˜+[i,j]ψ˜
j
−ψ˜
i
− = k˜
+
i ∂−x˜
i + ik˜+[i,j]ψ˜
j
−ψ˜
i
−, (1. 28)
for the bosons. (1. 27) and (1. 28) generalize the abelian duality mapping (1. 5) to N = 1
sigma models, and can also be obtained from (1. 5) replacing bosonic fields by superfields
and derivatives by superderivatives.
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F being linear in the original and dual variables implies that the original and dual
theories are also equivalent quantum mechanically, as in the bosonic case. As in that case its
expression can be derived from the total time derivative term that is induced in the gauging
procedure.
Let us consider now non-isotropic non-abelian transformations in N = 1 sigma models.
For simplicity we are going to restrict ourselves to the case of principal chiral models: gij =
ΩaiΩ
a
j and bij = 0. Following [20] we can use tangent space variables for the fermions
φa± = Ω
a
iψ
i
± and consider an action:
S =
∫
Σ
dσ+dσ−[(∂+gg
−1)a(∂−gg
−1)a − iφa+∂−φ
a
+ − iφ
a
−∂+φ
a
− +
i
2
fabcφ
a
+(∂−gg
−1)bφc+ +
i
2
fabcφ
a
−(∂+gg
−1)bφc− +
1
8
fadbfbceφ
a
+φ
d
+φ
c
−φ
e
−]. (1. 29)
Working in phase space variables {(θi,Πi), (φ
a
±,Π
a
φ±)}:
Πi = Ω
a
iΩ
a
j θ˙
j +
i
4
fabcΩ
b
i(φ
a
+φ
c
+ + φ
a
−φ
c
−) (1. 30)
Πaφ± =
i
2
φa±, (1. 31)
where (1. 31) are a set of first class constraints, the non-abelian dual of (1. 29) with respect
to the right action of the whole symmetry group G can be obtained through a canonical
transformation from {(θi,Πi)}, (φ
a
±,Π
a
φ±)} to {(χ
a, Π˜a), (φ˜
a
±, Π˜
a
φ˜±
)}. In particular:
Πi = −(Ω
a
i χ
′a + fabcχ
aΩbjΩ
c
iθ
′j)
Π˜a = −(Ω
a
i θ
′i +
i
4
fabc(φ
b
+φ
c
+ − φ
b
−φ
c
−)) (1. 32)
for the bosonic momenta, and:
Πaφ± = ∓
i
2
(φ˜a± + fabcχ
bφc±)
Π˜a
φ˜±
= ∓
i
2
φa± (1. 33)
for the fermionic ones. Its generating functional is:
F =
∮
dσ[χaΩai θ
′i +
i
4
fabcχ
a(φb+φ
c
+ − φ
b
−φ
c
−)−
i
2
(φa+φ˜
a
+ − φ
a
−φ˜
a
−)]. (1. 34)
The dual action is given by [22]7:
S˜ =
∫
Σ
dσ+dσ−[Mab(∂+χ
a∂−χ
b − iφ˜a+∂−φ˜
b
+ + i∂+φ˜
a
−φ˜
b
−) + iMbcfcdeMdaφ˜
a
−φ˜
e
−∂+χ
b +
iMacfcdeMdbφ˜
a
+φ˜
e
+∂−χ
b + Labcdφ˜
a
+φ˜
b
−φ˜
c
+φ˜
d
−], (1. 35)
7In this reference this dual action is derived following the gauging procedure.
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manifestly supersymmetric and whereM = (1+adχ)−1 and Labcd = −(fagffieb+faiefgfb)MciMegMfd.
The dual momenta are:
Π˜a =
1
2
(M(ab)χ˙
b −M[ab]χ
′b − i(Madφ˜−M)abφ˜
b
− − i(Madφ˜+M)baφ˜
b
+) (1. 36)
Π˜a
φ˜+
=
i
2
Mbaφ˜
b
+
Π˜a
φ˜−
=
i
2
Mabφ˜
b
− (1. 37)
where (adφ˜±)ab = fabcφ˜
c
±. From (1. 37) and (1. 33) we see that the fermions simply transform
with the change of scale:
φa+ = −Mbaφ˜
b
+
φa− = Mabφ˜
b
−. (1. 38)
The corresponding non-local transformation for the bosonic part is given in terms of dual
backgrounds by:
(∂+gg
−1)a = −(g˜ab − b˜ab)∂+χ
b − i∂e(g˜ab − b˜ab)φ˜
e
+φ˜
b
+ − i(φ
2
+)
a
(∂−gg
−1)a = (g˜ab + b˜ab)∂−χ
b + i∂e(g˜ab + b˜ab)φ˜
e
−φ˜
b
− − i(φ
2
−)
a, (1. 39)
where the last terms need still be written in terms of the dual fermions. In this form we see
that they generalize (1. 28) by means of the last quadratic terms in the fermions, which are
zero in the abelian case. (1. 38) and (1. 39) can also be obtained from the corresponding
(1. 15) in superspace by introducing chiral superfields [20]. As in the pure bosonic non-
abelian case the canonical transformation couples the conserved currents associated to the
left symmetry g → hg of the initial theory and the ones associated to transformations in the
adjoint in the dual. Namely:
J
a(L)
± = (∂±gg
−1)a + i(φ2±)
a = Ωai ∂±θ
i +
i
2
fabcφ
b
±φ
c
± (1. 40)
with
J˜a+ = ∂+χ
a −Mba∂+χ
b + i(Madφ˜+M)baφ˜
b
+
J˜a− = −∂−χ
a +Mab∂−χ
b − i(Madφ˜−M)abφ˜
b
−. (1. 41)
From here we can also establish the quantum equivalence between the two theories.
1.4 Open Strings
Recently there has been renewed interest in the study of open string theories with the
last developments in string dualities (see for instance [23] and references therein). In [24]
Polchinski showed that open strings with certain exotic boundary conditions (D-branes) were
the carriers of the RR charges required by string duality. This identification allowed for many
new tests of string duality. D-branes first arised as particular features under T-duality in
8
theories of open strings [25, 26]. The duality transformation (1. 1) maps Neumann boundary
conditions: ∂nx = 0, to Dirichlet boundary conditions: ∂tx˜ = 0, where ∂n and ∂t are the
normal and tangent derivatives to the boundary. The ends of the strings are then confined
to the x˜ plane, which is itself dynamical. These particular objects with mixed Neumann
and Dirichlet boundary conditions are the D-branes [25]. For type I superstrings crosscap
boundary conditions for the unoriented topologies are mapped to orientifold conditions [25,
27] and the dual D-brane is hidden in the orientifold plane. These dual theories may seem
rather exotic, but they are just a more suitable description at small distances of the same
original open string theory.
The open string-D-brane dualities of toroidal compactifications have been extended to
more general backgrounds following the gauging procedure to T-duality8. Namely, to back-
grounds with abelian [28, 29] and non-abelian isometries [30]. Certain backgrounds without
isometries and more recently WZW models have also been studied in [31] and [32] within the
Poisson-Lie T-duality. We are going to discuss T-duality for open strings in various back-
grounds within the canonical transformation approach [33]. This approach is particularly
useful in obtaining information about the boundary conditions, since it provides an explicit
mapping between initial and dual variables.
Let us consider open and closed strings propagating in a d dimensional background of
metric, antisymmetric tensor and abelian gauge field9. In the neutral case the action can be
written:
S =
∫
Σ
dσ+dσ−(gij + bij)∂+x
i∂−x
j +
∫
∂Σ
Vi∂tx
i (1. 42)
where Vi denotes the abelian background gauge field and ∂t is the tangent derivative to the
boundary10. The boundary term can be absorbed in the action by just considering:
S =
∫
Σ
dσ+dσ−(gij +Bij)∂+x
i∂−x
j (1. 43)
with Bij = bij + Fij = bij + ∂iVj − ∂jVi. The torsion term is absent for the unoriented
topologies. Let us assume that there exists a Killing vector ki such that Lkgij = 0 and
LkBij = 0 (this means we can have: Lkbij = ∂ivj − ∂jvi and LkVi = −vi + ∂iϕ, for some vi,
ϕ). The dual with respect to this isometry can be constructed as in the closed string case
by performing the canonical transformation:
pθ = −θ˜
′
pθ˜ = −θ
′ (1. 44)
the only difference being that b is replaced by B in order to absorb the background gauge
field. In this case we also need to care about the boundary conditions. The canonical
transformation approach is particularly adequate to deal with boundary conditions since it
provides the explicit relation between the target space coordinates of the original and dual
theories. From (1. 44) we get11:
˙˜
θ = −(g00θ
′ + g0αθ
′α −B0αx˙
α) (1. 45)
8In the first of [29] there is also a brief study with canonical transformations.
9We will only consider abelian background gauge fields. For a non-abelian treatment see the first of [29].
10We consider σ = constant boundaries but in certain, specified, cases.
11We use capital letters for the dual backgrounds to account for its dependence on the abelian background
gauge field.
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and
g0αθ
′ + gαβx
′β +B0αθ˙ − Bαβ x˙
β = G˜0αθ˜
′ + G˜αβx
′β + B˜0α
˙˜
θ − B˜αβ x˙
β. (1. 46)
Then, Neumann boundary conditions for the original theory [34]:
gijx
′j − Bijx˙
j = 0 (1. 47)
imply in the dual:
˙˜θ = 0
G˜0αθ˜
′ + G˜αβx
′β + B˜0α
˙˜θ − B˜αβx˙
β = 0. (1. 48)
These mixed boundary conditions represent a flat Dirichlet (d − 2)-brane in the dual back-
ground [28]. Also from here we can deduce the collective motion of the brane. Decomposing
B0α = b0α − ∂αV0 we realize that the usual Buscher’s backgrounds for closed strings (with
the torsion b) are gotten provided we redefine θ˜ ≡ θ˜ + V0(x
α). Therefore V0(x
α) gives the
transverse position of the brane in the dual theory12. If we dualize n commuting isometries
it is straightforward to check that a Dirichlet (d − n − 1)-brane is obtained in the dual.
It is perhaps worth mentioning that there are some particular backgrounds (those whose
conserved currents associated to the isometry are chiral [13]) which are at the same time
backgrounds of open strings and D-branes depending on the boundary conditions, which are
in turn related by a T-duality transformation.
Let us now analyze the unoriented topologies. Invariance under world-sheet parity implies
that the antisymmetric tensor and the abelian gauge field are projected out of the spectrum.
We can still have non-abelian gauge fields in SO(N) and USp(N) but they must be treated
differently (see for instance the first in [29]). Unoriented topologies can be obtained from
oriented ones by identifications of points on the boundary [35]. For instance the projective
plane is obtained from the disk13 identifying opposite points. The topology thus obtained is
a crosscap. Under abelian T-duality we should get the mapping from crosscap to orientifold
conditions [28]. Crosscap boundary conditions for the coordinate adapted to the isometry:
θ˙(σ + π) = −θ˙(σ) θ′(σ + π) = θ′(σ), (1. 49)
where we are parametrizing the boundary of the disk by (0, 2π) and identifying opposite
points: θ(σ + π) = θ(σ), translate to:
pθ(σ + π) = −pθ(σ) θ
′(σ + π) = θ′(σ) (1. 50)
in phase space. Then (1. 44) implies:
θ˜′(σ + π) = −θ˜′(σ) pθ˜(σ + π) = pθ˜(σ), (1. 51)
12A particular case is when V0 is taken pure gauge locally breaking U(N) to U(1)
N , i.e. when a Wilson
line V0 = diag{θ1, . . . , θN} is included. In this case we get a maximum of N D-branes in the dual theory
with fixed positions at θi, i = 1, . . . , N [23].
13We have to make first a Wick rotation to imaginary time.
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which are orientifold conditions in phase space since pθ˜(σ + π) = pθ˜(σ) implies
˙˜
θ(σ + π) =
˙˜θ(σ)14. The orientifold plane is at θ˜ = 0 and it’s non-dynamical, because the abelian gauge
field is zero in the unoriented case. The rest of the coordinates still satisfy crosscap boundary
conditions.
We can make an analogous analysis for the non-abelian backgrounds (1. 11) [33]. The
abelian gauge fields that are compatible with the non-abelian isometry g → gh have the
form Vi =
1
2
ΩaiC
a(x), with C arbitrary, and Vα θ
i-independent. Then E[ab] = bab+ fabcC
c(x),
where bab is the closed strings antisymmetric tensor and F
R
aα = f
R
aα −
1
2
∂αC
a(x), FLαa =
fLαa +
1
2
∂αC
a(x) (with fR, fL the corresponding closed strings backgrounds). The canonical
transformation (1. 13) implies that the dual of Neumann boundary conditions are mixed
Dirichlet and Neumann conditions weighted with the initial metric and torsion respectively,
for the coordinates transforming under the isometry group. The rest of the coordinates
still satisfy Neumann boundary conditions in the dual. However in those cases in which we
can establish a correspondence between the Hilbert spaces of the initial and dual theories
(when the dual theory admits an isometry) the dual boundary conditions for the coordinates
transforming under the isometry reduce to generalized Dirichlet conditions:
g˜abχ˙
b − b˜abχ
′b = 0, (1. 52)
generalized in the sense that it is the momentum associated to a non-flat background which
vanishes at the ends of the string. We can then conclude that for certain kinds of sigma
models with non-abelian isometries a curved (d − dimG − 1) D-brane with metric g˜ab and
torsion b˜ab is obtained in the dual. The backgrounds of unoriented strings are among the
ones for which we get Dirichlet boundary conditions. In these cases we can also study
the mapping of crosscap boundary conditions. The result is that in the dual, generalized
orientifold conditions:
g˜abχ
′b(σ + π)− b˜abχ˙
b(σ + π) = −(g˜abχ
′b(σ)− b˜abχ˙
b(σ))
g˜abχ˙
b(σ + π)− b˜abχ
′b(σ + π) = g˜abχ˙
b(σ)− b˜abχ
′b(σ) (1. 53)
are satisfied, meaning that the momentum must be equal at the identification points but the
momentum flows out of them must have opposite sign.
1.4.1 Superstrings
In a similar way we can study the mapping of the boundary conditions in open superstring
theory [33]. We consider abelian background gauge fields, which are absorbed in a torsion
term Bij = bij + Fij . Starting with the usual Neumann R-NS boundary conditions
15 for the
14Integration on the first equation implies θ˜(σ + pi) = −θ˜(σ) so that the world-sheet parity reversal is
accompanied by a Z2 transformation in space-time. These kinds of constructions are the orientifolds [25, 27].
15R-NS are minima of the bulk action and therefore are classical boundary conditions only if Bij = 0.
However the simplest minima of the full action give trivial dynamics for the fermions at the boundary, being
in this sense too restrictive. One can study if this is also the case for arbitrary minima and find that in
general the fermionic contribution at the boundary is not zero [33]. Here we are still going to consider R-NS
for simplicity.
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initial theory:
gijx
′j −Bij x˙
j = 0
ψi+ = ηψ
i
−; η = ±1 (1. 54)
we get after an abelian duality transformation (1. 27), (1. 28):
ψ˜α+ = ηψ˜
α
−
ψ˜0+ + ηψ˜
0
− = 2ηk
∗
αψ˜
α
−
˙˜θ = i∂αk
∗
βψ˜
α
−ψ˜
β
−
G˜αix˜
′i − B˜αi ˙˜x
i
= −ik∗α∂β k˜
2ψ˜β−ψ˜
0
− + i(k˜
α
+∂βk
∗
σ − k
∗
α∂β k˜
+
σ )ψ˜
β
−ψ˜
σ
− (1. 55)
where k∗α = B0α. These results are in agreement with (3.12) in [28]. The non-trivial terms
(those that spoil Dirichlet NS-R boundary conditions in the dual) are all proportional to
B0α. Therefore a super D-brane is obtained in the dual only if the original background is
such that B0α = 0. If this occurs (1. 55) turns into: ψ˜
0
+ = −ηψ˜
0
−, accounting for the reversal
of space-time chirality under T-duality [36], ˙˜θ = 0, and Neumann R-NS boundary conditions
for the rest of the coordinates. This is the case, in particular, for the type I superstring
where the D-brane is actually an orientifold. In this theory consistency conditions restrict
the possible D-manifolds to one, five and nine-branes [23]. Since the only consistent open
superstring theory is the type I superstring, which contains unoriented topologies, it is
interesting to analyze in some more detail the unoriented world-sheets. As in the previous
section we consider the projective plane, obtained from the disk by identifying opposite
points. Crosscap boundary conditions for the fermions contain an i factor due to the fact
that we are taking a constant time boundary [34]:
ψi+(σ + π) = iηψ
i
−(σ), η = ±1 (1. 56)
x′i(σ + π) = x′i(σ), x˙i(σ + π) = −x˙i(σ). (1. 57)
These conditions are mapped under (1. 27) and (1. 28) into:
ψ˜α+(σ + π) = iηψ˜
α
−(σ) ψ˜
0
+(σ + π) = −iηψ˜
0
−(σ) (1. 58)
for the fermions, giving the usual change of sector for the 0-component, and to:
˙˜
θ(σ + π) =
˙˜
θ(σ) ˙˜x
α
(σ + π) = − ˙˜x
α
(σ)
θ˜′(σ + π) = −θ˜′(σ) x˜′α(σ + π) = x˜′α(σ) (1. 59)
for the bosons, i.e. orientifold conditions for the θ˜ coordinate and crosscap for the rest.
Therefore the dual theory is an orientifold, static since the abelian electromagnetic field is
absent for unoriented strings.
Let us now concentrate on the non-abelian models (1. 29) [33]. Restricting to the case
of R-NS boundary conditions for the fermions we get in the dual:
φ˜a+ = −ηM
−1
ba Mbcφ˜
c
−, (1. 60)
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which are not NS-R boundary conditions. We can just point out that they could be inter-
preted as NS-R plus corrections in adχ.
Concerning the bosons, if we start with Neumann boundary conditions: Ωai θ
′i = 0, we
obtain in terms of the dual backgrounds:
g˜abχ˙
b − b˜abχ
′b +
i
2
∂e(g˜ab + b˜ab)φ˜
e
−φ˜
b
− +
i
2
∂e(g˜ab − b˜ab)φ˜
e
+φ˜
b
+ = 0. (1. 61)
This equation represents the vanishing of Π˜a (given by (1. 36)) at the ends of the string.
Therefore we find a curved N = 1 supersymmetric D-brane (in this particular example (-
1)-brane, since we haven’t allowed for inert coordinates) with metric and torsion given by
g˜ab and b˜ab. However since the only consistent open superstring theory contains unoriented
topologies the D-brane is an orientifold, as happened in the abelian case. In particular, one
can see that crosscap boundary conditions are mapped to:
Π˜a(σ + π) = Π˜a(σ)
(g˜abχ
′b − b˜abχ˙
b +
i
2
∂e(g˜ab − b˜ab)φ˜
e
+φ˜
b
+ −
i
2
∂e(g˜ab + b˜ab)φ˜
e
−φ˜
b
−)|σ+pi =
−(g˜abχ
′b − b˜abχ˙
b +
i
2
∂e(g˜ab − b˜ab)φ˜
e
+φ˜
b
+ −
i
2
∂e(g˜ab + b˜ab)φ˜
e
−φ˜
b
−)|σ, (1. 62)
where the second equation represents that the momenta flowing out of the identification
points must have opposite signs, as in the bosonic non-abelian case. The dual fermions
satisfy:
φ˜a+(σ + π) = −iηM
−1
ba Mbcφ˜
c
−(σ). (1. 63)
2 S-duality in Gauge Theories
2.1 Abelian gauge theories
Four dimensional abelian gauge theories are invariant under strong-weak coupling duality16,
generated by the interchange of the electric and magnetic degrees of freedom of the theory:
dA→ ∗dA, with A the abelian gauge field. Both T-duality in two dimensional sigma models17
and S-duality in four dimensional abelian gauge theories are generated by the mapping
d → ∗d in the corresponding two dimensional world-sheet or four dimensional space-time.
In fact, they are particular cases of a more general duality present in d dimensional theories
of p forms [38, 39]:
S ∼
∫ 1
g2
ddx dAp ∧ ∗dAp (2. 1)
(in 2 dim g is the inverse of the compactification radius) where the mapping d→ ∗d yields a
dual theory formulated in terms of (d− p− 2) forms. This duality can also be described as
a canonical transformation in the corresponding phase space, as one would expect. In this
16For reviews on S-duality in gauge theories see for instance [37].
17What follows holds for toroidal compactifications. We have seen in the previous sections the generaliza-
tion to other backgrounds.
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section we study in detail the canonical transformation description of S-duality in Maxwell
theory (d = 4, p = 1) [40]. The generalization to arbitrary d, p will also be described at the
end.
Let us consider the Maxwell Lagrangian with θ-term:
L =
1
8π
(
4π
g2
FmnF
mn +
iθ
4π
ǫmnpqF
mnF pq)
=
i
8π
(τ¯F+mnF
+mn − τF−mnF
−mn) (2. 2)
defined on a Euclidean four-manifold M4. Here τ = θ/2π + 4πi/g
2, Fmn = ∂mAn − ∂nAm,
∗Fmn =
1
2
ǫmnpqF
pq and F±mn =
1
2
(Fmn ±
∗Fmn).
The canonical momenta are given by18:
Π0 = 0
Πα = 4τ¯F+0α − 4τF−0α, (2. 3)
where α runs over spatial indices, and the Hamiltonian:
H =
1
4(τ¯ − τ)
ΠαΠ
α + ∂αA0Π
α −
τ¯ + τ
τ¯ − τ
Πα
∗F 0α +
4τ¯ τ
τ¯ − τ
∗F 0α ∗F0α. (2. 4)
The primary constraint Π0 = 0 implies the secondary ∂αΠ
α = 0, therefore we can drop the
∂αA0Π
α term keeping in mind that the Hamiltonian is defined in this restricted phase space.
The interchange between electric and magnetic degrees of freedom can be written as the
following canonical transformation in the phase space of the theory19:
Πα = −4 ∗F˜ 0α
Π˜α = 4 ∗F 0α, (2. 5)
where F˜ = dA˜, with generating functional:
F = −2
∫
M3
d3x(A˜α
∗F 0α + Aα
∗F˜ 0α) = −
∫
D4/∂D4=M3
d4xdA ∧ dA˜. (2. 6)
(2. 5) yields the following Hamiltonian:
H˜ =
1
4
τ¯ τ
τ¯ − τ
Π˜αΠ˜
α +
τ¯ + τ
τ¯ − τ
Π˜α
∗F˜ 0α +
4
τ¯ − τ
∗F˜0α
∗F˜ 0α, (2. 7)
in which τ˜ = −1/τ . Since the original Hamiltonian is defined in the restricted phase space
given by Π0 = 0, ∂αΠ
α = 0 we need to analyse as well the mapping of the constraints
and check that the dual Hamiltonian is defined in the same restricted phase space. The
constraint Π˜0 = 0 is straightforwardly obtained from the generating functional, since there
is no dependence on A˜0. The secondary constraint ∂αΠ˜
α = 0 is obtained from the Bianchi
identity ∂α
∗F 0α of the original theory and finally the constraint ∂αΠ
α = 0 implies that F˜ is
18We have dropped the global i/8pi factor. It will then appear when exponentiating these quantities.
19Note that in the definition of Πα there is also a contribution from ∗F 0α when θ 6= 0 [41].
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derived from a vector potential A˜ as a consequence of Poincare`’s lemma. We can introduce
a ∂αA˜0Π˜
α term in the Hamiltonian imposing the constraint ∂αΠ˜
α = 0 as in (2. 4) and finally
read a dual Lagrangian:
L˜ =
i
8π
(−
1
τ¯
F˜+mnF˜
+mn +
1
τ
F˜−mnF˜
−mn). (2. 8)
Some useful information can be obtained within this approach. The generating functional is
linear in both the original and dual variables. We can then write:
ψk[A˜] = N(k)
∫
DA(xα)e
i
8pi
F [A˜,A(xα)]φk[A(x
α)] (2. 9)
with φk[A] and ψk[A˜] eigenfunctions of the initial and dual Hamiltonians respectively. From
this relation global properties can be easily worked out. The Dirac quantization condition:
∫
Σ
F = 2πn, n ∈ Z, (2. 10)
for Σ homologically non-trivial two-cycles in the manifold, implies the same quantization in
the dual: ∫
Σ
F˜ = 2πm, m ∈ Z. (2. 11)
We can also analyze the transformation of the partition function in phase space20:
Zps =
∫
DAmDΠ
αe−
i
8pi
∫
d4x(A˙αΠα−H). (2. 12)
Under (2. 5) DAαDΠ
α = DA˜αDΠ˜
α and therefore Z˜ps = Zps (we have previously seen that
both theories are defined in the same restricted phase space), which implies that in phase
space the partition function is invariant under duality. However we know that it should
transform as a modular form with a given modular weight [42]. This modular factor appears
when going to configuration space, as we are going to show.
Integrating the momenta in (2. 12) gives:
Zps =
∫
DAm(Imτ)
B2/2e−
∫
d4xL (2. 13)
with L given by (2. 2). The factor (Imτ)B2/2 in the measure is the regularized (det Imτ)1/2
coming from the gaussian integration over the momenta. B2 is the dimension of the space of
2-forms in the four dimensional manifold M4 (regularized on a lattice) and emerges because
the momenta are 2-forms. The same calculation in the dual phase space partition function
gives:
Z˜ps =
∫
DA˜m(Imτ)
B2/2τ¯−B
+
2
/2τ−B
−
2 e−
∫
d4xL˜ (2. 14)
with L˜ given by (2. 8), where we have regularized
(det(Im−
1
τ
))1/2 = (Imτ)B2/2τ¯−B
+
2
/2τ−B
−
2
/2 (2. 15)
20The integration over Π0 is canceled by the gauge group volume and integration on A0 yields the constraint
∂αΠ
α = 0, which in the dual theory implies that F˜ is derived from a vector potential.
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and B+2 (B
−
2 ) is the dimension of the space of self-dual (anti-self-dual) 2-forms. In configu-
ration space the partition function is defined by [42]:
Z = (Imτ)(B1−B0)/2
∫
DAme
−S = (Imτ)(B1−B0−B2)/2Zps (2. 16)
and in the dual model
Z˜ = (
Imτ
τ τ¯
)(B1−B0)/2
∫
DA˜me
−S˜ = (Imτ)(B1−B0−B2)/2τ (χ−σ)/4τ¯ (χ+σ)/4Z˜ps, (2. 17)
where χ = 2(B0−B1) +B2 is the Euler number (the regularization is such that Bp = B4−p)
and σ = B+2 − B
−
2 is the signature of the manifold. From Zps = Z˜ps we get
Z = τ−(χ−σ)/4τ¯−(χ+σ)/4Z˜. (2. 18)
Therefore in configuration space the partition function transforms as a modular form [42].
It is clear that the solution to this puzzle is that the regularization prescription for the
determinants is such that Z is not obtained from Zps after integrating out the momenta, as
it is clearly shown in (2. 16) and (2. 17). If we impose this requirement to the phase space
partition function the corresponding factors in the measure need to be introduced and we
also obtain that it transforms as (2. 18).
The same analysis made for Maxwell’s theory can be straightforwardly generalized to
p-forms abelian gauge theories in d dimensions [40]. In this case the generating functional
and corresponding canonical transformation are:
F = −
∫
Dd/∂Dd=Md−1
ddxdA ∧ dA˜. (2. 19)
Πα1...αp =
δF
δAα1...αp
= −(p + 1)!(d− p− 1)! ∗F˜ 0α1...αp
Π˜α1...αd−p−2 = −
δF
δA˜α1...αd−p−2
= (p+ 1)!(d− p− 1)! ∗F 0α1...αd−p−2 . (2. 20)
The phase space partition function is invariant under these transformations. However upon
integration on the momenta we get for the partition function in configuration space [38]:
Z = (4π/g2)(−1)
pχ/2Z˜ in general, and Z = τ−(χ−σ)/4τ¯−(χ+σ)/4Z˜ for d = 2(p + 1), p odd, i.e.
when a θ-term is allowed in the theory.
2.2 Non-abelian gauge theories
Non-supersymmetric Yang-Mills theories are not invariant under the interchange of the elec-
tric and magnetic degrees of freedom. However following a first order formalism or a gauging-
type procedure [43] it is possible to construct the dual of the theory, which turns out to be a
Freedman-Townsend’s type of theory [44], depending on 2-forms that are not derivable from
a vector potential. A generalized duality transformation relating it to the initial Yang-Mills
theory has been given in [45] in terms of loop variables.
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It is also possible to construct the dual theory by performing a simple canonical trans-
formation in phase space, as we are now going to show. Written in configuration space vari-
ables this transformation provides the generalization to the non-abelian case of the electric-
magnetic mapping of abelian gauge theories.
Starting with the Yang-Mills Lagrangian for a compact group G on a Euclidean manifold:
L =
1
8π
(
4π
g2
F (a)mnF
(a)mn +
iθ
4π
ǫmnpqF (a)mnF
(a)
pq )
=
i
8π
(τ¯F (a)+mn F
(a)+mn − τF (a)−mn F
(a)−mn) (2. 21)
where F = dA − A ∧ A and we have chosen Tr(T aT b) = δab (T a are the generators of the
Lie algebra) we can construct the Hamiltonian:
H =
1
4
1
τ¯ − τ
ΠaαΠ
aα+(∂αA
a
0+fabcA
b
0A
c
α)Π
aα−
τ¯ + τ
τ¯ − τ
Πaα ∗F
(a)
0α +
4τ¯ τ
τ¯ − τ
∗F
(a)
0α
∗F (a)0α, (2. 22)
where fabc are the structure constants of the Lie algebra and
Πaα = 2(τ¯ − τ)F (a)0α + 2(τ¯ + τ) ∗F (a)0α
Πa0 = 0. (2. 23)
The interchange between electric and magnetic degrees of freedom:
Πaα = −4 ∗F˜ (a)0α
Π˜aα = 4 ∗F (a)0α, (2. 24)
where F˜ = dA˜ − A˜ ∧ A˜, yields a Hamiltonian in which the coupling has transformed as
τ → −1/τ . However in the non-abelian case (2. 24) is not a canonical transformation since
the Poisson brackets are not left invariant. Moreover the secondary constraints:
∂αΠ
aα − fabcA
b
αΠ
cα = 0 (2. 25)
of Yang-Mills, imply in the dual theory:
∂α
∗F˜ (a)0α − fabcA
b
α(F˜ )
∗F˜ (c)0α = 0 (2. 26)
from where in the absence of a non-abelian analogue of Poincare`’s lemma we cannot conclude
that F˜ is derived from a vector potential.
In fact we know from previous calculations [43] that the dual theory is given by:
L˜ =
i
8π
(−
1
τ¯
F˜ (a)+mn F˜
(a)+mn +
1
τ
F˜ (a)−mn F˜
(a)−mn + 2Rabmn(
∗F˜ )∂q
∗F˜ (a)qm∂p
∗F˜ (b)np), (2. 27)
where F˜ are arbitrary two forms in the manifold and R is the inverse of ad ∗F˜ and it is a
well defined matrix for arbitrary F˜ in four dimensions.
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It can be seen that (2. 27) is generated from the original theory by the following canonical
transformation:
Πaα = −4 ∗F˜
(a)
0α
Aaα =
1
4
Π˜a0α (2. 28)
where:
Π˜a0α ≡
δL˜
δ ∗ ˙˜F
(a)
0α
= 4Rabαn∂m
∗F˜ (b)nm. (2. 29)
The generating functional is given by:
F = −4
∫
M3
Tr( ∗F˜0αAα), (2. 30)
which has the same form than (2. 6) but now F˜ is not derived from a vector potential.
Written in configuration space (2. 28) amounts to:
(τ¯ − τ)F
(a)
0α + (τ¯ + τ)
∗F
(a)
0α = −2
∗F˜
(a)
0α
Aaα = R
ab
αn∂m
∗F˜ (b)nm. (2. 31)
Compatibility of these equations is guaranteed on-shell. The equations of motion in the
initial theory are mapped to the identities:
∂n
∗F˜ (a)mn − fabc
∗F˜ (c)mnR
bd
αq∂p
∗F˜ (d)qp = 0 (2. 32)
in the dual, which are verified straightforwardly from the second equation in (2. 31). The
complete correspondence between equations of motion and Bianchi identities requires also
Aa0 = R
ab
0n∂m
∗F˜ (b)nm. The Bianchi identities in the dual theory are then satisfied with a “vector
potential” V an ≡ R
ab
nm∂p
∗F˜ (b)mp defined from the fundamental 2-forms of the dual theory, and
which transforms as a conexion under the local gauge symmetry of the dual Lagrangian21:
F˜ → hF˜h−1. Inversely, the dual equations of motion are mapped to identities in the original
theory.
The initial and dual theories are proved to be equivalent under (2. 28) on-shell. It would
be very interesting to extend the previous formulation to four dimensional supersymmetric
non-abelian gauge theories, in particular to N = 4 and those N = 2 for which S-duality is
known to be an exact symmetry [46] [47]. For these theories a path integral or a canonical
transformation description is not known and it could be interesting to see if such a description
exists already at the classical level. For N = 2 Yang-Mills theories without matter the
low energy effective action is invariant under S-duality [48]. In the low energy limit the
whole non-abelian symmetry group is broken to its maximal abelian subgroup and then the
remaining gauge symmetry is abelian. The canonical transformation description can then
also be applied straightforwardly to this case.
21L˜ has this symmetry up to a total derivative.
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