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Image-domain tomography (IDT) operates with seismic reflection data and optimizes the back-
ground velocity model by improving the quality of image gathers obtained by prestack depth mi-
gration. In this thesis, I develop an acoustic wave-equation-based IDT algorithm for reconstructing
transversely isotropic (TI) models from P-wave reflections. Parameter estimation is carried out by
focusing energy in extended images, which are produced by reverse-time migration (RTM) and
contain information about the angle-dependent illumination of the subsurface.
First, I study the sensitivity of energy focusing in the extended domain to the parameters of
VTI (TI with a vertical symmetry axis) media. Analysis of horizontal and dipping events shows
that the most influential parameter is the zero-dip NMO velocity (Vnmo), whereas the contribution
of the anellipticity parameter η increases with reflector dip. Energy focusing is sensitive only to the
lateral variation of Thomsen’s parameter δ. These conclusions, consistent with the properties of
time-domain reflection moveout, help develop an effective strategy for estimating the parameters
Vnmo, δ, and η.
Using both the differential and integral wave-equation operators for acoustic VTI media, I
apply the adjoint-state method to derive the inversion gradients for image- and data-domain to-
mography. The data-domain gradients make it possible to incorporate vertical seismic profiling
(VSP) data, which provide important constraints for anisotropic model updating, into the objec-
tive function. The gradients computed with the integral wave-equation operator are free of the
unphysical shear-wave modes produced by differential wave-equation solutions.
However, robust estimation of the VTI parameters (especially the coefficient η) requires miti-
gating illumination and aperture-truncation artifacts in RTM extended images. I demonstrate that
these artifacts can be efficiently suppressed via least-squares RTM (LSRTM) preconditioned with
nonstationary matching filters. The integral wave-equation operator and adjoint-state gradients
allow me to develop a multistage IDT algorithm for VTI media. Image-guided smoothing of
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the inversion gradients of the parameters Vnmo and η helps ensure convergence towards geologi-
cally plausible solutions. The δ-field is tightly constrained by image-guided interpolation between
available boreholes. A test on elastic data for the synthetic Marmousi-II model confirms that ro-
bust estimation of the VTI parameters is possible even for substantially distorted initial models.
Application of the algorithm to a line from a 3D ocean-bottom node data set acquired in the Gulf
of Mexico produces a refined η-field and improves the focusing of the LSRTM image.
Finally, the IDT methodology is generalized for TI media with a tilted symmtry axis (TTI). I
derive the P-wave separable dispersion relation for strongly anelliptic TTI models and implement
the corresponding wave-equation operator, which is then employed to obtain the inversion gradient.
A synthetic test for a dipping homogeneous TTI layer demonstrates that neglecting the symmetry-
axis tilt can distort estimation of the other medium parameters. Analysis of the extended LSRTM
images shows that, if the symmetry axis is orthogonal to the reflector, the coefficient δ contributes
to focusing of dipping events, whereas the parameter η produces only weak linear defocusing
regardless of reflector dip. To increase the robustness of IDT for TTI media, the image-focusing
objective function is combined with a model-shaping term that contains borehole information about
δ. A test on the BP benchmark TTI model shows that the algorithm can update the background
Vnmo-, δ-, and η-fields even for a strongly distorted initial velocity field.
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Seismic migration typically operates with reflection events recorded at the surface to image
the discontinuities in the subsurface elastic properties. Such images provide essential information
for exploration and characterization of hydrocarbon reservoirs. The quality of seismic imaging
depends on such factors as the adequacy of the assumed model and the accuracy of the wavefield
propagation simulator and the velocity model.
Reflection tomography is the most widely used method for velocity model-building that uses
reflection data to estimate the subsurface medium parameters. Depending on the domain of formu-
lating the objective function, tomographic methods can be divided into data-fitting (Bishop et al.,
1985; Pratt, 1999; Song et al., 1995; Tarantola, 1984) and image-focusing techniques (Al–Yahya,
1989; Sava and Biondi, 2004; Stork, 1992). The data-fitting methods update the model by reduc-
ing the misfit between the observed and modeled data. Methods belonging to the image-focusing
group include an additional migration step and employ the imaging principle (Al–Yahya, 1989;
Sattlegger, 1975; Sava and Hill, 2009), which is discussed below.
Depending on the wavefield simulator, inversion and imaging algorithms can be classified as
ray-based or wave-equation-based. Ray-based image-domain tomography (IDT) (Stork, 1992)
and migration have become conventional processing tools and yield sufficiently accurate results
for the majority of exploration plays. However, in the presence of complex geologic environments
(e.g., subsalt plays, fold-and-thrust belts, fault zones), ray theory often fails to adequately describe
wavefield propagation, and has to be replaced with more accurate wave-equation algorithms (Etgen
et al., 2009; Gray et al., 2001).
Most modern imaging techniques employ transversely isotropic (TI) models, which typically
provide substantial improvements in the event focusing and positioning. Whereas TI wave-equation
imaging is widely used in practice, the required anisotropic velocity models in most cases are built
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with ray-based reflection tomography. Below, I review the principal components of wave-equation
image-domain tomography, which can overcome the limitations of the ray approximation.
Wave-equation IDT optimizes the model by iteratively improving images commonly obtained
by reverse-time migration (RTM). Any wave-equation imaging algorithm can be described as a se-
quence of two steps: wavefield reconstruction and application of an imaging condition (Sava and
Hill, 2009). Optimally, anisotropic migration can be implemented with the elastic wave equation
and would benefit from including shear waves. However, because often only high-quality P-wave
data are available, wavefield reconstruction is typically carried out with acoustic modeling algo-
rithms (Alkhalifah, 1998, 2000), which considerably reduces the computational cost and avoids
the complications of elastic imaging.
Acoustic modeling can be carried out using the differential (Duveneck et al., 2008; Fletcher
et al., 2009) or integral wave-equation solutions (Du et al., 2014; Fomel et al., 2013b). Due to
the coupling between the P- and SV-modes in TI media, the differential solutions inherently ex-
trapolate not only compressional waves but also the so-called shear-wave artifacts (Grechka et al.,
2004) caused by setting the shear-wave symmetry-direction velocity in the wave equation to zero.
Also, differential solutions become unconditionally unstable when the parameter η is negative.
In contrast, anisotropic modeling operators based on integral wave-equation solutions allow one
to extrapolate the pure P-mode without the shear artifacts. Below, I discuss the integral wave-
equation operators for TI media with a vertical (VTI) and tilted (TTI) symmetry axis as part of
image-domain tomography.
The purpose of the imaging condition is to match the reconstructed source and receiver wave-
fields in the subsurface, which is commonly done with cross-correlation (Claerbout, 1985). The
conventional (or zero-lag) cross-correlation imaging condition represents the result of summation
over all correlation lags. Whereas conventional images can be suitable for geologic interpretation,
velocity analysis requires generating image gathers, which carry information about the subsurface
illumination at different angles. Image-domain methods are based on the semblance principle,
which states that, given the perfect illumination and infinite bandwidth, the spatial position of a
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scatterer migrated with an accurate velocity model does not depend on the illumination direction.
Therefore, inconsistencies in image gathers (i.e., variation in the migrated position with illumina-
tion direction) can be used to update the velocity model.
For wave-equation IDT, it is convenient to operate with extended images produced by retaining
the correlation lags in the migration output (Rickett and Sava, 2002; Sava and Fomel, 2006a; Sava
and Vasconcelos, 2011). Despite being sensitive to velocity errors, extended images have not been
widely used for estimating anisotropic velocity models. Apart from the large cost (compared to
ray-based algorithms) of computing extended gathers, defocusing in extended images is caused not
just by velocity errors but also by violations of the assumptions of the semblance principle due to
illumination issues (Yang and Sava, 2015) as well as aperture (Mulder, 2014) and bandwidth limi-
tations. Therefore, focusing energy in “raw” image gathers produced by RTM is likely to generate
distorted velocity models. A robust IDT algorithm requires addressing the defocusing artifacts in
the extended domain, which can be accomplished by using either a better designed penalty operator
(Yang and Sava, 2015) or an amplitude-preserving imaging condition (Chauris and Cocher, 2017;
Hou and Symes, 2015; Lameloise et al., 2015), or least-squares image optimization (Clément et al.,
2001; Hicks and Pratt, 2001) (I implement the latter approach).
Wavefield tomography usually employs local-optimization schemes for model updating (Taran-
tola, 1984). The objective-function gradients can be efficiently obtained from the adjoint-state
method without the time-consuming computation of the Fréchet derivatives (Plessix, 2006; Tromp
et al., 2005). As mentioned above, IDT relies on evaluating consistency of extended image gath-
ers. In the extended domain, image defocusing is usually estimated with the differential semblance
optimization (DSO) (Shen and Symes, 2008; Symes and Carazzone, 1991) or image-power (IP)
(Chavent and Jacewitz, 1995; Soubaras and Gratacos, 2007; Zhang and Shan, 2013) operators.
Below, I discuss combining both operators in the objective function and study their sensitivity to
errors in the TI parameters.
A major challenge in anisotropic tomography is addressing trade-offs between the model pa-
rameters. P-wave kinematics in TI media is governed by the symmetry-direction velocity VP0, the
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Thomsen coefficients ǫ and δ, and the symmetry-axis orientation (tilt θ in 2D models) (Tsvankin,
2012). Reflection moveout can be conveniently described using the P-wave zero-dip NMO veloc-
ity Vnmo, the anellipticity parameter η, δ, and θ (Alkhalifah and Tsvankin, 1995). Image-domain
tomography has to deal with the kinematic aspects of parameter trade-offs related to the properties
of the residual moveout (RMO) in the extended domain. These trade-offs are discussed below for
both VTI and TTI models.
The main goal of the thesis is to develop image-domain wave-equation tomography designed to
reconstruct TI models from P-wave reflection data and borehole information. In Chapter 2, I study
the influence of the anisotropy coefficients η and δ of VTI media (the model is parameterized by
Vnmo, δ, and η) on the RMO in the extended images. The analysis shows that the extended-domain
signatures of the VTI parameters (Sava and Alkhalifah, 2012) are consistent with the properties
of the P-wave time-domain reflection moveout. The DSO and image-power criteria are employed
to evaluate the sensitivity of energy focusing to the coefficients η and δ. The extended-domain
signatures of model parameters provide essential insights for anisotropic wavefield tomography.
In Chapter 3, I implement the integral wave-equation modeling operator based on the separa-
ble VTI P-wave dispersion relation (Schleicher and Costa, 2015) and use it to derive the DSO and
image-power gradient expressions. I also obtain and implement the inversion gradients for data-
domain wavefield tomography that help incorporate seismic borehole [check shots and walkaway
vertical seismic profiling (VSP)] data into the tomographic objective function. Compared with
space-time finite-difference (FD) modeling operators, the integral solution allows one to extrapo-
late the pure P-mode without the shear-wave artifacts. Extended images, however, are contami-
nated by illumination-induced artifacts, which is particularly detrimental for η-estimation because
this parameter typically causes much weaker image defocusing compared to Vnmo.
In Chapter 4, using the integral wave-equation operator and the corresponding adjoint-state
gradients described in Chapter 3, I develop a two-level IDT scheme for VTI media. The inner
loop performs the least-squares RTM (LSRTM) to optimize the extended image and suppress the
aperture-truncation and illumination artifacts before model updating. For efficiency, LSRTM is
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preconditioned using nonstationary matching filters (Guitton, 2017), which approximate the in-
verse Hessian of the data misfit objective function. Image-guided smoothing (Hale, 2009b) is
applied to the Vnmo- and η-gradients to ensure convergence towards geologically plausible mod-
els. The δ-field is constrained by image-guided interpolation (Hale, 2009a) between the available
boreholes. A synthetic example for the elastic Marmousi-II model demonstrates the ability of the
algorithm to estimate the VTI parameters even if the initial velocity field is purely isotropic and
highly inaccurate. The method is also tested on ocean-bottom-node data from the Gulf of Mexico.
In Chapter 5, I derive the separable strongly anelliptic dispersion relation for tilted TI media
and implement the corresponding integral wave-equation propagator. The adjoint-state method is
employed to derive the inversion gradients with respect to Vnmo, δ and η that take the symmetry-
axis tilt into account. Assuming that the symmetry axis is orthogonal to reflectors, I analyze the
extended-domain signatures of the medium parameters and design an efficient IDT methodology




ANALYSIS OF RTM EXTENDED IMAGES FOR VTI MEDIA
Extended images obtained from reverse-time migration (RTM) contain information about the
accuracy of the velocity field and subsurface illumination at different incidence angles. Here, we
evaluate the influence of errors in the anisotropy parameters on the shape of the residual moveout
(RMO) in P-wave RTM extended images for VTI (transversely isotropic with a vertical symmetry
axis) media. Using the actual spatial distribution of the zero-dip NMO velocity (Vnmo), which could
be approximately estimated by conventional techniques, we analyze the extended images obtained
with distorted fields of the parameters η and δ. Differential semblance optimization (DSO) and
stack-power estimates are employed to study the sensitivity of focusing to the anisotropy parame-
ters. We also build angle gathers to facilitate interpretation of the shape of RMO in the extended
images. The results show that the signature of η is dip-dependent, whereas errors in δ cause defo-
cusing only if that parameter is laterally varying. Hence, earlier results regarding the influence of η
and δ on reflection moveout and migration velocity analysis remain generally valid in the extended
image space for complex media. The dependence of RMO on errors in the anisotropy parameters
provides essential insights for anisotropic wavefield tomography using extended images.
2.1 Introduction
Reverse-time migration (RTM) is a wavefield-based imaging technique that employs two-way
wave equation (Baysal et al., 1983; McMechan, 1983) and, therefore, can produce accurate images
for complex models. RTM involves two main steps: reconstruction of the source and receiver
wavefields and application of an imaging condition (Berkout, 1982; Claerbout, 1985; Sava and Hill,
2009). Wavefield reconstruction requires knowledge of the velocity model and source wavelet.
Optimally, wavefield reconstruction in anisotropic media should be performed by solving the
elastic wave equation, which is considerably more computationally expensive compared to that for
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the acoustic problem. Another complicating factor in elastic wavefield-based imaging is the cross-
talk between the P- and S-wavefields, which produces false events in the resulting section. Alkhal-
ifah (1998, 2000) derives a dispersion relation and a fourth-order wave equation for “acoustic”
VTI media by setting the shear-wave symmetry-direction velocity VS0 to zero. The wave equation
proposed by Alkhalifah (2000) can be split into a system of two second-order coupled equations,
which further decreases computational cost (Duveneck and Bakker, 2011; Fletcher et al., 2009;
Fowler et al., 2010; Zhang et al., 2011). These acoustic wave equations accurately describe P-
wave kinematics in TI media but produce shear-wave “artifacts” caused by setting VS0 to zero
(Grechka et al., 2004). Alkhalifah (2000) suggests eliminating these artifacts by placing sources
and receivers in a purely isotropic or elliptical medium. Alternatively, one can use mixed-domain
extrapolation for a pure P-mode to avoid generating S-waves (Fomel et al., 2013b).
An imaging condition yields information about reflectivity (the image) by matching the com-
puted source and receiver wavefields, which is often done by cross-correlation. The conventional
imaging condition is defined as the zero-lag value of the cross-correlation between the source and
receiver wavefields (Claerbout, 1985). In contrast, the extended (general) imaging condition re-
tains the temporal and spatial correlation lags in the output and, therefore, contains information
about the directionality of the wavefield and angle-dependent reflector illumination. For example,
one can obtain time-lag (Sava and Fomel, 2006a) or space-lag (Rickett and Sava, 2002) extensions.
For large-scale models, especially if both time- and space-lag extensions are produced, the cost of
computation and storage of such images can be prohibitive. This problem is usually addressed by
analyzing extended common-image gathers (CIGs) computed only at fixed horizontal coordinates
in the model space.
Both time-lag and space-lag CIGs can be converted into angle gathers (Sava and Fomel, 2006b,
2003b) to facilitate analysis and interpretation of residual moveout. Sava and Vasconcelos (2009)
propose to generate multilag extensions only at sparse points in the model space, which makes the
computations significantly more efficient, especially for 3D migration. These extended common-
image-point (CIP) gathers preserve the sensitivity to velocity errors and, therefore, are suitable for
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migration velocity analysis (MVA) (Yang and Sava, 2015). Optimal locations of extended CIPs can
be selected automatically based on the properties of the conventional image (Cullison and Sava,
2011).
Wavefield tomography based on minimization of the residual moveout (RMO) in the extended
image domain has recently attracted considerable attention in the literature. It is well known that
imaging with an inaccurate velocity model results in suboptimal focusing of energy at the zero-lag
location. This defocusing of energy is commonly quantified using differential semblance optimiza-
tion (DSO) (Shen and Symes, 2008; Shen et al., 2003; Symes and Carazzone, 1991) or a measure
of stack power (Chavent and Jacewitz, 1995; Soubaras and Gratacos, 2007).
Transversely isotropic models with a vertical or tilted symmetry axis (VTI or TTI) are widely
used in depth imaging and typically provide improvements in event focusing and reflector posi-
tioning. In structurally complex areas (e.g., near salt bodies), where ray theory fails to accurately
describe wave propagation, RTM yields superior images compared to ones obtained with ray-based
techniques such as Kirchhoff migration. The main difficulty in anisotropic imaging is robust es-
timation of model parameters, and RTM can also increase the accuracy of model building in the
presence of complex structures. Understanding the influence of the anisotropy parameters on the
residual moveout in RTM extended images should provide useful insights for wavefield tomogra-
phy.
P-wave kinematics in VTI media is controlled by the vertical velocity VP0 and Thomsen param-
eters ǫ and δ (Tsvankin, 2012). An alternative parameter set includes the normal-moveout velocity






, the anellipticity parameter η = (ǫ−δ)/(1+2δ),
and coefficient δ. Alkhalifah and Tsvankin (1995) demonstrate that for a laterally homogeneous
VTI medium above the target reflector, P-wave reflection moveout and time-domain processing
depend on only two parameters – Vnmo(0) and η. In the absence of lateral heterogeneity, the pa-
rameter δ does not influence the moveout and is needed only for time-to-depth conversion.
Using velocity-continuation operators, Alkhalifah and Fomel (2011) analyze the anisotropic
response for poststack time imaging in homogeneous acoustic VTI media. They demonstrate that
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the residual response due to errors in the parameter η has a predominantly linear (“V”-like) rather
than hyperbolic shape. Sava and Alkhalifah (2012) use the coupled pseudo-acoustic equations pro-
posed by Fowler et al. (2010) and analyze extended CIPs (Sava and Vasconcelos, 2009) obtained
with inaccurate values of η in VTI and TTI media. They consider reflections from a horizontal
interface with a constant value of η above it and δ set to zero. They conclude that an error in η
produces consistent “V”-shape defocusing in extended images regardless of the complexity of the
Vnmo(0)-field. An understated value of η causes defocusing with the apex pointing up (“Λ”), while
if η is too large, the apex points down (“V”). The slope of the flanks of the residual moveout
is controlled by the magnitude of the error in η. Li et al. (2014) propose an algorithm for VTI
image-domain wavefield tomography based on minimizing defocusing in extended images.
Here, we study the anisotropy signature in RTM extended images for VTI models with dipping
and curved interfaces and laterally varying δ-fields. We start by discussing the defocusing in ex-
tended image domain caused by inaccuracies in the velocity model and reviewing the dependence
of P-wave reflection moveout on the VTI parameters. Then, using coupled pseudo-acoustic equa-
tions for wavefield extrapolation, we study the defocusing in space-lag CIGs and extended CIPs
caused by errors in η and δ for several models of varying structural complexity. The DSO and
stack-power objective functions are employed to quantify the defocusing and access the feasibility
of parameter estimation in the image domain. We also compute and analyze angle gathers, which
aid in interpreting the RMO observed in the extended images.
2.2 Theory
avoid empty subsection2.2.1 Extended image domain
Using a general imaging condition, one can obtain image extensions in both space and time
(Sava and Vasconcelos, 2011):





Ws (x− λ, t− τ)Wr (x+ λ, t+ τ) , (2.1)
where I(x,λ, τ) is the extended image, Ws and Wr denote the source and receiver wavefields
(respectively), λ is the space lag, and τ is the time lag.
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Wavefields can be generally considered locally planar in the vicinity of each subsurface point.
Therefore, extended images carry information about how an image point is illuminated by plane
waves incident at different angles from different shot locations. In the absence of illumination
problems, imaging with an accurate velocity model produces planar events that intersect at zero
space and time lag. Hence, the energy in the resulting extended image after summation over shots
is focused primarily at zero lag (Sava and Alkhalifah, 2012; Yang and Sava, 2015). This is a mani-
festation of the semblance principle (Al–Yahya, 1989; Sattlegger, 1975) stating that the position of
an imaged reflector at any subsurface point does not depend on the illumination direction. There-
fore, velocity errors lead to residual energy appearing at nonzero lags, and these residuals could be
used to update the model.
The defocusing in extended images can be quantified, for example, with the differential sem-
blance optimization (DSO) operator (Shen and Symes, 2008; Shen et al., 2003; Symes and Caraz-
zone, 1991):
JDSO = ‖λx I(x, λx)‖2, (2.2)
where I(x, λx) is the extended image. Equation 2.2 represents the DSO objective function where
the horizontal space lag λx plays the role of a penalty operator by eliminating energy at zero lag and
amplifying energy at nonzero lags. A similar objective function can also be formulated using the
time lag (Yang and Sava, 2011). Alternatively, one can use the stack-power operator to quantify the
energy in the conventional (zero-lag) image (Chavent and Jacewitz, 1995; Soubaras and Gratacos,
2007):
JST = ‖I(x, λx = 0)‖2. (2.3)
In the absence of illumination problems, imaging with an accurate velocity model focuses energy
primarily around the zero-lag location, which minimizes the DSO operator and maximizes stack
power. The objective function based on DSO can be combined with stack power in migration
velocity analysis to increase the accuracy of the inverted model (Li et al., 2014; Shen and Symes,
2008; Weibull and Arntsen, 2013, 2014).
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2.2.2 Angle-domain decomposition
As mentioned above, extended images contain information about angle-dependent subsurface
illumination. If this information can be reliably retrieved, it can facilitate interpretation of the
residual moveout. Different algorithms have been proposed to extract reflectivity as a function of
incidence angle at the reflector from time- and space-lag extended images (Sava and Alkhalifah,
2013; Sava and Fomel, 2006b; Sava and Vlad, 2011; Sava and Fomel, 2003b). In anisotropic media,
the estimated angles correspond to the phase rather than group (ray) direction (Sava and Alkhalifah,
2012, 2013). For a dipping interface beneath a VTI medium, the incidence and reflection phase
angles are not equal to each other (Tsvankin, 2012), and extended images yield average opening
angles (Biondi, 2007).






































Figure 2.1: Exact P-wave NMO velocity calculated as a function of the ray parameter p and nor-
malized by the isotropic dependence (Vnmo(0)/
√
1− g, see equation 2.5). Reflector dip ranges
from 0 ◦ to 70 ◦. (a) Widely different models with the same η = 0.2: ǫ = 0.1, δ = −0.071 (solid); ǫ
= 0.2, δ = 0 (gray); and ǫ = 0.3, δ = 0.071 (dashed). (b) Models with different η: η = 0.1 (solid), η
= 0.2 (gray), and η = 0.3 (dashed) (after Alkhalifah and Tsvankin, 1995, and Tsvankin, 2012).
2.2.3 P-wave kinematics and wavefield reconstruction in VTI media
Alkhalifah and Tsvankin (1995) demonstrate that P-wave reflection moveout for a laterally
homogeneous VTI medium above the target horizon is controlled by the zero-dip NMO velocity
and parameter η. In the case of a horizontal VTI layer, η controls the nonhyperbolic (long-offset)
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portion of the P-wave moveout t(x):









nmo(0) + (1 + 2η)x
2]
. (2.4)
With effective values of Vnmo(0) and η, equation 2.4 describes the P-wave reflection moveout for a
stack of horizontal VTI layers above the target horizon.
For a dipping interface beneath a homogeneous VTI layer, the P-wave NMO velocity depends










2 − 9g + 6)
1− g , g ≡ p
2V 2nmo(0), (2.6)
and p is the ray parameter of the zero-offset ray. Although equation 2.5 is a linearized (weak-
anisotropy) approximation, the exact Vnmo expressed as a function of p is almost entirely controlled
by Vnmo(0) and η (Figure Figure 2.1). For VTI media with typical η > 0, the NMO velocity
increases much faster with dip of compared to elliptical (ǫ = δ) or purely isotropic models. If the
dip reaches 25-30 ◦, the NMO velocity becomes sufficiently sensitive to the parameter η and can be
used in time-domain DMO inversion (Alkhalifah, 1996, 1997; Anderson et al., 1996). For brevity,
hereafter we denote Vnmo(0) simply by Vnmo.
If the VTI medium above the reflector is laterally homogeneous, the coefficient δ does not influ-
ence the moveout and, therefore, cannot be constrained by P-wave reflection traveltimes (Alkhal-
ifah and Tsvankin, 1995; Tsvankin, 2012; Tsvankin and Grechka, 2011). P-wave moveout and
time-domain processing still depend on just Vnmo and η even when these parameters vary laterally
above the target horizon, but δ changes only with depth (Alkhalifah et al., 2001). However, if δ is
laterally variable, P-wave traveltimes become sensitive to all three relevant parameters – Vnmo, η,
and δ (or VP0, ǫ, and δ) (Alkhalifah and Tsvankin, 1995; Tsvankin, 2012; Tsvankin and Grechka,
2011). Le Stunff et al. (2001) successfully constrain VP0, ǫ, and δ for a relatively simple VTI
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model with an intermediate dipping interface using only P-wave reflection traveltimes. In general,
however, resolving all P-wave kinematic parameters requires additional information.
Inexpensive and kinematically accurate reconstruction of P-wavefields in TI models can be
achieved by solving a system of two second-order coupled equations where the velocity VS0 is set
to zero (Duveneck and Bakker, 2011; Fletcher et al., 2009; Fowler et al., 2010; Zhang et al., 2011).




















where Vhor = Vnmo
√
1 + 2η = VP0
√
1 + 2ǫ is the P-wave horizontal velocity. Both the p- and q-
components contain a wavefield with accurate P-wave kinematics and a shear-wave artifact with
a diamond-shape wavefront caused by eliminating VS0. The existence of the artifact is explained
by the fact that despite setting VS0 to zero, the SV-wave velocity does not vanish at all propagation
angles. The false shear events in RTM images complicate evaluation of the sensitivity of the
focusing to model errors. One way to eliminate the S-wave artifact is to place sources and receivers
in a purely isotropic or elliptical (ǫ = δ, η = 0) medium (Alkhalifah, 2000; Duveneck et al., 2008).
2.3 Synthetic examples
Here, we analyze how the anisotropy parameters η and δ influence the residual moveout in
RTM extended images. The parameters Vnmo, η, and δ are defined on a rectangular grid, and
the density is assumed to be constant. For wavefield extrapolation, we use the finite-difference
(FD) algorithm sfttifd2d in MADAGASCAR that solves the system in equation 2.7. For all
synthetic examples, sources and receivers are located at the surface. The near-surface layer is taken
to be isotropic to suppress the shear-wave artifact. We obtain space-lag and time-lag RTM extended
images with different η- and δ- fields, while using the actual Vnmo. To facilitate the interpretation
of residual moveout, space-lag common-image gathers are also converted into angle-domain CIGs.
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2.3.1 Model 1
In the first test, we evaluate the signature of η for an interface beneath a homogeneous VTI
layer. The reflector has a syncline shape with the dip of the flanks equal to 30 ◦ (Figure 2.2). First,
we scan over η in the VTI layer from 0 to 0.3 with a 0.03 increment (the actual η = 0.15), while
using the actual δ = 0.15. For each value of η, we compute both time lags and inline horizontal
space lags (Figures 2.3-2.5). The residual moveout in both space-lag CIGs and extended CIPs
obtained for the dipping segments of the interface no longer has a “V” shape and resembles the
residual caused by an inaccurate velocity model for isotropic media (Figure 2.3a, c, Figure 2.4a,
c, Figure 2.5a, c). This is explained by the fact that η changes the NMO velocity and, therefore,
conventional-spread moveout for dipping reflectors. Angle-domain CIGs for the dipping segments
of the interface exhibit residual moveout at all phase angles (Figure 2.6a, c). In contrast, the RMO
for the horizontal reflector segment is restricted to large incidence angles (Figure 2.6b, h) because
in the absence of dip η influences only long-spread moveout.
The DSO and stack-power objective functions are shown in Figure 2.7. DSO produces an
asymmetric function due to its inherent bias towards lower velocities (in this case, toward lower
η). This bias can be explained by the fact that even for the actual η-field, extended images feature
residual energy at nonzero lags due to the limited aperture. The presence of the residual energy
distorts the DSO objective function. For model 1, imaging with an understated value of η produces
smaller residual energy compared to the one obtained with actual η, which shifts the minimum of
the DSO objective function. To emphasize the dip-dependent influence of η, Figure 2.8 compares
the DSO objective functions for the horizontal and dipping segments of the interface. Clearly, the
energy focusing is more sensitive to the parameter η in the presence of dip.
As expected, for this model δ does not influence the focusing in extended image gathers and
the shape of objective functions, and only controls the depth of the imaged interface (Figure 2.9).
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2.3.2 Model 2
Next, we use a modified segment of the BP 2007 tilted TI (TTI) model with an anticline struc-
ture (Figure 2.10). We simplify the model, which includes a tilted symmetry axis, as follows:
• The symmetry-axis tilt is removed to make the model VTI.
• The original Vnmo-field is smoothed, and only the two strongest reflectors are retained to
avoid reflections from multiple interfaces.
• The parameter η is taken to be constant (η = 0.15) throughout the model.
The spatially varying δ-field in the original BP model is left unchanged. We obtain RTM
extended images for values of η ranging from 0 to 0.3 with a 0.05 increment. Due to the high
computational cost, only the horizontal space lags are computed. As in the previous test, the
signature of η in space-lag CIGs generated with the actual δ-field for the dipping interface segments
deviates from the “V”-shape (Figure 2.11). The angle-domain CIGs show that the residual moveout
caused by errors in η varies with dip (Figure 2.12). The DSO objective function has a minimum at
the actual η = 0.15, but is essentially flat between η = 0.1 and 0.15 (Figure 2.13a).
Repeating the test with the erroneous δ = 0 shows that for subhorizontal reflector segments,
the signature of η maintains the “V”-shape even if δ is incorrect (Figure 2.14a, c, f, h, k, m). As
expected, the RMO in space-lag CIGs for dipping reflector segments due to an error in η does
not have the “V”-shape (Figure 2.14b, d, e, g, i, j, l, n, o). The corresponding angle gathers also
illustrate the dip-dependent influence of η (Figure 2.15). If δ is distorted, the extrema of the DSO
and stack-power objective functions in Figure 2.16 are shifted toward lower η-values (close to 0.1).
Hence, the deviation of the η-signature from the “V”-shape for dipping interfaces that was
identified in the previous example is also observed for this more complicated model. Also, the
laterally varying δ influences the focusing in extended images, and, therefore, the shape of the
DSO and stack-power objective functions computed as a function of η. However, because for
model 2 the lateral change in δ is relatively mild, neglecting that parameter does not change the
shape of RMO due to errors in η for both subhorizontal and dipping interface segments.
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2.3.3 Model 3
The last model includes pronounced Gaussian anomalies in η and δ (reaching 0.15 at the center)
embedded in a homogeneous isotropic background (Figure 2.17). We obtain extended images us-
ing the actual η-field and a variable magnitude of the δ-anomaly (from 0 to 0.3 in 0.05 increments).
Because of the large lateral variation in δ, the distortions in that parameter not only cause inaccu-
rate reflector positioning (Figure 2.18) but influence the energy focusing. Space-lag extended CIGs
in the middle of the model (x = 2.5 km) exhibit noticeable defocusing for distorted peak values of
δ (Figure 2.19a, c). Also, residual moveout in the angle-domain CIGs is visible at all phase angles
(Figure 2.19d, f).
The pronounced defocusing in the extended domain due to δ-errors is explained by the fact that
the large Gaussian anomaly in δ influences the NMO velocity. Because the reflector is horizontal,
η has a weaker influence on the reflection moveout since it contributes only to the nonhyperbolic
moveout term. As shown above for model 1, η-errors cause relatively weak defocusing for horizon-
tal events. Moreover, since the anomaly in η is located in the middle of the model, most far-offset
rays do not even cross the anomaly.
The DSO objective function computed with the actual η-field has a well-defined minimum
corresponding to the actual δmax (Figure 2.20a). The stack-power objective function, however, is
biased towards larger δmax-values (Figure 2.20b), which can be explained by the trade-off between
geometric spreading and the defocusing due to errors in the velocity model. With increasing δ, the
source and receiver wavefields correlate at a smaller depth where they carry more energy.
In general, because DSO operates with amplitudes, the DSO objective function is influenced
by such dynamic factors as the source radiation pattern, geometric spreading, reflection coefficient,
and attenuation. Cross-correlation imaging condition does not take these factors into account and,
therefore, RTM extended images obtained by cross-correlation do not provide the actual reflectivity
distribution in the subsurface. As shown by, for example, Yang and Sava (2015), Almomin and
Biondi (2014), Hou and Symes (2015), and Lameloise et al. (2015), a more accurate estimate of
the actual reflectivity helps improve tomography algoritms that operate with extended images.
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2.4 Conclusions
We presented a study of the anisotropy signature in RTM extended images for VTI models with
dipping interfaces and laterally varying Vnmo- and δ-fields. The residual moveout due to errors in
η maintains a linear (“V”-like) shape for subhorizontal interfaces, regardless of the complexity
of the overburden. If the reflector is dipping, errors in η lead to more substantial defocusing
in the extended image domain, and the shape of the residual moveout is similar to that caused
by velocity distortions for isotropic media. The different signature of η for dipping interfaces is
explained by the influence of η on NMO velocity, which becomes pronounced for dips reaching
25-30 ◦. It should be emphasized that the deviation of the η-signature from the “V”-shape for
dipping interfaces is observed even for a homogeneous overburden.
The DSO and stack-power objective functions demonstrate that the energy focusing in extended
images is sensitive to the magnitude of the lateral variation of δ. For a simplified segment of the
BP TI model, accurate estimation of η from either function requires including δ in the inversion.
However, since the lateral variation in δ for the BP model is mild, setting δ = 0 does not visibly
change the shape of residual moveout caused by errors in η.
For a model with significant (0.15) Gaussian anomalies in η and δ, images obtained with in-
accurate δ-fields exhibit noticeable defocusing. The DSO objective function computed with the
actual η-field has a well-defined minimum for the actual value of δmax, which implies that for this
model δ could potentially be constrained by P-wave reflection data.
Analysis of the sensitivity of the objective function to changes in the parameters is important
in designing inversion algorithms in the extended image domain. This study provides insights
into DSO-based tomographic VTI inversion including the need for regularization in parameter
estimation.
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Figure 2.2: Model with a syncline beneath a homogeneous VTI medium: (a) Vnmo, (b) η (in the
VTI layer, η = 0.15), and (c) δ (model 1). (d) Conventional RTM image obtained with the actual




Figure 2.3: Space- and time-lag CIGs for model 1 computed with η = 0: (a) x = 1.5 km, (b) x =
4.0 km, and (c) x = 6.5 km. Hereafter, the bottom-left and bottom-right panels display space-lag
and time-lag extensions (respectively), whereas the top panels correspond to extended common-
image-point gathers.
(a) (b) (c)
Figure 2.4: Space- and time-lag CIGs for model 1 computed with η = 0.15 (actual value): (a) x =
1.5 km, (b) x = 4.0 km, and (c) x = 6.5 km.
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(a) (b) (c)
Figure 2.5: Space- and time-lag CIGs for model 1 computed with η = 0.3: (a) x = 1.5 km, (b) x =





Figure 2.6: Angle-domain common-image gathers computed with η = 0 (a, b, c), η = 0.15 (actual




Figure 2.7: Influence of η on the objective functions calculated using space-lag extended images




Figure 2.8: Influence of η on the DSO objective function calculated using space-lag CIGs at: (a)





Figure 2.9: Images for model 1 obtained with the actual values of Vnmo and η, but with δ = 0.






Figure 2.10: VTI model with an anticline structure (based on a section from the BP 2007 TTI
model): (a) Vnmo, (b) η, and (c) δ (model 2). Conventional RTM image obtained (d) with the actual
parameters and (e) with the actual Vnmo and η, but δ = 0. The vertical lines mark locations of
extended CIGs (x = 2.1, 3.5, 4.3, 5.5, 6.4 km) used in the analysis.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
Figure 2.11: Space-lag CIGs for model 2 computed with η = 0 (a-e), η = 0.15 (f-j), and η = 0.3
(k-o). Each column corresponds to a fixed horizontal coordinate: x = 2.1 km (a, f, k), x = 3.5 km
(b, g, l), x = 4.3 km (c, h, m), x = 5.5 km (d, i, n), and x = 6.4 km (e, j, o).
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
Figure 2.12: Angle-domain common-image gathers for model 2 computed with η = 0 (a-e), η =





Figure 2.13: Influence of η on the objective functions calculated from space-lag extended images
obtained with the actual δ-field for model 2: (a) DSO normalized by the energy of the extended
image and (b) stack-power. (c) The energy of the extended image.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
Figure 2.14: Space-lag CIGs for model 2 computed with δ = 0 and η = 0 (a-e), η = 0.15 (f-j), and
η = 0.3 (k-o). The horizontal coordinates for all five columns are the same as in Figure 2.11.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
Figure 2.15: Angle-domain common-image gathers for model 2 computed with δ = 0 and η = 0
(a-e), η = 0.15 (f-j), and η = 0.3 (k-o). The horizontal coordinates for all five columns are the same




Figure 2.16: Influence of η on the objective functions calculated from space-lag extended images
obtained with δ = 0 for model 2: (a) DSO normalized by the energy of the extended image and (b)









Figure 2.18: Conventional RTM images for model 3 computed with the actual η-field and different




Figure 2.19: Space-lag (a, b, c) and angle-domain CIGs (d, e, f) for model 3 computed with the
actual η-field and different maximum values of δ: (a, d) δmax = 0, (b, e) δmax = 0.15 (actual value),




Figure 2.20: Influence of δ on the objective functions calculated from space-lag extended images
obtained with the actual η-field for model 3: (a) DSO normalized by the energy of the extended
image and (b) stack-power. (c) The energy of the extended image.
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CHAPTER 3
INVERSION GRADIENTS FOR ACOUSTIC VTI WAVEFIELD TOMOGRAPHY
Wavefield tomography can handle complex subsurface geology better than ray-based tech-
niques and, ultimately, provide a higher resolution. Here, we implement forward and adjoint
wavefield extrapolation for VTI (transversely isotropic with a vertical symmetry axis) media using
a generalized pseudospectral operator based on a separable approximation for the P-wave dis-
persion relation. This operator is employed to derive the gradients of the differential semblance
optimization (DSO) and modified image-power objective functions. We also obtain the gradi-
ent expressions for a data-domain objective function that can more easily incorporate borehole
information necessary for stable VTI velocity analysis. These gradients are similar to the ones ob-
tained with a space-time finite-difference (FD) scheme for a system of coupled wave equations but
the pseudospectral method is not hampered by the imprint of the shear-wave artifact. Numerical
examples also show the potential advantages of the modified image-power objective function in
estimating the anellipticity parameter η.
3.1 Introduction
Wavefield tomography can be implemented in the data or image domain depending on the way
of formulating the objective function. Data-domain methods enforce the similarity between the
predicted and observed seismic wavefields. The image-domain approach requires an additional
migration step and relies, in accordance with the semblance principle, on the consistency of mi-
grated images for different experiments (Al–Yahya, 1989; Perrone et al., 2015; Sattlegger, 1975).
There are various modifications of image-domain tomography that employ different migration op-
erators, imaging conditions, and types of image gathers (e.g. Sava, 2014). The objective function
in either domain is typically minimized using gradient-based techniques, with the gradients ob-
tained by the adjoint-state method (ASM) (Plessix, 2006; Tarantola, 1984; Tromp et al., 2005).
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Despite the difference in their objective functions, both data- and image-domain methods use the
same wave equation and observed wavefields (Sava, 2014).
In this paper, we focus on wavefield extrapolation and gradient derivation, which are common
key steps for both groups of methods. Our algorithm is designed for transversely isotropic models
with a vertical symmetry axis (VTI) and can be easily extended to tilted TI (TTI) media. Both VTI
and TTI models are widely used to improve the results of time and depth imaging and reflection
tomography. Optimally, anisotropic inversion requires elastic wavefield extrapolation and benefits
from including shear and mode-converted waves. However, incorporating shear-wave information
into wavefield-based inversion remains challenging due to the high cost and complexity of elas-
tic modeling, imaging, and inversion, as well as the limited availability of multicomponent data.
Therefore, anisotropic wavefield tomography is typically implemented under the pseudoacoustic
assumption originally proposed by Alkhalifah (1998, 2000).
P-wave kinematics in VTI media is controlled by the vertical velocity VP0 and Thomsen param-
eters ǫ and δ (Tsvankin, 2012; Tsvankin and Thomsen, 1994). Alternative parameter combinations














. The main challenge in anisotropic wavefield-based inversion is
the trade-off between model parameters, which strongly depends on the chosen parameterization.
Acoustic modeling in TI media is based either on differential or intergral wave-equation solu-
tions. The first group of methods operates with coupled second-order partial differential equations
(Duveneck et al., 2008; Fletcher et al., 2009; Fowler et al., 2010; Zhang et al., 2011). Because
of the coupling of P- and SV- modes, the differential methods propagate shear-wave “artifacts”
caused by setting the shear-wave symmetry-direction velocity VS0 to zero (Alkhalifah, 1998, 2000;
Grechka et al., 2004). These artifacts can contaminate migrated images and hamper the acoustic
inversion. The simplest way to suppress the artifact is to place sources and receivers in an elliptic
(ǫ = δ, η = 0) or purely isotropic medium (Alkhalifah, 2000; Duveneck et al., 2008). However,
this strategy can be legitimately applied only in the case of the data-domain waveform inversion
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of surface data when the physical sources and receivers, as well as the adjoint sources, reside in
the near-surface layer, which can be made elliptic. More elaborate methods for suppressing the
artifact involve using a finite VS0, wave-mode separation, or introducing a damping term into the
wave equation (Fletcher et al., 2009; Fowler and King, 2011; Le and Levin, 2014; Suh, 2014).
Another issue with the differential solutions is their numerical instability for models with η < 0.
Here, we focus on integral-solution methods, which are designed to propagate only P-waves
by producing decoupled modes in the wavenumber domain (Crawley et al., 2010; Etgen and
Brandsberg–Dahl, 2009; Fomel et al., 2013b; Pestana and Stoffa, 2010; Song and Alkhalifah, 2013;
Sun et al., 2016). A comprehensive review and classification of these methods can be found in Du
et al. (2014). Separable P-mode dispersion-relation approximations for TI and orthorhombic me-
dia are described in Pestana et al. (2011), Zhan et al. (2012), Du et al. (2014), and Schleicher and
Costa (2015).
Anisotropic waveform inversion has drawn considerable attention in the literature, but it is usu-
ally implemented in the data domain (Gholami et al., 2013; Kamath and Tsvankin, 2016; Plessix
et al., 2014; Wang and Sava, 2015; Warner et al., 2013). Compared to the data-domain inversion,
image-domain methods are less sensitive to the amplitude and shape of reflected arrivals. Whereas
data-domain FWI is based on the direct trace-by-trace comparison of the observed and simulated
data, image-domain inversion involves such smoothing operations as wavefield correlations and
summation over the experiments, as well as the summation over image extensions for the adjoint-
source computation. This property of image-domain methods is highly beneficial for acoustic
inversion that cannot produce accurate reflection amplitudes.
The most common approach to image-domain tomography involves evaluating the energy fo-
cusing in the extended images (Rickett and Sava, 2002; Sava and Fomel, 2006a; Sava and Vas-
concelos, 2011), which can be done with differential semplance optimization (DSO) (Shen and
Symes, 2008; Symes and Carazzone, 1991) or image-power estimates (Chavent and Jacewitz,
1995; Soubaras and Gratacos, 2007). The DSO and image-power objective functions can be com-
bined to use both zero-lag and residual energy, which poses the challenge of optimal balancing of
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the corresponding terms. Determination of optimal weights using such inversion-theory methods
as the L-curve (Nocedal and Wright, 2006) is not computationally affordable, so the balancing is
commonly done empirically. Zhang and Shan (2013) propose a “partial” image-power objective
function that combines the DSO and image-power criteria without a need to determine the opti-
mal weights. Still, robust parameter estimation for complicated anisotropic velocity models may
require using both the partial image-power and DSO operators.
In general, P-wave reflection moveout must be supplemented with borehole (Wang and Tsvankin,
2013a,b) or other information to resolve the VTI parameters. Y. Li et al. (2016a) build an algorithm
for image-domain tomography in acoustic VTI media that operates with angle-domain common-
image gathers (Biondi, 2007; Sava and Alkhalifah, 2013; Sava and Fomel, 2003b). They use prior
rock-physics information and structure-guided steering filters to precondition the gradient of the
objective function in order to mitigate the dominant contribution of the NMO velocity to the gra-
dient. This technique, however, requires an accurate estimate of the covariance between model
parameters at each subsfurface location. A realistic error in the covariance matrix may result in
the suppresion of the updates in the anisotropy coefficients. Y. Li et al. (2016b) test the algo-
rithm on field data using the image-power objective function, but their approach does not produce
sufficient updates in ǫ and δ. Weibull and Arntsen (2014) use elastic P-wave extended images to
estimate VP0, ǫ, and δ. However, their imaging condition is based on a purely isotropic wave-mode
separation technique.
V. Li et al. (2016) analyze the defocusing in the extended domain caused by errors in the VTI
parameters and show that the coefficient δ could be constrained only if it strongly varies laterally.
As is the case for conventional moveout analysis, the sensitivity to the anellipticity parameter η in
the image domain is higher for dipping interfaces than for horizontal reflectors.
In this paper, we derive the gradients of the data- and image-domain objective functions for
acoustic VTI media using a wave-equation operator based on the separable P-mode approximation.
After reviewing parameterization and wavefield extrapolation for acoustic VTI models, we discuss
the objective functions for wavefield tomography, with the main focus on the image-domain ap-
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proach. For data-domain tomography, the analysis is restricted to the conventional objective func-
tion that represents the ℓ2-norm of the data-difference. Then we obtain the corresponding gradients
of the objective function in both domains using the adjoint-state method. Finally, the gradients are
computed and analyzed for typical VTI models.
3.2 Parameterization for acoustic VTI media
In general, VTI acoustic wavefield tomography in either domain cannot simultaneously con-
strain all three relevant model parameters due to the parameter trade-offs in surface P-wave data.
For data-domain inversion, an optimal parameter choice depends on the directions in which the
source and receiver wavefields interact to produce a model update. Alkhalifah and Plessix (2014)
analyze the radiation (sensitivity) patterns for horizontal reflectors in acoustic VTI media. They
conclude that if the inversion is driven primarily by waves traveling in near-horizontal directions
(e.g., diving waves recorded at long offsets), then the optimal parameter set includes Vhor, η, and
ǫ. For near-vertical propagation, better results can be obtained with Vnmo, η, and δ.
For image-domain inversion, parameter trade-offs stem from the properties of P-wave reflec-
tion moveout. Alkhalifah and Tsvankin (1995) demonstrate that P-wave reflection moveout for a
laterally homogeneous VTI medium above the target horizon (which could be dipping or curved)
is controlled by the velocity Vnmo and parameter η. For layer-cake VTI media, η contributes only
to the nonhyperbolic (long-offset) portion of the P-wave moveout. If the reflector is dipping,
however, η influences the NMO velocity and, therefore, conventional-spread moveout. P-wave
reflection traveltimes are not sensitive to the coefficient δ, unless it varies laterally above the target
reflector (Alkhalifah et al., 2001; Tsvankin and Grechka, 2011).
3.3 Wavefield extrapolation methods
Pseudoacoustic modeling operators are widely used in imaging and tomography because of
their simplicity and computational efficiency. Acoustic algorithms, however, cannot accurately
predict P-wave amplitudes and often have to rely on the phase of recorded arrivals or use a
“dummy” model parameter that absorbs unphysical model updates (e.g., Alkhalifah and Plessix,
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2014). As mentioned above, image-domain algorithms are less sensitive to the amplitude and
shape of the reflection arrivals and may not require “dummy” variables.
3.3.1 Differential solution of the pseudoacoustic wave equation
Here, we use the formulation proposed by Fletcher et al. (2009) and Fowler et al. (2010). The
2D version of their equations for VTI media can be written as:
∂2up
∂t2
= V 2hor(x, z)
∂2up
∂x2
+ V 2P0(x, z)
∂2uq
∂z2
+ f p ,
∂2uq
∂t2
= V 2nmo(x, z)
∂2up
∂x2
+ V 2P0(x, z)
∂2uq
∂z2
+ f q ,
(3.1)
where up(x, t) and uq(x, t) are the solutions of the fourth-order acoustic VTI equation (Alkhalifah,
2000), and f p and f q are the source functions. Thus, this wave-equation operator propagates the













where LFD is the following operator:
LFD =
[
V 2hor ∂xx − ∂tt V 2P0 ∂zz
V 2nmo ∂xx V
2
P0 ∂zz − ∂tt
]
. (3.3)
For gradient computation, we use the system of equations adjoint to equation 3.1 (Wang and Sava,
2015).
3.3.2 Integral solution of the pseudoacoustic wave equation
The integral solutions use the P-wave dispersion relation to obtain the phase shift for extrapo-
lating (time-stepping) the wavefield (Du et al., 2014). The general integral wave-equation solutions












where ∆t is the time step, Û(k, t) is the spatial Fourier transform of the wavefield U(x, t), k is
the wave vector, n is the dimension of the Fourier transform, and the phase function φ = ∆t
√
A,
where A is the right-hand side of a dispersion relation (e.g., see equation 3.5 below).
Application of this approach to anisotropic wave equations may involve the generalized pseu-
dospectral methods (Du et al., 2014), which require approximate dispersion relations with separa-
ble wavenumber and model-parameter terms. In other words, the contribution of the spatial wave-
field variation should be decoupled from the spatial variation of medium parameters (Du et al.,
2014). In the pseudoacoustic approximation, the 2D P-wave dispersion relation for VTI media can
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where kx and kz are the horizontal and vertical wavenumbers. However, equation 3.5 is not suitable
for pseudospectral methods because it contains the radical term. Assuming that the term containing
ǫ− δ under the radical is small, a Taylor series expansion in that term yields:














where F = 1+ 2ǫ. Pestana et al. (2011) set F to a constant to achieve separable formulas suitable
for pseudospectral methods. Physically, the Taylor series expansion produces a weak-anellipticity
approximation for the dispersion relation (the medium is elliptic if ǫ = δ).
A more accurate dispersion relation can be obtained from Padé’s expansion in the same term
that contains ǫ − δ in equation 3.5. With the first-order Padé expansion, the separable dispersion
relation takes the form (Schleicher and Costa, 2015):

































Here, the Padé coefficients α and β in equation 17 of Schleicher and Costa (2015) are set to 1/2
and 1/4 respectively, and their coefficient f is set to unity according to the acoustic assumption.
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Equation 3.7 can be referred to as the “separable strong-anellipticity approximation,” which is
suitable for implementation with pseudospectral methods. Therefore, the integral wave-equation































At each time step all terms containing the wavenumbers are computed separately as follows:
1. Compute the spatial Fourier transform Û(k, t).
2. Multiply Û(k, t) by the corresponding wavenumbers (e.g., k2x).
3. Compute the inverse Fourier transform of that product [e.g., k2x Û(k, t)].
4. Multiply the result by the corresponding medium parameters [e.g., (1 + 2ǫ)V 2P0].
An extension to TTI media can be obtained by locally applying the appropriate rotation matrix
to the wavenumbers because equation 3.7 remains valid for k̂x and k̂z in the rotated coordinates.
However, the rotation matrix makes the equations more complex, and the resulting wavefield sim-
ulation involves additional Fourier transforms (Zhan et al., 2012).
3.4 Objective functions for wavefield tomography
avoid empty subsection3.4.1 Data domain
Data-domain methods enforce the similarity between the observed and modeled data. The
objective function is typically defined as the ℓ2-norm data difference:
J = 1
2




where the action of the operator K(r) on the modeled wavefield u produces the predicted data,
and d obs is the observed data for fixed receiver coordinates and time. However, because acoustic
wavefield extrapolation cannot adequately predict P-wave amplitudes, application of equation 3.9
to field data might be problematic. Acoustic data-domain tomography is often implemented with
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the objective functions that rely mostly on phase information and, therefore, are less prone to get
trapped in local minima (Alkhalifah, 2015; Choi and Alkhalifah, 2015; Dı́az and Sava, 2015; Luo
and Schuster, 1991). Alternatively, one could use a “dummy” model parameter to absorb the model
updates caused by unphysical amplitudes produced by acoustic equations.
3.4.2 Image domain
Image-domain tomography uses migrated reflection data as the input for the inversion with the
goal of updating the background velocty model (note that parameter updates are smeared along
the reflection wavepaths). Our treatment is restricted to the residual energy minimization in the
so-called extended domain. Extended images are produced by retaining correlation lags between
the source and receiver wavefields in the output of wave-equation migration. The general imaging
condition can be formulated as follows (Sava and Vasconcelos, 2011):
I (x,λ, τ) =
∑
e,t
Ws (x− λ, t− τ)Wr (x+ λ, t+ τ) , (3.10)
where I(x,λ, τ) is the extended image, Ws and Wr denote the source and receiver wavefields,
respectively, λ is the space lag, τ is the time lag, and e indicates summation over experiments. To
reduce computational cost, one can compute only extended common-image-gathers (CIG), which
are space-lag or time-lag extensions at fixed horizontal coordinates (Rickett and Sava, 2002; Sava
and Fomel, 2006a), or common-image-point (CIP) gathers, which represent multiple extensions
computed at sparse points in the image space (Sava and Vasconcelos, 2009). Residual energy at
nonzero lags can be used to update the migration velocity model and is most commonly measured
with differential semblance optimization (DSO) (Shen and Symes, 2008; Symes and Carazzone,




‖λx I(x, z, λx)‖22, (3.11)
where the horizontal lag λx plays the role of the penalty operator. Another commonly used (image-




‖I(x, z, λx = 0)‖2ℓ2 . (3.12)
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Zhang and Shan (2013) propose a “partial” image-power objective function that combines the




‖H(λx) I(x, z, λx)‖2ℓ2 , (3.13)
where H is a Gaussian operator centered at zero lag.
3.5 Gradient computation using the adjoint-state method
The adjoint-state method (Plessix, 2006; Tarantola, 1984; Tromp et al., 2005) is designed to
efficiently evaluate the gradient of the objective function with respect to the model parameters.
For seismic wavefield tomography, general gradient expressions for acoustic wavefields written in
matrix-vector notation can be found in Sava (2014). In addition to the objective function, applica-
tion of the adjoint-state method involves state and adjoint equations. Minimization of the objective



















where L and L† are the forward and adjoint wave-equation operators, respectively, ds is the source
function, dr is the observed data, and us and ur are the source and receiver wavefields, respectively.
The zero matrix 0 has the same dimensions as the wave-equation matrix (operator) L. These
constraints indicate that the wavefields us and ur used in the minimization problem should be














The method of Lagrange multipliers can be used to formulate the minimization as an unconstrained
problem:







where H is Lagrangian and T denotes a transpose. The Lagrange multipliers as and ar are re-
ferred to as the “adjoint-state variables,” which are found from the following adjoint equations that
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Finally, the gradient of the augmented function H with respect to the vector m of the model




















Additionally, the summation on the right-hand side is performed not just over experiments, but



















where τ is the correlation lag, δ(τ) is the Dirac delta function, and ‘⋆’ denotes cross-correlation.
Overall, application of the adjoint-state method involves computing the following quantities:
1. The state variables us and ur by solving the state equations 3.15.
2. The adjoint sources gs and gr that depend on the chosen objective function in equation 3.18.
3. The adjoint-state variables as and ar by solving the adjoint equations 3.17.
4. The gradient of the objective function, which depends on the wave-equation operator and
chosen parameterization.
Here, we apply the adjoint-state method to the pseudoacoustic operators LFD and LINT dis-








































Data domain For the data-domain objective function (equation 3.9), the gradients can be
found in Wang and Sava (2015). For 2D models, they define the data residual as Kr(u
p+uq)−dobs,


























q ⋆ (ap + aq) ,
b2 = ∂xxu
p ⋆ aq ,
b3 = ∂xxu
p ⋆ ap .
(3.23)
where ap and aq are the components of the adjoint wavefield. Application of the chain rule yields






































q ⋆ (ap + aq) ,
f2 = ∂xxu
p ⋆ aq ,
f3 = ∂xxu








⋆ (ap + aq) .
(3.24)
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Image domain We define the space-lag common-image gather through the sum of the p and




Ws(e,x− λ, t)Wr(e,x+ λ, t), (3.25)
where
Wi(e,x, t) = u
p
i (e,x, t) + u
q
i (e,x, t), i = s, r . (3.26)











I(x+ λx, λx)Wr(x+ 2λx, t)












I(x− λx, λx)Ws(x− 2λx, t)




After the adjoint wavefields are computed, the source- and receiver-side gradients with respect to

































































i , i = s, r ,
(3.28)
where i denotes either the source or receiver side.
3.5.2 Integral-solution operator
For most TI models (with the exception of uncommonly strong anisotropy), sufficient accuracy
can be provided by the three leading terms of the separable dispersion relation in equation 3.7,
which simplifies the gradient expressions. However, we truncate equation 3.7 only for deriving
the gradient expressions but not for wavefield extrapolation. For VTI media, the forward (state)
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− V 2nmo k2x −
V 2nmo
1 + 2δ









































η V 2nmo. (3.32)
Data domain Below, we obtain the gradient expressions for the data-domain objective func-
tion in equation 3.9. The data residual is defined as Kru − d obs. Therefore, equation 3.18 for the











For data-domain methods, only the adjoint source wavefield a is relevant (Sava, 2014), and the gra-





























































u ⋆ a .
(3.34)
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Image domain The image residual can be defined as:
λ I(x,λ) = λ
(∑
e,t
us(e,x− λ, t) ur(e,x+ λ, t)
)
. (3.35)










I(x+ λx, λx) ur(x+ 2λx, t)
I(x− λx, λx) us(x− 2λx, t)
]
. (3.36)












I(x+ λx, λx) ur(x+ 2λx, t)
I(x− λx, λx) us(x− 2λx, t)
]
. (3.37)









































zui ⋆ ai ,
f2 = k
2
xui ⋆ ai +
k2z
1 + 2δ











ui ⋆ ai , i = s, r .
(3.38)
3.6 Synthetic examples
Below, we test the gradient expressions derived above on several VTI models. The medium
parameters are specified on a rectangular grid, and the density is assumed to be constant. For
forward and adjoint wavefield extrapolation, we use both the differential (operators LFD and L
†
FD)
and integral methods (operators LINT and L
†
INT) described above. The gradients obtained with the





Figure 3.1: VTI model with Gaussian anomalies in the parameters η and ǫ: (a) Vhor, (b) η, and (c)




Figure 3.2: Gradients for model 1 computed using the (a,b) integral and (c,d) differential extrapo-
lators with different peak values of ǫ: (a,c) ǫ = 0 and (b,d) ǫ = 0.3 (the actual peak ǫ = 0.15). The
differential operator produces a strong artifact at x = 2 km.
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3.6.1 Model 1
First, we compute the gradients in the data domain for a model that includes a constant Vhor-
field and Gaussian anomalies in the parameters η (reaching 0.2 at the center; the background η
= 0.05) and ǫ (reaching 0.15; the background ǫ = 0) (Figure 3.1). Only transmitted waves are
employed to generate parameter updates. The source function is a Ricker wavelet with a central
frequency of 2 Hz. Using the actual η-field, we compute the gradients for understated and over-
stated peak values of the ǫ-anomaly (ǫ = 0 and 0.3; the background ǫ = 0 is correct). Note that for
the peak frequency of the source signal (2 Hz) and the model size, the time shifts caused by errors
in ǫ do not exceed half a cycle.
For the chosen parameterization (Vhor, η, ǫ), the coefficient ǫ should be constrained for near-
vertical propagation, if Vhor has been estimated from long-offset data (Alkhalifah and Plessix,
2014). We compute the gradients using the vertical (“borehole”) receiver array shown in Fig-
ure 3.1d. In general, P-wave reflection moveout must be supplemented with borehole (Wang and
Tsvankin, 2013a) or other information to resolve the VTI parameters. The gradients generated
by both operators are similar and, as expected, change sign depending on the sign of the ǫ-error
(Figure 3.2). Because the background η-field is positive, the differential extrapolator produces a
pronounced shear-wave artifact. In the data domain, the gradient for the actual ǫ-field goes to zero.
However, the data-difference estimate may be questionable for field-data applications because the
acoustic approximation does not accurately model reflection amplitudes.
3.6.2 Model 2
Next, we compute the η-gradient in the image domain using reflection data. The model in-
cludes a horizontal interface 8 km long beneath a homogeneous VTI layer with Vnmo = 2 km/s, η =
δ = 0.15, and a thickness of 2 km. The near-surface layer, which is 0.2 km thick, is assumed to be
elliptic (ǫ = δ) to suppress the shear-wave artifact produced by the differential extrapolator. We gen-
erate horizontal-space-lag extended images (Figure 3.3) and obtain the η-gradients for understated
and overstated values of η. The η-errors induce residual energy in extended images (Figure 3.3)
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that has a linear (“V”-like) shape, which is typical for near-horizontal interfaces (V. Li et al., 2016;
Sava and Alkhalifah, 2012). For both extrapolators, the extended images computed with the un-
derstated and even actual η-fields also contain considerable residual energy that spreads from the
image point up to the surface. These kinematic artifacts, caused by the aperture truncation, may
introduce bias in the image-domain objective function and lead to false model updates.
The DSO gradients computed using surface acquisition geometry and the entire extended image
are shown in Figure 3.4. With either extrapolation operator, the gradient of the DSO objective
function (equation 3.11) for the understated η-field is strongly influenced by the kinematic artifacts
in the extended image. The contribution of the artifact is even larger than that of the residual
induced by the η-error because the artifact is located closer to the physical sources and receivers.
For this model, the partial image-power objective function (equation 3.13) significantly reduces the
artifact (Figure 3.5). Nevertheless, robust anisotropic inversion may require additional suppression
of kinematic artifacts by proper accounting for illumination in the imaging or DSO operators (Hou
and Symes, 2015; Lameloise et al., 2015; Yang and Sava, 2015).
3.6.3 Model 3
In this test, we compare the sensitivity of the DSO and partial image-power estimates to errors
in the background Vnmo-field. The actual Vnmo field consists of the constant background equal
to 2 km/s and perturbations located at 1, 2, and 3 km depth (Figure 3.6). The anisotropy coeffi-
cients η and δ are taken constant (equal to 0.15 and 0.1, respectively) throughout the model. We
compute the DSO and partial image-power objective functions for several models with different
background Vnmo-values ranging from 1.8 to 2.2 km/s. Figure 3.7 shows the space-lag CIGs for
the understated, actual, and overstated background Vnmo-values. Similarly to model 2, the gathers
include defocused energy due to both velocity errors and the aperture-truncation effect.
Figure 3.8 and Figure 3.9 show the same gathers after applying the DSO and partial-power op-
erators. The DSO operator (Figure 3.8) is biased towards understated background models, whereas
the partial image-power focuses most energy for the actual backround model. Figure 3.10 shows
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the difference in the behavior of the DSO and partial image-power objective functions. The DSO
objective function amplifies the aperture-truncation artifacts and is not sensitive to the negative
velocity errors for this model. In contrast, the partial image-power objective function is symmet-
ric with the minimum at the actual background Vnmo-value. However, the difference between the
DSO and partial image-power objective functions needs to be studied further for more complicated
models. The relative performance of these two functions is likely to depend on such factors as the
accuracy of the initial model and the type of input data.
3.6.4 Image-domain tomography
In the last test, we apply the partial image-power gradients discussed above to perform image-
domain tomography for model 3. The data are generated by 41 evenly distributed shots with the
spacing equal to 0.2 km. The initial model is elliptic (η = 0) with the NMO velocity equal to
1.8 km/s (10% lower than the actual value). We assume that the parameter δ is known because it
does not vary laterally, and, therefore, cannot be constrained by P-wave reflection data (V. Li et al.,
2016). The model update is computed with the following equation:
mk+1 = mk + αk ∇Jk, (3.39)
where αk is the steplength and ∇Jk is the gradient of the partial image-power objective function.
Given the simplicity of the model, we use the steepest-descent method (Nocedal and Wright, 2006),
which relies only on the inversion gradient at the current iteration k.
Extended images and the inversion gradients are tapered in the top part of the section to reduce
the influence of the aperture-truncation artifacts. Figure 3.11 (a,b) shows the gradients for the
parameters Vnmo and η computed for the initial model. We also apply Gaussian smoothing to the
gradients, as shown in Figure 3.11 (c,d). After three iterations, the updated parameters Vnmo ≈ 2.05
and η ≈ 0.17 (Figure 3.12) are close to the actual values (2 km/s and 0.15, respectively).
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3.7 Conclusions
Wavefield extrapolation and gradient computation are key steps of wave-equation-based inver-
sion algorithms. We implemented forward and adjoint integral extrapolation operators for acoustic
VTI media based on a separable dispersion-relation approximation and derived the corresponding
gradient expressions. This work is mostly focused on image-domain wavefield tomography, which
is less susceptible to amplitude distortions produced by acoustic algorithms. However, because
estimation of all three relevant VTI parameters (e.g., VP0, ǫ, and δ) is seldom feasible using only
P-wave reflection moveout, we also derived data-domain gradients, which are more suitable for
incorporating borehole information.
The gradients of the image- and data-domain objective functions were computed for several
VTI models and different acquisition geometries. The similarity between the gradients obtained
with the integral and differential operators validates our analytic results. However, the gradients
computed with these two operators do not exhibit the same spatial distribution, which can be
explained by the difference in amplitude variation along the simulated wavefronts. This difference
becomes larger with an increase in the parameter η. For a model where the sources and receivers
were placed in a layer with η > 0, the gradients computed with the pseudospectral algorithm do
not contain the imprint of the shear-wave artifact that contaminates the FD results.
The space-lag common-image gathers (CIGs) reveal illumination-related issues with the DSO
objective function applied to cross-correlation extended images. Kinematic artifacts caused by
insufficient illumination substantially distort the gradients and should be suppressed prior to up-
dating the model. The partial image-power objective function may help reduce the false updates
caused by these artifacts. However, the DSO and partial image-power objective functions need to
be compared for more realistic, structurally complex models. Ongoing work involves implement-
ing the imaging and inversion steps of anisotropic image-domain tomography and an extension of
the algorithm to tilted TI media.
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(a) (b) (c)
Figure 3.3: Space-lag CIGs for a horizontal VTI layer (model 2) computed in the middle of the




Figure 3.4: Gradients of the DSO objective function (equation 3.11) for model 2 computed using




Figure 3.5: Gradients of the partial image-power function (equation 3.13) for model 2 computed
using the (a,b) integral and (c,d) differential extrapolators for (a,c) η = 0 and (b,d) η = 0.3.
(a) (b)
Figure 3.6: (a) VTI model with perturbations in the Vnmo-field (model 3); the anisotropy coeffi-
cients η and δ are constant throughout the model. (b) Shot gather for the source located in the
middle of the model.
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(a) (b) (c)
Figure 3.7: Space-lag CIGs for model 3 at x = 4 km using the integral extrapolator with (a) Vnmo
= 1.8, (b) Vnmo = 2.0 (actual value), and (c) Vnmo = 2.2 km/s.
(a) (b) (c)
Figure 3.8: Space-lag CIGs for model 3 after applying the DSO operator. The gathers computed
with the actual (plot b) and understated (plot a) value of Vnmo contain comparable residual energy.
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(a) (b) (c)
Figure 3.9: Space-lag CIGs for model 3 after applying the DSO operator. The gathers computed
with the actual (plot b) and understated (plot a) value of Vnmo contain comparable residual energy.
(a) (b)
Figure 3.10: Dependence of the objective functions on the background Vnmo-field: (a) DSO and




Figure 3.11: Gradients of the partial image-power objective function for model 3 (Figure 3.6):
(a,c) Vnmo and (b,d) η. The gradients are computed before (a,b) and after (c,d) smoothing for the
initial elliptic model (ǫ = δ).
(a) (b)
Figure 3.12: Estimated parameters Vnmo and η for model 3 after three iterations of image-domain
tomography with the partial image-power objective function.
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CHAPTER 4
IMAGE-DOMAIN WAVEFIELD TOMOGRAPHY FOR VTI MEDIA
Processing algorithms for transversely isotropic (TI) media are widely used in depth imag-
ing and typically bring substantial improvements in reflector focusing and positioning. Here,
we develop acoustic image-domain tomography (IDT) for reconstructing VTI (TI with a verti-
cal symmetry axis) models from P-wave reflection data. The modeling operator yields an integral
wave-equation solution, which is based on a separable dispersion relation and contains only P-
waves. The zero-dip NMO velocity (Vnmo) and anellipticity parameter η are updated by focusing
energy in space-lag images obtained by least-squares reverse time migration (LSRTM). Applica-
tion of LSRTM helps suppress aperture- and illumination-induced artifacts in space-lag gathers
and improve the robustness of η-estimation. The trade-off between Vnmo and η is mitigated by a
three-stage inversion algorithm that gradually relaxes the constraints on the spatial variation of η.
Assuming that the depth profile of the Thomsen parameter δ is known at two or more borehole lo-
cations, we employ image-guided interpolation to constrain the depth scale of the parameter fields
and the migrated image. Image-guided smoothing is also applied to the IDT gradients to facilitate
convergence towards geologically plausible models. The algorithm is tested on synthetic reflection
and borehole data from the structurally complicated elastic VTI Marmousi-II model. Although
the initial velocity field is purely isotropic and substantially distorted, all three relevant parameters
(Vnmo, η, and δ) are estimated with sufficient accuracy. The algorithm is also applied to a line from
a 3D ocean-bottom-node data set acquired in the Gulf of Mexico.
4.1 Introduction
Reflection tomography, routinely used in prestack depth imaging, reconstructs the background
velocity model by iteratively improving the consistency of migrated images. Whereas tomography
conventionally operates with ray-based imaging algorithms (e.g., Kirchhoff migration), reverse
time migration (RTM) is better suited for complex geologic models. Wavefield-based methods
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often employ an extended imaging condition to evaluate angle-dependent illumination (Rickett
and Sava, 2002; Sava and Fomel, 2003a). Estimation of residual energy at nonzero lags helps
update the velocity model, which is commonly done using differential semblance optimization
(DSO) or image-power operators (Symes and Carazzone, 1991; Zhang and Shan, 2013).
However, application of image-domain tomography (IDT) remains limited, primarily because
extended images contain residual energy induced by not only velocity errors but also uneven illu-
mination and insufficient acquisition aperture (Dafni and Symes, 2016; Mulder, 2014). As a result,
velocity updates generated by the DSO operator are susceptible to illumination-related contamina-
tion. This issue is particularly relevant for η-estimation because energy focusing in the extended
domain is less sensitive to this parameter compared to Vnmo (Sava and Alkhalifah, 2012; V. Li
et al., 2016). Thus, robust η-inversion with IDT requires suppressing illumination and aperture-
truncation artifacts in extended images (V. Li et al., 2017b).
IDT algorithms can be improved by using a better designed penalty operator (Yang and Sava,
2015) or a more robust imaging condition (Chauris and Cocher, 2017; Hou and Symes, 2017;
Lameloise et al., 2015). Illumination issues can also be mitigated with least-squares RTM (LSRTM),
as done in migration-based traveltime tomography (MBTT) (Clément et al., 2001) and reflection
waveform inversion (Hicks and Pratt, 2001; Pattnaik et al., 2016). In this paper, we employ LSRTM
supplemented by nonstationary matching filters for gradient preconditioning (Guitton, 2017).
P-wave kinematics in VTI media is governed by the Thomsen parameters VP0 (vertical veloc-
ity), ǫ, and δ or by Vnmo, η, and δ (Tsvankin, 2012). Because δ is poorly constrained by P-wave
reflection moveout, robust VTI IDT algorithms require additional information typically provided
by borehole data, such as check shots (Wang and Tsvankin, 2013a). Y. Li et al. (2016a) augment
the DSO and image-power terms in the objective function with petrophysical constraints. Knowl-
edge of the covariance between the model parameters mitigates parameter trade-offs but the results
indicate that realistic errors in the covariance matrix may lead to insufficient model updates.
As demonstrated by Wang and Tsvankin (2013b), trade-offs between the parameters of tilted TI
media in ray-based reflection tomography can be reduced by using a multistage inversion scheme
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that gradually relaxes spatial constraints on the anisotropy coefficients. Pattnaik et al. (2016) em-
ploy a similar approach in RWI to resolve the parameters Vnmo and η. Velocity model-building can
also benefit from image-guided constraints (Guitton et al., 2012; Hale, 2009a; Ma et al., 2012). In
particular, image-guided smoothing of the anisotropy coefficients (Wang and Tsvankin, 2013a; Y.
Li et al., 2016a) helps steer the inversion for TI media toward geologically plausible solutions.
Here, we propose a nested image-domain optimization algorithm for estimating the VTI pa-
rameters Vnmo, η, and δ. Whereas updates in Vnmo and η are driven by IDT (V. Li et al., 2017b),
the δ-field is obtained from image-guided interpolation between boreholes. Similarly to Wang
and Tsvankin (2013a), we gradually relax image-guided smoothing constraints applied to the η-
gradient.
We start by reviewing the wavefield extrapolation algorithm and application of nonstationary
matching filters to LSRTM in TI media. Then we discuss the IDT objective functions and describe
a three-stage inversion algorithm designed to stabilize η-estimation. Next, matching filters are
applied to extended RTM gathers for a simple layered VTI model. The results demostrate that
these filters efficiently suppress illumination-induced artifacts in the extended domain. Although
the developed algorithm is acoustic, we test it on reflection and borehole data generated for the
elastic VTI Marmousi-II model. Finally, processing of a line from the 3D OBN data set acquired
in the Gulf of Mexico demonstrates the feasibility of updating the η-field using the presented
methodology.
4.2 Methodology
avoid empty subsection4.2.1 P-wave extrapolation operator in VTI media
Anisotropic wavefield extrapolation often employs the pseudoacoustic approximation (Alkhal-
ifah, 1998, 2000), which can include different three-parameter sets (e.g., VP0, ε, and δ or Vnmo, η,
and δ). Integral wave-equation solutions compute the phase shift for pure P-mode extrapolation
(time-stepping) using the dispersion relation (Du et al., 2014; Fomel et al., 2013b). Following V. Li
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et al. (2017b), we use the separable dispersion relation described in Schleicher and Costa (2015):

































where kx and kz are the horizontal and vertical wavenumbers. The Padé coefficients α and β are
set to 1/2 and 1/4, respectively. The modeling operator for gradient computation is given in the
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η V 2nmo . (4.3)
4.2.2 Extended least-squares RTM with matching filters
Information about angle-dependent subsurface illumination contained in extended images can
be used for velocity model-building. The general imaging condition is formulated as (Sava and
Vasconcelos, 2009):
I (x,λ, τ) =
∑
e,t
Ws (x− λ, t− τ)Wr (x+ λ, t+ τ) , (4.4)
where I(x,λ, τ) is the extended image, Ws and Wr denote the source and receiver wavefields,
respectively, λ is the space lag, τ is the time lag, and e indicates summation over experiments (i.e.,
sources). Assuming perfect illumination and infinite bandwidth, imaging with the correct veloc-
ity model focuses events at zero lag. Therefore, energy defocusing in extended gathers provides
information for velocity analysis.
However, algorithms designed to minimize residual energy in the extended domain must ac-
count for additional defocusing caused by uneven illumination and aperture truncation (Yang and
Sava, 2015). Errors in the anisotropy coefficients often cause weaker defocusing compared to that
due to velocity errors (V. Li et al., 2016). Thus, it is critically important for anisotropic IDT to sup-
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press illumination-related artifacts before back-projecting image residuals, which can be achieved
with nonstationary convolution filters. As shown by Guitton (2017), these filters provide a low-





‖m0 −Bm1‖2 ≈ 0, (4.7)
where m0 is the RTM image, R
T represents the sequence of wavefield-extrapolation and extended-
imaging operators, dr contains the recorded data, ds is the source wavelet, m1 is the image ob-
tained after demigration and migration (i.e., after the RTR sequence), and B is the estimated
nonstationary filter. Application of nonstationary matching filters involves the following steps:
• compute the “blurred” image by demigrating and migrating the RTM gathers (equation 4.6).
• estimate the “bank” of matching filters by solving equation 4.7 with the conjugate-gradient
method.
• apply the filters B to the RTM image m0 to obtain the “pseudoinverse” image.
The matching filters computed with this approach substantially improve RTM extended gathers.
Parameter estimation in structurally complex media can also benefit from applying this scheme to
preconditioning of the LSRTM gradient (Guitton, 2017).
4.2.3 Objective function
Image-domain tomography is often based on residual-energy minimization with the DSO oper-
ator (Shen and Symes, 2008; Symes and Carazzone, 1991). An alternative approach is to maximize
the zero-lag energy using the image-power (IP) criterion (Chavent and Jacewitz, 1995; Soubaras
and Gratacos, 2007; Zhang and Shan, 2013). Robust VTI parameter estimation, however, is not
feasible without additional constraints. Inversion driven by the DSO operator can produce sig-
nificantly overestimated η-values, which “honor” the DSO criterion of small residuals. Whereas
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IP can update high model-wavenumber components, the corresponding objective function often
has multiple local minima because the spatial positioning of such updates is controlled by the
background velocity. The objective function can combine the DSO and IP criteria to increase the
robustness of parameter estimation (Shan and Wang, 2013; Shan et al., 2014; Weibull and Arntsen,
2014; Y. Li et al., 2016a):
J = JDSO + α JIP , (4.8)
where α is a model-dependent weighting factor. The adjoint-state gradients of the terms JDSO and
JIP for the wave-equation operator in equation 4.2 are derived in V. Li et al. (2017b).
4.2.4 Multistage inversion algorithm
The complete workflow of the developped IDT algorithm is shown in Figure 4.1. An important
part of the workflow is a three-stage model-updating algorithm designed to address the following
issues that hamper VTI velocity analysis:
• simultaneous estimation of the parameters Vnmo and η is feasible only if the initial field of
Vnmo (or VP0) is sufficiently accurate.
• estimation of the parameter δ requires additional (e.g., borehole) information.
• high model-wavenumber components can be resolved only for accurate background velocity.
After obtaining LSRTM gathers, the objective function is constructed using both the DSO and




2 (V initnmo is the initial NMO velocity), 1 + 2δ, and 1 + 2η, which are equal to unity for
the initial isotropic model.
Whereas updates in Vnmo and η are driven by energy focusing in extended LSRTM gathers, the
parameter δ is updated by image-guided interpolation between two (or more) boreholes, where the
vertical δ-profile is assumed to be known. The interpolation is performed with the LSRTM image
generated at the current iteration.
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Similarly to Wang and Tsvankin (2013a), we design a three-stage inversion algorithm that
gradually relaxes the constraints on the spatial variation of η. Because of the dominant influence
of Vnmo on reflection moveout, errors in this parameter can bias η-estimation. Therefore, we update
Vnmo and η sequentially, as proposed by Pattnaik et al. (2016) for purposes of reflection waveform
inversion. The first inversion stage is designed to update only Vnmo, whereas the second stage
(when the Vnmo-field is more accurate) is limited to updating η. Finally, at the third stage Vnmo
and η are updated simultaneously. The weighting factor α in equation 4.8 is fixed for each stage
and increases during the optimization process to assign a larger weight to the IP term as the model
becomes more accurate.
To steer the algorithm towards geologically plausible solutions, image-guided smoothing (Hale,
2009b) is applied to the Vnmo- and η-gradients (Guitton et al., 2012; Wang and Tsvankin, 2013a;
Y. Li et al., 2016a). Model updating is carried out by incorporating the gradients in the L-BFGS
inversion algorithm (Nocedal and Wright, 2006).
4.3 Horizontally layered model
First, we demonstrate on a simple model that nonstationary matching filters are capable of sup-
pressing illumination-related artifacts in extended images. The model includes three horizontal
interfaces (formed by perturbations in Vnmo), which are embedded in a homogeneous VTI back-
ground (Figure 4.2). The wavefield is excited by 21 sources evenly spaced at the surface. Figure 4.3
shows space-lag CIGs computed for a distorted model, in which η is set to zero (actual η = 0.15)
and Vnmo is reduced by 10%. The CIGs contain three types of residual energy:
• the main energy-focusing point is shifted away from zero lag because of the error in Vnmo
(marked by yellow circles in Figure 4.3a).
• there is a “linear” energy defocusing caused by the distortion in η (V. Li et al., 2016; Sava
and Alkhalifah, 2012) (marked by magenta ellipses in Figure 4.3b).
• there are aperture-truncation artifacts which are most pronounced near the surface (marked
by dash lines in Figure 4.3c).
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Defocusing due to aperture truncation is particularly visible in the “blurred” gathers obtained
after applying the demigration and migration operators (Figure 4.3 d-f). The matching filters sub-
stantially suppress the aperture-truncation artifacts without distorting the “useful” residuals caused
by the errors in Vnmo and η (Figure 4.3 g-i).
4.4 Marmousi model
Next, we test the algorithm on the VTI Marmousi-II model shown in Figure 4.4 (Guitton and
Alkhalifah, 2016). The data consist of 100 shot gathers produced with an elastic finite-difference
operator. We use the “streamer” acquisition geometry with the maximum offset equal to 6 km. To
constrain the depth scale of the model, the parameter δ is assumed to be known at two “borehole”
locations (Figure 4.4a).
The initial model is isotropic and weakly laterally heterogeneous; it is obtained by applying
strong smoothing to the actual Vnmo-field (Figure 4.5). The extended RTM image computed with
the initial model is significantly defocused due to velocity errors, as well as uneven illumination
and aperture truncation (Figure 4.6). Two iterations of extended LSRTM substantially improve the
image (Figure 4.7), which is then used in guided interpolation between the boreholes to obtain the
initial δ-field. Imaging with the interpolated δ-field helps improve the spatial positioning of the
migrated reflectors. Then the sequence of LSRTM and guided interpolation is applied for a second
time to refine the spatial distribution of δ (Figure 4.8).
Estimation of the parameters Vnmo and η is carried out using the three-stage IDT algorithm
described above. The inner loop of the algorithm includes two iterations of the preconditioned
extended LSRTM. Whereas the parameters Vnmo and η are computed by back-projecting the image
residuals, the δ-field is obtained from image-guided interpolation and kept fixed at each inversion
stage.
Because the initial model is highly inaccurate, it is not feasible to estimate Vnmo and η simulta-
neously without improving the Vnmo-field (Wang and Tsvankin, 2013a). In the shallow region, the
overestimated Vnmo produces negative updates in η, thus moving the parameter search in the wrong
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direction. Therefore, at the first inversion stage, we update only Vnmo and set the factor α in the
objective function (equation 4.8) to 0.5, which assigns a larger weight to the DSO term. After two
model updates, the Vnmo -field is sufficiently improved (Figure 4.9) to focus energy in extended
gathers closer to zero lag (Figure 4.10) and make η-estimation possible.
The second inversion stage is designed to update only η using the elliptic (η = 0) velocity
model obtained after stage 1. The factor α in equation 4.8 is set to unity to assign equal weights
to both objective-function terms, which helps stabilize η-updates. To increase the robustness of
η-estimation, strong image-guided smoothing is applied to the η-gradient.
After two iterations, the algorithm does not refine η anymore. The higher accuracy of the
updated η-field (Figure 4.11) improves event focusing in extended gathers (Figure 4.12). Image-
guided smoothing is instrumental in resolving the strongly anisotropic layer to the left of the faulted
area at a depth of 2 km. However, η remains largely unconstrained below 3 km, which is due to
relatively small offset-to-depth ratios and increasing errors in the NMO velocity with depth.
With the more accurate Vnmo- and η-fields, at the third inversion stage we update the two
parameters simultaneously and also invert for higher model-wavenumber components. The factor
α is set to two to emphasize the IP term in the objective function. We also relax the smoothing
constraints but still apply stronger image-guided smoothing to the η-gradient compared to that
for Vnmo. This is justified by the fact that reflection data help reconstruct Vnmo with a higher
spatial resolution than η. Two more model updates add higher-contrast features to the Vnmo-field
and slightly increase the resolution of η (Figure 4.13). These updates, however, provide only a
marginal improvement in the focusing of the migrated events (Figure 4.14).
4.5 Gulf of Mexico data set
Here, we present inversion results for a line from a 3D ocean-bottom node (OBN) data set
acquired in the Gulf of Mexico (courtesy of Shell). Preprocessing includes data projection onto the
line, debubbling, P-Z summation, and normalization with a smooth data envelope that increases the
amplitudes of the deeper events. The initial model provided by Shell is elliptic (η = 0) and features
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a salt dome embedded in subhorizontal sediment layers (Figure 4.15). We smooth the edges of the
salt body to increase the robustness of imaging and suppress diffractions. To compensate for the
relative sparseness of the OBN data, the mirror imaging technique (Figure 4.15a) is employed to
increase the illumination.
The matching filters discussed above (Guitton, 2017) are used to precondition the first two
LSRTM iterations. Application of LSRTM mitigates low-frequency artifacts caused by back-
scattering from the ocean bottom and salt body and increases the amplitudes of the deeper re-
flections (Figure 4.16a-d).
The first inversion stage is designed to update the NMO velocity while keeping η fixed. How-
ever, updating Vnmo in this case study proved to be difficult due to the acquisition geometry of
the OBN data. The sensitivity kernels of Vnmo are strongly influenced by the vertical wavenum-
bers, and, therefore, summation of the individual Vnmo-gradients over shots was hampered by the
sparseness of the ocean-bottom nodes (exacerbated by the 2D limitation of our algorithm). Also,
relatively weak defocusing in extended gathers (Figure 4.16b-d) computed with the initial model
indicate that the provided Vnmo-field may be sufficiently accurate.
In contrast, the sensitivity kernels of η mainly involve horizontal wavenumbers, so the qual-
ity of summation of the η-gradients over shots is less degraded because of the sparseness of the
acquisition geometry. Hence, we start the inversion with stage 2 designed to update only η; the
weighting factor α in equation 4.8 is set to unity.
As discussed above, if the vertical profiles of the parameter δ are available at borehole loca-
tions, the δ-field can be built through image-guided interpolation. Likewise, in this case study
image-guided interpolation using updated migrated sections potentially could help refine the pro-
vided δ-model. However, because most interfaces are subhorizontal, changes in the parameter η
during the inversion hardly influence the positioning of migrated reflectors. Hence, image-guided
interpolation could not be used to update the δ-field, and we kept this parameter fixed.
Preconditioning of the initial inversion gradient for η (Figure 4.17a) includes image-guided
smoothing and smooth-envelope normalization with the goal of suppressing undesired high model-
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wavenumber components and enhancing the updates in the deeper part of the model (Figure 4.17b).
We also set η to zero in the water and salt body. In addition, the η-gradient is scaled by the δ-field
(normalized by the maximum value of δ) to enforce the similarity between the updated parameters
η and δ. This procedure is justified by the fact that η and δ are often correlated (Wang, 2002).
The first iteration of IDT produces positive η-updates (the initial η = 0) reaching the maximum
values close to 0.06 at a depth of 4 km (Figure 4.18). The inverted η-field provides some image
improvements (compare Figure 4.16 with Figure 4.19) and a 15% reduction in the IDT objective
function. It is possible that the initial Vnmo-field is slightly overestimated, which reduces the mag-
nitude of η-updates. Further improvement in the η-field could be obtained by inverting for Vnmo
and η simultaneously (third stage of IDT), which was not feasible in this case study because of the
sparseness of the acquisition geometry (see above).
4.6 Conclusions
We presented an acoustic IDT algorithm designed to reconstruct P-wave VTI velocity models
using wave-equation imaging. Least-squares RTM plays a crucial role in suppressing aperture-
and illumination-induced artifacts in the extended domain. Application of nonstationary matching
filters facilitates the convergence of LSRTM and significantly improves the efficiency of the entire
IDT algorithm. The three-stage inversion strategy mitigates the trade-off between the parame-
ters Vnmo and η, and image-guided smoothing steers the algorithm towards geologically plausible
solutions. The parameter δ is reconstructed from image-guided interpolation between available
boreholes. The high computational cost of the inner-loop LSRTM is partly compensated by a
small number of outer-loop iterations.
The algorithm was applied to the elastic VTI Marmousi-II model starting from a purely isotropic,
substantially distorted velocity field. The updates in Vnmo, η, and δ obtained after six iterations of
IDT significantly improved the LSRTM image. The inversion results for a line from the Gulf of
Mexico suggest that the initial elliptic (η = 0) model can be improved with positive η-updates.
The robustness of field-data applications can be increased by extending the algorithm to 3D which,
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however, remains prohibitively expensive. Ongoing work includes a generalization of the method
for tilted TI media.
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Figure 4.1: Workflow of the VTI IDT algorithm. The inner loop performs least-squares RTM pre-
conditioned with nonstationary matching filters. The extended LSRTM image is used to update the
parameters Vnmo and η. A multistage inversion scheme is employed to reduce the trade-off between




Figure 4.2: Constant-background VTI model with three horizontal perturbations in Vnmo at depths
of 1, 1.5, and 2 km; η = 0.15, δ = 0.1. The wavefield is generated by 21 sources evenly spaced





Figure 4.3: Extended images for the model in Figure 4.2 with η = 0 and Vnmo reduced by 10%.
Each column corresponds to a different horizontal coordinate: (a,d,g) 1 km, (b,e,h) 2 km, and
(c,f,i) 3 km. The top row (a-c) shows the cross-correlation RTM gathers, the second row (d-f)
the gathers after demigration and migration, and the last row (g-i) the gathers after applying the
matching filters. The influence of Vnmo- and η-errors is indicated by yellow circles and magenta






Figure 4.4: Parameters of the elastic VTI Marmousi-II model: (a) Vnmo, (b) η, and (c) δ. The
vertical black lines on plot (a) mark the “borehole” locations where δ-profiles are available. 100
sources (one of them is marked by a red dot) are evenly spaced at the surface between 0 and 12
km. For each source location, the data are recorded by a “streamer” array (marked by a yellow








Figure 4.6: RTM output for the model from Figure 4.4 computed with the initial isotropic model.




Figure 4.7: LSRTM output for the model from Figure 4.4 computed with the initial isotropic





Figure 4.8: Initial δ-fields obtained by guided interpolation between the boreholes in Figure 4.4a








Figure 4.10: LSRTM output for the model from Figure 4.4 computed with the updated elliptic
(η = 0) model. (a) The conventional image and (b-d) the space-lag gathers at (b) 3 km, (c) 5 km,
and (d) 9 km.
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Figure 4.12: LSRTM output for the model from Figure 4.4 after stage 2. (a) The conventional










Figure 4.14: Final LSRTM output for the model from Figure 4.4. (a) The conventional image and





Figure 4.15: Initial elliptic (η = 0) model for the line from the Gulf of Mexico: (a) VP0 (with mirror




Figure 4.16: LSRTM output for the GoM data using the initial model from Figure 4.15. (a) The
conventional image and (b-d) the space-lag gathers after 16 iterations of LSRTM at the locations




Figure 4.17: IDT gradient for η (a) before and (b) after preconditioning.
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Figure 4.19: LSRTM output for the GoM data using the updated η-field. (a) The conventional




IMAGE-DOMAIN WAVEFIELD TOMOGRAPHY FOR TTI MEDIA
Transversely isotropic models with a tilted symmetry axis (TTI) have become standard for
imaging beneath dipping shale formations and in active tectonic areas. Here, we develop a method-
ology of wave-equation-based image-domain tomography (IDT) for acoustic TTI media. We de-
rive a separable strongly anelliptic dispersion relation that takes the symmetry-axis tilt into account
and implement an integral wave-equation operator to obtain the gradients of the IDT objective
function. In contrast to the more conventional differential solutions, the integral operator produces
only the P-wavefield without shear-wave artifacts, which facilitates both imaging and velocity anal-
ysis. The model is parameterized by the P-wave zero-dip NMO velocity, the Thomsen parameter
δ, and anellipticity coefficient η. Assuming that the symmetry axis is orthogonal to reflectors, we
study the influence of parameter errors on energy focusing in space-lag common-image gathers.
Distortions in the anellipticity coefficient η introduce weak linear defocusing regardless of reflector
dip, whereas δ influences both the energy focusing and depth scale of the migrated section. These
results, which are consistent with the properties of P-wave time-domain reflection moveout in TTI
media, provide important insights for implementation of IDT-based velocity model-building. Then
the algorithm is tested on a modified anticline section of the BP 2007 benchmark TTI model.
5.1 Introduction
Transversely isotropic models are widely used for processing and inversion of reflection data.
For complex geologic environments (e.g., subsalt plays, fold-and-thrust belts, fault zones), it is
essential to properly account for the tilt of the symmetry axis. However, most existing TTI velocity-
analysis algorithms are based on ray-theory techniques such as Kirchhoff migration and may not
be sufficiently robust in the presence of strong heterogeneity.
Image-domain tomography (IDT) operates with the output of wave-equation migration and
updates velocity models using energy focusing in the extended domain. Application of reverse-
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time migration (RTM) allows IDT algorithms to properly handle structurally complex models.
However, current implementations of IDT (Y. Li et al., 2016a; V. Li et al., 2017a) are limited
to TI media with a vertical symmetry axis (VTI). Weibull and Arntsen (2014) present an IDT
algorithm based on the TTI elastic wave equation. However, their method requires a large number
of iterations and does not reliably constrain all relevant TTI parameters.
Here, we extend to tilted transverse isotropy the VTI IDT algorithm developed by V. Li et al.
(2018), which requires addressing the following issues:
• wavefield extrapolation;
• computation of the gradient of the objective function;
• analysis of the sensitivity of the objective function to the medium parameters.
In principle, wavefield extrapolation for IDT purposes can be carried out with elastic wave-
equation operators. However, in addition to the high cost of elastic modeling, that requires either
developing a suitable elastic imaging condition or employing expensive mode-decomposition tech-
niques. A more practical alternative is to use acoustic wave-equation operators (Alkhalifah, 1998)
based on either differential or integral wave-equation solutions. The latter approach uses the dis-
persion relation to compute phase shifts needed for time-stepping the wavefield and allows one to
extrapolate the P-wavefront without the so-called shear-wave artifacts (Grechka et al., 2004). Inte-
gral operators can be implemented by employing either the low-rank approximation or a separable
form of the dispersion relation. A comparative review of anisotropic acoustic operators can be
found in Du et al. (2014). For VTI media, a “strongly anelliptic” (i.e., valid for large absolute val-
ues of the parameter η) separable dispersion relation is proposed by Schleicher and Costa (2015).
Zhan et al. (2012) derive a TTI dispersion relation by applying wavenumber rotation to the VTI
approximation linearized in η. While the linear approximation could be sufficiently accurate for
gradient computation, it can be significantly improved by including higher-order terms.
The main challenge in anisotropic velocity model-building is the trade-off between the medium
parameters. Analysis of the parameter signatures can provide useful insights into model updating
96
and help design a suitable inversion strategy. The extended-domain signatures of the zero-dip
NMO velocity Vnmo(0), δ, and η are related to their influence on the conventional-spread and non-
hyperbolic moveout. Sava and Alkhalifah (2012) and V. Li et al. (2016) demonstrate that for VTI
media the contribution of η increases with reflector dip (because η influences NMO velocity of dip-
ping events) and that energy focusing in the extended domain is sensitive to the lateral variation of
δ (but not to δ itself). However, in TTI media with the symmetry axis orthogonal to interfaces, the
NMO velocity is determined by Vnmo(0) and δ, with no contribution of η (Tsvankin and Grechka,
2011).
Here, we present an RTM-based IDT algorithm for 2D acoustic TTI media. We start by in-
troducing a separable dispersion relation for strongly anelliptic TTI models, which is employed
in wavefield extrapolation and the derivation of the IDT gradients. A review of the properties of
the NMO velocity in TTI media helps explain the design of the inversion methodology. Then a
homogeneous TTI model with a dipping interface is used to discuss how the known properties
of reflection moveout translate to the extended domain. Next, we use the same model to test the
obtained gradient expressions and evaluate the influence of the symmetry-axis tilt on the inver-
sion gradients. Finally, the developed IDT algorithm is applied to synthetic data from a modified
anticline segment of the BP 2007 benchmark model.
5.2 Theory
avoid empty subsection5.2.1 Extrapolation operator for TTI media
The dispersion relation for TTI models with the symmetry axis in the [x, z]-plane can be
obtained by applying wavenumber rotation to the corresponding VTI expression (Schleicher and
Costa, 2015) that includes linear and quadratic terms in the anisotropy coefficients:
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where kx and kz are the horizontal and vertical wavenumbers and θ is the tilt of the symmetry axis.
The Padé coefficients α and β in equation 17 of Schleicher and Costa (2015) are set to 1/2 and 1/4,
respectively.
Implementation of dispersion relation 1 in wavefield extrapolation requires separating the tilt θ
from the wavenumber components. Zhan et al. (2012) derive a linearized separable approximation
that contains only three leading terms of equation 5.2.1. Whereas being sufficiently accurate for
weakly anelliptic TTI media and possibly suitable for deriving IDT gradients, this approximation
can be improved for relatively large values of |η| by retaining the entire dispersion relation in
equation 5.2.1 (Appendix A). Separable formulations of equation 5.2.1 for weakly and strongly
anelliptic TTI media (equations A.1 and A.2, respectively) are obtained by collecting all terms
with the same wavenumber components.
Figure 5.1 shows that even for TTI media with moderate anisotropy coefficients (δ = 0.1,
η = 0.15), equation A.1 produces a more accurate wavefront at oblique angles with the symmetry
axis than the weakly anelliptic approximation (equation A.2).
5.2.2 IDT gradients for TTI media
The gradients of the objective function for IDT or full-waveform inversion can be efficiently
computed using the adjoint-state method (Plessix, 2006). The quality of focusing in extended im-
ages is typically evaluated with the differential semblance optimization (DSO) (Symes and Caraz-
zone, 1991) or image-power (IP) operators (Chavent and Jacewitz, 1995; Zhang and Shan, 2013).
The general sequence of steps for deriving the IDT gradients in VTI media is described in V. Li
et al. (2017b). Here, we extend their results to TTI models parameterized by Vnmo(0), δ, η, and the
symmetry-axis tilt θ. Note that the gradient expressions are valid for arbitrary orientation of the
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symmetry axis. The gradients are obtained directly from equation 5.2.1 rather than its more com-
plex separable form, which significantly facilitates the derivation. The gradients of the objective
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(5.2)
where τ is the correlation lag, δ(τ) is the Dirac delta function, ‘⋆’ denotes cross-correlation, ui and
ai are the forward and adjoint wavefields, respectively, and i denotes the source (s) or receiver (r)
side. The only difference between the gradients of the DSO and IP objective functions is in the
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adjoint wavefields ai that are computed using the corresponding penalty functions. If the symmetry
axis is vertical (θ = 0◦), equation 5.2 reduces to the VTI form presented by V. Li et al. (2017b).
5.2.3 P-wave NMO velocity in TTI media
The extended-domain signatures of the TTI parameters play a key role in the sensitivity analysis
and can help in optimizing the inversion strategy. Those signatures are governed by the properties
of P-wave reflection moveout in the time domain. For a homogeneous TTI medium with the
















where VP0 is the P-wave symmetry-direction velocity and p is the horizontal slowness (ray pa-
rameter) of the zero-offset ray. Note that p (unlike θ) can be estimated from P-wave reflection
traveltimes because it is equal to the time slope on the zero-offset (or stacked) section. Equa-
tion 5.4 shows that, in contrast to VTI media, η does not influence the NMO velocity regardless of
reflector dip. Therefore, errors in this parameter will only influence nonhyperbolic moveout and
imaging of far-offset data (Tsvankin and Grechka, 2011). The parameter δ, however, does con-
tribute to Vnmo(p), if the medium is parameterized by Vnmo(0), δ, and η. This means that δ-errors
in TTI media should cause not only a depth shift in the migrated domain but also defocusing in
extended images, which is confirmed by the synthetic tests below.
5.3 Methodology
Wavefield extrapolation is performed with the integral operator based on the dispersion relation
in equation A.2, which is valid for strongly anelliptic media. Similarly to Li et al. (2018), param-
eter updating is carried out by focusing energy in extended least-squares RTM (LSRTM) images.
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Application of LSRTM helps reduce kinematic artifacts in the extended domain and improve the
robustness of model updating. As a linear inverse problem, LSRTM can be efficiently implemented
using a conjugate-direction algorithm (Claerbout, 1992). The convergence of LSRTM can be ex-
pedited by applying nonstationary matching filters to the LSRTM gradient (Guitton, 2017; V. Li
et al., 2018). The matching filters approximate the inverse Hessian of the data-misfit objective
function and produce so-called “pseudoinverse” images.
Extension of the algorithm described in V. Li et al. (2017a) to tilted transverse isotropy requires
adjustments in the objective function and inversion strategy. For dipping events in TTI models, the
NMO velocity is controlled by its zero-dip value Vnmo(0) and δ. However, in the presence of
lateral heterogeneity, it is not feasible to reliably constrain both Vnmo(0) and δ from only P-wave
reflection traveltimes. Therefore, we incorporate vertical δ-profiles at available boreholes into the
IDT objective function as follows:
J = (1− β)(JDSO − α JIP) + β ||δ − δref ||, (5.4)
where δref is the reference δ-field obtained from image-guided interpolation between the boreholes,
and α and β are model-dependent weighting factors. To steer the algorithm towards geologically
plausible solutions, image-guided smoothing (Hale, 2009b) is applied to the inversion gradients.
Model updating is carried out by the L-BFGS inversion algorithm. The symmetry axis is assumed
to be orthogonal to reflectors, and its tilt is found from the dips in the LSRTM images.
Because Vnmo(0) and δ influence the NMO velocity in TTI media, these parameters can be con-
strained prior to updating η (hereafter, for brevity we denote Vnmo(0) simply as Vnmo). Therefore,
parameter estimation can be performed sequentially by first fitting conventional-spread moveout
(via updates in Vnmo and δ) and then nonhyperbolic moveout (via updates in η). This sequence
(see also Pattnaik et al., 2016) can be repeated until further iterations no longer reduce the IDT
objective function.
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5.4 Signatures of TTI parameters
We analyze the parameter signatures in the extended domain for a reflector dipping at 30◦
beneath a homogeneous TTI medium; the symmetry axis is orthogonal to the reflector. The model
parameters are defined on a rectangular grid, and the data are generated by 51 sources evenly
spaced at the surface. The conventional RTM image computed with the actual model is shown
in Figure 5.2. Application of nonstationary matching filters helps suppress the kinematic artifacts
caused by aperture truncation and increase the sensitivity of energy focusing to the TTI parameters.
Pseudoinverse space-lag CIGs are generated at surface location 2.5 km for a representative range
of the parameters Vnmo, η, and δ. We distort one parameter at a time, keeping the remaining two
parameters at their actual values.
The gathers computed with Vnmo distorted by about ±11% show visible defocusing (Fig-
ure 5.3), which is similar to the signature of this parameter in isotropic and VTI media. Errors
in η produce residual energy (Figure 5.4) that has a linear (“V”-like) shape that was also observed
in extended images generated with distorted η-values for near-horizontal interfaces in VTI media
(Sava and Alkhalifah, 2012; V. Li et al., 2016). This is explained by the fact that in both cases η
influences only nonhyperbolic (long-spread) moveout.
Distortions in the δ-field lead to both a depth shift and moderate defocusing, with the latter
caused by the influence of that parameter on the NMO velocity of dipping events (Figure 5.5,
see equation 5.4). To confirm our interpretation of the extended-domain signatures, we also use
Kirchhoff migration to compute surface-offset CIGs, which clearly show the residual moveout
caused by errors in δ (Figure 5.6).
5.5 Gradient computation
Next, we compute the η-gradient in the image domain for the model in Figure 5.2. To evaluate
the influence of the symmetry-axis tilt, we compare the DSO (differential semblance optimization)
and IP (image-power) gradients obtained from the TTI (Figure 5.7) and VTI (Figure 5.8) equations.
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For both the DSO (compare Figure 5.7a,b with Figure 5.8a,b) and IP (compare Figure 5.7c,d
with Figure 5.8c,d) operators, there is a noticeable difference between the results for a vertical and
tilted symmetry axis. This means that neglecting the tilt should introduce significant distortions in
parameter estimation for dipping interfaces beneath TTI media. Note that the gradients (especially,
that for DSO) suffer from the aperture-truncation artifacts in the extended images, as mentioned
above. These kinematic artifacts need to be mitigated (e.g., by LSRTM) prior to back-projecting
the image residuals for model-updating purposes.
5.6 Test on BP TTI model
The inversion methodology described above is tested on a modified anticline segment of the
BP 2007 model. The depth scale of the model is squeezed by a factor of two, which reduces the
symmetry-axis tilt by approximately the same factor. The data for the BP model are recomputed
with our acoustic wavefield simulator and include 120 “streamer” arrays with the maximum offset
of 6 km.
The initial TTI model is elliptic and laterally invariant (1D). It is obtained by interpolating the
left-most profile of the actual Vnmo-field (Figure 5.9) over the entire section. We assume that δ
is known at a single borehole location (x=18.5 km), and obtain the initial field of this parameter
from image-guided interpolation. IDT is performed using the cascaded inversion scheme described
above. Because the data are noise-free and produced with the acoustic modeling operator, matching
filters are applied just to precondition the RTM image.
At the first inversion stage, we update only Vnmo and δ. Because the image-power operator
requires an accurate background model, the factor α in the objective function (equation 5.4) is ini-
tially set to 0.5, which emphasizes the DSO term; the factor β is set to 0.85. Two iterations of IDT
help refine the Vnmo- and δ-fields and reduce the objective function by about 50% (Figure 5.10a,b).
At the second stage, designed to update only η, we assign equal weights to the terms JDSO and JIP
(α=1). Image-guided smoothing is applied to the η-gradient, which is set to zero in the water layer
as well as below 3 km, where η cannot be constrained within the available offset range.
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One IDT iteration constrains the η-field on the right side of the anticline (Figure 5.10c) and
reduces the objective function by 10%. However, η is not well recovered to the left of the anticline
due to the overestimated NMO velocity in that area and relatively low effective values of η above
the depth of 3 km. Repeating this two-stage inversion does not measurably reduce the objective
function. It should be mentioned that the IDT algorithm is not sufficiently sensitive to the TTI
parameters below 3 km because the thick water layer and low-velocity overburden reduce the
relative contribution of the deeper layers to the effective reflection traveltimes.
5.7 Conclusions
To extend image-domain tomography to TTI media, we derived a separable strongly anelliptic
dispersion relation that accounts for the symmetry-axis tilt. The accuracy of that expression is suf-
ficient for implementing the modeling operator and deriving the corresponding inversion gradients.
We studied the extended-domain signatures of the parameters Vnmo, δ, and η for a homogeneous
TTI medium with the symmetry axis orthogonal to the reflector. Errors in η cause relatively weak
linear (“V”-like) defocusing regardless of reflector dip, which is explained by the fact that η influ-
ences only long-spread (nonhyperbolic) moveout. In contrast to VTI media, the parameter δ not
only changes the depth scale of the image but also contributes to the energy focusing for a wide
range of reflector dips and surface offsets. The model-updating algorithm was tested on a modified
segment of the BP 2007 model. Although the initial model was highly inaccurate, the algorithm
refined the parameters Vnmo, δ, and η and improved the quality of the migrated section.
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Figure 5.1: P-wavefront in a homogeneous TTI medium computed using the strongly anelliptic
dispersion relation (equation A.2). The blue line marks the wavefront in the weakly anelliptic
approximation (equation A.1).
Figure 5.2: Conventional RTM image for the model with a dipping reflector beneath a homoge-
neous TTI medium (Vnmo = 2.7 km/s, η = δ = 0.15; the symmetry axis is orthogonal to the reflector.
The vertical blue line marks the location of the common-image gather (CIG) in Figures 5.3-5.6.
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(a) (b) (c)
Figure 5.3: Space-lag CIGs for the model in Figure 5.2 computed with: (a) Vnmo = 2.4 km/s,
(b) Vnmo = 2.7 km/s (actual value), and (c) Vnmo = 3.0 km/s.
(a) (b) (c)
Figure 5.4: Space-lag CIGs for the model in Figure 5.2 computed with: (a) η = 0, (b) η = 0.15
(actual value), and (c) η = 0.3.
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(a) (b) (c)
Figure 5.5: Space-lag CIGs for the model in Figure 5.2 computed with: (a) δ = 0, (b) δ = 0.15
(actual value), and (c) δ = 0.3.
(a) (b) (c)
Figure 5.6: Surface-offset CIGs computed with Kirchhoff migration for the model in Figure 5.2




Figure 5.7: IDT gradients for the model in Figure 5.2 computed from the TTI equations with the
DSO (a,b) and IP (c,d) operators. Plots (a,c) are obtained with the understated η = 0. Plots (b,d)




Figure 5.8: IDT gradients for the model in Figure 5.2 computed from the VTI equations with the
DSO (a,b) and IP (c,d) operators. Plots (a,c) are obtained with the understated η = 0. Plots (b,d)






Figure 5.9: Parameters of the modified BP model: (a) Vnmo, (b) δ, (c) η, and (d) tilt θ (the symmetry
axis is orthogonal to the reflectors). The vertical black line on plot (a) marks the “borehole”
location where the δ-profile is available. 120 sources (one of them is marked by a red dot) are
evenly spaced at the surface between 10 and 28 km. For each source, the data are recorded by a






Figure 5.10: Inverted parameters for the model from Figure 5.9: (a) Vnmo, (b) δ, (c) η, and (d) θ.
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CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK
In this thesis, I developed image-domain wave-equation tomography for VTI and TTI media
using space-lag extended images. Below I summarize the thesis results and provide recommenda-
tions for future work.
6.1 Conclusions
Analysis of the anisotropy signature in the extended domain for VTI media demonstrated a
direct connection between image defocusing and reflection moveout in the time domain. The in-
fluence of the anellipticity parameter η is dip dependent; when dip reaches 30◦, η-errors cause con-
siderable defocusing due to their influence on the NMO velocity and conventional-spread moveout.
Similarly to the time-domain signature, energy focusing is sensitive only to the lateral variation of
the coefficient δ but not to δ itself. A synthetic test on the modified BP model showed that errors
in the lateral δ-gradients can bias the estimation of η.
To implement data- and image-domain tomography in VTI media, I employed an integral
wave-equation operator and derived the adjoint-state gradients for the differential semblance op-
timization (DSO) and image-power (IP) operators. Integral solutions allow one to extrapolate a
scalar wavefield that contains only the pure P-mode without the S-wave artifacts. Synthetic tests
showed that the DSO operator is prone to contamination caused by aperture-truncation effects. Al-
though partial image power (PIP) is less susceptible to such contamination, reliable reconstruction
of heterogeneous Vnmo- and, especially, η-fields requires suppressing the artifacts prior to back-
projecting the image residuals.
The developed VTI IDT algorithm is based on the adjoint-state gradients for the integral wave-
equation operator. The aperture-truncation artifacts in the extended domain are effectively sup-
pressed using extended least-squares RTM (LSRTM) preconditioned by nonstationary convolu-
tional filters. To increase the robustness of η-estimation, I designed a multistage inversion strategy,
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which gradually relaxes the spatial constraints on the η-field. The parameter δ is obtained by
image-guided interpolation between the available boreholes. The algorithm was tested on elastic
data from the VTI Marmousi-II model. Despite large errors in the initial model, IDT was able to
reliably constrain the large-wavenumber components of the Vnmo- and η-fields. Application of the
algorithm to a 3D OBN data set from the Gulf of Mexico helped update the η-field and improve
focusing of the extended LSRTM gathers.
The last chapter generalizes the VTI algorithm for tilted TI media, which involved developing
a TTI integral wave-equation operator and deriving the corresponding inversion gradients. A syn-
thetic test with a homogeneous TTI layer dipping at 30◦ showed that neglecting the symmetry-axis
tilt can cause noticeable distortions in the estimation of other model parameters. If the symmetry
axis is orthogonal to the reflector, the focusing of dipping events largely depends on the parameters
Vnmo and δ, which control conventional-spread reflection moveout. In contrast to VTI media, the
coefficient η influences only nonhyperbolic moveout even for dipping reflectors. Therefore, errors
in η cause relatively weak linear (“V”-shape) defocusing regardless of reflector dip.
In general, tomography cannot reliably constrain all three relevant parameters (Vnmo, δ, η) from
only P-wave surface reflections and requires additional data and/or constraints (e.g., VSP or shear-
wave data). I incorporated borehole information about the coefficient δ into the IDT algorithm for
TTI media using a deviatoric objective-function term. The algorithm was tested on an anticline
section of the BP 2007 benchmark TTI model. Although the initial model was elliptic (η = 0) with
highly inaccurate Vnmo- and δ-fields, IDT was able to update all three parameters (Vnmo, δ, η) and
improve the focusing of the LSRTM image.
6.2 Recommendations for future work
Robust field-data applications of IDT require a 3D extension of the developed algorithm, es-
pecially in strongly heterogeneous, structurally complex areas. 3D processing is also required by
modern acquisition systems, especially offshore (OBC, OBN). 2D processing of such data (e.g.,
their projection onto a line) is tedious, inevitably introduces errors, and reduces the volume of
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available data. In addition, 3D algorithms will allow one to handle orthorhombic models that can
provide a more accurate description of structurally complex environments and fractured reservoirs.
As shown by Yang and Sava (2015), 3D image-domain tomography ought to be carried out using
extended common-image-point gathers that represent image extensions computed at sparse spatial
locations.
Estimating multiple model parameters from IDT without tight additional constraints represents
a serious challenge. Whereas the two-parameter (Vnmo and η) VTI inversion proved to be feasi-
ble, the TTI inversion test showed that IDT operating only with P-wave images cannot reliably
constrain all three relevant parameters (Vnmo, δ, η). Realistic errors in the δ-field can considerably
distort estimation of the NMO velocity and, consequently, the parameter η. Efficient incorporation
of additional data and/or constrains into image-domain tomography requires further research.
Similarly to ray-based anisotropic reflection tomography (Wang and Tsvankin, 2013a), P-wave
reflections can be combined with direct waves from walkaway VSP data. It may be beneficial to
“upgrade” the VSP traveltime fitting of Wang and Tsvankin (2013a) to full-waveform inversion of
VSP data. This approach requires exploring FWI objective functions that can handle large errors
in the initial model (e.g. methods based on such operators as the optimal transport (Métivier et al.,
2016; Yang and Engquist, 2018), envelope (Wu et al., 2014), correlation (Choi and Alkhalifah,
2012; Dı́az and Sava, 2015; Wu and Alkhalifah, 2017)).
Alternatively, additional data can come from migrating converted modes or pure shear-waves
(Cai and Tsvankin, 2013). Including shear-wave information requires developing an elastic imag-
ing condition, by either employing wave-mode decomposition (Cheng and Fomel, 2014; Yan and
Sava, 2011) or operating with parameter-perturbation images obtained as an adjoint of the elastic
Born modeling operator (Duan et al., 2017). The latter approach has been developed for isotropic
models but it can be generalized for anisotropic media.
The robustness of IDT can be significantly increased by treating migration as inversion (rather
than just an adjoint). I addressed this issue by using nonstationary matching filters that approximate
the inverse Hessian of the data-misfit objective function (i.e., the Hessian of the imaging step). The
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main advantage of this approach is its ability to handle arbitrarily anisotropic media. Alternatively,
the inverse Hessian can be approximated analytically (Chauris and Cocher, 2017; Hou and Symes,
2017), which could potentially bring vast improvements in the quality of extended images and
reduce computational cost. This approach, however, requires a separate analytic formulation for
each type of media (VTI, TTI, orthorhombic, etc.).
Model updating in this thesis was carried out with the quasi-Newton method that approximates
the Hessian of the objective-function operator using the previously computed inversion gradients.
A more accurate Hessian can be obtained from the second-order adjoint-state method (Fichtner
and Trampert, 2011; Métivier et al., 2014), which can obviate the need for empirical scaling of the
gradient components.
The above analysis of the VTI and TTI signatures in the extended domain confirmed that the
influence of anisotropy strongly depends on reflector dip. Therefore, designing an imaging condi-
tion that provides a dip-angle domain extension (Arora and Tsvankin, 2017) should provide more
flexibility in terms of the inversion strategy.
Finally, the developed IDT algorithm based on extended images can be adapted in a straight-
forward way to perform reflection-waveform inversion (RWI), which might increase the sensitivity
to far-offset data. Alhtough RWI belongs to the family of data-domain methods, it has sensitivity
kernels similar to those of image-domain wave-equation tomography.
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APPENDIX
SEPARABLE DISPERSION RELATION FOR TTI MEDIA
Wavenumber rotation applied to equation 5.2.1 yields the strongly anelliptic approximation for
the TTI dispersion relation. The symmetry-axis tilt θ can be separated from kx and kz by collecting
all terms with the same wavenumber components. Rotating wavenumbers in equation 5.2.1 and
keeping only the three leading terms that are linear in η, we obtain the following expression:




z ) + (2ε cos

































where VP0 is the P-wave symmetry-direction velocity and ε is Thomsen anisotropy coefficient. In
contrast to the result of Zhan et al. (2012), equation A.1 is consistent with the sign convention of
the rotation matrix in equation 5.2.1.
For TTI media with relatively large values of |η| (i.e., high anellipticity), a more accurate
approximation can be obtained by applying wavenumber rotation to the entire equation 5.2.1 and
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z (9δ + 15ε+ 20(ε+ δ) cos4θ + 35(δ − ε) cos8θ
}
,
where L contains the weakly anelliptic terms given by the right-hand side of equation A.1.
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