Abstract
Introduction
Ensemble learning uses multiple individual learners to solve a problem. Since it can significantly improve the generalization ability of a single learner, it has attracted a lot of attention, and many ensemble approaches have been developed. According to the styles of training individual learners, current ensemble approaches can be roughly categorized into two classes: (i) approaches where individual learners are trained in parallel, and (ii) approaches where individual learners must be trained sequentially. Representative parallel ensemble approaches include Bagging [4] and Random Forests [5] ; and examples of sequential ensemble approaches include AdaBoost [8] and Stochastic Gradient Boosting [9] . However, despite the emergence of many ensemble approaches, it has been shown that none is significantly superior to another over a range of data sets [10] .
We are motivated to further improve the performance of a single ensemble by combining more than one individual ensemble. The simplest approach in the regression setting is to average the outputs of its base ensembles. However, is there a better combination approach? Does the hybrid approach perform better than its base ensembles?
This paper investigates these issues. Through analysis of an error-ambiguity decomposition on linear combination of individual ensembles, we derive the optimal combination for two individual ensembles. Moreover, we find this optimal combination can be estimated effectively and efficiently from data, by estimating the performance of individual ensembles it combines. This finding leads to a simple yet effective solution for combining multiple ensembles based on the optimal pairwise combination, while acknowledging that obtaining the global optimal is intractable. Based on the analysis, we propose the Cocktail ensemble approach to combine different ensembles. Empirical evaluation over a broad range of data sets shows that the proposed approach is superior to simple averaging, selecting the best ensemble, its individual ensembles, Stochastic Gradient Boosting [9] and Iterated Bagging [6] .
Related Work
MultiBoosting [18, 19] combines Bagging/Wagging [1] with Boosting, by taking Boosting as individual learner for Bagging/Wagging, in order to reduce both variance and bias at the same time. Stochastic Gradient Boosting [9] uses a bootstrap sample of the training set to train a regressor in each iteration, which can also be viewed as a hybrid of Boosting and Bagging [9] . Iterated Bagging [6] is motivated by iteratively reducing the bias of Bagging, which can be regarded as a sequential ensemble approach taking Bagging as the base learner.
In contrast to the above-mentioned approaches, which combine a parallel ensemble approach and a sequential ensemble approach, our approach combines any kinds of individual ensembles, and it has a strong theoretical basis. E-GASEN [22] also combines ensembles. It trains multiple ensembles using the same ensemble approach GASEN [23] and the same base learning algorithm, and then uses simple averaging to combine these ensembles. In contrast, our work attempts to combine individual ensembles generated by different ensemble approaches and different base learning algorithms.
Our work uses a weighted averaging approach to combine individual ensembles. Various weighted averaging combination approaches have been employed in the literatures, e.g., [14, 12, 16, 23] . All of these methods set weights solely based on empirical estimation on training set, or by 10-fold cross validation or some other estimation methods that are computationally expensive, while we show in this paper that the solution of the optimal weights for combining two individual ensembles can be effectively estimated from data with a very small computational cost.
In [13] , error-ambiguity decomposition is proposed to explain and exploit performance of ensembles. In this paper, the error-ambiguity decomposition is our tool to find the optimal combination of two individual ensembles.
Cocktail Ensemble
Given a training set D consisted of N examples, i.e., D = {(x 1 , y 1 ), . . . , (x N , y N )}, where x i is an instance and y i is a single variant regression. The task of regression is to learn a function f : X → R from D that approximates an underlying function f 0 by optimizing certain criterion, e.g. minimization of the mean squared error.
Combining Two Ensembles.
Denote two ensembles f 1 and f 2 , which aggregate their individual learners in sets {f 1,i } S1 i=1 and {f 2,j } S2 j=1 with size S 1 and S 2 , respectively. The functions of the ensembles are:
where the expectation can be implemented, taking averaging as an example, as
We explores the linear combination, i.e. the weighted averaging of ensembles f 1 and f 2 , since linear combination is a more generic combination than simple averaging. Through a linear combination of ensembles f 1 and f 2 , a new ensemble is formed:
where p is the weight for f 1 , and 1 − p is the weight for f 2 . Here the restriction of p is to ensure that the generalization error of f c is upper bounded by the worse of f 1 and f 2 . By this restriction, f c can be viewed as an interpolation between f 1 and f 2 , which may have lower risk of making errors than an extrapolation.
Following the error-ambiguity decomposition [13] , given E 1 and E 2 as generalization errors of f 1 and f 2 , respectively, we derive 1 that the optimal weight of f 1 is:
1 Derivation details will be presented in a longer version of the paper.
where, we define
as the squared output difference of the two ensembles. The optimal weight leads to the minimum generalization error of f c :
where E 1 , E 2 and ∆ can be estimated from data efficiently and effectively (to be shown in Section 4).
Combining Multiple Ensembles
Optimal combination of multiple ensembles is intractable in general [23] . Since we have proved that the optimal combination of two ensembles is easy to solve, we propose a simple approach to combine multiple ensembles based on the optimal pair-wise combination, as follows.
be the set of N base ensembles. Select the first base ensemble as the one with lowest error,
then each subsequent selected base ensemble is the one which reduces the combined estimated error the most,
where E(f ) is the estimated error of f , and weights p 2 , . . . , p N are determined by Eq.1. f c N is the final combination of the given base ensembles. Note that it is possible that a base ensemble is selected more than once.
Cocktail Ensemble
The result of the above analysis forms the basis of the Cocktail ensemble approach. The pseudo-code is provided in Table 1. The accuracy of the error estimation method used f c 1 = the ensemble in F with the smallest estimated error e min = +∞ for i = 2, . . . , N f i = null for each f ∈ F e = estimated error of combining f and f c i−1 by Eq.2 if e < e min then let f i = f and e min = e end for if f i is null then f c N = f c i−1 and break is important, which directly affects the performance of the Cocktail ensemble. We have employed the out-of-bag estimation method [21] in our evaluation for convenience (the reason will be clear in the next section). There is no reason that other equally effective methods cannot be used.
Empirical Study Experimental Settings
To empirically evaluate the performance of the Cocktail ensemble, we use three types of base ensemble learning ap-proaches, denoted by RF, LR and NN. RF is Random Forests [5] , whose base learners are REPTrees [20] without postpruning which are C4.5-like regression trees; LR is Bagging [4] of logistic regressors [11] ; NN is Bagging of RBF neural networks [2] . Since RF, LR and NN all use bootstrap sampling, it is convenient to use the out-of-bag estimation [21] method for error estimation. Algorithm implementations are based on WEKA [20] with its default settings.
In addition to each of the three base ensembles, Cocktail is compared with Avg and PickBest. Avg is simple averaging, which uses the same base ensembles of Cocktail but aggregates their outputs with equal weights. PickBest chooses to use the best among the base ensembles according to their estimated generalization errors. The ensemble sizes of RF, LR and NN are set to 100, which makes the ensemble sizes of Cocktail, Avg and PickBest 200 or 300, depending on whether two or three base ensembles are used in the combination.
The empirical study uses 48 regression data sets from UCI Repository [3] and StatLib [17] . For each data set, we conduct a 10 times 10-fold cross-validation to estimate the performance of each approach. Then several statistical significance tests are employed. The first one is Friedman test [7] , which is a non-parametric test based on rank [7] applied to comparing multiple learners on multiple data sets. The Friedman test is performed in conjunction with the Bonferroni-Dunn test [7] with significance level 0.05. We also conduct a t-test with significance level 0.05 to compare two approaches on each data set. The win/tie/loss counts for the t-test are recorded, where a win (or loss) is counted when Cocktail is significantly better (or worse) than the compared approach on a data set in the t-test; otherwise a tie is recorded. A sign-test with significance level 0.05 is then conducted on the win/tie/loss counts of two approaches to determine whether the null hypothesis, i.e. the two approaches have no difference, should be accepted or rejected. Table 2 presents the results, where A 3 denotes that the approach A takes RF, LR, and NN as base ensembles, while A 2 denotes that the approach A takes RF and LR as base ensembles. Normalized mean squared errors are reported. That is, we divide the mean squared error of a specific algorithm on a specific data set by the maximum mean squared error at the same row, and then reports the ratio. There are three groups of algorithms, separated by vertical lines in the table. Algorithms in different groups employ different number of base ensembles. For every group, the best performance on each data set is bolded. Figure 1 shows the result of the Friedman test of these approaches. Cocktail is shown to be significantly better than all other approaches. Note that, when combining two ensembles, neither Avg 2 nor PickBest 2 is significantly better than both of their base ensembles. Table 3 summarizes the results of t-tests of Cocktail against PickBest, Avg, RF, LR and NN. It reveals that Cocktail is the best, since it is significantly better than all other methods in the sign test on the win/tie/loss counts, where Cocktail has more than three times the number of wins than the number of losses, compared to any of the other methods.
Results
It can be observed that NN is worse than RF and LR on many data sets, because we make no attempt to tune its many parameters but only use the default configuration in WEKA [20] . Interestingly, we find that adding a bad base ensemble has little negative impact to Cocktail.
To investigate how well Cocktail estimates weight p according to Eq. 1, we plot the performance of Cocktail 2 with p ∈ {0, 0.01, 0.02, . . . , 1} for each data set from the first fold of the cross-validation experiment. Figure 2 shows 12 of the data sets. 2 The abscissa of each plot indicates weight p; p = 0 in the error curve is the error for RF, and p = 1 is the error for LR. To provide a clear visualization, the axis has been normalized into the range [0, 1]. The estimated weight and the optimal weight are marked by two lines parallel to the axis, while the weight for PickBest is indicated It can be observed that for the 12 data sets shown in Figure 2 , the estimated weights are close to the optimal weights. Even in those cases in which the estimated weights might appear to have a big difference to the optimal weights, they are usually in the relatively flat region of the error curve. Thus, there is only a small real difference in terms of performance. It also discloses that the optimal weight on different data sets could appear at different p values.
To investigate the influence of the ensemble size on the performance of Cocktail 2 , the predictive performance of ensembles with different sizes (1, 2, . . . , 100) are obtained. The Friedman rankings are depicted in Figure 3 , where the Friedman rankings are obtained for each ensemble size. It can be observed that Cocktail 2 is consistently the best approach in term of the Friedman ranking.
Finally, in terms of efficiency, averaged over all data sets in the 10 times 10-fold cross-validation, Cocktail 3 only costs 1.2% more time than using Avg 3 which does not involve the error estimation.
Compare to Sequential Ensemble Approaches
We compare Cocktail 2 to two state-of-the-art sequential approaches for regression, i.e., Stochastic Gradient Boosting [9] and Iterated Bagging [6] . Denote SGB Tree and SGB LR as the Stochastic Gradient Boosting approachs with base learners REPTree [20] and logistic regression [11] , respectively. Denote IB Tree and IB LR as the Iterated Bagging approachs with the two base learners, respectively. The ensemble size is set to 200 for all these approaches, which is the same as that of Cocktail 2 . For Stochastic Gradient Boosting, the shrinkage parameter is set to 0.005 for small data sets (having less than 500 instances) and 0.05 for large ones (having more than 500 instances), which is the same as in [9] ; the fraction parameter is set to 0.5, which leads to the best performance according to [9] . For Iterated Bagging, the threshold multiplier is set to 1.1 and 50 base learners per stage, as did in [6] . Figure 4 shows the result of the Friedman test of these approaches. Cocktail is shown to be significantly better than the two sequential approaches. Table 4 summarizes the results of t-tests of Cocktail 2 against Stochastic Gradient Boosting and Iterated Bagging. It also reveals that Cocktail is significantly better than both the sequential approaches. Cocktail 2 has more than two times the number of wins than the number of losses, compared to any of the other methods.
Note that our experiment shows that Iterated Bagging is better, but not significantly better, than Stochastic Gradient Boosting, while the empirical study in [15] concludes that Iterated Bagging is significantly better than Stochastic Gradient Boosting. We think that the difference in results is because the shrinkage of Stochastic Gradient Boosting was set to 1 in [15] , which causes overfitting, while we set the shrinkage as recommended in [9] .
Conclusions
This paper shows that it is possible to form a hybrid ensemble that often outperforms its base ensembles and two other forms of combination: Selecting the best and simple averaging. We also show that the proposed approach outperforms two state-of-the-art sequential ensemble approaches, Stochastic Gradient Boosting and Iterated Bagging with either REPTree or logistic regression as base learners.
We have provided a theoretical basis through an analysis of error-ambiguity decomposition. It shows that there is a simple closed form solution to the optimal weight for combining two base ensembles. When combining more than two ensembles, our proposed approach provides a simple yet effective solution based on the optimal pairwise combination. We also show that the out-of-bag estimation method works reasonably well for Cocktail.
Though we have only conducted experiments using three kinds of base ensembles, we believe that the same result can also be expected when other base ensemble approaches are used. The analysis reveals that the only condition to gain better performance is to use sufficiently different individual ensembles with a good error estimation method.
