We will study one-parameter families .È u s / s∈ [Þ;þ] of differentiable optimal control problems given by: Here, at given times t the inequality constraint functions are of semi-infinite nature, the objective functional may also be of max-type. For each s ∈ Êthe problem È u s is equivalent to a one-parameter family .P s .t// t∈ [a;b] of differentiable optimization problems. From these the consideration of generalized critical trajectories, such as a local minimum trajectory, comes into our investigation. According to a concept introduced by Hettich, Jongen and Stein in optimization, we distinguish eight types of generalized critical trajectories. Under suitable continuity, compactness and integrability assumptions, those problems, which exclusively have generalized critical points being of one of these eight types, are generic. We study normal forms and characteristic examples, locally around these trajectories.
Here, at given times t the inequality constraint functions are of semi-infinite nature, the objective functional may also be of max-type. For each s ∈ Êthe problem È u s is equivalent to a one-parameter family .P s .t// t∈ [a;b] of differentiable optimization problems. From these the consideration of generalized critical trajectories, such as a local minimum trajectory, comes into our investigation. According to a concept introduced by Hettich, Jongen and Stein in optimization, we distinguish eight types of generalized critical trajectories. Under suitable continuity, compactness and integrability assumptions, those problems, which exclusively have generalized critical points being of one of these eight types, are generic. We study normal forms and characteristic examples, locally around these trajectories.
Moreover, we indicate the related concept of structural stability of optimal control problems È u due to the topological behaviour of the lower level sets under small data perturbations. Finally, we discuss the numerical consequences of our investigations for pathfollowing techniques with jumps.
methods from differential topology. In particular, their presentation and investigation of five "generic" types of generalized critical points, for example, Kuhn-Tucker points, turned out to be a markstone for the qualitative understanding of nonlinear problems P of minimization under finitely many equality or inequality constraints (cf. [29, 30] ). To be more precise, the property of genericity originally refers to the set of all . f ; H ; G/ defining those one parametric optimization problems whose generalized critical points only belong to one of these five types. Genericity which we introduce in Section 2, is a stronger condition than density (cf. also [62] ).
The numerical evaluation which takes account of this generic classification was elaborated by Guerra Vasquez [19] , and others. For the qualitative and numerical evaluation it is geometrically easier and very helpful to investigate the problems P .s/, locally around .s; x/, in normal form, where x is a generalized critical point.
After a corresponding contribution of Rupp [57] in the meantime, recently Hettich, Jongen and Stein extended that classification from finite to semi-infinite optimization admitting now infinitely many inequality constraints. They arrived at eight generic types (cf. [20] ).
We remark and later on remember the fact that these generic classifications can moreover be extended to the nondifferentiable case with the objective function being of maximum-type f .s; x/ = max k∈K v k .s; x/ [39] . Besides the typical argumentation with perturbations the main idea consists in an interpretation of this nondifferentiable problem in Ê n as a differentiable problem in Ê n+1 . This idea is worked out in [64, 65] . Now, we take these investigations over into the infinite-dimensional context of optimal control theory. We study the behaviour of a problem in such a variational setting locally around, for example, a local minimum trajectory x = x u and maybe close to a locally minimal control variable u = u. However, we are interested in the larger entity of generalized critical trajectories (embedding). These are motivated and induced by the intimate relation between optimal control and optimization that is founded in the flow coming from the controlling differential equation. Taking account of this relation and a careful topological reasoning, the author extended Guddat's and Jongen's topological concept of structural stability of an optimization problem [18, 37, 64 ], namely of its lower level sets with respect to small data perturbations, into optimal control theory (cf. [66] ). Moreover, in the case of compactness of the feasible set, it turned out that this condition can again essentially be characterized by means of both a Mangasarian-Fromovitz type condition (cf. [49] , see also [17] ) on the feasible set, and a condition of strong stability (in the sense of Kojima; cf. [43, 44] ), on the KuhnTucker trajectories. Hereby we have for a moment ignored the aspect of optimality with respect to the control variable, which shall soon also be reflected (Remark 2). Those trajectories are the most important generalized critical trajectories. We can again introduce eight generic types of generalized critical trajectories and study the behaviour of the optimal control problem around each of these trajectories. For this purpose we locally represent the problem by an easy one which is called its normal form. Such a normal form might be achieved by a canonical change of local coordinates and it exhibits the characteristics of the problem at a generalized critical trajectory. Hence, it supports both a better geometrical understanding and the numerical efforts in treating the control problem.
We remark that in the past it had been conjectured, for example, by Malanowski [47] , that there is a relation between semi-infinite optimization and optimal control theory with respect to the problems' structures and qualities. This paper is a small contribution on this behalf and on to a better understanding in the qualitative theory of optimal control [45] .
Let .k ∈ {1; : : : ; w − 1}/.
Because of the underlying infinite dimension of the state variables and of the control variables as well, problems of the form above are of infinite nature. Looking at their structure and their stability behaviour these problems and related ones were investigated in [66] . These infinite problems do also possess a semi-infinite character coming from the maybe infinite number of inequality constraints either at each time t ∈ [a; b] or being a boundary value condition. We might call the problems È u ËÁ .s/ semi-infinite optimal control problems, symbolically: ËÁ. Whenever both setvalued mappings Y j .·/ . j ∈ {1; 2}/ are pointwise of finite cardinality, then we call our optimal control problems finite. This special case is symbolically indicated by and È u .s/. For Y j .·/ ( j ∈ {1; 2}) we demand upper semi-continuity [33, 64] , and compactness of all values in Ê p whose two sets of unions of all of them, respectively, are also supposed to be disjoint. According to [20] , in the parametric case we call this condition Assumption 1.
Let us in particular think that pointwise these index sets are feasible sets in the sense of finite optimization, hence they are of the form where A j ; B j are analogous to I; J , respectively, with cardinalities | A j |; |B j | < ∞: We comprise all the defining functions which define the constraints on y, due to both j = 1 and j = 2 and due to the different sets where these functions are defined on. Namely, therefore we introduce the notation H.·/; G.·/. For these vectors of functions, which shall also be of class C 3 , the part on upper semi-continuity in Assumption 1 holds generically (see [33, 64] ). We consider them together with the other functions which define the optimal control problem, and now we precisely call the problem for the parameter s ∈ [a; b]: Here Z would also be supposed to have the form ) only remark that one can on the one hand separately study normal forms of the differentiable objective function(al)s being involved. On the other hand one can also use the transformation of such an objective function from optimization into an easier nondifferentiable normal form, which was with the help of singularity theory presented by Jongen and Pallaschke [32] . REMARK 2. In [66] a survey on three approaches to the structure of optimal control problems is given, where the latter are easier than È u ËÁ .s/. Namely, all the equality constraints are of boundary type, there are no boundary conditions of inequality type, and only finitely many of the inequality constraints for all t ∈ [a; b]. However, the minimization jointly refers to .x; u/. Then, under generic assumptions the problems' structure can on the one hand be expressed by finite optimization problems in u and semi-infinite problems in x. With the minimizing in u which is based on the minimum principle, we have the opportunity to take account of the goal of optimality in u, jointly with x. On the other hand, hereby a certain further auxiliary flow structure is utilized in order to reflect the infinite dimensionality of optimal control. Those semi-infinite problems are defined by means of inserting control variables of the form u 0 ∨ .s; t; ·/. Referring to these, the explanations of this paper hold, too. Moreover, one can also work out this paper such that u.s; ·/ becomes treated as the implicitly defined function u 0 ∨ .s; ·/. Then it is no longer a part of the list of given functional data. However, the technicalities would rapidly rise.
Finally, we remark that our problems È u ËÁ .s/ can be considered as pieces within the piecewise structure that generically appears for those easier problems from [66] . Hereby, the control variables are allowed to be piecewise differentiable.
Indeed, the first step of our investigation is to trace the optimal control problem back to an optimization problem or, in other words, to a one parameter family of equivalent optimization problems. This is possible because of the parametrized flow 8 u .s; ·/ due to our time-dependent differential equation (a system due to the parameter s) under a suitable integrability (controllability) assumption (cf. [2, 66] ).
Namely, we make the following assumption. 
ASSUMPTION 2 (LB
; for`∈ {|B 1 | + 3; : : : ; 
We state that f u ; H u ; G u ; H u ; G u are three times continuously differentiable.
For each s ∈ [Þ; þ] we use the notation u = u.s; t/, we take account of the 
x f / we denote the row-vector of first or the matrix of second derivatives of f ∈ C 2 .Å ; Ê/; Å ⊆ Ê k , respectively (or, due to the variable x). In the case f ∈ .C 
ËÁ .s; t/:
We introduce the generalized critical point sets and the generalized critical trajectory sets as follows:
The generalized critical points and generalized critical trajectories need not to be feasible. However, feasibility is one property which we demand for the subsequent important and large class of generalized critical points and generalized critical trajectories. In analogy with the corresponding sets due to "generalized criticality" we introduce the Kuhn-Tucker point sets and the Kuhn-Tucker trajectory sets,
DEFINITION 2. Let a parameter value
respectively. We note that each Kuhn-Tucker trajectory x is feasible, that is, x ∈ M u s with the corresponding s.
From the numerical point of view we shall discuss the underlying geometrical structure of these critical sets on which pathfollowing techniques with jumps (see [1, 19, 57] ) from optimization may be applied with respect to finitely many times or equivalently, because of the equivalence of our optimization problems, to one time t. For more underlying theory in parametric optimization see [7] and, from the viewpoint of (structural) stability, [34] .
Taking account of the flows and our definitions, the six items which are given in the sequel follow after a little thought.
As 
q be locally optimal, that is, a local minimum with respect to a topology to be precisely stated later, for the following problem of optimal control È ËÁ .s/ .s ∈ [Þ; þ] being given/ in which u, jointly with x, is in competition, too. Then x is locally optimal, that is, a local minimum, for È u ËÁ .s/ with the given control variable u.s; ·/. Moreover, provided that for the feasible set the subsequently introduced constraint qualification (the extended Mangasarian-Fromovitz constraint qualification) holds, we learn from optimization (see [21, 36] ) that x is a Kuhn-Tucker trajectory and, hence, a generalized critical trajectory. As our item 5 we state now that the extended linear independence constraint qualification is a stronger condition than the extended Mangasarian-Fromovitz constraint qualification. For further investigations of these and for the following conditions in the context of optimization we refer to [33, 40, 41, 64] .
The conditions which are introduced next, contribute to the notions given in the Definitions 1 and 2. .iii/ Let .y; ¾/ ∈ Y j .s; t; x; u/ be a critical point with Lagrange multipliers
0 .s; t; x; u; .y; ¾ ///. We define the Lagrange functionÄ Of course, the notions "(nondegenerate) critical", "(nondegenerate) Kuhn-Tucker" and "(nondegenerate) local minimal", as given above for j = 1, can also be introduced for problems P Í ;u .s; t/, and hence È u ËÁ .s/. Therefore they also lead us to the notions of a (nondegenerate) critical trajectory, and, in particular, of a nondegenerate KuhnTucker trajectory and of a nondegenerate local minimum trajectory. Note, that for a point or a trajectory being critical is a weaker condition than being "Kuhn-Tucker", but a stronger condition than being "generalized critical".
Our stability and genericity investigations in spaces of functions are based on the following topologies. The topology .C 
Note, that in the case Å j0 = [Þ; þ] × [a; b] we may equivalently concentrate on all constant controlling ž, while in the case Å j0 = Ê`the variability of ž.!/ allows us to take asymptotic effects into account when |!| goes to infinity.
Generic types, main results
Following the general presentation in [20] let us now give a short introduction of the eight types of generalized critical points x ∈ M u s;t .s ∈ [Þ; þ]; t ∈ [a; b]/ which may later be called "generic" corresponding to the generalized critical points. They have in common that their degeneracy at the upper or at the lower stage, if ever such a degeneracy is allowed, is as slight as possible. Examples will be given in the next section with the normal forms there.
From Assumption 1 and with a continuity argument it follows that the set-valued mapping Y 1 .s; t; x; u/ Y 2 .s; t; x; u/ is upper semi-continuous and has compact values. This condition may be our Assumption 1 here.
We distinguish three groups of generalized critical points.
Group I (Types 1-5).
At x/ ∈ Í ;`∈ {1; : : : ; Ä j }; j ∈ {1; 2}/. Then we introduce the types 1-5 for the generalized critical point of our given semi-infinite optimization problem referring to the following finite optimization problem. Locally, in Í , both problems are equivalent. We consider the functions
.g Í ;u 1;`/`∈ {1;:::;Ä1} ; .g Í ;u 2;`/`∈ {1;:::;Ä2} / and the finite problem P Í ;u .s; t/ := P Í . s; t; x/ ≥ 0 .`∈ {1; : : : ; Ä j }; j ∈ {1; 2}/}:
Moreover, because of the equations (cf. [64] )
s; t; x/ .k ∈ {1; 2}/ we may for the (locally defined) finite and for the semi-infinite problem refer to the same multipliers due to a generalized critical point (or due to a Kuhn-Tucker point, as Lagrange multipliers). These were introduced in the Definitions 1 (a) and 2 (a) and may for the inequality constraints now also be called ¼ j := ¼ k;`. j =`∈ {1; : : : ; Ä 1 }, if k = 1; j = Ä 1 +`;`∈ {1; : : : ; Ä 2 }, if k = 2/.
For the locally defined Lagrange function of the problem P Í ;u .s; t/ we write
A precise definition of these five types is given in [29, 30] referring to transversality theory (cf. also [22, 28, 62, 69] ). Here we may give a rough description essentially pointing out for the types 2-5 the difference with type 1. The third order derivatives which we shall demand for the optimization problem, are only motivated by type 3. For those types which belong to the groups II or III the Reduction-Ansatz is violated. Let us indicate the characteristic features of these types.
Group II (Type 6)
.a/ At all points .y; ¾/ ∈ Y Note that here the particular degeneracy on the lower stage is known from type 2 on the upper stage. A precise characterization of a point of type 6, essentially by means of transversality conditions, is given in [20] . The types 7, 8 of the following last group are in detail studied in [35] .
Group III (Types 7, 8)
. We say that a generalized critical trajectory x is of one of the types 1-8 if for some time t ∈ [a; b] the point x = x.t/ is a generalized critical point of the corresponding optimization problem. Moreover, we state the following item which can be proved as the related items 1-6 from Section 2. Namely, a generalized critical (or Kuhn-Tucker) trajectory of one of the types 1-8 does exclusively contain generalized critical (or Kuhn-Tucker) points precisely of this type.
Having turned from optimal control to optimization, for the moment we disregard the fact that we generated our optimization problem from the given optimal control problem in the way given by (1a), (1b). In particular, u becomes suppressed. Furthermore, let us denote the variable t ∈ [a; b] which we shall keep fixed, as an index, for example, writing f t .s; x/ := f .s; t; x/. However, we look at the optimization problem as another topological object of interest. So we let the C 3 -functions defining the optimization problem vary such that we get the class of three times continuously differentiable semi-infinite optimization problems of given form and dimensions. Up to Assumption 1, now, we ask due to all these problems whether each of their generalized critical points is of one of the eight types. 
A related set of data of our optimal control problems will be given below. [64, 65] . Indeed, in [64, 65] because of the special form of a max-type objective function there is an invariant part played by its level parameter. Here, however, the auxiliary time variable ¾ is treated as an invariant of the defining functions on the lower stage. [22, 23, 28] . Now, the question raises to what an extent this result can be formulated due the varying functional data which define our optimal control problems. At first we write referring to the different sets, that is, Euclidean spaces or full rectangles, where our (functional) data are defined on:
THEOREM 1 (Genericity Theorem A). For each t ∈ [a; b] there exists a C
ÍË Ä := .: : : ;ĥ ; j ∈ {1; 2}; being defined due to . H ; G; u/; and Assumption 2 holds for .F; u/ .with a suitable
Next we note that the function which represents the generating the (functional) optimization problems' data from the (functional) optimal control problems' data is continuous (cf. (1a), (1b) ). Let us denote this flow projective generating by . As a reflection on the constant state functions x called the steady states, where F = 0, and on .t; u/-independent optimization data shows, this function is surjective. However, is not injective. Namely, for example, adding on L of a function`.t/ which does not depend on .x; u/ but which is symmetric with respect to the point t = t/ dt = 0. In this sense it preserves the generated optimization problem. Now, Theorem 1 and the properties of imply that the class of optimal control problems whose generalized critical trajectories exclusively belong to the types 1-8, is C Moreover, whenever our optimization problem for t = a, being generated by an optimal control problem, becomes slightly perturbed, namely in the C S precisely refers to the functional data .F; u/. In fact, the latter problem may be made arbitrarily C 3 S -close to the unperturbed optimal control problem. Compared with the causal and constructive generating this calculation refers to the opposite direction of thinking. We may call it reconstruction. Here for the generating perturbation of the optimal control problem we do not even need to change the functional data .F; u/. Let us call the perturbing additional functions of the optimization problem ..C Now, we focus our attention on those mixed variations which are chosen by demands of transversality [20, 30] , that is, which guarantee the trajectories belonging to type 1-8 and, hence, cause the desired .C REMARK 4. In Section 1 we indicated some directions in which our problem model can be extended such that the corresponding versions of the Theorems 1 and 2 remain true. We emphasize, in particular, that both genericity theorems remain true in the nondifferentiable case of objective functionals being of maximum type.
A comparison of Theorems 1, 2 shows the qualitative difference between optimization and optimal control, consisting in Assumption 2 which guarantees integrability (controllability). In further research the author will analyze this "gap" by means of describing the part played by the topology of the flow, that is, of the homological structure [27, 61] of its phase portrait.
In Figure 1 the sets 6 gc .t/; 6 K T .t/ are illustrated locally in the neighbourhood of a point of type 1-5, respectively (cf. [20, 30] ). We note that the figures due to the types 2-5 do also give an imagination of the critical sets due to the problems of the lower stage, of minimizing the inequality constraint on its index manifold, corresponding to the types 6-8, respectively.
This illustration refers to a given parameter t. For two different parameter values For example, it may be that there is a whole trajectory of generalized critical points of type 2 over all t ∈ [a; b] which is caused by a single boundary effect belonging to the state constraint at one particular time t 0 or to a constraint of (time-)boundary value form.
Whenever we discuss the equivalent optimization problems at a parameter s, we may in the sequel refer to a fixed time t, for example, to t = a or to any time t ∈ [a; b], with its corresponding problems being P u ËÁ .s; t / .s ∈ [Þ; þ]/. We may sometimes for simplicity also suppress the notation of the t-dependence. Because of the flows 8 u .s; ·/ our analytical and numerical expositions can be regarded as simultaneous (independent) with respect to t ∈ [a; b]. Correspondingly, the local critical curves and half curves in Ê n+1 which we shall look at for one time t, are embedded in local critical planes or half planes in Ê n+2 being due to all times t. The latter sets may be called leaves which can also be creased or pieced (see Figure 1) . We emphasize that such a leaf = u gc in particular depends on u, and that it in a pointwise sense represents the set 6 gc containing the subset 6 K T as one or several "pieces".
Let us now study easy examples of normal forms of optimal control problems in the neighbourhood of our typical generalized critical points. Hereby we refer to integral functionals whose integrands do also depend on the derivativeẋ. Of course,ẋ can formally be eliminated by substituting it with the right hand side of the differential equation. The power functions of the integrands will up to the factor −1 turn out to be "normal forms" AE (at time t) of objective functions in optimization. Now, as the differential equation is suitably chosen, the integral functional can be expressed as half the normal form in the sense of optimization, 1 2 AE evaluated at x := x.a/. NOTE 2. Any other differential equation which fulfills Assumption 2, in particular all linear(ized) differential equations, could be chosen, too. As an example, we might [22] For a suitable qualitative theory of nonlinear differential equations, their normal forms, which can be used in the x-space Ê n or in the .t; x/-space Ê n+1 and for their structural frontiers, we refer to the different approaches in [2, 25] .
Until now, we have used the notion of a normal form in the meaning of an easy example of the objective function(al) or of the whole problems, parametrized by s. In the case of several types the objective functions and the constraints of the optimization problem at time a, which is equivalent with the given optimal control problem, constitute a "normal form" in the sense of the following proper meaning.
The 
This coordinate transformation preserves the special role of the parameter s . Moreover, it is canonical for each fixed value s 1 of s. We call ' t a canonical coordinate transformation (see [36] ). In particular, we see from (6) that the characteristic corresponding with the specific ±-distribution (local minimum, saddlepoint, local maximum) of a nondegenerate critical trajectory remains constant for small perturbations of the parameter. For a motivation and a proof of (6) (parametric Morse Lemma) by means of a suitable canonical coordinate transformation we refer to [36] (see also [55] and, for example, [6] ). In that survey article, [36] , a singularity theoretical approach to parametric optimization is also given. We note that the part of Figure 1 which is due to type 1 is essentially based on the implicit function theorem. 
In the case of a local minimum of type 2 such a normal form has been suggested by Alina Ruiz (see [38] Let us give a description of a characteristic problems' behaviour around .s; x/. As s increases, on the one hand a local minimum proceeds from the (maybe relative) interior, hits the (maybe relative) boundary, and remains on it (see Figure 2) . Such a branch of the critical set can be reflected as being due to that problem where the inequality constraint with vanishing Lagrange multiplier is deleted (cf. [30, 38] ).
On the other hand, with increasing values of s a local minimum on the boundary, being also due to treating the "critical" inequality with vanishing Lagrange multiplier as an equality constraint, disappears when it arrives at the point .s; x/ = .0; 0/ (see Figure 3 ). For the fixed time t we start minimizing f u .·; t; ·/ over M u 0;t at x by means of a descent procedure. If M u 0;t is compact this guarantees that we reach another branch of 6 gc .t/, since the disappearing local minimum cannot be a global one (cf. Figure 4) . The descent at x is possible since a cone of directions of descent is available. 
This normal form which is correspondingly illustrated in Figure 5 , gives rise to call x a quadratic turning trajectory or a fold trajectory (codimension 1 
with v being a direction of cubic descent, there is the possibility to jump to another branch of local minima. This can be done in the case of compactness of the feasible set M u 0;t by means of a descent procedure for s = s, starting at the point .s; x/ (see Figure 5 ; cf. [38] ).
Type 4.
By means of a canonical coordinate transformation this case could essentially be reduced to the case of one (in)equality constraint. In this sense we have as a first easy example, in dimension n = 2 with one equality constraint, the following normal form. It actually fulfills the transversality conditions which characterize type 4 (cf. [38] ). Namely,
x (remember Note 2);
For the case of general n ≥ 2, for a local minimum trajectory x = 0 at the parameter s = 0, and of one inequality constraint, we state the two possible cases 4.I and 4.II. We note that the structure of problems in dimension n is already implied in problems of low dimensions. This possibility of reducing the dimension is known in the research of structural stability (cf. [37, 64] ). Namely, we have Figure 7 shows us that in this case a jump to another branch of local minima cannot be expected (see also [38] ).
Type 5.
By means of a careful study of the detailed introduction of type 5 in [30] , with a suitable choice of the multipliers in the following characteristic equations (with renumbered inequalities): each of them emanating at .s; x/ or ending at .s; x/ for increasing s (see [30, 38] ).
Case 5.I.
The Mangasarian-Fromovitz constraint qualification is satisfied at x. Then precisely one of the emanating (half) curves consists of local minima. Hence we can proceed with tracing local minima (pathfollowing).
Case 5.II.
The Mangasarian-Fromovitz constraint qualification is violated at x. Then the actual component of the feasible set becomes empty. Whenever a branch of local minima stops at .s; x/, a simple jump to another branch of local minima cannot be performed.
The cases 5.I and 5.II are illustrated in Figure 8 .
Types 6-8.
Here, the degeneracy is always caused at a problem of the lower stage. Hence, easy examples can be given, at first referring there to problems from finite optimization which are in "normal form". Then we refer to problems of the upper stage which transversally fit to these. However, let us only give an example of a generalized critical trajectory x = 0 of type 6 at s = 0. Here we evaluate the corresponding example in semi-infinite optimization from [20] Here, our inequality constraint on x may by means of the flow be induced from an inequality constraint of boundary value form. The description of M u 0;t and 6 gc .t / near x = 0 given in Figure 9 can be realized by deleting the inequality constraint of the lower stage (see x s d ), or by treating this constraint as an equality (see x s e ; cf. also type 2 and see [20] ), respectively. We note that in this example the branch of local minima, say of local minimum trajectories, consists of a single element.
Detailed information on the types 7, 8 is given in [35] .
For all stated problems in normal form we remark that one can turn from the state constraints at time t = a to any time t ∈ [a; b] by means of the flow. Here for example, in the case of our special differential equations, we substitute x j .a/ = −2.b − a/x j .t/=.t + a − 2b/, for all the coordinates j which are involved in the integrand.
Concluding remark
In Section 1 we also indicated the concept of structural stability of our optimal control problem. Whenever the latter problem is equivalent to a finite optimization problem with compact feasible set, maybe after applying the Reduction-Ansatz, we can characterize the structural stability essentially by means of the (extended) Mangasarian-Fromovitz constraint qualification and of strong stability, meaning the continuous dependence of the Kuhn-Tucker points on the functional data. This fact underlines the importance of the extended Mangasarian-Fromovitz constraint qualification condition which also plays a part in our classification by means of eight generic types. In particular we see that the extremal set of the original problem (or at the lower stage, respectively) may become empty at a generalized critical trajectory of type 5 (or 8, respectively). From Figure 1 we also conclude that generalized critical points and trajectories of types 2-5 do not need to be strongly stable. However, at a strongly stable generalized critical point or trajectory, more than one Lagrange multiplier ¼ j or more than one eigenvalue ¦`of the Hessian matrix of the Lagrangian on the tangent space may vanish. We note that strong stability is a weaker condition than nondegeneracy.
The condition of structural stability is numerically reasonable, for example, descent is preserved under perturbation. But the study of structural stability does moreover give geometrical insights into the problems' behaviour (cf. [37, 64] ). Its characterization can be extended to max-type functions, but it becomes more difficult in the case of semi-infinite models and in the case of noncompact feasible sets. The same can be stated for our generic classification.
In [66] and in this article we had to look at subsets of the entire space of the problems' defining functions, for example, by means of an integrability assumption. From physicists who are concerned with structural stability we learn that such restrictions of the whole space can be very natural and practical. For an interesting exposition of this fact in the context of structural formation and renormalization techniques we refer to [9, 10] . In our context, maybe nonstandard analysis [24] will in future turn out to give helpful explanations [63] . From the viewpoint of both optimization and structural formation, the articles [13, 14, 16] give more information and motivation.
Some directions of further research have already been pointed out in the last sections. Additionally, we recognize the interest in a comparison of this research with the classical conditions and numerical (for example, "shooting") methods in optimal control theory as studied in, for example, [4, 5, 42, 46, 48, 50, 51, 52, 53, 54, 56, 71] . Moreover, besides our approach with generalized critical points and their branches, the Newton flows stand for another concept from optimization (see [11, 12, 28, 31] ; cf. also [3, 15, 26] for related research). These flows may more and more become a helpful tool ( [45] ), also in optimal control theory.
We conclude referring to further different investigations on Newton's method by Smale, Yomdin and others, for example, [58, 59, 60, 70] ; and with the following reflection on the relation between optimal control theory and optimization.
In this article we traced back an optimal control problem to an optimization problem. The reverse direction could also be very interesting, namely to decouple the constraints of an optimiztion problem close to a maybe degenerate (generalized) critical point, by means of distributing these constraints together with the objective function to different times t with the help of a suitable flow. This could lead to a "desingularized" family of optimization problems which constitute an optimal control problem, or a discretization of such a problem, to be studied.
