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Cyclic motor proteins are responsible for energy conversion processes inside the cell.
Their dynamical behaviour can be described theoretically in terms of over-damped
Brownian motion on a tilted periodic free-energy potential landscape. The periodic
potential reflects the cyclic behaviour of the proteins and the tilt an external force
driving the system out of thermal equilibrium. This theoretical description requires
a priori knowledge of the free-energy landscape. However, the free-energy landscape
of a particular protein is often not known.
In this thesis we develop a novel way to take advantage of the increasing avail-
ability of data from single molecule experiments to construct free-energy landscapes.
The method uses the individual stochastic trajectories measured in single molecule
experiments to compute the steady-state probability distribution. Then by exploiting
the periodicity, we can express the Smoluchowski equation (describing over-damped
Brownian motion) in the Fourier space (k-space) and invert it to reconstruct the
free-energy landscape.
We prove the validity of the reconstruction method by presenting numerical ex-
amples for a range of one-dimensional model potentials. The method is shown to be
robust for common experimental uncertainty and partial knowledge of parameters.
The key advantages of the method over previous similar approaches are its ease of
implementation and accuracy for both deep and shallow well regimes.
Our method is also easily extended to higher dimensional systems as it does not
rely on a closed solution of the Smoluchowski equation.
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This is important as energy conversion in motor proteins requires the considera-
tion of at least two degrees of freedom (usually one chemical and one mechanical).
We show that if both degrees of freedom of the stochastic trajectories are measured
then our method provides a reliable method of construct 2D landscapes.
In single molecule experiments it is usually only the mechanical degree of freedom
that is measured in single molecule experiments. We therefore investigate under what
circumstances a two-dimensional landscape can be inferred from measurements in
only one dimension. We also determine a method for identifying the presence of
energy coupling from information in only one degree of freedom.
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Θ Thermal energy kbT = 9.83× 10−22cal
Dimensionless parameters
x/L Position scaled by natural period L
of the system (in nm or rotation angle)
V (r)/Θ Free-energy landscape potential scaled by
thermal energy of the system Θ
L2P (x, y) Steady-state probability distribution
normalized over one period (1D case LP (x))
LF/Θ Applied external force scaled by natural
force at the nanoscale Θ/L ∼ 10pN
τΘ/γL2 Time duration of single molecule
trajectory scaled by natural
time scale of the system
γL2fs/Θ Sampling frequency of single molecule
trajectory scaled by natural time scale
of the system
γL〈v〉/Θ Drift scaled by natural force Θ/L
and viscous drag γ in the system
Chapter 1
Introduction
1.1 Cyclic motor proteins
Motor proteins are biological macromolecules present in living cells that use chemical
energy to perform specific tasks, including producing mechanical work. The work
done by these molecules is used inside a cell to regulate many metabolic functions.
The majority of these molecular motors operate in a cyclic way, such that, after per-
forming a certain number of steps, the motor returns to its initial state [1]. There are
a vast array of motor proteins performing different mechano-chemical tasks, including
intracellular transport, cell motility and growth, muscle contraction, transcription of
gene information and synthesis/degradation of biomolecules for energy-storage. All
these motors share certain properties that suggest we can study them by means of a
general bio-physical framework. Due to the importance of their functions for life, mo-
tor proteins attract a great deal of research in biology, chemistry and physics. They
are also of interest as example of non-equilibrium physical systems. A quantitative
theoretical description of motor proteins is thus of scientific importance.
Motor proteins can be characterised into a number of groups based on their func-
tionality. Into the group of intracellular transport motor proteins, we can find motors
such as kinesins, dyneins and myosins [1, 2]. The cell motility and growth motors
include, bacterial flagellum [3]. The proteins corresponding to synthesis/degradation
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of biomolecules include F:ATPases, V:ATPases [4], RNA/DNA transcriptases [5, 6].
For more details see Ref. [7]. We can identify two types of motor proteins according
to their source of energy. They can either use energetic molecules such as AT-
P/GTP1 and hydrolyse these nucleotides in order to use stored chemical energy or
electrochemical gradients across membranes to perform work [1,7]. In both cases, in
order to achieve mechanical work, motor proteins undergo chemical conformational
changes that eventually lead to motion, see Figure 1.1.
Figure 1.1: Schematic representation of a two-state intracellular transport motor
protein and its work cycle (4 cycles pictured, adapted from Ref. [2]).
The specific mechanisms by which motor proteins operate are diverse, but are
dictated by general physical properties [1]. In particular, due to their size, the oper-
ation of motor proteins is subject to large thermal fluctuations and, in addition, they
have negligible inertia. They also operate out of equilibrium and in some cases very
far from equilibrium [8]. The surrounding intracellular conditions modulate their op-
eration, based on local gradients of chemical species (ATP), ions concentration (pH)
1The most common nucleotides for energy storage are ATP Adenosine Triphosphate and GTP
Guanasine Triphosphate. By breaking the third phosphate covalent bond in these molecules, an
energy of 31kJ/mol is released. Further details on the biochemistry of these motors can be found
in Ref. [7].
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or external forces [9, 10]. In this chapter, we briefly review the main experimental
techniques and theoretical methods used to study motor proteins.
1.2 Experimental studies of motor proteins
Due to the natural scale of motor proteins there are two main ways to experimen-
tally study their dynamics: through their collective behaviour or by the dynamical
behaviour of single molecules. The second method is of particular relevance for the
present work. It is the individual molecule studies that enable the measurement of
the fluctuating behaviour of protein dynamics. This behaviour can then be directly
linked to the operational mechanism of the motors.
In recent years single molecule experimental techniques have become more and
more advanced, making them a key method for the study of motor proteins [1,
3, 3, 4, 5, 6, 11, 12, 13]. They enable the quantification of key properties of motor
proteins. These include metastable-state dwell time, drift velocity, diffusion con-
stants [3, 14, 15, 16], processivity and step size [17], efficiency and force/torque gen-
eration [14]. The experimental data from single molecule experiments is usually
presented as a stochastic time series that captures the mechanical evolution of the
system over time. This is data is collected by attaching probe particles and or bead
particles (particles attached to the motors that allow to observe them through dif-
ferent mediums, such as fluorescence, electrostatic interaction) to the motor proteins
which enable experimentalists to interact with the motor by means of optical tweez-
ers, magnetic traps and atomic force microscopes [4,5,15]. Figure 1.2 shows examples
of these trajectories for different systems.
This experimental data has been used to build phenomenological models of par-
ticular motors [18, 19, 20]. However, a generally accepted first-principles theory of
cyclic motor proteins is still under development [21].
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(a) (b)
Figure 1.2: Examples of stochastic trajectories for different motor proteins with (a)
accumulated rotations of a F1-ATPase motor and (b) folding/unfolding extension of
a DNA polymer. Examples taken from references [4, 6] respectively.
1.3 Free-energy landscape theory of motor pro-
teins
Brownian motion on a free-energy potential landscape is regarded by many re-
searchers as the correct framework for describing motor proteins [4, 5, 22, 23, 24,
25, 26, 27]. From this description it is possible to derive many physical proper-
ties of the system, such as: transition rates, diffusion constants, transition states
and transition pathways. These quantities can be directly compared with experi-
ments [3, 14, 15, 16, 17]. The free-energy landscape is a mapping of all possible con-
formations of the motor protein (constituting molecules), the spatial positions it and
interacting molecules in the system with the corresponding energy levels associated
with these configurations and positions.
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1.3.1 Brownian motion
The free-energy landscape framework is based on the underlying concept of Brownian
motion. The original Brownian system was a pollen particle moving in water [28].
The position of the pollen particle evolves in a random or stochastic trajectory. This
stochastic motion is due to random fast collisions of the water molecules with the
pollen particle leading to the observed trajectory of the larger Brownian particle, see
Figure 1.3. In this system the time scale of the water molecules occurs at the natural
time scale of microscopic events τmicro. The water molecules collide randomly with the
larger pollen particle which moves slowly compared to the individual water molecules.
The time scale of the resulting motion for the pollen particle τmeso is in between
the microscopic collision time (τmicro ' 10−12s) and macroscopic relaxation time
(τmacro ' mins-hrs). Rather than follow the path of each individual water molecule,
a common strategy is to model the dynamics of the pollen particle by averaging over
the fast degrees of freedom of the water molecules (fast molecular collisions) which
rapidly reach thermal equilibrium. It is then possible to describe only the effective
dynamical behaviour of the slower pollen particle degrees of freedom. This results in
the stochastic behaviour that occurs at the τmeso scale (see Figure 1.3(b)).
A number of physical systems exist which have a similar time scale separation,
and the dynamics of these systems are collectively referred to as Brownian motion.
More generally, external forces from an energy potential can also act on the slow
degrees of freedom, guiding and directing the stochastic behaviour. In this situation
the evolution of the physical system can be described by Brownian motion on a
free-energy potential landscape.
1.3.2 Potential landscapes
Brownian motion on a potential has been used as a description of chemical reac-
tions. In this case, the stochastic motion occurs along a chemical coordinate. This
picture has its roots in transition state theory [29] and Kramers rate theory [30, 31]
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(a) (b)
Figure 1.3: Schematic representation of Brownian motion of (a) a pollen particle
in water randomly colliding with molecules of water and (b) observed stochastic
trajectory of the pollen particle.
for chemical reactions. In this theory two stable chemical states, the reactant and
product states, are separated by an energy barrier located at the transition state
position. The transition from the reactant to the product requires overcoming the
high free-energy barrier (higher than the thermal energy of the bath) between them,
see Figure 1.4. Therefore, the correct model for this free-energy landscape is key
to properly quantify the dynamics and energetics observed for these systems. This
theory can be used in simple molecular reactions and for complex chemical species
such as organic molecules and biological proteins.
The motion of biological proteins is governed by this type of Brownian motion
in an energy potential. The potential landscape is dictated by the specific structure
of the protein. Some proteins have evolved such that they lower the energy bar-
rier present in the potential landscape2 and thus promote the progress of chemical
2This is known in chemistry as catalytic activity and in biology the proteins capable of this are
usually referred to as enzymes [7].
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(b)(a)
Figure 1.4: Schematic representation of a two-state chemical reaction along an energy
landscape, showing (a) the chemical states and barrier and (b) the time evolution of
the fluctuation of the system during the transition from reactant to product.
reactions that would otherwise be highly unlikely [7].
1.3.3 Reaction coordinates
Most chemical reaction systems are more complicated than the simple case pictured
in Figure 1.4. In many cases there are multiple degrees of freedom and a time scale
separation between these degrees of freedom. As the fast degrees of freedom reach
thermal equilibrium rapidly, we can project the high dimensional energy landscape
into one or two slowly evolving variables. Just as we did in the case of the pollen
particle. This requires special degrees of freedom called reaction coordinates. Iden-
tifying a reaction coordinate is not always straightforward but, once it is found, the
reaction dynamics of the system are determined by the free-energy and diffusion
along that coordinate.
The knowledge of the correct reaction coordinate provides fundamental insights
into the mechanism of a reaction. It also allows us to determine accurately the ac-
tivation energy of transition states. Nearly all early reaction rate theories invoked a
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reaction coordinate to obtain low-dimensional models with few parameters. Some of
these theories are the Transition State Theory [29,30,31], Classical Nucleation The-
ory [32,33] and Electron Transfer Theory [29,34,35]. The most usual way to find the
reaction coordinate is by means of minimum free-energy paths and recently by the
Transition Path Theory. Under this abstract representation, each stable state corre-
sponds to a well on the free-energy surface. The stable states are separated by energy
barriers and at these barriers we find the transition states. As an example, consider
a system with two chemical degrees of freedom{q1, q2}, as shown by Figure 1.5. In
Figure 1.5(a) we show the 2D landscape and the most likely transition path from
one well to another. This most likely transition path is identified as the reaction




Figure 1.5: Schematic representation of (a) a two chemical degree of freedom {q1, q2}
energy landscape with reaction path from reactant to product and (b) reaction co-
ordinate free-energy profile for the same process, where the other degrees of freedom
are tightly confined and rapidly decay to an equilibrium state.
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1.3.4 Discrete states
When the barrier separating the two states in Figure 1.5 is considerably higher
than the thermal energy, the continuous diffusion of the system spends most of its
time in the potential wells. Under such conditions, the system possesses metastable
states, where the time to transit over the energy barriers is much slower than the
dwell time at the state defined by the potential well. If we are in this regime, the
continuous dynamics of the system can be modelled by means of discrete probabilities
associated with occupation in the metastable states and jump rates between these
states [36,37,38]. The discrete probabilities of occupying certain states of the system
and the jump rates between states can be determined from the features of the free-
energy potential [37, 38]. The discrete description presents a considerable reduction
in complexity in the dynamics for systems with high barriers.
1.3.5 Tilted periodic landscape
Motor proteins conduct multiple consecutive reactions repeating the exact same in-
dividual reaction event [7]. During this process the motor protein behaves as an
enzyme, thus its total concentration is not affected during the reaction. On the
other hand each reaction cycle the concentration of reactants decrease as the prod-
ucts increase by the same ratio (see Figure 1.1). This behaviour can be represented by
extending the potential in Figure 1.5(b) into a periodic landscape, where the tilt rep-
resents out of equilibrium concentrations that promote the progress of the reaction,
see Figure 1.6. This consecutive reactivity represents a process out of equilibrium.
Brownian motion on periodic free energy landscapes has been used to successfully
describe cyclic motor proteins [12, 14,39,40,41].
1.3.6 Mechanochemical coupling
Motor proteins possess at least two degrees of freedom: usually one chemical and one
mechanical. This suggests that the free-energy landscape theory must be a function
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Figure 1.6: Tilted periodic potential representing multiple reaction events.
of these two coordinates [42,43,44]. The chemical cyclic behaviour in these proteins is
coupled to mechanical states. For example, in the case of kinesin motor proteins, the
motor moves along the cytoskeleton of the cell taking steps of 8nm between chemical
cycles. The distance between steps is dictated by the structure of the cytoskeleton [7]
as seen in Figure 1.1. In the case of the rotatory motor F1ATPase, this motor rotates
with angular steps of 120 degrees. This is dictated by the structure of the motor
itself which contains three active components (alpha structures) alternating with
three inactive components (beta structures) all six forming a circular arrangement.
This cyclic behaviour is taken into account by making the free-energy landscape
periodic in both degrees of freedom. When the motor protein is operating we are
in a non-equilibrium situation. This is introduced as a linear tilt on the landscape
and describes the forces that drive the system out of equilibrium. These forces can
be mechanical and or chemical creating a difference in energy between the potential
minima over a cycle. In the case of the chemical coordinate this tilt is proportional to
the ∆G (change in the Gibbs energy) [7], see Figure 1.7. This description constitutes
a continuous-continuous description of both the mechanical and chemical degrees of
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freedom. Under certain conditions this system can be reduced to a continuous-
discrete description [43], and this has been used by a number of authors to treat
the chemical degree of freedom as discrete and the mechanical as continuous [19,45].
However, we emphasize that the continuous-continuous description adopted in this
thesis is the more general approach.
Under very specific conditions the mechanical-chemical 2D landscape of the motor
protein can be further simplified to a one dimensional model. This requires a strong
coupling between the chemical and mechanical degrees of freedom, see Figure 1.7(b).
In this case a mechanical change in the system will correspond directly to a specific
chemical change and vice versa. Whether or not the motor protein can be represented
by a one dimensional free-energy is system specific as we will find in further chapters
of this work.
(a) (b)
Figure 1.7: Comparison of two possible 2D free-energy landscapes, where (a) the
Brownian motion over the potential is uncoupled and (b) the Brownian motion is
constrained to a tightly coupled path. The dot marks illustrate a time series of the
motor protein evolution.
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1.3.7 Energy coupling
When mechanochemical coupling occurs, it can be used to achieve energy transduc-
tion between the mechanical and chemical degrees of freedom [40, 42]. Consider a
system with a chemical reaction where products are more stable than reactants. Ac-
cording to thermodynamics, systems want to minimise free-energy. Therefore, the
natural trend of this particular system is to go from reactant to product. On the
other hand, a system performing mechanical work requires an energy input and unless
this is provided the systems natural state is not to do mechanical work. This implies
thermodynamically that the chemical reaction is a spontaneous process while per-
forming mechanical work is non-spontaneous. Motor proteins can couple these two
thermodynamic processes, such that the energy released by the favourable process
is used to trigger the non-favourable process (in the present case non-spontaneous
mechanical motion). Energy coupling has been observed in a number of motor pro-
teins. An example of this is the intracellular transport mediated by kinesins. Some
of these motors exhibit a remarkably high energy conversion [14].
Under the free-energy landscape framework, energy coupling can be regarded as
follows: The thermodynamically favourable process progresses downhill releasing en-
ergy, while the non-favourable progresses uphill. Figure 1.7(b) shows an example of a
2D landscape in this scenario. Note that the overall process must still progress down-
hill, as seen in Figure 1.8, where we show the energy landscape from Figure 1.7(b)
projected in the chemical coordinate (fixed mechanical state), mechanical coordinate
(fixed chemical state) and in the coupled coordinate. Note that the energy trans-
duction can also be achieved in the inverse direction for appropriately chosen forces,
in essence, when a non-spontaneous chemical reaction is coupled with a spontaneous
mechanical process. An example of this is the synthesis of ATP by the F1ATPase
rotatory motor. In Figure 1.9 we show a 2D landscape previously used to model
the F1ATPase motor [46]. This potential shows that the coupling can follow a non
trivial path.
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Figure 1.8: Scheme of how energy coupling is represented on a 2D landscape.
Figure 1.9: Proposed free-energy landscape potential for F1ATPase motor, adapted
from Ref. [46].
14 Ch 1. Introduction
1.3.8 Free-energy landscape reconstruction
The application of the landscape theory to a particular motor protein requires knowl-
edge of its free energy landscape. However, the free-energy landscape of most motor
proteins is not yet known. One option is to generate landscapes of the proteins via
molecular dynamics simulations [47, 48, 49, 50, 51, 52, 53, 54]. However, this is com-
putationally intensive, difficult to interpret and does not exploit the experimental
data from single molecule experiments. To overcome this, other methods that use
experimental trajectories to reconstruct the free-energy landscape have been pro-
posed [11, 21, 51]. Researchers have applied these methods to equilibrium trajecto-
ries [11] giving only partial reconstruction of the landscape. Other researchers have
addressed the non-equilibrium cases, for non-periodic systems [51]. Another method
considered the non-equilibrium periodic case, but was difficult to implement and only
works with one degree of freedom [21].
Since motor proteins exhibit cyclic behaviour, this suggests that their dynami-
cal equations can be written concisely in the Fourier space also known as k-space.
Therefore, in this thesis we ask, can we develop an improved reconstruction method
based on this? In addition, is this reconstruction method robust to the inevitable fi-
nite resolution in experimental data from single molecule trajectories? Finally, single
molecule experiments typically only track the mechanical degree of freedom. Given
that motor proteins are intrinsically two dimensional, what information can be in-
ferred from 1D measurements? Also are there signatures in the 1D data that can tell
us about the 2D landscape and energy coupling?
1.4 Thesis Outline
In this thesis we develop a method to reconstruct time independent non-equilibrium
free-energy potentials for periodic Brownian systems from experimental single molecule
data. The theoretical framework for this work is continuous over-damped Brownian
dynamics on a free-energy landscape. In Chapter 2 we present the fundamentals of
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continuous Brownian motion and the standard methods to model stochastic systems
via either Fokker-Planck equations for the probability density or stochastic differen-
tial equations. In this chapter we also review the methods that have been previously
used to analyse data available from the single molecule experiments. Chapter 3 is
devoted to presenting the key mathematical formalism for the inversion process that
reconstructs the free-energy landscape from the probability density in one dimen-
sional systems. In Chapter 4 we explore the robustness of the reconstruction method
to experimental uncertainty, using simulated data analogous to that derived from
single molecule experiments. In Chapter 5 the inversion formalism is extended to
higher dimensional systems and the implications of this are discussed. In Chapter 6
we explore what information is available about the full 2D system given measure-
ments of only one degree of freedom. Chapter 7 concludes the thesis.
1.4.1 Publications
This thesis has resulted in the publication of two manuscripts and one in preparation.
Chapter 3 corresponds to the manuscript: N. J. López-Alamilla, M. W. Jack, K. J.
Challis, Reconstructing free-energy landscapes for non equilibrium periodic potentials,
Phys. Rev. E, 97, 032419, (2018), [55]. Chapter 4 corresponds to the manuscript:
N. J. López-Alamilla, K. J. Challis, M. W. Jack, Analysing single molecule trajecto-
ries to reconstruct the free-energy landscape of cyclic motor proteins, J. Theor. Biol.,
462, 321–328, (2019), [56]. We are currently preparing a manuscript based on the




2.1 The molecular scale and stochastic forces
The main difference between macroscopic machines and microscopic machines such as
motor proteins is that, due to their size, the latter are susceptible to random thermal
forces [22]. These stochastic forces are of major importance for their operation. The
proper toolbox for describing these systems is the theory of random processes. In this
thesis we will use the formalism of continuous Brownian motion over a free-energy
potential landscape to model these microscopic systems.
There exist two equivalent descriptions for Brownian motion on a potential. The
first uses a continuous diffusion equation for the probability density of the system.
This is known as the Fokker-Planck equation description [22,23,57,58] and is useful
to study the time evolution of the probability density of the Brownian systems, in our
case motor proteins. The Fokker-Planck equation is used to represent the evolution
of the probability density of a motor protein in contact with a thermal bath with
which it is exchanging energy. For the case of motor proteins, this thermal bath is
due to the surrounding intracellular conditions. The second description is to use a
stochastic force equation for the position and velocity evolution over time. This is
known as a Langevin equation description [22, 23, 57], and allows us to model the
stochastic dynamics of individual motor proteins trajectories. These two descriptions
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have been proven to be equivalent [22,23]. It is also possible to study motor proteins
by discrete models using Master Equation [22, 38, 59, 60, 61, 62, 63, 64], however, this
has been shown to be a special case of the continuous models [38].
Since the main methods developed in this thesis are based on the Fokker-Planck
equation description, in Sections 2.2-2.3 we will first present this description and
in Section 2.3 explore some of the theoretical results that can be derived from it.
The Fokker-Planck formalism is used in Chapters 3, and 5 as the basis to derive
the method of reconstructing the energy landscape of the system. In Section 2.4
we present the Langevin equation description. In Section 2.5 we show methods for
pre-analysis of experimental data before it is used by the reconstruction method. In
Chapter 4 the Langevin equation is used to generate pseudo-experimental data mim-
icking the stochastic trajectories of single molecules experiments. In Section 2.6 we
present the differences between the deep and shallow wells regimes of free-energy po-
tentials. Each regime is better described by discrete and continuous models, respec-
tively. Finally, in Section 2.7 we briefly review the previous literature on free-energy
potential reconstruction methods.
2.2 The Smoluchowski equation
The Fokker-Planck equation can be derived from more accurate descriptions of large
ensembles of particles [23,65]. A particular and interesting case is when the Fokker-
Planck equation is derived from Boltzmann kinetic theory for two dilute gases, where
the masses of the two types of gas particles are quite different. This deduction is
relevant to develop the ideas behind the stochastic approximation, since it allows us
to connect the thermal energy of the medium kbT (kb being the Boltzmann constant
and T the temperature) and the friction, γ, with the collisions and exchange of
momentum and energy taking place between the two types of particles of the system
[23]. In the case of Brownian motion these two types of particles of different masses
are the molecules of the bath and the Brownian particles, respectively. The latter
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being of larger size and therefore moving on a slower time scale. The Fokker-Planck
equation is an equation for the evolution of the probability density function of the
slow degrees of freedom of the Brownian system.
Characteristic times. The probabilistic description of interest here describes
the slow kinetic processes (slow degrees of freedom). That is, degrees of freedom
which evolve on a scale time in between the microscopic and macroscopic: τmicro 
τmeso  τmacro, where each time scale corresponds to the following physical events:
• τmicro: Characteristic time of particles collisions and mean free paths.
• τmeso: Characteristic time of Brownian motion.
• τmacro: Characteristic time of changes in thermodynamic variables.
Considering a short time interval ∆t on the scale τmeso, there are still a consider-
able number of collisions with the molecules of the bath (fast degree of freedom).
Therefore, any memory between forces at different times on the mesoscopic scale
will be lost due to these frequent collisions. The basic idea for the Fokker-Planck
approach is to use a continuous diffusion-like description to model the system. This
is the description of the space-time evolution of the probability field. When the
system is in the over-damped regime, i.e., we can neglect any inertial effects, the
Fokker-Planck equation is referred to as the Smoluchowski equation (after Marian
Smoluchowski) [22,23].
Probability density function. The Smoluchowski equation approach treats
the position vector of the system as a random vector with its own distribution,
expressed in terms of the function P (r, t), called the probability density function.
This function allows us to calculate the probability for the system to be at a certain
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position in space-time. Then at a time t the probability to find the system in a
differential volume dr is
P (r, t)dr , (2.1)
which should be a normalized quantity over all space∫
P (r, t)dr = 1 . (2.2)
In the case of motor proteins the components of the vector r can refer to the me-
chanical state (position, orientation, extension), but also the chemical configuration
of the system (extent of reaction).
General Smoluchowski equation. The differential equation describing the












P (r, t)∇V (r)
]
. (2.3)
The first term corresponds to diffusion, while the second term is known as the drift
term, where V (r) is the external potential applied to the system and depends on the
state r of the system. The diffusion constant, D, can be determined through the




where γ is the viscous drag coefficient and T the temperature of the thermal bath.
This relation is important since D, γ and T are quantities that can be measured. In
general the diffusion constant can be different in each coordinate as a result of differ-
ent γ coefficients and temperatures [44]. Here we will only consider a homogeneous
temperature and a homogeneous γ in all coordinates.
Equation (2.3) can also be derived from the formal development of Markovian
stochastic processes1. This is a formal mathematical deduction that assumes the
1A Markovian process (after Andrey Markov) is a stochastic process with no memory such that
its evolution only depends on the present state of the system.
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memory-less nature previously stated of the forces due to the thermal bath [22, 23].
Another alternative derivation comes from the Linear Irreversible Thermodynam-
ics approach, where a linear relation between the thermodynamic fluxes and forces
(Onsager’s relations) is assumed [57,66,67,68].




= −∇ · J(r, t) , (2.5)
where we define the probability current as
J(r, t) = −D∇P (r, t)− 1
γ
P (r, t)∇V (r) . (2.6)
2.2.1 Macroscopic evolution equations
Equation (2.3) allows us to calculate a number of relevant system properties. For
example, the moments of the distribution can be determined as follows. The first
moment of the distribution corresponds to the evolution equation of the mean value of
the position, and the second moment corresponds to the evolution of the fluctuations
about the mean position.
Drift velocity. The first moment for the unidimensional case of Brownian mo-
tion, is defined as 〈r(t)〉 =
∫









P (r, t)dr . (2.7)
Using Eq. (2.3) and assuming that the probability current either vanishes at the









Equation (2.8) is the average velocity of an ensemble of stochastic trajectories of a
Brownian particle. The drift velocity is an observable quantity and can be measured
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directly in experiments. For example, the rotatory velocity of F1ATPase motor has
been measured in Refs. [12, 19,20].






















This equation allows us to evaluate the evolution of the fluctuations of the system. In
particular, in the case of free Brownian motion with constant in position diffusion,
〈r2(t)〉 is linearly proportional to time and will grow indefinitely. In the case of
Brownian motion in a harmonic potential or a confined space, the mean square
displacement will grow for short times and then tend to a maximum limiting value
at long times.























This equation allows us to evaluate the mean diffusion over time observed in the
system. For the case exposed here (temperature constant in time and position),
Eq. (2.10) takes into account the effects of the diffusion constant kbT/γ, the drift
velocity 〈v(t)〉 and the potential landscape.
2.2.2 Dimensionless parameters
In this thesis a set of dimensionless units is adopted as they present a more convenient
way to characterize the systems studied. The stochastic dynamics of motor proteins
and interactions with the cellular medium originated from the thermal energy of the
molecules kBT . This parameter naturally scales the dimensionless potential land-
scape, with energy in this order of magnitude. The period Li in the corresponding
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coordinate naturally scale the dynamic on its corresponding degree of freedom. Fi-
nally the viscous drag γ and diffusion constant kBT/γ scale the temporal dynamics
of the system. Therefore they are the natural way to present dimensionless times
and sampling frequencies for the single-trajectories. Using these dimensionless units
we reduce the number of parameters that need to be considered in the modelling in
subsequent chapters, see list of symbols in page xii.
2.3 Solutions of the Smoluchowski equation
Now we will examine key solution methods of the Smoluchowski equation for Brow-
nian motion in the presence of an external field. We consider both time independent
steady-state solutions and time dependent solutions. The concepts derived from
these solutions will be used throughout the following chapters.
The first case we study will be a potential that confines the motion of the system
in a specific region of space. A particular important case is a bistable potential
as it leads us to a way of calculating hopping rates across an energy barrier [31],
and these hopping rates can be naturally linked to the reaction rates in a chemical
reaction [69](as described in Section 1.3.2). Second, we will consider the case of a
tilted periodic potential, describing an out of equilibrium system which will provide
the basis for modelling motor proteins.
2.3.1 Steady-state solution in a confining potential
Let us start by studying Brownian motion in a confining potential V (r) in [rl, rr],
with lim
r→rl,rr
V (r) = ∞. We are interested in the time independent steady-state







= 0 . (2.11)
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Since at the boundaries [rl, rr] the probability density satisfies lim
r→rl,rr
P (r) = 0.
Solving for P (r) with this boundary condition we obtain
P (r) = 1
N
exp [−V (r)/kbT ] . (2.12)





dr e−V (r)/kbT . (2.13)
In Figure 2.1 we show the 1D double-well confining potential:
V (x) = A(x2 − xa)(Bx2 + xb)− Fx , (2.14)
and its associated steady-state probability density. The height of the observed peaks
in the distribution does not only depend on the energy level of the potential well,
but also on the energy barriers surrounding it. Thus, it is easier to escape from a
small energy barrier, leading to a small peak in the observed distribution. This type
of potential has been used to satisfactory model two-state motor proteins [2], ion
pumps [25] and polymers folding [5] controlled with optical tweezers [5].
2.3.2 Separable and non-separable potentials
We can classify multidimensional potentials, V (r), into two categories: separable










where the individual probabilities, Pj(rj), in each coordinate follow the Boltzmann
distribution. In the case when the potential is non-separable, i.e., it is not possible
to express it as the summation of independent terms in each coordinate, the poten-
tial contains intrinsic coupling terms. In this case we cannot obtain a probability
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(a) (b)
Figure 2.1: A confined double-well potential (a) and its corresponding steady-state
probability density (b). The potential is given by Eq. (2.14).
density expressed as the product of independent terms like Eq. (2.15). A similar sit-
uation also occurs with non-confining potentials. The differences between separable
and non-separable potentials will be important for the modelling of 2D free-energy
landscapes in Chapters 5- 6, where we show that separable potentials only represent
chemical reactions that do not produce mechanical work in contrast to non-separable.
2.3.3 Steady-state solution for tilted periodic potentials
The systems of interest in this thesis are those of cyclic motor proteins. The be-
haviour of this type of proteins can be modelled by a tilted periodic potential. Some
examples of this are kinesins [2, 27,70] and rotatory motors [4, 27,71].
We assume a potential of the form:
V (r) = V0(r)− F · r , (2.16)
where V0(r + L) = V0(r) defines the periodic part and F is an external constant
force. As ∇V (r) is periodic the steady-state solution of the Smoluchowski equation
is also periodic [23, 72,73].
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If F 6= 0 the system is out of equilibrium. The steady-state Smoluchowski equa-
tion can be written as ∇ · J(r) = 0, (see Eq. (2.5)) specifying that the steady-state
probability current J(r) is a divergence free field and due to the periodic poten-
tial is periodic at the boundary. Because the probability current does not vanish
at the boundary Eq. (2.12) is no longer valid as a solution. In one dimensional sys-
tems J(r) = J and it is possible to find an analytic solution for the steady-state




P (x)− P (x) ∂
∂x
V (x) . (2.17)
This gives a steady-state probability density of the from





dz eV (z)/kbT , (2.18)











dxP (x) = 1. It is important to notice that due to the term inside the
integral in Eq. (2.18), the value of the steady-state distribution must be calculated
numerically in most cases. In later chapters we will exploit the periodic features of
the potential to solve for the steady-state probability using spectral methods.
The steady-state current J in one dimension is given by [74]:
J = 1− e
−FL/Θ
γN/Θ , (2.20)
where Θ = kbT and N is the normalization constant which is always a positive
quantity. The steady-state probability current is connected to the steady-state drift
velocity by the relation J = 〈v〉/L. Substituting this relation in Eq. (2.20) we find
〈v〉 = 1− e
−FL/Θ
γN/ΘL , (2.21)
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since N is always positive Eq. (2.21) shows that in one-dimensional systems the
steady-state drift velocity is a monotonic function of the tilting force, and that the
zero value of the steady-state drift velocity always corresponds to F = 0. This is
illustrated for the example potentials of the form
V0(x) = B1 cos(2πx) +B2 sin(2Mπx) , (2.22)
with different coefficients and a wide range of forces in Figure 2.2. The steady-state
drift velocity dependency on the force shown in Figure 2.2 can be measured directly
in single molecule experiments for motor proteins [3, 15, 75].
In general, there is no analytic solution for the steady-state Smoluchowski equa-
tion with a tilted periodic potential in dimensions higher than one. However, there
is a particular case of a 2D tilted potential where we can find an analytic solu-
tion [76]. Let us assume the potential is of the form V (x, y) = V0(ax − by) + Fx.
This potential is non-separable, however, the specific form of its coupling term allows
us to treat it as one dimensional in an appropriate reference system. The steady-
state probability density associated with this potential turns out to be of the form
P (x, y) = P (ax− by). If we define {z = ax− by, w = ay + bx}, in the new reference
system
V (x, y) = V ′0(z) +
a
a2 + b2Fz +
b
a2 + b2Fw , (2.23)
which is a separable potential in the {z, w} coordinates. Then, the resulting steady-
state Smoluchowski equation becomes separable and can be solved analytically [76].
2.4 Langevin equation
The Langevin equation is formulated in the Newtonian description and contains two
types of forces: systematic and stochastic2. The fundamental idea is to consider a
spherical particle embedded in a fluid. In the simplest case, the fluid is in thermal
2In general the systematic force has two contributions, one from friction forces and the second
from potentials.
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(a) (b)
Figure 2.2: Steady-state drift velocity 〈v〉 from three model potentials V (x) = V0(x)−
Fx, showing (a) periodic parts from Eq. (2.22) and (b) monotonic dependency of
the drift velocity on the tilting force F for the same potentials. The parameters
used are: (solid) B1 = 3Θ, B2 = 0, M = 1, (dashed) B1 = −1.1Θ, B2 = 2.4Θ,
M = 2 and (dot-dashed) B1 = −1.3Θ, B2 = 1.5Θ, M = 3, respectively. The
dimensionless parameters used: potential V (x)/Θ quantifies the barrier height in
the system compared to the thermal energy, position coordinate x/L quantifies the
displacement versus the natural length of the system L ∼nm, LF/Θ compares the
force applied with the natural forces at the nanoscale Θ/L finally γL〈v〉/Θ quantifies
the natural average speed in a system with viscosity γ.
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equilibrium. The particle with m mass and a radius has position x(t) and velocity
v(t). The properties of the medium are: γ viscous drag coefficient and T temperature,
both assumed to be constant. We assume the particle’s mass is greater than the fluid
particle’s mass, m mfluid.
In the one-dimensional case and in presence of an external potential V (x), the




= −γv(t)− ∂V (x)
∂x
+ FT (t) , (2.24)
where FT is the stochastic force with mean zero and delta correlated (see, next section
for details) and is due to the thermal fluctuations of the system.
2.4.1 Over-damped Langevin equation in a conservative po-
tential








+ ξ(t) , (2.25)
where ξ is the random noise due to the thermal bath (ξ = FT/γ) [22, 23,57].
Stochastic force properties. ξ(t) as a random quantity is described by sta-
tistical properties, its distribution and its moments. The major assumption is that
this force shall be in agreement with the thermodynamic equilibrium hypothesis, so
on average the magnitude of this force should be zero〈
ξ(t)
〉
= 0 . (2.26)
Fluctuation dissipation theorem. The instantaneous force should be non-
zero. Calculating the second moment of the force distribution, the well know fluctu-
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δ(t− t′) . (2.27)
This theorem tells us that the magnitude of the force is proportional to the temper-
ature, while the delta function tells us that the time duration of collision between
particles of the fluid and the Brownian particle is small in comparison with the time
scale in which the Brownian particle moves. Thus, collisions at time t have no cor-
relation with collisions at time t′. This expression is an indicator of the relation
between the energy Θ absorbed by the particles from the medium to perform the
random movement and how it dissipates through the medium due to the friction force
6πηa [22, 23, 57]. The Langevin description given by Eqs. (2.25)-(2.27) is equivalent
to the Smoluchowski equation for the probability density Eq. (2.3).
From the Langevin equation (2.25) it is possible to compute the same proba-
bility density function of the system that would be obtained with the equivalent
Smoluchowski equation. This, by computing an ensemble of stochastic trajecto-
ries for the system and then building the probability density from them via the
position histogram or using a kernel density estimator [77]. The properties of the
delta-correlated noise ξ(t) make Eq. (2.25) not integrable in the Lebesgue sense [23].





V (xi)dt+ ξ(t)dt , (2.28)
is well defined in both the Itô’s stochastic integration sense and Stratonovich inte-
gration sense, see Ref. [22] for a more detailed discussion. The trajectories can then
be numerically simulated using the discrete from of Eq. (2.28), i.e.,





V (xi) + wi , (2.29)
3Defining the force with only these two properties is enough only for Gaussian stochastic pro-
cesses where higher order momentums vanish. For non Gaussian processes the force must be
described in term of all other moments.
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where ∆t is the discrete time step and wi is the discrete standard Wiener process
defined as wi =
√
2D∆tξi [22,23], the subscript i refers to the discrete time sampling,
i.e., xi+1 and xi are separated by a ∆t increment. The trajectories are computed using
the Euler-Murayama method [22]. The details of the numerical simulations are given
in Appendix B. A statistically significant number of trajectories obtained through this
approach can be used to reproduce results obtained via the Smoluchowski description.
2.5 Single molecule trajectories analysis
Here we present the standard methods used to analyse the stochastic trajectories
measured in single molecule experiments of motor proteins [3, 5, 6, 11, 15, 15, 39, 41,
78, 79, 80, 81]. The correct analysis of this experimental data is fundamental for the
applicability of our method that reconstructs the potential energy of the motor pro-
teins. The experimental data corresponding to these single trajectories is presented
as a stochastic time series of the mechanical state. Therefore, well known tools for
time series analysis and probability theory can be applied to analyse the trajecto-
ries [21, 77, 82]. The mechanical state can represent position, angular orientation,
conformational length, etc. As has been stated previously, this stochastic behaviour
can be modelled by the over-damped Langevin equation Eq. (2.25). From the trajec-
tory many properties can be inferred, such as drift velocity, diffusion constant and
full probability distribution. Here we will give a succinct derivation of these quan-
tities from simulated experimental data, using standard approaches widely used by
experimentalist [3, 5, 6, 11,15,15,39,41,78,79,80,81].
2.5.1 Drift velocity estimation
One of the particular characteristics of Brownian motion over a tilted periodic po-
tential is directional motion in the associated stochastic trajectories. This originates
from the tilting force F and creates a mean displacement different from zero, with a
constant drift velocity as described by Eq. (2.21). The magnitude of the force applied
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increases this effect, reflected in a faster steady-state drift velocity 〈v〉. In an ergodic
system, this velocity can be directly measured from the stochastic trajectory large






where L is proper length scale of the system. The linear fit imposes a zero interceptor,
since at initial time t = 0 the initial state x(0) = 0. The drift velocity quantifies the
mean velocity of displacement of the particle for a given temperature Θ and viscosity
γ. Figure 2.3 is an example of this with an ensemble of single molecule trajectories
and the computed linear fit with the computed value of 〈v〉 as slope.
Figure 2.3: Ensemble of single molecule trajectories semi-transparent and linear fit
(〈v〉 is the slope coefficient) of average position vector dashed line. The dimensionless
parameters used: average position 〈x〉/L quantifies quantifies the displacement versus
the natural length of the system L and tΘ/γL2 quantifies the natural time scale of
the system.
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2.5.2 Histogram approximation for the probability distribu-
tion
In this section we show how the experimental stochastic trajectories, like the ones
shown in Figure 2.3, can be used to approximate the steady-state distribution P (x).
This approximation uses the ergodic hypothesis and the mechanical state histogram
[77]. For this purpose we assume the trajectories analysed are long enough that they
sample all of position space. Thus, the ergodic theorem allows us to equate position
averages with time averages. Then we calculate the steady-state distribution which
in principle is reached in the limit of long times.
2.5.3 Compute position histogram
First, we create a histogramWi in position space by allocating the stochastic position
at each time xi to a set of bins bi of specified width [77,82]. The histogram of a single
long random trajectory will approach the steady state probability [5, 83]. However,
this may result in very few counts per bin. Take as example, a trajectory computed
from a Langevin simulation for Brownian motion over a tilted periodic potential,
shown in Figure 2.4.
2.5.4 Finding periodic steady-state probability
To determine a more accurate estimate of the probability distribution from the his-
togram we first note that for a tilted periodic potential Eq. (2.16), the associated
steady-state probability distribution is also periodic P (x) = P (x + L) [73]. We
can use this fact to map the full position space histogram to a single period and
dramatically increase the counts per bin.
Spatial periodicity. This process requires us to know the period of the system.
This might not be known in all experimental situations. When it is not known,
the period can be determined by computing the autocorrelation function of the full
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Figure 2.4: Brownian motion over a tilted periodic potential showing (a) a sample
of a single molecule trajectory for the system and (b) empirical position histogram
of the same trajectory.
histogram4. The discrete autocorrelation function for position histogram Wi in the








where j∆x is the lag. The position histogram autocorrelation function for the single
trajectory in Figure 2.4(a) is shown in Figure 2.5. The value of the period will be
determined in terms of the lag value at which the autocorrelation approximates unity.
Due to the convolution theorem, the autocorrelation can be performed either in real
space or in Fourier space. Once the period of the system has been identified, the
normalized histogram over one period L is given by
Wi =
counts(∀ modulus(xj, L)) ∈ bi
B
, (2.32)
4Here the histogram can be regarded as a spatial series, yet all standard techniques for time
series analysis can be applied to it in position or k-space.
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lag (arb. unit)

















Figure 2.5: Plot of the autocorrelation function for the histogram shown in Fig-
ure 2.4(b). This autocorrelation function helps identifying the spatial periodicity of
the system.
where bi is the i-th bin of the histogram defined by the delimiters [xi−1, xi) and B is
the normalization constant defined as B =
Nb∑
i=1
Wi∆xi, with ∆xi the width of the i-th
bin and Nb the number of bins in [0, L]. The histogram approximates the probability
distribution, i.e.,
P (x) ≈ Wi , forx ∈ bi (2.33)
For simplicity of analysis we chose homogeneous bins: ∆xi = ∆x = L/Nb. However,
this approximation can be improved depending in the particular scenario by imple-
menting non-homogeneous binning or smoothing techniques such as kernel density
estimators [77]. For further use of the approximated distribution we sampled it at
equally spaced points. Then if necessary we interpolate the distribution at the points
of interest. Choice of bin size is important for the accurate estimation of the proba-
bility density and depends on the spatial resolution of the trajectory data and barrier
heights. This is discussed in more detail in Chapter 4. The correct construction of
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the approximated steady-state probability allows us to have certain insight on the
plausible features of the potential landscape governing the system. One of the main
uses of position histograms is to identify the densely populated areas, which often
are associated with metastable states of the motor proteins studied [81]. However,
this is not always the case. We discuss characteristics of metastable states in the
following section and in Appendix A.
2.6 Deep and shallow wells regimes
In the regime of deep wells, i.e., when the barriers in the free-energy potential are
significantly larger than the thermal energy, we find metastable states in the system.
These states possess a localised probability in the vicinity of the potential well. Tran-
sitions between these metastable states are observed in single molecule trajectories
as discrete-like transitions between the metastable states. For the regime of shallow
wells, the barriers are similar to the thermal energy and in this case the states are
non-localised. This results in observed continuum-like behaviour between states in
the single molecule trajectories, see Figure 2.6.
In the shallow wells regime the continuum free-energy landscape formalism pro-
vides the most appropriate description of the system. In the deep wells regime, the
continuum Smoluchowski equation approach Eq. (2.3), can be simplified considerably






kn,n′pn′(r, t) , (2.34)
where the continuum probability density P (r, t) is replaced by discrete probabilities
pn(r, t) representing the occupational probability associated with existing in each
metastable state in the system. The continuum diffusion is replaced by the discrete
transition rates kn,n′ between different metastable states. The corresponding values of
pn and kn,n′ are derived from the free-energy potential characteristics [37,84,85]. This
discrete modelling substantially reduces the complexity of the theoretical description
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Figure 2.6: Plot of two tilted periodic free-energy potentials with same tilt, where
(a) is in the shallow wells regimen and (b) is in the deep wells regime. Plot of
corresponding single trajectories for (c) shallow wells regime with continuum-like
transitions and (d) deep wells regime with discrete-like transitions. The potentials
used were: (a)-(c) shallow wells V (x) = −1.3Θ cos(2πx) − 2Θx/L and (b)-(d) deep
wells V (x) = −8.9Θ cos(2πx)− 2Θx/L.
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of the system, but it is only valid for deep wells.
In the deep wells regime it is possible to determine the transition rates of the
Master Eq. (2.34) directly from single trajectory data [39,45,86,87]. However, in the
regime of shallow wells where the free-energy landscape is the quantity of interest,
the situation is more complicated. Fortunately, it is more feasible to obtain single
trajectories of statistical significance for the reconstruction approach in the shallow
wells regime. In Appendix A we discuss in more detail the characteristics of the
metastable states and introduce a novel criteria to identify their presence in single
trajectories. This knowledge is then used to determine whether a discrete or con-
tinuum approach will best model the motor protein studied. In other words, if the
system is in the deep or shallow wells regime. In this thesis we focus particularly on
the shallow wells regime where reconstruction methods are most valuable.
2.7 Free-energy potential reconstruction methods
Modelling the dynamics of a particular cyclic motor protein can be done by either the
Smoluchowski or the Langevin description. In both cases it is necessary to know the
free-energy landscape associated with the protein. However, this is often not known.
As mentioned in Chapter 1,this energy landscape can be generated via molecular dy-
namics simulations [48,50,54]. These simulations require knowledge of the complete
structure of the protein, which is challenging in itself [48,54]. It is also necessary to
account for the protein interaction with other biomolecules (cargo, tracks, intracel-
lular medium) [1, 48]. The simulations are carried out by introducing a force field
that takes into account all relevant particle interactions and usually requires a time
resolution within picoseconds. This type of simulation is computational intensive for
large protein structures like ATPases [48].
Difficulty with generating energy landscapes via molecular dynamics simulations
has lead to alternative methods that try to reconstruct the landscape from experi-
mental data [11,21,88]. Current reconstruction methods are usually based on analytic
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solutions of the Smoluchowski equation that exist in one dimension. For equilibrium
systems, Eq. (2.12) can be used to find the potential as V (x) − V0 = − ln(P (x)),
this relation has been used to reconstruct the equilibrium potential from single
molecule experiments in local regions around deep potential wells [11]. For non-
equilibrium systems in a tilted periodic potential, solving the position space steady-
state Fokker-Planck equation is possible by inverting Eq. (2.17) to find the potential
as V (x) = −kbT ln(P (x))− γ−1J
∫ x
0
P (z)−1dz [21, 88].
In both cases we need to provide the steady-state probability density to perform
the reconstruction. This steady-state probability can be approximated from single
molecule trajectories as described in Section 2.5. These particular ways of recon-
structing the free-energy present issues if the approximate steady-state probability
density has close to zero values in a particular region of space. In this case the po-
sition histogram determined from single trajectories may be negative and then the
inversion to find the potential fails. To avoid such issues, non-homogeneous sampling
of the approximate steady-state probability has been suggested for generating accu-
rate reconstructions [21]. Unfortunately, these approaches remain complicated and
do not generalise to higher dimensional descriptions necessary for motor proteins.
Another important method for reconstructing the free-energy landscape is based
on the Fluctuation Theorem and the Jarzynski’s equality [11,49,89,90,91]. These ap-
proaches allow the equilibrium free-energy landscape to be determined by driving the
system out of equilibrium. The Fluctuation Theorem relates the work, W , done by
the molecule with the free-energy differences ∆G between stable configuration of the
motor proteins. This is usually the case in optical and magnetic trap experiments,
where a time dependent force is applied to the molecule. The theorem predicts a
symmetric relation between the work fluctuations of forward and backward transi-
tions P→(W), P←(−W) as it is driven out of equilibrium by an externally applied
perturbation: P→(W) = P←(−W) exp((W − ∆G)/kbT ). The Jarzynski’s equal-
ity is a direct consequence of the Fluctuation Theorem. This equality relates the
free-energy difference between two equilibrium states of the protein with the expo-
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Although these methods have been successfully applied to biomolecules, they have
not yet been extended to motor proteins with an intrinsic time independent out of
equilibrium free-energy potentials.
In Chapter 3 we present an alternative reconstruction method that does not
rely on analytic solutions of the Smoluchowski equation and takes into account the




Diffusion on a free-energy landscape is a fundamental framework for describing a
range of biomolecular processes [23,72,73] including protein folding [5,41,47,49,50,51,
52,92,93,94] and mechanochemical coupling in motor proteins [21,24,40,73,76,95,96].
The free-energy landscape governs both the local and global dynamics of the system
[41]. For the particular case of cyclic motor proteins this energy landscape is assumed
to be periodic with a linear tilt [2,71,73]. In this chapter we describe a new method to
reconstruct an energy landscape, V (x), from a given steady-state distribution P (x)
of an over-damped Brownian system. This methodology assumes that the underlying
potential has a periodic part and a linear tilt V (x) = V0(x) − Fx. For simplicity
this will first be done for a one dimensional system. In Chapter 5 this idea will be
generalized to multiple dimensions.
This represents a different method for reconstructing the potential of motor pro-
teins to that described in Refs. [11,21,88]. Rather than start with a known analytic
solution, we directly invert the steady-state Smoluchowski equation, transforming it
into an equation for the potential. This route is more stable and exploits the natural
periodic features of cyclic motor proteins [55,56].
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3.1 Smoluchowski equation in k-space
For a tilted periodic potential, the corresponding steady-state probability density
and current are also periodic as seen in Chapter 2. The periodicity in the system
means that a k-space approach is convenient. We expand the potential V (x) as
















where q and k are integers1. Inserting these expansion into the one dimensional











































































1Both indices are integers and run up to the maximum value of desire terms in the Fourier
expansion, k = {0,±1,±2, . . . ,±K} and q in a similar way.








ei2πkx/L we can eliminate the
∑
k
ei2πkx/L terms in Eq. (3.6).
















qkV 0q Pk−q = 0 , k 6= 0 , (3.7)











Pk , k 6= 0. (3.8)
Note that P0 = 1/L from the normalization condition in k-space and V 00 is the refer-
ence level of the potential that has no physical implications. The k-space probability
current can also be written










The drift is given by 〈v〉 = J0 and Eq. (3.9) with k = 0 can be written






Equation (3.10) provides a relationship between the experimentally measured drift
〈v〉 and the force F .
When the potential is known the matrix Eq. (3.8) can be directly used to find the
steady-state distribution, Pk by solving
BP = P0a (3.11)
where matrix B elements depends on k, q, F and V 0q , P is the vector containing the
Fourier terms Pk and vector a has the elements ak = kV 0k , k 6= 0. In order to solve
the matrix equation we use the fact that coefficient P0 = 1/L. As example for a







(1)V 01 Θ(−1)− iFL2π (−2)V
0
−2 0
0 (2)V 02 Θ(1)− iFL2π (−1)V
0
−1
0 0 (1)V 01 Θ(2)− iFL2π
 , (3.12)















To determine the potential from P (x), we use the k-space Smoluchowski equation
Eq. (3.8) in the matrix form
A(P )V 0 = −D(F )P , (3.14)
where the elements of A and D can be deduced from Eq. (3.8). To invert Eq. (3.14)
and reconstruct the potential, we assume that the probability density has been esti-
mated from experiments. We then consider two cases: either the force F is known
or the force F is unknown but the steady-state drift 〈v〉 is known.
When F is known, it is straightforward to find the components of V 0 by inverting
A numerically and left multiplying to give
V 0 = −A−1(P )D(F )P . (3.15)
Equation (3.15) enables the reconstruction of the potential from the probability
density using standard numerical methods for inverting matrices. As example for a
maximum Fourier expansion with k, q ∈ [−2, 2], the matrix D and A look as follows:
D = Θ

(−2)− iFL2π 0 0 0
0 (−1)− iFL2π 0 0
0 0 (1)− iFL2π 0
0 0 0 (2)− iFL2π
 , (3.16)
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A =

0 (−1)P−1 0 0
(−2)P1 0 (1)P−2 0
0 (−1)P2 0 (2)P−1
0 0 (1)P1 0
 . (3.17)
In the case that F is unknown but 〈v〉 is known, Eq. (3.10) provides a relationship
between the drift 〈v〉 and force F . Let us first consider the possibility of eliminating












Θk − iγL2π 〈v〉
]
Pk , (3.18)
or equivalently in matrix form[
A(P )− C(P †, P )
]
V 0 = −D1(〈v〉)P , (3.19)
where the elements of C and D1 can be deduced from Eq. (3.18). Numerically solv-
ing the matrix equation Eq. (3.19) for the potential is not straightforward because
A(P ) − C(P †, P ) has a close to zero determinant (a matrix with zero determinant
is not invertible, i.e., its row vectors are linearly dependent). Therefore, we take an
alternative iterative approach to solve Eqs. (3.8) and (3.10) self-consistently. This
involves making a guess for the force F1 and using this value in Eq. (3.8) to recon-
struct the potential V 0. We then substitute this V 0 and the known drift 〈v〉 into
Eq. (3.10) to calculate a new value of the force F ′1. If F ′1 is close to our initial guess
F1 then we have found a self-consistent solution. Otherwise we select a new F2 and
calculate V 0 and F ′2. We continue to iterate in this way until we reach our required
tolerance, i.e.,
|Fj − F ′j| ≤ ε, (3.20)
where ε > 0 is a small number representing the desired accuracy of the force and j
the iteration number. We denote as F r the value of the reconstructed force found
by the first Fj that satisfies Eq. (3.20). This iterative procedure is assisted by the
fact that 〈v〉 is a monotonic function of F for the case of a tilted periodic potential
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in one dimension, see Figure (2.2). In Figure 3.1 we show a diagram of the iterative
procedure.













Figure 3.1: Flow chart of the Iterative reconstruction method.
3.3 Numerical examples
In this section we apply the k-space reconstruction method to a variety of example
potentials to demonstrate its versatility. In all cases, the steady-state probability
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density P (x) is determined from the numerical solution to Eq. (2.17) using a k-space
representation with Nx points. We then reconstruct the potential using the k-space
method with a limited number of Fourier components kmax = K, and K < Nx as
upper bound. To optimize the numerical transforms between k-space and position
space, the spatial grid is taken to be homogeneous with points separated by L/Nx
and L/K, respectively.
3.3.1 Force known
The simplest application of the method is to the case where the probability density
P (x) and the force F are known. In this case the potential can be reconstructed
directly from Eq. (3.15). For example, we consider the periodic potential





The reconstructed potential for a non-equilibrium case is shown in Figure 3.2. The
potential reconstruction becomes increasingly accurate with increasing K. The dif-
ferent features of this potential and following ones are better compared using the
dimensionless parameters: V (x)/Θ which quantifies the barrier height in the system
compared to the thermal energy, x/L quantifies the displacement versus the natural
length of the system L ∼nm and LP (x) dimensionless probability distribution over
one period.
The reconstruction method is also readily applied to more complicated periodic
potentials. For example, we consider the potential











in equilibrium, with the parameters chosen so that there are three states per period.
Figure 3.3 shows the original potential, the probability density, and the reconstructed
potential for different values of K. To obtain an accurate reconstruction of the
potential, more Fourier terms are required for potential (3.22) than for potential
(3.21). Finally, we consider a potential constructed from Gaussian functions:
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Figure 3.2: Free-energy landscape reconstruction, showing (a) steady-state proba-
bility density P (x) and (b) reconstructed potentials with (dashed) K = 3, (dotted)
K = 5 and (solid-black) original potential Eq. (3.21). Parameters used: A = −3Θ
and force F = 3Θ/L.
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Figure 3.3: Free-energy landscape reconstruction, showing (a) steady-state proba-
bility density P (x) and (b) reconstructed potentials with (dashed) K = 3, (dot-
ted) K = 20 and (solid-black) original potential Eq. (3.22). Parameters used:
B1 = −1.3Θ, B2 = 1.5Θ, α = 0.23 and F = 0.
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We consider a parameter set such that the potential has a small barrier between
large barriers and each large barrier has a hip in its left-hand side and a flat top.
This is shown in Figure 3.4. Due to the added complexity involved in expanding
the Gaussian functions in k-space and resolving the details of the potential between
the large barriers, accurately reconstructing the potential requires a larger number
of Fourier terms compared to the previously considered cases.

















Figure 3.4: Free-energy landscape reconstruction, showing (a) steady-state probabil-
ity density P (x) and (b) reconstructed potentials with (dashed) K = 19, (dotted)
K = 24 and (solid-black) original potential Eq. (3.23). Parameters used: G0 = 5Θ,
G1 = 1.8Θ, α1 = 0.5, σ21 = 1/700, G2 = 1.4Θ, α2 = 0.6, σ22 = 1/80, G3 = 0.4Θ,
α3 = 0.63, σ23 = 1/500, G4 = −1.4Θ, α4 = 0, σ24 = 1/50, and F = 0.
3.3.2 Force unknown
We now consider the case where the probability density P (x) and the drift 〈v〉 are
known but F is unknown. In this case the potential is reconstructed by solving Eqs.
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(3.8) and (3.10) self-consistently, as described in Section 3.2. As an example, we
consider the potential









for a non-equilibrium case with the parameters chosen so that there are two peaks
per period. The probability density and drift are determined from the numerical
solution to Eq. (2.17). The probability density is shown in Figure 3.5 and the drift
is determined to be 〈v〉 = 0.38Θ/γL. The potential is reconstructed self-consistently
with a tolerance ε ≤ 0.01. Figure 3.5 shows the reconstructed potential for different
values of K.













Figure 3.5: Self-consistent free-energy landscape reconstruction, showing (a) steady-
state probability density P (x) and (b) reconstructed potentials with (dashed) K = 8,
(dotted) K = 20 and (solid-black) original potential Eq. (3.24). Parameters used:
C1 = −1.1Θ, C2 = 2.4Θ, and F = 4Θ/L.
52 Ch 3. Potential landscapes reconstruction in k-space
3.4 Accuracy
In this section we systematically explore the accuracy of the iterative k-space re-
construction method. The method requires a truncation of the Fourier components
of the probability density P (x) and the potential V (x) in k-space. The number of
terms, K, needed for an accurate solution can be determined as follows. For smooth
potentials the Fourier components of V (x) are bounded in k-space such that V 0q = 0
for |q| > Q. For potentials with shallow wells, the probability density P (x) is not
localised, so K & Q. For potentials with deep wells, the probability density P (x)
becomes localised in the regions around the potential minima, and more Fourier
terms are required to describe it accurately then, K  Q. Increasing the force F
lowers the depth of the wells in the potential on the downhill side, broadening the
probability density and reducing the number of terms K required for an accurate
solution. Therefore, an upper bound on K can be determined using Eq. (3.8) with
F = 0. Assuming PK is the last non-zero Fourier coefficient in the expansion of P (x),




where V̄ 0qd is the dominant Fourier component of the potential with the biggest abso-
lute value [55]. Assuming Pq in general decreases with increasing q, for large enough




Equation (3.26) provides a relationship between the depth of the potential and the
required number of terms needed to provide an accurate Fourier decomposition of the
probability density. In all cases K & Q so both q and k can be taken to be bounded
by K in Eqs. (3.8) and (3.10). Equation (3.26) excludes qd = 0 as this corresponds
to the reference level of the potential. In practice it is always recommended to use
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a large number K of Fourier components, the reconstruction is fundamentally time
limited by the inversion of the resulting (2K + 1)2 sized matrix Eq. (3.15)2.
To illustrate the applicability of Eq. (3.26), we consider a small number of cases
numerically. We quantify the accuracy of the reconstruction using the mean squared





[V (xi)− V r(xi)]2 , (3.27)
where xi is the ith component of the position x, V is the original potential, Nx
is the number of spatial grid points with intervals of length L/Nx and V r is the
reconstructed potential. For simplicity we have assumed that F is known. In the
case that F is unknown, similar results can be obtained for small values of the
tolerance ε.
In Figure 3.6 we determine the accuracy of the potential reconstruction for a
variety of potentials as a function of K. We show how this is affected by (a) the
height of the barrier, (b) the highest frequency component and number of wells, and
(c) the force. Figure 3.6(a) illustrates the effect of increasing the barrier height by
using the family of potentials V (x) = −A cos(2πx/L). The larger the barrier height
the more Fourier terms needed for an accurate solution. Figure 3.6(b) illustrates the
effect of increasing the number of wells per period using V (x) = −3Θ cos(2πx/L)−
4Θ cos(ωx/L) with ω an integer multiple of 2π. The larger ω the more wells per
period and the more Fourier terms K needed for an accurate solution. Both the
results in Figs. 3.6(a) and (b) are consistent with Eq. (3.26). Figure 3.6(c) illustrates
the effect of increasing the force F using the potential V (x) = −A cos(2πx/L)−Fx.
Increasing the force reduces the required number of terms K in the k-space expansion
to achieve the same level of accuracy. This can be understood from the fact that
an increasing force results in a broader probability density and requires less Fourier
components to accurately describe it. In all cases we find that the accuracy of the
2 As a simple example on a desktop computer processor intel i7(quad core) and 16Gb RAM,
with the 1D model potential Eq. (3.23) with K = 71 the computational time is t =0.39s and with
K = 21 t =0.0185s.
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reconstruction method increases approximately logarithmically with increasing K.
In Figure 3.6 for small values of K when Eq. (3.26) is not satisfied the convergence
deviated from the main logarithmic tendency.
3.4.1 Convergence of iterative method
When the force F is unknown, the iterative procedure described in Section 3.2 is
employed to determine the force and free-energy potential self-consistently. For a
given number K of Fourier components in the potential, the reconstructed potential
converges approximately logarithmically with the number of iterations in the force.
Figure 3.7 shows the convergence of (a) the reconstructed potential to the original
potential and (b) the change in force for each iteration as a function of the number
of iterations for the triple well potential Eq. (3.22). The total number of iterations
required to reach the force tolerance ε depends on the initial guess for the force
and the method used to iterate towards the self-consistent solution. The apparent
staircase in the data is an artifact of the method. We have assumed an initial guess
of F1 = 0 and used Newton’s method for subsequent guesses via the Matlab c© built-
in function fminsearch, see Appendix B. The same accuracy can be achieved for
a smaller number of iterations by using knowledge of the drift to provide a more
accurate initial guess for the force and by using a more sophisticated algorithm for
subsequent guesses.
3.5 Summary
In this chapter we have presented a method to reconstruct the periodic free-energy
landscape of an over-damped Brownian system from its steady-state probability den-
sity. The method exploits the periodicity of the potential and is implemented in k-
space. Two variants of the reconstruction method were explored: a direct reconstruc-
tion using the tilting forces and steady-state probability density and a self-consistent




Figure 3.6: Mean squared error of the reconstructed potential as a function of K for
(a) V (x) = −A cos(2πx/L), with potential amplitude (dots) A = 0.5Θ, (squares)
A = 1Θ, (diamonds) A = 3Θ, (pentagrams) A = 5Θ, and (hexagrams) A = 7Θ.
(b) V (x) = −3Θ cos(2πx/L)− 4Θ cos(ωx/L), with (dots) ω = 2π, (squares) ω = 4π
and (diamonds) ω = 6π. (c) V (x) = −A cos(2πx/L) − Fx with A = 5Θ and force
is (dots) F = 2Θ/L, (squares) F = 4Θ/L, (diamonds) F = 6Θ/L, (pentagrams)
F = 8Θ/L and (hexagrams) F = 10Θ/L. The dashed horizontal line corresponds to
a mean squared error of 10−3. The K-axis scale is different on the three subplots.
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(a) (b)
Figure 3.7: Mean squared error between (a) the reconstructed potential and original
potential (b) change in force |Fj−F ′j| as a function of the number of iterations j with
K = 39 when the force F is unknown. The triple-well potential is given by Eq. (3.22)
with B1 = −1.4Θ, B2 = 6.6Θ, α = 0, and (solid) F = 2Θ/L, (dashed) F = 6Θ/L,
and (dash-dotted) F = 17Θ/L. The initial guess for the force was F1 = 0 and the
horizontal dashed line indicates the force tolerance ε = 1.0× 10−7.
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locity to determine the externally applied force. We carried out by a systematic
analysis of the accuracy of the reconstruction method. We used the mean squared
error between the reconstructed potential and the original potential to quantify the
accuracy of the reconstruction. The analysis was carried out for a range of tilting
forces and potentials with different features such as number of wells, barrier heights
and curvature of the wells. We also investigated the stability and accuracy of the
method for different numbers of Fourier terms. Overall these results have demon-






In the previous chapter we developed a method for reconstructing potential free-
energy landscapes from steady-state distributions. It is the purpose of this chapter
to deal with the case when this distribution is determined from stochastic trajectories
measured in single molecule experiments. This method of approximating the prob-
ability distribution was introduced in Chapter 2. In the current chapter we explore
the accuracy of this approximation due to experimental error and the consequences
of any inaccuracy on the resulting reconstructed free-energy landscapes.
Single molecule experimental techniques have become an important tool for study-
ing biomolecules [97, 98]. In particular, stochastic trajectories measured in experi-
ments have provided detailed information about operating mechanisms and principles
concerning cyclic motor proteins [1, 3, 4, 12,13,14,15,16,99,100].
The free-energy framework is fundamental to understanding biomolecule be-
haviour. Although it has been possible to use single-trajectory data to reconstruct the
landscapes of a number of proteins [47,49,51,52,88,91] and nucleic acids [5], this has
not yet been achieved for motor proteins [21, 101]. In this chapter we will demon-
strate how to reconstruct cyclic motor proteins potentials from single-trajectories
data by implementing the reconstruction method developed in Chapter 2, by simu-
59
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lating experimental trajectories using Langevin dynamics (see Section 2.4).
For landscape reconstruction methods to be useful, they must be robust and ac-
curate within the precision limits of available single-trajectory data. Single-molecule
experiments are being conducted at increasingly higher temporal and spatial reso-
lution [51, 52, 102, 103, 104], but limitations remain. Both the temporal and spatial
resolution, as well as the length of available trajectories, impact the accuracy of
landscape reconstruction methods.
4.1 Reconstruction method from trajectories
The reconstruction method presented in this chapter has two key steps as seen in
Figure 4.1. Step A starts with a single-molecule trajectory along a spatial (angular
or linear) coordinate and calculates the position histogram, providing an estimate
of the steady-state probability density for the system over one spatial period. We
assume the trajectory is sufficiently long that ergodicity holds, and this is usually
the case in experiments [5], where it has been observed that enzymes and molecu-
lar motors have no process memory of the transitions between states, they can be
stopped and started again with a transition rate not related to their previous state.
Thus, their long time behaviour is independent of the initial state, i.e., the system
is ergodic, see Ref. [105]. Alternatively, an ensemble of trajectories can be used only
if they correspond to identical conditions. Notice that the height of the observed
peaks in the approximated distribution will not only depend on the energy level of
the potential well, but also on the energy barriers surrounding it. Step B takes
the estimated steady-state probability density and uses the k-space method to re-
construct the free-energy landscape [55, 56]. There will inevitably be errors in the
reconstructed potential because the single trajectory data is finite. Therefore, we
determine how errors arising in Step A - estimating the probability density from fi-
nite single trajectories - propagate through Step B - inverting the probability density
to reconstruct the potential. In addition, we provide guidance in the application of
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the method for experimental groups. Just as in the previous chapter we use model
potentials to study the robustness of the method.
We will consider four model potential landscapes that demonstrate a range of
features. Three of the potentials are constructed from trigonometric functions and
have increasingly higher spectral components:








− Fnx , (4.1)
where An and Bn are amplitudes of the first and second terms, respectively, Fn
is the thermodynamic force, and n = 1, 2, 3. The fourth potential is made up of
trigonometric and Gaussian terms:












σ2r − Fgx , (4.2)
where G0 and Gr are amplitudes, FG is the thermodynamic force, σr is a dimen-
sionless Gaussian width, αr is a dimensionless offset, and `, and r are integers.
Using these four model potentials we simulate trajectories from their corresponding
Langevin equations.
Single trajectory to probability density. According to Step A we estimated
the steady-state probability density P (x) on one period from the stochastic single
trajectory. The single trajectory is analysed to create a position histogram by allo-
cating the stochastic position at each time to a set of bins of specified width [77,82].
Under the assumption of ergodicity, the histogram obtained from a long trajectory
approaches the steady-state probability density [5, 56,83].
Probability density to potential landscape. Step B takes the estimated
probability density and reconstructs the free-energy landscape. This is done as de-
scribed in Chapter 3. The reconstructed potential for the potential models V1(x)
and VG(x) are shown in Figure 4.2 (a) and (b), respectively. In all cases the ther-
modynamic force was determined iteratively. The key features of the free-energy
landscapes are correctly reproduced by the reconstructed potentials.
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time (arb. unit)






















































Figure 4.1: Method for reconstructing the free-energy landscape of a cyclic motor
protein. Step A uses (a) the single trajectory to estimate (b) the probability density
in one period and Step B uses (b) the probability density to reconstruct (c) the
free-energy landscape. In panel (c) the curves represent (solid) the original periodic
potential V0(x) and (dashed) the reconstructed potential V r0 (x). The single trajectory
is simulated using the Langevin equation (2.25) with the model potential V3(x) of
Eq. (4.1) with A3 = −1.3Θ, B3 = 1.5Θ and F3 = 2Θ/L. Trajectory parameters are
τΘ/γL2 = 1000 and γL2fs/Θ = 6× 103.
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Figure 4.2: (Dashed) Reconstructed potential V r(x) and (solid) original potential
V (x) with (right-hand vertical axis) the estimated probability density P (x) for the
model potentials (a) V1(x) of Eq. (4.1) with A1 = −1.1Θ, B1 = 2.4Θ, F1 = 8Θ/L, and
(b) VG(x) with G0 = 3.8Θ, G1 = 3.2Θ, G2 = 1.7Θ, G3 = 0.5Θ, G4 = −1.4Θ, α1 =
0.5, α2 = −0.59, α3 = −0.75, α4 = 0, σ21 = 1/170, σ22 = 1/70, σ23 = 1/500, σ24 = 1/50
and FG = Θ/L. Trajectories parameters are (a) τΘ/γL2 = 1000, γL2fs/Θ = 1.5×103
and (b) τΘ/γL2 = 1000, γL2fs/Θ = 8× 103.
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4.2 Accuracy
In this section we determine the accuracy of the reconstruction method given pre-
cision limits in single trajectories. First, we consider how confidence intervals in
the position histogram propagate via the probability density into the reconstructed
potential. This leads us to introduce the Mean Squared Error (MSE) as a measure
of accuracy. Using this measure we reconstruct the model potentials for single tra-
jectories with different precision limits. We first determine the accuracy of Step A
alone and then determine the accuracy of the overall method.
4.2.1 Propagating confidence intervals
The accuracy of the position histogram determined in Step A of the reconstruction
method can be quantified using confidence intervals [77]. For each bin in the his-
togram, confidence intervals can be calculated from the mean value plus or minus





where ci is the number of counts (sample size), µi is the standard deviation of the
values in the bin assuming each bin follows a normal distribution, and ti is the t-
score (z-score can also be used) that depends on the confidence level we want to
obtain and the degrees of freedom in the bin [77]. Figure 4.3(a) shows the confidence
intervals for a position histogram calculated from a single trajectory simulated on
the potential V1 with 95% confidence intervals.
The confidence intervals associated with the position histogram determined in
Step A propagate non-linearly through the spectral reconstruction method in Step
B. This means that even though confidence intervals are useful for estimating error
in the position histogram, they are not a convenient measure of accuracy for the
reconstructed potential. To illustrate, we use the confidence intervals of the position
histogram to define upper and lower bounds for the probability density according to
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(a) (b)
Figure 4.3: Using a simulated single trajectory from model potential V3 the (a)
resulting histogram Wi with confidence intervals is used to compute the (b) cor-
responding reconstructed periodic potential V 0r. In panel (a) the solid line shows
the numerically-determined steady-state probability density P (x), the bars show the
histogram approximation to this probability density and the error bars show 95% con-
fidence intervals determined by Eq. (4.3). Panel (b) shows the reconstructed periodic
potentials V 0r (dashed), V 0+ (dash-dotted), V 0− (dotted) and the original potential
V 0(x) (solid). The MSEpot corresponding to each of these reconstructed potentials
are (dashed) 0.025, (dash-dotted) 0.020 and (dotted) 0.051, respectively. The single
trajectory parameters are τΘ/γL2 = 100 and γL2fs/Θ = 1× 103, and the potential
parameters A3 = −1.3Θ, B3 = 1.5Θ and F3 = 2Θ/L.
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P±(x) = Wi ±MEi. These bounds are then used to compute two different recon-
structed potentials V 0±(x) using Eq. (3.8), i.e.,∑
q 6=0
qP±k−q(V 0±)q = −(Θk − iF )P±k . (4.4)
Figure 4.3(b) shows the reconstructed potentials V 0±(x) corresponding to the proba-
bility density and confidence intervals in Figure 4.3(a). We find that the probability
density confidence intervals do not propagate linearly in the spectral reconstruction
and do not correspond to confidence intervals for the reconstructed potential. There-
fore, in the following, we quantify the accuracy of the reconstruction method using
the mean squared error that provides a global measure of accuracy.
4.2.2 Estimating the probability density
We determine the accuracy of estimating the probability density from single trajec-
tories, as follows. First, we simulate single trajectories of length τ using time step
∆t for the four model potentials. We then sample the trajectories using time step
∆ts > ∆t to simulate a finite sampling frequency fs = 1/∆ts. The number of ob-
servations per simulated trajectory is then N = τfs. The variables τ and fs are key
quantities that impact the accuracy of the reconstruction method.
We determine the position histogramWi for each trajectory using a fixed number
of bins Nb = 100. We then compare the position histogram with the steady-state
probability density P (x) calculated by solving Eqs. (2.5) and (2.6) numerically with










where x̄i is the centre of bin bi. We compute the mean squared error for different
values of the trajectory duration τ and the sampling frequency fs.
Figure 4.4 shows MSEdist for the four model potentials. The accuracy improves
as a power law with the length of trajectory and with increasing sampling frequency.
4.2. Accuracy 67
The comparison is done using the dimensionless parameters: τΘ/γL2 which quan-
tifies the natural time scale in the system, and γL2fs/Θ dimensionless sampling
frequency (these dimensionless units will be used in subsequent sections). The com-
plexity of the potential plays a role in how fast and smooth the convergence is. More
complex potentials like V3 have more variability than the simpler V1 potential. This
is expected because potentials with higher spectral terms have spatially narrower
features that require longer trajectories and increased sampling to correctly resolve
them. The error in the probability density constructed from the trajectory propa-
gates through to Step B of the reconstruction method, as described in the following
section.
(a) (b)
Figure 4.4: Mean squared error MSEdist between the probability density P (x) and the
position histogram Wi as (a) a function of the trajectory duration (with γL2fs/Θ =
1 × 104) and (b) a function of the sampling frequency (with τΘ/γL2 = 100). The
results correspond to (solid) V1(x) with A1 = −3Θ, B1 = 0, F1 = 8Θ/L, (dashed)
V2(x) with A2 = −1.1Θ, B2 = 2.4Θ, F2 = 4Θ/L, (dash-dotted) V3(x) with A3 =
−1.3Θ, B3 = 1.5Θ, F3 = 2Θ/L, and (dotted) VG with G0 = 3.8Θ, G1 = 3.2Θ,
G2 = 1.7Θ, G3 = 0.5Θ, G4 = −1.4Θ, α1 = 0.5, α2 = −0.59, α3 = −0.75, α4 = 0,
σ21 = 1/170, σ22 = 1/70, σ23 = 1/500, σ24 = 1/50 and FG = Θ/L.
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4.2.3 Reconstructing the landscape
We determine the accuracy of the overall landscape reconstruction by computing the
mean squared error between the original model potential V (x) and the reconstructed







V (x̄i)− V r(x̄i)
]2
. (4.6)
To demonstrate the sensitivity of the mean squared error as a measure of accuracy,
the MSEpot for Figure 4.1(c) is 1.88 × 10−5, for Figure 4.2(a) is 4.8 × 10−3, and for
Figure 4.2(b) is 3.4× 10−4.
In the case where the force F is known a priori, we reconstruct the potential
from the probability density using the direct inversion method based on Eq. (3.8).
Figure 4.5 shows the mean squared error for the four model potentials with the same
parameters as Figure 4.4. We find that the mean squared error between the original
and reconstructed potential is of the same order as the mean squared error between
the position histogram and the probability density. If the number of spectral terms
K in the k-space method is large enough to avoid errors in the expansion, as stated
by Eq. (3.26) (as described in Chapter 3), then the difference between the original
and the reconstructed potential largely originates from the error in the histogram
and this error is not amplified in Step B. Knowledge of the depth of the potential
can inform the choice of K, as detailed in Section 4.3.
When the force is unknown, the iterative method described in Section 3.2 is re-
quired. An estimate of the steady-state drift vr ≈ 〈v〉 can be made by the linear
fit Eq. (2.30). Using this estimated value vr we can iteratively determine the corre-
sponding value of the force F r via Eqs. (3.8) and (3.10). Figure 4.6 shows the MSEpot
of the reconstruction method when F is unknown for the four model potentials. The
accuracy again improves as a power law with increasing trajectory duration and
sampling frequency. However, compared to the case where F is known, the MSEpot
is more than an order of magnitude larger when F is unknown. This is because
of the average drift estimated via Eq. (2.30) is sensitive to the length of the single
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(a) (b)
Figure 4.5: Mean squared error MSEpot of Eq. (4.6) between reconstructed potential
V r(x) and original potential V (x) as (a) a function of trajectory duration (with
γL2fs/Θ = 1 × 104) and (b) a function of the sampling frequency (with τΘ/γL2 =
100). The results correspond to (solid) V1, (dashed) V2, (dash-dotted) V3, (dotted)
VG with the same parameter values as Figure 4.4.
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trajectory, increasing in accuracy for longer trajectories. Uncertainty in the average
drift impacts the determination of the force F and consequently the reconstructed
potential.
Figure 4.7 shows the effect of trajectory duration on the estimation of 〈v〉 and
F . These results confirm that accurately determining the steady-state drift is im-
portant for achieving an accurate reconstruction of the free-energy landscape when
the thermodynamic force is not known a priori. The correct estimation of vr is not
drastically affected by the sampling frequency, since its value is linked to the long
time rather than short time dynamics.
Figure 4.6: Mean squared error MSEpot between reconstructed potential V r(x) and
original potential V (x) with unknown force as function of trajectory duration (with
γL2fs/Θ = 1 × 104). The results correspond to (solid) V1, (dashed) V2, (dash-
dotted) V3 and (dotted) Vg with the same parameter values reported in Figure 4.4.
For reference solid, dashed, dash-dotted and dotted curves from Figure 4.5(a) for
known force are also shown.
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(a) (b)
Figure 4.7: Absolute error between (a) original and reconstructed values of drift and
(b) original and reconstructed force as function of trajectory duration. The results
correspond to (solid) V1, (dashed) V2, (dash-dotted) V3 and (dotted) Vg. In all cases
sampling frequency used was γL2fs/Θ = 1× 104.
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4.3 Implications for experimental design
In Section 4.2 we have shown that step B of the method converges and errors are well
behaved. However, the results can also be interpreted to determine the trajectory
precision required to reconstruct a potential to a specified accuracy. In particular, if
the force is not known a priori, the uppermost curves in Figures 4.5 and 4.6 provide
an estimate of the required time duration and sampling rate. For example, an MSEpot
of the order of ∼ 10−2 provides a reconstructed potential with better agreement than
that shown in Figure 4.3 and requires a trajectory duration τΘ/γL2 ≥ 102 and a
sampling frequency fsγL2/Θ ≥ 102. This corresponds to approximately N ≈ 104
points per single trajectory. Our results apply for potentials with a depth Emax .
10Θ. For very deep potentials with Emax > 10Θ the experimental requirements
are higher as mentioned in Section 2.6. However, in this case, the local details of
the potential are less important and a discrete master equation treatment is often
sufficient because the long-time behaviour of the system is dominated by hopping
between wells [19,36,43].
It is illustrative to compare the required precision estimates with what is currently
achievable experimentally. In the case of RNA folding/unfolding experiments at
298K with a reported viscosity of η =0.89mPa (γ0 = 6πηa, γeff = γ0Reff/a, where
Reff is the size of the bead or probe particle) and a system size of ∼ 10nm [5], to
achieve a MSE ∼ 10−3 requires fs = 7700Hz (fps) and a recording time of τ ∼10s.
In the case of F1ATPase with a system size of 30nm, an actin filament probe of
1µm attached, and with the same intra cell conditions, to achieve a MSE ∼ 10−3
we require fs = 3800Hz and τ ∼3s. Such values lie within the current experimental
capabilities of microsecond acquisition for single molecule experiments [102].
The single trajectory spatial resolution ∆xs determines the minimum bin size
used in Step A: ∆x ≥ ∆xs. Since Step B is a k-space method, the finite spatial
resolution restricts the k-space resolution such that K ≤ 2π/∆xs. The effect of small
K on the accuracy of reconstructing the potential from the probability density has
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been explored previously in Chapter 3. In practice, the depth of the potential Emax
can provide an indication of the required K and ∆xs. In particular, for all the model
potentials explored in this manuscript we find that |Emax| > |V̄ 0qd|, where V̄qd is the
dominant Fourier component of the periodic potential. An accurate reconstruction
therefore requires K  |qdEmax/Θ| or ∆xs  2π|Θ/qdEmax| [56].
In addition, to using the above precision guidelines when planning an experiment,
it is also possible to establish convergence of the reconstructed potential when the
original potential landscape is not available as a reference. This involves computing
the MSE between reconstructed potentials of increasing accuracy. For example,
the MSE between a potential V τ+∆τr (x) reconstructed from a trajectory of duration
τ + ∆τ , V τ+∆τr (x) and potential V τr (x) reconstructed from a trajectory of duration







V τr (x̄i)− V τ+∆τr (x̄i)
]2
. (4.7)
If MSE∆τ (τ) → 0, with increasing τ , the method is converging to a unique recon-
structed potential. An equivalent MSE∆fs can be defined for trajectories of increasing
sampling frequency. Figure 4.8 shows the convergence of MSE∆τ (τ) and MSE∆fs(fs)
for each of the potentials considered in this chapter.
74 Ch 4. Reconstructing potential landscapes from trajectories
(a) (b)
Figure 4.8: Mean squared error of consecutive reconstructed potentials for trajec-
tories of (a) increasing duration MSE∆τ (τ) and (b) increasing sampling frequency
MSE∆fs(fs). The results correspond to (solid) V1, (dashed) V2, (dash-dotted) V3 and
(dotted) Vg for the same parameter values as Figure 4.4.
4.4 Summary
In this chapter we have shown how the reconstruction method can be used to re-
construct potentials from experimentally measured stochastic trajectories. This was
achieved by first approximating the steady-state probability density and the drift
velocity from the stochastic trajectories, then employing the reconstruction method
presented in Chapter 3. We carried out a systematic analysis of the accuracy of
the reconstruction under a range of potential experimental uncertainties, includ-
ing trajectories of finite duration. This work demonstrated the robustness of the
method and showed how the experimental uncertainty influenced the accuracy of
the reconstructed potential. We explored this for a range of potentials of increasing
complexity. We have also shown how the results of this analysis can be used to guide
experimental data collection to enhance the accuracy of the potential reconstruction.
Chapter 5
Reconstructing potential
landscapes in higher dimensions
In the previous chapters we derived a robust k-space method to reconstruct one
dimensional tilted periodic potentials from experimentally measured single molecule
trajectories and probability densities. One of the advantages of the k-space approach
is that in principle it can also work in higher dimensions. This contrasts to methods
that depend on analytical solutions that only apply in 1D [21,88].
In this chapter we extended the reconstruction method to multi dimensional sys-
tems. We focus on the important case of a 2D system with a chemical and a mechan-
ical degree of freedom, in order to model energy transduction in motor proteins (see
Section 1.3.7). In Section 5.1 we demonstrate how to generalise the Smoluchowski
equation inversion method to higher dimensions and present the additional consid-
erations in this case. Then in Section 5.2 we present the method to approximate the
steady-state probability density from measured 2D single molecule trajectories and
discuss the increased precision requirements in the 2D case. These results show that
the method is a practical tool for the reconstruction of free-energy landscapes in two
dimensions, when measurements of both degrees of freedom is possible.
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5.1 Inversion method in n dimensions
The steady-state solution of the multi dimensional Smoluchowski equation (2.11)
requires∇·J(r) = 0. For the 1D tilted periodic potential case this condition specifies
a constant probability current which enables an analytic solution(see Eq. (2.18)). In
higher dimensions there is no analytic solution of Eq. (2.11). As a consequence,
the reconstruction methods presented in Refs. [21, 88] are not applicable to higher
dimensions. In contrast, the k-space reconstruction methods developed in Chapter 3
of this thesis do not depend on this analytic solution. So, in principle, they are also
applicable to higher dimensional systems.
The potentials of interest here have a periodic part and a linear tilt V (r) =
V0(r)−F ·r. This means that both the steady-state probability P (r) and probability
current J(r) are also periodic. We can, therefore, expand them in terms of their
Fourier series















where F , L, k and q are vector. In these equations: r\L denotes element-wise
division rj/Lj and k · r =
∑
j
kjrj is the inner product.




(q · k)Pk−qV 0q \γ = −
[





Pk\γ , k 6= 0, (5.4)
where F ◦L denotes element-wise multiplication FjLj. Note that P0 = 1/‖L‖ is the
normalization condition in k-space (‖L‖ =
∏
j
Lj) and V 00 is the reference level of
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the potential, which has no physical implications. The k-space probability current
components are given by














q correspond to the drift
term describing the probability of moving with velocity ∇(V0(r) − F · r)\γ and
ΘkjPk refers to the diffusion term describing the diffusively spreading at diffusion
constant Θ/γ. The drift velocity components are related to the k-space probability











Equation (5.6) provides a relationship between the drift velocity 〈vj〉 and the force
Fj for each degree of freedom. Note that Pq depends on V0(r) and F . Therefore,
the drift 〈vj〉 will be affected by the value of the tilting force in the other degrees of
freedom. Eqs. (5.4)-(5.6) are general for any number of dimension.
The matrix form of the k-space steady-state Smoluchowski equation Eq. (5.4) is
A(P )V 0 = −D(F )P , (5.7)
where the elements of A and D can be deduced from Eq. (5.4). As in the 1D case
our objective is to use the known distribution P to reconstruct the potential V 0, by
inverting Eq. (5.7). We assume that the probability density has been estimated from
single trajectories (analogous to the 1D case) and that either (I) the forces F are
known or (II) the forces F are unknown but the steady-state drift components 〈vj〉
have been measured from single trajectories.
When F is known, it is straightforward to find the components of V 0, by inverting
A numerically and left multiplying Eq. (5.7), just as in the 1D case, to give
V 0 = −A−1(P )D(F )P . (5.8)
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In the remainder of this thesis we concentrated on 2D potentials. However, the
method is also applicable to higher dimensions. In general solving Eq. (5.8) is limited
by the computation of A−1, which for a nD system has size (2K + 1)2n but is often
very sparse1.
In the case that F is unknown but the drifts 〈vj〉 are known, Eq. (5.6) provides a
relationship between the drifts 〈vj〉 and forces Fj. However, just as in the 1D case, if
we try to directly invert the k-space Smoluchowski equation using 〈vj〉, the resulting
inversion matrix possesses a close to zero determinant. Therefore, we determine a
self-consistent solution via an iterative method. This uses the same methodology as
in one dimension (see Section 3.2), with the additional requirement that we have to
look for self-consistent values for all unknown force components
|Fi,j − F ′i,j| ≤ εj ∀j , (5.9)
where i is the iteration number and εj > 0 is a small number representing the
desired accuracy of the force component in the j-th coordinate2. In contrast to the
one dimensional case, more caution is needed to implement the iterative approach
in multiple dimensions. This is due to the possibility of non-monotonic behaviour
of the drift with force. To deal with this possibility we used a more sophisticated
iteration method (rather than a simple linear progression). A convenient approach
is to formulate the problem as an optimization equation, such that the required
value of Fi,j lies at the minimum of a multidimensional function. We then can use
an optimization algorithm to find Fi,j. In this thesis we have used the Matlab c©
fsolve function for this purpose.
1As a simple example on a desktop computer processor intel i7(quad core) and 16Gb RAM,
with the 2D model potential Eq. (5.11) K = 71 the computational time is t =135s and with K = 21
t =11.6s, for the 1D model potential Eq. (3.23) with K = 71 the computational time is t =0.39s
and with K = 21 t =0.0185s.
2In the case that one of the force components is known and the others are unknown we need
only search for a self consistent solution for the unknown ones, as the known component can be
plugged into the inversion matrix with no complications.
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5.1.1 2D potentials
In the reminder of this chapter we will discuss only 2D examples, therefore both
k and q have only two components {kx, ky} and {qx, qy}. In this case the matrix
A and D of Eq. (5.8) have size (2Kx + 1)2 × (2Ky + 1)2, where Kx,Ky ∈ Z+ are
the maximum value of kx and ky respectively. Here we will assume K = Kx = Ky
although in general they can have different values. We have focused on two example
tilted periodic free-energy potentials:




− Fxx− Fyy , (5.10)






π(x+ y + α)
)
− Fxx− Fyy , (5.11)
where the function fzz(x, y) is defined as














The potentials were selected, because they are able to exhibit both narrow and deep
channels in the 2D landscape (the relevance of this will become clear in Chapter 6). In
addition, the potentials resemble previously proposed models for motor proteins [46],
see Figure 1.9 which has a zigzag-like coupling channel. Both potentials used are
in general non-separable in the two degrees of freedom. This means that energy
coupling can occur between the two degrees of freedom [38,76]. Example pots of these
potentials and their steady-state probability distributions are shown in Figures 5.1
and 5.2.
To determine the robustness of the reconstruction method in 2D, we carried out
the same study as in the 1D case. The accuracy of the potential reconstruction was








[V (xi, yj)− V r(xi, yj)]2 , (5.13)
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(a) (b)
Figure 5.1: Free-energy landscape and numerical solution for steady-state probability
distribution of potential Eq. (5.10), showing (a) V (x, y) over one period and (b)
P (x, y) over one period. Parameters used: Ax = 1Θ, Ay = 1Θ, Axy = 2Θ, fx =
−0.1Θ/Lx and fy = 0.6Θ/Ly.
where xi is the ith component on position x, yi is the jth component on position y,
Nx, Ny are the number of spatial grid points. V (x, y) is the original potential and
V r(x, y) is the reconstructed potential. The reconstruction method was carried out
using both the direct inversion for known forces and the iterative method for unknown
forces. The results, show the same convergence behaviour with increasing Fourier
terms in the expansion as in the 1D case. This is shown in Figure 5.3 for different
potential and tilt parameters. Again, for values of K similar or below |q
D
Emax/Θ|
the convergence in not good enough as discussed in Section 4.3.
5.2 Reconstruction from 2D stochastic trajecto-
ries
The previous section demonstrated the multidimensional potential reconstruction
method starting from the steady-state probability density. In practice the probability
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(a) (b)
(c) (d)
Figure 5.2: Free-energy landscape and numerical solution for steady-state probability
distribution of potential Eq. (5.11), showing (a) surface plot of V (x, y) over one pe-
riod, (b) contour plot of V (x, y) over one period, (c) surface plot of P (x, y) over one
period and (d) contour plot of P (x, y) over one period. Parameters used: U = −1.5,
h1 = 1.5Θ, h2 = 0, Fx = 0.5Θ/Lx and Fy = 0.3Θ/Ly.
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Figure 5.3: Mean squared error between original and reconstructed potential MSEpot
as function of K, for (a) potential Eq. (5.10) with parameters Ax = Ay = 3Θ, Axy =
6Θ, Fx = 6Θ/Lx, Fy = 0, (b) Eq. (5.10) with parameters Ax = 3Θ, Ay = 4Θ,
Axy = 3Θ, Fx = 3Θ/Lx, Fy = 0, (c) Eq. (5.11) with parameters h1 = 2Θ, U = 1.5,
Fx = Fy = 0.6Θ/Lx, Lx = Ly and (d) Eq. (5.10) with parameters Ax = Ay = −5Θ,
Axy = −3Θ, Fx = 4Θ/Lx, Fy = 9Θ/Ly where symbols correspond to (dots) known
forces and (squares) unknown forces in both degrees of freedom.
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density of the system can be constructed from the stochastic trajectories of single
molecule experiments. In this section we will demonstrate the robustness of the
reconstruction method for single molecule trajectories to experimental uncertainty
in the trajectories. In Chapter 4 a similar analysis was carried out for the 1D case.
The 2D case has higher requirements on the trajectories for a specific accuracy. In
this section we will attempt to estimate these requirements.
We generated trajectories using the method shown in Eq. (2.29) described in
Section 2.4 generalized to two dimensions using the two model potentials Eqs. (5.10)
and (5.11). As in the 1D case in Chapter 4, the simulated trajectories were used to
determine the probability density and this was used to reconstruct the potential via
the methods described in Section 5.1. Similar to the 1D case we assumed the value
of the histogram approximates the value of the probability distribution at the centre
of the bins, i.e., W (x̄i, ȳi) ' P (x̄i, ȳi), withx̄i, ȳi the centre of the ith bin defined
by an homogeneous grid of width ∆x = Lx/Nb,∆y = Ly/Nb3. The accuracy of the
histogram approximation and potential reconstruction were quantified through the
















[V (x̄i, ȳj)− V r(x̄i, ȳj)]2 . (5.15)
We have shown that the reconstruction method in 2D can accurately recon-
struct the potentials from single trajectories for both simple trigonometric poten-
tials, Eq. (5.10) and the more complicated potential, Eq. (5.11), for both known and
unknown force cases. The results of the reconstruction are shown in Figures 5.4 and
5.5.
Using potentials Eq. (5.10) and Eq. (5.11) we varied the parameters of the po-
tentials to obtain wells within a depth range of 1Θ to 7Θ and forces in a range
(−10Θ/Lj, 10Θ/Lj) for both coordinates. We performed simulations in all cases and
3See Appendix B for the numerical methods.
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(a) (b)
(c)
Figure 5.4: Free-energy landscape reconstruction from simulated stochastic trajec-
tory in two degrees and known forces. Showing (a) trajectory plot over contour plot of
V0(x, y), (b) computed 2D histogram W (x̄, ȳ) from trajectories ensemble, (c) surface
plot of reconstructed potential V r(x, y) over one period. Potential used Eq. (5.10),
with parameters same as in Figure 5.1. In panel (a) black arrows represent the tilting
forces direction and magnitude. MSEdist = 0.0079, MSEpot = 0.018, with K = 21
and Nb = 1000. Trajectory parameters are τ Θ/γL2 = 100 and γL2fs/Θ = 104 with
10 trajectories analysed.
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(a) (b)
(c) (d)
Figure 5.5: Free-energy landscape reconstruction from simulated stochastic trajec-
tory in two degrees and unknown forces. Showing (a) computed 2D histogram
W (x̄, ȳ) from trajectories ensemble, (b) contour plot of W (x̄, ȳ) (c) surface plot of
reconstructed potential V r(x, y) over one period and (d) contour plot of V r(x, y).
Potential used Eq. (5.11), with parameters same as in Figure 5.2. MSEdist = 0.012,
MSEpot = 0.015, F rx = 0.487Θ/Lx and F ry = 0.294Θ/Ly, with K = 31 and
Nb = 1000. Trajectories time τ Θ/γL2 = 100 and γL2fs/Θ = 104 with 50 trajectories
analysed.
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reconstructed the potential from the trajectories using the direct inversion method
and the iterative method for unknown forces. Simulations showed that in order to
achieve a similar level of accuracy as in the 1D case, both the length of the trajec-
tories and the resolution of the binning grid needed to be increased. Examples of
these trends are shown in Table 5.1 for 1D and 2D for both the known and unknown
forces cases.
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MSEpot τ Θ/γL2 γL2fs/Θ Nb
1D known force ∼ 10−4 ∼ 102 ∼ 104 100
1D unknown force ∼ 10−2 ∼ 102 ∼ 104 100
2D known force ∼ 10−2 ∼ 103 ∼ 104 1000†
2D unknown force ∼ 10−1 ∼ 103 ∼ 104 1000†
Table 5.1: Comparison of estimated mean squared error value for potential recon-
struction MSEpot in 1D and 2D cases for cosine-like potentials Eqs. (3.21) and (5.10),
showing the required temporal and spatial resolutions in the trajectories to achieve
that level of accuracy. †In 2D this is the number of grid points in each direction,
therefore the number of total bins is 1000×1000. Note that it is also possible to
achieve similar accuracy levels with tradeoffs between the trajectory time length and
sampling frequency.
5.3 Summary
In this chapter we have shown that the free-energy potential reconstruction method
can be generalised to higher dimensions. In particular, if both degrees of freedom
are measured in a 2D system to sufficient accuracy, then an accurate potential can
be reconstructed. We also analysed the accuracy of the method under experimental




Effective dynamics projected on
one dimension
Up to this point in this thesis we have shown how to reconstruct potentials in 1D
and 2D systems from the approximated steady-state probability density, assuming
we have access to the full stochastic trajectory tracked in both degrees of freedom.
However, it is difficult to track the evolution of the chemical configuration of the
system and the mechanical state simultaneously and most experiments only measure
the mechanical degree of freedom. Therefore, in this chapter, we explore the impli-
cations of knowing only the stochastic dynamics along a single degree of freedom for
the reconstruction method. That is, we assume we only have access to a probability
density measured in just one degree of freedom (typically mechanical) and explore
the consequences of this for reconstructing the full 2D potential.
First of all, we need to establish the connection between the observed steady-
state probability density P rx(x) measured in only one degree of freedom and the 2D




dyP (x, y) , (6.1)
where P rx(x) is the reduced probability and P (x, y) the full periodic probability.
From the definition of the periodic steady-state probability density Eq. (5.2) and the
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which shows that P rx(x) is also periodic. In the following sections we present a
number of findings relating to determining the full potential V (x, y) from knowledge
of only P rx(x).
6.1 Existence of one dimensional effective poten-
tial
In this section we show that it is always possible to reconstruct an effective tilted
periodic potential V eff(x) = V eff0 (x)−F effx x from a probability density P rx(x) and we
derive an analytical expression of the effective potential. If an effective 1D potential












P rx(x) . (6.3)
Integrating the 2D steady-state Smoluchowski equation over the chemical degree
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P (x, y) .
(6.4)
Comparing Eqs. (6.4)-(6.3) we find that the effective potential can be written as







dyP (x′, y) ∂
∂x′
V (x′, y) . (6.5)
Now we define the auxiliary function:
%(x′) = 1
P rx(x′) , (6.6)
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dyP (x′, y) ∂
∂x′
V (x′, y) , (6.7)






and by using the definition of both V (x, y) = V0(x, y) − Fxx − Fyy and the corre-























We first look for the value of the effective force. The terms of interest inside Eq. (6.9)
are all the constant terms. Starting by the integral
∫ Ly
0
dy, the independent terms




i2π(kx+qx)x′/Lx . The next step is




i2πsx′/Lx and look for the resulting independent terms.
This turns out to be the combination {kx + qx + s ≡ 0}. Then, the effective force is
expressed by:








the effective periodic potential is then expressed by:








From Eq. (6.10) we can conclude that in general F effx 6= Fx. The terms in the
right hand side of Eq. (6.11) are periodic. Since the product and quotient of periodic
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functions is also periodic, then V eff0 (x) is also periodic. In addition, Eq. (6.11) shows
that the effective 1D potential in general has an implicit dependence on both the tilt-
ing forces through P (x′, y). This last result has major implications for the modelling
of the system and for the reconstruction method in 1D when only P rx is available.
As V eff0 (x) is no longer a function of solely the mechanical coordinate but also of the
tilting force {Fx, Fy}, we can conclude that in general for different tilting force values
Fx and fixed Fy we will obtain different effective periodic potentials V eff0 (x).
For the particular case that the periodic potential is separable V0(x, y) = V0x(x)+
V0y(y), Eq. (6.11) reduces to







V0x(x′)P rx(x′) = V0x(x) , (6.12)
showing that for a separable potential the 1D effective potential is the original x-
component of the 2D potential and also in this particular case F effx = Fx. Separable
potentials represent chemical reactions that do not produce mechanical work or cou-
ple to other types of energy. For the case of motor proteins where energy coupling is
present, the potential must be a non-separable potential. The strength of the cou-
pling due to the non-separable potential will dictate the efficiency of the motor [40].
Certain motors like the bacteria flagellum are loosely coupled (low efficieny) [3],
whereas motors like F1ATPase have high efficiency [14]. In an experimental situ-
ation it may not be obvious how many degrees of freedom are coupled. Therefore,
given that we have demonstrated that it is always possible to determine an effective
one-dimensional potential in this way, we need a method to differentiate when the
observed steady-state probability density originates from pure 1D dynamics or from
a reduced probability P rx(x). This will be explored in the next section.
6.2 Evidence of coupling
In this section we aim to present results that cannot be fully explained with 1D
energy landscapes. Thus, making it evident that there is coupling in the system
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that is playing an important role in the observed dynamics. In order to demonstrate
this we are going to use models where we have not only a coupling term in the 2D
landscape (a non-separable potential, see Section 2.3.2), but also forces are acting
so that is possible to achieve energy transduction, see discussion in Section 1.3.6
and Refs. [38, 76]. Let us look back on the analytic expression that we introduced
previously for 1D systems Eq. (2.21). This expression determines the dependency of
the drift velocity on the tilting force. The properties of this relation in 1D systems
are such that the drift velocity must be:
(i) Zero at zero tilting force.
(ii) The force and drift velocity have the same sign.
(iii) Monotonic function of the tilting force, see Ref. [106].
Assuming we know the applied force, when any condition (i)-(iii) is not meet,
the 1D description is not valid and we have therefore found evidence of an extra
degree of freedom coupled with the observed dynamics in the system that needs to
be considered. If we know the applied force and can determine the drift velocity
in the experiments, these results do not require the knowledge of the free-energy
landscape to conclude that it must be at least two dimensional.
To demonstrate this, we again used the two model 2D potentials Eq. (5.10) and
Eq. (5.11). We computed the 2D steady-state probability density function P (x, y)
and drifts 〈vx〉, 〈vy〉 for a range of applied tilting forces Fx and a fixed value of
Fy > 0. The results are shown in Figures 6.1, 6.2.
These figures show that when the potential is non-separable and therefore the
two degrees of freedom are coupled, then 〈vx〉 > 0 for Fx < 0, violating property
(i)-(ii). This is the case in Figure 6.1(b)-(c) and Figure 6.2. For the particular case
presented in Figure 6.1(a) the potential is separable and although the potential is
2D there is no coupling between the two degrees of freedom. The cases that show
energy coupling are in accordance with experimental observations measuring the
maximum torque exerted by rotatory motors [4, 107], see Figure 6.3. The standard
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(a) (b)
(c)
Figure 6.1: Value of drift 〈vx〉 as function of the applied tilting force Fx solid line,
for potential Eq. (5.10) with parameters: (a) Ax = 4Θ, Ay = 1Θ, Axy = 0, (b)
Ax = 4Θ, Ay = 2Θ, Axy = 3Θ, (c) Ax = 3Θ, Ay = 1Θ, Axy = 6Θ, for all cases
Fy = 6Θ/Ly. The hatch filled area shows the range of negative forces where energy
coupling is allowed. The insets show the contour plot of the periodic part of the
potential V0(x, y) (LHS) and P (x, y) (RHS) for reference.
6.2. Evidence of coupling 95
(a) (b)
(c) (d)
Figure 6.2: Value of drift 〈vx〉 as function of the applied tilting force Fx solid line, for
potential Eq. (5.11) with parameters: (a) U = 0, (b) U = 0.5, (c) U = 1, (d) U = 1.5
and for all cases Fy = 6Θ/Ly, h1 = 1Θ and h2 = 0. The hatch filled area shows
the range of negative forces where energy coupling is allowed. The insets show the
contour plot of the periodic part of the potential V0(x, y) (LHS) and P (x, y) (RHS)
for reference.
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interpretation of this is that it is due to the driving chemical degree of freedom (in
our case represented by Fy > 0).
These results also show that the degree of coupling changes the force required to
achieve zero drift. Figures 6.1 and 6.2 show examples where the zero drift velocity
value is achieved with different force values depending on the strength of the coupling.
Figure 6.2 shows that shows that for certain geometries of the coupling channel, the
velocity-force relation becomes non-monotonic, violating property (iii).
Figure 6.3: Experimentally measured rotatory velocity as function of applied torque
in F1ATPase motor adapted from Ref. [107].
These results demonstrate that when the external forces on the system are know
we can identify coupling by the relation of the applied force and drift velocity.
In the case where Fx is unknown, it needs to be determined from the iterative
reconstructed method. In this case, the resulting force found by self-consistent solu-
tion will correspond to F effx = F rx . As we demonstrate early, the effective force is in
general different from the applied force.
For simple trigonometric-like potentials the relation between F effx and applied Fx
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and Fy is linear, F effx = Fx−α(Fx−Fy) with 0 ≤ α ≤ 0.5. For potentials with a more
complicated geometry this dependence is non-linear and can only be computed from
Eq. (6.10). This is illustrated in Figure 6.4 for potentials Eq. (5.10) and Eq. (5.11).
(a) (b)
Figure 6.4: Effective force F effx as a function of applied force Fx for Fy = −4Θ/Ly.
(a) The potential is Eq. (5.10) with (solid) Ax = −2Θ, Ay = 2Θ, Axy = −2Θ,
(dashed) Ax = −2Θ, Ay = 2Θ, Axy = −4Θ, and (dash-dotted) Ax = Ay = 0, and
Axy = −8Θ. (b) The potential is Eq. (5.11) with h1 = 4Θ, h2 = 0 and (solid) U = 0,
(dashed) U = 0.5, (dash-dotted) U = 1, and (dotted) U = 1.5.
Another key signature of additional degrees of freedom in the system comes from
the fact that V eff0 (x) depends on the tilting forces, in accordance with Eq. (6.11).
Reconstructed potentials V eff0 for six different values of applied forces are showing
in Figure 6.5. A similar result has also been shown in Ref. [108]. It is important
to emphasise that V eff0 should not be considered a physical potential as it depends
on the probability density. Its usage to predict the dynamics of the system may
therefore lead to incorrect results.
These results demonstrate that if the external forces on the system are not known,
coupling can be identified by reconstructing the effective one-dimensional potential
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(a) (b)
Figure 6.5: Effective one-dimensional periodic potential V eff0 (x) for (a) fixed Fy =
6Θ/Ly and (dots) Fx = −10Θ/Lx, (squares) Fx = −5Θ/Lx, (hexagrams) Fx =
0Θ/Lx, (down-triangles) Fx = 5Θ/Lx, and (up-triangles) Fx = 10Θ/Lx and (b)
fixed Fx = 4Θ/Lx with (dots) Fy = −10Θ/Ly, (squares) Fy = −5Θ/Ly, (hexagrams)
Fy = 0Θ/Ly, (down-triangles) Fy = 5Θ/Ly, and (up-triangles) Fy = 10Θ/Ly. In all
cases the two-dimensional potential is Eq. (5.11) with Axy = 3Θ and U = 1.5.
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for a range of forces and observing a force-dependence in the periodic part of the
effective one-dimensional potential.
6.3 Using a 1D reduced probability to reconstruct
a 2D potential
Despite the results of the previous section, there are special cases where the effective
1D potential can be used to infer the 2D potential. This usually requires the tight
coupling of the two degrees of freedom and close to equilibrium conditions. In this
section we want to understand, under what circumstances can we use the effective
potential V eff0 (x) to infer features of the full 2D potential? To try to answer this
question, we will mainly focus on the two potentials introduced in Section 5.2. For
certain parameters these potentials can describe deep channels in the 2D landscape:
• Diagonal channels, Vcc(x, y) Eq. (5.10).
• Zigzag channels, Vzz(x, y) Eq. (5.11).
Whenever the complete landscape exhibits a deep and narrow channel the prob-
ability density P (x, y) is tightly confined to the path of the channel. Therefore, the
main contribution to the probability density comes from these regions.
Let us suppose that the reduced probability P rx(x) contains most of the informa-
tion of the potential’s shape along the channel path projected onto the x-coordinate.
Assuming we know the exact location for the channel, in principle its path can be






Let us start exploring this idea for a modified version of the potential in Eq. (5.10),
given by






Ag · e` ìpg(x/Lx − j, y/Ly − `, αg, βg, sg, wg, θg) ,
(6.13)
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where the function e` ìpg is defined by
e` ìpg(x, y, α, β, s, w, θ) = e−s((x−α) cos(θ)+(y−β) sin(θ))2−w((x−α) sin(θ)−(y−β) cos(θ))2 , (6.14)
where j,` are integers and θg is the rotation angle in the xy plane1. The resulting
potential Vccg can be seen in Figure 6.6.
(a) (b)
Figure 6.6: Free-energy potential with non-separable term and deep channel, showing
(a) contour plot of the potential and (b) side cut view of the potential to illustrate
its curvature along the channel path. Potential used is Eq. (6.13) with parameters:
Ax = 1Θ, Ay = 1Θ, Axy = 6Θ, no tilting forces and A1 = −3.8Θ, α1 = β1 = 0.7,
s1 = 15, w1 = 50, θ1 = π/4, A2 = −2.5Θ, α2 = β2 = 0.25, s2 = 20, w2 = 50 and
θ2 = π/4.
This potential exhibits a double well potential along the channel. We solved for
the steady-state probability P (x, y) and calculated the reduced probability P rx(x),
see Eq. (6.1). This reduced probability is shown in Figure 6.7. We then used the inver-
sion matrix in 1D, Eq. (3.8), to reconstruct the effective 1D potential V eff(x) and com-
pared it with the potential along the parametric curve V s defined by {x(s), V (x(s), y(s))},
1This Gaussian function describes an ellipse that can be rotated and translated in the xy plane.
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which is the projection of V (x(s), y(s)) onto the x-axis. The results are shown in
Figure 6.8. In this example we can see that V eff(x) and {x(s), V (x(s), y(s))} are in
good agreement.
(a) (b)
Figure 6.7: Numerical solution for the steady-state probability density P (x, y) of
potential shown in Figure 6.6, showing (a) contour plot of P (x, y) with (dashed red)
parametric path of the channel and (b) reduced probability P rx(x).
The comparison is only possible if we explicitly know the path of the channel in
two dimensions. This constitutes an additional assumption (in many cases this will
not be possible). The most probable path is assumed to be the minimum energy
path of the potential along the channel. For the example shown in Figures 6.6-6.7























Now let us examine a second case where the path of the channel is more com-
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Figure 6.8: One dimensional free-energy potential with (dashed) reconstructed effec-
tive potential V eff0 (x) from P rx(x) (Figure 6.7) and (b) potential along channel path
projected on the x-axis V s from Eq. (6.13).
plicated. Using Eq. (5.11) with a value for U = 1, we can create a potential that
exhibits zigzag channels in a stair-like fashion, see Figure 6.9. For the example shown
in Figures 6.9-6.10 the parametric curve that defines the channel is:
zigzag(s) :=

x(s) = 0 + ` , for 0 + ` ≤ y < 1 + `
y(s) = s+ ` , for x = `
x(s) = s+ ` , for y = 1 + `
y(s) = 1 + ` , for 0 + ` ≤ x < 1 + `
s ∈ [0, 1] ` = {0, 1, 2, . . . }
(6.16)
For this case P rx(x) is shown in Figure 6.10. The reconstructed potential V eff(x), is
compared with V s in Figure 6.11.
The results obtained this time are completely different from the previous example.
Here V s is a flat function but V eff(x) shows deep wells. These wells originate from
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(a) (b)
Figure 6.9: Free-energy potential with narrow channels, showing (a) contour plot of
the potential and (b) side cut view of the potential to illustrate its curvature along
the channel path. Potential used Eq. (5.11) with parameters: U = 1, h1 = 1Θ,
h2 = 0.
(a) (b)
Figure 6.10: Steady-state probability distribution showing, (a) contour plot of P (x, y)
from potential in Figure 6.9 and (b) reduced probability P rx(x). Parameters of
potential used same as in Figure 6.9.
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Figure 6.11: Free-energy landscape with (dashed) reconstructed effective potential
V eff(x) from P rx(x) and (solid) potential Eq. (5.11) along the channel path projected
on the x-axis V s.
the peaks in P rx(x) as seen in Figure 6.10(b). However, these peaks in P rx(x)
originate from the highly dense value of P (x, y) when the channel goes completely
in the y-direction and are not due to any specific confinement along the channel, see
Figure 6.10(a).
Let us examine another example. This example closely resembles a landscape
proposed for ATP synthase [109]. Using the same ZigZag like potential of Eq. (5.11)
with U = 0.5 and adding Gaussian wells Eq. (6.14) along the channel






Ag · e` ìpg(x/Lx − j, y/Ly − `, αg, βg, sg, wg, θg) ,
(6.17)
this potential is shown in Figure 6.12. The steady-state probability P (x, y) and the
reduced probability P rx(x) are shown in Figure 6.13. The reconstructed effective
potential V eff(x) is shown in Figure 6.14, showing significant divergence between the
two potentials.
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(a) (b)
Figure 6.12: Free-energy potential with narrow channels, showing (a) contour plot of
the potential and (b) side cut view of the potential to illustrate its curvature along
the channel path. Potential used Eq. (6.17) with parameters: Ax = 1Θ, Ay = 1Θ,
Axy = 6Θ, no tilting forces and A1 = A2 = A3 = A4 = −2.5Θ, α1 = 0.44, β1 = 0.81,
α2 = 1.44, β2 = 1.81, α3 = 0.7, β3 = 0.2, α4 = 1.7, β4 = 1.2, s1 = s2 = s3 = s4 = 40,
w1 = w2 = w3 = w4 = 50, θ1 = θ2 = π/9, θ3 = θ4 = −7π/12, A5 = A6 = A7 = A8 =
−3.8Θ, α5 = 0.8, β5 = 0.93, α6 = 1.8, β6 = 1.93, α7 = 0.19, β7 = 0.56, α8 = 1.19,
β8 = 1.56, s5 = s6 = s7 = s8 = 35, w5 = w6 = w7 = w8 = 50, θ5 = θ6 = π/9,
θ7 = θ8 = −7π/12.
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(a) (b)
Figure 6.13: Steady-state probability distribution showing, (a) contour plot of P (x, y)
from potential in Figure 6.12 and (b) reduced probability P rx(x). Parameters of
potential used same as in Figure 6.12.
Figure 6.14: Free-energy landscape with (dashed) reconstructed effective potential
V eff(x) from P rx(x) and (solid) potential Eq. (6.17) along channel path projected in
x-axis V s.
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The diagonal channel potential (Figure 6.8) provides an example of when the
effective 1D potential can be used to reconstruct the features of the full 2D landscape.
This requires knowledge of the coupling channel. In contrast, the two examples of
zigzag-like channel potentials illustrate that when the probability density P (x, y)
accumulates along the y-direction this creates effective wells in V eff that are deeper
than the actual wells present in V (x, y). Therefore, we cannot use V eff to accurately
predict the profile of the 2D landscape along the channel. This is despite knowing
the path of the coupling channel.
The information available from single trajectories analysis has been reduced by
only using the position distribution of the data. However, single trajectory data also
contains time evolution information. This time evolution can also be used to infer
features of the potential. For example, it is possible to use dwell time information
to determine the depth of the wells.
6.4 Summary
In this chapter we have investigated the situation where, although the system is
two-dimensional, we have only access to measurements from one degree of freedom.
We have shown that in this case it is always possible to reconstruct an effective
1D periodic potential from the reduced 1D probability density. However, if the
underlying 2D potential is non-separable the effective reconstructed potential cannot
be used to fully understand the physics of the system or deduce the underlying 2D
potential. The only exception to this is a tightly coupled diagonal-channel potential.
As it is always possible to construct an effective 1D potential, it becomes impor-
tant to determine if coupling exists in the system. We have therefore demonstrated




Conclusions and future work
One of the most compelling theories of cyclic motor proteins explains their dynamics
in terms of over-damped Brownian motion over a non-equilibrium tilted periodic
potential [4, 24, 27]. This theoretical description requires knowledge of the potential
landscape, which is often unknown. In this thesis we have developed a novel method
to reconstruct the corresponding potential for a cyclic motor protein using its steady-
state probability distribution. The contribution of this thesis to the field has been
presented in four results chapters: (i) Chapter 3: reconstructing in k-space, (ii)
Chapter 4: reconstructing from trajectories, (iii) Chapter 5: reconstructing in higher
dimensions, and (iv) Chapter 6: reconstructing with knowledge of only one degree
of freedom. Here we summarise the most important results from each chapter.
Reconstructing potentials in k-space: We developed a new method to re-
construct the landscape for a cyclic motor protein from the steady-state probability
distribution. The method uses the periodicity of the system and is implemented in k-
space via a Fourier series expansion. Two variants of the reconstruction method were
explored: the first employs the values of the tilting forces and steady-state probabil-
ity to perform a direct reconstruction, the second employs a self-consistent iterative
procedure and the experimentally determined drift velocities to determine the ex-
ternally applied force. We demonstrated the accurate reconstruction of a number of
model 1D potentials for increasing number of Fourier terms.
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Reconstructing potentials from single trajectories: The probability den-
sity can be estimated from stochastic trajectories that are able to be measured in
single molecule experiments [5,19,101]. This is the most widely available data on mo-
tor proteins. We showed that the full reconstruction method, consisting of building
the probability density from trajectory data and then reconstructing the potential
from the probability density. We have shown that the reconstructed potential, is
robust to finite trajectory duration and sampling frequency for 1D systems [56].
We have used these results to provide guidance on the experimental data collection
requirements for accurately reconstructing potentials. The key advantages of the
method are its ability to apply to non-equilibrium potentials, its ease of implementa-
tion and its accuracy for both deep and shallow well regimes compared to alternative
methods [21].
Reconstructing in higher dimensions: As the method does not rely on
analytic solutions of the Smoluchowski equation, in principle, it can be also applied
to higher dimensional systems. We have also demonstrated with a variety of example
potentials that the reconstruction method generalizes to two or more dimensions.
This encompasses the important case relevant to motor proteins of energy coupling
between a chemical and a mechanical degree of freedom described by a 2D potential
[44]. If single trajectories are simultaneously measured along both mechanical and
chemical degrees of freedom with sufficient accuracy, then the method will accurately
reconstruct the 2D free-energy landscape of the system. We proposed therefore that
this should be a focus for experimental work.
Reconstructing with knowledge of only one degree of freedom: Cur-
rent experiments focus on measuring single trajectories only along the mechanical
degrees of freedom [2, 3, 5, 11, 13, 19], so we considered the ability to reconstruct the
full 2D dynamics of the system from measurements of just one degree of freedom. We
demonstrated that it is always possible to reconstruct an effective 1D periodic poten-
tial for a 2D periodic system, but that this potential has a complex dependence on
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the parameters. In particular when the 2D potential is non-separable we found that
the periodic part of the effective 1D potential depends on the tilting forces in both
the measured and unmeasured degrees of freedom. We showed that by analysing this
dependence we could determine the presence of energy coupling in the system.
In summary, the main results of this thesis are:
• Development of a k-space free-energy reconstruction method for periodic tilted
potentials from experimentally measured trajectories that does not rely on
analytic solutions of the Smoluchowski equation.
• Quantification of the accuracy of the reconstruction method in both 1D and
2D cases in the presence of experimental uncertainty.
• Demonstration that the reconstruction of higher dimensional potentials is pos-
sible when single molecule trajectories are tracked simultaneously in all the
relevant degrees of freedom of the system.
• Showed that, in general, a full 2D potential cannot be constructed from mea-
surements in only one degree of freedom.
• Demonstration that in the special case of energy coupling, it is possible to
identify the coupling to the unmeasured degree of freedom.
• Established that two dimensional potentials with simple deep diagonal cou-
pling channels can be reduced to an effective one dimensional potential that
accurately describes the dynamics of the full 2D system.
7.1 Perspectives and future work
The free-energy landscape reconstruction method developed in this thesis has been
proven to be theoretically robust and is ready for the next step of being implemented
with real experimental data for a particular protein. This requires data similar to
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that collected in the experiments described in Refs. [4, 5, 90]. The reconstructed
potential could then be used to predict protein behaviour and determine and explain
a range of properties of the motor protein.
In this thesis we have only considered the case of homogeneous binning to approx-
imate the steady-state distribution (see, Section 4.2.2). However, in the literature
non-homogeneous binning methods have been explored in detail to improve accu-
racy [21]. Future work could consider how non-homogeneous binning might improve
the accuracy and reduce experimental requirements.
We have explored 2D systems assuming both degrees of freedom are periodic.
However, it is possible that one of the degrees of freedom is periodic and the other is
confined [106]. If the free-energy potential of a system like this is not separable, then
we would expect effects similar to those found in Chapter 6. The k-space method
would need to be modified in this case and could be considered in future work.
In this thesis we also only considered the case of equal viscous drag coefficients
in both degrees of freedom (see, Section 5.1.1). For systems with a chemical and a
mechanical degree of freedom these coefficients are not necessary equal [72, 110]. In
this case the difference in value of the viscous drag coefficients can affect the dynamics
of the system leading to a very fast motion in one degree of freedom compared to the
other [43]. The exploration of this case is particularly interesting for future work.
Additionally, single molecule experiments usually attach a bead or probe particles
to the motor to track its motion [111, 112]. This is a related problem as the bead
particle may affect the value of the viscous drag coefficient. The exploration of the
bead size effect on the reconstruction could also be considered in future work.
We have demonstrated that the 2D potential for cyclic motor proteins can be
accurately reconstructed provided trajectories are measured in both degrees of free-
dom simultaneously. Currently experimental limitations make it difficult to measure
the evolution of the chemical degree of freedom as mentioned in Chapter 6. Other
systems may be more immediately suitable to simultaneous measurement of multi-
ple degrees of freedom. For example, instead of chemical and mechanical degrees of
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freedom, systems with linear and angular motions could be considered. Another pos-
sibility would be electromechanical artificial molecular machines [113,114,115,116] or
ion gradient pumps in lipid membranes [25]. All of these alternative systems would
be candidates for applying our reconstruction approach.
The formal result that the effective potential is force dependent has consequences
for experiments. For systems with a mechanical and a chemical degree of freedom
like motor proteins, different force regimes can lead to different barrier heights in the
effective 1D reconstructed potential (see Figure 6.5). This shows that it is necessary
to obtain experimental measurements for a wide range of forces to have a better un-
derstanding of the dynamics of the system. Similar ideas of chemical force dependent
potentials have been recently postulated [108]. Exploring this for particular proteins
constitutes an interesting area for future research.

Appendix A
Identifying metastable states − a
histogram criteria
A.1 Metastable states
Of particular relevance to the analysis of stochastic trajectories over an energy po-
tential is to identify the metastable states of the system. As was stated in the
introductory chapter, when the system possesses metastable states, the continuum
dynamics of the system can be modelled as discrete [38]. There are a number of
methods for identifying metastable states. In this appendix we review a number of
the existing methods and in Section A.2 we present a novel method using a simple
histogram to identify metastable states.
Metastable states are present in the system if the time to transit over the energy
barriers is slower in comparison to the dwell time in the states. These times can be
measured from the trajectories and we can also determine the probability of transi-
tions between states occurring, i.e., the transition rate. If the free-energy potential
is known we can derive analytic results to quantify these transition rates and dwell
time.
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We can summarize the characteristics defining metastable states by:
• Metastable:
1. Dwell time  transit over energy barrier time.
2. Deep energy potential wells.
3. Localised probability.
• Non-metastable:
1. Dwell time ' transit over energy barrier time.
2. Shallow energy potential wells.
3. Non-localised probability.
In Section A.1.1 we review the problem of energy barrier crossing in a Brownian
system and the Kramers rate. In Section A.1.2 we introduce the eigensystem expan-
sion to solve the time dependent Smoluchowski equation. The obtained eigenvalues
can be used to measure the time scale of barrier hopping. In Section A.1.3 we intro-
duce the analysis necessary to identify the dwell time and transition rate from single
molecule trajectories.
A.1.1 Barrier crossing
The potential determines the stochastic dynamics of the Brownian system through
the drift term in the Smoluchowski equation. In particular, for the 1D bistable
potential Eq. (2.14), as shown in Figure A.1 the Smoluchowski equation enables us
to determine the transfer rates across the energy barrier between the two wells.
Activated processes. If we assume that x represents the extent of reaction
in a chemical reaction and V is the free-energy potential, then we can associate the
A.1. Metastable states 117
-10
-12
Figure A.1: Scheme of a bistable potential for a chemical system, Eq. (2.14).
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positions xa and xb with the chemical states A and B in a chemical reaction of the
form
A
κa,b−−⇀↽−κb,a B , (A.1)
where κa,b and κb,a are the rates from going from well Va to Vb and vice versa.
This reaction occurs by over coming an energy barrier associated with an activated
complex (non stable state) C†
A −−⇀↽− C† −−⇀↽− B (A.2)
Since the thermal transport that is taking place here uses the energy of the thermal
bath to overcome the energy barrier, this description is an excellent way to describe
reactions governed by diffusion where an activated processes occur, as pictured in
Figure A.1. This model was first proposed by Kramers in 1940 [30,31,66].
Kramers rates, activation energy and Arrhenius’ law. The rates κa,b and
κb,a in the limit of high energy barriers (compared to the thermal energy kbT ) in the
potential can be calculated as functions of the potential V (x), the thermal energy
of the medium and the diffusion constant kbT/γ. In this limit, the bottom of the
wells and the barrier can be approximated by harmonic potentials. In this scenario,
the particles can be assumed to be in equilibrium at the bottom of the wells and
rarely will cross the barrier. Then, the Kramers rate from state a to b κa,b and for










|V ′′b V ′′c |e−Eb/kbT , (A.3-b)
where we define the activation energies Ea = Vc−Va and Eb = Vc−Vb, see Figure A.1.
These results are quite important since they allow us to find the exponential
term e−Ea/kbT , which is the well known Arrhenius’ law. This law tells us how the
rate depends on the temperature. This law was first introduced by Arrhenius to
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explain the difference between the experimentally measured reaction rates and the
predictions derived from Maxwell’s distribution. Arrhenius derived this expression
by counting the number of collisions with kinetic energy above the threshold of
activation energy of the reaction [69]. The pre-exponential factors take into account
the diffusion of the medium and curvature effects of the potential. These factors can
be regarded as the particles oscillation frequencies around either Va or Vb.
A.1.2 Eigenfunction expansion
One way to solve the time dependent Smoluchowski equation on a free-energy po-
tential is through an eigenfunction and eigenvalue expansion [22,117]. The resulting
eigenvalues of the system are related with the decay rates of the metastable states
of the system. It is convenient to express the Smoluchowski equation as an operator
∂P (x, t)
∂t

























Assuming separable solutions for the probability density of the form
Pς(x, t) = φς(x)e−λς t , (A.7)
where the eigenfunctions φς(x) and adjoint φς(x)† form a complete and orthogonal
basis
Lφς(x) = −λςφ(x) , (A.8)
L†φ†ς(x) = −λ∗ςφ†(x) , (A.9)
with normalization condition ∫
dxφς(x)φ†ς(x) = δς,ς′ , (A.10)




φς(x)φ†ς(x) = δ(x− x′) . (A.11)
Finally, the complete probability density can be expressed as follows
P (x, t) =
∑
ς
AςPς(x, t) , (A.12)
with Aς =
∫
φ†ς(x)P (x, 0)dx. For long times Eq. (A.12) converges to the steady-state
solution regardless of the initial time distribution P (x, 0) shape. The eigenvalues λς
are related with the different time scales of the diffusive nature of the process. Of
particular relevance is the value of the lowest eigenvalue λ1, which can be used to
measure the time scale of barrier hopping [22,84,117]. The eigenvalues and eigenfunc-
tions can be evaluated numerically by discretizing the eigenvectors of the evolution
operator. More details in this are described in Appendix B. In Figure A.2 we illus-
trate the eigenfunctions expansion solution for a periodic potential built from two
cosine functions of different frequencies:
V (x) = A cos(2πx/L) +B cos(2Mπx/L) . (A.13)
This figure shows the resulting probability density for different time values and in
the steady-state. In addition, we also show the band structure of the eigenvalues.
This band structure shows gaps, due to a separation of time scales in the dynamics of
the system. There are two different time scales dynamics inside a periodic potential.
The hoping rate of transitions between potential wells and the decay rate of intra
well relaxation. The transition jumps between wells occur in a slower time scale
compared to intra well relaxation. The transitions between wells correspond to the
periodicity of the potential. Therefore the gaps in the Eigenvalues band structure
are observed at the positions of wavevector ς = nπ/L. For more details see Ref [84].





Figure A.2: Periodic potential of two main frequencies Eq. (A.13) plotted over 3
periods with (a) A = 0.5Θ, B = 2.5Θ, and M = 6. Resulting probability den-
sity P (x, t) through eigenfunctions expansion over showing 3 periods with (b) (dot-
dashed) tΘ/γL2 = 2, (dashed) tΘ/γL2 = 4, (solid) tΘ/γL2 = 60 and (c) steady-state
probability density P (x). Computed value of (d) the first 109 lowest eigenvalues from
the probability density expansion.
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A.1.3 Mean first passage time
The dwell time (waiting/sojurn time) can be obtained from stochastic trajectories
by computing the time the particle remains in a given localised state. This value
may change with each realization due to the stochastic nature of the process. Then,
by computing the distribution of all these times, we can obtain the waiting time
distribution. The mean value of this distribution is called the mean first passage
time Mfpt. This value can be directly calculated with knowledge of the free-energy
landscape as seen in Eq. (A.14). Each observable state in the system will have a
corresponding Mfpt which also relates to the probability to escape from that state
to a neighbouring state.
First passage time. The first passage time is defined as the time it takes the
system to first reach a certain final position from a specific initial position. In our
case, we look for the first passage time to get from one initial stable state i to another
state j, using stochastic simulations, see Figure A.3(a). Due to the stochastic nature
of the process each trajectory will give a different value of the first passage time.
Therefore, after a significant number of realizations we can calculate the mean value,
i.e., Mfpti,j. Notice that calculating the first passage time from a given single
molecule trajectory is not trivial. There is no definitive way to compute this for
a given data set. Additionally, it can be computationally intensive depending on
the size of the data to analyse. In our case we first used an algorithm to calculate
the mean wiggling time [118, 119]. This is the time the system is still considered
to be wiggling in the vicinity of the initial state. Second, we used the last-touch-
first-touch-times (LTFTT) algorithm [118]. This is the average time that the system
elapses between the last touching of the initial state and the first touching of the
final state. Then the Mfpt is the sum of these two quantities [79, 80, 119]. Notice
that for trajectories which exhibit discrete transitions between states, the LTFTT is
negligible in comparison to the mean wiggling time. This is a clear example of two
different time scales present in the system and arises from the depth of the wells in
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the potential. On the other hand for trajectories with continuum transitions both
contributions to the Mfpt are important: they occur at the same time scale. In
the particular 1D case, where we know the shape of the potential, we can calculate










dze−V (z)/kbT , (A.14)
Transition rate. When the system possesses metastable states, the rate ki,j
defines the rate at which the system transits from the state i to state j. It can be
calculated from the stochastic trajectories as the number of jumps from one state i
to the other j divided by the time length of the trajectory, i.e., see Figure A.3(b)
ki,j =
#transitionsi,j
time length . (A.15)
We must differentiate jump events i → j from the reverse j → i which may have a
different value in general. The process to compute this rate is also computationally
non trivial. We need to identify in the stochastic trajectory these jump events. This
was done by also implementing the LTFTT algorithm between the states i and j and
later discriminating the direction of the jump. Again the value of the observed rate
will depend on the depth of the wells in the potential. Therefore, the transition rate
in very deep wells will be low and for shallow wells will be high.
These two measures (Mfpt, k) satisfy the following condition Mfpti,j×ki,j = 1.
Only in the case of deep wells the Kramers rate value from definition Eq. (A.3-a)
match the transition rate value of Eq. (A.15).
A.2 Histogram criteria
There are a range of metrics used to characterize the time scale of Brownian motion
over an energy barrier. These include the Kramers rate, κ, and the lowest eigen-
value, λ1, both require knowledge of the functional shape of the energy potential.
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Figure A.3: Single molecule trajectory showing (a) first passage time from state i
to j along with last-touch-first-touch events hexagrams and (b) transition events,
diamonds i → j and dots j → i. The stochastic trajectory was obtained from
an over-damped Langevin simulation with a double well potential V (x) = (Ax2 −
xa)(Ax2 − xb).
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Additionally, we can also use the Mfpt computed from stochastic trajectories for
this purpose. Here we show a novel criteria for identifying metastable states directly
from the steady-state probability density computed from stochastic trajectories with-
out needing to know the underlying free-energy potential and that presents a faster
analysis than computing the Mfpt from the trajectories.
In Chapter 2.5 we showed how to approximate the steady-state distribution by
the mechanical state histogram of the trajectory. Since the weighted histogram
approximate the steady-state probability Eq. (2.33) and for the case of metastable
states, in the vicinity of the well bottom the probability density can be approximated
by
Wi ≈ P (xi) ∝ e−V (xi)/Θ . (A.16)
The observed peaks in the histogram are usually postulated to correspond to the
metastable states present in the system [81]. To determine when does a peak in the
distribution truly represent a metastable state? We need to know the time scale of
the dwell time of the system in such state. This time is linked to the depth of the
wells or energy barrier height of the free-energy potential. One of the parameters
more used to characterize a Brownian system in an energy landscape, is precisely the
energy barrier height of the transitions from one stable state to another. Commonly
expressed in an Arrhenius-like form e−Ea/Θ where Ea = V (xmax) − V (xmin) is the
activation energy. From the results presented in Chapter 2 we know that minima
of the free-energy potential translate to maxima in the peaks of the steady-state
probability density V (xmin) :→ Ppeak and maxima in the free energy correspond to
minima in the probability density V (xmax) :→ Pmin (see for instance Figure 2.1). If






= e(V (xmin)−V (xmax))/Θ . (A.17)
Equation (A.17) postulates a direct relation between the energy barrier height and
the ratio between peaks maxima and minima of the histogram.
Probably the most widely accepted metric to characterise the metastable state is
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the Kramers rate [7]. It is because of this that we will use this as a benchmark to
postulate the tolerance of our criteria. First we will compare the metrics mentioned
at the beginning against the Kramers rate. This is done in time domain, notice that
1/κ has units of time as Mfpt and also 1/λ1 has time units. Using a symmetric
double well potential in 1D V (x) = (Ax2−xa)(Ax2−xb), we calculated the values of
these metrics for a range of energy barrier heights in the potential. This comparison
is shown in Figure A.4.
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Figure A.4: Comparison of widely used metrics to characterize the time scale of
Brownian motion over an energy barrier. The comparison is done in time domain
as function of the height of the barrier crossed Ea, with (a) semi log plot of (solid)
1/λ1, (dots) Mfpt , (diamonds) 1/κ and (b) percentage error (dots) |1/λ1−Mfpt|,
(diamonds) |1/λ1 − 1/κ|. In all cases the system used was a double well potential
with tunable barrier and equal potential minima.
In the deep wells regime, it is expected that the value of 1/λ1, Mfpt and 1/κ
will match with high accuracy [120]. On the contrary, for the shallow wells regime
the discrepancy is high [121]. We can see in Figure A.4 that the Mfpt for energy
barriers of 1Θ is barely 10% deviated from the values of the Eigenvalue. On the other
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hand the Kramers rate deviates about 25% on same conditions. Then we can use this
comparison to set a threshold between deep and shallow wells, in other words having
a metastable state or not. This in combination with Eq. (A.17), gives us a measure
on how accurate the usage of one or other type of description will be. Since the ratio
between two given points of the histogram follows an exponential law proportional
to the energy difference between those points. We can then set the threshold value
Eε such that if
Wm
Wp
/ e−Eε/Θ → deep wells regime. (A.18-a)
Wm
Wp
> e−Eε/Θ → shallow wells regime. (A.18-b)
From the comparison shown in FigureA.4, we see that a safe option to set the
threshold between shallow and deep wells is above barriers of Eε = 3Θ. Some other
previous works [84, 85] have set this threshold to be of the order of Eε = 5Θ, in
such case the criteria obeys Wmin/Wpeak < 0.0111 . Once a threshold is elected, this
condition must be satisfied by all the possible transitions allowed from the state of
interest. As it concerns to the cases studied here of tilted periodic potentials. Each
well in the free-energy landscape allows forward and backward transitions, see Figure
A.5. Then if we apply the criteria for a given state in the system, let us say “state
b” . This state will be a metastable (localised) state only if both the backward and
forward transitions are realized over barriers higher than our set threshold Eε.
For the system sketched in Figure A.5. We need to compute both sides, (right
side barrier) W−→m/Wb and (left side barrier) W←−m/Wb , in order to ensure the state
truly is metastable. The proof may be applied to all states in the system in their
respective ways.
If the condition is met for all states we can safely use a discrete description of
the system, such as Master equation models or Markov chains [30,39,84,86,87,122].
Once we have identified the presence of metastable states as described by our
criteria, and have computed the drift velocity. We have all the information necessary
to implement the inversion method. As we did in Chapters 4 and 5.
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Figure A.5: Schematic representation of (a) a multiple states potential and (b) its
corresponding distribution. Dots represent the position of the states, diamonds the
position of barriers surrounding the state. The grey bars represents the histogram
counts value at the wells positions, being Wb the counts value at the peak corre-




B.1 Discrete Fourier series
The main potential landscape reconstruction method developed in this work is based
on Fourier analysis. For this reason we will give a brief introduction to the numerical
implementation of Fourier Series and some of the issues regarding its use for this
thesis.
Fourier series is a powerful mathematical tool that allows us to express any pe-
riodic function as a sum of trigonometric cosine and sine functions. Its applications
are broad in many fields of science and engineering, from the heat equation, electro-
magnetism and signal analysis to everyday technology [123]. There are many ways
to represent this series. Here we will use its complex representation. Assume we have











and the index takes values k ∈ {0,±1, . . . ,±(n− 1),±n}, we have a total of 2n+ 1
terms. In order to implement this numerically we need to being able to compute
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the value of the ck’s coefficients. Here we used the algorithm known as the Fast
Fourier Transform (FFT) to perform this task which only requires n log n operations
compared to the DFT algorithm that requires n2 operations.
Although the implementation of FFT in most scientific programming environ-
ments (Python, R, C, Matlab) is pretty straightforward, we need to point out some
important facts about its use. Since all the codes developed for this work were
written on Matlab, we will use its syntax for the examples.
As we stated previously, the total number of terms obtained is always an odd
number 2n + 1. This puts a constriction in the optimal way to sample our signal
(function). We only need to sample one period of the signal [0, L) (we used an open
interval to avoid spectral leaking in the computed FFT) and should be divided into
2n+ 1 parts of equal width ∆x [124]. Then our signal y(x) is sampled as
{x1, y1}, {x2, y2}, . . . , {x2n+1, y2n+1} . (B.3)
In Matlab the native function fft() computes the FFT of the input signal’s amplitude
{yi’s}, obtaining the spectrum vector {Yi’s}. Finally, we have to weight this spectrum
by the number of terms to get the Fourier coefficients from Eq. (B.2) definition,
{ck’s}=fft({yi’s})/(2n+ 1).
Shifting the spectrum frequencies. Another detail to have in mind when
using the FFT algorithm of Matlab c© is that we need to shift the order of the
computed Fourier terms in order to achieve an array that is sorted in the correct way,
this is we want {Y ’s}= {Y−n, Y−n+1, . . . , Y−1, Y0, Y1, . . . , Yn−1, Yn}. This is achieved
by using the native function fftshift() to the computed spectrum.
Phase delay in the signal. Another issue that arises when using the FFT
for this particular work is the initial phase of the signal processed. This by itself is
not an issue in signal processing if we only care of the power of the signal or we do
not further operate with the signal in the Fourier space. But in our case this is an
important factor that can lead to wrong results if it is not considered. As we can
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see the native functions to compute the FFT only use as input the amplitude of the
signal data. They do not care about the grid points used for sampling the signal.
By default fft() and ifft() assume the signal first element is sampled at the origin.
When this is false, the computed FFT is phase shifted.
For the case when we used a histogram as signal data we are in exactly this
situation. Histograms are built using a grid of equally spaced bins of width ∆x,
with edges at {[0,∆x), [∆x, 2∆x), . . . , [L−∆x, L)}. We assume the value of the i-th
bin approximates the distribution at the centre point x̄i. Then our approximated
distribution is actually sampled at points {∆x2 ,
3∆x
2 , . . . , L −
∆x
2 }. Since the FFT
algorithm only uses the amplitude of the signal, it implicitly assumes the signal is
sampled as {x1, y1}, {x2, y2}, . . ., with precisely x1 ≡ 0. This is not our case since the
very first sampled point is at ∆x/2 6= 0. This creates the effect of a α = ∆x/2 phase
shifting in the computed FFT. In our case the inversion matrix is sensitive to the
phase shift, because a phase shift changes the imaginary part of the matrix which
also depends on the tilting forces. Therefore, the computed Vq end up corresponding
to a different potential. The way to solve this is to correct the phase shift before
inverting the matrix. This is done by multiplying the Fourier terms by the phase
factors.
P±k = e±i2παxP delay±k , k 6= 0. (B.4)
These issues also hold for the 2D case. We must ensure these technicalities are
considered before proceeding to implement the inversion method in k-space.
B.1.1 k-space Smoluchowski equation
Now we present the pieces of code used in k-space to both solve the Smoluchowski
equation and invert the same. First, we introduce the pieces of code to perform
V (x) → {P (x), 〈vx〉}: solving the Smoluchowski equation in k-space. Listing B.1
computes the matrix elements of the diffusive and drift term of the Smoluchowski
equation. Listing B.2 then uses these matrices to compute P (x) and 〈vx〉.
Second, we present the scripts to achieve {P (x), F} → V 0(x): direct inversion
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Listing B.1: Function to calculate matrix elements
function [Jk ,Dk]= matrix1D(Vk ,n,kBT ,gx ,fx ,L)










% --- matrix of coeffs for FP eq in kspace ---
Jk=DD/gx; Dk=Dk/gx;
end
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Listing B.2: Function to solve Fourier elements of distribution
function [Pk ,J0 ,vk]= solver1D(Jk ,Dk ,M)
Pk=ones(M ,1);
Pk ([1: floor(M/2) ceil(M/2) +1: end]) =...
(Jk ([1: floor(M/2) ceil(M/2) +1: end ] ,...
[1: floor(M/2) ceil(M/2) +1: end]) ...
+Dk ([1: floor(M/2) ceil(M/2) +1: end ] ,...
[1: floor(M/2) ceil(M/2) +1: end]))\...





method. Listing B.4 computes the matrix elements for the inversion method A(P ),
D(F ) according to Eq. (3.8). Listing B.5 solves the matrix equation to find the V 0q
elements Eq. (3.15) (see Section 3.2).
Finally, the scripts to achieve {P (x), 〈vx〉} → {V 0(x), F}: iterative inversion
method. In Listing B.6 the steady state distribution and drift are loaded and toler-
ance is set. Listing B.7 corresponds to the function to compute F ′ at each iteration.
The 2D equivalent of these scripts (not shown here) were used to solve the 2D
reconstruction used the native function fft2 for this purpose. The construction of
the matrices involved is similar to the 1D case, but instead of using the Matlab
built in function fminsearch for the iterative solution we used the Matlab built in
function fsolve. Additionally, in the 2D case the values of constants D, γ, T and
F are replaced by vectors.
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Listing B.3: Script to calculate steady-state probability density from free-energy
%---------------------------------------------------------
% Calculates Distribution at ground state 1D
%---------------------------------------------------------
load(’potential .mat ’,’parameters ’)
kBT =1; gx =1; fx =1;
M=59;
n=-floor(M/2):floor(M/2);
% ---- Creates potential ----
L=1; % Period of potential
xgrid=deal(L*(0:M -1)/M);
V0=PotentialFunction(xgrid , parameters );
% ---- Fourier series coeff ----
Vk=fftshift(fft(V0)/(M));
[Jk ,Dk]= matrix1D(Vk ,n,kBT ,gx ,fx ,L);
% ---- Solves for coefficients ----




[Vpos ,xNgrid ]= kspace2position1D(Vk ,n,resolution ,nPeriods ,L
);
[Ppos ,~]= kspace2position1D(Pk ,n,resolution ,nPeriods ,L);
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Listing B.4: Function to create inversion matrix with known force.
function [Bk ,Dk] =matrixP2V_1D(Pk ,n,kBT ,gx ,fx ,l)
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Listing B.5: Script to calculate equilibrium potential from inversion matrix.
function [Vk]= solverP2V_1D(Bk ,Dk ,M,Pk)
Vk=zeros(M ,1);
Vk ([1: floor(M/2) ceil(M/2) +1: end])=-(Bk ([1: floor(M/2)
ceil(M/2) +1: end ] ,[1: floor(M/2) ceil(M/2) +1: end]) ...
\Dk ([1: floor(M/2) ceil(M/2) +1: end ] ,[1: floor(M/2)
ceil(M/2) +1: end]))...
*Pk ([1: floor(M/2) ceil(M/2) +1: end]);
Vk=Vk.’;
end
Listing B.6: Script to find force and potential with iterative method.
epsilon =0.00001; % 1D case
options = optimset(’TolFun ’,epsilon );
load(’distribution .mat ’,Ppos ,vx)
[Fs ,fval ,exitflag ,output] = fminsearch(@(fx) abs(fx -
iterations1D(fx ,Ppos ,vx)) ,0.5, options ); %1D
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Listing B.7: Function to calculate F ′ at each iteration.
function [Fx]= iterations1D(fx ,Ppos ,vx)
kBTx =1; gx =1; M=19; L=1;
n=deal(-floor(M/2):floor(M/2));
% ---- Fourier series ----
Pk2=fftshift(fft2(Ppos)/(M));
Inxnorm =floor(size(Ppos)/2) +1;
% ---- This gets rid of the spurious frequencies ----
Pk2=Pk2/Pk2( Inxnorm (1));
Pk2=Pk2( Inxnorm (1) -floor(M/2): Inxnorm (1)+floor(M/2));
% ---- Creates coefficient matrix ----
[Jk2 ,Dk2] =matrixP2V_1D(Pk2 ,n,kBTx ,gx ,fx ,L);
% ---- Solve for coefficients ----
[Vk2 ]= solverP2V_1D(Jk2 ,Dk2 ,M,Pk2);
%--------------------------------------------------
% Calculates Fx from guess and the drift <vx>
%--------------------------------------------------
Fx=vx+real (1i*2*pi*sum(n ’.* flipud(Pk2).* Vk2.’));
% ---- Saves evolution of F after each iteration ----
fileID = fopen(’evolution .txt ’,’at’);
fprintf(fileID ,’%2.12f %2.12f\n’,fx ,Fx);
fclose(fileID);
end
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Listing B.8: Function for the Euler-Murayama stochastic method
function [Y] = Murayama2D(diffu ,ga ,dt ,dVx ,dVy ,X,wn)
Iden=eye (2 ,2);
diffuX=diffu (1 ,1);gaX=ga (1 ,1);wnX=wn (1 ,1);
diffuY=diffu (1 ,2);gaY=ga (1 ,2);wnY=wn (2 ,1);
Y=Iden*X+[-dt/gaX 0;0 -dt/gaY ]*[ dVx; dVy ]+...
[sqrt (2* diffuX) 0;0 sqrt (2* diffuY)]*[ wnX; wnY ];
end
B.2 Langevin simulations
The inversion methods described in the previous section require as input a vector
containing the steady-state probability distribution. In our case this data was ob-
tained from Langevin simulations for over-damped Brownian motion. In this way, we
simulated single molecule experimental trajectory data. We did this by first discretise
Eq. (2.25) as
xi+1 = xi −
∆t
γ
V ′(xi) + wi , (B.5)
where ∆t is the time step of the simulation, V ′ = dV/dx and wi is the standard
Wiener process defined as wi =
√
2D∆tξi. The integration of Eq. (B.5) requires
the use of stochastic integration methods, here we use the Euler-Murayama method
for this purpose. We present the codes used to perform such simulations in two
dimensional systems in a matrix representation. Listing B.8 is a subroutine where
the Euler-Murayama step is defined. Listing B.9 then uses this step to compute the
over-damped Brownian motion simulations.
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Listing B.9: Script to create two dimensional Langevin simulations code
kT =[1 1]; ga =[1 1]; diffu=kT./ga;
dt =1.4e -5; Time =100;
NT=ceil(Time/dt);
rng(’shuffle ’); wn (1 ,:)=sqrt(dt)*normrnd (0,1,[1,NT]);







XX (1 ,1)=floor (4* rand (1)); XX (2 ,1)=floor (4* rand (1));
for l=1: NT
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B.3 Discrete operators
1st order approximation eigenvalue. Using the eigenfunctions expansion







eV (x)/Θφ1(x) = −λ1φ1(x) ,

















Expanding this series it is possible to approximate φ1. At the zero-th order approx-
imation the integral term can be ignored, then we obtain
φ
(0)
1 (x) = e−V (x)/ΘeV (0)/Θφ1(0) .
To obtain higher order approximation we iterate Eq. (B.6) using the previous order
approximation inside integral, then for first order approximation we get
φ
(1)









Setting the proper boundary conditions φ(A) ≡ 0, it is possible to derive the expres-











The above expression turns out to be equivalent to that of the Mean First Passage
Time for deep wells [22,23].
Complete eigenvalue. The calculation of the full value of the lowest eigen-
value λ1 was made directly by solving directly the matrix representation of the Smolu-
chowski equation [117]. The operator L̂ in a one dimensional space representation
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where V ′(x) = dV (x)/dx. Using the finite differences we can approximate this as
L̂f(xi) =
f(xi+1)− 2f(xi) + f(xi−1)
(∆x)2 +
V ′(xi+1)f(xi+1)− V ′(xi−1)f(xi−1)
2∆x .
Then the matrix representation for L̂ can be formulated as follows





−2 1 · · · 0
1 −2 . . . ...
... . . . 1






0 V ′2 · · · 0
−V ′1 0
. . . ...
... . . . V ′n
0 . . . −V ′n−1 0
 ,
(B.9)
where V ′i = V ′(xi). We can identify L1 as the matrix representation for the
diffusion term in Smoluchowski equation, while L2 is the representation of the drift
term. The function to compute L1, L2, eigenvalues and eigenvector for a given
Smoluchowski equation is shown in Listing B.10. Finally, Listing B.11 is the script
to solve the time evolution of the probability density for the same Smoluchowski
equation.
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Listing B.10: Function to compute eigenvalues and eigenvectors of F-P equation.
function [lambda ,phi ,lambdaT ,phiT ,Diag ,Iden ,L1 ,L2]= FP_eig(
dV ,Difx ,gamma ,dx ,Num)
len=length(dV); %size of grid points
% ---- L1 is the Difussive term of F-P operator ----
L1=spdiags ([ ones(len ,1) ,-2.0* ones(len ,1) ,ones(len ,1)
].*...
(Difx /( gamma*dx ^2)) ,[-1,0,1],len ,len);
% ---- L2 is the Drift term of F-P operator ----
L2=spdiags ([-dV ,dV ].*(0.5/( gamma*dx)) ,[-1,1],len ,len);
L=L1+L2;
[Vecs , diagonal ]= eigs(L,Num ,’sm’);
[VecsT , diagonalT ]= eigs(L’,Num ,’sm’);
% ---- Sorting eigenvalues -----
[lambda ,index ]= sort(diag( diagonal ) ,1,’descend ’);
phi=Vecs (:, index);
[lambdaT ,index ]= sort(diag( diagonalT ) ,1,’descend ’);
phiT=VecsT (:, index);
% ---- Checks < phi*| phi >==1 is satisfied ----
Norm=diag(phiT ’* phi);
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Listing B.11: Script to compute time evolution of probability density via the eigen-
function expansion.
%--------------------------------------------------------
% Calculates Eigenvalues & Eigenvectors of F-P equation
%--------------------------------------------------------
% ---- Defining grid ----
xi =0; xf =3; n=1001; x=linspace(xi ,xf ,n) ’;
dx=(xf -xi)/(n -1);
% ---- Load potencial ----
load(’potential .mat ’,’dV’,’Difx ’,’gamma ’);
Num =1000; % number of eigenvalues to compute
% ---- Solves for eigenvalues and vectors ----
[lambda ,phi ,lambda2 ,phi2 ,Diag ,Iden ]= FP_eig(dV ,Difx ,gamma ,
dx ,Num);
% ---- Load intial distribution Po ----
load(’intial_condition .mat ’,’Po’)
Nfact=trapz(x,Po); Po=Po/Nfact;
% ---- Computes time evolution P(x,t) ----
w=bsxfun(@times ,phi2 ,Po);
c=trapz(x,w); F=zeros(n,Num);
Pt=zeros(n,xf*Num); Pt (: ,1)=Po;
q=zeros(xf*Num -1 ,1); Time =0;
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