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Abstract
Although viscous solid-liquid mixing plays a key role in the industry, the vast
majority of the literature on the mixing of suspensions is centered around the
turbulent regime of operation. However, the laminar and transitional regimes
face considerable challenges. In particular, it is important to know the mini-
mum impeller speed (Njs) that guarantees the suspension of all particles. In
addition, local information on the flow patterns is necessary to evaluate the
quality of mixing and identify the presence of dead zones. Multiphase computa-
tional fluid dynamics (CFD) is a powerful tool that can be used to gain insight
into local and macroscopic properties of mixing processes. Among the variety of
numerical models available in the literature, which are reviewed in this work, un-
resolved CFD-DEM, which combines CFD for the fluid phase with the discrete
element method (DEM) for the solid particles, is an interesting approach due to
its accurate prediction of the granular dynamics and its capability to simulate
large amounts of particles. In this work, the unresolved CFD-DEM method is
extended to viscous solid-liquid flows. Different solid-liquid momentum coupling
strategies, along with their stability criteria, are investigated and their accura-
cies are compared. Furthermore, it is shown that an additional sub-grid viscosity
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model is necessary to ensure the correct rheology of the suspensions. The pro-
posed model is used to study solid-liquid mixing in a stirred tank equipped with
a pitched blade turbine. It is validated qualitatively by comparing the particle
distribution against experimental observations, and quantitatively by compair-
ing the fraction of suspended solids with results obtained via the pressure gauge
technique.
Keywords: Solid-liquid mixing; Multiphase flows; Computational Fluid
Dynamics; Discrete Element Method; CFD-DEM
1. Introduction and literature review
Solid-liquid mixing plays a key role in the production, transport and ho-
mogenization operations inherent to the pharmaceutical, mining, chemical, food
processing and cosmetics industries. For these industries, poor mixing can be
responsible for large operating costs due to poor yield, over-consumption of5
energy and product fouling [1]. Solid-liquid mixing has been the subject of con-
siderable work, both experimental (e.g. [2–6]) and numerical (e.g. [7–13]), but
the quasi-totality of it has been centered on the turbulent regime of operation
and dilute particle concentrations.
Although this is partially justified by the more common occurrence of tur-10
bulent flows in the mixing of suspensions, viscous solid-liquid mixing operations
in the transitional and laminar regimes occur frequently in the previously cited
industries. These regimes of operation face numerous challenges. For instance,
it remains unclear how the rheology of a suspension, the particle-particle inter-
actions and the kinematics of the rotating impeller affect the distribution and15
dispersion of the solid particles and the flow patterns within the tank.
According to the handbook of industrial mixing [1]:
The main objectives of solid-liquid mixing are to create and main-
tain slurry and/or to promote and enhance the rate of mass transfer
between the solid and liquid phases.20
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The accomplishment of these objectives is well described by the state (or
level) of solid-liquid suspensions: on-bottom, off-bottom, and uniform suspen-
sion [1], all of which are illustrated in Figure 1.
a b c
Figure 1: Three levels of suspension: (left) on-bottom suspension, (middle) off-bottom sus-
pension, and (right) uniform suspension. Adapted from [14].
In his 1956 study [15], Kneule identified the state of off-bottom suspension as
the optimal operating point. Beyond this level, mass transfer is mainly enhanced25
by the increased velocity of the fluid and not by an increase of the contact area
between the solid and liquid phases. His work was followed by the work of
Zwietering [2] who obtained a correlation for the just-suspended speed (Njs),
which is defined as the minimum impeller speed at which no solid particles rest
motionless on the vessel bottom for more than 1 or 2 seconds. The Zwietering30
correlation is highly limited in the laminar and transitional regimes of operation
associated with viscous fluids [14, 16, 17], and for high solid loadings [18]. Other
authors have introduced correlations to calculate Njs, notably Nienow et al. [3],
Narayanan et al. [4], Baldi et al. [5], Mersmann et al. [6], but they all share
the same limitations to some extent. We refer the reader to Kasat and Pandit35
[19], and Jafari et al. [20] for a review of these correlations.
It must be noted that the experimental results at the basis of the Zwietering
correlation, and the majority of the other aforementioned correlations, have
been obtained via visual observation. Many alternatives for either direct or
indirect measurement of Njs exist, as reviewed by Kasat and Pandit [19] and by40
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Tamburini et al. [9]. Among these, a robust way to measure the suspension of
particles is the so-called pressure gauge technique introduced by Brucato et al.
[21] and by Micale et al. [22]. This technique was used recently by Lassaigne
et al. [14] to investigate viscous solid-liquid mixing. Their results indicate that
more fundamental work is required to better understand the mechanisms behind45
the suspension of particles in the laminar and transitional regime, as well as the
role of the particle and fluid physical properties.
In light of this review, it is obvious that more work, whether numerical or
experimental, is needed to shed light on viscous solid-liquid mixing in order to
predict not only the just-suspended speed, but also the local flow characteristics50
prevailing in the tank. Simulation of such systems may then be used to follow the
evolution of both local and global quantities throughout the entire tank. Thus,
the development of a robust and efficient computational model would help to
a gain deeper insight into the many open issues related to solid-liquid mixing.
Numerous models have been designed for solid-liquid flows and each possesses55
its range of applicability, its strengths and weaknesses. Those applicable to the
study of solid-liquid mixing are now reviewed.
1.1. Computational models for solid-liquid flows
Three categories of models are of interest for the study of solid-liquid mixing.
They can be distinguished by the scales considered for the representation of each60
phase (fluid-solid) using the nomenclature proposed by Tsuji [23]: meso-meso,
meso-micro, micro-micro.
For micro-micro models, the fluid flow is resolved at a scale smaller than the
particle size, and the motion of each particle is tracked. The particle-particle
collisions are handled via a method such as the Discrete Element Method (DEM)65
using either a soft- (DEMs) or hard-collision (DEMh) model. We refer the reader
to the papers by Zhu et al. [24] or Bertrand et al. [25] for a review of the DEM.
Such models are referred to as resolved CFD-DEM. In this type of model, the
coupling between the two phases results from the application of no-slip boundary
conditions on the surface of the particles. A good example of its application to70
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solid-liquid mixing is given by Derksen [26] where it was used for the study of
a small-scale mixing tank containing 3000 particles in the turbulent regime.
Since it resolves the detail of the flow at the particle level, this type of ap-
proach is accurate and requires a relatively small number of parameters. How-
ever, it suffers from severe limitations in terms of the number of particles it can75
handle (generally less than 10000) and the scale of the geometries. This is due
to the fact that the particle diameter over mesh spacing ratio (
dp
∆x ) must be kept
larger than a certain value (such as
dp
∆x > 6 for the LBM, as noted by ten Cate
et al. [27], or
dp
∆x > 8 as found by Hager et al. [28]), resulting in untractable
numbers of grid cells for the simulation of large industrially relevant geometries.80
Furthermore, lubrication forces should be added to micro-micro models when
particles undergo collisions since the mesh is then unable to resolve the full
squeezing flow that results from such collisions. The stability and accuracy of
such models remain uncertain for dense solid-liquid flows where particles un-
dergo multiple enduring contacts such as at the start-up of stirred tank mixing85
operation.
At the other end of the spectrum lies the meso-meso approaches such as
the two-fluid model in which both the solid and the fluid phases are considered
as interpenetrating continua. This type of model is described in detail in the
reference books by Gidaspow [29], Crowe et al. [30], Prosperetti and Tryggvason90
[31] and Ishii and Hibiki [32]. In the context of mixing, it has been used to study
solid-liquid systems in the turbulent regime at various concentrations in a wide
variety of situations [8–10, 13, 19, 33–42]. A complete overview of the results
obtained in these papers would require a review article on its own. Since these
results pertain to the turbulent regime and are therefore unrelated to the regime95
of the present study, we prefer to focus on the limitations and strengths of the
meso-meso models.
Because the two-fluid model describes granular matter as a continuum, the
computational cost is greatly reduced compared to approaches where each par-
ticle is tracked individually. However, the underlying formulation has inher-100
ent limitations. First, reproducing the maximal packing fraction of solids re-
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quires the addition of either a granular pressure term or an ad-hoc method, to
distribute adequately the particles, such as the excess solid volume correction
(ESVC) algorithm proposed by Lettieri et al. [43]. Secondly, two-fluid models
do not allow for scale separation (so-called Burnett or super-Burnett behavior105
[44]) and predict an instant relaxation of the granular phase, which is invalid
in regions of low particle concentrations (dilute or fast granular flows). This
has been shown to be highly problematic in situations such as impinging gas-
solid flows [45]. This issue can be remedied by using more complex quadrature
methods of moment approaches (QMOM) or population balance methods [46],110
which preserve higher moments of the particle momentum and allow for scale
separation, albeit at a higher computational cost.
In between these two classes of approaches lies the meso-micro family of
models such as the unresolved CFD-DEM model [24, 47]. In unresolved CFD-
DEM, the fluid is solved at a coarser scale than that of the particle using the115
volume-averaged Navier-Stokes equations (VANS), and the motion of the parti-
cles and their collisions are described using DEM (soft or hard). The coupling
between the solid and fluid phases is carried out by using explicit expressions
for hydrodynamic forces such as drag, lift, etc., the relevance of which depends
on the local characteristics of the flow [24].120
This method gives a coarser description of the flow field due to the use
of volume-averaged equations, yet it can model the granular dynamics with a
high degree of fidelity. Consequently, it is valid for all granular regimes and
can reproduce characteristics of granular media such as the maximal packing
fraction naturally. Since it can handle much larger amounts of particles due125
to the use of coarser CFD meshes (up to 107 [48], or even 108 [49] ), this
model appears as a highly promising candidate for the investigation of mixing
in stirred tanks. However, to the best of our knowledge, this method has only
been used in the context of gas-solid or solid-liquid flows where the suspending
liquid is non-viscous (usually water). Derksen previously proposed and used an130
unresolved CFD-DEMh for the study of turbulent mixing of dilute suspensions
of particles (< 4vol%) where he analyzed the contribution of the lift and drag
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hydrodynamic forces to the mixing dynamics and found that the contribution of
drag was the dominant one [7]. An improved version of his CFD-DEMh method
was recently used to investigate the mixing of dilute bidisperse suspensions by135
Ayranci et al. [50]. However, since this model is based on a hard-sphere DEM,
it cannot handle high solids contents or simulate the start-up of a stirred tank.
This is not the case for soft-sphere DEM models.
We note that other approaches lie in between the meso-meso and micro-micro
descriptions. That is the case for instance of the multiphase particle-in-cell (MP-140
PIC) [51]. However, they do not reproduce the dynamics of the particles with
the same degree of accuracy as unresolved CFD-DEM models.
1.2. Present work
In this work, we present an extension of the unresolved soft-sphere CFD-
DEM model for simulating the flow of viscous suspensions. This model is inte-145
grated within the CFDEM [52, 53] framework, which combines Open∇FOAM
for the CFD part [54] and LIGGGHTS [55, 56] for the DEM part. Firstly, the
model is presented in detail along with implicit and explicit momentum cou-
pling strategies. The stability criteria inherent to the model are discussed in
the context of a viscous suspending fluid. The advantages and drawbacks of150
both momentum coupling strategies are also studied via the fluidization of a
bed of particles in a viscous fluid. Then, the rheology of the unresolved CFD-
DEM model is investigated. Next, the proposed CFD-DEM model is applied
to the study of viscous solid-liquid mixing in a stirred tank equipped with a
pitched blade turbine (PBT). It is validated against the experimental results of155
Lassaigne et al. [14] by comparing the particle flow patterns and the fraction
of suspended particles. Finally, conclusions are drawn on the potential of the
model for further investigations.
2. Model Formulation
The CFD-DEM approach consists in using a continuous description for the160
fluid coarser than the particle scale via the volume-averaged Navier-Stokes equa-
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tions while using the discrete element method to model the granular phase accu-
rately. The two models operate independently, but they are coupled at regular
intervals, usually with multiple DEM time steps for a single CFD time step. In
this section, the equations for each component of the CFD-DEM model used in165
the present work are described.
2.1. Governing equations for the solid-phase (DEM)
The discrete element method (DEM) bears a high degree of resemblance
to molecular dynamics (MD). Both methods are based on the integration of
Newton’s second law to obtain the evolution in time of the (translational and170
rotational) velocity and position of the particles.We only give here a brief pre-
sentation of the governing equations for the DEM solved using LIGGGHTS,
adopting the notation of Zhou et al. [47]. For a thorough description, we refer
the reader to Bertrand et al. [25], Zhu et al. [24, 57] and to the LIGGGHTS
user manual [55].r175
Using Newton’s second law of motion, the governing equations for the trans-


















where mi is the mass of particle i, Ii its moment of inertia, fc,ij the contact force
between particles i and j, flr,ik the non-contact (long-range) forces between
particles i and k, fpf,i the particle-fluid interaction forces, fg,i a body force
(e.g gravity), and Mt,ij and Mr,ij the tangential and rolling friction moments
acting on particles i and j. In the present work, non-contact forces, such as180
the electrostatic or van Der Waals forces, are not taken into account since they
are orders of magnitude smaller than the hydrodynamic or contact forces for
the particles considered. The expression for the particle-fluid interaction force
depends on which interactions are taken into account (drag, lift, etc.). This is
discussed in Section 2.3.185
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At the core of the DEM lies the contact model for particle-particle inter-
actions. The contact force fc,ij between two particles, which contains both
elastic and dissipative forces, is split into two components: normal (fcn,ij) and
tangential (fct,ij) [24]. This results in the following expressions:
fc,ij = fcn,ij + fct,ij (3)
fc,ij = −kn,ijδn,ij − γn,ij δ̇n,ij − kt,ijδt,ij − γt,ij δ̇t,ij (4)
where kn,ij and kt,ij are the normal and tangential stiffness coefficients, γn,ij
and γt,ij the normal and tangential damping coefficients, δn,ij and δt,ij the
normal and tangential particle overlaps, and δ̇n,ij and δ̇t,ij their corresponding
derivatives with respect to time.
In the present work, the Tsuji model [58] based on the Hertz theory for190
the normal forces [59, 60] is combined with the Mindlin model for the tan-
gential forces [61, 62]. These models link the stiffness and the damping co-
efficients to the Young’s modulus of the material (Y ), its Poisson ratio (ν)
and coefficient of restitution (er), using the equations in Table 1. Further-
more, the tangential overlap δt,ij is limited by Coulomb’s law to ensure that195
fct,ij ≤ −µs,ij |fcn,ij | δt,ij|δt,ij | .
2.1.1. Determination of the model coefficient
It is readily seen that the DEM model contains numerous parameters, the
values of which are not always thoroughly given in the literature. Although their
impact is well-established in the context of pure DEM wherein the suspending200
fluid is neglected, this is not the case for strongly coupled gas-solid and, even
more so, solid-liquid flows. For example, it has not yet been established if
the coefficient of restitution that is used in solid-liquid flow simulations should
be measured using dry particles or if the apparent coefficient of restitution,





, with u0 and l0205
characteristic velocity and length respectively) decreases [63], should be used.
This is critical, since the latter is flow dependent. In the present work, the
parameters taken for each simulation come from Di Renzo and Di Maio [64], Di
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Table 1: Equations for the DEM model
Parameter Equation































Coulomb limit for tangential force fct,ij ≤ −µs,ij |fcn,ij | δt,ij|δt,ij |
Torque by tangential forces Mt,ij = ri × (fct,ij)






















Sliding friction coefficient µs,ij
Rolling friction coefficient µr,ij
Distance to contact point for particle i ri
Radius of particle i Ri
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Renzo et al. [65] and Shao et al. [66], which are good examples of work where
glass particles were suspended in a liquid. We emphasize that more work would210
be necessary to shed light on the influence of these parameters on solid-liquid
flow behavior.
2.2. Governing equations for the liquid-phase flow (CFD)
In this work, form A (or set II in [47]) of the incompressible volume-averaged
Navier-Stokes (VANS) equations is considered for the liquid phase [29]. For a
thorough description of the origin of this formulation and its comparison with
model B (set I in [47]) and simplified model B (set III in [47]), we refer the
reader to Zhou et al. [47]. Form A of the VANS equations, which we will simply
refer to as the VANS equations in the remainder of this work, is given by:
∂εf
∂t
+∇ · (εfu) = 0 (5)
∂ (ρf εfu)
∂t
+∇ · (ρf εfu⊗ u) = −εf∇p+∇ · τ − Fpf (6)
where εf is the void fraction, ρf the density of the fluid, p the pressure, u the
velocity and g the gravity. The viscous stress tensor τ is defined as:
τ = εfµ
(
(∇u) + (∇u)T − 2
3
(∇ · u) δk
)
(7)
where µ is the dynamic viscosity and δk is the identity tensor.







fpf,i − f∇p,i − f∇·τ ,i − fAr,i (8)
where
fpf,i =fd,i + f∇p,i + f∇·τ ,i + fAr,ifvm,i + fB,i + fSaff,i + fMag,i (9)
and where np is the number of particles, ∆V the volume of the cell in which215
particle i lies and fpf,i is the sum of all fluid-solid interaction forces involv-
ing particle i: drag (fd,i), pressure gradient (f∇p,i), viscous stress (or shear
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stress) (f∇·τ ,i), Archimedes force (fAr,i), virtual mass (fvm,i), Basset force
(fB,i), Saffman lift (fSaff,i) and Magnus lift (fMag,i). We note that the pressure
gradient and viscous forces are applied to each particle on an individual basis,220
but that they manifest themselves directly in the VANS equations, contrary to
the other forces which are regrouped within the source term Fpf . This is the
key distinction between models A and B [47] because it changes the pressure
equation within the predictor-corrector scheme. This has consequences on the
possible loss of hyperbolicity of model A, a phenomenon discussed in the books225
by Gidaspow [29] and Prosperetti and Tryggvason [31].
In the present work, Equations (5) and (6) are solved using a pressure im-
plicit with splitting of operators (PISO) scheme [67] that was recently extended
to the VANS equations. This scheme is described in detail and verified using the
method of manufactured solutions by Blais and Bertrand [68]. Using an order230
of convergence analysis, we showed that the scheme was second-order accurate
in space and time for both pressure and velocity. A second-order implicit back-
ward time integration scheme and centered gradient and interpolation schemes
are also used here, thus preserving the second-order accuracy for pressure and
velocity.235
2.3. Governing equations for the solid-liquid coupling strategy
In CFD-DEM, an expression for each force entering into the solid-liquid
coupling strategy must be given. Only the drag, pressure and viscous (shear)
forces are taken into account in this work. The expressions for these forces are
given in Table 2.240
The pressure and viscous (shear) forces are needed because, with the unre-
solved approach, the particles are not discretized explicitely in the CFD part.
More precisely, as demonstrated by Crowe et al. [30], expressions for these forces
can be obtained by integrating the pressure gradient (and the divergence of the
shear stress) over the volume occupied by each of these particles. These forces245
should not be confused with the viscous and pressure components of the drag
force, both of which are taken into account by the drag model.
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In this work, the Rong drag model [69] is used because of its accuracy over
a large range of Reynolds numbers and void fractions. This drag term was
derived via DNS simulations carried out with the Lattice Boltzmann method250
over a large range of solid packings obtained using the DEM. The minimum
void fraction investigated by the authors was εf = 0.37, which means that the
Rong drag model is accurate from this situation to very dilute cases (εf → 1).
Lift forces, virtual mass and Basset forces are not considered due to the very
small relative velocity between the viscous fluid and the particles, and the very255
low particle relaxation time (τp =
d2pρp
18µ ).
Table 2: Expressions for the forces taken into account in the CFD-DEM model,
for particle i moving at velocity vi in the solid-liquid coupling strategy on a
particle i
Force Equation
Pressure gradient [24] −π6 d3p,i∇p
Viscous force [24] −π6 d3p,i∇ · τ
Drag - Rong model [69] 18CDd
2














2.3.1. Calculation of the void fraction and momentum exchange term for the
liquid phase flow (CFD)
In this work, two-way coupling is carried out by projecting the volume of the
particles and the solid-fluid forces onto the CFD mesh in order to calculate the260
void fraction εf and the momentum exchange term Fpf . Although details on
this step are often overlooked in the literature, it must be carried out with care
to ensure mass conservation and minimize the occurence of discontinuities for
εf and Fpf . The naive approach consisting in locating the particles using the
position of their centroid has been reported to lead to significant discontinuities265
and potential instabilities when grid size ∆x < 3dp [70, 71].
In the present work, we use the so-called divided approach of the CFDEM
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Figure 2: 2D simplified illustration of the divided approach for the projection of particles
onto a CFD grid.
framework. It subdivides the projected particle into 27 regions of equal volumes,
each of which is represented by a point that is located on the mesh in order to
calculate the void fraction and the momentum exchange term. This approach270
has the significant advantage of being mass conservative while smoothing the
void fraction and the momentum exchange term. This is illustrated in Figure 2
on a simplified 2D representation with 5 points (or regions) per particle.
2.3.2. Momentum exchange strategies
Two strategies may be distinguished to apply the momentum exchange force
(Fpf ). The simplest one is to add this force directly to the momentum equation
as an explicit source term, as in (6). As we will show later, this strategy comes
with its own stability criterion. A secondary strategy is to apply this force while




+∇ · (ρf εfu⊗ u) = −εf∇p+∇ · τ + ρεfg +Kpf (up − u) (10)
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where up is the particle average velocity within the corresponding grid cell and





The underlying assumption of this approach is that this force is co-linear with275
the relative velocity (up − u), which makes it suitable for implicit coupling
strategies.
2.3.3. Smoothing of the momentum exchange force and of the void fraction
Even if the divided approach that projects the particles onto the CFD mesh
implicitly smooths the void fraction and the momentum exchange force to a
relatively large extent, additional smoothing may be necessary to stabilize the
particle-fluid coupling. Various strategies have been reported by Pirker et al.
[71], such as isotropic diffusive smoothing or the particle cloud and the ”darn-
ing socks” models. It was shown by this group that both isotropic diffusive
smoothing and the ”darning socks” model could be efficient for discrete element
simulations. In the present work, isotropic diffusive smoothing is applied on the
void fraction (εf ) and the momentum exchange force using a parabolic filter.










where λ is a characteristic smoothing length and ∆tCFD the time step used to
solve CFD equations (5) and (6). This smoothing method is chosen because it is280
conservative, easy to implement and can be easily controlled via the smoothing
length λ. In this work, a smoothing length of λ = 2dp was found to be sufficient
to improve the stability of all simulations.
2.4. Rotating geometries
Rotating geometries inherent to the stirred tanks investigated in this work285
are handled using the semi-implicit immersed boundary method (PISO-IB) pre-
viously introduced by Blais et al. [72]. We refer the reader to this latter paper
15
for a description of the underlying scheme, its verification and validation in the
context of single-phase mixing. This scheme was seamlessly integrated within
the CFDEM framework.290
3. Stability Analysis of the Model
Four numerical stability criteria are inherent to the two-way coupling unre-
solved CFD-DEM model proposed in this work.
For the CFD part, if an implicit scheme is used for the viscous component
of the VANS equations, the Courant-Friedrich-Lewy (CFL) condition leads to
[73] :





The definition of a stability criterion for the DEM is more arduous due to
the possibility of multiple collisions and the non-linearity of the inherent Hertz
collision model. In the present work, the time step for a stable DEM scheme is
taken as a fraction of the Rayleigh time step:












where α is a constant lower than unity and G = Y2(2+ν)(1−ν) is the shear modulus
(with Y the Young’s modulus and ν the Poisson ratio). Different choices have295
been made for α, such as 0.5 [74], 0.4 [66, 75], 0.1 [76, 77]. Here, a conservative
value of α ≤ 0.15 is taken to ensure stability. We note that alternative stability
criteria have been proposed based on the characteristic frequency of the spring
[78] or a unit cell approach using the eigenvalues of the stiffness and mass
matrices related to multiple collisions [79].300
The stability of the fluid-solid coupling step, that is of the impact of the
fluid on the DEM equations describing the motion of each individual particle,
is linked to the particle relaxation time. By neglecting all solid-fluid forces in
Eq. (9) except for drag (fd,i) and by assuming an explicit scheme such as the
Euler scheme, one can then derive the following stability criterion by analyzing
16













criterion reduces to the particle relaxation time: ∆tc <
d2pρp
18µ . Taking into
account the hindering effect of the surrounding particles via the term ε
2−β(εf ,Rep)
f
in the drag model (Table 2) can greatly decrease the value of ∆tfp by a factor
up to 50.305
In the case of an explicit solid-fluid coupling, the action of the drag force on
the fluid is also subject to a stability constraint that can be calculated using the











This criterion becomes limiting in cases where
εf
1−εf << 1 such as in a dense
particle bed. However, this issue can be resolved by resorting to an implicit
momentum coupling. In practice, the coupling time step (∆tc) for the two-way
coupling must satisfy:
∆tc ≤ min (∆tpf ,∆tfp) (17)
In this work, ∆tCFD is taken equal to ∆tc and satisfies both (13) and (17).
4. Comparison of the Coupling Strategies
In this section, we compare the stability and precision of the implicit and
explicit coupling strategies for the case of a viscous liquid. This is achieved via
a simple test-case, which consists in the fluidization of a bed of particles.310
4.1. Presentation of the fluidization test case
This case consists of a cylinder, at the bottom of which a bed of particles
is initially at rest. At the bottom of this cylinder, a constant velocity inlet
U is applied to the fluid whereas a constant pressure boundary condition is
17
Figure 3: Geometry, mesh and initial configuration of the particles for the fluidization test
case
imposed at the top. Slip boundary conditions are applied on the walls of the315
cylinder, ensuring that the pressure drop is only due to the apparent weight of
the particles. For these particles, the bottom of the cylinder is closed by a solid
wall.
The pressure drop in the cylinder can be calculated directly by substracting
the average pressure at the top from the average pressure at the bottom. Figure320
3 shows the geometry and its initial configuration with the particles at rest.
The parameters used for the simulation are presented in Table 3. They were
extracted from the work Di Renzo and Di Maio [64], Di Renzo et al. [65] and
Shao et al. [66] for glass beads suspended in a liquid, although the Young’s
modulus of the particles was decreased in order to relax the Rayleigh time step325
(Eq. (14)).
By changing the inlet velocity, the stability of the scheme and its accuracy
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Table 3: Parameters and geometry for the fluidization test case
Particle diameter (dp) 1 mm
Particle density (ρp) 2000 kg.m
−3
Young’s modulus (Y ) 5 MPa
Coefficient of restitution (er) 0.9
Poisson ratio (ν) 0.25
Coefficient of friction (µf ) 0.3
Rolling friction (µr) 0.1
DEM time step (∆tDEM ) 1× 10−6s
Liquid density (ρf ) 1000 kg.m
−3
Liquid viscosity (µ) 0.1 Pa.s
CFD time step(∆tCFD) 5× 10−6s
Coupling time-step (∆tc) 5× 10−6s
Diameter of the cylinder (D) 0.028 m
Length of the cylinder (L) 0.055 m
Mesh (nr × nθ × nz) 8× 32× 24
in reproducing both the minimum fluidization velocity and the pressure drop
across the bed can be assessed. The pressure drop ∆p through a bed can be














where Lb is the length of the bed of particles. From this equation and under
the assumption that Rep < 1, which is true in the present case, the minimal
fluidization velocity is given by:
Umf =
d2p (ρp − ρf ) gε3f
150µ (1− εf )
(19)
4.2. Influence of the coupling strategy
The graph in Figure 4 presents the evolution of the pressure drop within
the bed as a function of time for a constant inlet velocity of 200µm.s−1, for
both the implicit and explicit momentum exchange coupling schemes. One can330
readily see that the pressure drop for the implicit scheme suffers from very large
oscillations whereas these oscillations are significantly dampened when using
19
an explicit coupling formulation. Note that no oscillations have been observed
by Kloss et al. [81] and Goniva and Pirker [82] in the case where the fluid is a
gas. For the present configuration, the minimal fluidization velocity is very small335
(100µm.s−1), so that the error inherent to the averaging of the particle velocities,
which vary slightly due to particle-particle contacts and interpolation, affect the
average particle velocity up. The magnitude of this error in the particle velocity
field is comparable to that of the minimal fluidization velocity. Therefore, owing
to the very short relaxation time of these particles, of the order of 10−4s, the340
stiff solid-liquid coupling leads to sharp pressure oscillations in the case of the
implicit coupling. The velocity fluctuations also result in the violation of the
assumption that the drag force is co-linear with the relative velocity, giving
rise to a snowball effect on the fluctuations. For the explicit coupling, these
issues are non-existent since the particle-fluid force is applied directly without345
any averaging. However, we do note the presence of slight oscillations, which
occur when small clusters of particles undergo significant collisions. The graph
of Figure 5 shows that with the explicit momentum coupling, the right pressure
drop and minimal fluidization velocity are recovered accurately.
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Figure 4: Pressure drop through the cylinder as a function of time for both momentum
exchange coupling schemes at a constant inlet velocity of 200µm.s−1.
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Figure 5: Pressure drop through the cylinder as a function of the inlet velocity.
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5. Rheology of the CFD-DEM model350
It is well known that at low Reynolds number, the viscosity of a rigid-
sphere suspension depends on the volume fraction of the particles [83]. Einstein
demonstrated that the relative viscosity(ηr) of a dilute suspension (εp < 5%,




= 1 + 2.5εp (20)
where ηs is the apparent viscosity of the suspension, εp = 1− εf is the volume
fraction of particles.
Einstein reached this result by superimposing the alteration of the velocity
field (u1) due to the presence of a single sphere in an infinite medium on top
of a constant shear-flow and by integrating the stress due to u1. The seminal355
paper by Batchelor and Green [85] considered the case of binary interactions to
analyze more concentrated suspensions (εp < 10% or < 15%, [84]) and obtained
a second-order expression εs.
For more concentrated suspensions, models have been designed to express








where εp,m is the maximal packing fraction (0.64 for mono-disperse spheres)
and [η] the intrinsic viscosity (2.5 for spheres).360
Although Einstein’s results and, to a lesser extent those by Batchelor [85],
are not applicable as such for non-dilute concentrations in solid-liquid mixing
operations, they indicate that the increase of the viscosity of a suspension is not
due to solid-fluid forces such as drag per se, but is caused by an increased viscous
dissipation in the fluid due to flow disturbances caused by the presence of the365
particles. This phenomenon happens at the particle and sub-particle scales, and
cannot, in theory, be reproduced accurately by an unresolved simulation model.
To confirm this, simulations of the shear flow between two parallel plates were
22
carried out with out model at various solids fractions ranging from 0 vol% to
35 vol% using the parameters in Table 4. These parameters were mainly taken370
from the work of Di Renzo and Di Maio [64], Di Renzo et al. [65] and Shao et
al. [66] for glass beads suspended in a liquid. However, the Young’s modulus
of the particles was decreased in order to allow for a larger Rayleigh time step
(∆tDEM , Eq. (14)). Also note that the density of the particles was matched to
that of the liquid. By measuring the viscous dissipation between the plates and375
the force acting on the moving plate, the relative viscosity of the fluid could be
evaluated. To our knowledge, such a test has not been carried out previously in
the literature.
Table 4: Simulation parameters for the flow between two parallel plates
Particle diameter (dp) 400 µm
Particle density (ρp) 1000 kg.m
−3
Young’s modulus (Y ) 10 MPa
Coefficient of restitution (er) 0.9
Poisson ratio (ν) 0.25
Coefficient of friction (µf ) 0.3
Rolling friction (µr) 0.1
DEM time step (∆tDEM ) 1× 10−6s
Liquid density (ρf ) 1000 kg.m
−3
Liquid viscosity (µ) 0.05 Pa.s
CFD time step (∆tCFD) 1× 10−5s
Coupling time-step (∆tc) 1× 10−5s
Plate width and depth (Lx,Ly) 0.025 m
Plate gap (Lz) 0.01 m
Plate velocity (Vx) 0.01 m.s
−1
Mesh (nx × ny × nz) 20× 20× 10
The graph in Figure 6 compares the evolution of the relative viscosity ηr pre-
dicted by the unresolved CFD-DEM model to that from the Krieger-Dougherty380
model. It can readily be seen that the CFD-DEM model does not reproduce the
rheology of the suspension in such a case. This is coherent with our previous
analysis as the increase in viscosity due to hydrodynamics at the particle and
sub-particle scales is not resolved by our unresolved model. The literature does
23
not propose a solution to this problem. In the present work, this is corrected by385
the introduction of a viscosity model in which the viscosity depends on the local
solids fraction (εp = 1 − εf ). This can be seen as a viscous analog to the sub-
grid closure used in large eddy simulations, as in the Smagorinsky model [87],
to resolve sub-grid stresses. This was implemented by modeling the viscosity
in the VANS equations as a space- and time-dependent function of the volume390
fraction of particles in the same fashion as a classical turbulent viscosity model
or a rheological model (where µ would be a function of the shear rate). In the
present work, the Krieger-Dougherty model (21) is used to obtain the apparent
viscosity as a function of the solids concentration. Unsurprisingly, the graph in
Figure 6 shows that with the introduction of this viscosity model, the right rhe-395
ology is recovered. This demonstrates that there is no interaction between the
solid-liquid coupling forces and the viscosity model, since the apparent viscosity
measured in the simulations matches that of the analytical model.
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Figure 6: Evolution of the relative viscosity as a function of the volume fraction of solid
particles for the unresolved CFD-DEM model, with and without the sub-grid viscosity model,
and comparison to the results obtained with the Krieger-Dougherty model.
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6. Study of solid-liquid mixing
6.1. Methodology400
In this section, the unresolved CFD-DEM model is validated for the case
of solid-liquid mixing in the laminar and transitional regimes of operation. We
first present the methodology for the experiments and the simulations. Then,
we compare the simulation results to experimental data in terms of the flow
patterns and fractions of suspended solids. Finally, the simulation results are405
used to expand our analysis of the solid-liquid mixing in the agitated vessel of
this work.
6.1.1. Experimental set-up
The solid-liquid mixing experiments were carried out using glass beads of
3mm diameter at 10 wt% loading in a glucose solution of 1Pa.s viscosity. The410
properties of both the fluid and the particles are given in Table 5. The set-
up, illustrated in Figure 7, consisted in a 0.365m (T) diameter, cylindrical, flat
bottomed and unbaffled tank, stirred by a D=T/3 pitched blade turbine that
was set at a C=T/4 off-bottom clearance. The dimensions of the experimental
rig are summarized in Table 6.415
It has been reported that the use of a flat-bottomed tank creates recircula-
tion loops that restrict particle suspension at the wall-to-bottom junction [88].
However, a flat bottom is more suitable for the pressure gauge technique mea-
surement, which is described below. The system was studied without baffles as
it has been reported that baffles are not recommended for solid suspensions in420
viscous fluids because they can cause dead zones and lead to the accumulation
of particles [8, 89].
The fraction of suspended solids was obtained experimentally using the pres-
sure gauge technique [14, 21, 22, 40]. The pressure at the bottom of the tank
was measured by a pressure sensor supplied by Freescale (MPX5010DP), with425
a precision of 5%, connected to a small 4 mm hole at the bottom of the tank





Figure 7: Experimental set-up
Table 5: Physical properties of the fluid and the particles
Symbol Name Value
ρf Density of the fluid 1390 kg.m
−3
μ Dynamic viscosity of the fluid 1 Pa.s
ρp Density of the solid particles 2500 kg.m
−3
dp Range of diameters for the solid particles 2.66-3.5 mm
dp,32 Sauter diameter 3.02 mm
xs Mass fraction of solid particles 10 %
εp Volume fraction of solid particles 5.8 %
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Table 6: Dimensions of the mixing rig
Symbol Name Dimension
T Tank diameter 0.365m
D Impeller diameter T3
H Liquid level T




During the experiments, the weight of the particles, which are initially held
by the tank bottom and lateral walls, is transferred to the fluid as these parti-
cles get suspended. This increases the apparent density of the fluid, resulting430
in an increase of the hydrostatic pressure that is measured by the pressure sen-
sor. This pressure increase is in fact proportional to the fraction of suspended
solids. However the dynamic pressure that results from the fluid motion is also
felt by the pressure sensor, and thus needs to be removed. Micale et al. [22]
estimated that beyond Njs, only the dynamic component of the total pressure435
influences the pressure data measurements. Consequently, by fitting a quadratic
polynomial to the pressure for large value of N , one can obtain a fit for the dy-
namic pressure and remove it from the raw pressure results. This produces a
corrected curve with a plateau, the onset of which reveals the values of Njs and
corresponding pressure increase ∆Pjs. This procedure, with the raw pressure440
and corrected measurements, is illustrated in Figure 9. The suspended fraction
of solids, Xsuspended, can be obtained by plotting the ratio of pressure increase
∆P
∆Pjs
as a function of impeller speed (as in Figure 9). Generally, it can be de-
scribed by a Weibull function, as noted by Micale et al. [22]. In the present
work, the experiments were repeated three times to evaluate the uncertainty on445
the suspended fractions of solids measured by the pressure gauge technique.
6.1.2. Simulation set-up
Simulations were carried out using the unresolved CFD-DEM model pre-

















Figure 8: Lateral and oblique views of the pressure sensor at the bottom of the tank
Tables 6 and 5, respectively. Additional model parameters used in the simu-450
lations are presented in Table 7. These values were chosen based on the work
Di Renzo and Di Maio [64], Di Renzo et al. [65] and Shao et al. [66] for glass
beads suspended in a liquid. The same mechanical properties were given to the
tank, the impeller and the particles. To reproduce the size distribution of the
particles measured experimentally, 10 different diameters were used. A total of455
148 700 particles were required to obtain the desired mass fraction of 10 %.
Table 7: Simulation parameters for the solid-liquid mixing simulation
Young’s modulus (Y ) 100 MPa
Coefficient of restitution (er) 0.9
Poissons ratio (ν) 0.25
Coefficient of friction (µs) 0.3
Rolling friction (µr) 0.1
DEM time step (∆tDEM ) 5× 10−6s
CFD time step (∆tCFD) 1× 10−4s
























































































Figure 9: Illustration of the procedure used to obtain the suspension curve from the raw
pressure data
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Starting with a fully settled bed of particles, obtained via a pure DEM
simulation using LIGGGHTS, CFD-DEM simulations were carried out with
explicit momentum coupling. The background hexahedral mesh consisted of
33x88x60 (r,θ,z) cells, which was refined in the swept volume of the impeller,460
thus yielding a total of slightly more than 350k cells. Blais et al. [68] found
that for this same geometry, more refined meshes did not lead to measurable
changes in the torque (< 1%) and the velocity field. A cutoff view of this
mesh is presented in Figure 10. The impeller velocity ranged from 100 RPM to
700 RPM (Re=40 to 275), which encompasses the Njs value of 425 RPM that465
was measured experimentally via the pressure gauge technique. The same time
step was used for all simulations and the Courant-Friedrichs-Lewy condition
(CFL in Eq. (13)) for the simulations at 700 RPM was 0.7. In fact, the solid-
fluid coupling criterion (∆tpf in (16)) is the factor that prevented simulations
with higher time steps for lower impeller velocities.470
For the comparison with the pressure gauge measurements, the simulated
pressure was evaluated at the bottom of the stirred tank by averaging its values
therein for all cell faces that were comprised within a radius of 0.45R to 0.55R,
to comply with the position of the actual pressure sensor. This is illustrated in
Figure 11.475
It must be noted that the experiments were carefully designed so that they
could be reproduced in the simulations, in particular with regards to the number
of particles and the stability criteria (more precisely ∆tfp and ∆tpf in Equations
(15) and (16), respectively). However, the relatively high viscosity (1Pa.s) of
the fluid entails a fluid-solid stability criterion of ∆tfp ≤ 1×10−3s. In the Rong480
drag model in Table 2, reducing the void fraction εf increases the value of the
drag force, as discussed in Section 3. In the stirred tank, the minimal value that
the void fraction εf can reach is 1− εp,m = 0.36 in regions of maximal packing
(the static bed of particles). This leads to a fluid-particle stability criterion of
the order of ∆tfp ≤ 2× 10−5 and, consequently, a solid-fluid stability criterion485
of ∆tpf ≤ 7 × 10−6 within the bed due to the effect of εf . This would lead to
prohibitively time-consuming simulations.
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Figure 11: Position of the pressure sensor and ring used to average the simulated pressure
results
32
To resolve this issue, the value of the the void fraction used in the Rong drag
equation was limited to εf,l = max(εf , 0.8), which yields ∆tpf ≤ 1.0 × 10−4.
This allowed us to perform 200s of simulation time within a 40-day time frame,
instead of the 300 days that would be required without this simplification. The
consequence of this is that, in very dense regions (εf < 0.8) of the tank, the








18µ is the particle relaxation time for a single isolated particle and
τf the fluid relaxation time. In a mixing tank, the shortest relaxation time of
the fluid, near the impeller, is proportional to the inverse impeller velocity 1N ,490
with N in RPS.
The Stokes number at the largest impeller speed (700 RPM) and for a single
particle of the smallest diameter considered (dp = 2.66mm) is Stm ≈ 0.015. It
must be noted that for such a low value of the Stokes number, the particles are
expected to behave like passive scalars and thus follow the streamlines, as shown495
in the simulations of Garg et al. [90]. When the Rong drag model dependence
on the void fraction is limited, as is proposed here, the particle relaxation time
is increased artificially (since the drag force is increased) and so is the Stokes
number. However, such limitation of the Rong drag model dependence on εf
does not occur in regions where there is actual flow, but only within quasi-500
static regions such as in the dense particle bed, at the bottom of the tank,
where the local value of the Stokes number is orders of magnitudes lower than
Stm. Therefore, this limitation is expected to have no significant impact on
the dynamics of the solid-liquid flow within the tank. This was confirmed by
carrying out a full simulation at 700 RPM without any limitation on εf , for505
which a steady-state could be reached after 20s (approximatively 30 days of
simulation). This simulation revealed that the simplification had no effect on
the particle distribution, and the pressure and velocity fields.
All the simulations were carried out on the Briaree cluster of Calcul Québec.
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Each simulation used 2 Intel Westmere processors, each of which consisted of510
6 physical cores with a frequency of 2.67 GHz and 12 Go of memory (24 Go
total). Each simulation was carried out for 40 days of wall time, resulting in a
total consumption of 30 core-years for the 20 impeller velocities investigated.
6.2. Results and discussion
Visual observation of the particle distribution allows for an effective quali-515
tative comparison between experiments and simulations. For N < 150 RPM,
only a weak displacement of the particles at the top of the bed could be no-
ticed, like a gentle simmer, the energy imparted by the pitched blade turbine
being not strong enough to suspend any of them. By increasing the velocity,
peculiar flow patterns were triggered for N ∈ [150, 250]. At these velocities,520
the occurence of a pinching flow was such that particles were initially sucked
towards the bottom of the impeller (Figure 12 (I)), which then led to the forma-
tion of a cone-shaped (or umbrella-shaped) region below the impeller, isolated
from the bulk of the liquid flow (Figure 12 (II)). No significant particle motion
across this conical region could be observed. Further increasing the velocity525
over a critical value of around 300 RPM led to the erosion of the outer part
of the bed where particles were lifted close to the wall in a region above the
impeller. Once this suspension began, visual observation became difficult due
to the opacity of the system. However, it could be noticed both experimentally
and from the simulation results that some particles were dragged upward in the530
near-wall region and downward in the near-shaft region. This comparison, albeit
qualitative, showed that the numerical model was able to reproduce the main
hydrodynamic transitions and flow patterns that were observed experimentally.
As mentioned in Section 6.1.1, the pressure gauge technique allows for a
quantitative determination of the fraction of suspended particles. The graph535
in Figure 13 shows that a constant pressure at the bottom is reached after
200s for all impeller speeds, although the time required to reach this pressure,
which corresponds to the steady-state regime, varies greatly with the impeller
speed. This steady-state pressure is the sum of the static pressure due to the
34
Figure 12: Visual comparison of the behavior of the solid particles in the transitional flow
regime for N = 200 RPM. (I): Onset of the bed erosion - (II): Formation of a stable cone of
particles
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increased apparent density and the dynamic pressure. The graph in Figure540
14 compares the pressure at the bottom of the tank obtained experimentally
to that predicted by our simulation model and averaged using the described
in Section 6.1. Although the departure from a zero pressure variation occurs
similarly around 300 RPM, the pressure obtained via numerical simulation is
larger than the pressure measured experimentally. This is significant for N ≥545
Njs = 425 RPM, which corresponds to the speed above which the increase in
pressure is solely due to the increase of the dynamic pressure [22]. Note that
the time-average value of the pressure was not affected significantly by changes
to the size of the ring used in the averaging procedure. This discrepancy can
be largely attributed to the set-up used to measure the pressure experimentally550
(Figure 8). It is measured within a 4 mm hole, which is protected from the
particles by a fine mesh. Consequently, the dynamic pressure measured by the
probe is significantly underestimated since the flow is damped by the mesh as
well as by the presence of a cavity between this probe and the tank. From a
practical point of view, both the mesh and the cavity act together as a damper555
and a low-pass filter for the dynamic pressure. This has the inherent advantage
of giving smooth and stable pressure measurements.
Consequently, it is more appropriate to apply the PGT procedure on the
two signals and remove the dynamic pressure seperately before comparing the
fractions of suspended solids. This is presented in the graph of Figure 15.560
We note the excellent agreement between the experimental data and simulation
results. The transition from a non-suspended to a fully suspended state happens
sharply in a small velocity range from 300 to 425 RPM. This transition is subject
to larger uncertainties as can be seen by the size of the error bars, compared
to those for both the fully unsuspended and suspended states. However, it can565
be noticed that the simulations estimate accurately, within a 95% confidence
interval, the speed at which the suspension of particles is triggered and the just
suspended speed, as well as the portion of the curve between these two end
points.
The model was also used to investigate the distribution of the solid particles570
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Figure 13: Time evolution of the pressure at the bottom of the tank for various impeller
speeds.






























Figure 14: Comparison between the pressure measured experimentally at the bottom of the
tank and the simulation results.
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Figure 15: Comparison of the experimental and numerical suspension curves after application
of the PGT procedure and the removal of the dynamic pressure component. The error bars
represent a 95% confidence interval.
and the flow patterns in the tank. Figure 16 shows the azimuthal average of the
void fraction and its standard deviation at 700 RPM, at steady state, which is
far above Njs = 425 RPM. It appears that, although the PGT indicates that
all the particles are suspended, there is a small cone-shaped region below the
impeller, within which a small fraction of particles (< 5% of the total mass)575
remains unsuspended. Such a zone of accumulation of particles in a conical
region has already been observed in unbaffled tanks, albeit in the turbulent
regime [89]. Such a segregated cone is larger at lower velocity (e.g. at 500 RPM),
as evidenced in Figure 17. Due to the small total mass of particles contained
within this cone and its relatively small erosion with the increase of the impeller580
speed (as can be seen qualitatively by compairing Figure 17 for 500 RPM and
Figure 16 for 700 RPM), its presence is not captured by the PGT.
It is also interesting to note that a low concentration segregated zone of
particles, of toroidal shape, is present above the impeller blades at these speeds.
Such peculiar patterns have been previously identified by Lamberto et al. [91]585
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and Cabaret et al. [92], in the laminar and transitional regimes for PBTs in
unbaffled tanks.
Finally, Figure 18 highlights the azimuthal average of the radial, azimuthal
and axial components of the liquid velocity within the tank. It can be observed
that although the PBT is a mixed discharge impeller, it behaves as a radial590
discharge impeller for the range of Reynolds numbers considered in this work
(Re ≤ 275, N ≤ 700RPM). In particular, the poor axial discharge below the









































































































































Figure 18: Azimuthal average of the radial, azimuthal and axial components of the liquid
velocity for 700 RPM at steady state.
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7. Conclusion
The mixing of solid suspensions in the viscous regime is a challenging topic595
that remains unsolved due to the complex particle-particle and particle-fluid
interactions, and the presence of a rotating impeller that generates unsteady
3D flow patterns. Due to its accurate description of the solid phase and com-
putationally tractable description of the fluid, the unresolved CFD-DEM model
is a good candidate to the investigation of solid-liquid mixing. However, the600
validity of this type of approach for viscous suspensions had, to our knowledge,
never been assessed.
In the present work, we introduced a CFD-DEM model for viscous sus-
pensions and established stability criteria related to the fluid-fluid, solid-solid,
solid-fluid and fluid-solid interactions. Next, we compared implicit and explicit605
momentum coupling strategies, and showed that in the case of a viscous sus-
pending fluid, the explicit strategy was more accurate in estimating the pressure
drop across a bed of particles, mainly due to the significant error introduced
by the averaging of the particle velocity within the grid cells. Then, we showed
that the apparent rheology of suspensions inherent to the unresolved CFD-DEM610
model did not reproduce that of a real suspension of particles, which can be at-
tributed to the absence of viscous dissipation at the particle and sub-particle
scales. This was remedied by the introduction of a sub-grid viscosity model that
brings into play the local void fraction, an approach that is reminescent of the
subgrid Smagorinsky-type model used in large eddy simulation.615
The unresolved CFD-DEM model for viscous solid-liquid flows developed in
this work was used to investigate solid-liquid mixing behavior in a stirred tank
equipped with a PBT. Visual observation in the lab showed that the model was
able to reproduce the peculiar flow patterns observed when the particles get
suspended in the tank. By comparing the fraction of the suspended particles as620
measured experimentally by the PGT to the pressure averaged at the bottom of
the tank in the simulations, we showed that the unresolved CFD-DEM model
can predict with excellent accuracy the fraction of suspended particles from the
41
onset of their suspension to the fully suspended state, thus validating the model
in a quantitative manner.625
The model was finally used to shed light on the solids distribution and the
flow patterns prevailing in the tank. It was found that the PBT behaved like
a radial discharge impeller in the laminar and early transitional flow regimes.
Even for impeller speeds above the value of Njs determined by the PGT, an
accumulation of particles within a cone-shaped region below the impeller could630
be identified, indicating that the suspension could not reach a fully homogenized
state. This will be investigated in detail in future work.
This work also opens possibilities for topics related to solid-liquid mixing. In
parallel, we are interested in clarifying thoroughly the role of the DEM param-
eters such as the coefficient of restitution, the coefficients of translational and635
rolling friction and the Young’s modulus on the dynamics of solid-liquid flows.
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