We construct an adaptive asymptotically optimal in order in the L(2) sense a solution (estimation) of an integral linear equation of a first kind and energy of this solution with the confidence region building, also adaptive.
Statement of problem.
Let us consider the following linear integral equation relative a unknown Riemann integrable function f : [0, 1] → (−∞, ∞) of a first kind (ill posed problem, see [28] ):
or equally g(t i ) + σǫ i = y(t i ), g(t)
with the data y(t i ) obtained in the uniform set t i = i/n, i = 1, 2, . . . , n with the random errors of measurement (noise) σǫ i .
Here {σ · ǫ i }, Var(ǫ i ) = 1 are centered: Eǫ i = 0 independent random variables, which may be defined on some probabilistic space (Ω, M, P) with an expectation E and variance Var, errors of the measurements at the points t i , σ = const ∈ (0, ∞); R(·) is the kernel, which may be generalized function; the arithmetical operation under the arguments t, s are understood modulo 1 (periodicity).
The consistent 1/ √ n estimation σ(n) of the variable σ is obtained in the article [11] by means of the Residual Sum of Squares (RSS) method; indeed,
(y(t i ) − f 0 (n, t i )) 2 /(n − 1), where f 0 (n, t) is some preliminary estimation of the function f ; for instance, f 0 (n, t) may be obtained by means of the Minimum Square Estimation (MSE) method. More exact estimation of the variance of error σ 2 see in article [16] ; in this work are offered and investigated the so-called supereffective Generalized Bayes Estimators for σ 2 . We will suppose therefore for simplicity that the value σ is known. We consider the asymptotical statement of problem: n → ∞.
Notice that in the case R(t) = δ(t), where δ(t) denotes the Dirac delta-function, the problem (1) coincides with the classical regression problem of nonparametric statistics; the optimal in the L 2 (Ω × [0, 1]) sense adaptive algorithms for solving (estimation, on the statistical language) of the function f (·) is described in many publication; see, for example, articles [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [11] , [13] , [15] , [18] , [19] , [20] , [21] , [23] , [24] , [25] ; monograph [29] and reference therein.
Our goal is to offer and investigate an adaptive asymptotically as n → ∞ optimal in the L 2 (Ω×[0, 1]) sense estimation of the unknown function f (·) based on the observations {y(t i ), i = 1, 2, . . . , n}.
2 Denotations. Assumptions. 1 . Let X = [0, 1], t ∈ X, T = {φ k (t)} be the classical complete normalized trigonometrical system on the set X:
Define for the measurable function g : [0, 1] → R from the equality (2)
here
be the Fourier coefficients of a function g(·) over the system T.
2. Let us write the formal Fourier expansion for the kernel R(·) :
then formally
We assume inf
It is evident that in the case θ = 0 the sequence {|w(k)|} is bilateral bounded:
Notice that under the conditions (4) and y(·) ∈ L(2) the limit as ǫ → 0+ and n → ∞ equation, i.e. an equation
has an unique a.e. solution f = f (t).
Let us denote
denotes here the integer part of the real positive variable z;
A(N, n).
as long as
Assumptions:
and we suppose for the construction of confidence region for the function f that
Another conditions:
or more strictly
and we denote
This conditions are direct analogues of the notorious ∆ 2 condition in the theory of Orlicz's spaces.
The conditions (5a) and (6a) are satisfied, for instance, when as
It may be considered analogously a more general case when
where
The detail investigation of such a functions see in a book [26] . 4. We denote by c(k, n) usually consistent 1/ √ n estimations of a Fourier coefficients c(k) of the function g(·) based on the sample y(t i ), i = 1, 2, . . . , n, namely:
and define correspondingly
Note that the variables τ (N, n), τ * (n) and M(n) are random variables which dependent on the source data {y(t i )}.
The consistent as n → ∞ estimation γ(n) of the parameter γ under condition (5b) is described in [21] , chapter 5, section 13. Namely, we define
then the value γ may be consistent under condition (5b) estimated by means of statistic γ(n) as follows:
5. Further, we suppose for the construction of asymptotical confidence region that
and we suppose for the construction of non-asymptotical confidence region that ∃q, Q = const > 0,
We will write, as ordinary, in some concrete passing to the limit, for instance, n → ∞,
all the relations between the random variables, for example, passing to the limit, are understood with probability one (mod P).
3 Modular spaces.
Let again X = [0, 1], x ∈ X, T = {φ k (x)} be the classical complete normalized trigonometrical system. Define for the measurable function g :
be the Fourier coefficients of a function f (·) over the system T. Let also w = {w(k)} be positive number sequence (weight). We introduce the following modular space B(p, w) = B(T, p, w), which will called modular weight space, consisting on all the (measurable) functions {g} with finite norm
For instance, the Sobolev's spaces W is weighted modular space relative the system T.
Of course, the B(w) space with w(k) = 1 coincides with the ordinary space L(2) on the set [0, 1]. We will write in this case ||f || = ||f ||L(2) = ||f ||B(1).
The complete investigation of these spaces see in the book [17] . In the case when p = 2 we will write for brevity B(2, w) = B(w). Of course, the space B(w) = B(2, w) is (separable) Hilbert space.
The notion "L 2 (Ω × [0, 1])" sense means by definition that we consider the following loss function:
where h(n, ·) is arbitrary estimation of a function f (·) based on the observations {y i }, i = 1, 2, . . . , n.
We suppose in addition that
The condition (14a) will be used for non-adaptive estimation of a solution f. For the construction of the adaptive estimation we need to assume the following condition (14b):
Main result. Construction of our solution (estimation).
Let us consider a projection, or Tchentsov's estimation of a function g(·) of a view
and we construct correspondingly the following projection estimation of a function f (·) :
We find by the direct calculation using the condition f (·) ∈ B(w) as n → ∞ :
If we choose
A(N, n), then we conclude that the optimal speed of convergence for non-adaptive estimation
At the same result up to multiplicative constant is true for our adaptive estimation, which we built by the following way. Namely, let us definê
The asymptotically exact adaptive estimation of the solution f (·) may be obtained under the conditions (5b),(6b),(11a), and (14b) by using the so-called penalty function method. Indeed, if we define
The function (2 − γ(n) − Γ) · σ 2 (n) · S(N)/n is said to be penalty function. We introduce a new estimationf (n, t) of the function f (t) as follows:
We assert that under the conditions of (5b),(6b), (11b) and (14b)
where lim n→∞ ν(n) = 0.
Theorem 1.
We suppose that all our conditions, in particular, the conditions (5a), (6a), (11a), and (14a) are satisfied. Then
Remark 1. Note that the estimationf (n, ·) is optimal in general case, namely, in the case when
Theorem 2. We have under the conditions of (5b),(6b), (11a) and (14b)
Energy estimation.
Let us define the energy functional, or briefly energy H = H(f ) of the signal f (·) as usually
We estimate in this section the energy functional H = H(f ); we will prove that under natural conditions, in particular, f ∈ B(w), there exists an estimation H(n, f ) which convergent to the H(f ) with the speed 1/ √ n (optimality). The necessity of the condition f ∈ B(w) for the possibility of optimal in order estimation H(f ) is proved in [10] , [14] .
We describe now our energy estimation H(n, f ), which is based on the our adaptive estimationf (n, ·) and is different on all others such estimations, see [9] , [10] , [14] etc.
Our estimation is some slight generalization of offered therein. We introduce the following energy estimation functional:
We will called the function σ 2 (n)S(M)/n as anti-penalty function. Theorem 3. Let f ∈ B(w). Assume in addition to the conditions (5b), (6b). (11a)
Then the statistics H(n, f ) is 1/ √ n consistent and optimal up to multiplicative constant estimation of the energy value H :
Notice that it follows from the proposition (28) the optimality of energy estimation H(n, f ), see [10] .
6 Proofs.
A. Investigation of the function estimations; theorems 1 and 2.
1. The proof is at the same as in [21] , chapter 5, section 13; see also [1] , [18] etc., where is considered the case R(t) = δ(t), i.e. the case of the classical regression problem in the nonparametric statistics. Namely, it is proved therein that as n → ∞ the empirical Fourier coefficients c(k, n) are common asymptotically independent and have normal distribution with the parameters
The detail proof of this assertion see, e.g. in [2] , [5] , [9] , [10] , [18] , [29] . Therefore, we can write the following representation
where the random variables {ζ(k)} common independent and have standard normal distribution. 2. We find by the direct calculations using the representation (29) for the projection estimations f (N, n, t) as N, n → ∞, N ∈ [1, N + ] :
It follows from the Law of Iterated Logarithm (LIL) that
3. As long as for n → ∞
we conclude
This completes the proof of theorem 1. Theorem 2 is proved analogously. 4. Further, we conclude analogously by means of the condition (5a):
If we take in (31) the value N = N 0 , we conclude
Hence the estimation f (N 0 , n, ·) is consistent estimation of a function f (·) in the L(2) sense. It follows from the theorems Tchentsov [27] and Ibragimov-Chasminsky [12] that the speed of convergence A * (n) as n → ∞ is optimal in general case. But this method of solution need the value ρ(N) or at least its order as N → ∞. This solution f (N 0 , n, ·) is called non-adaptive.
The solution (estimation) which does not use any apriory information about estimating function f (·) will be called adaptive. Further considerations are alike to the [21] , chapter 5, section 13; see also [1] , [18] . Note that it is proved there that under conditions (5b), (6b) that with probability one and in the L 2 (Ω) sense 
As a consequence: the estimationf (n, ·) is consistent estimation of the solution f in the L(2) sense with probability one:
where the sequence noise {σǫ i }, is the sequence of errors of measurements, is the sequence of independent (or weakly dependent) centered: Eξ i = 0 normalized: Var(ǫ i ) = 1 random variables, σ = const > 0 is a standard deviation of errors. The investigation of this problem in the case p = 2 and R(t) = δ(t) see in [22] ; we will only emphasis here the neediness the using optimal planing of experience, in other words, experience design. and E|V (n, f ) − V (f )| 2 ∼ C 4 (∆, θ)n −1 .
