One approach to testing and/or proving correctness of a floating-point algorithm computing a function is based on finding input floating-point numbers such that the exact result ´ µ is very close to a "rounding boundary", i.e. a floating-point number or a midpoint between them. In the present paper we show how to do this for the reciprocal function by utilizing prime factorizations. We present the method and show examples, as well as making a fairly detailed study of its expected and worst-case behavior. We point out how this analysis of reciprocals can be useful in analyzing certain reciprocal algorithms, and also show how the approach can be trivially adapted to the reciprocal square root function.
Background
Suppose we have a floating-point algorithm computing a function that approximates a true mathematical function Ê Ê. For example, consider the following algorithm for the Intel Itanium architecture designed to compute a floating-point square root Ô using an initial reciprocal square root approximation followed by a sequence of fused multiply-adds. (In the actual implementation, the initial approximation instruction deals with special cases including ¼ .)
If an algorithm is, like this one, implemented by composing basic floating-point operations (rather than, say, some more complicated analysis of bit-patterns), then the value computed can usually be represented as the result of rounding some approximation £´Ü µ ´Üµ, the value before the final rounding. In this case, the final Ë results from rounding the exact value Ë ¿ · ¿ À ¿ .
The algorithm will therefore round correctly for all inputs Ü such that £´Ü µ and ´Üµ round to the same number (for all the rounding modes under consideration). In the concrete square root example, this means that Ô and Ë ¿ · ¿ À ¿ should always round the same way.
A sufficient condition for equivalent rounding behavior is that the two values £´Ü µ and ´Üµ should never be separated by a rounding boundary, i.e. a floating-point number (for directed rounding) or a midpoint (for round-tonearest). That is, there is never a rounding boundary Ñ with ´Üµ Ñ £´Ü µ or £´Ü µ Ñ ´Üµ, unless £´Ü µ ´Üµ. (Not quite a necessary condition in the round-to-nearest mode since if one is exactly equal to the rounding boundary and the other on the "right" side, the correct result will be obtained.) This is usually hard to establish by analytic reasoning. However, it is usually easy to establish some sort of relative error bound¯such that: It is therefore interesting for purposes of both testing and proving correctness to deliberately concoct test points Ü to make the relative distance from a rounding boundary ´Üµ Ñ ´Üµ as small as possible. Indeed, irrespective of the details of the algorithms we are concerned with, these test points might be expected to display greatest sensitivity to the accuracy of £´Ü µ and so show up errors most easily.
For some basic algebraic functions, such special Ü can be found analytically using number-theoretic techniques [14, 11] , in such a way that the very worst examples (having the smallest relative distance from a rounding boundary) are isolated. For transcendental functions, this is more difficult, but one can still generate good cases by exploiting local linearity and solving congruences. For double-precision it is feasible, though costly, to isolate the very worst examples [6] .
One use of the points so obtained is to test floating-point functions. Indeed, Parks [11] reports that such testing exposed a bug in a commercial microprocessor. A more ambitious goal, realized for square root algorithms by Cornea [1] , is to isolate a sufficiently large set of points that the correct behavior of the algorithm on these, in conjunction with an analytical proof that covers all other cases, gives a complete correctness proof of the algorithm in all cases. For example, if we can prove analytically that for all floatingpoint numbers Ü we have: £´Ü µ ´Üµ ¯ ´Üµ and that some set Ë¯contains all points Ü where Ñ ´Üµ ¯ ´Üµ for some rounding boundary Ñ, the correctness of the algorithm in all cases is equivalent to the correctness just for the points in Ë¯. If such sets can be found easily and they are not too large, this gives a very effective methodology for proofs of algorithms. The goal of this paper is to show how to isolate such special cases for the reciprocal (and reciprocal square root) function and demonstrate their applicability in such correctness proofs of algorithms.
Critical cases for quotient and reciprocal
We will in what follows consider a single floating-point format with precision Ô, which contains all the floatingpoint numbers concerned and is also the destination format for the result. We also ignore the possibility of overflow and underflow in computation sequences. This keeps the presentation simpler and accords well with the intended applications where all input numbers are double-extended and additional exponent range (but not precision) is available for intermediate computations. The results that follow can straightforwardly be refined for mixed-precision applications.
It's instructive to examine the problem for the general case of quotients, and then contrast the restriction to the reciprocal. In general, we seek floating-point numbers Ü and Ý such that Ü Ý lies close to some Û that is either itself a floating-point number or a midpoint between two floatingpoint numbers. Without loss of generality, we can assume: In all these cases, the distance is at least ¾ ´Ô·½µ . Therefore, when seeking cases where the distance is of order ¾ ¾Ô (for realistic Ô) we need only consider Õ ¾ Ô Ô · ½ . This Proceedings of the 16th IEEE Symposium on Computer Arithmetic (ARITH'03) 1063-6889/03 $17.00 (C) 2003 IEEE being the case, the denominator ¾ Õ is constrained to within a factor of , so the essential problem is to find how small Ñ ¾ Õ can become for Õ ¾ Ô Ô· ½ . Since the value is an integer, we can try to find small values by explicit consideration of the various possibilities in succession:
It seems that the number of possible solutions of these equations is too large for this to be a practical approach. On the other hand, if we fix any one of the values , and Ñ, the problem becomes tractable. If we fix either Ñ or then the problem becomes a set of linear congruences (with additional range restrictions filtering the possible solution set), which are easy to solve. If we consider the special case of the reciprocal, then we fix ¾ Ô ½ . This problem is also tractable, as we shall see, but has a somewhat different character. We just need to consider Ñ ¾ ¾Ô ½ · AE Ñ ¾ ¾Ô · AE for successive small integers AE. In fact, the situation is even better, because once again no small values can arise in the former case because of the range limitation, except for the trivial Ñ ¾ ¾Ô ½ ; the next case must be´¾ Ô · ½µ¾ Ô ½ ¾ ¾Ô ½ · ¾ Ô ½ . So we need only be concerned with solutions to Ñ ¾ ¾Ô · AE for integers ¾ Ô ½ ¾ Ô and ¾ Ô Ñ ¾ Ô·½ . Indeed, for small AE, it is easy to see that the two upper bounds imply the lower ones.
Factorization distribution
Our approach to the problem of finding all solutions to Ñ ¾ ¾Ô · AE (with Ô and AE fixed) is quite straightforward. We find the prime factorization of ¾ ¾Ô · AE, and consider all possible ways of distributing these prime factors into two parts Ñ and subject to the appropriate range limitation Ñ ¾ Ô·½ and ¾ Ô . In general, we will refer to a factorization Ò of Ò with and as ań µ-balanced factorization. Consider, for illustration, the case Ô and AE ¾ ¦½ ¦¾ ¦¿ . In each case we find the prime factorization of ¾ ¾Ô · AE: The implementation of the above idea is straightforward, given any reasonable programming language. We have used Objective CAML, a very high-level functional language that we have previously used extensively for implementation of theorem proving code:
http://www.ocaml.org/ This already has a multiprecision integer and rational function datatype available. It does not, however, have a built-in library for factoring numbers, and we did not want to write our own code for this operation -since the numbers can be as large as ¾ ¾¾ (for quad precision reciprocals), factorization is a non-trivial problem. We used the factoring code included in the PARI / GP system: We are not experts in the topic of factorization, but have been quite impressed with how fast it usually factors numbers. Only for quad precision, when the numbers are of the order ¾ ¾¾ , does it start to slow down noticeably. Rather than a strict primality test, the factors are only subjected to a strong probabilistic primality test. Therefore, out of paranoia, we have developed our own code to certify primality, by constructing prime certificates in the style of Pratt [12] , appealing to Lucas's theorem. That is, to certify that each Ô occurring in PARI/GP's factorization is prime, we show that there is a primitive root modulo Ô such that Ô ½ 1 ÑÓ Ôµ but Ô ½ Õ ½´ÑÓ Ôµ for any prime factor Õ of Ô ½. (The primitive root is found randomly, and the factors Õ of Ô ½ are found by using PARI/GP's factorization recursively, certifying those factors as primes too.) This certification slows down the factorization process by a moderate amount, so we sometimes switch it off when experimenting.
Once we have the prime factors, we need to test all ways of distributing them over two numbers subject to range restrictions. As noted, we need only apply the upper range restrictions Ñ ¾ Ô·½ and ¾ Ô . Roughly, we just naively enumerate all possibilities. In order to cut off choice points as soon as possible, we start distributing from the largest prime factors, i.e. consider the prime factors
We first consider all « ½ · ½ ways of distributing Ô «½ ½ into two parts. If any of these distributions already violate the range restriction, they are abandoned. Otherwise, for each one, we consider the « ¾ · ½ ways of distributing Ô «¾ ¾ , and so on. The algorithm is very straightforward to program recursively in OCaml.
It might be doubted whether such a naive distribution algorithm is acceptably efficient. At least it has been adequate to obtain some results quite quickly for the main precisions that interest us, Ô ¾ ¾ ¿ ¿ ½½¿ . We first look at some of these results and then turn to a detailed performance analysis. Table 1 presents a small sample of the results obtained using the methods outlined above. For each of the four major precisions Ô ¾ ¿ ½½¿, we list the 66 floatingpoint significands whose reciprocals are closest either to floating-point numbers or midpoints. This distance, as a multiple of the corresponding ¾ ¾Ô , is given in the ' ' columns. When, as often happens, several reciprocals have the same ' ' value we order them in decreasing order, and cut the table off on that basis. The asterisk means that the distance is from a floating-point number (and hence may be unimportant if we are concerned only with round-tonearest).
Results
Larger lists for up to a few thousand can be generated for all these precisions without requiring more than a few days of runtime on a modern machine. And of course, it is trivial to parallelize the task since it consists of a separate subtask for each considered.
Applications
We can use the techniques set out above in the design and verification of algorithms for correctly rounded reciprocals. These might be substituted by the programmer, or by the compiler if it can recognize that in an expression , the constant is guaranteed to be ½. (This could be generalized to any power of ¾.) For example, the following algorithm is normally used for double-extended precision division (precision Ô ) on Intel Itanium processors. As usual in algorithms of this kind, each operation uses a fused multiply-add (not a separate multiplication and addition), all steps but the last are performed in round-to-nearest mode with additional exponent range precluding the possibility of intermediate overflow or underflow, and the last operation is done in the intended rounding mode and target precision.
Embedded in this algorithm is the computation of a very accurate reciprocal approximation Ý ¿ . Originally, in the design of algorithms of this kind, the correctness of the final rounding of Õ was justified by a theorem whose precondition requires perfect rounding of Ý ¿ [9] , and only later was it noted by the present author that a relative error Ý ¿ ½ ´½ ·¯µ for ¯ ¾ Ô suffices, which can be satisfied by a relatively weak error condition on Ý ¾ and the analysis of a few special cases [3, 8] . However, if we are in a situation where ½ we might consider, instead of using the entire sequence, unpicking the algorithm for reciprocation to be used directly, since its latency is shorter by 1 operation, and it uses only 9 floating-point operations instead of 14:
Now the question of whether Ý is always correctly rounded becomes critical. First we will consider round-tonearest. The initial approximation returned by frcpa will satisfy Ý ¼ ½ ´½ ·¯¼µ for some ¯¼ ¾ . A routine relative error analysis, assuming each rounding ÖÒ´Üµ yields Ü´½ ·¯µ for some ¯ ¾ , shows that Ý £ , the value of Ý before the last rounding, satisfies Ý £ ½ ´½ ·¯µ where ¯ ¾ ½¾¿ ¿ . Therefore, the only cases where incorrect rounding can occur are those closer than this relative distance to a midpoint. The potentially failing significands can be isolated by finding all´¾ ¾ µ-balanced factorizations Ñ ¾ ½¾ · for integers ¾ (since ¾ · ½ ¾ ½¾¿ ¿ ¾ ½¾ ) and Ñ odd. The set of values that we need to consider are the following 134 (ordered in decreasing size, not according to their closeness to a midpoint):
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One can show by explicit computation that the algorithm works correctly on these values. It therefore rounds correctly on all values in round-to-nearest.
For directed rounding modes, the situation is less good. Once again the relative error condition gives rise to a set of test points, this time 227 of them. The algorithm works correctly on 220 of them, but not on floating-point numbers with one of the following 7 significands, the last of these representing exact powers of 2, for which the true result is exactly representable. Cognoscenti who perform a back-ofenvelope calculation will not be surprised by the failure on exactly representable results, since correctness here would require Ý ¾ already to be the correct result, which our relative error cannot quite guarantee. 0x8c82da588adc6416 0x84fdf027ef813f7b 0x827b9b8059090ab2 0x8080402010080401 0x8000080000400001 0x8000000000000001 0x8000000000000000
This analysis indicates that the algorithm will produce correctly rounded results if the ambient rounding mode is known to be round-to-nearest, but will not always guarantee correct rounding in other rounding modes. Moreover, note that for the same reason, the 'inexact' flag will be incorrectly set in round-to-nearest mode in the special cases where is a power of 2. (As noted, the penultimate approximation Ý ¾ cannot be the exact reciprocal in such cases, for otherwise we would obtain ¼ and correct rounding in all Proceedings of the 16th IEEE Symposium on Computer Arithmetic (ARITH'03) 1063-6889/03 $17.00 (C) 2003 IEEE modes.) However, if this is considered important, it would be easy to detect and fix the problem with special case code without affecting overall latency.
Feasibility study
Although the previous sections show that the method is usefully applicable to some real problems, it's worth analyzing how practical the approach is likely to be in general. In attempting to use the method, three potential practical problems might arisē Too many special points are isolated for further analysis to be feasiblē
The factorization of some of the numbers is not feasiblē
The distribution of prime factors is not feasible
We will not analyze the feasibility of factorization, since we do not understand the details of its implementation. We will however make the empirical observation that all factorizations for precisions up to Ô seem to be very straightforward for PARI / GP, taking a fraction of a second, while those for Ô ½ ½ ¿ usually take several seconds and, exceptionally, minutes.
Average density of balanced factorizations
It is not difficult to see that "on average" we obtain a fairly modest number of balanced factorizations per value examined. First note that the number of´ µ-balanced products of numbers Ò is the number of lattice points contained both within the rectangle ¼ Ü , ¼ Ý and under the curve ÜÝ Ò. We can get a good estimate by ignoring "edge effects" and just considering the plane area, integrating to obtain:
Differentiating with respect to Ò yields the expected density, i.e. the average number of´ µ-balanced product representations of a number close to Ò: ´Òµ ln´ Òµ Of course, these gross averages do not reflect smallscale fluctuations. Nevertheless, the agreement is fairly good with some empirical results obtained by sampling.
In the following So much for the average case. What about the worst case? This seems a more difficult question to address theoretically, but in the next section we will show how to obtain a pessimistic upper bound.
Feasibility of distribution algorithm
Although the final number of values produced depends on the number of balanced factorizations, the process by which the balanced factorizations are enumerated involves examination of many dead-end paths, so the runtime of the distribution process may be very large relative to the final number of possibilities produced. A reasonable, though pessimistic, bound on the runtime of the distribution algorithm for a value Ò is ´Òµ, the total number of divisors of Ò, regardless of balance. For even without early cutoffs owing to range limitations, the algorithm cannot examine, given Ò ¥ ½ Ô « more than ´Òµ ¥ ½´½ · « µ Ò Proceedings of the 16th IEEE Symposium on Computer Arithmetic (ARITH'03) 1063-6889/03 $17.00 (C) 2003 IEEE possibilities, since each factor Ô « can, without range cutoffs, be distributed in ½ · « ways.
It is well known that the average number of divisors ´Òµ of a number near Ò is approximately ´Òµ ln´Òµ. This can easily be derived using the same sort of argument as we used above for balanced products [2] . This suggests that on average, the distribution process will not have many cases to examine; even for quad precision, we have Ò ¾ ¾¿¼ and so ln´Òµ ½ ¼.
What about the worst case? The number of divisors of a number can be much larger than ln´Òµ. In fact [2] , almost all numbers (in a precise sense) have about ln´Òµ ln´¾µ divisors, with the larger overall average of ln´Òµ resulting from a small proportion of numbers with many more divisors. Asymptotically, it is known [2] that ´Òµ has an upper limit of exactly ¾ ln´Òµ ln´ln´Òµµ , or more precisely, that if¯ ¼ then ´Òµ ¾´½ ·¯µln´Òµ ln´ln´Òµµ for all sufficiently large Ò, while ´Òµ ¾´½ ¯µln´Òµ ln´ln´Òµµ for infinitely many Ò.
This asymptotic limit needs refinement to be useful to us for the concrete ranges we are interested in. We can obtain a more refined estimate of the maximum ´Òµ for all Ò below some limit AE we are interested in as follows. The key to efficient search is to seek the minimal Ò with the maximal number of divisors possible for Ò AE . The minimality constraint forces strong patterns onto the prime factorization. Suppose that Ò has the following prime factorization:
Ô be two primes (not necessarily appearing with nonzero index in the above factorization) such that Ô ¬ Ô Ô ¬·½ for some nonnegative integer ¬. Then it is easy to see that if Ò has the minimality property, the following relationships hold between the «'s:
For if the first inequality failed we could get a smaller number with at least as many divisors by replacing Ô « Ô « with Ô « ·¬ Ô « ½ , while if the second inequality failed we could likewise replace it with Ô « ´¬·½µ Ô « ·½ .
This observation includes the case where Ô is the first prime beyond those appearing in the factorization, and in this case « ¾¬. For example, if ½ « appears in the factorization, so must ¿ ¾« and ¾ « , while if no power of ½ appears in the factorization then the highest possible power of ¾ appearing is ¾ , and the highest power of ¿ is ¿ . Note in particular that the factorization of the minimal Ò must contain the first consecutive primes without gaps, for some . These observations cut down the search space dramatically enough that we can easily perform an exhaustive search for the precise worst numbers up to quite large values, say ¾ ¿¼¼¼ . The following table shows, for various values of Ô up to 230, the minimal Ò ¾ Ô with the largest number of divisors possible in that range. For each such Ò, we show log ¾´Ò µ and log ¾´ ´Òµµ (where ´Òµ is the number of divisors of Ò), as well as the ratio with the expected limit superior Ö´Òµ log ¾´ ´Òµµ ´ln´Òµ ln´ln´Òµµµ and the actual factorization of Ò.
for the reciprocal square root. In this case, we seek floatingpoint numbers or midpoints Û and floating-point numbers Ý such that
is small. We can rewrite this as:
In the critical cases where Û Ô Ý ½ is very small, then Û Ô Ý · ½ is almost exactly ¾ and so:
Once again, let us scale the values Û and Ý to integers Ñ and :
and then the distance we are interested in is then:
where Õ ´¾ Û · Ý µ. So we seek cases where Ñ ¾ ¾ Õ is as small as possible. Keeping in mind the range restrictions, we see that ¾ ¿Ô ½ Ñ ¾ ¾ ¿Ô·¾ . As with simple reciprocals, it is impossible to come very close to the extremal powers of 2, but we do now need to consider two cases, Õ ¿ Ô and Õ ¿ Ô · ½ .
The reciprocal square root function is of some theoretical interest because it seems prima facie possible that Ñ ¾ ¾ Õ could be very small, perhaps even ¦½, yet no precisions where it is much smaller than ¾ Ô have ever been found, and one might expect on naive statistical grounds that it is unlikely. (We only have ¾ ¾Ô different choices of pairs Ñ and , and are scattering the resulting Ñ ¾ 's somehow over an interval of size about ¾ ¿Ô .) Li [7] proves that assuming the ABC conjecture from number theory holds, the distance is indeed of order ¾ Ô for all sufficiently large Ô. Even if the ABC conjecture were proven, however, it's not clear whether it would be possible to constructivize the proof in order to obtain useful bounds for specific precisions. Iordache and Matula [4] observe that ½ is impossible in general, allowing the accuracy required to be lowered slightly, but add that 'trying to lower it is not an easy problem, even for a fixed Ô'. Although the present work does not touch the general case, and nor can it fully bridge the gap between expected and provable bounds, it does allow us quite easily to improve the provable bound for the typical Ô we are interested in by a reasonable factor. We can take over the prime distribution function with little change. The only difference is that we now need to distribute the prime factors among Ñ ¾ . This has the immediate consequence that only even powers of primes can be allocated to the Ñ ¾ part, and so any prime appearing to an odd power in the prime factorization of ¾ Õ · must be allocated at least once to . This is almost always enough to render the distribution immediately impossible. We have made some searches for double-extended precision (Ô ) and quad precision (Ô ½½¿). For double-extended, we have shown that ½¼¾ is impossible, and it would be easy to continue the search much further. For quad precision, the cost of factoring numbers is now a serious bottleneck, with a single number sometimes taking a day of CPU time and one of the factorizations for the case apparently defeating factorization in a reasonable time. Nevertheless we have at least shown that is impossible, which represents some improvement. For smaller precisions, it seems likely that other algorithms based on an (intelligent) exhaustive analysis of the whole space of significands would be more efficient. For example Lang and Muller [5] have performed a complete analysis of the double-precision case Ô ¿ (and found that the minimal distance is about ¾ ½½¼ ).
Conclusion
The methods described here allow reasonably effective isolation of the 'worst cases' for the reciprocal function. This opens the way to correctness proofs of reciprocal algorithms using the same kind of two-part approach used by Cornea [1] for square roots. In the absence of new theoretical advances, the method described may also be the best available means of improving the difficulty bounds on the reciprocal square root functions for larger precisions. Although our method has feasibility problems for the extreme case of quad-precision reciprocal square roots, it would be possible to explore alternative factoring algorithms. The numbers we are interested in factoring are very close (in relative terms) to powers of 2, so it is possible that algorithms such as the Special Number Field Sieve (SNFS) would give much better results.
