Vibrational energy transport in the presence of intrasite vibrational energy redistribution
Vibrational energy transport in the presence of intra-site vibrational energy redistribution The mechanism of vibrational energy flow is studied in a regime where a diffusion equation is likely to break down, i.e. on length scales of a few chemical bonds and timescales of a few picoseconds. This situation occurs for example during photochemical reactions in protein environment.
Marco Schade and Peter Hamm
To that end, a toy model is introduced that on the one hand mimics the vibrational normal mode distribution of proteins, and on the other hand is small enough to numerically time-propagate the system fully quantum-mechanically. Comparing classical and quantum-mechanical results, the question is addressed to what extent the classical nature of the molecular dynamics simulations (which would be the only choice for the modelling of a real molecular system) affects the vibrational energy flow mechanism. Small differences are found which are due to the different ways how classical and quantum mechanics distribute thermal energy over vibrational modes. In either case, a ballistic and a diffusive phase can be identified. For these small length and timescales, the latter is governed by intra-site vibrational energy redistribution, since vibrational energy does not necessarily thermalize completely within individual peptide units. Overall, the model suggests a picture that unifies many of the observations made recently in experiments.
I. INTRODUCTION
During photochemical reactions in protein environment, one often faces the problem that large amounts of energy are dissipated on very short length and timescales [1] [2] [3] . A similar situation arises in molecular electronic devices [4] . In the simplest picture, one may treat the problem as heat diffusion. However, temperature gradients of many 100 K are often generated over length scales of a few chemical bonds, and energy is dissipated on a sub-picosecond timescale. The validity of a diffusion equation is likely to break down in this regime. Despite its significance, very little experimental work has been done to unravel the molecular mechanisms of vibrational energy transport in this regime. The fundamental process behind vibrational energy transport is intramolecular vibrational energy redistribution (IVR), which is typically discussed in terms of energy or state space [5] [6] [7] [8] [9] , but it also may have a spatial component [10] . Most studies that emphasize the spatial character concentrated on the vibrational energy flow from a heme group in proteins into the surrounding solvent [11] [12] [13] [14] [15] , which has been attributed to the transport through the propionate side chain [16, 17] . The latter is part of the heme moiety and connects it directly to the protein surface. In systems other than proteins, energy transport phenomena have been measured, e.g. through bridged azulene-anthracene compounds [18] , small organic molecules in solution [19, 20] , or through model membranes [21, 22] .
A very intuitive approach to study vibrational energy transport properties is to run nonequilibrium simulations, depositing energy into one vibrational mode and following its flow through the system directly as a function of time. However, for any realistically sized solution phase molecular systems, one will have to resort to classical mechanics molecular dynamics (MD) simulations [16, [23] [24] [25] [26] [27] [28] . While the approximation of classical mechanics works extremely well when studying conformational processes of molecular systems, this is not necessarily the case for thermal properties, even in the completely harmonic case. Most evidently, the classical heat capacity of all but the lowest frequency normal modes of molecular systems deviates significantly from its quantum counterpart. It is therefore of great interest to assess the validity of classical mechanics for the investigation of vibrational energy transport properties, and several approaches have appeared in literature [29, 30] .
In order to get a more detailed handle on vibrational energy transport, we have recently introduced a new experimental concept [31] : Vibrational energy is locally deposited at the one end of a peptide 3 10 helix by ultrafast internal conversion of a covalently attached, electronically excited, azobenzene moiety. The subsequent flow of vibrational energy through the helix is detected with subpicosecond time resolution by employing vibrational probes as local thermometers at various distances from the heating source. Certain amide I vibrations are singled out from the main amide I band by site-selective isotope labelling. Upon heating the immediate surrounding of such a localized mode, the latter shifts in frequency and broadens due to anharmonic couplings [32] .
In contrast to our expectation, we found that the helix is not a particularly good vibrational energy conductor; the vibrational energy conduction along the helix (heat diffusivity 2Å
2 ps −1 ), only slightly exceeds that into the solvent [31] . In two follow-up papers, we have studied the dependence of the vibrational energy transport properties on the amount of energy we initially deposit (i.e. after excitation of the azobenzene chromophore with a 3 eV UV photon versus excitation of a peptide C=O oscillator with a 0.2 eV IR photon) [33] , and the dependence on solvent temperature [34] . A couple of yet unexplained results emerged from these three pieces of work:
• The heat diffusivity of 2Å 2 ps −1 we observe after UV-pumping [31] is significantly slower than values known for bulk-materials (10-20Å 2 ps −1 ) [35, 36] . For instance, the heat diffusivity is 14Å 2 ps −1 for bulk water [37] and varies only little with material; in case of proteins, values of 10-15Å 2 ps −1 have been reported [38] . On the other hand, accompanying non-equilibrium molecular dynamics (MD) simulations reveal a value for the heat diffusivity that is five times faster and would agree with experimental bulk values. Also, the MD result is consistent with other theoretical works [16, 23-25, 28, 35, 36, 39-41] .
• After IR-pumping, we seemed to observe a significantly faster heat transport efficiency that is in agreement with bulk values (however, we could not tell in this case whether energy transport is diffusive or ballistic) [33] . Accompanying MD simulations did not reproduce any dependence of the heat diffusivity on the amount of heating. In a more recent IR-pumping experiment [42] , though, which was designed to suppress resonant energy transport along the backbone C=O vibrators, we observed essentially the same transport rate as in the UV pump case (within signal-to-noise).
• Finally, one can switch the mechanism of transport after UV-pumping from diffusive at high solvent temperatures to ballistic at low solvent temperatures [34] . Counterintuitively, though, transport becomes less efficient as it becomes ballistic. This effect again could not be reproduced by the MD simulations.
We speculated in Ref. [33] that the rate-limiting step in energy transport is actually IVR within the various peptide units of the helix, and not the actual transport from site to site. This is connected to the very general observation that only a relatively small subset of the lowest frequency normal modes of a protein tends to delocalize over large distances [35, 36, 39, 40, 43] , similar to the physics of glasses. The higher frequency modes are largely localized at individual sites. Hence, when a high frequency mode is excited, it first needs to relax to a lower-frequency mode before it can be transported along the chain. Assuming that vibrational energy is thermalized, the way how classical and quantum mechanics distributes the energy among the various modes is of course very different. We have speculated in Ref. [33] that this might explain why the MD simulations, which are classical in nature, do not reveal any dependence on the amount of heating. Finally, we have speculated in Ref. [34] that solvent temperature modulates the flexibility of the helix, and thereby inter-site IVR. At low solvent temperatures, intra-site IVR is slow, and only the small fraction of energy that is initially deposited in the low-frequency modes can be transported. This transport, however, will be ballistic-like, i.e. phononlike manner, since these low-frequency modes delocalize over length scales that equal the size of the helix. As the solvent temperature increases, IVR becomes significantly more efficient. Due to the large number of states that are involved, IVR has probabilistic character, and energy transport now will be diffusive-like, in the sense that it can be fitted by a master equation.
To put some of these speculations on more solid grounds, we construct here a toy model which is small enough to numerically propagate the system fully quantum-mechanically. The model is designed to mimic the normal mode distribution one finds in proteins ( Fig. 1) [35, 36, 39, 40, 43] . That is, we introduce one low-frequency mode per site that couples to neighboring sites through a harmonic spring and therefore is capable to transport energy along the chain. This mode is classical withhω < k B T . In addition, we add a couple of higher-frequency modes to each site that are quantum (hω > k B T ) and that communicate with the transporting mode trough Fermi resonances. The system is first equilibrated at a certain temperature. All modes of one site at the end of the chain (site #1) are then heated to an elevated temperature, and the equilibration along the chain is investigated in non-equilibrium simulations. Due to a lack of detailed knowledge, we assume a thermal distribution as an initial condition. The system is timepropagated both classically and quantum-mechanically, using exactly the same potential energy function, in order to investigate the question whether it might be the classical nature of MD simulations that explains part of the discrepancy we encountered in Ref. [33] . The model suggests an overall picture that unifies most of the observations discussed above.
II. MODEL A. The Hamiltonian
We define a 1D chain with n = 5 sites and m = 4 modes on each site (Fig. 1) . The set of lowest frequency modes on each site, described in unitless mass-weighted coordinates q i,1 , mimics transporting modes modelled as harmonic springs between neighboring sites. The higher frequency normal modes q ij with j ≥ 2, in contrast, are normal modes localized on individual sites (throughout the paper, the first index, i, will label the site and the second index, j, the mode on site i). The harmonic part of the Hamiltonian reads:
where T is the corresponding kinetic energy, ω ij the onsite frequency of the mode, and k i a coupling constant between sites. All energies are defined in units of the base temperature, k B T 0 = 200 cm −1 at room temperature. Time will be given in units ofh/k B T 0 ≈ 25 fs at room temperature.
For clarity, we rewrite the Hamiltonian and sort it by diagonal and off-diagonal elements:
with
for the transporting mode j = 1 (the boundary term is omitted for i = 1 and i = n), and
.6}. The lowest frequency mode, which also will be the transporting mode, is a 'classical' mode with ω 1 < k B T . All other modes are quantum with ω j > k B T for j ≥ 2. The particular spectrum with ω j+1 = 2ω j , i.e. a series of Fermi resonances, is chosen to facilitate IVR despite the small number of modes. The numbers δω ij mimic disorder and are randomly chosen from a Gaussian distribution with standard deviation δω = 0.02. The inter-site couplings k i , responsible for transport along the chain, are chosen from an exponential distribution with mean k = 0.15. As we want to maintain the Fermi resonances (modulo disorder), we subtract from ω 1 the mean k at the boundaries of the chain and twice the mean k in the interior of the chain (see Eq. 3). Fig. 2 shows the normal modes for a typical realization of the Hamiltonian. The high-frequency modes are all localized on individual sites, whereas the set of transporting low-frequency modes delocalizes to a certain extent along the chain.
The harmonic Hamiltonian Eq. 1 decouples the highfrequency modes q ij , j ≥ 2 from the low-frequency transporting modes (j = 1). To mimic IVR within each site i, we introduce additional cubic anharmonicity:
with one common anharmonicity parameter ∆. The complete Hamiltonian is written as: The arrows symbolize intra-site IVR and chain transport processes, see discussion. Two of the low frequency modes are so close that they are not resolved in this representation.
B. Classical Simulations
For the classical MD simulations, the Hamilton equations are time-propagated as:
with the force F ij = −∂V /∂q ij deduced from the potential energy function. We used as a time-step ∆t = 0.01. The system is initialized by assigning the total energy E = k B T 0 to each mode entirely in form of kinetic energy. For this purpose the starting conditions are chosen to be q ij = 0 and p ij is taken from a Gaussian distribution with a standard deviation 2k B T 0 /ω ij , revealing a Boltzmann distribution in 1D. According to the virial theorem (which applies approximately since the anharmonic term H (3) is small), the average total energy is distributed equally between kinetic and potential energy after equilibration. In order to obtain an equilibrated, thermalized ensemble, the system is time-propagated for sufficiently long time. Since the initial guess is already close to a thermalized system an equilibration run of the duration t=25000 turns out to be adequate and no further changes can be observed hereafter. Thus, a thermalized ensemble with a total energy of E = 4k B T 0 per site is obtained, which is equally distributed over all modes (i.e. E = k B T 0 per mode).
After the equilibration step, excess energy is deposited at site i = 1 by scaling the instantaneous momenta p 1,j and spatial coordinates q 1,j of all 4 modes j = 1, 2, 3, 4 uniformly upward (compare Ref. [23] ) so that the heating site remains thermal but at a higher temperature. Since the total energy E is quadratic in p and q we use a scaling factor T /T 0 . Its values are chosen close to the experiment; in the case of UV excitation it is √ 3 in the case of IR √ 1.1 so that the energy of the heating site jumps
The system then evolves freely and the total energy of each site is calculated as a function of time. Only the local, first term of Eq. 2 is evaluated to calculate the total energy, while the small anharmonic part H (3) and the inter-site couplings on the main-chain
are neglected. The results are averaged over an ensemble of 3000-30000 individual trajectories, each initialized with different random initial conditions and random Hamiltonians generated as described above.
The quadratic-cubic Hamiltonian (Eq. 5) is not binding, and there is a small probability that trajectories escape from the local minimum around q i = 0. To prevent this from happening, a small quartic term is added for the classical simulations:
with α=0.3. In the quantum case, the accessible phasespace is intrinsically restricted due to the truncation of the basis (see next paragraph).
C. Quantum Simulations
Matrix Representation
For the quantum mechanical simulations, the Hamiltonian Eq. 5 is expressed in terms of creation and annihilation operators,
, are retained since they turned out not to be completely negligible due to the relatively strong intersite coupling). The wavefunction is expanded in a basis of product states of the individual modes:
Here, c {n ij } ≡ c n1,1,n1,2,....nnm is a 'vector' with n × m indices, the n ij are the corresponding occupation numbers and |0 is the vacuum state. The dimension of the basis, in principle, is ij (N (max) ij + 1) with N (max) ij the maximal number of quanta on mode (i, j). In order to reduce the basis to a manageable size, only combination modes below a certain cutoff energy are retained. With a cut-off energy of cut = 11, about 95% of the norm of a thermalized wavefunction (Eq. 11 below) are within the configuration space spanned by this basis. This cutoff results in ca. 2 × 10 5 to 10 6 basis states, depending on the particular realization of the Hamiltonian, i.e. the random choice of numbers δω ij and k i .
The time-dependent Schrödinger equation is propagated using a Chebychev scheme [44] . This requires knowledge of upper and lower bounds of eigenstates of the Hamiltonian, which are computed beforehand by a few Lanczos iterations (the basis size is too large to completely diagonalize the Hamiltonian). The elementary operation in both the Chebychev scheme and the Lanczos algorithm is a matrix-vector product, whose computational cost scales like the number of elements of the sparse Hamilton matrix (≈ 10 times the dimension of the basis)
Equilibration and Heating
As a first guess for a thermalized initial condition, the expansion coefficients are calculated as Boltzmann factors:
using the diagonal elements of the Hamiltonian:
as an estimate of the energies of the corresponding modes. N is a normalization factor, and the phases φ {nij } are chosen from a random distribution between 0 and 2π. If we were to average over many such wavefunctions with different random choices of the phases φ {n ij } , the resulting density matrix would be diagonal and represent a thermal ensemble. In order to further equilibrate the wavefunction in the presence of the off-diagonal terms of the Hamiltonian (the inter-site couplings k i and the anharmonic terms ∆), the wavefunction is time-propagated for sufficiently long time (i.e. a time that equals the time we need to relax a non-equilibrium wavefunction). After the equilibration step, all modes at site i = 1 are heated with temperature jumps that are the same as in the classical case. To this end, the reduced probability densities ρ nij of the various quantum states n ij of the individual modes (i, j) are first calculated for the equilibrated state by tracing out the other degrees of freedom. Each expansion coefficient of the equilibrated wavefunction is then replaced by:
where the index of the product runs over all components of the vector c {n ij } related to site #1. The phases of the individual components are retained, and the wavefunction is renormalized afterwards. This expression corresponds to a heating from the base temperature β 0 ≡ 1/k B T 0 = 1 to an elevated temperature β = 1 − δβ for all modes on site #1, which can easily been seen if the reduced probability densities ρ n ij would strictly follow Boltzmann distributions. In our finite system, where the population deviates somewhat from a Boltzmann distribution, the same is achieved by perturbing the equilibrium wavefunction as little as possible.
The wavefunction prepared in this way is timepropagated, and the energy on each site is calculated at each time-step:
The result is averaged over several non-equilibrium trajectories for different set of random numbers δω ij and k i in the Hamiltonian Eq. 1, as well as random phases φ {n ij } in the initial condition Eq. 11, thereby realizing a thermal average over an disordered inhomogeneous ensemble. Due to the high computational cost, the number of trajectories is small (12), nevertheless, we find that the essential results of the paper are contained in every single trajectory. In contrast to the classical simulation, a single quantum wavefunction already contains a significant amount of phase-space averaging through the initial condition Eq. 11. 
III. RESULTS
A. Quantum Simulations Two relaxation phases can be identified: a very fast initial step until t ≈ 10 (i.e. 250 fs in real units) which deposits energy up to site #3 (see Fig. 3, inset) . Some residual coherence initiated by that initial process survives until t ≈ 1000 with a typical frequency of ≈ 0.3. We found that the timescale of the initial drop scales with the intra-site couplings k i and we attribute it to essentially a ballistic transport along the chain. That is, if the inter-site couplings k i and the frequency of the transporting modes, ω 1 were constant, the lowest frequency modes were phonons (in the limit of an infinite chain). With our initial condition, we deposit a localized wavepacket at site #1, which would propagate along the chain in a wave-like manner. The timescale of this ballistic transport would be given by the dispersion of the phonon, ≈ 4k i . We have constructed the chain with disorder in k i and ω 1 , nevertheless, to the extent the normal modes are still delocalized (Fig. 2 ), vibrational energy transport will be phonon-like over a certain distance.
On a significantly slower timescale, a second relaxation process is observed that proceeds until t ≈ 50000 (1.2 ns in real units; since the process is non-exponential, it is difficult to specify a time-constant). It should be noted that relaxation is not complete even for times t 50000 (data not shown), i.e. the energies of the five sites do not converge to the same value (which they should in average). We have verified that the size of the remaining offset decreases as the size of the system increases, hence we attribute it to the finiteness of the system and consequently the discreteness of the energy spectrum. Fig. 4 shows the same for a significantly larger anharmonicity ∆ = 0.07. Qualitatively, the results are comparable, exhibiting two relaxation phases. However, the slower phase now is about 10 times faster than in Fig. 3 (note the different time scale), and the coherences are less pronounced.
Careful inspection of Fig. 3 (low anharmonicity) shows that the responses after a small (Fig. 3a) or a large (Fig. 3b) temperature jump are not exactly the same. This is made clearer in Fig. 5a which directly compares the cooling of the initially heated site #1 in the two cases. Both curves are normalized so that they coincide at t=0 and asymptotically for large times. In a relative sense, the initial ballistic component is larger for the small temperature jump. Interestingly, when increasing the anharmonicity, the difference between the two cases essentially vanishes (Fig. 5b) .
We can clearly identify a propagation effect in Fig. 4 ; see also Fig. 6a which shows the same data on an enlarged scale: The farther a site from the initially heated site #1, the longer it takes until energy appears. Site #2 is in fact overshooting a little bit, as it is first populated from site #1 and later on depopulated towards the rest of the chain. To investigate the origin of this propagation effect, we repeated the simulation of Fig. 4 with the anharmonic couplings of sites #2 to #5 switched off, and thereby preventing the possibility of intra-site IVR on these sites (intra-site IVR in site #1 is still possible). The result is shown in Fig. 6b . With regard to the initial, ballistic phase, both simulations reveal essentially the same step for sites #2 and #3. Later on, all sites #2 to #5 pick up additional energy, but they rise more-or-less in parallel. Hence, as energy dissipates out of site #1, it appears in all sites #2 to #5 essentially simultaneously. 
B. Classical Simulations
Fig . 7 shows the corresponding results from a classical simulation (small anharmonicity ∆ = 0.025). Once more we can identify two phases, a fast ballistic one taking place on a timescale of t ≈ 10 which deposits energy up to site i = 3 and a subsequent non-exponential relaxation step on a slower timescale up to t > 170000 (4 ns in real units). The latter again shows a propagation effect, i.e. a sequential response of the sites according to their distance from the heating site. Relaxation in the classical case is significantly slower as compared to the quantum case, in agreement with a recent perturbative treatment [29] . In contrast to the quantum-mechanical simulations, however, the relaxation process is still ongoing even for times t 170000. We have verified that in the case of the classical propagation the system always equilibrates to a common energy value (data not shown).
The corresponding simulations for a high anharmonicity parameter ∆ = 0.07 are shown in Fig. 8 . The ballistic process is found to happen on about the same timescale as for low-anharmonicity, i.e. t ≈ 10. However, the subsequent relaxation is much faster so that equilibration process is much more advanced at t = 170000. Fig. 9 shows the direct comparison for the relaxation of the heating site #1 after high-and low energy excitation where we use the same normalization as described before. In contrast to the quantum-mechanical simulations (Fig. 5) , the differences between high-and low energy excitation are essentially not present (within signalto-noise), even for the low anharmonicity parameter ∆ (Fig. 9) . Comparison of the cooling of the initially heated site #1 after a small (blue) and large (red) temperature jump.
C. Classical Simulations with Quantum Initial Conditions
The two previous sections showed that the cooling behavior depends somewhat on the amount of energy initially deposited (Fig. 5a ) in quantum-mechanics, whereas the classical simulations cannot reproduce this effect (Fig. 9b) . It seems that the different behavior has its origin already at very early times (t ≈ 10). One might therefore assume that the reason for the difference is the way classical and quantum mechanics distribute thermalized energy over the various modes. In order to test this hypothesis, we choose quantum-mechanical initial condition for heating site #1, but propagate the system according to classical mechanics. In quantum mechanics, the average energy per mode is
with the second term corresponding to zero-point energy.
Since it is problematic to assign zero-point energy to all modes (it would dissipate in classical mechanics and hence, overheat the system), we replace zero-point energy by k B T 0 /hω, i.e. the long-time limit in classical mechanics. In order to mimic heating of the ensemble after the initial equilibration step, momenta p and positions q of the individual modes are up-scaled accordingly. When we compare the cooling behavior of site #1 after high and low energy excitation (see Fig. 10 ), an effect very similar to the quantum case is obtained (Fig. 5a ): The initial drop of energy during the ballistic phase is larger in a relative sense after low-energy excitation (for small anharmonicity ∆ = 0.025). If we increase the anharmonicity parameter to ∆ = 0.07, the difference between both responses essentially disappears, similar to Fig. 5b (data not shown).
IV. DISCUSSION AND CONCLUSION
Three lessons can be learned form these results: First, there might indeed be an effect of the amount of initially deposited energy on the energy transport efficiency, but these differences we find (Fig. 5a ) are quite small. We now believe that the faster propagation we observed in Ref. [33] was due to resonant transport along the backbone C=O vibrators. In a more recent study [42] , in which this resonant channel was suppressed, we indeed observed a transfer rate that is more or less consistent with the high-energy pumping experiment (within noise) [31] .
It is nevertheless interesting to note that the classical simulations cannot reproduce the small energy dependence of the heat propagation efficiency (Fig. 9) , consistent with Ref. [33] . We find that the reason for this difference is the way how classical and quantum mechanics distribute thermal energy over the various modes (Fig. 10) , i.e. the initial condition, and not the mechanism of anharmonic scattering. Based on a perturbative treatment, the latter has been shown to be fairly similar in classical and quantum mechanics [29] . That is, if we start a classical simulation with quantum-like initial conditions (Eq. 15), we get results very similar to a true quantum simulation. Essentially, the energy in one particular mode scales linearly with temperature in classical mechanics, independent of the frequency of the mode. Hence, in a relative sense, the dynamics with which energy diffuses out of a mode will not dependent on the amount of energy. In quantum mechanics, in contrast, higher frequency modes are hardly populated before heating, and energy increases in a highly nonlinear manner upon heating. In a relative sense, higher frequency modes receive more energy upon heating as compared to lower frequency modes. Since the energy first has to cascade down the vibrational ladder, overall IVR is slower when more energy is initially deposited. This is exactly what we observe in Fig. 5a .
Second, on the short length scales of a few chemical bonds, IVR might be the rate limiting step in vibrational energy transport. There are two distinctively different timescales of transport (see Fig. 2 ), the first of which is governed by the chain coupling k i and is very fast for the present choice of parameters (t=10 or 250 fs in real units). It gives rise to the first ballistic phase which is identical in classical and quantum mechanics since it works on the level of harmonic springs. The second phase is governed by intra-site IVR. In a naive picture, one might assume that energy should propagate along the chain essentially instantaneously (ballistically), once energy is dissipated into the transporting low frequency mode. This is not the case. Rather, sites #2 to #5 pick up energy in a sequential manner and on a timescale that is much slower than the ballistic process (Fig. 6a) . This is since energy is only trapped at one site once anharmonic couplings dissipate it into higher-frequency modes by upward IVR. Nevertheless, since the overlap of the harmonic wavefunctions along the transporting chain decreases with distance from site #1 (Fig. 2) , sites that are further away will pick up energy slower, and we expect a propagation effect. Furthermore, intra-site IVR serves as a route of scattering between the delocalized normal-modes along the chain. When switching off the possibility of intra-site IVR , dissipation is less complete and the propgation effect essentially vanishes (Fig. 6b) .
The important point is that the timescale of that propagation effect is governed by IVR, which can be much slower than the actual transport along the chain. That explains one of the question raised in the introduction, namely why the apparent heat diffusivity we observe experimentally (2Å 2 ps −1 ) [31] is so much slower than the values known for bulk materials (10-20Å 2 ps −1 ) [40] . For the short length scale of our molecular system (eight amino acids), intra-site IVR is the rate limiting step. However, since intra-site IVR is length-independent, transport along the chain is expected to become ratelimiting on larger length scales, in a way formulated for instance by Leitner and coworkers [35, 36, 39, 40] . With the given experimental numbers, we estimate that this regime would be reached on length scales that are about √ 5 to √ 10 longer than our current molecular system.
Third, by reducing the anharmonicity and thereby the intra-site IVR rate, the diffusive component can essentially be switched off, so that transport becomes ballistic but less efficient. In this case, only the small fraction of energy that is initially deposited directly in the transporting modes will propagate, and it will propagate quickly (ballistically). This is in perfect agreement with our interpretation of Ref. [34] , except that the cause of IVR in the real molecular system is structural flexibility, i.e. a time-dependent molecular Hamiltonian which also can give rise to energy dissipation. In contrast, we mimic IVR here through a cubic anharmonicity in a static system.
We have seen that the course of the relaxation process depends on the initial condition. Due to the lack of detailed knowledge, we have assumed here a thermalized initial condition, although that might be questionable in the experiment [45] . Hence, some of the discrepancies we had observed in Refs. [31, 33] might in fact have their origin in a very specific initial condition that is not very well described in the MD simulation, and not necessarily in the classical nature of the MD simulation. Nevertheless, vibrational energy is at least highly randomized after about 5 ps after vibrational relaxation of the initially pumped C=O vibration is complete [33] . In the other experiment, the isomerizing azobenzene moiety hits the one end of the helix in an impact fashion which very likely is not a mode specific process. This should be in particular the case once energy reaches site #5 in the helix, a process that is resolved in our most recent paper Ref. [34] . Hence, at least during the later steps in the energy propagation, the thermal assumption might actually not be so bad.
One of the question raised in the introduction remains, namely why the classical MD simulation of the real system in Ref. [31] revealed a transport rate that is about a factor five faster than the experimental value. Provided that the potential energy function is correct in the MD simulation, we find in agreement with a recent perturbative treatment [29] that a classical simulation should rather underestimate the IVR rate. This point will need further attention. Nevertheless, the model constructed here can qualitatively explain most of our experimental observation. It is suggested that the mechanism of vibrational energy transport on length scales of a few chemical bonds is distinctively different from heat diffusion on macroscopic scales, since vibrational energy does not necessarily thermalize completely within individual sites on the timescale of the transport.
