ABSTRACT Let R be a ring, and let /(a), g ( a ) € R [a] be univariate polynomials over R of degree n. We present an algorithm for computing the coefficients of the product /(a)g (a) by O(n!gn) multiplications. This algorithm is based on an algorithm for multiplying polynomials over the ring of integers, and doeis not depend on R . Also we prove that multiplying the third degree polynomials over the ring of integers requires a t least nine multiplications. This bound is tight.
If R = F , where F is an infinite field, then any computation of {zi)i.,0,2n-2 (over R = F with { z i , yi)i,=o,. , , , n -l regarded as indeterminates) requires a t least 271-1 multiplications (see Ill]).
In 1121 Winograd proved that any algorithm for computing , . , I 2n-2 has one of the two following forms: a) Let t o , . . ., t2R-2 be distinct elements of F. Let W ( t 0 , . . ., t2,J = ( w i j ) be ,(2R-1) x (2n-1) van der Monde matrix, i.e., wii = t?:;, i , j = 0, 1 ,..., 2n-2. Let 2' and y f .be 2n-1 dimensional vectors defined by Finally, compute z = W ' L ( z , y). . This computation does not require nonscalar multiplications. b) Let tl, . . . , t2n-2 be distinct elements of F. Let W(tl, . . . , t2n-2) = (vi,) be (2n-2) x (2n-2) van der Monde matrix defined by wij =i t?, i , j = I ,..., 2n-2. Let z n and y n be 2n-2 dimensional vectors defined by We see that the algorithms described above cannot be implemented, and therefore the product cannot be computed by 2n -1 (nonscalar) multiplications, in the following cases: It is not difficult to see that a non-commutative algorithm for polynomial multiplication over the ring of integers can be implemented over any ring, and its implementation does npt depend on the ring constants, i.e., it is non-commutative in the "strong" sense. (If the algorithm is implemented in a ring without identity, then the multiplication by a constant m is treated as the sum of vz copies.) The property of an algorithm to be not dependent on the ring constants can be used in a parallel computation by a vector machine over different domains.
The best algorithm known from the literature for multiplying polynomials over the ring of integers is the algorithm of Karutsuba and Ofman ( [ 5 ] ) . If n + i is a power of 2 this algorithm requires ( n + 1) '' multiplications, and is based on the recursive application of the algorithm which computes the product of the first degree polynomials by three multiplications (algorithm The main result. The main result of this paper is an algorithm for multiplying polynomials of the nth degree over the ring of integers by cnlgn multiplications, where c is a positive constant. This algorithm is based on the version of the Chinese Remainder Theorem for z [a] . The constant c of our upper bound depends on the number of multiplications required to multiply polynomials of small degrees over the ring of integers. Modifying the method used in [4] we prove that the number of multiplications needed to multiply two polynomials of degree n-1 over some field F is not smaller than the minimum code length of linear codes of weight k and dimension 2 n -k over the field F , where n zs k < 2n. The same bound for the case k = n was established in [l], [4] and 71. This bound is the best for large n , but if is equa I to 4, it gives a lower bound 8 for the multiplication over z,, whereas taking k = 5 we obtain the tight bound 9. In view of case 2) of the Introduction the same bound is valid for multiplying the third degree polynomials over the ring of integers. 
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Compute (using the Chinese_Remainder Theorem) h ( a ) of the degree less than T o define the set of pairwise strongly coprime polynomials which are used in the algorithm we need the following lemma. 
where f(n) is not decreasing. We shall now prove that f ( n ) is bounded. It follows from the observation preceeding theorem that ;ain that
A lower bound. The constant factor of an upper bound obtained above depends on how fast one can multiply polynomials of a small degree over the ring of integers. Reducing the polynomial multiplication over z to the polynomial multiplication over Z, and applying Winograd's theorem stated in the introduction we obtain t,hat M ( 1 ) = 3 , and M ( 2 ) = 6. As a corollary of the main theorem of this section we obtain that M ( 3 ) = 9.
Definition 2. Let F be a field, F" be the m-dimensional vector space over F, and {e,, . . . , e,) be a fixed basis of Lemma. If P ( a ) is irreducible, then any straight line algorithm for computing any nontrivial linear combination of zi's requires at least 2 n -k multiplications.
Proof. Let az = a i t i be a nontrivial linear combination of zIi's (i.e., a # G). Let az = (hiz)yi, where z = (zo,. . . ,z,,-,)~ and hi F" for i = 0,. . . , n -l . Let r denote the column rank of the matrix ( h o z , . . . ,h,,-,z) .
It is sufficient to show that r 2 2n -k (see [ll] ).
Let H be the n x n matrix whose ith row is hi-l. Obviously rank H = r. We can describe H as follows: /(a)g(a), ~( a ) ) , where P ( a ) ) is as in the l w m a , then every ti is a vector in the space generated by {lil'i)i , . ,,, , , , m . If U is any nontrivial linear combination of the Yils, then the representation of U in the basis { l i l ' i } i . , ,m has at least 2n -k nonzero components. (Otherwise we could compute U using fewer than 2n -k multiplications, which contradicts the lemma.) Let L denote the subspace generated by
Corollary. M(3) = 9. Proof. We shall show that there is no linear code over 
