Dispersion of the ordinary and extraordinary indices of refraction for wurtzite Al x Ga 1Ϫx N epitaxial layers with xϭ0.00, 0.04, 0.08, 0.11, and 0.20 in the range of wavelengths 457ϽϽ980 nm were measured via a prism-coupled waveguide technique. The quantitative accuracy of x is Ϯ10% and the accuracy of the refractive indices is ϳϮ0.01. The dispersion is found to be well described by a 1st-order Sellmeier dispersion formula. A simple functional form is presented that allows calculation of the refractive indices as functions of x and .
In the past few years, optoelectronic devices based on group-III nitrides ͑GaN, In x Ga 1Ϫx N, and Al x Ga 1Ϫx N͒ have been subject to extensive research and development for short wavelength operation in the green through the near ultraviolet spectral regions.
1 Devices include light emitting diodes ͑LEDs͒, 2 laser diodes, 3 and photodiodes 4 for use in display, optical storage, printing, and solar-blind detection applications. Knowledge of the dispersion of the refractive indices of the materials is necessary for accurate modeling and design of devices. This is especially true for laser diodes, where Al x Ga 1Ϫx N layers clad the waveguide and confine the optical field to the active gain region. To date, there has only been one systematic study 5 of the ordinary refractive indices n o () of Al x Ga 1Ϫx N in addition to a few reports on select Al x Ga 1Ϫx N layers. 6, 7 Within this small set of data, there is considerable discrepancy among the dispersion curves as a function of x. Except for GaN, there appear to be no reports on the dispersion of the extraordinary index n e () in Al x Ga 1Ϫx N. In this letter, n o () and n e () are reported for xϭ0.00, 0.04, 0.08, 0.11, and 0.20 in the range of wavelengths 457ϽϽ980 nm as measured by a prism coupling technique. From the dispersion curves, equations are developed that give the refractive indices as functions of both x and .
The layers were grown by metal-organic chemical vapor deposition ͑MOCVD͒ at the University of California at Santa Barbara in a modified two-flow horizontal reactor on doublepolished c-plane sapphire. 8 A low-temperature GaN buffer layer of ϳ200 Å was deposited prior to the film growth. The layers had thicknesses ranging from 0.6 to 3.1 m. Depth profiles of the molar concentration of Al were measured by Auger electron spectroscopy ͑AES͒ performed at Evans East. 9 Except for the Al 0.20 Ga 0.80 N sample, all other samples were uniform over the film thickness to Ͻ1%. The Al 0.20 Ga 0.80 N film had a ϳ4% elevation in Al concentration over the top 300 nm. The surfaces of the Al 0.20 Ga 0.80 N and Al 0.11 Ga 0.89 N samples had elevated Al concentrations, 23% and 14%, respectively. The concentrations were normalized by comparisons to standards that were measured via Rutherford backscattering ͑RBS͒. The quantitative accuracy of the AES measurements of x was estimated to be of Ϯ10%.
9
A prism coupling technique was used to measure the birefringent indices of refraction of the Al x Ga 1Ϫx N layers. 10, 11 This technique has been previously applied to GaN 12 and AlN. 13 The layers were pressed against the base of a rutile TiO 2 prism. Laser light was directed through a face of the prism and focused onto the base, as illustrated in Fig. 1 . The lasers used were a Ar ϩ ion laser ͑457.9, 476.5, 488, 496.5, and 514.5 nm͒, a HeNe laser ͑632.8 nm͒, semiconductor lasers ͑676.2 and 968.3 nm͒, and a Ti sapphire laser ͑729.2 and 837.3 nm͒. The orientation of the polarization was controlled by routing the beams through a periscope. A dielectric waveguide is formed by the Al x Ga 1Ϫx N film. The sapphire substrate below the film and air above the film act as cladding layers that confine the light to the film. Note that there is an additional layer, the buffer layer, present in the samples. As explained below, it can be ignored due to its thinness and low refractive index, which allows the analysis to be the standard one for a single layer on a thick substrate. APPLIED PHYSICS LETTERS VOLUME 75, NUMBER 1 5 JULY 1999
The measurement technique is based on phase matching the light in the prism to the modes allowed in the waveguide. The waveguide only supports modes with certain values of the wave vector component in the x direction, k x . There are distinct angles of incidence, m , at which k x in the prism and in the waveguide are equal. At these angles and for air gaps of Շ/2, the evanescent wave from the prism can couple ͑''tunnel''͒ efficiently across the air gap and excite a mode in the waveguide. The accuracy of the method is determined by the accuracies of the prism (n p ) and substrate (n 0 ) refractive index data and the accuracies of the measurements of the angles ␣ m and ⑀, which are used to determine m . If m is measured for two or more modes, the thickness W and the refractive index n of the film can be measured simultaneously.
Following Ulrich and Torge, 11 the phase matching condition can be expressed in terms of the parameters indicated in Fig. 1 . The propagation constant Nϵk p /k 0 sin in the prism is given by
where k p is the magnitude of the wave vector in the prism and k 0 is the magnitude of the wave vector in free space. The prism is nominally a 45°-45°-90°prism, with ⑀ϭ44.98 Ϯ0.01°. The propagation constants for the modes in the waveguide N m are determined by the equation,
where
and jϭ0, 2 for 0 and 2 , respectively. The mode number is m, while ϭ0 for TE modes and ϭ1 for TM modes. Measurement of the coupling angles ␣ m gives N m through Eq. ͑1͒, which leaves Eq. ͑2͒ a function of m, n, and W. There was at least two modes present in all layers measured and as many as 23. This allowed the redundant measurement of both n and W through the minimization of the variance in W as a function of n. The uncertainty in our measurement of n is dominated by the uncertainty in n p . In addition to some early reports of rutile TiO 2 , 14,15 n o and n e of rutile TiO 2 have been measured recently by Jellison et al. 16 and Rams et al. 17 Unfortunately, these two reports do not agree to within their stated uncertainties throughout the wavelength range of interest. The data and functional forms of Rams et al. were adopted for n p , with the understanding that a resolution of this discrepancy may affect the values of n reported here. The maximum discrepancy in the reported values of n p at a given wavelength is ϳϮ0.01, which corresponds to a ϳϮ0.01 uncertainty in n. By contrast, the coupling angles ␣ m were measured to an accuracy of Ϯ0.01°, which contributes an uncertainty of only Ϯ0.0001 in n.
Additional uncertainty results from the presence of the buffer layer, which is not accounted for in Eqs. ͑2͒ and ͑3͒. The GaN buffer layer has been found to have a low value of n, with 2.10Ͻn b Ͻ2.25 in the wavelength range 400Ͻ Ͻ850 nm. 18 The low value may result from a reduced density of the layer and/or the high density of defects. In order to estimate the error introduced by neglecting the buffer layer, values of n b in the range 2.10-2.25 and a 200 Å buffer layer thickness were assumed. Using a multilayer waveguide program, 19 values of N m were calculated for the waveguide that included the buffer layer. ͓Values of n and W obtained from Eqs. ͑2͒ and ͑3͒ were used in the waveguide calculations.͔ The calculated N m values differed only slightly from the values given by Eqs. ͑2͒ and ͑3͒. A comparison of the calculated and measured N m values suggests that an error of Շ0.0005 is introduced into measurements of n by ignoring the buffer layer. The error is less for lower mode numbers due to the concentration of the optical field away from the edges of the waveguide. The error is also small due to the low value of n b , which causes rapid attenuation of the electric field in the buffer layer. The index data for n 0 is taken from Ref. 20 . The uncertainty introduced by the sapphire is negligible due to its accuracy and low value (ϳ1.8). The absolute accuracy of n is therefore essentially the uncertainty in n p and is ϳϮ0.01. The relative uncertainty in n between the curves is ϳϮ0.0005. The difference in n between layers is the important quantity in waveguide design, and is limited here by the accuracy of x.
The wurtzite group-III nitrides lack cubic symmetry and therefore have anisotropic optical properties. The anisotropy Table I. FIG. 1. Illustration of geometry and parameters in the prism coupling experiment. ͑Not to scale.͒ results in uniaxial birefringence, two different refractive indices for polarization parallel and perpendicular to the c axis. The ordinary ͑perpendicular͒ and extraordinary ͑parallel͒ indices determined at various laser lines are shown in Fig. 2 . The data at each Al concentration was fit to the 1st-order Sellmeier dispersion formula,
where A 0 and 0 are adjustable parameters. 21 The refractive indices of each film were fit to Eq. ͑4͒ and the resulting values of A 0 and 0 are shown in Fig. 3 . The parameters A 0 and 0 were then fit to polynomials in x:
The fitted curves are shown in Fig. 3 and the coefficients are given in Table I . The curves in Fig. 2 are plotted from Eq. ͑4͒ using Eqs. ͑5͒ and ͑6͒ and the coefficients in Table I . The fit between the curves and data is quite good, indicating that Eqs. ͑4͒-͑6͒ provide an accurate model of n o () and n e () over the Al composition range 0.0рxр0.20. The most reported index in the literature is n o () for GaN. [5] [6] [7] [22] [23] [24] [25] The reported GaN n o data in Refs. 12, 23, and 24 are generally higher than the data in Fig 2͑a͒, 7 The data for GaN n e from Refs. 12 and 24 agree well with the GaN data in Fig. 2͑b͒ .
In summary, there is a large variation in the reported dispersion data for Al x Ga 1.0Ϫx N epitaxial layers in the literature. In this study, n o () and n e () have been measured to an accuracy of ϳϮ0.01 for five Al x Ga 1.0Ϫx N (0.0рx р0.20) MOCVD-grown layers on sapphire substrates with 450ϽϽ980 nm. The uncertainty in the index of the rutile TiO 2 prism limited the absolute accuracy of the measurements. The relative accuracy between the dispersion curves is ϳϮ0.0005 and the accuracy of the Al molar concentration x is Ϯ10%. Simple functions were presented that allow convenient calculation of the refractive indices as functions of x and .
FIG. 3. The data points are A 0 and 0 as determined by fits of the 1st-order Sellmeier dispersion function to dispersion data. The curves are quadratic fits for A 0 (x) and linear fits for 0 (x), with coefficients given in Table I . 
