Reinforcement learning algorithms have been mostly developed and evaluated under the assumption that they will operate in a fully autonomous manner-they will take all actions. However, in safety critical applications, full autonomy faces a variety of technical, societal and legal challenges, which have precluded the use of reinforcement learning policies in real-world systems. In this work, our goal is to develop algorithms that, by learning to switch control between machines and humans, allow existing reinforcement learning policies to operate under different automation levels. More specifically, we first formally define the learning to switch problem using finite horizon Markov decision processes. Then, we show that, if the human policy is known, we can find the optimal switching policy directly by solving a set of recursive equations using backwards induction. However, in practice, the human policy is often unknown. To overcome this, we develop an algorithm that uses upper confidence bounds on the human policy to find a sequence of switching policies whose total regret with respect to the optimal switching policy is sublinear. Simulation experiments on two important tasks in autonomous driving-lane keeping and obstacle avoidance-demonstrate the effectiveness of the proposed algorithms and illustrate our theoretical findings.
Introduction
In recent years, reinforcement learning algorithms have achieved, or even surpassed, human performance in a variety of computer games by taking decisions autonomously, without human intervention [Mnih et al., 2015 , Silver et al., 2016 , 2017 , Vinyals et al., 2019 . Motivated by these successful stories, there has been a tremendous excitement on the possibility of using reinforcement learning algorithms to operate fully autonomous cyberphysical systems, especially in the context of autonomous driving. Unfortunately, a number of technical, societal and legal challenges have precluded this possibility to become so far a reality, humans are still more skilled drivers than machines, and the vast majority of work has focused on toy examples in controlled synthetic car simulator environments [Wymann et al., 2000 , Dosovitskiy et al., 2017 , Talpaert et al., 2019 .
In this work, we argue that existing reinforcement learning algorithms may still enhance the operation of cyberphysical systems if deployed under lower automation levels. In other words, if we let algorithms take some of the actions and leave the remaining ones to humans, the resulting performance may be better than the performance algorithms and humans would achieve on their own [Raghu et al., 2019a , De et al., 2020 . However, once we depart from full automation, we need to address the following question: when should we switch control between a machine and a human? In this work, our goal is to develop algorithms that learn to optimally switch control automatically. However, to this aim, we need to address several challenges: -Amount of human control. In each application, what is considered an appropriate and tolerable load for humans may differ [European Parliament, 2006 ]. Therefore, we would like that our algorithms provide mechanisms to control the amount of human control (or the level of automation) during a given time period.
-Number of switches. Consider two different switching patterns resulting in the same performance and amount of human control. 1 Then, we would like that our algorithms favor the pattern with the least number of switches since, every time a machine defers (takes) control to (from) a human, there is an additional cognitive load for the human [Brookhuis et al., 2001] .
-Unknown human policies. The spectrum of human abilities spans a broad range [Macadam, 2003] . As a result, there is a wide variety of potential human policies. Here, we would like that our algorithms learn personalized switching policies that, over time, adapt to the particular human they are dealing with.
To tackle these challenges, we first formally define the learning to switch problem using finite horizon Markov decision processes. Under this definition, the problem reduces to finding the switching policy that provides an optimal trade off between environmental cost, the amount of human control and the number of switches. Then, we make the following contributions. We show that, if the human policy is known, we can find the optimal switching policy directly by solving a set of recursive Bellman equations using backwards induction. However, in practice, the human policy is often unknown, as discussed previously. To overcome this, we develop an algorithm that uses upper confidence bounds on the human policy to find a sequence of switching policies whose total regret with respect to the optimal switching policy is sublinear. Finally, we experiment with simulated data in two important tasks in semi-autonomous driving-lane keeping and obstacle avoidance-and demonstrate the effectiveness of the proposed algorithms as well as illustrate our theoretical findings 2 . Related work. There is a rapidly increasing line of work on learning to defer decisions in the machine learning literature [Bartlett and Wegkamp, 2008 , Cortes et al., 2016 , Geifman et al., 2018 , Geifman and El-Yaniv, 2019 , Raghu et al., 2019b , Ramaswamy et al., 2018 , Thulasidasan et al., 2019 , Raghu et al., 2019a , Liu et al., 2019 , De et al., 2020 . However, previous work has typically focused on supervised learning. More specifically, it has developed classifiers that learn to defer either by considering the defer action as an additional label value, by training an independent classifier to decide about deferred decisions, or by reducing the problem to a combinatorial optimization problem. Moreover, except for two very recent notable exceptions [Raghu et al., 2019a , De et al., 2020 , they do not consider there is a human decision maker who takes a decision whenever the classifiers defer it. In contrast, we focus on reinforcement learning and develop algorithms that learn to switch control between a human policy and a machine policy.
Our work contributes to an extensive body of work on human-machine collaboration [Macindoe et al., 2012 , Nikolaidis et al., 2015 , Hadfield-Menell et al., 2016 , Nikolaidis et al., 2017 , Grover et al., 2018 , Wilson and Daugherty, 2018 , Haug et al., 2018 , Tschiatschek et al., 2019 , Kamalaruban et al., 2019 , Radanovic et al., 2019 , Ghosh et al., 2020 . However, rather than developing algorithms that learn to switch control between human and machines, previous work has predominantly considered settings in which the machine and the human interact with each other. Finally, our work also relates to a recent line of work that combines deep reinforcement learning with opponent modeling to robustly switch between multiple machine policies [Everett and Roberts, 2018, Zheng et al., 2018] . However, this line of work does not consider there is a human policy neither derives theoretical guarantees on the performance of the proposed algorithms.
Problem Formulation
Our starting point is the following problem setting, which fits a variety of real-world applications. At each time step t ∈ {0, . . . , T − 1}, our (cyberphysical) system is characterized by a state s t ∈ S, where S is a finite state space, and a control switch d t ∈ D, with D = {H, M}, which determines who takes an action a t ∈ A, where A is a finite action space. More specifically, the switch value d t is sampled from a (time-varying) switching policy π t (d t | s t , d t−1 ). If d t = H, the action a t is sampled from a human policy p H (a t | s t ) and, if d t = M, it is sampled from a machine policy p M (a t | s t ). Throughout the paper, we will assume that the machine policy p M is known. Moreover, given a state s t and an action a t , the state s t+1 is sampled from a transition probability p(s t+1 | s t , a t ). Finally, given a trajectory of switching patterns and states τ = {(s t , d t )} T −1 t=0 and an initial state (s 0 , d −1 ), we define the total cost c(τ | s 0 , d −1 ) as:
where the first termc(s t , d t ) = E at ∼ p d t (· | st) [c (s t , a t )] is the expected environment cost of switch value d t at state s t , c (s t , a t ) is the environment cost of action a t at state s t , the second and third terms penalize the amount of human control and number of switches, respectively, and the parameters λ 1 and λ 2 control the trade off between the expected environmental cost, the amount of human control and the number of switches. Next, we characterize the above problem setting using a finite horizon Markov decision process (MDP) M = (S × D, D, P π|p H ,p M , C π|p H ,p M , T ), where S × D is an augmented state space, the set of actions D is just the switch values, the transition dynamics P π|p H ,p M at time t are given by
and T is the time horizon. Note that, by using conditional expectations, we can compute the average cost of a trajectory, given by Eq. 1, from the above immediate costs and, while the set of actions A of the machine and the human policy can be large, the action state of this Markov decision process is binary (i.e., H and M).
Then, our goal is to find the optimal switching policy π * = (π * 0 , . . . , π * T −1 ) that maximizes the expected cost, as defined by Eq. 1, i.e.,
where the expectation is taken over all the trajectories induced by the switching policy given the human and machine policies p H and p M .
Known Human Policy
In this section, we address the problem of learning to switch, as defined in Eq. 3, under the assumption that the human policy p H is known. Given a finite horizon Markov decision process M = (S × D, D, P π|p H ,p M , C π|p H ,p M , T ), as defined in Section 2, and a switching policy π = (π 0 , . . . , π T −1 ), we define the optimal value function v
In the above, note that we can directly recover the objective function in Eq. 3 from v 0 (s 0 , d −1 ). Moreover, using Bellman's principle of optimality, it is easy to show that v t (s, d) satisfies the following recursive equation (refer to Appendix A.1)
with v T (s, d) = 0 for all s ∈ S and d ∈ D.
Then, we can directly solve the minimization problem in Eq. 5 and express the optimal switching policy π * t in terms of the optimal value function v t+1 . More specifically, for any s ∈ S and d ∈ D, define
Then, we have the following proposition (proven in Appendix A.2):
Proposition 1. For any s ∈ S and d ∈ D, the optimal switching policy π *
Using the above result, we can find the optimal switching policy π * = (π * 0 , . . . , π * T −1 ) using backwards induction, starting with v T (s, d) = 0 for all s ∈ S and d ∈ D. Here, note that the expectations in Eqs. 6 and 7 do not depend on the switching policy but only on the machine and human policies, which are known. Algorithm 1 summarizes the whole procedure. Remarks. In practice, to implement Algorithm 1, we only need to have access to (off-policy) historical driving data about the human driver, rather than explicitly fitting a (parameterized) model for the human policy. This is because Algorithm 1 only depends on the human policy through two expectations (lines Algorithm 1 It returns the optimal switching policy under the assumption that the human policy is known.
Require: Machine policy p M , human policy p H , environment cost C = [c (s, a)], parameters λ1 and λ2.
end for 17: end for 18: Return π 7-8). Therefore, we can use the historical data to compute a finite sample Monte-Carlo estimator of these expectations.
Unknown Human Policy
In this section, we address the problem of learning to switch, as defined in Eq. 3, in a more realistic setting in which the human policy is unknown-we do not know the particular human driver we are dealing with.
When we do not know the human policy our switching policy is dealing with, we need to trade off exploitation, i.e., minimizing the expected cost, and exploration, i.e., learning about the human policy. To this end, we look at the problem from the perspective of episodic learning and proceed as follows.
We consider K independent subsequent episodes of length L and denote the aggregate length of all episodes as T = KL. Each of these episodes corresponds to a realization of the same finite horizon Markov decision process M = (S × D, D, P π|p * H ,p M , C π|p * H ,p M , L), where p * H denotes the true human policy. However, since the true human policy p * H is unknown to us, just before each episode k starts, our goal is to find a switching policy π k with desirable properties in terms of total regret R(T ), which is given by:
where π * is the optimal switching policy under the true human policy p * H . To achieve our goal, we apply the principle of optimism in the face of uncertainty, i.e.,
Here, note that the confidence set is constructed using data gathered during the first k − 1 episodes and allows for time-varying human policies p H (· | s, t). However, to solve Eq. 9, we first need to explicitly define the confidence set. To this end, we first define the empirical distributionp k H (· | s) of the true human policy p * H (· | s) just before episode k starts as:
where
Then, similarly as in Jaksch et al. [2010] , we opt for a L 1 confidence set 3 P k
for all s ∈ S and t ∈ [L], where δ is a given parameter and
Moreover, for each episode k, we define the optimal value function v k
Then, we are ready to use the following key theorem (proven in Appendix A.3), which gives a solution to Eq. 9:
Theorem 2. For any episode k, the optimal value function v k t (s, d) satisfies the following recursive equation:
Moreover, for any s ∈ S and d ∈ D, the optimal switching policy π k
and π k t (d = M | s, d) = 0 otherwise.
The above result readily implies that, just before each episode k starts, we can find the optimal switching policy π k = (π k 0 , . . . , π k L−1 ) using backwards induction, starting with v L (s, d) = 0 for all s ∈ S and d ∈ D. Moreover, similarly as in Strehl and Littman [2008] , we can solve the minimization problem
analytically using the following Lemma (proven in Appendix A.4):
Lemma 3. Consider the following minimization problem:
Then, the solution to the above minimization problem is given by:
Algorithm 2 It applies the principle of optimism in the face of uncertainty to find and deploy a sequence of policies π k .
Require: Machine policy p M , environment cost C = [c (s, a)], parameters λ1, λ2 and δ.
end for 19: end for 20: Return π K More specifically, to apply the lemma, we just need to consider m = |A| and, for all i ∈ {1, . . . , m},
. Algorithm 2 summarizes the whole procedure.
Within the algorithm, the function GetOptimal(·) finds the optimal policy π k using backwards induction, similarly as in Algorithm 1, however, in contrast with Algorithm 1, it computes q H by solving a minimization problem using Lemma 3. Moreover, it is important to notice that, in lines 7-18, the switching policy π k is actually deployed, the machine and the true human take actions and, as a result, action data from the true human is gathered. Finally, the following theorem shows that the sequence of policies {π k } K k=1 found by Algorithm 2 achieve sublinear total regret, as defined in Eq. 8 (proven in Appendix A.5):
Theorem 4. Assume we use Algorithm 2 to find the switching policies π k . Then, with probability at least 1 − δ, it holds that
where ρ > 0 is a constant.
Experiments
In this section, we perform a variety of simulation experiments in autonomous driving. Our goal here is to demonstrate that the switching policies found by Algorithms 1 and 2 enable the resulting cyberphysical system to successfully perform lane keeping and obstacle avoidance 4 . Environment setup. We consider three types of lane driving environments, as illustrated in Figure 1 . Each type of environment requires different driving skills. For example, in the environment (a), the cyberphysical system only needs to perform lane keeping to drive through the traffic-free road. In contrast, in the environments (b-c), it needs to perform both lane keeping and obstacle avoidance to drive through heavy traffic and avoid complex obstacles such as stones. In each of these three lane environments, there are three lanes, 3 × 10 cells and the type of each individual cell (i.e., road, car, stone or grass) is sampled independently at random with a probability that depends on the type of environment. The goal of the cyberphysical system is to drive the car from an initial state at the bottom of the lane to the top of the lane. At any given time t, we assume that whoever is in control-be it the machine or the human-can take three different actions A = {left, straight, right}. Action left steers the car to the left of the current lane, action right steers it to the right and action straight leaves the car in the current lane. If the car is already on the leftmost (rightmost) lane when taking action left (right), then the lane is randomly chosen with probability 0.5. Irrespective of the action taken, the car always moves forward. Therefore, whenever the human policy is known, we have T = 9, and, whenever it is unknown, we have L = 9. State space. To evaluate the switching policies found by Algorithm 1, we experiment both with a cell-based and a sensor-based state space and, to evaluate the switching policies found by Algorithm 2, we experiment only with a sensor-based state space.
-Cell-based state space: We characterize each individual lane driving environment using a different cell-based state space, where each cell within the environment represents a state. Therefore, the resulting MDP has 3 × 10 states. This choice of state space is transductive since it can only be used in a single environment and the resulting switching policy cannot be applied in a different environment 5 .
-Sensor-based state space: We characterize all lane driving environments using the same sensor-based state space representation. More specifically, the state values are just the type of the current cell and the three cells the car can move into in the next time step, e.g., assume at time t the car is on a road cell and, if it moves forward left, it hits a stone, if it moves forward straight, it hits a car, and, if it moves forward right, it drivers over grass, then its state value is s t = (road, stone, car, grass). Moreover, if the car is on the leftmost (rightmost) lane, then we set the value of the second (fourth) dimension in s t to ∅. Therefore, the resulting MDP has ∼4 4 states and, given a type of driving environment, we can compute the transition probabilities p(s t+1 | s t , a t ) analytically. This choice of state space representation is inductive since it can be used across different environments and the same switching policy can be applied across multiple environments 6 . Cost and human/machine policies. Under both state space representations, we consider a statedependent environment costc(s t , d t ) =c(s t ) that depends on the type of the cell the car is on at state s t , i.e.,c(s t ) = 0 if the type of the current cell is road,c(s t ) = 2 if it is grass,c(s t ) = 4 if it is stone andc(s t ) = 5 if it is car. Moreover, we consider that whoever is in control-be it the machine or the human-pick which action to take (left, straight or right) according to a noisy estimate of the environment cost of the three cells that the car can move into in the next time step. More specifically, the machine computes a noisy estimate of the costĉ(s) =c(s) + s of each of the three cells the car can move into, where s ∼ N (0, σ M ), and picks the action that moves the car to the cell with the lowest noisy estimate. The human also computes a noisy estimate of the costsĉ(s) =c(s) + s , where s ∼ N (0, σ H ) with σ H < σ M , however, she does not always pick the action that moves the car to the cell with the lowest noisy estimate. In particular, if there is a car in either of the three cells that she can move into, she panics and moves to the cell where the car is with probability p panic . In other words, we assume the human driver is generally more reliable than the machine, however, when there is an imminent danger (i.e., a potential crash against another car), the machine is more reliable than the human. Throughout our experiments, if not said otherwise, we set σ H = 1, σ M = 4 and p panic = 0.4. Finally, without loss of generality, we consider that only the car driven by our cyberphysical system moves in the environment. Insights into the optimal switching policies. First, we assume the human policy is known and use Algorithm 1 to find the optimal switching policies in a variety of of lane driving environments using both a cell-based and a sensor-based state space. Figure 2 shows the trajectories induced by the optimal switching policies for several types of lane driving environments and different values of the parameters λ 1 and λ 2 , which control the trade off between the expected environment cost, the amount of human control and the number of switching. Here, whenever we use the sensor-based state space, note that we obtain an optimal switching policy for each type of environments, rather than a single environment. However, for ease of visualization, we show the trajectories induced by the policy in a single individual environment per environment type, picked at random. The results reveal several interesting insights. In the absence of traffic (Environment 1), the optimal switching policy gives control to the human most of the time as long as the cost of human control, set by λ 1 , is not too large (λ 1 = 0.6 vs λ 1 = 0.2). However, this is not surprising since, in our experimental setup, the human policy is always better than the machine policy in absence of traffic. Whenever there is traffic (Environments 2 and 3) , the optimal switching policy gives control to the machine whenever there is an imminent danger (i.e., a potential crash against another car). This happens because, in such situation, the human policy is worse than the machine policy in our experimental setup. In our experiments, we did not find noticeable differences among the trajectories based on cell-based and sensor-based state. However, to implement the former, we need to solve one set of equations for each individual environment while, to implement the latter, we just need to solve one set types of environments. In all panels, we use Environment 3, consider K = 3,000 episodes, and repeat each experiment 100 times.
The results show that, in the latter episodes, the algorithm has learned to rely on the machine to drive whenever there is an imminent danger (i.e., a car).
of equations per type of environment. Next, we assume the human policy is unknown and use Algorithm 2 to find a sequence of switching policies with sublinear regret in a variety of lane driving environments using a sensor-based state space. Figure 3 shows the trajectories induced by the switching policies found by our algorithm across different episodes within a sequence for different values of the parameters λ 1 and λ 2 . The results show that, in the latter episodes, the algorithm has learned to rely on the machine (blue segments) to drive whenever there is an imminent danger (i.e., a potential crash against another car). Moreover, whenever the amount of human control and number of switches is not penalized (i.e., λ 1 = λ 2 = 0), the algorithm switches to the human more frequently in order to reduce the environment cost. Quantitative performance. We first consider that the human policy is known and evaluate the performance achieved by the (optimal) switching policies found using Algorithm 1. More specifically, we investigate the influence that the quality of the human driver, as tuned by the noise variance σ H , has on the number of switches and the amount of human control. Figure 4 summarizes the results for several types of environments and values of the parameters λ 1 and λ 2 using a sensor-based state space. As one could perhaps wished for, we find that, if the human driver is less (more) skilled, the optimal switching policy decides to reduce (increase) the amount of human control and number of switches. Moreover, whenever the amount of human control and number of switches is penalized (i.e., λ 1 > 0, λ 2 > 0), the algorithm is stricter with the human driver and relies entirely on the machine for σ H ≥ 3.
Next, we assume we do not have any prior knowledge on the human policy and evaluate the performance achieved by the sequence of policies using Algorithm 2 under a sensor-based state space. To this aim, we compare the total regret achieved by the sequence of policies, as defined in Eq. 8, and that achieved by a greedy baseline, which just finds the optimal policy at each episode k using Algorithm 1 withp k H , as defined in Eq. 10, as human policy. Figure 5 summarizes the results for two types of environments and values of parameters λ 1 and λ 2 . As expected, the sequence of policies found by Algorithm 2 achieve sublinear regret while those found by the greedy baseline, due to a lack of exploration, achieve linear regret. However, whenever the number of switches and the amount of human control is penalized (i.e., λ 1 > 0, λ 2 > 0), the human is in control less time and Algorithm 2 takes longer to accurately estimate how skilled is the human driver is dealing with. As a result, its competitive advantage with respect to the greedy algorithm only becomes apparent after 2,000 episodes. 
% of human control
Env. 1, λ1 = 0, λ2 = 0 Env. 2, λ1 = 0, λ2 = 0 Env. 1, λ1 = 0.2, λ2 = 0.1 Env. 2, λ1 = 0.2, λ2 = 0.1 (b) Amount of human control vs. σ H Figure 4 : Number of switches and amount of human control induced by the switching policies found by Algorithm 1 against the quality of the human driver, as tuned by the noise variance σ H , under the assumption that the human policy is known using a sensor-based state space. We experiment with two set of values for λ 1 and λ 2 and repeat each experiment for 100 different individual environments. The results show that, if the human driver is less (more) skilled, the optimal switching policy decides to reduce (increase) the amount of human control and number of switches. In all panels, we use K = 3,000 episodes and repeat each experiment 100 times. The results show that the sequence of policies found by Algorithm 2 achieve sublinear regret while those found by the greedy baseline, due to a lack of exploration, achieve linear regret.
Conclusions
In this work, we have tackled the problem of learning to switch control between machines and humans in sequential decision making. After formally defined the learning to switch problem using finite horizon MDPs, we have first shown that, if the human policy is known, the optimal switching policy can be found just by solving a set of recursive equations using backwards induction. Then, we have developed an algorithm that, without prior knowledge of the human policy, it is able to find a sequence of switching policies whose total regret is sublinear. Finally, we have performed a variety of simulation experiments on autonomous driving to show the effectiveness of our algorithms and illustrate our theoretical results. Our work opens up many interesting avenues for future work. For example, in this work, we have assumed that the machine policy is fixed. However, there are reasons to believe that simultaneously optimizing the machine policy and the switching policy may lead to superior performance [De et al., 2020] . Throughout the paper, we have assumed that the state space is discrete. It would be very interesting to lift this assumption and develop approximate value iteration methods to solve the learning to switch problem. Moreover, we have considered that the human policy does not change due to switching control, however, this assumption is often violated in practice [Wolfe et al., 2019] . Finally, it would be interesting to assess the performance of our algorithms using interventional experiments on a real-world (semi-)autonomous driving system.
A Proofs
A.1 Bellman's principle of optimality First, we bound the optimal value function v t (s, d) from below as follows:
where (i) readily follows from the fact that min a E[X(a)] ≥ E[min a X(a)].
Then, we bound the optimal value function v t (s, d) from above as follows:
Moreover, it readily follows that: H) ], (18) where (i) follows from the fact that
Then, if we sum up Eq. 17 and Eq. 18, we have that H (s, d) .
(20) Finally, it is clear that the above quantity is minimized when
This concludes the proof.
A.3 Proof of Theorem 2
For any episode k, we can show that the optimal value function v k t (s, d) satisfies Bellman's principle of optimality (refer to Lemma 5 at the end of this proof), i.e., v k t (s, d) = min
Moreover, similarly as in Eqs. 17 and 18 in the proof of Proposition 1 (Appendix A.2), we have that:
and 
where (i) follows from the fact that ∆ k ≤ L since c (s, a) + λ 1 + λ 2 ≤ 1 for all s ∈ S and a ∈ A.
To prove that K k= √ T L +1 ∆ k I(p * H ∈ P k H ) = 0 with high probability, we proceed as follows. From Lemma 7, which is given at the end of this proof, we have
where t k = (k − 1)L is the start time of episode k. Therefore, if wollos that
= 1 − Pr ∃k :
where (i) follows from a union bound, (ii) follows from Eq. 46 and (iii) holds using that t k = (k − 1)L. Hence, with probability at least 1 − δ 5T 5/4 we have that
If we combine the above equation and Eq. 45, we can conclude that, with probability at least 1 − δ 5T 5/4 , we have that
Next, if we combine Eqs. 43 and 53, we have that
Finally, since
Lemma 6. It holds that
Proof. The proof is adapted from Osband et al. [2013] . We first note that (57) To bound the second term, we first define n τ (s) as the number of times s has been visited in the first τ steps across episodes, i.e., if we are at the t th time step in the episode k, then τ = t k + t, where t k = (k − 1)L, and note that n t k +t (s) ≤ N k (s) + t (58) because we will visit state s with human control at most t ∈ {0, . . . , L − 1} times within episode k. Now, if N k (s) > L, we have that 
where (i) follows from the definition of β k (s t , δ), (ii) follows from Eq. 60, and (iii) follows from the fact that 28|A| log |S|t k δ ≤ 28|A| log |S|T δ ,
using that t k ≤ T . Next, we can further bound E K k=1 L−1 t=0 1 nt k +t(st)+1 as follows:
where (i) follows from summing over states instead of time and from the fact that we visit each state s exactly N T +1 (s) times after K episodes, (ii) follows from Jensen's inequality and (iii) follows from the fact that s∈S N T +1 (s) = T . Next, we combine Eqs 61 and 62 to obtain
Further, we plug in Eqs. 57 and 63 in Eq.56
L · E 
Thus, the minimum in Eq. 65 is less than
Lemma 7. For each episode k > 1, the true human policy p * H lies in the confidence set P k H with probability at least 1 − δ
