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Abstract
By constructing a new coupling, the log-Harnack inequality is established for the functional solution of
a delay stochastic differential equation with multiplicative noise. As applications, the strong Feller property
and heat kernel estimates w.r.t. quasi-invariant probability measures are derived for the associated transition
semigroup of the solution. The dimension-free Harnack inequality in the sense of Wang (1997) [14] is also
investigated.
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1. Introduction
The dimension-free Harnack inequality introduced in [14] has become a useful tool in
the study of diffusion semigroups, in particular, for the uniform integrability, contractivity
properties, and estimates on heat kernels, see e.g. [2,1,4,9–11,15,16,19,20] and the references
within. Recently, by using coupling arguments, the dimension-free Harnack inequality has been
established in [18] for stochastic differential equations (SDEs) with multiplicative noise, and
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in [7] for stochastic differential delay equations (SDDEs) with additive noise. The aim of this
paper is to extend these existed results to the functional solution of SDDEs with multiplicative
noise. Due to the the double difficulty caused by delay and non-constant diffusion coefficient,
both couplings constructed in [18,7] are no longer valid. Under a reasonable assumption (see (A)
below), we will construct a successful coupling which leads to an explicit log-Harnack inequality
of the functional solution (see Theorem 1.1 below). This weaker version of Harnack inequality
was introduced in [12,17] for elliptic diffusion processes, and it is powerful enough to imply
some regularity properties of the semigroup such as the strong Feller property and heat kernel
estimates w.r.t. quasi-invariant probability measures (see Corollary 1.2 below). The dimension-
free Harnack inequality in the sense of [14] is also derived (see Theorem 4.1 below).
Let r0 > 0 be fixed, and let C = C([−r0, 0];Rd) be equipped with the uniform norm ‖ · ‖∞.
Let Bb(C ) be the set of all bounded measurable functions on C . Let B(t) be a d-dimensional
Brownian motion on a complete filtered probability space (Ω , {Ft }t≥0,P), and let
σ : [0,∞)× Rd × Ω → Rd ⊗ Rd ,
Z : [0,∞)× Rd × Ω → Rd ,
b : [0,∞)× C × Ω → Rd
be progressively measurable, locally bounded in the first variable and continuous w.r.t. the second
variable. Consider the following delay SDE on Rd :
dX (t) = {Z(t, X (t))+ b(t, X t )} dt + σ(t, X (t))dB(t), X0 ∈ C , (1.1)
where for each t ≥ 0, X t ∈ C is fixed as X t (u) = X (t + u), u ∈ [−r0, 0]. Let ‖ · ‖ and ‖ · ‖H S
be the operator norm and the Hilbert–Schmidt norm for d × d-matrices respectively.
To ensure the existence, uniqueness, non-explosion, and further regular properties of the
solution, we make use of the following assumption:
(A) σ is invertible, supΩ {‖σ(t, 0)‖ + |Z(t, 0)| + |b(t, 0)|} is locally bounded in t , and for any
T > 0 there exist constants K1, K2 ≥ 0, K3 > 0 and K4 ∈ R such that
(A1)
σ(t, η(0))−1{b(t, ξ)− b(t, η)} ≤ K1‖ξ − η‖∞, t ∈ [0, T ], ξ, η ∈ C ;
(A2) |(σ (t, x)− σ(t, y))| ≤ K2(1 ∧ |x − y|), t ∈ [0, T ], x, y ∈ Rd;
(A3)
σ(t, x)−1 ≤ K3, t ≥ 0, x ∈ Rd;
(A4) ‖σ(t, x)−σ(t, y)‖2H S+2⟨x− y, Z(t, x)− Z(t, y)⟩ ≤ K4|x− y|2, t ∈ [0, T ], x, y ∈ Rd
hold almost surely.
Obviously, (A) is satisfied if uniformly in t ≥ 0 and ω ∈ Ω : σ is bounded and Lipschitz
continuous on Rd with bounded σ−1, b is Lipschitz continuous on C and ∇Z is bounded above
on Rd .
We remark that in [7] σ is assumed to be the unit matrix and (A4) holds for non-positive K4,
so that (A) holds for K2 = 0, K3 = 1 and K1 being the Lipschitz constant of b. Moreover, it
is easy to see that (A) is satisfied provided σ is uniformly invertible, and σ, b, Z are Lipschitz
continuous w.r.t. the second variable uniformly in the first and third variables. Therefore, our
framework is much more general.
Moreover, if (A) holds then for any F0-measurable X0, the Eq. (1.1) has a unique strong
solution and the solution is non-explosive, see [13, Theorem 2.3]. We note that although this
result was proved for the time-homogenous case, its proof works also for the non-homogenous
case if the conditions therein hold uniformly w.r.t. t ∈ [0, T ] for any T > 0.
2694 F.-Y. Wang, C. Yuan / Stochastic Processes and their Applications 121 (2011) 2692–2710
To indicate the dependence of the solution on the initial data, for any ξ ∈ C we shall use
X ξ (t) and X ξt respectively to denote the solution and the functional solution to the equation with
X0 = ξ . We shall investigate the Harnack inequality and applications for the family of Markov
operators (Pt )t≥0 onBb(C ) given by
Pt f (ξ) = E f (X ξt ), t ≥ 0, f ∈ Bb(C ).
We note that due to the delay, the solution X (t) is not Markovian. But when Z , b and σ are
deterministic, the functional solution X t is a strong Markov process.
Theorem 1.1. Assume (A) for T > r0. Then the log-Harnack inequality
PT log f (η) ≤ log PT f (ξ)+ HT (ξ, η), ξ, η ∈ C
holds for f ∈ Bb(C ) with f ≥ 1 and
HT (ξ, η) := inf
s∈(0,T−r0]

2K 23 K4|ξ(0)− η(0)|2
1− e−K4s + 3K
2
1
r0
2
+ 4s

1+ K 22 K 23

× e3K 22 (K 21 s+4)s‖ξ − η‖2∞

.
Consequently, for any T > r0, PT is strong Feller, i.e. PTBb(C ) ⊂ Cb(C ), the set of bounded
continuous functions on C .
It is easy to see that the log-Harnack inequality only holds for T > r0. Indeed, if the inequality
holds for some T ∈ (0, r0] then by taking f (ξ) = (1 + |ξ(−r0)| ∧ n)n and letting n →∞, the
inequality implies that
log(1+ |η(T − r0)|) ≤ log(1+ |ξ(T − r0)|)
holds for all ξ, η ∈ C , which is however impossible.
Next, we present some consequences of the above log-Harnack inequality for heat kernels of
PT w.r.t. a quasi-invariant probability measure µ.
Definition 1.1. Let (E,F ) be a measurable space withBb(E) the set of all bounded measurable
functions, letµ be a probability measure on E , and let P be a bounded linear operator onBb(E).
(i) µ is called quasi-invariant of P , if µP is absolutely continuous w.r.t. µ, where (µP)(A) :=
µ(P1A), A ∈ F . If µP = µ then µ is called an invariant probability measure of P .
(ii) A measurable function p on E2 is called the kernel of P w.r.t. µ, if
P f =
∫
E
p(·, y) f (η)µ(dy), f ∈ Bb(E).
Corollary 1.2. Assume (A). Let t > r0 and µ be a quasi-invariant probability measure of Pt .
Then:
(1) Pt has a kernel pt w.r.t. µ.
(2) The kernel pt satisfies the entropy inequality∫
C
pt (ξ, ·) log pt (ξ, ·)pt (η, ·) dµ ≤ Ht (ξ, η), ξ, η ∈ C ,
where we set r log rs = 0 if r = 0 and r log rs = ∞ if r > 0 and s = 0.
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(3) The kernel pt satisfies∫
C
pt (ξ, ·)pt (η, ·) dµ ≥ exp[−Ht (ξ, η)], ξ, η ∈ C .
(4) Pt has at most one invariant probability measure, and if it has, the kernel of Pt w.r.t. the
invariant probability measure is strictly positive.
Note that if Pt is symmetric w.r.t. µ, then

C pt (ξ, ·)pt (η, ·)dµ = p2t (ξ, η) so that (3)
provides a Gaussian type lower bound for the heat kernel. Moreover, if µ is an invariant
probability measure of Pt , then (2) gives an entropy-cost inequality as in [12, Corollary 1.2(3)].
More precisely, letting P∗t be the adjoint operator of Pt in L2(µ), for any f ≥ 0 with µ( f ) = 1,
one has
µ((P∗t f ) log P∗t f ) ≤ inf
π∈C(µ, f µ)
∫
C×C
Ht (ξ, η)π(dξ, dη), t > 0,
where C(µ, f µ) is the set of all couplings for µ and f µ. The right hand side of the above
inequality is called the transportation-cost between µ and f µ with cost function Ht . Finally,
we note that the uniqueness of the invariant probability measure has been investigated in [8] for
SDDEs in terms of the asymptotic coupling property.
To conclude this section, let us present an existence result of the quasi-invariant measure
(see [6] for existence of the invariant probability measure).
Proposition 1.3. Assume (A) and let σ and Z be deterministic and time-independent. If x →
−‖σ(x)‖2H S −⟨x, Z(x)⟩ is a compact function, i.e. {x ∈ Rd : −‖σ(x)‖2H S −⟨x, Z(x)⟩ ≤ r} is a
compact set for any constant r > 0, then {Pt }t≥0 has a quasi-invariant probability measure, i.e.
the measure is quasi-invariant for all Pt , t ≥ 0.
The Proof of Theorem 1.1 is presented in Section 2 while those of Corollary 1.2 and
Proposition 1.3 are addressed in Section 3. Finally, in Section 4 we investigate the dimension-free
Harnack inequality in the sense of [14].
2. Proof of Theorem 1.1
According to [18, Proposition 2.3], the claimed log-Harnack inequality implies the strong
Feller property of PT , see also Proposition 3.1(1) below. So, we only have to prove the desired
log-Harnack inequality. To make the proof easy to follow, let us first explain the main idea of the
argument.
Let T > r0 and t0 ∈ (0, T − r0] be fixed. Let X (s) solve (1.1) with X0 = ξ . For
γ ∈ C1([0, t0]) such that γ (r) > 0 for r ∈ [0, t0) and γ (t0) = 0, let Y (t) solve the equation
dY (t) =

Z(t, Y (t))+ b(t, X t )+ 1{t<t0}
γ (t)
σ (t, Y (t))σ (t, X (t))−1(X (t)− Y (t))

dt
+ σ(t, Y (t))dB(t), Y0 = η. (2.1)
The key point of our coupling is that X (t) and Y (t) will move together from time t0 on, so that
XT = YT . To this end, we add the drift term
1{t<t0}
γ (t)
σ (t, Y (t))σ (t, X (t))−1(X (t)− Y (t))dt
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to force Y (t) to meet X (t) at time t0. In order to dominate the non-trivial martingale part of
X (t) − Y (t), the force has to be infinitely strong near by t0, for this we need γ (t0) = 0. More
precisely, as in [18] we shall take
γ (t) = 2− θ
K4

1− e(t−t0)K4

, t ∈ [0, t0)
for a parameter θ ∈ (0, 2). In this case, we have
2+ γ ′(t)− K4γ (t) = θ, t ∈ [0, t0]. (2.2)
Moreover, to ensure these two process moving together after the coupling time (i.e. the first
meeting time), they should solve the same equation from that time on. This is the reason why we
have to follow the line of [7] to take the delay term in (2.1) by using X t rather than Yt . In this
case both X (t) and Y (t) solve the equation
dΞ (t) =

Z(t,Ξ (t))+ b(t, X t )+ 1{t<t0}
γ (t)
σ (t,Ξ (t))σ (t, X (t))−1(X (t)− Ξ (t))

dt
+ σ(t,Ξ (t))dB(t),
so that by the uniqueness of the solution which is easy to verify from (A), they move together
from the coupling time on. Since the additional drift is singular at time t0, it is only clear that
Y (t) is well solved before time t0. To solve Y (t) for all t ∈ [0, T ], we need to reformulate the
equation by using a new Brownian motion determined by the Girsanov transform induced by the
coupling.
Let
φt = σ(t, Y (t))−1{b(t, Yt )− b(t, X t )} − 1{t<t0}
γ (t)
σ (t, X (t))−1(X (t)− Y (t)), t ≥ 0.
From (A) it is easy to see that
Rt := exp
[∫ t
0
⟨φs, dB(s)⟩ − 12
∫ t
0
|φs |2ds
]
is a martingale for t ∈ [0, t0). We shall further prove that
(i) {Rt }t≥0 is a well-defined martingale.
Whence (i) is confirmed, by the Girsanov theorem, under probability dQT := RT dP the process
B˜t := Bt −
∫ t
0
⟨φs, ds⟩, t ∈ [0, T ]
is a d-dimensional Brownian motion and (2.1) reduces to
dY (t) = {Z(t, Y (t))+ b(t, Yt )} dt + σ(t, Y (t))dB˜(t), t ∈ [0, T ], Y0 = η. (2.3)
Therefore, (2.1) has a unique solution {Y (t)}t∈[0,T ] under the probability QT , and
PT f (η) = EQT f (YT ) = E[RT f (YT )]. (2.4)
Next, we shall prove that
(ii) The coupling time τ := inf{t ≥ 0 : X (t) = Y (t)} ≤ t0,QT -a.s..
From (1.1) and (2.1) we see that for t ≥ τ , the two processes X (t) and Y (t) solve the same
equation, because the additional drift term disappears as soon as X (t) = Y (t). By the uniqueness
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of the solution to (1.1) we have X (t) = Y (t) for t ≥ τ . Combining this with (ii) and noting that
t0 ≤ T − r0, we conclude that XT = YT ,QT -a.s.. So, by the Young inequality and (2.4), we
arrive at (see [3])
PT log f (η) = E[RT log f (YT )] = E[RT log f (XT )] ≤ log PT f (ξ)+ ERT log RT .
Therefore, to complete the proof it remains to show that
(iii) E

RT log RT
 ≤ 2K 23 K4|ξ(0)−η(0)|2
1−e−K4t0 + 3K 21
 r0
2 + t0(1+ K 22 K 23 )

e3K
2
2 (K
2
1 t0+4)t0‖ξ − η‖2∞.
In the remainder of the section, we will prove the above claimed (i)– (iii) respectively.
2.1. Proofs of (i)
The key result of this subsection is the following.
Proposition 2.1. Assume (A). Then for any t ∈ [0, t0),
E

Rt log Rt
 ≤ 2K 23 K4|ξ(0)− η(0)|2
θ(2− θ)(1− e−K4t0) +
12t K 21 (1+ K 22 K 23 )e3K
2
2 (K
2
1 t+4)t
θ2
‖ξ − η‖2∞.
Proof. Let t ∈ (0, t0) be fixed. Then {B˜(s)}s≤t is a d-dimensional Brownian motion under the
probability dQt := Rt dP, so that (A1) and (A3) imply
E[Rt log Rt ] = EQt log Rt = EQt
∫ t
0
⟨φs, dB˜(s)⟩ + 12
∫ t
0
|φs |2ds

= 1
2
∫ t
0
EQt |φs |2ds
≤ K 21
∫ t
0
EQt ‖Ys − Xs‖2∞ds + K 23
∫ t
0
1
γ (s)2
EQt |X (s)− Y (s)|2ds
=: I1 + I2. (2.5)
To estimate I1 and I2, let us reformulate Eq. (1.1) using the new Brownian motion B˜(s):
dX (s) = {Z(s, X (s))+ b(s, Xs)+ σ(s, X (s))φs} ds + σ(s, X (s))dB˜(s), s ≤ t.
Since
σ(s, X (s))φs + b(s, Xs)− b(s, Ys)
= {σ(s, X (s))− σ(s, Y (s))} σ(s, Y (s))−1(b(s, Ys)− b(s, Xs))− X (s)− Y (s)
γ (s)
,
the equation reduces to
dX (s) =

{σ(s, X (s))− σ(s, Y (s))}σ(s, Y (s))−1(b(s, Ys)− b(s, Xs))
+ Z(s, X (s))+ b(s, Ys)− X (s)− Y (s)
γ (s)

ds + σ(s, X (s))dB˜(s),
s ≤ t. (2.6)
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Combining this with (2.3) and using the Itoˆ formula, we obtain from (A1), (A2) and (A4) that
d|X (s)− Y (s)|2 ≤ 2

X (s)− Y (s), (σ (s, X (s))− σ(s, Y (s)))dB˜(s)

+

2K1 K2‖Xs − Ys‖∞|X (s)− Y (s)| +

K4 − 2
γ (s)

|X (s)− Y (s)|2

ds,
s ≤ t. (2.7)
Since it is easy to see that
K4 ≤ 2
γ (0)
≤ 2
γ (s)
,
it follows that
d|X (s)− Y (s)| ≤

X (s)− Y (s)
|X (s)− Y (s)| , (σ (s, X (s))− σ(s, Y (s)))dB˜(s)

+ K1 K2‖Xs − Ys‖∞ds, s ≤ t. (2.8)
Let
M(s) =
∫ s
0

X (r)− Y (r)
|X (r)− Y (r)| , (σ (r, X (r))− σ(r, Y (r)))dB˜(r)

, s ≤ t,
which is a martingale under Qt . By (A2) and the Doob inequality we have
EQt sup
r∈[0,s]
M(r)2 ≤ 4K 22
∫ s
0
EQt ‖Xr − Yr‖2∞dr, s ≤ t.
Combining this with (2.8) we obtain
EQt ‖Xs − Ys‖2∞ ≤ 3‖ξ − η‖2∞ + 3K 22 (K 21 s + 4)
∫ s
0
EQt ‖Xr − Yr‖2∞dr, s ≤ t.
By the Gronwall lemma, this implies that
EQt ‖Xs − Ys‖2∞ ≤ 3‖ξ − η‖2∞e3K
2
2 (K
2
1 s+4)s, s ≤ t. (2.9)
On the other hand, let
dM˜(s) = 2
γ (s)

X (s)− Y (s), (σ (s, X (s))− σ(s, Y (s)))dB˜(s)

, s ≤ t,
which is a martingale under Qt . It follows from (2.2) and (2.7) that
d
|X (s)− Y (s)|2
γ (s)
− dM˜(s)
≤

2K1 K2
γ (s)
‖Xs − Ys‖∞|X (s)− Y (s)| + K4γ (s)− 2− γ
′(s)
γ (s)2
|X (s)− Y (s)|2

ds
≤

2K1 K2
γ (s)
‖Xs − Ys‖∞|X (s)− Y (s)| − θ |X (s)− Y (s)|
2
γ (s)2

ds, s ≤ t. (2.10)
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Combining this with (2.9), we obtain
h(t) :=
∫ t
0
EQt |X (s)− Y (s)|2
γ (s)2
ds
≤ |ξ(0)− η(0)|
2
θγ (0)
+ 2K1 K2
θ
h(t)1/2
∫ t
0
EQt ‖Xs − Ys‖2∞ds
1/2
≤ |ξ(0)− η(0)|
2
θγ (0)
+ h(t)
2
+ 6K
2
1 K
2
2 t
θ2
e3K
2
2 (K
2
1 t+4)t‖ξ − η‖2∞.
Therefore,∫ t
0
EQt |X (s)− Y (s)|2
γ (s)2
ds ≤ 2|ξ(0)− η(0)|
2
θγ (0)
+ 12K
2
1 K
2
2 te
3K 22 (K
2
1 t+4)t
θ2
‖ξ − η‖2∞. (2.11)
Substituting this and (2.9) into (2.5), we complete the proof. 
Proof of (i). According to Proposition 2.1, {Rt }t∈[0,t0) is a uniformly integrable continuous
martingale. So, by the martingale convergence theorem,
Rt0 = limt↑t0 Rt (2.12)
exists and {Rt }t∈[0,t0] is again a uniformly integrable martingale. In particular, B˜(t) is a
d-dimensional Brownian motion under dQt0 := Rt0dP such that Y (t) can be solved from
(2.3) for t ∈ [0, t0]. To solve the equation for t > t0, let us use the filtered probability space
(Ω , {Ft }t≥t0 ,Qt0). Since {B(t)−B(t0)}t≥t0 is independent of Rt0 , it is easy to see that {B(t)}t≥t0
is a d-dimensional Brownian motion on this probability space. Moreover, due to (2.9), X t0 and
Yt0 areFt0 -measurable random variables on C with
EQt0 ‖X t0 − Yt0‖2∞ ≤ 3‖ξ − η‖2∞e3K
2
2 (K
2
1 t0+4)t0 . (2.13)
Therefore, by (A2) and (A4), starting from Yt0 at time t0 the Eq. (2.1) has a unique solution{Y (t)}t≥t0 , and by the Itoˆ formula and (A4),
d|X (t)− Y (t)|2 ≤ 2⟨X (t)− Y (t), (σ (t, X (t))− σ(t, Y (t)))dB(t)⟩
+ K4|X (t)− Y (t)|2dt, t ≥ t0.
Combining this with (A2) and noting that {B(t)}t≥t0 is a Qt0 -Brownian motion, we obtain from
the Burkholder–Davies–Gundy inequality that
EQt0

sup
s∈[t0,t]
|X (s)− Y (s)|2
Ft0

≤ |X (t0)− Y (t0)|2 + 2K2
∫ t
t0
EQt0

|X (s)− Y (s)|2
Ft0 ds1/2
+ K4
∫ t
t0
EQt0

|X (s)− Y (s)|2
Ft0 ds
≤ ‖X t0 − Yt0‖2∞ + 1+ K
∫ t
t0
EQt0

sup
r∈[t0,s]
|X (r)− Y (r)|2
Ft0

ds
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holds for some constant K > 0 and all t ≥ t0. Combining this with (2.13) we arrive at
EQt0 sups∈[t0,t]
‖Xs − Ys‖2∞ ≤

EQt0 ‖X t0 − Yt0‖2∞ + 1

eK (t−t0) <∞, t ≥ t0.
Since
|φt | =
σ(t, Y (t))−1(b(t, Yt )− b(t, X t )) ≤ K1‖X t − Yt‖∞, t ≥ t0,
this implies that
Rt
Rt0
= exp
[∫ t
T−rr
⟨φs, dB(s)⟩ − 12
∫ t
t0
|φs |2ds
]
, t ≥ t0
is a Qt0 -martingale, and thus, for t > s ≥ t0 and A ∈ Fs ,
E(Rt 1A) = EQt0

1A
Rt
Rt0

= EQt0

1A
Rs
Rt0

= E(Rs1A).
This means that {Rt }t≥t0 is a P-martingale, and thus, {Rt }t≥0 is a well-defined P-martingale as
claimed since {Rt }t∈[0,t0] is already a martingale. 
2.2. Proof of (ii)
Since {Rt }t∈[0,T ] is a martingale, for any t ∈ [0, t0) the inequality (2.11) holds forQT in place
of Qt . Therefore,
EQT
∫ t0
0
|X (t)− Y (t)|2
γ (t)2
dt <∞. (2.14)
This implies that τ ≤ t0, QT -a.s.. Indeed, since t → X (t) and t → Y (t) are continuousQT -a.s.,
there exists Ω0 ⊂ Ω with QT (Ω0) = 1 such that for any ω ∈ Ω0, X (t)(ω) and Y (t)(ω) are
continuous in t . If ω ∈ Ω0 such that τ(ω) > t0, then
inf
t∈[0,t0]
|X (t)− Y (t)|(ω) > 0,
so that∫ t0
0
|X (t)− Y (t)|2(ω)
γ (t)2
dt ≥ inf
t∈[0,t0]
|X (t)− Y (t)|(ω)
∫ t0
0
dt
γ (t)2
= ∞.
This means that
QT (τ > t0) ≤ QT
∫ t0
0
|X (t)− Y (t)|2
γ (t)2
dt = ∞

which equals to zero according to (2.14).
2.3. Proof of (iii)
Since {Rt }t≥0 is a martingale, by the Girsanov theorem {B˜(t)}t∈[0,T ] is Brownian motion
under QT . Then
F.-Y. Wang, C. Yuan / Stochastic Processes and their Applications 121 (2011) 2692–2710 2701
E[RT log RT ] = 12EQT
∫ T
0
|φt |2dt
= 1
2
EQt0
∫ t0
0
|φt |2dt + 12EQT
∫ T
t0
|φt |2dt
= E[Rt0 log Rt0 ] +
1
2
EQT
∫ T
t0
|φt |2dt. (2.15)
Since τ ≤ t0 and X (t) = Y (t) for t ≥ τ , we have X (t) = Y (t) for t ≥ t0. So, it follows form
(A1) that∫ T
t0
|φt |2dt ≤ K 21
∫ T
t0
‖X t − Yt‖2∞dt ≤ K 21r0‖Yt0 − X t0‖2∞.
Combining this with (2.9), which also holds for t = s = t0 by (2.12) and the Fatou lemma, we
arrive at
1
2
EQT
∫ T
t0
|φt |2dt ≤ 3K
2
1r0
2
e3K
2
2 (K
2
1 t0+4)t0‖ξ − η‖2∞.
Substituting this into (2.15) and noting that (2.12) and Proposition 2.1 with θ = 1 imply
E[Rt0 log Rt0 ] ≤
2K 23 K4|ξ(0)− η(0)|2
1− e−K4t0 + 12t0 K
2
1 (1+ K 22 K 23 )e3K
2
2 (K
2
1 t0+4)t0‖ξ − η‖2∞,
we prove (iii).
3. Proofs of Corollary 1.2 and Proposition 1.3
Proof of Corollary 1.2. According to Theorem 1.1, we have
ePT f (ξ) ≤ {PT e f (η)}eΨT (‖ξ−η‖∞), ξ, η ∈ C , T > r0, f ∈ Bb(C ), f ≥ 0
holds for some continuous functionΨT with limr→0ΨT (r) = 0. So, the desired assertions follow
immediately from the following more general result for Φ(r) = er . 
Proposition 3.1. Let (E,F ) be the Borel measurable space of a topology space E, P a Markov
operator on Bb(E), and µ a quasi-invariant probability measure of P. Let Φ ∈ C1([0,∞)) be
an increasing function with Φ′(1) > 0 and Φ(∞) := limr→∞ Φ(r) = ∞, such that
Φ(P f (x)) ≤ {PΦ( f )(y)}eΨ (x,y), x, y ∈ E, f ∈ Bb(E), f ≥ 0 (3.1)
holds for some measurable non-negative function Ψ on E2.
(1) If limy→x {Ψ(x, y)+Ψ(y, x)} = 0 holds for all x ∈ E, then P is strong Feller.
(2) P has a kernel p w.r.t. µ, so that any invariant probability measure of P is absolutely
continuous w.r.t. µ.
(3) P has at most one invariant probability measure and if it has, the kernel of P w.r.t. the
invariant probability measure is strictly positive.
(4) The kernel p of P w.r.t. µ satisfies∫
E
p(x, ·)Φ−1

p(x, ·)
p(y, ·)

dµ ≤ Φ−1(eΨ (x,y)), x, y ∈ E,
where Φ−1(∞) := ∞ by convention.
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(5) If rΦ−1(r) is convex for r ≥ 0, then the kernel p of P w.r.t. µ satisfies∫
E
p(x, ·)p(y, ·)dµ ≥ e−Ψ (x,y), x, y ∈ E .
Proof. (1) Let f ∈ Bb(E) be positive. Applying (3.1) to 1+ε f in place of f for ε > 0, we have
Φ(1+ εP f (x)) ≤ {PΦ(1+ ε f )(y)}eΨ (x,y), x, y ∈ E, ε > 0.
By the Taylor expansion this implies
Φ(1)+ εΦ′(1)P f (x)+ ◦(ε) ≤ {Φ(1)+ εΦ′(1)P f (y)+ ◦(ε)}eΨ (x,y) (3.2)
for small ε > 0. Letting y → x we obtain
εP f (x) ≤ ε lim inf
y→x P f (y)+ ◦(ε).
Thus, P f (x) ≤ limy→x P f (y) holds for all x ∈ E . On the other hand, letting x → y in (3.2)
gives P f (y) ≥ lim supx→y P f (x) for any y ∈ E . Therefore, P f is continuous.
(2) To prove the existence of kernel, it suffices to prove that for any A ∈ F with µ(A) = 0
we have P1A ≡ 0. Applying (3.1) to f = 1+ n1A, we obtain
Φ(1+ n P1A(x))
∫
E
e−Ψ (x,y)µ(dy) ≤
∫
E
Φ(1+ n1A)(y)(µP)(dy), n ≥ 1. (3.3)
Since µ(A) = 0 and µ is quasi-invariant for P , we have 1A = 0, µP-a.s.. So, it follows from
(3.3) that
Φ(1+ n P1A(x)) ≤ Φ(1)
E e
−Ψ (x,y)µ(dy)
<∞, x ∈ E, n ≥ 1.
Since Φ(1+ n)→∞ as n →∞, this implies that P1A(x) = 0 for all x ∈ E .
Now, for any invariant probability measure µ0 of P , if µ(A) = 0 then P1A ≡ 0 implies that
µ0(A) = µ0(P1A) = 0. Therefore, µ0 is absolutely continuous w.r.t. µ.
(3) We only need to prove that the kernel of P w.r.t. an invariant probability measure µ0
is strictly positive, which implies the uniqueness of the invariant measure according to e.g.
[5, Proposition 4.1.1 and Theorem 4.1.2]. To this end, it suffices to show that for any x ∈ E
and A ∈ F , P1A(x) = 0 implies that µ0(A) = 0. Since P1A(x) = 0, applying (3.1) to
f = 1+ n P1A we obtain
Φ(1+ n P1A(y)) ≤ {PΦ(1+ n1A)(x)}eΨ (y,x) = Φ(1)eΨ (y,x), y ∈ E, n ≥ 1.
Letting n →∞ we conclude that P1A ≡ 0 and hence, µ0(A) = µ0(P1A) = 0.
(4) Applying (3.1) to
f = n ∧ Φ−1

p(x, ·)
p(y, ·)

and letting n →∞, we obtain the desired inequality.
(5) Let rΦ−1(r) be convex for r ≥ 0. By the Jensen inequality we have∫
E
p(x, ·)Φ−1(p(x, ·))dµ ≥ Φ−1(1).
So, applying (3.1) to
f = n ∧ Φ−1(p(x, ·))
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and letting n →∞, we obtain∫
E
p(x, ·)p(y, ·)dµ ≥ e−Ψ (x,y)Φ
∫
E
p(x, ·)Φ−1(p(x, ·))dµ

≥ e−Ψ (x,y). 
Proof of Proposition 1.3. Consider the Itoˆ SDE without delay:
dX˜(t) = Z(X˜(t))dt + σ(X˜(t))dB(t). (3.4)
The equation has a unique strong solution which is a strong Markov process. Since−‖σ(x)‖2H S−⟨x, Z(x)⟩ is a compact function, it is standard that the process has an (indeed unique, due to the
ellipticity) invariant probability measure µ0, so that with initial distribution µ0 the process is
stationary. Let µ be the distribution of the C -valued random variable
{X˜(r0 + u)}u∈[−r0,0],
where X˜(0) has distribution µ0. Then the C -valued Markov process {X t }t≥0 with
X t (u) := X (t + u) := X˜(t + r0 + u), u ∈ [−r0, 0]
has an invariant probability measure µ. Let B¯(t) = B(t + r0)− B(r0), we have
dX (t) = Z(X (t))dt + σ(X (t))dB¯(t), t ≥ 0. (3.5)
As before, let X ξ (t) be the solution of this equation with X0 = ξ . To formulate Pt f (ξ) using
X ξt , we take
B˜ξ (t) = B¯(t)+
∫ t
0
σ(X ξ (s))−1b(s, X ξs )ds.
Then (3.5) implies that
dX ξ (t) = {Z(X ξ (t))+ b(t, X ξt )}dt + σ(X ξ (t))dB˜ξ (t), t ≥ 0.
By (A) it is easy to see that
Rξt := exp
[∫ t
0
⟨b(s, X ξs ), σ (X ξ (s))dB¯(s)⟩ −
1
2
∫ t
0
|σ(X ξ (s))−1b(s, X ξs )|2ds
]
is a martingale, and by the Girsanov theorem for any T > 0, {B˜ξ (t)}t∈[0,T ] is a Brownian motion
under probability dQξT := RξT dP. Therefore,
PT f (ξ) = E[RξT f (X ξT )], T ≥ 0, f ∈ Bb(C ). (3.6)
Since µ is an invariant probability measure of X t , for any µ-null set A we have∫
Ω×C
1A(X
ξ
T (ω))(P× µ)(dω, dξ) = µ(A) = 0.
Combining this with (3.6) we obtain
(µPT )(A) =
∫
C
PT 1Adµ =
∫
Ω×C

1A(X
ξ
T (ω))R
ξ
T (ω)

(P× µ)(dω, dξ) = 0.
Therefore, µ is a quasi-invariant probability measure of PT . 
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4. The Harnack inequality
In this section we aim to establish the Harnack inequality with a power p > 1 in the sense
of [14]:
PT f (η) ≤ {PT f p(ξ)}1/p exp[Φp(T, ξ, η)], f ≥ 0, T > r0, ξ, η ∈ C (4.1)
for some positive function Φp on (r0,∞)×C 2. As shown in [18] for the case without delay, we
will have to assume that p > (1+ K2 K3)2. In this case, letting
λp = 1
2(
√
p − 1)2 ,
the set
Θp :=

ε ∈ (0, 1) : (1− ε)
4
2(1+ ε)3 K 22 K 23
≥ λp

is non-empty. Let
Wε(λ) = max

8(1+ ε)r0 K 31 K2λ{4(1+ ε)r0 K1 K2λ+ ε}
ε2
,
2(1+ ε)2λ
ε2
,
(1+ ε)3 K 21 K 22 K 23λ
8ε2(1− ε)3

,
and
sε(λ) =

K 21 + 2Wε(λ)− K1
4Wε(λ)K2
, ε ∈ (0, 1), λ > 0.
The following result provides an explicit Harnack inequality. Since to derive this inequality we
have to use the Ho¨lder inequality for several times which leads to the loss of sharpness, when
σ = I our inequality does not cover the one derived in [7].
Theorem 4.1. Assume (A) for T > r0. For any p > (1 + K2 K3)2, the Harnack inequal-
ity (4.1) holds for
Φp(T, ξ, η) :=
√
p − 1√
p
inf
ε∈Θp
inf
s∈(0,sε(λp)∧(T−r0)]

ε
2(1+ ε) +
16K 22 s
2Wε(λp)
1− 4K1 K2s
+ λp(1+ ε)
2 K 23 K4|ξ(0)− η(0)|2
2ε(1− ε)2(1+ 2ε)(1− e−K4s) +

K 21r0λp + 2sWε(λp)

‖ξ − η‖2∞

.
Consequently, there exists a decreasing function C : ((1 + K2 K3)2,∞) → (0,∞) such
that (4.1) holds for
Φp(T, ξ, η) = C(p)

1+ |ξ(0)− η(0)|
2
T − r0 + ‖ξ − η‖
2∞

.
Proof. (a) We first observe that the second assertion is a consequence of the first. Indeed, for
any q > (1 + K2 K3)2, we take (ε, s) = (εq , sq(T )) for a fixed εq ∈ Θq and sq(T ) :=
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sεq (λq) ∧ (T − r0). By the definition of Φq , there exists two positive constants c1(q) and c2(q)
such that
Φq(T, ξ, η) ≤ c1(q)

1+ ‖ξ − η‖2∞ +
|ξ(0)− η(0)|2
c2(q) ∧ (T − r0)

≤ c1(q)(1+ c2(q))
c2(q)

1+ ‖ξ − η‖2∞ +
|ξ(0)− η(0)|2
T − r0

,
T > r0, ξ, η ∈ C .
So, for any p > (1+ K2 K3)2 and any q ∈ ((1+ K2 K3)2, p], by the first assertion and using the
Jensen inequality, we obtain
PT f (η) ≤ (PT f q)1/q(ξ) exp
[
c1(q)(1+ c2(q))
c2(q)

1+ ‖ξ − η‖2∞ +
|ξ(0)− η(0)|2
T − r0
]
≤ (PT f p)1/p(ξ) exp
[
c1(q)(1+ c2(q))
c2(q)

1+ ‖ξ − η‖2∞ +
|ξ(0)− η(0)|2
T − r0
]
.
Therefore, the second assertion holds for
C(p) = inf
q∈((1+K2 K3)2,p]
c1(q)(1+ c2(q))
c2(q)
which is decreasing in p.
(b) To prove the first assertion, let us fix ε ∈ Θp and t0 ∈ (0, sε(λp) ∧ (T − r0)]. We shall
make use of the coupling constructed in Section 2 for θ = 2(1 − ε). Since t0 ≤ T − r0 and
X (t) = Y (t) for t ≥ t0, we have XT = YT and
PT f (η) = E[RT f (YT )] = E[RT f (XT )] ≤ (PT f p(ξ))1/p(ER p/(p−1)T )(p−1)/p. (4.2)
By the definition of RT and QT , we have
ER p/(p−1)T = EQT R1/(p−1)T = EQT exp
[
1
p − 1
∫ T
0
⟨φt , dB˜(t)⟩ + 12(p − 1)
∫ T
0
|φt |2dt
]
= EQT exp
[
1
p − 1
∫ T
0
⟨φt , dB˜(t)⟩ −
√
p + 1
2(p − 1)2
∫ T
0
|φt |2dt
+ p +
√
p
2(p − 1)2
∫ T
0
|φt |2dt
]
≤

EQT exp
√
p + 1
p − 1
∫ T
0
⟨φt , dB˜(t)⟩ − (
√
p + 1)2
2(p − 1)2
∫ T
0
|φt |2dt
1/(1+√p)
×

EQT exp
[
(
√
p + 1)(p +√p)
2(p − 1)2√p
∫ T
0
|φt |2dt
]√p/(√p+1)
=

EQT exp
[
λp
∫ T
0
|φt |2dt
]√p/(√p+1)
.
Combining this with (4.2), we obtain
PT f (η) ≤ (PT f p)1/p(ξ)

EQT exp
[
λp
∫ T
0
|φt |2dt
](√p−1)/√p
.
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Therefore, to prove the first assertion, it suffices to show that
EQT exp
[
λp
∫ T
0
|φt |2dt
]
≤ exp

ε
2(1+ ε) +
λp(1+ ε)2 K 23 K4|ξ(0)− η(0)|2
2ε(1− ε)2(1+ 2ε)(1− e−K4s)
+ 16K
2
2 s
2Wε(λp)
1− 4K1 K2s +

K 21r0λp + 2sWε(λp)

‖ξ − η‖2∞

. (4.3)
Since X (t) = Y (t) for t ≥ t0, it is easy to see from the definition of φt and (A1), (A3) that∫ T
0
|φt |2dt ≤
∫ t0
0

K 21 (1+ ε)
ε
‖X t − Yt‖2∞ +
K 22 (1+ ε)
γ (t)2
|X (t)− Y (t)|2

dt
+ K 21r0‖X t0 − Yt0‖2∞.
By this and the Ho¨lder inequality, we obtain
EQT exp
[
λp
∫ T
0
|φt |2dt
]
≤

EQT exp
[
λp K
2
3 (1+ ε)2
∫ t0
0
|X (t)− Y (t)|2
γ (t)2
dt
]1/(1+ε)
×

EQT exp

2K 21 (1+ ε)2λp
ε2
∫ t0
0
‖X t − Yt‖2∞dt
ε/(2+2ε)
×

EQT exp

2K 21r0(1+ ε)λp
ε
‖X t0 − Yt0‖2∞
ε/(2+2ε)
. (4.4)
Since ε ∈ Θp implies that
λp K
2
3 (1+ ε)2 ≤
(1− ε)4
2(1+ ε)K 22
,
it follows from Lemma 4.2 below that
EQT exp
[
λp K
2
3 (1+ ε)2
∫ t0
0
|X (t)− Y (t)|2
γ (t)2
dt
]
≤ exp

λp K 23 (1+ ε)3|ξ(0)− η(0)|2
(1+ 2ε)(1− ε)2γ (0)

×

EQT exp

K 21 K
2
2 K
2
3λp(1+ ε)3
8ε2(1− ε)3
∫ t0
0
‖X t − Yt‖2∞dt
ε/(1+2ε)
. (4.5)
Moreover, according to Lemma 4.3 below,
EQT exp

2K 21r0(1+ ε)λp
ε
‖X t0 − Yt0‖2∞

≤ exp

1+ 2K
2
1r0(1+ ε)λp
ε
‖ξ − η‖2∞

×

EQT exp

8K 31 K2r0(1+ ε)λp(4K2 K1r0(1+ ε)λp + ε)
ε2
∫ t0
0
‖X t − Yt‖2∞dt
1/2
.
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Substituting this and (4.5) into (4.4), and using the definition of Wε(λp), we conclude that
EQT exp
[
λp
∫ T
0
|φt |2dt
]
≤ EQT exp
[
Wε(λp)
∫ t0
0
‖X t − Yt‖2∞dt
]
× exp

λp K 23 (1+ ε)2|ξ(0)− η(0)|2
(1+ 2ε)(1− ε)2γ (0) +
ε
2(1+ ε) + K
2
1r0λp‖ξ − η‖2∞

. (4.6)
Since t0 ≤ sε(λp), we have
Wε(λp) ≤ 1− 4K1 K2t0
8K 22 t
2
0
.
So, combining (4.6) with Lemma 4.4 below and noting that for θ = 2(1− ε) one has
γ (0) = 2ε
K4
(1− e−K4t0),
we prove (4.3). 
Lemma 4.2. For any positive λ ≤ (1−ε)4
2K 22 (1+ε)
and s ∈ [0, t0],
EQT exp
[
λ
∫ s
0
|X (t)− Y (t)|2
γ (t)2
dt
]
≤ exp
[
λ(1+ ε)|ξ(0)− η(0)|2
(1+ 2ε)(1− ε)2γ (0)
]
×

EQT exp

K 21 K
2
2 (1+ ε)λ
8ε2(1− ε)3
∫ s
0
‖X t − Yt‖2∞dt
ε/(1+2ε)
.
Proof. Since θ = 2(1− ε) and
K1 K2
γ (t)
‖X t − Yt‖∞|X (t)− Y (t)| ≤ K
2
1 K
2
2
4θε
‖X t − Yt‖2∞ + θε
|X (t)− Y (t)|2
γ (t)2
,
it follows from (2.10) that
0 ≤ M˜(s)+ |ξ(0)− η(0)|
2
γ (0)
+
∫ s
0

K 21 K
2
2‖X t − Yt‖2∞
8ε(1− ε) −
2(1− ε)2|X (t)− Y (t)|2
γ (t)2

dt.
Combining this with (A2) and the fact that
EQT e
N (s)+L ≤

EQT e
2⟨N ⟩(s)+2L1/2 (4.7)
holds for a QT -martingale N and a random variable L , we obtain
EQT exp
[
λ
∫ s
0
|X (t)− Y (t)|2
γ (t)2
dt − λ|ξ(0)− η(0)|
2
2γ (0)(1− ε)2
]
≤ EQT exp

λ
2(1− ε)2 M˜(s)+
K 21 K
2
2λ
16ε(1− ε)3
∫ s
0
‖X t − Yt‖2∞dt

≤

EQT exp

2K 22λ
2
(1− ε)4
∫ s
0
|X (t)− Y (t)|2
γ (t)2
dt + K
2
1 K
2
2λ
8ε(1− ε)3
∫ s
0
‖X t − Yt‖2∞dt
1/2
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≤

EQT exp

2K 22 (1+ ε)λ2
(1− ε)4
∫ s
0
|X (t)− Y (t)|2
γ (t)2
dt
1/(2+2ε)
×

EQT exp

K 21 K
2
2 (1+ ε)λ
8ε2(1− ε)3
∫ s
0
‖X t − Yt‖2∞dt
ε/(2+2ε)
.
Since
2K 22 (1+ ε)λ2
(1− ε)4 ≤ λ
and up to an approximation argument as in [18, Proof of Lemma 2.2] we may assume that
EQT exp
[
λ
∫ s
0
|X (t)− Y (t)|2
γ (t)2
dt
]
<∞,
this implies the desired inequality. 
Lemma 4.3. For any λ > 0 and s ∈ [0, t0],
EQT e
λ‖Xs−Ys‖2∞ ≤ e1+λ‖ξ−η‖2∞

EQT exp
[
4λK2(2λK2 + K1)
∫ s
0
‖X t − Yt‖2∞dt
]1/2
.
Proof. Let
N (t) = 2
∫ t
0
⟨X (r)− Y (r), (σ (r, X (r))− σ(r, Y (r)))dB˜(r)⟩, r ≤ s,
which is a QT -martingale. By (2.7) and noting that K4 ≤ 2γ (r) , we obtain
‖X t − Yt‖2∞ ≤

sup
r∈[0,t]
|X (r)− Y (r)|2

∨ ‖ξ − η‖2∞
≤ ‖ξ − η‖2∞ + sup
r∈[0,t]

N (r)+ 2K1 K2
∫ r
0
‖Xu − Yu‖2∞du

.
Combining this with (4.7) and noting that the Doob inequality implies
EQT sup
r∈[0,t]
eM(r) = lim
p→∞EQT

sup
r∈[0,t]
eM(r)/p
p
≤ lim
p→∞

p
p − 1
p
EQT

eM(t)/p
p = eEQT eM(t)
for a QT -submartingale M(r), we arrive at
EQT e
λ‖Xs−Ys‖2∞−λ‖ξ−η‖2∞ ≤ EQT sup
t∈[0,s]
exp
[
λN (t)+ 2λK1 K2
∫ t
0
‖Xr − Yr‖2∞dr
]
≤ eEQT exp
[
λN (s)+ 2λK1 K2
∫ s
0
‖X t − Yt‖2∞dt
]
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≤ e

EQT exp
[
2λ2⟨N ⟩(s)+ 4λK1 K2
∫ s
0
‖X t − Yt‖2∞dt
]1/2
≤ e

EQT exp
[
(8K 22λ
2 + 4λK1 K2)
∫ s
0
‖X t − Yt‖2∞dt
]1/2
. 
Lemma 4.4. For any s ∈ (0, t0] and positive λ ≤ 1−4K1 K2s8K 22 s2 ,
EQT exp
[
λ
∫ s
0
‖X t − Yt‖2∞dt
]
≤ exp

16K 22 s
2λ
1− 4K1 K2s + 2sλ‖ξ − η‖
2∞

.
Proof. Let
λ0 = 1− 4K1 K2s
8K 22 s
2
,
which is positive since s ∈ (0, sε(λp)]. It is easy to see that
4K2sλ0(2K2sλ0 + K1) = λ0.
So, it follows from the Jensen inequality and Lemma 4.3 that
EQT exp
[
λ0
∫ s
0
‖X t − Yt‖2∞dt
]
≤ 1
s
∫ s
0
EQT e
λ0s‖X t−Yt‖2∞ds
≤ e1+λ0s‖ξ−η‖2∞

EQT exp
[
4λ0 K2s(2λ0 K2s + K1)
∫ s
0
‖X t − Yt‖2∞dt
]1/2
= e1+λ0s‖ξ−η‖2∞

EQT exp
[
λ0
∫ s
0
‖X t − Yt‖2∞dt
]1/2
.
Up to an approximation argument as in [18, Proof of Lemma 2.2], we may assume that
EQT exp
[
λ0
∫ s
0
‖X t − Yt‖2∞dt
]
<∞,
so that this implies
EQT exp
[
λ0
∫ s
0
‖X t − Yt‖2∞dt
]
≤ e2+2λ0s‖ξ−η‖2∞ .
Therefore, by the Jensen inequality, for any λ ∈ [0, λ0]
EQT exp
[
λ
∫ s
0
‖X t − Yt‖2∞dt
]
≤

EQT exp
[
λ0
∫ s
0
‖X t − Yt‖2∞dt
]λ/λ0
≤ exp
[
2λ
λ0
+ 2λs‖ξ − η‖2∞
]
. 
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