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Abstract
We consider the development of efficient and fast computational methods for parametrized electromagnetic scattering
problems involving many scattering bodies. The parametrization may describe the location, orientation, size and shape
of the scattering bodies as well as properties of the source field such as frequency, polarization and incident angle. The
emphasis is on problems that need to be solved rapidly to accurately evaluate the scattering under parametric variation,
e.g., for design, detection, or uncertainty quantification. For such problems, the use of a brute force approach is often
ruled out due to the computational cost associated with solving the problem for each parameter value.
In this work, we show that the use of a reduced basis method based for a boundary element method for few
reference scatterer configurations allows us to formulate a rapidly converging iterative method to resolve the compu-
tationally challenging large scale problem. The approach includes (i) a computationally intensive oﬄine procedure to
create a selection of a set of snapshot parameters and the construction of an associated reduced basis for each reference
scatterer configuration and (ii) an inexpensive online algorithm to generate the surface current and scattering of the
parametrized configuration, for any choice of parameters within the parameter domains used in the oﬄine procedure.
Comparison of our numerical results with directly measured results for some benchmark configurations demonstrate
the power of our method to rapid evaluate the scattering under parametric variation of the overall configuration.
Keywords: Reduced basis, Multiple scattering, electromagnetic scattering, Maxwell equations, surface integrals,
boundary element
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1. Introduction
The need for fast and efficient modeling of the scattering of electromagnetic waves by multiple particles is fun-
damental to several applications, see [1] and references therein. However, the direct modeling of such problems is
both costly and complex due to the many scatterers and their individual interactions. Furthermore, such problems
are particularly challenging when one seeks to evaluate the scattering under variations of the overall problem, i.e.,
with variations in frequency, direction and polarization of the incident waves, and the location, orientation, and even
number of the particles. Attempting to evaluate the impact of such variations are often not practical using brute-force
techniques, yet has many important applications in design, optimization, and inverse problems.
In such cases, it may be attractive and often required to seek a different approach and attempt to precompute
and store scattering information of the configuration for a relative small representative set of parameters (using some
oﬄine process) and then develop a tool for the rapid online simulations that require the solution of substantially
reduced dimensional systems for any chosen parameter value. This line of argument is similar to that leading to the
reduced basis method, gaining increasing interest in the broader computational science community.
The basic idea of a reduced basis method was first introduced in the 1970’s for nonlinear structural analysis [2, 3]
and it was subsequently abstracted, analyzed [4, 5] and generalized to other type of parametrized partial differential
equations [6, 7]. Most of these earlier works focus on arguments that are local in the parameter space. Expansions are
typically defined around a particular point of interest and the associated a priori analysis relies on asymptotic argu-
ments on sufficiently small neighborhoods [8, 9]. In such cases, the computational improvements are quite modest. In
[10, 11] a global approximation space was built by using solutions of the governing PDE at globally sampled points
in the parameter space, resulting in a much more efficient method. However, no a priori theory or a posteriori error
estimators were developed in this early work.
In recent years, a number of novel ideas and essentially new features have been presented [12, 13, 14, 15, 16,
17, 18, 19, 20]. In particular, global approximation spaces are used and uniform exponential convergence of the re-
duced basis approximation has been numerically observed and confirmed in [21] where the first theoretical a priori
convergence result for a one dimensional parametric space problem is presented. The development of rigorous a pos-
teriori error estimators has also been presented, thereby transforming the reduced basis methods from an experimental
technique to a computational method with a true predictive value.
While the vast majority of past work has focused on the development of methods for parametrized partial differ-
ential equations, recent activities has extended this approach [22] to the case of integral formulations and the electric
field integral equations. For fixed parameters, multiple electromagnetic scattering algorithms have been discussed
[23].
In this work we shall seek to further extend the use of reduced basis methods to not only accelerate the prediction
of the scattering by a single obstacle but also to develop a reduced basis approach to account for the interaction be-
tween scatterers. The approach taken is to (i) first solve (oﬄine) the full electromagnetic scattering problem on one
or a small number of reference obstacle(s) for some appropriate number of parameters. Further, using affine transfor-
mations from one of the reference shapes to each of the other scatterers, we construct small operators that describe
the interaction between the scatterers in the configurations. Then (ii) for any (online) choice of the parameters, we
demonstrate how the combination of this model and an iterative algorithm, requiring the solution of small linear sys-
tems allows one to compute the surface currents on the entire set of scatterers and hence to compute the functional
output of the multiple scattering model.
While the oﬄine process requires the solution N large dense complex linear systems with dimension N >> N, N
being the dimension of the boundary element solver required to solve the problem at sufficient accuracy, the relative
inexpensive online process provides an efficient way to simulate the electromagnetic scattering interaction in the
multiple scatterer configuration for many choice of parameters by solving only reduced dimensional systems at a low
computational cost.
What remains of the paper is organized as follows. In Section 2 we provide a general description of the scattering
problem and the integral equations being discussed in this work. This sets the stage for Section 3 where we introduce
the boundary element formulation of the scattering problem, including a detailed discussion of transformations be-
tween reference and physical scatterers. In Section 4 we introduce the reduced basis method for both the single and
multiple scatterer problem and introduces the iterative approach that enables the computation of the global scattering
from knowledge of the local scattering problem. A central element of the efficiency of the reduced basis methods
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is the assumption that all operators and sources are affine in the parameter. This is what allows the oﬄine-online
separation. However, as we discuss in detail in Section 5, this assumption is not satisfied for the integral equation
formulation presented here and we discuss in detail how to overcome this by the use of empirical interpolation meth-
ods. This sets the stage for Section 6 where we present a number of three-dimensional computational experiments of
increasing complexity, highlighting the robustness and versatility of the proposed method. Section 7 concludes with
a few remarks and a discussion of future directions of research.
2. General problem description
In this work, we consider a general three-dimensional electromagnetic scatterer, assumed to consist of disjoint
perfect conducting obstacles Ω1,Ω2, . . . ,ΩJ, situated in a homogeneous medium with vanishing conductivity. We
assume a time-harmonic plane wave exitasion by an incident electromagnetic wave [Einc,Hinc], (parameterized by
the wavenumber k ∈ R+, the incident direction d˜inc ∈ S 2 and polarization p ∈ R3) impinging on the configuration
Ω =
⋃J
j=1 Ωj.
The input vector fields Einc,Hinc : (R3\Ω)×R+×S 2×R3 → C3 are, respectively, the incident electric and magnetic
fields with wavelength λ = 2pi/k. Here, S 2 is the unit sphere in R3 and k = ω√µ00, with ω > 0 being the angular
frequency. Here we introduce the free space permittivity 0 = 107/(4pic2)F/m and permeability µ0 = 4pi × 10−7H/m,
where c = 299, 792, 458 m/s is the speed of light.
For a fixed wavenumber k ∈ R+, incident direction d˜inc ∈ S 2, and polarization pinc ∈ R3, we take [Einc,Hinc] to
be a plane wave with representation
Einc(x;µ) = pinceikx·d˜inc , Hinc(x;µ) =
[
d˜inc × pinc
]
eikx·d˜inc , d˜inc ⊥ pinc, (2.1)
where, in this work, µ = (k, d˜inc, pinc) ∈ D := [k−, k+] × S 2 × P ⊂ R7, with P being a bounded polarization vector
domain in R3. Throughout the paper, we use ˜ to represent unit vectors and ̂ for elements in a reference obstacle.
For each fixed parameter µ = (k, d˜inc, pinc) ∈ D ⊂ R7, the interacting time-harmonic electromagnetic waves,
with frequency ω scattered by the ensemble Ω =
⋃J
j=1 Ωj are described by the electric field E and magnetic fieldH ,
E(x, t) = Re
{
E(x)e−iωt
}
, H(x, t) = Re
{
H(x)e−iωt
}
, x ∈ R3 \Ω. (2.2)
The spatial components [E,H] of the electromagnetic wave satisfy the time-harmonic Maxwell equations [24]:
curl E(x) − iωµ0H(x) = 0, curl H(x) + iω0E(x) = 0, x ∈ R3 \Ω, (2.3)
and the Silver-Mu¨ller radiation condition
lim
|x|→∞
[H(x) × x − |x|E(x)] = 0. (2.4)
Using the first equation in (2.3), H can be computed using E and with k = ω√µ00, Z =
√
µ0/0 being the intrinsic
impedance of vacuum (so that kZ = ωµ0, k/Z = ω0), it is easy to see from (2.3)–(2.4) that the electric field E satisfies
curl curl E(x) − k2E(x) = 0, x ∈ R3 \Ω, (2.5)
lim
|x|→∞
[curl E(x) × x − ikZ|x|E(x)] = 0. (2.6)
Further the electric field satisfies inhomogeneous boundary condition [24]:
(piT E)(x) = −(piT Einc)(x;µ), x ∈
J⋃
j=1
∂Ωj, (2.7)
where piT is the tangential component trace operator defined for x ∈ ∂Ωj, j = 1, . . . , J, by (piTv)(x) = n(x) × [v(x) ×
n(x)]; where for x ∈ ∂Ω j, n(x) denotes the unit outward normal at x on the surface ∂Ω j of the obstacle Ω j. This
boundary condition (2.7) follows from the assumption that each obstacle Ω j in the ensemble is a perfect conductor
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and hence the tangential component of the total electric field E + Einc vanishes on the ensemble surface. In (2.7), for
x ∈ ∂Ω j, n(x) denotes the unit outward normal at x on the surface ∂Ω j of the obstacle Ω j.
For properties of piT and for definition of the spaces H−1/2(div∂Ω, ∂Ω) and H−1/2(curl ∂Ω, ∂Ω) used in this work,
we refer to [25, Theorem 4.1] and related discussions in [25, 26, 24] of such spaces for smooth, polyhedral, and
Lipschitz domains, Ω. These two spaces are mutually adjoint with respect to the scalar product (denoted throughout
the paper by 〈·, ·〉) in L2t (∂Ω)2 :=
{
v ∈
[
L2(∂Ω)
]3
: v · n = 0
}
,
The main aim of this work is to consider the varying parameter case and hence we use the notation [E(x;µ),H(x;µ)]
to denote the scattered electromagnetic field generated exterior to the multiple particle configuration Ω, for x ∈ R3 \Ω
and µ ∈ D. An important component in analyzing the interaction of the electromagnetic waves with complex scat-
terers is the computation of the radar cross section (RCS) of the ensemble Ω measured by a receiver situated in the
direction d˜rcs. The RCS, denoted by σ(d˜rcs;µ), measured in decibels (db) can be represented as [24]:
σ(d˜rcs,µ) = 10 log10
(
4pi
∣∣∣∣E∞(d˜rcs;µ)∣∣∣∣2 /|pinc|2) , E∞(d˜rcs,µ) = lim
r→∞ E(rd˜rcs,µ)e
−ikrr, (2.8)
where E∞ is the electric far field. Two types of RCS are of particular interest: (i) The RCS for all directions d˜rcs, with
a fixed incident direction d˜inc; (ii) The RCS for all directions d˜rcs, with varying incident directions d˜inc = −d˜rcs.
These are the bistatic and monostatic RCS respectively. Thus, in general the parameter set D is further enriched by
d˜rcs ∈ S 2.
For a fixed frequency, co-location of the transmitter and receiver in the monostatic RCS leads to, in contrast to
the bistatic case, the requirement of solving the Maxwell equations over a significant range of incident directions and
polarizations varying in S 2 × R3. In the more complex case of transmitters at an unknown or propagating location,
incident waves with various frequencies, directions and polarizations to test the reaction of the configuration requires
one to solve the full three dimensional scattering Maxwell system for a very high number of parameters varying in
D ⊂ R7.
In this work we seek to avoid this substantial computational burden by solving the Maxwell system for only
a reduced but carefully chosen set of N parameters in D for each reference shape and provide the end user the
flexibility to solve the Maxwell system for any parameter in D, any choice of parameters describing the scatterers,
and any choice of receiver direction, with a computational cost that depends solely on N.
2.1. The electric field integral equation
The electric far field required in the scattering calculation can be represented as a surface integral on the scattering
ensemble [24] given by:
E∞(d˜rcs,µ) = E∞(w; d˜rcs,µ) =
ikZ
4pi
∫
∂Ω
d˜rcs × [w(x;µ) × d˜rcs]eikx·d˜rcsds(x), (2.9)
provided that the surface current w is known on the ensemble. The scattered electric field E satisfying (2.5)–(2.7) can
be represented in terms of the surface current w, as [24]
E(x,µ) = E(w; x,µ) = ikZ (Sew) (x;µ), x ∈ R3 \Ω, (2.10)
where, for a surface density a ∈ H−1/2(div∂Ω, ∂Ω), the electric field operator Se is defined as [24]
(Sea)(x;µ) =
∫
∂Ω
[
Φ(x, y)a(y) + 1k2 gradxΦ(x, y)divya(y)
]
ds(y). (2.11)
Here
Φ(x, y) =
1
4pi
eik|x−y|
|x − y| (2.12)
is the fundamental solution of the Helmholtz equation with wavenumber k. By applying the tangential component
trace operator piT in (2.10) and using the boundary condition (2.7), we obtain the electric field surface integral equation
for the unknown surface current w(µ) = w(· ;µ) ∈ H−1/2(div∂Ω, ∂Ω):
ikZ(Tew)(x;µ) = −(piT Einc)(x;µ), x ∈ ∂Ω, µ ∈D \ K(Ω), (2.13)
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where Te = piT ◦Se : H−1/2(div∂Ω, ∂Ω)→ H−1/2(curl ∂Ω, ∂Ω) is an invertible operator only if k is a regular wavenum-
ber (that is, k2 is not an eigenvalue of the interior Maxwell eigenvalue problem). Throughout this work, we assume
the invertibility of Te and hence in (2.13) the setK(Ω) of resonant wavenumbers, of the configuration Ω, are excluded
from the parameter setD. Henceforth we useD to denote the parameter set in R7 that does not include K(Ω).
Remark 1. The restriction on the resonance wavenumber in the electric field integral equation (EFIE) formula-
tion (2.13) can be avoided by using a combined FIE (CFIE), that combines (2.13) with a relatively simple (weakly-
singular) second-kind magnetic FIE (MFIE). In this work, for convenience of presenting the main idea of the multiple
scattering reduced basis algorithm, we restrict to the EFIE formulation. However, everything discuss is applicable to
the CFIE formulation with minimal modifications.
The mutually adjoint property of the domain and range space of Te leads to the variational formulation of (2.13):
for µ ∈D, find w(µ) ∈ H−1/2(div∂Ω, ∂Ω) such that
ikZ〈(Tew)(· ;µ), v〉 = −〈(piT Einc)(· ;µ), v〉 v ∈ H−1/2(div∂Ω, ∂Ω). (2.14)
Thus, reformulation of the scattering process modeled by the exterior Maxwell system through the EFIE and the
variational form surface integral equation (2.14) is a natural approach to efficiently compute the electric far field using
the representation (2.9). Henceforth our main focus is on the development of an efficient computational approach for
solving the parametrized surface integral equation (2.14), and hence fast computation of the RCS, for all µ ∈D, using
(2.8)–(2.9).
For any fixed parameter value, the EFIE can subsequently be discretized using a Galerkin approach. Replacing
the functional space H−1/2(div∂Ω, ∂Ω) by some conforming finite dimensional subspace yields the Boundary Element
Method (BEM), also known as the Method of Moment (MoM). A common choice as discretization space is the lowest
order complex Raviart-Thomas space RT0, often referred to as the Rao-Wilton-Glisson elements in the electromag-
netic community.
3. Boundary element multiple scattering model
Throughout the paper, for µ ∈ D, w(µ) = ∑Jj=1 wj(µ) ∈ H−1/2(div∂Ω, ∂Ω), denotes the unique global solution of
(2.13), where wi(µ) = w|∂Ωi (µ), for i = 1, . . . , J. Since
n(x)Tw(x) = n(x)Twi(x), x ∈ ∂Ωi, i = 1, . . . , J,
w ∈ H−1/2(div∂Ω, ∂Ω) if and only if wi ∈ H−1/2(div∂Ωi , ∂Ωi) for i = 1, . . . , J. Using (2.11), (2.14) and integration
by parts, the main task in the electromagnetic scattering problem is: for each µ ∈ D, find J surface currents wj ∈
H−1/2(div∂Ωj , ∂Ωj), j = 1, . . . , J by solving the coupled surface scattering system
J∑
j=1
{
aij1 [wj(µ), vi;µ] + a
ij
2 [wj(µ), vi;µ]
}
= f i[vi;µ], vi ∈ H−1/2(div∂Ωi , ∂Ωi),
i = 1, . . . , J, (3.1)
where aij1 [·, ·;µ], aij2 [·, ·;µ] : H−1/2(div∂Ωj , ∂Ωj) × H−1/2(div∂Ωi , ∂Ωi) → C are sesquilinear forms, defined for ψ ∈
H−1/2(div∂Ωj , ∂Ωj), η ∈ H−1/2(div∂Ωi , ∂Ωi), as
aij1 [ψ, η;µ] = ikZ
∫
∂Ωi
∫
∂Ωj
Φk(x, y)ψ(y) · η(x) ds(y) ds(x), (3.2)
aij2 [ψ, η;µ] = −
iZ
k
∫
∂Ωi
∫
∂Ωj
Φk(x, y)divy ψ(y)divx η(x) ds(y) ds(x), (3.3)
and
f i[η;µ] = −
∫
∂Ωi
Einc(x;µ) · η(x) ds(x). (3.4)
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Using the unique solution of the system (2.13) and (2.10), we define the J exterior electric fields
Ei(x;µ) = ikZ (Sewi) (x;µ), x ∈ R3 \Ωi i = 1, . . . , J, (3.5)
such that the exterior field in (2.10) can be written as E =
∑J
i=1 Ei. Further, for well separated obstacles [27], for
each i = 1, . . . , J, Ei is the unique radiating solution of the Maxwell equation exterior to Ωi, that
curl curl Ei(x;µ) − k2Ei(x;µ) = 0, x ∈ R3 \Ωi, (3.6)
subject to the reflected wave perfect conductor boundary condition
(piT Ei)(x;µ) = −(piT Einc)(x;µ) −
J∑
j = 1
j , i
(piT Ej)(x;µ), x ∈ ∂Ωi. (3.7)
The term
∑J
j = 1
j , i
(piT Ej)(x;µ) represents the reflected waves impinging on the surface of the i-th obstacle from all other
obstacles in the multiple scatterer configuration. We will later use this physical interpretation to design an efficient
online part of the reduced basis algorithm for any parameter µ ∈ D, relying a iterative process that mimics this
physical picture.
For i = 1, . . . , J, corresponding to the i-th scatterer in the configuration Ω, letVh,i be anN-dimensional subspace
of H0(div∂Ωi , ∂Ωi) ⊂ H−1/2(div∂Ωi , ∂Ωi) based on the discretization mesh parameter h. In our case we choose the low-
est order complex Raviart-Thomas spaceVh,i = RT0(∂Ωh,i) spanned, for example, by the Rao-Wilton-Glisson (RWG)
basis as an approximation space defined on a mesh ∂Ωh,i on the surface ∂Ωi. Thus, letVh,i = span
{
φin : n = 1, . . . ,N
}
.
For µ ∈ D and j = 1, . . . , J, the boundary element Galerkin approximation wh,j(µ) ∈ Vh,j = RT0(∂Ωh,j) to the
unique solution wj(µ) of (3.1) resp. (2.14) is represented as
wh,j(x;µ) =
N∑
n=1
wjn(µ)φ
j
n(x), x ∈ ∂Ωj, j = 1, . . . , J. (3.8)
Note that the accuracy of the boundary element Galerkin approximation wh,j(µ) depends on N as well as a number
of physical variables, in particular the wave-number k. We therefore choose N to be large enough to ensure that the
surface currents wh,j(µ) are accurately enough represented for all wave-numbers k ∈ [k−, k+].
Using (3.1), for each fixed µ ∈ D, and j = 1, . . . , J, the boundary element Galerkin approximation wh,j(µ) ∈ Vh,j
is sought as solution of the discrete variational problem
J∑
j=1
aij[wh,j(µ), vh,j;µ] = f i[vh,j;µ], ∀vh,j ∈ Vh,i, i = 1, . . . , J, (3.9)
where, aij[·, ·;µ] : H−1/2(div∂Ωj , ∂Ωj) × H−1/2(div∂Ωi , ∂Ωi)→ C is defined as
aij[·, · ;µ] = aij1 [·, · ;µ] + aij2 [·, · ;µ]. (3.10)
Remark 2. For notational convenience we refer to the solution of (3.9) as the truth solution. This is meant to indicate
that N is assumed to be large enough to guarantee that the solution is accurate to within a user specific error
tolerance. In other words, we take this solution to be as close the exact solution as required to for the application of
interest.
Remark 3. The above framework can also be applied for the case of a single scatterer Ω. The problem then reads:
for each fixed µ ∈D, find wh(µ) ∈ RT0(∂Ωh) such that
a[wh(µ), vh;µ] = f [vh;µ], ∀vh ∈ RT0(∂Ωh), (3.11)
where a[wh(µ), vh;µ] := a11[wh(µ), vh;µ] and f [vh;µ] := f 1[vh;µ] in combination with Ω1 = Ω.
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Further, note that the matrix representation of (3.9) is given for each µ ∈D and i, j = 1, . . . , J by[
Mij(µ)
]
m,n
= aij[φin,φ
i
m;µ],
[
fi(µ)
]
m
= f i[φim;µ], [w
i(µ)]n = win(µ)
m = 1, . . . ,N , n = 1, . . . ,N . (3.12)
The unique solution of (3.9), for each µ ∈ D, can (at least in theory) be computed by solving the global JN × JN
linear system:
J∑
j=1
Mij(µ)wj(µ) = fi(P), i = 1, . . . , J. (3.13)
The above approach is prohibitively expensive if the electromagnetic scattering problem needs to be solved for many
times to model parametric variation across µ ∈ D. Indeed, even for a single fixed parameter µ, this approach is
not practically useful if J is large since the dimension N of the each of the J boundary element spaces can be large
(even for 1% accuracy) and that Mi j are dense complex matrices. We may avoid solving the coupled global system
by some iterative procedure [23] based on the observation in (3.5)–(3.6), but this approach also requires solving J
uncoupled N × N system of equations at each iteration. The large number of degrees of freedom of the boundary
element discretization for the three dimensional scattering problem likewise makes this expensive.
3.1. Boundary element model described on reference shapes
In this section, we reformulate problem (3.9) for particular geometric configurations that arise from the mapping
of reference shapes into the physical space using affine transformations. For sake of simplicity , we assume that each
obstacle Ωj is the image of an affine transformation Tj from only one reference shape D̂ onto Ωj, for each j = 1, . . . , J.
In particular, we assume that Tj : D̂ → Ωj is of the form Tj(xˆ) = γjBj xˆ + bj where γj ∈ R is a stretching/shrinking
factor, Bj ∈ R3×3 a rotation matrix and bj ∈ R3 a translation vector. As we will see in Section 6, the assumption of
just involving one type of reference element is not essential and different types of scatterers can be considered.
For j = 1, . . . , J, let P̂j : H−1/2(div∂Ωj , ∂Ωj) → H−1/2(div∂D̂, ∂D̂) denote the Piola transformation from the
physical surface ∂Ωj to the reference surface ∂D̂, defined as
(P̂iψ)(xˆ) = BTjψ(Tj(xˆ)), ψ ∈ H−1/2(div∂Ωj , ∂Ωj) xˆ ∈ ∂D̂, (3.14)
where Tj xˆ = γjBj xˆ + bj, with BTj = B
−1
j
. To show some properties of the Piola transformation, observe that the
normal resp. tangential vectors on ∂D̂ and ∂Ωj are linked through the following relation
Bjnˆ(xˆ) = n(Tj(xˆ)) and Bjνˆ(xˆ) = ν(Tj(xˆ)),
where n is the normal on ∂Ωj, nˆ the normal on ∂D̂ and ν resp. νˆ any one to one mapping of a tangential vector. The
Piola transformation conserves tangential functions: if ψ(x) · n(x) = 0 on ∂Ωj, then
(P̂jψ)(xˆ) · nˆ(xˆ) = [BTjψ(Tj(xˆ))] · [BTjn(Tj(xˆ))] = ψ(Tj(xˆ)) · n(Tj(xˆ)) = 0,
since Bj is a rotation matrix and Tj(xˆ) ∈ ∂Ωj.
Let us further be precise on how we build the boundary element truth approximation spaceVh,i. Given a mesh ∂D̂h
on the reference shape ∂D̂, we use the affine transformation Ti to construct a mesh ∂Ωi,h on the surface ∂Ωi. As an
approximation space on ∂Ωi we then choose, as already mentioned above, the lowest order complex Raviart-Thomas
space RT0(∂Ωi,h).
The degrees of freedom of RT0(∂D̂h) resp. RT0(∂Ωi,h) are conserved by the Piola transformation: For the lowest
order Raviart-Thomas space, edge fluxes are the appropriate degrees of freedom. Let eˆ be any edge of the mesh of the
surface ∂D̂h of the element Ê, i.e. eˆ ⊂ ∂Ê. Let e and E be the corresponding edge and element on the physical mesh
∂Ωi,h. Let νˆeˆ and νe be the outer normal of the element Ê resp. E on the edge eˆ resp. e. In addition, let φ̂ fˆ and φ f be
the basis functions of RT0(∂D̂h) resp. RT0(∂Ωi,h) associated to the edge fˆ resp. f satisfying φ̂ fˆ = P̂iφ f . Then, φ f
satisfies ∫
e
φ f (x) · νe(x) = δe f
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and hence using integration by substitution with the affine mapping Ti from eˆ to e, we have∫
eˆ
φ̂ fˆ (xˆ) · νeˆ(xˆ) = γi
∫
eˆ
BTiφ f (Ti(xˆ)) · BTi νe(Ti(xˆ))
= γi
∫
eˆ
φ f (Tj(xˆ)) · νe(Ti(xˆ)) =
∫
e
φ f (x) · νe(x) = δe f = δeˆ fˆ .
Thus the dimension of the boundary element space for the i-th obstacle in the configuration is N (independent of i),
the dimension of RT0(∂D̂h).
Since the Piola transform P̂j is an isomorphism between H0(div∂Ωj , ∂Ωj) and H0(div∂D̂, ∂D̂), we can reformulate
problem (3.9) as a problem with the computational domain ∂D̂ only.
To do so we first map the sesquilinear forms in (3.2)–(3.3) to the reference surface ∂D̂. Let ψ ∈ H−1/2(div∂Ωj , ∂Ωj),
η ∈ H−1/2(div∂Ωi , ∂Ωi), i, j = 1, . . . , J. Using (3.2) and integration by substitution with x = Ti(xˆ) and y = Tj(yˆ)
yields
aij1 [ψ, η;µ] = ikZγiγj
∫
∂D̂
∫
∂D̂
Φ̂
ij
k (xˆ, yˆ)(Bjψ̂j(yˆ)) · (Biη̂i(xˆ)), ds(yˆ) ds(xˆ). (3.15)
where,
Φ̂
ij
k (xˆ, yˆ) = Φk(Ti(xˆ),Tj(yˆ)), ψ̂j(yˆ) = (P̂jψ)(yˆ), η̂i(xˆ) = (P̂iη)(xˆ), xˆ, yˆ ∈ ∂D̂. (3.16)
Similarly, using (3.3) we get
aij2 [ψ, η;µ] = −
iZγiγj
k
∫
∂D̂
∫
∂D̂
Φ̂
ij
k (xˆ, yˆ)divy ψ(Tj(yˆ))divx η(Ti(xˆ)) ds(yˆ) ds(xˆ), (3.17)
Observe that ∇y = γ−1j Bj∇yˆ and thus the surface divergence can be written as
divy ψ(Tj(yˆ)) =
[
∇y − n(Tj(yˆ)) n(Tj(yˆ)) · ∇y
]
· ψ(Tj(yˆ))
= γ−1j
[
Bj∇yˆ − Bjn̂(yˆ) Bjn̂(yˆ) · Bj∇yˆ
]
· Bjψ̂j(yˆ)
= γ−1j
[
∇yˆ − nˆ(yˆ) nˆ(yˆ) · ∇yˆ
]
· ψ̂j(yˆ)
= γ−1j divyˆ ψ̂j(yˆ). (3.18)
Using (3.15)–(3.18) in (3.10),
aij[ψ, η;µ] = âij[ψ̂j, η̂i;µ], (3.19)
where for ψ̂, η̂ ∈ H−1/2(div∂D̂, ∂D̂),
âij[ψ̂, η̂;µ] = ikZγiγj
∫
∂D̂
∫
∂D̂
Φ̂
ij
k (xˆ, yˆ)
(
(Bjψ̂(yˆ)) · (Biη̂(xˆ)) − 1k2γiγj divyˆ ψ̂(yˆ)divxˆ η̂(xˆ)
)
ds(yˆ) ds(xˆ).
(3.20)
Similarly, using (3.4) and Tj : ∂D̂→ ∂Ω j, the input source function in (3.1) can be written, for i = 1, . . . , J, as
f i[η;µ] = fˆ i [̂ηi;µ], (3.21)
where for η̂ ∈ H−1/2(div∂D̂, ∂D̂),
fˆ i [̂η;µ] = −γi
∫
∂D̂
BTi E
inc(Ti(xˆ);µ) · η̂(xˆ) ds(xˆ). (3.22)
We therefore denote V̂h = RT0(∂D̂h) and reformulate the truth approximation as: for each fixed µ ∈ D, and j =
1, . . . , J, find ŵh,j(µ) ∈ V̂h such that
J∑
j=1
âij[ŵh,j(µ), v̂h;µ] = fˆ i [̂vh;µ], ∀ v̂h ∈ V̂h, i = 1, . . . , J. (3.23)
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The physical unknown wh,j(µ) is then obtained using the inverse P̂−1j of the Piola transformation, i.e., wh,j(µ) =
P̂−1
j
ŵh,j(µ). This reformulation of the underlying boundary element problem will be fundamental in the upcoming
design of the reduced basis method.
4. The Reduced Basis Method
We consider the parametrized multiple scattering model introduced in Section 3. The parameters of this model
consist of the wavenumber, the angle of the incident plane wave, it’s polarization and the geometrical configuration of
the different scatterers. The goal of this section is to construct a model for this parametrized problem that results in an
input-output procedure where the inputs are the parameter values and the output consists of the corresponding radar
signature (RCS). This model should respond accurately and be efficient, where we define efficiency in this context
to mean that the complexity of the input-output procedure is independent of the dimension of the boundary element
space.
We continue to make the assumption that all obstacles Ωi are images of the reference geometry Dˆ under an affine
transformation Ti. The framework that we present is nevertheless general enough so that it can be extended to cases
where several reference shapes are considered. However, this substantially increases technical details, notation etc
and we limit the discussion here to simply demonstrate the ability to do so in the examples in Section 6.
The overall strategy of the Reduced Basis Method in context of multiple obstacles reads as follows:
1. Assemble a reduced basis V̂N for a reference geometry Dˆ that is trained to respond accurately for all angles of
the incident plane wave, its polarization and wave numbers in a certain region [k−, k+]\K(Dˆ).
2. Using the affine transformation Ti, map the reduced basis V̂N onto the physical obstacles Di where they are
established as solution spaces VN,i. In view of Section 3.1, we can solve the globally coupled problem directly
on the reference shape using the solution space V̂N .
3. Using an iterative scheme based on the operators acting on the reduced basis VN,i (instead on Vh,i), we solve
the multi-object scattering problem in an iterative manner.
We seek to combine the advantages of an iterative physically intuitive scheme and a model reduction. The fundamental
idea behind this approach is that the reflected wave from one scatterer to the other can be approximated by a linear
combination of plane waves. The expected limitations of this approach is of course when two obstacle are close to
each other. In this case the reflection waves can no more be accurately approached by a linear combination of plane
wave, and the approach will fail to produce accurate results.
Before we introduce the reduced model for the coupled system, let us first introduce the reduced basis method for
a single obstacle as this will be needed for the above stated point 1.
4.1. The Reduced Basis Method for single obstacle scattering problems
Let us restrict our attention to the case of one single scatterer D̂, in this case the reference obstacle. We refer to
[22] for a detailed discussion of the Reduced Basis Method for single obstacle problems. As introduced in Section
3 the parameters are denoted by µ = (k, d˜inc, pinc) ∈ D ⊂ R7. Since we are only dealing with a single scatterer we
drop the index i, used to indicate the index of the scatterer. The first step of the reduced basis method consists then of
providing a subspace V̂N of the boundary element space V̂h = RT0(∂D̂h) that is an approximation of the parametrized
solution space
Mh = {wh(µ) | ∀µ ∈D},
where the Galerkin solutions wh(µ) ∈ V̂h are the solutions of (3.11) with Ω = D̂.
For a given reduced basis space V̂N ⊂ V̂h, the reduced basis approximation solves: for a fixed µ ∈ D, find
wN(µ) ∈ VN such that
a[wN(µ), ξn;µ] = f [ξn;µ], ∀n = 1, . . . ,N, (4.1)
where {ξn}Nn=1 is a basis of V̂N . More precisely, the reduced basis space V̂N is the span of particular “snapshots”, i.e.
V̂N = span{wh(µn) | n = 1, . . . ,N}.
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The choice of the sample points {µn}Nn=1 is based on a greedy selection over the parameter domain and involves a
residual based a posteriori error estimation of the error between the reduced basis approximation wN(µ) and the
“truth” approximation wh(µ). Additionally, a Gram-Schmidt orthonormalization is used to obtain a orthonormal basis
{ξn}Nn=1 for V̂N . The greedy algorithm requires only N times solving a full boundary element computation (3.11). We
refer to [22] for more details.
With the reduced basis approximation (4.1) now being defined, we focus on the fast/efficient implementation of
the solution of (4.1). If the corresponding linear system is solved as stated, the assembling time of the matrix and
right hand side depends on the dimension N of the boundary element space V̂h. To overcome this, let us furthermore
assume that the sesquilinear form a[·, ·;µ] and the linear form f [·;µ] is expressed on through the following affine
decomposition:
a[w, v;µ] =
Qa∑
q=1
θa,q(µ) aq[w, v], (4.2)
f [v;µ] =
Qf∑
q=1
θf,q(µ) fq[v], (4.3)
for all w, v ∈ V̂h.
Satisfying this affine assumption brings the following advantage: Once the reduced basis V̂N is known, the matri-
ces Aq and vectors fq corresponding to the parameter independent forms aq and fq can be precomputed once and for
all. Observe that the matrices Aq are of size N×N and the vectors fq of size N independent of µ. For any new parame-
ter value µ the matrix Aµ and vector fµ corresponding to the forms a[·, ·;µ] and f [·;µ] can be assembled independently
on the dimension N of the boundary element space V̂h, i.e.,
Aµ =
Qa∑
q=1
θa,q(µ) Aq, and fµ =
Qf∑
q=1
θf,q(µ) fq.
Then, the reduced basis approximation is obtained by solving the linear system
Aµ wµ = fµ
and writing wN(x,µ) =
∑N
n=1 w(µ)n ξn(x). The whole process of assembling the matrix, right hand side and solving
the linear system is independent of the dimension N of the boundary element space V̂h.
We observe that the affine assumption fails in the case the EFIE this decomposition
a[w, v;µ] = ikZ
∫
∂D̂
∫
∂D̂
Φk(x, y)
(
w(y) · v(x) − 1k2 divw(y)div v(x)
)
ds(y) ds(x),
f [v;µ] = −
∫
∂D̂
Einc(x;µ) · v(x) ds(x),
due to the presence of the kernel function resp. the nature of the incident field. Since this is at the very core of the
efficiency of the method, we will return to this particular issue in more detail in Section 5. For now, we ask the reader
to simply accept that this can be overcome to an desired accuracy.
To summarize, the method consists of two main parts, the Oﬄine- and the Online-part. During the Oﬄine part,
we spend some time exploring the solution space Mh empirically. Once this task is completed we precompute the
N×N-dimensional matrices Aq and the N-dimensional vectors fq. During the Online-part, where we expect to evaluate
the solution for many parameter values, for each new parameter value µ we determine the scalar coefficients θa,q(µ),
θf,q(µ) before we build the matrix Aµ and the vector fµ and solve the N-dimensional linear system. Since in practis
N  N , the Online part is computationally very inexpensive.
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4.2. Online multiple scattering iterative algorithm
Given a reference shape D̂ and having carried out the (computationally intensive) oﬄine procedure as described
in Section 4.1, we now seek to solve the actual multiple scattering problem online for (i) any choice of parameter
in µ ∈ D (with components being the wavenumber, incident direction, and polarization of the incident wave); (ii)
any configuration consisting of a number of well separated J obstacles (with each being a stretch/shrink, rotation,
and translation of D̂); and hence (iii) compute the RCS of the configuration for any receiver direction. This online
procedure is cheap and uses data from the oﬄine computation.
We recall the electric far- and scattered-field representations of the multiple electromagnetic scattering problem in
(2.9)–(2.10), for any µ ∈ D, where w(µ) = ∑Ji=1 wi(µ), with the surface current wi ∈ H−1/2(div∂Ωi , ∂Ωi) on the i-th
obstacle, for i = 1, . . . , J, satisfying the J-coupled system in (3.1). Relying on the approximation scheme (3.23), we
restrict the solution space to the previously assembled reduced basis space V̂N (instead of V̂h) from Section 4.1 to get:
for each fixed µ ∈D, and j = 1, . . . , J, find ŵN,j(µ) ∈ V̂N such that
J∑
j=1
âij[ŵN,j(µ), v̂N ;µ] = fˆ i [̂vN ;µ], ∀ v̂N ∈ V̂N , i = 1, . . . , J. (4.4)
The physical surface current on ∂Ωi is recovered by applying the inverse Piola transformation wN,i = P̂−1i ŵN,i for
each i = 1, . . . , J. Alternatively, this can be interpreted as solving (3.9) using the restricted spaces VN,i = P̂−1i V̂N .
For any choice of µ ∈ D, one first approach is to solve the resulting JN × JN system described by (4.4). Al-
though this new reduced basis approach leads to substantial reduction in degrees of freedom compared to the standard
boundary element method described in Section 3, this approach is not efficient when the number of J of obstacles is
large.
Instead we propose an efficient online approach that exploits that this system can be solved in an iterative manner,
inspired inspired the physical insight of the multiple scatterer configuration in which reflections from the rest of
the scatterers impact the local scatterer many times. We express this as the surface current for each particle being
represented by the series
ŵN,i(µ) =
∞∑
`=1
ŵ(`)N,i(µ), i = 1, . . . , J, (4.5)
where the sequence of ŵ(`)N,j(µ) satisfies
âii[ŵ(1)N,i, v̂N ;µ] = fˆ
i [̂vN ;µ], ∀̂vN ∈ V̂N , i = 1, . . . , J. (4.6)
and
âii[ŵ(`+1)N,i , v̂N ;µ] = −
J∑
j = 1
j , i
âij[ŵ(`)N,i, v̂N ;µ] ∀̂vN ∈ V̂N , ` = 1, 2, 3, . . . . (4.7)
We truncate this series for a finite number L of reflections since in practice, for well separated obstacles, the intensity
of such reflections will reduce after some iterated reflections. Notice that each reflection ŵ(`)N,i can be expressed in
terms of the reduced basis {ξn}Nn=1, thus
ŵ(`)N,i(x;µ) =
N∑
n=1
w(`)n,i(µ) ξn(x).
The series is truncated for a value of L such that for a prescribed tolerance level tol,
max
1≤i≤J
max
1≤n≤N
∣∣∣w(L)n,i(µ) − w(L−1)n,i (µ)∣∣∣ < tol
and define the iterative reduced basis approximation (on the reference surface) as
ŵN,L(x;µ) =
J∑
j=1
L∑
l=1
ŵ(`)N,i(x;µ), x ∈ ∂Ω =
J⋃
j=1
∂Ωj. (4.8)
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Having computed the solutions ŵ(`)N,i of (4.8), using (4.6)–(4.7), we compute the reduced basis approximation to the
surface current in (2.9)–(2.10), as
wN,L(x;µ) =
J∑
j=1
L∑
l=1
(
P̂−1i ŵ(`)N,i
)
(x;µ), x ∈ ∂Ω =
J⋃
j=1
∂Ωj. (4.9)
The final task in the online process is the computation of the RCS of the configuration for any parameter d˜rcs, using
(5.46). We compute the approximation to the RCS of the total configuration as
RCS[wN,L; d˜rcs,µ] = 10 log10
4pi |E∞[wN,L; d˜rcs,µ]|2|pinc|2
 , (4.10)
based on (2.9).
5. Decompositions of parameter dependent operators
As for the single obstacle case, described in section 4.1, a crucial ingredient in the efficient solution of the iterative
reduced basis scheme (4.6)-(4.7), i.e., independent on N = dim(V̂h), is the affine decomposition to separate the
parameter and x-variable dependence (analogous to (4.2)-(4.3)) in the sesquilinear and linear forms involved. Note
that without an affine decomposition, the forms involved in (4.6)-(4.7) need to be reassembled for each new parameter
value. This process depends on N . The affine decomposition allows to precompute certain parameter independent
quantities (that are expensive to compute since the operation count depends on N) in the Oﬄine stage once and for
all.
As mentioned previously, such an affine decomposition is not feasible in our case and we need to seek an approx-
imation to enable this. For this, the Empirical Interpolation Method (EIM) [28, 29] plays a crucial role as it allows
is express the operators and sources through an affine decomposition to any accuracy needed for the application of
interest. In the general setting, let µ be a generic parameter value contained in a chosen parameter set. The EIM is a
tool to approximate parameter dependent functions F (· ;µ), to any required accuracy, using an affine decomposition
of the form
F (· ;µ) ≈ (IF )(· ;µ) =
M∑
p=1
βp(µ)F (· ;µp)
where the parameter sample values {µp} in the EIM are chosen by a greedy algorithm and for each new parameter
value µ, the coefficients βp(µ) are obtained by solving a lower triangular M dimensional linear system, see [28, 29]
for details.
In the following, we explain in detail how each form involved in (4.6)-(4.7) and (5.47) can be approximated using
this approach.
5.1. Decomposition of sesquilinear forms
For any fixed µ ∈ D, and i, j = 1, . . . , J with i , j, interaction between the J obstacles in the configuration,
through electromagnetic waves, are represented by the J2 − J sesquilinear forms âij[ψ̂, η̂;µ] : H−1/2(div∂D̂, ∂D̂) ×
H−1/2(div∂D̂, ∂D̂) → C, defined in (3.20). The parameters governing these forms are: (i) wavenumber (k); (ii)
stretch/shrink (γi, γj); (iii) rotation (Bi,Bj); and (iv) translation (bi, b j).
For ψ̂, η̂ ∈ H−1/2(div∂D̂, ∂D̂), one easily sees that
(Bjŵ(yˆ)) · (Bîv(xˆ)) =
3∑
l,n=1
[ŵ(yˆ)]l [Bij]l,n [̂v(xˆ)]n, (5.1)
where Bij := BTiBj ∈ S O(3) is also a rotation matrix. Hence the key to get the affine decomposition of the interactive
sesquilinear forms (3.20) is to get an additive variable and parameter separation of the non-singular kernel functions
Φ̂
ij
k (xˆ, yˆ) = Φk(Ti(xˆ),Tj(yˆ)) =
eik|Ti(xˆ)−Tj(yˆ)|
4pi|Ti(xˆ) − Tj(yˆ)| , i, j = 1, . . . , J, i , j. (5.2)
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We have
Ti(xˆ) − Tj(yˆ) = γiBi xˆ + bi − γjBj yˆ − bj = γiBi
[
xˆ − γj
γi
Bij yˆ + 1γi B
T
i (bi − bj)
]
and hence
|Ti(xˆ) − Tj(yˆ)| = γi|xˆ − γijBij yˆ + cij|, γij := γjγi , cij := 1γi BTi (bi − bj). (5.3)
Let
k ∈ [k−, k+], γi ∈ [γ−, γ+], bi ∈ B(R+), i = 1, . . . , J, (5.4)
for some positive constants k−, k+, γ−, γ+,R+, and B(R+) is a ball of radius R+ containing the full multiple scatterer
configuration Ω =
⋃J
j=1 Ωj. Let 0 < R̂+ < R+ be such that B(R̂+) is the smallest ball of radius R̂+ containing the
reference obstacle D̂.
Using (5.2)–(5.4), and for Ω consisting only of well separated obstacles, without loss of generality, we assume
that
γ−k− ≤ γik ≤ γ+k+, γ
−
γ+
≤ γij ≤ γ
+
γ−
, cij ∈ B
(
2R+
γ−
)
\B
(
(1 +
1
γ+
)R̂+
)
. (5.5)
Consequently, we define the parametrized function
G(xˆ, yˆ; k, γ,B, c) = e
ik|xˆ−γByˆ+c|
4pi|xˆ − γByˆ + c| , xˆ, yˆ ∈ D̂, (k, γ,B, c) ∈D1, (5.6)
where the form parameter spaceD1 ⊂ R7 is given by
D1 = [k−γ−, k+γ+] × [γ−
γ+
,
γ+
γ−
]
× S O(3) ×
[
B
(
2R+
γ−
)
\B
(
(1 +
1
γ+
)R̂+
)]
. (5.7)
Using (5.2), (5.3), and (5.6),
Φ̂
ij
k (xˆ, yˆ) =
eik|Ti(xˆ)−Tj(yˆ)|
4pi|Ti(xˆ) − Tj(yˆ)| = γ
−1
i G(xˆ, yˆ; kγi, γij,Bij, cij). (5.8)
Applying the EIM to the non-singular kernel G(·, · ; k, γ,B, c) yields MG sample points {km, γm,Bm, cm}MGm=1 ∈ D1 and
MG coefficient functions defined onD1 and hence the interpolant
(IG)(xˆ, yˆ; k, γ,B, c) =
MG∑
m=1
αGm(k, γ,B, c)Gm(x, y), Gm(x, y) := G(x, y; km, γm,Bm, cm). (5.9)
Using the EIM interpolant, we approximate the interactive kernel (5.8), to any required accuracy, as
Φ̂
ij
k (xˆ, yˆ) ≈ Φ̂ijk,MG (xˆ, yˆ) := γ−1i (IG)(xˆ, yˆ; k, γ,B, c), xˆ, yˆ ∈ D̂, (k, γ,B, c) ∈D1. (5.10)
For i, j = 1, . . . , J, approximating Φ̂ijk in (3.20) by Φ̂
ij
k,MG and using (5.1), we get
âij[ψ̂, η̂;µ] ≈ âijMG [ψ̂, η̂;µ], µ ∈D1, (5.11)
where for ψ̂, η̂ ∈ H−1/2(div∂D̂, ∂D̂), i, j = 1, . . . , J, and i , j,
âijMG [ψ̂, η̂;µ]
= ikZγj
MG∑
m=1
αGm(kγi, γij,Bij, cij)

3∑
t,t=1
(BTjBi)t,t
[
R̂1[ψ̂, η̂; m]
]
t,t
− 1
k2γiγj
R̂2[ψ̂, η̂; m]
 ,
(5.12)
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and for m = 1, . . .MG, l, n = 1, 2, 3[
R̂1[ψ̂, η̂; m]
]
l,n
=
∫
∂D̂
∫
∂D̂
Gm(x, y)[ψ̂(yˆ)]l [̂η(xˆ)]n ds(yˆ) ds(xˆ), (5.13)
R̂2[ψ̂, η̂; m] =
∫
∂D̂
∫
∂D̂
Gm(x, y) divyˆ ŵ(yˆ)divxˆ v̂(xˆ) ds(yˆ) ds(xˆ). (5.14)
It is important to note that the sesquilinear forms in (5.13)–(5.14) are independent of the number, shape, location of
the obstacles in the multiple scatterer configuration and the wavenumber k. If we replace ψ, η in (5.13)–(5.14) by
finitely many basis functions, the associated matrices can be computed in parallel (with respect to the MG EIM sample
points) before simulating the multiple electromagnetic wave interactions for any parameter µ ∈ D and number of
scatterers in the configuration.
Remark 4. In the simplified case where the geometry of the multiple scatterer depends only of translations (that is,
Bi = I, γi = 1, for all i = 1, . . . , J), for the above EIM we can define a simpler parameter dependent function
G(x; k, c) = e
ik|x+c|
4pi|x + c|
with x ∈ B(2R̂+) and c ∈ B (R+) \B(2R̂+). The affine decomposition is then satisfied in a similar but simpler form.
5.2. Decomposition of the forms of the individual scatterers
We consider the mass sesquilinear forms âii(ŵ, v̂;µ) for i = 1, . . . , J. This is a simpler case as compared to the
one discussed in the previous section. For i = 1, . . . , J, we have
Φ̂iik (xˆ, yˆ) = Φk(Ti(xˆ),Ti(yˆ)) =
eik|Ti(xˆ)−Ti(yˆ)|
4pi|Ti(xˆ) − Ti(yˆ)| =
eikγi |xˆ−yˆ|
4piγi|xˆ − yˆ| = γ
−1
i M(|xˆ − yˆ|; γik), (5.15)
where
M(r; k?) = e
ik?r
4pir
, r ∈ [0, 2R̂+], k? ∈ [γ−k−, γ+k+]. (5.16)
We have
M(r; k?) =M(r; 0) +M1(r; k?), M1(r; k?) := e
ik?r − 1
4pir
, (5.17)
with only the non-singular partM1(r; k?) of the kernelM(r; k?) depending on the parameter. Applying the EIM to
M1(·; k?) yields MM sample points km ∈ [γ−k−, γ+k+] and coefficient functions αMm (k?), for m = 1, . . . ,MM. Thus
with k0 = 0, α0(k?) = 1, we obtain the EIM-based approximation of the singular kernel (of the reference obstacle)
M(r; k?) ≈ (IM)(r; k?) =
MM∑
m=0
αMm (k
?)Mm(r), Mm(r) :=M(r; km). (5.18)
Hence, for i = 1, . . . , J, we approximate the sesquilinear form corresponding to the i-th scatterer in the configuration
as
aii[ψ̂, η̂;µ] ≈ âiiMM [ψ̂, η̂;µ] = ikZγi
MM∑
m=0
αMm (kγi)
â1[ψ̂, η̂; m] − 1k2γ2
i
â2[ψ̂, η̂; m]
 , (5.19)
where for m = 0, . . . ,MM,
â1[ψ̂, η̂; m] =
∫
∂D̂
∫
∂D̂
Mm(|x − y|; km)ψ̂(yˆ) η̂(xˆ) ds(yˆ) ds(xˆ), (5.20)
â2[ψ̂, η̂; m] =
∫
∂D̂
∫
∂D̂
Mm(|x − y|; km) divyˆ ŵ(yˆ)divxˆ v̂(xˆ) ds(yˆ) ds(xˆ). (5.21)
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If we consider the single obstacle electromagnetic scattering problem with D̂ being the scatterer (and the wavenumber
parameter domain in [γ−k−, γ+k+]) and apply the EIM to the associated electric field integral equation sesquilinear
form in two parts, the resulting sesquilinear forms (that are independent of the wavenumber) are precisely those in
(5.20)–(5.21). Thus, if â[ψ̂, η̂;µ] is the sesquilinear form for electromagnetic scattering by the single obstacle D̂, then
for ψ̂, η̂ ∈ H−1/2(div∂D̂, ∂D̂),
â[ψ̂, η̂;µ] = ikZ
∫
∂D̂
∫
∂D̂
Φk(xˆ, yˆ)
(
(ψ̂(yˆ)) · (̂η(xˆ)) − 1
k2
divyˆ ψ̂(yˆ)divxˆ η̂(xˆ)
)
ds(yˆ) ds(xˆ), (5.22)
and the associated affine decomposition is given by
â[ψ̂, η̂;µ] ≈ âMM [ψ̂, η̂;µ] = ikZ
MM∑
m=0
αMm (k)
{
â1[ψ̂, η̂; m] − 1
k2
â2[ψ̂, η̂; m]
}
. (5.23)
5.3. Decomposition of the input source term
Motivated by the representation of the incident field in (2.1), we consider the scalar valued function
F (xˆ; k, d˜inc) = eikxˆ·d˜inc , xˆ ∈ D̂, (k, d˜inc) ∈ [γ−k−, γ+k+] × S 2, (5.24)
and its EIM approximation
F (xˆ; k, d˜inc) ≈ (IF )(xˆ; k, d˜inc) =
MF∑
m=1
αFm (k, d˜inc) e
ikm xˆ·d˜m . (5.25)
For i = 1, . . . , J, using Ti(xˆ) = γiBi xˆ + bi, the incident wave part of the integrand in (3.22) has the form
BTi E
inc(Ti(xˆ);µ) = BTi pinc e
ikbi·d˜inc eikγiBi xˆ·d˜inc = BTi pinc e
ikbi·d˜inc eikγi xˆ·B
T
i
d˜inc . (5.26)
Hence using (5.25) in (5.26), we obtain
BTi E
inc(Ti(xˆ);µ) ≈ BTi pinc eikbi·d˜inc
MF∑
m=1
αFm (γik,B
T
i d˜inc) e
ikm xˆ·d˜m . (5.27)
The source term in (3.22) can be approximated using the affine decomposition
f̂ i [̂η;µ] ≈ f̂ iMF [̂η;µ] = −
MF∑
m=1
γi eikbi·d˜inc αFm (γik,B
T
i d˜inc) B
T
i pinc · f̂ [̂η; m], (5.28)
where
f̂ [̂η; m] =
∫
∂D̂
eikm xˆ·d˜m η̂(xˆ) ds(xˆ), m = 1, . . . ,MF . (5.29)
As in Section 5.2, it is important to observe that for electromagnetic scattering by the single obstacle D̂, with source
function denoted by f̂ [̂η;µ], for η̂ ∈ H−1/2(div∂D̂, ∂D̂), we have
f̂ [̂η;µ] = −
∫
∂D̂
Einc(xˆ;µ) · η̂(xˆ) ds(xˆ), (5.30)
and its associated EIM-based affine decomposition is given by
f̂ [̂η;µ] ≈ f̂MF [̂η;µ] = −
MF∑
m=1
αFm (k, d˜inc) pinc · f̂ [̂η; m]. (5.31)
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5.4. Decomposition of output RCS functionals
The main parameter dependent output functional of interest in electromagnetic scattering is the radar signature.
Recall from (2.8)–(2.9) that the surface current dependent RCS is given by
RCS[w; d˜rcs,µ] = 10 log10

4pi
∣∣∣∣E∞[w; d˜rcs,µ]∣∣∣∣2
|pinc|2
 (5.32)
where E∞ is a linear functional of the unique surface current solution of (2.13), given by
E∞[w; d˜rcs,µ] =
J∑
j=1
ikZ
∫
∂Ωj
d˜rcs × (wj(x) × d˜rcs) eikx·d˜rcs ds(x) =:
J∑
j=1
Ej∞[wj; d˜rcs,µ]. (5.33)
Using the transformation Tj and writing x ∈ ∂Ω j as x = γjBj xˆ + bj, and wj ∈ H−1/2(div∂Ωj , ∂Ωj) as wj = P̂−1j ŵ, we
get
Ej∞[wj; d˜rcs,µ]
= Êj∞[ŵ; d˜rcs,µ] = ikZγj eikbj·d˜rcs d˜rcs ×
(
Bj
∫
∂D̂
ŵ(xˆ) eikγj xˆ·B
T
j
d˜rcs ds(xˆ) × d˜rcs
)
.
(5.34)
Using the EIM-interpolant (5.25) in (5.34) we obtain an affine decomposition approximation to the RCS, for any
required accuracy, as
Êj∞[ŵ; d˜rcs,µ] ≈ Êj∞,MF [ŵ; d˜rcs,µ] =
MF∑
m=1
θj∞,m(µ, d˜rcs) × f̂[ŵ; m] × BTj d˜rcs, (5.35)
where f̂ is given by (5.29) and
θj∞,m(µ, d˜rcs) = ikZγj αFm (γjk,B
T
j d˜rcs) e
ikbj·d˜rcs BTj d˜rcs, j = 1, . . . , J, m = 1, . . . ,MF . (5.36)
5.5. Summary and computational cost
Through judicious choice of various parameter dependent functions in the electromagnetic scattering problem
and their EIM-interpolants, we have demonstrated that two/four-dimensional surface integrals in multiple scattering
interactive/individual sesquilinear forms and input/output operators can be, approximately, reduced to the evaluation
of integrals only on the surface of the reference obstacle D̂ with associated integrands independent of (i) the number
of scatteres, shapes, and locations; and (ii) all parameters in the large parameter space governing the parameterized
electromagnetic scattering problem.
Let us summarize the developments of the previous sections and provide an overview of the algorithm and its
computational cost.
Oﬄine procedure: In the Oﬄine procedure, a reduced basis V̂N is assembled for the reference shape ∂D̂ following
the lines of Section 4.1. It is worth noticing that the affine decompositions developed therein, based on the EIM as
described in Section 5.2 and 5.3, can be reused for assembling the mass matrices and right hand sides in the problem
with multiple scatterers. Indeed, given the basis {̂ξr}Nr=1 of the reduced basis space V̂N , we can use the precomputed
matrices associated to the parameter independent forms
[̂Am1 ]r,s = â1[̂ξr, ξ̂s; m],
[̂
Am2
]
r,s
= â2[̂ξr, ξ̂s; m], r, s = 1, . . . ,N, m = 0, . . . ,MM, (5.37)
and the following three dimensional vectors
F̂
m
s = f̂ [̂ξs; m], s = 1, . . . ,N, m = 1, . . . ,MF . (5.38)
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Further, following the lines of Section 5.1, an EIM is required to get MG EIM-sample points {km, γm,Bm, cm}MGm=1 ∈D1
which allows to precompute the reflection matrices
R̂1
m
t,t =
[
R̂1[̂ξr, ξ̂s; m]
]
t,t
, R̂2
m
t,t = R̂2[̂ξr, ξ̂s; m], r, s = 1, . . . ,N, m = 1, . . . ,MG. (5.39)
Online procedure: For any new parameter value, for the first iteration (4.6) (` = 1) of the reduced basis iterative
scheme, the impact on each obstacle is chosen to be only from the initial incident wave Einc. Hence using (5.19)–(5.21)
and (5.28), we solve J uncoupled (parallel) N dimensional linear systems
âiiMM [ŵ
(1)
N,i, v̂N ;µ] = f̂
i
MF [̂vN ;µ], ∀̂vN ∈ V̂N , i = 1, . . . , J. (5.40)
Using (5.19) and (5.28), we are required to set up and solve the associated N dimensional system
Aiŵ
(1)
i
= −
MF∑
m=1
γi eikbi·d˜inc αFm (γik,B
T
i d˜inc)F
m,i, i = 1, . . . , J, (5.41)
where
Ai = ikZγi
MM∑
m=0
αMm (kγi)
Âm1 − 1k2γ2
i
Âm2
 , [Fm,i]s = BTi pinc · F̂ms n = 1, . . . ,N. (5.42)
In (5.41)–(5.42), for each i = 1, . . . , J, setting up the coefficients αFm (γik,BTi d˜inc) and α
M
m (kγi), respectively, requires
the solution of MF and MM dimensional lower triangular linear systems, using the EIM-based interpolation matrices.
The subsequent iterations (4.7) are computed by incorporating reflections from other obstacles and solving the
uncoupled systems (using the affine decomposition (5.12)), for each i = 1, . . . , J:
âiiMM [ŵ
(`+1)
N,i v̂N ;µ] = −
J∑
j = 1
j , i
âijMG [ŵ
(`)
N,i, v̂N ;µ], ∀̂vN ∈ V̂N , ` = 1, . . . , L − 1. (5.43)
That means that for each ` = 1, . . . , L − 1, having computed ŵ(`)N (by solving J uncoupled N dimensional linear
systems), we compute ŵ(`+1)N by solving similar N dimensional systems with stiffness matrix Ai corresponds to the i-
th particle in the configuration and the source term corresponds to the reflected interactive waves from other particles
impinging on the i-th particle obstacle, for i= 1, . . . , J:
Aiŵ
(`+1)
i
= −ikZ
J∑
j = 1
j , i
γj
MG∑
m=1
αGm(kγi, γij,Bij, cij)
[
Rmijŵ
(`)
i
]
, ` = 1, . . . , L − 1, (5.44)
where, for m = 1, . . . ,MG, the N ×N reflection matrix Rmij can be easily setup using (5.12) and from the stored oﬄine
matrices in (5.39) as
Rmij =
3∑
t,t=1
(BTjBi)t,tR̂1
m
t,t −
1
k2γiγj
R̂2
m
, i, j = 1, . . . , J, i , j. (5.45)
We note that setting up αGm(kγi, γij,Bij, cij) in (5.44) for each i, j = 1, . . . , J, i , j requires the solution of a
EIM-based MG dimensional triangular linear system.
Recall that having computed the solution vector ŵ(L)
i
of (5.44), we compute the reduced basis approximation to
the surface current in (2.9)–(2.10) for any µ ∈D, as
wN,L(x;µ) =
J∑
i=1
(P̂−1i ŵLi)(x;µ), x ∈ ∂Ω =
J⋃
j=1
∂Ωj. (5.46)
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Finally, the RCS of the configuration for any parameter d˜rcs, using (5.46) with minimal computational effort can be
computed. We recall (5.32)–(5.36) and (5.29) and compute the online approximation to the RCS of the configuration
using
RCS[wN,L; d˜rcs,µ] = 10 log10
4pi |E∞,MF [wN,L; d˜rcs,µ]|2|pinc|2
 , (5.47)
where
Ê∞,MF [wN,L; d˜rcs,µ] =
J∑
j=1
N∑
n=1
MF∑
m=1
ŵ(L)s,jθ
j
∞,m(µ, d˜rcs) × [BjF̂mn ] × BTj d˜rcs, (5.48)
with setting up θj∞,m(µ, d˜rcs), given by (5.36), requires solution of a EIM-based MF dimensional triangular linear
system for each i, j = 1, . . . , J, i , j, and F̂
m
n being computed oﬄine as described in (5.38).
The inexpensive online computation is dominated only by solutions of smaller linear systems and can be summa-
rized as:
• Solutions of J uncoupled (MM + MF ) lower triangular systems to set up (5.41).
• Solutions of J uncoupled N dimensional dense linear systems (5.41)
• Solutions of J2 − J uncoupled MG lower triangular systems to set up (5.44).
• Solutions of J uncoupled N dimensional dense linear systems (5.44).
• Solutions of J uncoupled MF lower triangular systems to setup (5.48).
All the above system setup and solves can be easily parallelized, with minimal communication, with respect to the
EIM sample points and the number of scatterers in the configuration.
6. Numerical experiments
We seek to validate the oﬄine/online iterative reduced basis algorithm for several multiple scatterer configurations
associated with the parameterized electromagnetic scattering model problem. The reference obstacle D̂ for the con-
figurations are a metallic unit sphere or a metallic cavity, both of unit length. For the boundary element truth solution,
we take ten points per wavelength discretization in each dimension and use the Cerfacs Electromagnetic Solver Code
(CESC) to guarantee numerically good reference solutions.
The sphere as a reference obstacle is useful to validate against a well known benchmark dynamic configuration of
two metallic spheres for which experimentally measured RCS values are known [30] for a few frequencies. Parameters
for the benchmark dynamic configurations include varying distance between the spheres. The parameter domain for
all our oﬄine simulations in this section, includes varying incident directions and associated vertical and horizontal
unit polarization vectors. Using spherical coordinates, the online incident direction choice is represented by the pair
(θinc, φinc) as
d˜inc = −(sin θinc cos φinc, sin θinc sin φinc, cos θinc)T , θinc ∈ [0, pi], φinc ∈ [0, 2pi), (6.1)
and the online incident direction is vertically polarized (that is, pinc = ∂∂θinc d˜inc). The online receiver direction
(θrcs, φrcs) for the RCS calculation is represented as
d˜rcs = (sin θrcs cos φrcs, sin θrcs sin φrcs, cos θrcs)T , θinc ∈ [0, pi], φinc ∈ [0, 2pi), (6.2)
so that (θinc, φinc) = (θrcs, φrcs) corresponds to the backscattering (monostatic) RCS. The minimal physical distance
between particles (measured between centers) in a configuration is denoted by d and hence the minimal frequency
based distance between obstacles is kd.
Parameters required in the multiple electromagnetic scattering process to obtain results for all plots given in this
section are chosen as part of the online process described in Section 4.2, after construction of the associated reduced
bases through the oﬄine process in Section 4.1. We demonstrate substantial reduction (even by over 90%, see Table 1)
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in the dimension N of the reduced basis compared to the dimension N of the truth boundary element space and yet
achieve good accuracy.
Example 1. (Two metallic unit spheres with two fixed frequencies but varying seperation.)
We consider two experimental results given [30, Figure 3] for an endfire configuration consisting of two unit metallic
unit spheres, for k = 7.41 and k = 11.048. For each of these cases, we use the oﬄine algorithm in Section 4.1, with
wavenumber fixed (thus k− = k+) to construct N snapshot parameters and the reduced basis space V̂N , corresponding
to the reference unit sphere D̂.
In Table 1, we give an an overview of the boundary element mesh (h), dimensions of the truth boundary element
space (N), the reduced basis space (N) and the residual error achieved for the assembling of the reduced basis space.
As observed in Table 1, the dimension of the reduced basis is only a fraction of that of the boundary element space,
demonstrating the inexpensive part of the online computation.
k mesh size (h) Dim BEM (N) Dim Reduced (N) Residual error
7.41 0.826e-1 7680 563 9.73e-4
11.048 0.551e-1 17280 918 9.94e-4
Table 1: (Example 1.) Accuracy of reduced basis space compared to BEM space.
We use the online algorithm in Section 4.2 with J = 2, γi = 1, Bi = I and use varying translation (moving distance)
parameters bi, i = 1, 2, with the domain of these parameters dictated by the kd values in [30, Figures 3]. The online
computations include a large number of configurations of two metallic spheres. For each such configuration, we
compute the backscattered RCS and plot our results, compared with those in [30, Figure 3]. Results in Figure 1,
with iterative reduced basis based RCS superimposed on Figures in [30, Figure 3] demonstrate the accuracy of our
algorithm compared with the experimental results reported in [30, Figure 3].
ka = kb = 7.41 
Er .  w 
-. 2, - 1.0919 $=I0355 Lo = kb = I1 048 6, = m 
kd 
Figure 1: (Example 1.) Comparison with benchmark experimental results in [30, Figure 3] for k = 7.41 (left) and for k = 11.048 (right) for
parameter values kd measuring the electric distance.
Example 2. (Two metallic unit spheres with variable wavenumbers and distance.)
We extend the parameter domain in the previous example to first consider wavenumbers k ∈ [1, 3], build a reduced
basis and then another reduced basis with k ∈ [3, 5]. We recall that because of the EFIE formulation, we need to
exclude the resonant wavenumbers from the parameter domain for the oﬄine construction of the reduced basis. The
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resonant wavenumbers for the unit sphere are given in [31, Table 6.1] and in the interval [1, 5] they are k1 = 2.743,
k2 = 3.870, k3 = 4.493 and k4 = 4.973.
In Table 2, we illustrate the boundary element mesh (h), dimensions of the truth boundary element space (N)
and reduced basis space (N) and the residual error achieved for the reduced basis space that include two variable
wavenumber intervals. The online computations include a large number of configurations of two metallic spheres.
k ∈ mesh size (h) Dim BEM (N) Dim Reduced (N) Residual error
[1, 3] 0.110 4320 290 2.23e-4
[3, 5] 0.110 4320 509 2.64e-4
Table 2: (Example 2.) Accuracy of reduced basis space compared to BEM space.
We analyze the error between the reduced basis approximation and the truth solution with respect to the frequency
based minimal distance kd for several snapshot of the configuration. The error is taken over the parameter set of all
incident angles with θinc = pi/2 and 100 samples points distributed equally for φinc ∈ [0, pi/2] and this includes both
the broadside and endfire incidence.
In Figure 2, we show the L2-norm relative error of the reduced basis approximation wN(µ) with respect to the truth
solution wh(µ) depending on the electric distance between the two objects, for the six wavenumbers k = 1, 2, 3, 4, 5, 6.
Figure 2 demonstrates low to high-order accuracy of the reduced basis approximation as the electric distance between
the moving metallic spheres increases. The corresponding total number of iterations (denoted by L in Section 4.2,
with convergence assumed at tol = 10−8) is presented in Figure 3. The number of iterations decreases algebraically
as the distance of the two moving spheres increases but remain very small even for the case of the spheres being close.
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Figure 2: (Example 2.) The relative error of the reduced basis approximation with respect to the truth solution as a function of the frequency based
distance kd between two metallic unit spheres for six online choices of the wavenumber.
Example 3. (Two metallic spheres with variable electric size parameters.)
The parameter domain for this simulation includes a shrink parameter (γ) interval of [0.5, 1]. The online multiple
scattering configuration consists of two spheres that are scaled and translated versions of the reference unit sphere,
with k = 3, separated by a fixed physical distance d = 4, and angle of incidence θinc = φinc = 0.
For the online iterative reduced basis computation, we choose two arbitrary pair of parameters, (γ1, γ2) = (0.865, 0.691)
and (γ1, γ2) = (0.549, 0.982), and compute the RCS of the resulting configuration for φrcs = 0 and varying θrcs ∈
[0, pi2 ]. To check the accuracy of our computation, we also compute the truth RCS using the standard boundary element
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Figure 3: (Example 2.) The total number of online multiple scattering iterations a function of the frequency based distance kd between two moving
metallic unit spheres for six online choice of wavenumber to compute reduced basis approximations.
method directly for the pair of two particle configurations. Comparison between the reduced basis RCS and the truth
RCS, illustrated in Figure 4, further demonstrates the accuracy of our efficient oﬄine/online iterative reduced basis
algorithm. Next we compute the backscattering (θrcs = φrcs = 0) RCS for large number of parameters γ1, γ2 ∈ [0.5, 1]
and plot the RCS as a function of γ1, γ2 and finally compute the RCS with varying γ1 ∈ [0.5, 1] and γ2 = 1.5 − γ1 and
plot in the RCS as a function of θrcs ∈ [0, pi2 ] and γ1. These results are in Figure 5.
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Figure 4: (Example 3.) Validation of the reduced basis RCS for (γ1, γ2) = (0.865, 0.691) (left) and (γ1, γ2) = (0.549, 0.982) (right).
Example 4. (Metallic spheres with varying wavenumbers, sources and observations.)
Having demonstrated the power of our reduced basis algorithms for two sphre configurations, we use the same reduced
basis constructed oﬄine for the reference unit sphere in the first three examples to simulate the RCS of a 6 × 6 lattice
configuration with 36 metallic spheres, illustrated in Figure 6 (with d = 6), for wavenumbers k ∈ [1, 5] and for tens of
thousands of incident and observed directions. In Figure 7 we plot the RCS, with variable observation in the direction
θrcs =
pi
2 , φrcs ∈ [0, 2pi] for different wavenumbers k = 1, 2, 4, 5 and varying incident directions φinc ∈ [0, 2pi] (and
θinc =
pi
2 ) of the plane electromagnetic wave that illuminates the target. The simulated values in Figure 7 demonstrate
strong signals when the receiver is located opposite to the transmitter (that is, φrcs = φinc + pi).
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γ2
γ1
(a) RCS of configurations as a function of sphere size
parameters γ1, γ2 ∈ [0.5, 1.0] for a fixed observation point
θrcs = φrcs = 0.
γ1
θrcs
(b) RCS of configurations as a function of a sphere size
parameter γ1 ∈ [0.5, 1.0], for variable observation directions
θrcs ∈ [0, pi2 ], with γ2 = 1.5 − γ1 and φrcs = 0.
Figure 5: (Example 3.) RCS of configurations with varying sphere size for a fixed (left) and variable receiver directions (right).
For varying wavenumbers k ∈ [1, 4.972] the RCS, measured in the direction θrcs = pi2 , φrcs ∈ [0, 2pi], is illustrated
in Figure 8 with θinc = 0 and (a) θinc = pi2 and (b) φinc = 0 of the incident plane wave. We recall that there are
three resonant wavenumbers in [1, 4.972] for the reference spheres, namely k1 = 2.743, k2 = 3.870, k3 = 4.493 and
the reduced basis parameter domain does not include these numbers. Hence, as expected, the iterative reduced basis
scheme does not converge for values near k1, k2, k3, as observed through the gaps occurring in three place in Figure 8.
The fourth resonant wavenumber in [1, 5] is k4 = 4.973 and we observed similar property around k4.
Example 5. (Metallic open cavities with varying rotations.)
The initial electromagnetic scattering consists of two metallic open cavities Ω1,Ω2, situation along the y-axis separated
by a physical distance d = 4, with variability determined by rotating Ω1 by a clockwise angle α1 around the z-axis and
Ω2 by an anti-clockwise α2 around the z-axis, as illustrated in Figure 9. The electromagnetic scattering configuration
is tested using incident waves with varying wavenumbers k ∈ [1, 3], incident angles, and in the first case with both
boxes rotated by same angles (α1 = α2) in [0, pi2 ].
For α1 = α2 = 0, the two boxes are exact copies of the reference shape D̂ which is an open cavity of unit length
centered at the origin and open towards the positive x-axis. For α1 = α2 = pi2 , their openings are facing each other.
Details of oﬄine assembly and accuracy of the reduced basis for the reference open box are given in Table 3. In order
k ∈ mesh size (h) Dim BEM (N) Dim Reduced (N) Residual error
[1, 3] 0.117 1795 239 7.144e-4
Table 3: (Example 5.) Accuracy of reduced basis space for the open cavity compared to BEM space.
to check the accuracy of the online iterative reduced basis multiple particle algorithm, we choose two pairs of random
parameters, (k, α1) = (1.395, 0.7552) and (k, α1) = (2.491, 1.3774) and choose the incident wave direction as θinc = pi2 ,
φinc = 0. The nature of the random test parameters is that no values of the training sets of any sampling process such
as the EIM or the reference scatterer reduced basis method is chosen, i.e., the computed results rely entirely on the
accuracy of the reduced basis and the iterative procedure. We compare the RCS (with θrcs = pi2 and φrcs ∈ [0, 2pi]) of
the reduced basis solution with the RCS of the truth approximation. Results in Figure 10(a) demonstrate the accuracy
of the RCS obtained using the reduced basis online approximation.
Next we consider the case in which each of the two boxes are rotated individually. The first box Ω1 is rotated
by an angle α1 ∈ [ pi4 , pi2 ] and Ω2 is rotated by an angle α2 ∈ [ pi4 , pi2 ], for a fixed wavenumber k = 2.76. To check the
accuracy of the reduced basis RCS, we choose a random pair of rotation parameter values α1 = 1.5396, α2 = 1.1299
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Figure 6: (Example 4.) A multiple scattering configuration with 36 metallic spheres.
and demonstrate the accuracy of the reduced basis RCS in Figure 10(b) as compared to the truth approximation.
In Figure 11(a), we plot the monostatic RCS as a function of varying wavenumber k ∈ [1, 3] and the varying
rotation parameter α1 = α2 ∈ [0, pi2 ] for a fixed θinc = θrcs = pi2 , φinc = φrcs = 0. We observed that for k = 2.76, there
is an angle α = 54.54 where there is a significant reduction in the backscatter. In Figure 11(b), for k = 2.76, we plot
the monostatic RCS as a function of the two individually rotated angles and observed almost no backscattering for all
angles satisfying approximatively α1 + α2 = 109.09. This serves an examples of the kind of online optimization and
parameter studies made available with the methods discussed in this work.
Example 6. (An uncertain configuration with 9 metallic open cavities)
Our approach of first establishing a (oﬄine computation based) back-end solver to facilitate fast (online) simulation
of the front-end forward model enables us to carry out sensitivity analyses for problems where some parameters are
unknown or only known in a probabilistic sense. This offers a valuable approach to, among other things, quantify the
impact of uncertainties on the output of interest.
Although the characterization of the impact of uncertainties on the RCS for the full set of model parameters is
beyond the scope of this work, we illustrate below the modeling of the expected value (E), variance (V), and associated
interval [E − √V , E + √V] of the RCS when one of the parameters in the electromagnetic scattering configuration
is assumed to be specified by a continuous random variable. We consider a scatterer configuration consisting of 9
open metallic cavities in a 3 × 3 grid (with open end facing towards the positive x-axis) in the yz-plane separated by a
physical distance d = 3. The z-coordinate of the box in the middle [whose center has coordinates (x, y, z) = (0, 3, 3)]
is perturbed by a continuous uniformly distributed random variable δ ∈ [−1, 1], see Figure 12.
We fix the wavenumber to be k = 3 and carry out the sensitivity analysis for four different angles (θinc = 0, pi6 ,
pi
3 ,
pi
2 )
of the incident plane wave with φinc = 0, i.e., in the the fourth case the incidence is facing the open faces of the boxes
from the front. The corresponding statistical results are illustrated in Figure 13 with φrcs = 0, computed by a direct
Monte Carlo approach based on the reduced model.
In Figure 14, where the expected value and variance of the RCS are given for incident electromagnetic waves
impinging on the uncertain 9 box configuration with continuous angle of incidence θinc ∈ [0, pi2 ].
Example 7. (Configurations with different reference shapes.)
As a last example we seek to show the versatility and generality of the proposed techniques discussed in the work
by illustrating that configurations with two or more reference shapes can be handled within the same framework. In
this case, we consider scattering configurations comprised of spheres and open cavities but there is naturally nothing
specific about that.
In order to verify accuracy of the basic interactions, we first illustrate in Figure 15 the relative error and number
of iterations required for a two body configuration separated by a varying distance d and for wavenumbers k = 1, 23.
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Here, one obstacle is the unit sphere used in Example 2 and the other scattered is the open box introduced in Example
5. The incident field is parametrized by the angles θinc = φinc = 0. We observe a convergence behavior similar to that
of two spheres (Example 2). This is not surprising since the interaction between the obstacles is modeled as linear
combination of plane waves, and each reduced basis (for each reference shape) is trained to accurately represent the
solution currents. The fact that we are dealing with two different reference shapes does not change this aspect.
Further, we consider two more general configurations of open boxes and unit spheres in a 3 × 3-lattice (in the
xy-plane) separated by a distance d = 4. However, the x- and y-coordinates of the scatterers are randomly perturbed,
see Figure 16. The RCS for parameter values θrcs = pi2 , φrcs ∈ [0, 2pi] is plotted in Figure 17 for different incident
fields corresponding to θinc = pi2 , φinc ∈ [0, 2pi], in both cases of the unperturbed and perturbed lattice.
7. Concluding remarks
The main goal of this work has been to develop a rigorous and carefully validated approach to the efficient and
accurate computation of electromagnetic scattering by general scattering configurations consisting of a collection of
individual and separated scatterers. This is achieved by combining the recently developed reduced basis methods for
parametrized integral equations, in this case the electric field integral equation, for the individual scattering and mutual
interaction with a rapid online iterative process to recover the scattering signature from the global configuration. It is
noteworthy that in this approach, we never attempt to solve the global problem but rather is required only to develop
fast and accurate ways of representing the scattering by reference objects and their mutual interaction.
Although a number of both technical and practical challenges had to be addresses to achieve this, the examples
illustrate both the accuracy and generality of the proposed technique and a number of interesting applications areas
within design, optimization, and uncertainty quantification has been illustrated. It is also worth emphasizing that the
emphasis on electromagnetics and the electric field integral equation serves as an example only and other integral
formulation from acoustics or electrostatics can be addressed in a similar fashion, possibly with substantial simplifi-
cations.
The most natural limitation of the proposed approach to the computation of scattering by a collection of scatterers
is the limitation on how close two individual scatterers can be without severely impacting the accuracy. The source of
this limitation is found in the plane wave assumption used to account for the mutual interaction. Once the scatterers
get very close, the plane waves do no longer offer a good approximation to the near fields and higher order terms
involving dipoles and quadrupoles would be required. However, the computational results suggest that this does not
become a serious problem until subwavelength distances and only when high accuracy is required. In such cases, one
will be have to account of scatterers in close proximity as a single scatterer.
While we have successfully demonstrated the potential for the proposed combination of reduced basis methods for
both single scatterers and their mutual interactions, several challenges and extensions remain. Naturally, extensions to
integral formulations of a more robust character such as the combined field integral equation and for volume problems
with homogeneous material properties are a natural and should be possible with only minor changes of what is already
laid out here. A more central challenge is found the observation that the number of online iterations generally scales
with the wavenumber. As this directly impacts the online cost, it is clearly worthwhile considering more advanced
iterative techniques. Since the approach proposed here is basically matrix free, it is likely that more robust iterative
techniques can be developed.
A final and more substantial challenge lies in the extension of the proposed framework to problems with a very
large number of scatterers. This should most naturally be pursued in a fast multi-pole like approach with farfield
contributions addressed by a reduced models of clusters of scatterers in which these far field model themselves are
resolved using a local iterative reduced basis. We hope to pursue this is near future to enable the rapid online modeling
of large parameterized scattering configurations.
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Figure 7: (Example 4.) The RCS, measured in the directions θrcs = pi2 , φrcs ∈ [0, 2pi], for a 6 × 6-lattice of metallic unit spheres for an incident
plane wave of with angles θinc = pi2 , φinc ∈ [0, 2pi] and different wavenumbers k = 1, 2, 4, 5.
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(b) θ = pi2
Figure 8: (Example 4.) The RCS, measured in the directions θrcs = pi2 , φrcs ∈ [0, 2pi], for a 6 × 6-lattice of metallic unit spheres for an incident
plane wave of angles θ = 0 (a) and θ = pi2 (b), φ = 0 and varying wavenumbers k ∈ [1, 4.972].26
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Figure 9: (Example 5.) Setup for scattering by two open metallic cavities.
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Figure 10: (Example 5.) Accuracy of the reduced basis RCS for randomly chosen parameters k = 1.395, α1 = 0.7552 with a fixed α2 = α1 (left)
and for individually rotated random parameters α1 = 1.5396, α2 = 1.1299, for a fixed k = 2.491 (right).
α1
k
(a) The case of two metallic open cavities turned by an equal an-
gle α ∈ [0, pi2 ] resp. −α around the z-axis for varying wavenum-
bers k ∈ [1, 3].
α1
α2
(b) The case of two metallic open cavities turned by an angle
α1 ∈ [ pi4 , pi2 ] resp. −α2 ∈ [ pi4 , pi2 ] around the z-axis for a fixed
wavenumber k = 2.78.
Figure 11: (Example 5.) Monostatic RCS (with θinc = θrcs = pi/2, φinc = φrcs = 0) for a dynamic configuration with two open metallic cavities.
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Figure 12: (Example 6 .) A stochastic scattering configuration with in which the vertical location of the center cavity is assumed to be specified by
a continuous uniformly distributed distribution in [−1, 1].
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Figure 13: (Example 6 .) Expected value of monostatic RCS and the interval [E − √V , E + √V] for a stochastic 9 metallic box configuration for
four different angles of incidence θinc = 0, pi6 ,
pi
3 ,
pi
2 (left to right), with φinc = 0.
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(b) Standard deviation of RCS.
Figure 14: (Example 6 .) Expected value and standard deviation of the RCS with respect to the incident and observed angles, for an uncertain 9
metallic box configuration.
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Figure 15: (Example 7 .) Relative error and number of iterations for the two obstacle case with one sphere and one open cavity.
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Figure 16: (Example 7 .) Geometrical setting used to simulate the case of a configuration using two different reference shapes.
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(a) RCS without perturbed geometry.
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(b) RCS with perturbed geometry.
Figure 17: (Example 7 .) The RCS, measured in the directions θrcs = pi2 , φrcs ∈ [0, 2pi], for a 3×3-lattice of metallic unit spheres and open cavities
for an incident plane wave with angles θinc = pi2 , φinc ∈ [0, 2pi] and fixed wavenumber k = 3, for the unperturbed lattice (a) and for a perturbed
lattice (b)
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