Abstract-An important quantity in the analysis of MAP decoding for LDPC codes is the conditional entropy of the input given the output. There exist conjectured formulas for this entropy derived from the replica technique and one sided bounds derived with the help of the interpolation method. In this paper we compute exactly such a quantity for a simpler spin model which retains the essential features of the communications problem. The result is a step towards a proof of the conjectured replica formula for the conditional entropy under MAP decoding.
I. INTRODUCTION
The close connection between coding theory and statistical physics uncovered by Sourlas [1] led to the application of tools such as the replica technique for the computation of noise threholds in channel communication [2] . Broadly speaking error correcting codes can be viewed as spin models on graphs. There are two main classes of spin systems where the replica method is generally believed to yield exact formulas (for the phase transition thresholds, free energies, entropies ect...), namely models on complete graphs and models on random sparse graphs (or hypergraphs). The case of sparse graphs is particularly relevant to the coding community since the advent of good low density parity check (LDPC) codes.
The whole analysis based on the replica techniques is far from rigorous and relies on various uncontrolled assumptions. However in recent years there have been a number of advances concerning foundations of the replica formulas. These are based on the so-called interpolation method first developped by Guerra and Toninelli for the Sherrington-Kirkpatrick model [3] . Non trivial extensions to models on sparse graphs were then found by Franz and Leone [4] and in the context of LDPC and LDGM codes by Montanari [5] . All these works yield one sided bounds to the free energy (statistical physics) or the conditional entropy (coding). The bounds are believed to be tight but this is an unproven conjecture except for the case of the Sherrington-Kirkpatrick model for which Talagrand [6] proved that the celebrated Parisi solution is indeed exact.
In this contribution we consider a p-spin model on a complete hypergraph with a gauge symmetry built in the model. Here it suffices to say that this gauge symmetry is equivalent to channel symmetry for binary input memoryless channels, and that the model retains the main features of the channel communication problem. For this model we are able to prove that the replica formula for the free energy is exact.
Instead of defining directly the p-spin model we prefer to explain how the communication problem can be expressed in statistical physics terms, and then show what modifications lead to the p-spin model. This we hope will make it clear that the present results are a step towards proofs of exactness of replica formulas for LDPC codes.
Consider communication over a binary input AWGN channel with transition probability p(y|x) and noise variance h −1 . Here, we denote the input bits as x i which take values in {−1, 1} and the output as y i . The bits x i play the role of spins in statistical physics. Let x = {x 1 , ..., x n } be the transmitted codeword from an LDPC code of rate r = 1 − m n where m is the number of check nodes, and y = {y 1 , ..., y n } be the received sequence. It is easy to check that the half-loglikelihood ratios
have gaussian distribution with equal mean and variance h i ∼ N (h, h). Shannon's conditional entropy H(X|Y ) is nothing else than the average Gibbs entropy of the posterior distribution p X|Y (x|y) and is therefore directly related to the free energy of the spin model defined by the posterior distribution
where the partition function of the spin model is
Here x ∂c denote the product x i1 ...x i k where i 1 , ..., i k are the variable nodes connected to the check node c. The parity check constraints may be viewed as a limit of soft gaussian constraints,
with J c ∼ N (J, J). In this formula, the exponent is known as minus the hamiltonian. The spin model of interest is defined on a sparse Tanner graph and has a hamiltonian of the form
J c x ∂c with quenched couplings:
i) h i are gaussians with equal mean and variance -a fact coming from channel symmetry ii) J c are gaussians with equal mean and variance (tending to ∞) -a convenient choice.
The distribution p X|Y (x|y) is a Gibbs measure over {−1, +1}
n . The expectation with respect to this Gibbs measure is denoted by the bracket − . We will also need the replicated measure
copies of the spin system and we use the same notation − for the associated bracket. The special distributions of the quenched couplings (equal mean and variance) induce a gauge symmetry which implies a set of powerful identities due to Nishimori [7] . In particular if we define the magnetization and the overlap parameter
we have the identity P m1 (x) = P q12 (x) where
Our simplification of the communication model consists in replacing the sparse Tanner graph by a complete hypergraph. The gauge symmetry is retained and this is fundamental for our analysis. The hamiltonian is then In the present model we retain this symmetry because it comes naturally from channel symmetry.
In the next section we explain our main result and its significance. The rest of the paper is devoted to a sketch of the analysis. Although here we limit ourselves to the AWGN channel, we can perform a similar analysis for any binary input memoryless symmetric channel. In the sequel we use the shorthand notation E[−] for all expectations with respect to quenched couplings (e.g channel outputs).
II. EXACT SOLUTION
The replica method applied to the p-spin model leads to a "Landau functional" (a function of the order parameter m ∈ [0, 1]),
The maximizer of this functional m, is the equilibrium state magnetization and f RS ( m) the free energy.
Our main result formulated below involves also another "functional",
To our knowledge this expression does not have any direct physical significance and is related to the proof technique. We denote by m the maximizer of f (m) and set
It is not trivial to determine rigorously this region. We have proven that for p = 2 C 2 is equal to the whole two dimensional plane. For p ≥ 4 C p is definitely not equal to the whole plane but contains atleast {h ≥ 0,
Numerically we find a much bigger region for C 4 (see figure 1) . Our main result can now be stated Theorem 1: Let p be even. For (J, h) ∈ C p the free energy and magnetization are given by the solution of the variational problem lim
In the four remarks below we explain the content of this theorem.
Remark 1: We conjecture that the equality in the theorem should hold for any (J, h). Our rigorous estimates show that C 4 contains atleast B Remark 2: As will be seen later the interpolation method yields that
for all (J, h). We stress that when the gauge symmetry is present (curiously) the interpolation method leads to the reverse bound compared to the standard Sherrington-Kirkpatrick or standard p-spin models.
Remark 3:
The solutions m of the variationnal problem are shown on figure 2 . The left plot shows that the phase transition is first order (jump discontinuity) for p ≥ 4 and second order (continuous curve with jump in first derivative) for p = 2. The curves on the right show the magnetization as a function of the inverse noise h. in fact the curves are the cousins of the GEXIT functions of LDPC theory [8] .
Remark 4 
III. LOWER BOUND
The lower bound is based on the interpolation method developed by Guerra and Toninelli in [3] . We define a "mean field" Hamiltonian H MF where the spins do not interact with each other but instead experience an effective magnetic field. This "mean field" is random due to the randomness in the interaction coefficients of the original hamiltonian but the point is that its free energy is easy to evaluate. The basic idea of the interpolation method is to then define an appropriate interpolating Hamiltonian H t (x) such that t ∈ [0, 1] and H t=1 = H p−spin and H t=0 = H MF .
The mean field hamiltonian is guessed by looking at the replica solution. The following is the hamiltonian whose free energy is given by the integral term (1)
with couplings in H (t)
is carefully defined to retain the gauge symmetry.
Let us denote by α n (t) and − t the free energy and Gibbs average associated to H t (x). We are interested in finding 1 n E[ln Z] = α n (1) which can be written as
Using the integration by parts identity for z ∼ N(0,
we find after some algebra
where
The Gibbs average − t has gauge symmetry and hence P (t)
Also,
Thus we get the sum rule
Here (4) is true for all m and since R(a, b) is non-negative for all a, b (for p even) we obtain the following bound
IV. UPPER BOUND
The upper bound is obtained by showing that the remainder term in (4) goes to 0. For this purpose we define the following new hamiltonian
If we can control the free energy α n (t, λ) of this hamiltonian for small enough λ we will have an estimate of the remainder term in (4). This is because
Differentiating along the path λ(t) = λ 0 − J 0 t and using (3) we get after some algebra a sum rule for α n (t, λ).
The convexity of α n (t, λ) w.r.t λ implies if λ(t) > 0
The two sumrules (3) and (5) together with the positivity of R(a, b) for even p assure us that the right hand side of this inequality is less than
Therefore we arrive at the following estimate for the remainder term
It can be proven that if
for all λ 0 ≤ J then
We skip this argument here and sketch the proof of (6) in the next section. This will complete the proof of the theorem.
Notice that ∆ n (λ 0 ) is an increasing funciton of λ 0 . So, it is sufficient to show that lim n→∞ ∆ n (J) = 0. In fact we are able to evaluate exactly this limit by a sequence of saddle point calculations and it turns out that it vanishes if and only if (J, h) ∈ C p . Let us denote lim n→∞ ∆ n (J) as ∆(J).
A. The case p = 2
For the case of p = 2, there exists a simple way of evaluating ∆(J) using the approach taken in [3] . We obtain
2J
Case J ≤ 1 and h = 0. We have m = 0 and hence Thus it is sufficient to show that g(y) is maximum at y = {0, −2 mJ}. But
is not the maximum then,
is maximized at y = 0 and ∆(J) = g(0) = 0. Case J > 1 and h > 0. A numerical evaluation indicates that ∆(J) is equal to 0 for all h 0 , but the above proof doesnt work. In fact the technique used for p ≥ 4 works in this case also and allows to complete the proof. The plot of the curve g(y) is given in Figure 3 for J = 4. For very large negative y the dotted lines (h > 0) cross the full line (h = 0) so that it is not easy to reduce the h > 0 case to the h = 0 case.
B. General even p
For general even p, we cannot use the method of [3] to estimate ∆(J). Here we proceed differently using the following theorem. The proof which is based on saddle point calculations is quite lengthy and will be omitted here.
We notice that the condition ∆(J) = 0 is equivalent to
Using theorem 2, with σ = J p 2 m p−1 + h and µ = h, the left hand side of (7) can be written as max m f (m), where we recall that f (m) was defined in (2) . Therefore, ∆(J) = 0, if and only if max m f (m) = f ( m) which is true if and only if m = m. This last condition is infact the definition of C p .
VI. DETERMINATION OF THE REGION C p
Below we sketch the analysis of the variational problems yielding m, m and the domain C p .
A. The case p = 2
The maxima of (1) and (2) are attained at one of their stationary points. For p = 2 these points are given by the solutions of the following fixed point equations respectively.
