We prove optimality conditions for generalized quantum variational problems with a Lagrangian depending on the free end-points. Problems of calculus of variations of this type cannot be solved using the classical theory.
Introduction
The (classical) calculus of variations is an old branch of mathematics that has many applications in physics, geometry, engineering, dynamics, control theory, and economics. The basic problem of calculus of variations can be formulated as follows: among all differentiable functions y : [a, b] → R such that y(a) = α and y(b) = β, where α, β are fixed real numbers, find the ones that minimize (or maximize) the functional
L(t, y(t), y
′ (t))dt.
It can be proved that the candidates to be minimizers or maximizers to this basic problem must satisfy the differential equation d dt ∂ 3 L(t, y(t), y ′ (t)) = ∂ 2 L(t, y(t), y ′ (t)) called the Euler-Lagrange equation (where ∂ i L denotes the partial derivative of L with respect to its ith argument). If the boundary condition y(a) = α is not present in the problem, then to find the candidates for extremizers we have to add another necessary condition: ∂ 3 L(a, y(a), y ′ (a)) = 0; if y(b) = β is not present, then ∂ 3 L(b, y(b), y ′ (b)) = 0. These two conditions are usually called natural boundary conditions. However, many important physical phenomena are described by nondifferentiable functions. Several different approaches to deal with nondifferentiable functions are proposed in the literature of variational calculus. In this paper we follow the new Hahn quantum variational approach [10, 20] .
The Hahn difference operator, D q,ω , was introduced in 1949 by Hahn [17] and is defined by D q,ω [f ] (t) := f (qt + ω) − f (t) (q − 1) t + ω , t = ω 0 where q ∈]0, 1[ and ω > 0 are real fixed numbers, ω 0 := ω 1 − q , and f is a real function defined on an interval I containing ω 0 . The Hahn difference operator has been applied successfully in the construction of families of ortogonal polynomials as well as in approximation problems [5, 13, 28] . However, during 60 years, the construction of the proper inverse of Hahn's difference operator remained as an open question. The problem was solved in 2009 by Aldwoah [1] (see also [2] ).
The Hahn quantum variational calculus was started in 2010 with the work [20] . In that paper, among other results, the authors formulated the basic and isoperimetric problems of the calculus of variations with the Hahn derivative and obtained the respective Euler-Lagrange equations. The Euler-Lagrange equation for quantum variational problems involving Hahn's derivatives of higher-order was obtained in [10] . The purpose of this paper is to present optimality conditions for generalized quantum variational problems. The work is motivated by an economic problem which is explained in [18] . Briefly the economic nature of the problem lies in the effect of permitting the royalty in the profit maximizing firm problem. This more general form leads naturally to new kind of problems in calculus of variations and can be formulated in the following way: what are the necessary optimality conditions for the problem of the calculus of variations with a free end-point y(b) but whose Lagrangian depends explicitly on y(b)? Terminal conditions, which are also known as the transversality conditions are important in economic policy models (for a deeper discussion we refer the reader to [29] ): the optimal control or decision rules are not unique without these boundary conditions. Our object here is to state the natural boundary conditions for a dynamic adjustment model. Assuming that due to some constraints of economical nature the dynamic does not depend on the usual derivative or the forward difference operator, but on the Hahn quantum difference operator D q,ω , we present the Euler-Lagrange equation and the natural boundary conditions for this model. Our assumption is connected with a moot question: what kind of "time" (continuous or discrete) should be used in the construction of dynamic models in economics? Although individual economic decisions are generally made at discrete time intervals, it is difficult to believe that they are perfectly synchronized as postulated by discrete models. The usual assumption that the economic activity takes place continuously, is a convenient abstraction in many applications. In others, such as the ones studied in financial market equilibrium, the assumption of continuous trading corresponds closely to reality. One of the approaches proposed in the literature to deal with the question of time mentioned above, is the time scale approach, which typically deals with deltadifferentiable (or nabla-differentiable) functions [6, 7, 9, 15, 16, [22] [23] [24] [25] [26] . The origins of this idea dates back to the late 1980's when S. Hilger introduced this notion in his Ph.D. thesis (directed by B. Aulbach) and showed how to unify continuous time and discrete time dynamical systems [8] . However, the Hahn quantum calculus is not covered by the Hilger time scale theory. This is well explained in the 2009 Ph.D. thesis of Aldwoah [1] (see also [2] ). Here we just note the following: the main advantage of the Hahn quantum variational calculus is that we are able to deal with nondifferentiable functions, even discontinuous functions. Variational problems in the time scale setting are formulated for functions that are deltadifferentiable (or nabla-differentiable). It is well known that delta-differentiable functions are necessarily continuous. This is not the case in the Hahn quantum calculus: see Example 2.2 (also Subsection 3.3 in [10] ), where a discontinuous function is q, ω-differentiable in all the real interval [−1, 1].
The paper is organized as follows. In Section 2 we summarize all the necessary definitions and properties of the Hahn difference operator and the associated q, ω-integral. In Section 3 we formulate the more general problem of the calculus of variations with a Lagrangian that may also depend on the unspecified end-points y(a) and y(b). Then, we prove our main results: the Euler-Lagrange equation (Theorem 3.4), natural boundary conditions (Theorem 3.5), necessary optimality conditions for isoperimetric problems (Theorem 3.9 and Theorem 3.10), and a sufficient optimality condition for variational problems (Theorem 3.13). Section 4 provides concrete examples of application of our results. We end with Section 5 of conclusions and future perspectives.
Preliminaries
Let q ∈]0, 1[ and ω ≥ 0 1 . Define
and let I be a real interval containing ω 0 . For a function f defined on I, the Hahn difference operator of f is given by
is called the q, ω-derivative of f , and f is said to be q, ω-differentiable
Remark 1 : Note that when q → 1 we obtain the forward h-difference operator
and when ω = 0 we obtain the Jackson q-difference operator
provided f ′ (0) exists. Hence, we can state that the D q,ω operator generalizes the forward h-difference and the Jackson q-difference operators [14, 27] . Notice also that, under appropriate conditions, 
is not a continuous function but is q, ω-differentiable in [−1, 1] with 
Note that f is only Fréchet differentiable in zero, but since ω 0 = 0, f is q, ω-differentiable on the entire real line.
The Hahn difference operator has the following properties: Theorem 2.3 : ([1, 2]) If f, g : I → R are q, ω-differentiable and t ∈ I, then:
for n ∈ N and t = ω 0 .
Let σ (t) = qt + ω, for all t ∈ I. Note that σ is a contraction, σ(I) ⊆ I, σ (t) < t for t > ω 0 , σ (t) > t for t < ω 0 , and σ (ω 0 ) = ω 0 .
We use the following standard notation of q-calculus: for k ∈ N 0 := N ∪ {0},
Following [1, 2] we define the notion of q, ω-integral (also known as the JacksonNörlund integral) as follows: Definition 2.6: Let a, b ∈ I and a < b. For f : I → R the q, ω-integral of f from a to b is given by
provided that the series converges at x = a and x = b. In that case, f is called
Remark 2 : The q, ω-integral generalizes the Jackson q-integral and the Nörlund sum [27] . When ω = 0, we obtain the Jackson q-integral
When q → 1, we obtain the Nörlund sum
It can be shown that if f : I → R is continuous at ω 0 , then f is q, ω-integrable over I (see [1, 2] for the proof). 
Aldwoah proved that the q, ω-integral has the following properties:
Property (7) of Theorem 2.8 is known as q, ω-integration by parts formula.
Lemma 2.9: (cf. [1] ) Let b ∈ I and f be q, ω-integrable over I. Suppose that
Remark 3 : As noted in [10] there is an inconsistency in [1] . Indeed, Lemma 6.2.7 of [1] is only valid if b ≥ ω 0 and a ≤ b.
Remark 4 :
In general, the Jackson-Nörlund integral does not satisfies the following inequality (for a counterexample see [1] ):
For s ∈ I we define
The following definition and lemma are important for our purposes.
Definition 2.10: Let s ∈ I, s = ω 0 and g : I×] −θ,θ[→ R. We say that g (t, ·) is differentiable at θ 0 uniformly in [s] q,ω if for every ε > 0 there exists δ > 0 such that
Lemma 2.11: ([20]) Let s ∈ I, s = ω 0 , and assume that g :
Let a, b ∈ I with a < b. Recall that I is an interval containing ω 0 . We define the q, ω-interval by
For r ∈ N we introduce the linear space 
Main results
The main purpose of this paper is to generalize the Hahn Calculus of Variations [20] by considering the following q, ω-variational problem
where "extr" denotes "extremize" (i.e., minimize or maximize). In Subsection 3.1 we obtain the Euler-Lagrange equation for problem (1) in the class of functions y ∈ Y 1 satisfying the boundary conditions
for some fixed α, β ∈ R. The transversality conditions for problem (1) are obtained in Subsection 3.2. In Subsection 3.3 we prove necessary optimality conditions for isoperimetric problems. A sufficient optimality condition under an appropriate convexity assumption is given in Subsection 3.4
Definition 3.1: A function y ∈ Y 1 is said to be admissible for (1)- (2) if it satisfies the endpoint conditions (2) . We say that h ∈ Y 1 is an admissible variation for (1)- (2) 
In the sequel we assume that the Lagrangian L satisfies the following hypotheses:
Definition 3.2:
We say that y * is a local minimizer (resp. local maximizer) for problem (1)- (2) if y * is an admissible function and there exists δ > 0 such that
for all admissible y with y * − y 1,∞ < δ.
For fixed y, h ∈ Y 1 , we define the real function φ by
The first variation for problem (1) is defined by
Observe that,
we have
Therefore,
In order to simplify expressions, we introduce the operator {·} defined in the following way:
where y ∈ Y 1 .
Knowing (3), the following lemma is a direct consequence of Lemma 2.11.
g(t, ε) = L{y + εh}(t).
Assume that:
Then, (2), thenỹ satisfies the EulerLagrange equation
Proof : Suppose that L has a local extremum atỹ. Let h be any admissible variation and define a function
. A necessary condition forỹ to be an extremizer is given by φ ′ (0) = 0. Note that
Since h(a) = h(b) = 0, then
Integration by parts gives
and since h(a) = h(b) = 0, then
Thus, by Lemma 2.12, we have
Remark 1 : Under appropriate conditions, when (ω, q) → (0, 1), we obtain a corresponding result in the classical context of the calculus of variations [12] (see also [19] ):
Remark 2 : In the basic problem of the calculus of variations, L does not depend on y(a) and y(b), and equation (4) reduces to the Hahn quantum Euler-Lagrange equation presented in [20] .
Remark 3 :
In practical terms the hypotheses of Theorem 3.4 are not easy to verify a priori. However, we can assume that all hypotheses are satisfied and apply the q, ω-Euler-Lagrange equation (4) heuristically to obtain a candidate. If such a candidate is, or not, a solution to the variational problem is a different question that require further analysis (see §3.4 and Section 4).
Natural boundary conditions

Theorem 3.5 : (Natural boundary conditions to (1)) Under hypotheses (H1)-(H3) and conditions (i)-(iii) of Lemma 3.3 on the Lagrangian L, ifỹ is a local
minimizer or local maximizer to problem (1), thenỹ satisfies the Euler-Lagrange equation (4) and (1) if y(a) is free, then the natural boundary condition
holds; (2) if y(b) is free, then the natural boundary condition
holds.
Proof : Suppose thatỹ is a local minimizer (resp. maximizer) to problem (1). Let h be any
It is clear that a necessary condition forỹ to be an extremizer is given by φ ′ (0) = 0. From the arbitrariness of h and using similar arguments as the ones used in the proof of Theorem 3.4, it can be proved thatỹ satisfies the Euler-Lagrange equation (4).
(1) Suppose now that y(a) is free. If y(b) = β is given, then h(b) = 0; if y(b) is free, then we restrict ourselves to those h for which h(b) = 0. Therefore,
Using the Euler-Lagrange equation (4) into (7) we obtain
From the arbitrariness of h it follows that
(2) Suppose now that y(b) is free. If y(a) = α, then h(a) = 0; if y(a) is free, then we restrict ourselves to those h for which h(a) = 0. Thus,
Using the Euler-Lagrange equation (4) into (8), and from the arbitrariness of h, it follows that
In the case where L does not depend on y(a) and y(b), under appropriate assumptions on the Lagrangian L (cf. [20] ), we obtain the following result. Corollary 3.6: Ifỹ is a local minimizer or local maximizer to problem
(1) if y(a) is free, then the natural boundary condition
Remark 4 :
Under appropriate conditions, when (ω, q) → (0, 1) equations (9) and (10) reduce to the well-known natural boundary conditions for the basic problem of the calculus of variations
respectively.
Isoperimetric problem
We now study quantum isoperimetric problems. Both normal and abnormal extremizers are considered. One of the earliest problem involving such a constraint is that of finding the geometric figure with the largest area that can be enclosed by a curve of some specified length. Isoperimetric problems have found a broad class of important applications throughout the centuries. Areas of application include also economy (see, e.g., [3, 11] and the references given there). In the context of the quantum calculus we mention, e.g., [4] . The isoperimetric problem consists of minimizing or maximizing the functional
in the class of functions y ∈ Y 1 satisfying the integral constraint
for some γ ∈ R.
Definition 3.7:
We say thatỹ ∈ Y 1 is a local minimizer (resp. local maximizer) for the isoperimetric problem (11)- (12) 
for all y ∈ Y 1 satisfying the isoperimetric constraint (12) and y − y 1,∞ < δ.
Definition 3.8:
We say that y ∈ Y 1 is an extremal to J if y satisfies the EulerLagrange equation (4) relatively to J . An extremizer (i.e., a local minimizer or a local maximizer) to problem (11)- (12) that is not an extremal to J is said to be a normal extremizer; otherwise, the extremizer is said to be abnormal.
Theorem 3.9 : (Necessary optimality condition for normal extremizers to (11)- (12)) Suppose that L and F satisfy hypotheses (H1)-(H3) and conditions (i)-(iii) of Lemma 3.3, and suppose that y ∈ Y 1 gives a local minimum or a local maximum to the functional L subject to the integral constraint (12) . If y is not an extremal to J , then there exists a real λ such that y satisfies the equation
Proof : Suppose that y ∈ Y 1 is a normal extremizer to problem (11)- (12) . Define the real functions φ, ψ : R 2 → R by
where h 2 ∈ Y 1 is fixed (that we will choose later) and h 1 ∈ Y 1 is an arbitrary fixed function. Note that
Using integration by parts formula we get
Restricting h 2 to those such that h 2 (a) = h 2 (b) = 0 we obtain
Since y is not an extremal to J , then we can choose h 2 such that ∂ψ ∂ǫ 2 (0, 0) = 0.
We keep h 2 fixed. Since ψ(0, 0) = 0, by the Implicit Function Theorem there exists a function g defined in a neighborhood V of zero, such that g(0) = 0 and ψ(ǫ 1 , g(ǫ 1 )) = 0, for any ǫ 1 ∈ V , that is, there exists a subset of variation curves y = y + ǫ 1 h 1 + g(ǫ 1 )h 2 satisfying the isoperimetric constraint. Note that (0, 0) is an extremizer of φ subject to the constraint ψ = 0 and
By the Lagrange multiplier rule, there exists some constant λ ∈ R such that
Restricting h 1 to those such that h 1 (a) = h 1 (b) = 0 we get
Using (16) it follows that
Using the Fundamental Lemma of the Hahn quantum variational calculus (Lemma 2.12), and recalling that h 1 is arbitrary, we conclude that
for all t ∈ [a, b] q,ω , proving that H = L − λF satisfies the Euler-Lagrange condition (13).
(
and
Using (16) and the Euler-Lagrange equation (13) we obtain
and from the arbitrariness of h 1 we conclude that
(2) Suppose now that y(b) is free. If y(a) = α, then h 1 (a) = 0; if y(a) is free, then we restrict ourselves to those h 1 for which h 1 (a) = 0. Using similar arguments as the ones used in (1), we obtain that
Introducing an extra multiplier λ 0 we can also deal with abnormal extremizers to the isoperimetric problem (11)-(12). Theorem 3.10 : (Necessary optimality condition for normal and abnormal extremizers to (11)- (12)) Suppose that L and F satisfy hypotheses (H1)-(H3) and conditions (i)-(iii) of Lemma 3.3, and suppose that y ∈ Y 1 gives a local minimum or a local maximum to the functional L subject to the integral constraint (12) . Then there exist two constants λ 0 and λ, not both zero, such that y satisfies the equation
Proof :
The proof is similar to the proof of Theorem 3.9. Since (0, 0) is an extremizer of φ subject to the constraint ψ = 0, the abnormal Lagrange multiplier rule (cf., e.g., [30] ) guarantees the existence of two reals λ 0 and λ, not both zero, such that
Remark 5 : Note that if y is a normal extremizer then, by Theorem 3.9, one can choose λ 0 = 1 in Theorem 3.10. The condition (λ 0 , λ) = (0, 0) guarantees that Theorem 3.10 is a useful necessary condition.
In the case where L and F do not depend on y(a) and y(b), under appropriate assumptions on Lagrangians L and F , we obtain the following result.
Corollary 3.11:
Ifỹ is a local minimizer or local maximizer to the problem
for some γ ∈ R, then there exist two constants λ 0 and λ, not both zero, such that y satisfies the following equation 
Sufficient condition for optimality
In this subsection we prove a sufficient optimality condition for problem (1) . Similar to the classical calculus of variations we assume the lagrangian function to be convex (or concave).
Definition 3.12: Given a function f : I × R 4 → R, we say that f (t, u 1 , . . . , u 4 ) is jointly convex (resp. concave) in (u 1 , . . . , u 4 ) if ∂ i f , i = 2, . . . , 5, are continuous and verify the following condition:
for all (t, u 1 +ū 1 , . . . , u 4 +ū 4 ),(t, u 1 , . . . , u 4 ) ∈ I × R 4 .
Theorem 3.13 :
Let L(t, u 1 , . . . , u 4 ) be jointly convex (resp. concave) in (u 1 , . . . , u 4 ). Ifỹ satisfies conditions (4), (5) and (6), thenỹ is a global minimizer (resp. maximizer) to problem (1).
Proof : We give the proof for the convex case. Since L is jointly convex in (u 1 , . . . , u 4 ), then for any h ∈ Y 1 ,
Proceeding analogously as in the proof of Theorem 3.4 and sinceỹ satisfies conditions (4), (5) and (6), we obtain L(ỹ + h) − L(ỹ) ≥ 0, proving the desired result.
Illustrative examples and applications
We provide some examples in order to illustrate our main results. 
over all y ∈ Y 1 satisfying the boundary condition y(1) = 1. If y is a local minimizer to problem (22) , then by Corollary 3.6 it satisfies the following conditions:
It is easy to verify that y(t) =
is a solution to equation (23) . Using the natural boundary condition (24) we obtain that c = 0. In order to determine d we use the fixed boundary condition y(1) = 1, and obtain that d = q+ω q+1 . Hence
is a candidate to be a minimizer to problem (22) . Moreover, since L is jointly convex, by Theorem 3.13, y is a global minimizer to problem (22) .
Example 4.2 Let q ∈]0, 1[ and ω ≥ 0 be fixed real numbers, and I be an interval of R such that ω 0 , 0, 1 ∈ I. Consider the problem
(25) where γ, ν ∈ R + . If y is a local minimizer to problem (25) , then by Theorem 3.5 it satisfies the following conditions:
for all t ∈ {ω[n] q : n ∈ N 0 } ∪ {q n + ω[n] q : n ∈ N 0 } ∪ {ω 0 }, and
As in Example 4.1,
is a solution to equation (26) . In order to determine c and d we use the natural boundary conditions (27) and (28) . This gives
as a candidate to be a minimizer to problem (25) . Moreover, since L is jointly convex, by Theorem 3.13 it is a global minimizer. The minimizer (29) is represented in Figure 1 for fixed γ = ν = 2, q = 0.99 and different values of ω.
We note that in the limit, when γ, ν → +∞, y(t) = 1 q+1 t 2 ++1 t and coincides with the solution of the following problem with fixed initial and terminal points (cf. [20] ): 
In the next example we analyze an adjustment model in economics. For a deeper discussion of this model we refer the reader to [29] . 
Taking the q, ω-derivative of the right side of (31) and applying properties of the q, ω-exponential function, for t such that |t − ω 0 | < 
Note that for (q, ω) → (1, 0) equations (33) and (34) reduce to α(y(t) −ȳ(t)) = (r − 1)y ′ (t) + y ′′ (t), y ′ (t) t=0 = 0, y ′ (t) t=T = 0, which are necessary optimality conditions for the continuous model.
Conclusions
In this paper we prove optimality conditions for quantum variational problems with a Lagrangian depending on the unspecified end-points y(a), y(b). Our approach uses the quantum derivative in the forward sense:
D q,ω [f ] (t) := f (qt + ω) − f (t) (q − 1) t + ω , t = ω 0 where q ∈]0, 1[ and ω ≥ 0, which corresponds to the delta approach in the time scale context. However, sometimes with respect to applications (see [6, 7, 21, 22] ) the backward approach is preferable. In this sense the quantum operator Those issues need to be examined further and will be considered in the future.
