ABSTRACT. The existence of suitable weak solutions of 3D NavierStokes equations, driven by a random body force, is proved. These solutions satisfy a local balance of energy. Moreover it is proved also the existence of a statistically stationary solution.
INTRODUCTION
The suitable weak solutions of three dimensional Navier-Stokes system are weak solutions which satisfy a local energy inequality. The local energy inequality can be seen as a mathematical counterpart of a local balance of the variation of the energy of the fluid governed by the Navier-Stokes equations. This additional property in general is not verified by solutions to Navier-Stokes equations (e.g. solutions obtained by Galerkin approximations), but, from a physical viewpoint, it is natural to choose solutions which have more regularity properties and so a more precise physical meaning.
The concept of suitable weak solution was introduced firstly by Caffarelli, Kohn and Nirenberg in [4] , with the aim to study the partial regularity of solutions of Navier-Stokes system. With this approach the local energy inequality is turned out to be a crucial tool and it has brought Caffarelli, Kohn and Nirenberg to show in [4] the best known result in this setting.
The suitable weak solutions were already defined in the papers of Scheffer [16] , [17] , [18] , even if in a rather implicit way. Scheffer gives an interpretation of the local energy inequality in terms of the existence of an external force f acting against the flow, in other words
In this paper we will show the existence of martingale suitable weak solutions of three dimensional Navier-Stokes system. These are solutions of the Navier-Stokes equations driven by a random body force (a white noise). Different interpretations can be given to these terms. A random force can represent all those phenomena that are usually neglected where the system is stable. A random solution of the Navier-Stokes equations can take into account that flows with a large Reynolds number are chaotic and sensitive to microscopic perturbations. Sources of perturbations can be the roughness of the boundary, or the effects of the environment external to the system, such as acoustic waves, etc.
We will prove also the existence of stationary suitable weak solutions, where stationary has to be understood in a statistical sense. These solutions may describe a fluid in a turbulent regime. The partial regularity of these solutions will be studied in other papers (see [7] , [8] and [15] ).
Many authors have proved the existence of deterministic suitable weak solutions, see for example Caffarelli, Kohn and Nirenberg [4] , or P.L. Lions [13] , Beirao da Veiga [2] , Lemarie-Rieusset [11] . None of the methods used in these papers is well suited to prove the existence of martingale solutions. The existence of suitable weak solutions in a stochastic setting seems to be new. 
where n is the outer normal to ∂D (see for example Temam [22] ), and the space
The L 2 -norm of elements of H will be denoted by | · | and the H 1 -norm of elements of V will be denoted by · . If the space H is identified with its dual and the space H ′ is identified with a subspace of V ′ , then The fractional powers A α of A, α ≥ 0, are simply defined by
The operator A : D(A) ⊂ H → H is defined as
with domain
The space D(A α ) is an Hilbert space with the inner product
Since V coincides with D(A 1/2 ) (see Temam [23] Section 2.2, or Temam [24] , Ch. III, Section 2.1), the space V can be endowed with the norm u = |A 1/2 u|. The Poincarè inequality gives
Moreover we will consider the Sobolev spaces W s,p (0, T ; H) endowed with the norm
Finally we define the bilinear operator B :
The operator B can be extended in many different spaces (see for example Temam [23] ). In the sequel we will largely use the following local Sobolev inequality. Let u ∈ H 1 (B r ), then 
DEFINITIONS AND MAIN RESULTS
We consider a viscous incompressible homogeneous Newtonian fluid in the bounded open domain D ⊂ R 3 , described by the Navier-Stokes equations (2.1)
where u is the velocity field, P is the pressure field and ν is the kinematic viscosity. For simplicity we will take ν = 1, since its value is not relevant in the present setting. The term ∂ t g represents a rapidly fluctuating force and in this paper it will be model by a white noise. In order to handle this term we introduce the new variables
where the pair (z, Q) solves the following Stokes equation
Then the new variables (v, π) solve the following equation
where the white noise term has disappeared. We will ask for a path-wise local energy inequality to the pair (v, π), as we shall see in the sequel.
2.1.
Assumptions on the data. We will model the fluctuation part of the body force ∂ t g as a noise white in time ∂ t B, so that B is a Brownian motion. We will assume throughout the paper the following assumptions (As)
B is a Brownian motion with trajectories in D(
for a small δ > 0. It is possible to see that this set of assumptions implies that the trajectories of the solution z of equations (2.2) have the following regularity properties
(see Flandoli [6] ).
Remark 2.1. Another way to give assumptions (As) regarding the Brownian motion B is to consider the covariance operator O , which is a positive bounded self-adjoint operator. We suppose that O maps H into D(A δ ). So a sufficient condition that ensures (As) is that the operator A δ O A δ has a bounded extension to H which is of trace class (see [5] for more).
Remark 2.2. Even if we are mainly interested in interpreting the fluctuation ∂ t g as a white-noise, in view of stationary solutions we will consider also deterministic solutions. In this case we will assume (Ad)
for δ > ε > 0, so that again property (2.4) holds (we refer again to Flandoli [6] ). Note that it is possible to choose the function g with different regularity
properties, combining in different ways the differentiability with respect to time and the differentiability with respect to space.
Martingale suitable weak solutions.
We start with the definition of martingale suitable weak solutions and we give the main theorem about their existence. Before doing this, we define the suitable solutions in a deterministic setting, so that the derivative of g with respect to time has to be understood in the sense of distributions. 
3) in the sense of distributions on D T , 4. for all t ≤ T and almost all s < t,
A martingale suitable weak solution for the Navier-Stokes equations will be the solution of a stochastic differential equation driven by an additive noise such that its trajectories are suitable weak solutions in the sense of the definition above. More precisely: Definition 2.4. A martingale suitable weak solution is a process (u, P) defined on a stochastic basis
where B is a Brownian motion adapted to the filtration with values in D(A δ ), such that
loc (D T ) is a measurable mapping and such that there exists a set Ω 0 ⊂ Ω of full probability such that the pair (u(·, ω), P(·, ω)) is a suitable weak solution in the sense of Definition 2.3, with respect to the body force f + ∂ t B t (ω), for all ω ∈ Ω 0 . We want to explain the meaning of the last part of this definition. Since B is a Brownian motion, under assumption (As) it has È-a.s. trajectories 
where σ is the variance of B and C 1 is a universal constant. Remark 2.6. It can be noticed that, as in [4] , the complete local energy inequality
can be recovered using a cut-off function χ:
for each t we use φ ε (x, s) = φ(x, s)χ( t−s ε ) as a test function and, as ε → 0, we obtain the full local energy inequality.
Remark 2.7. The definition of suitable weak solution we have given seems to depend on the solution z of the linear problem. This is not true, the definition given above has been introduced only to deal with the term ∂ t g. Indeed, it is possible to show the following result, which will be proved in Section 3. The previous theorem tells us that, when g ≡ 0, there is no difference between the suitable weak solutions in the sense of Caffarelli, Kohn and Nirenberg [4] and ours. 2.3. Stationary solutions. The approach we follow here concerning the framework of the path space and the introduction of stationary solutions is due to Sell [19] (see also [9] ) and gives a solution to the problem of studying the asymptotic behaviour of dynamics when the dynamic itself cannot be well defined, as for Navier-Stokes equations.
A stationary solution is a measure on the space of all trajectories (u,W ) that are solutions to Navier-Stokes equations, which is invariant for the time-shift. In this setting we will not consider the pressure term P explicitly, since we are mainly interested in the statistical properties of the velocity. In fact in [8] a regularity criterion will be proved which involves only the gradient of the velocity.
In order to have an equation whose deterministic part is autonomous, we will suppose that the deterministic forcing term f ∈ L 2 (D) is independent of time. The time-shift will act on the increments of the Brownian motion in order to preserve the stationarity of its increments.
Let C 0 ([0, +∞), H) be the set of all continuous functions which take value 0 in t = 0 and let S be the subset of L 2
and u is a suitable weak solution in the sense of Definition 2.3 for all T > 0 under the body force f + ∂ t W . In this setting the pressure P is treated as an auxiliary scalar field. We will see that this set is not empty. Let us define a metric on S . Let
and the metric on S is defined as
Let C b (S ) be the space of all bounded real continuous functions on S with the uniform topology, let B be the Borel σ-algebra of (S , d) and M 1 (S ) be the set of all probability measures on (S , B ).
Let τ t : S → S , (t ≥ 0) be the time shift on S , defined as
Notice that the map
We denote again by τ t the induced mapping on C b (S ), defined as
and by τ t µ the image measure of any µ ∈ M 1 (S ) under τ t , in the sense that
Definition 2.9. A probability measure µ ∈ M 1 (S ) is time-stationary if τ t µ = µ for all t ≥ 0. A probability measure µ has finite mean dissipation rate if
Remark 2.10. The property of having a finite dissipation rate is exactly the one we will need to apply the regularity criterion presented in [8] . Notice that this property does not depend on the presence of the noise, since there exist stationary solutions with finite dissipation rate also for the deterministic solution (see [7] ).
There exists a time stationary probability measure µ ∈ M 1 (S ) with finite mean dissipation rate. Moreover, there exists a constant C µ > 0 such that for all t ≥ s ≥ 0,
Finally, the image measure of µ under the projection onto the second component is a Wiener measure whose covariance operator maps H in D(
The last claim of the theorem says poorly that the standard process on S having law µ is a martingale suitable weak solution driven by a Brownian motion satisfying assumption (As).
3. THE PROOF OF THEOREM 2.8
Let (u, P) be a suitable weak solution in the sense of Definition 2.3, that is, with respect to the solution (z, Q) of problem (2.2). Let (z 1 , Q 1 ) be the solution of the equation
with initial condition z 1 (0) = z 0 , and set w = z − z 1 and
is a suitable weak solution with respect to (z 1 , Q 1 ). In order to do this, we have only to show that v 1 satisfies the local energy inequality (3.3) (which has an additional term which takes into account the term f − f 1 ). The function w is the solution of
where
Lemma 3.1. With the notations above, for any
Since (v, π) is a weak solution of (2.3), we use φw ε as a test function to have
Moreover we have in Supp φ ∂ t w ε − △w ε + ∇R ε = f 2 , div w ε = 0 and multiplying by φv and integrating by parts gives
Then we subtract (3.2) from (3.1) and we use the following facts (they can be easily obtained by integration by parts)
so that we finally have
and, as ε goes to 0, the conclusion follows.
With the help of the above lemma, we can conclude the proof of Theorem 2.8.
Since (v, π) satisfies the energy inequality and using the energy equality for (w, R) and the previous lemma, we have
Now we use the fact that
to obtain the local energy inequality for v 1
PROOFS OF THE EXISTENCE THEOREMS
In this section we will prove Theorem 2.5, on existence for martingale suitable weak solutions, and Theorem 2.11, about the existence of stationary solutions. Prior to do this, we show a path-wise existence result, which will be the basis of the proofs of the two main theorems.
4.1. Path-wise existence. In this section it will be proved the existence of suitable weak solutions as defined in Definition 2.3. In other words we will show the following theorem The proof of this theorem is given in three steps. In the first step we solve a linearised version of the equation, whose higher regularity will let us prove the local energy inequality for such solutions. The second step will consist in the application of the Banach fixed point theorem to get the solution of an approximated nonlinear problem. In the third step we will find, in the limit of the approximation, a solution as requested by Theorem 4.1.
We start with the first step.
H). Then there exists a unique solution (u, p) of the problem
It is easy to see that
We will see that u ∈ V ∩ H 2 , then Au ∈ H and so u ′ = −Au − P B(u + ξ) in H and u ′ ∈ L 2 (0, T ; H), i.e. u is equal a.e. to a continuous function from [0, T ] to H (see Temam [22] , Lemma 3.1.1) and the initial condition makes sense.
We prove existence by means of the Galerkin method. Let v 1 , . . . , v m , . . . be a basis as above. We define for each m ≥ 1 the approximate solution u m of the problem as follows
where u 0 m is the orthogonal projection in H of u 0 on the linear space spanned by v 1 , . . . , v m . This finite-dimensional linear system has a unique solution.
First we obtain an estimate of u m in
and consequently, integrating in time,
Then we obtain an estimate of u m in
H). Multiply each equation by u i m
′ and sum to obtain
and so, by using Cauchy inequality and Young inequality,
By Gronwall lemma we get
and, by integration by time, then we have
In conclusion we obtain that u m is bounded in
, T ; H). From the equation then we get
and so Au m ∈ L 2 (0, T ; H); by the regularity theory for the Stokes operator, we obtain a bound for u m in the space L 2 (0, T ; H 2 (D)).
Then there exist a subsequence
Taking the limit in the equation gives
We can easily see that the solution is unique, that u ∈ C([0, T ];V ) and that u
This means that P (u
, there exists a function p such that ∇p(t) ∈ L 2 (D) for a.e. t, and
. Now we prove the energy equality. Let φ ∈ C ∞ c (D T ) and G = −(w·∇)(u+ ξ). Then
we mollify in R 4 this equation in order to obtain smooth functions u m , p m and G m such that
in a neighbourhood of Supp φ and such that
then we multiply by u m φ and integrate by parts to have
As m → ∞, we recover the energy equality, using the fact that G = −(w · ∇)(u + ξ) and by integration by parts.
In the second step of the proof of Theorem 4.1, we obtain the solution for the approximated nonlinear equation. We firstly define a regularisation procedure. Let v 1 , . . . , v m , . . . be an orthonormal basis in H of eigenfunctions of the operator A. For any N ∈ N and v ∈ H, we denote by v N the projection of v on the span of v 1 , . . . , v N . The following properties hold
Notice that, by virtue of assumption (Ad), we know that
for some ε > 0. Actually we know much more, namely that z is bounded with values in L 4 (D), but, as we shall see, a weaker bound (like the one given above) is sufficient.
Lemma 4.3. Assume (Ad). Let N ∈ N, then there exists a pair
with initial condition v N (0) = u N 0 , and such that for any φ ∈ C ∞ c (D T ), φ ≥ 0, the following energy equality holds
and R 0 will be fixed later. Define a function F from C to L ∞ (0, T ; H) ∩ L 2 (0, T ;V ) as follows: if w ∈ C , we take the regularisation w N as above and u = F w is the solution of the problem
The existence and uniqueness of this solution is guaranteed by the previous lemma, once we apply it with w → w N + z N and ξ → z.
First we show that F maps C into itself. In order to show this, we shall only choose a suitable R 0 . We have
and so, since in finite-dimensional spaces all the norms are equivalent, we have
if we choose R 0 > |u 0 | 2 and T small enough.
Then we show that F is a contraction. Let w 1 , w 2 ∈ C and set w = w 1 − w 2 , v = F w 1 − F w 2 and p = p 1 − p 2 , where p 1 , p 2 are the corresponding pressures. Then
and so, using the fact that v(0)=0, we have
In conclusion
and, if we choose the time interval small enough, the map F is a contraction.
Then the last step of the proof follows. We show that the sequence (v N , π N ) converges to a weak solution (v, π) satisfying the properties of Definition 2.3.
Proof of Theorem 4.1. First we get an estimate of the solutions in the spaces L ∞ (0, T ; H) and L 2 (0, T ;V ). Indeed, multiply the equation by v N and integrate by parts to get
By using Hölder inequality and Young inequality we get
and so
since, for any suitable ξ, by virtue of Sobolev inequalities,
and, integrating with respect to time,
where C(T, z) is a constant which depends only on T and on the function z.
Then we give an estimate of the pressure term. By Theorem 15 of [20] we can deduce that ∇π N are bounded in L 5/4 ((ε, T ); L 5/4 (D)) for every ε > 0. Then using the argument given in [4] (page 781), we can conclude that π N are bounded in
We can improve the regularity of π N using the general result of Sohr and Von Wahl [21] or the simplified argument of Lin [12] , to obtain that π N are bounded in L
5/3 loc ((0, T ] × D).
At last, using an argument similar to the one in Lemma 4.2 (Chapter III) of [22] , we know that v N are bounded in W 1,2 (0, T ; D(A −1 )) and so, by virtue of Theorem 2.1 (Chapter III) of [22] 
We can deduce then that there exist a subsequence of (v N , π N ) N∈N , which we call again (v N , π N ), and functions (v, π) such that
). These convergence properties are sufficient to verify that the limit v is a weak solution of Navier-Stokes system. Moreover the initial condition is satisfied, in fact v N are weakly continuous uniformly, by the bound of their derivatives, and so
At last, thanks to the uniform bound on the time derivative, the limit is continuous as a function from [0, T ] to the space H with the weak topology. Now we prove the classical energy inequality. Integrate (4.1) in time between s and t, then in the limit as N → ∞, the classical energy inequality for v is obtained.
The last step of the proof is to prove that the limit v verifies the local energy inequality.
3 ). By the properties of the regularisation, we can deduce that
By lower semi-continuity loc (D T ), the first three terms converge. In order to show that the last term also converges, we use the fact that z is bounded in L 8+ε (0, T ; L 4 (D)), with ε > 0 (this is the only step of the proof where we need this fact). Let
, by the previous considerations, and is bounded in L p (0, T ; L q (D)) by the Sobolev inequality. Thus
) and this is sufficient to conclude since 1 2
4.2. The proof of Theorem 2.5. We can use now the results of the previous section to show the existence of martingale suitable weak solutions. There are some technical points in the proof of this theorem, mostly linked to the fact that we deal with a pair (v, π) of processes, where we have no information on the tightness of the laws of the approximating sequence of pressures. We solve the problem by means of the following lemma, which is given in a generalised setting. Let (S, d S ) and (T, d T ) be two complete separable metric spaces and consider the product metric space S × T , endowed of the product metric. Let π : S × T → S be the canonical projection onto the first component, that is π(s,t) = s for (s,t) ∈ S × T . Let a sequence of measure ν n be given on S × T such that µ n = πν n ⇀ µ, where µ is a measure on S.
Lemma 4.4.
There exist a probability space (Ω, F , È), a sequence of random variables (X n ,Y n ) on S × T , the laws of which are ν n , and a random variable X on S having µ as its law, such that
Proof. From Theoreme 1, § 6, No. 1 of Bourbaki [3] , since T is a complete separable metric space, it may be homeomorphic-ally embedded as a G δ subset (a countable intersection of open sets), and so as a Borel set, of a compact metrizable spaceT . So measures ν n can be extended to measures ν n in the spaceT : in this way the sequence (ν n ) n∈N is tight and by Prohorov theorem there exists a subsequence, called again (ν n ) n∈N , converging weakly to a measureν onT . Obviouslyπν n = µ n andπν = µ, whereπ is the projection of the space S ×T onto the first component. By Skorohod theorem there exist a probability space (Ω, F , È), random variables (X n ,Ỹ n ) on S ×T , with lawsν n , and (X,Ỹ ), with lawμ, such that
Sinceν n (S × T ) = 1, the restrictions to the space S × T of the previous random variables (X n ,Y n ) (notice that X n =X n ), have ν n as their laws. Moreover,X has µ as its law and X n →X, È-a. s.
Remark 4.5. In [15] it is given an alternative proof of this fact, showing that actually the claim is true for the whole sequence, not only for a subsequence. Since we will use the lemma together with a compactness argument, we don't really need the complete result.
Proof of Theorem 2.5. Let z be the stochastic process which is solution of system (2.2). We know that for a.e. ω ∈ Ω we have that W (ω) is in the space C 1/2−ε ([0, T ]; D(A δ )) for all ε < δ, and so by [6] we can deduce that z(ω) satisfies (2.4). So we can apply path-wise the results of the previous section. For a.e. ω ∈ Ω we use Lemma 4.3 to get for each N ∈ N a pair
with values in So it is well defined a random variable π N ) is the solution of the approximated problem for almost each ω ∈ Ω, and W is a Brownian motion.
Let ν N be the law of
; H) and let µ N be the projection of ν N in the variable v, that is the law of v N . We want to show that the family of measures µ N is tight, that is for each ε > 0 there exists a compact set K ε in E such that
We take
The set K ε is compact in L 2 (0, T ; H) and, moreover,
and the right hand side is smaller than ε if the above mean values are uniformly bounded with respect to N and C ε is chosen properly. To see this, fix N ∈ N and let u N = v N + z. First we have (this can be done as in Lemma 2.3 in [12] )
+ z 2 L ∞ (0,T ;H) is finite and so the only thing we need to show is that
is bounded uniformly in N. We know that
and so (see Pardoux [14] , Théorème 3.1)
is a local martingale with respect to the stopping time τ R , and so, taking the expectation of (4.2) at time t ∧ τ R ,
and by Gronwall's lemma we can deduce that ϕ(t) is bounded by a constant independent of R. So, as R ↑ ∞, we can deduce that |u N (t)| 2 H ≤ C(T ), and then that (4.3) is a martingale.
So, by taking the expectation in (4.2), we obtain first that
and then, using the Burkholder-Davis-Gundy inequality, that
We can conclude that By Lemma 4.4, there exist a probability space (Ω,F , È) and random
whereṽ is a random variable whose law is µ. It is easy to check thatW is a Wiener process which keeps the same regularity properties of W . Notice that
and so the same holds true for the new random variablesṽ N k . In the same way we can deduce that π N k ∈ L 2 (D T ) and so on. Now we need to show that theṽ N k satisfy the equations and the energy inequalities. We give a proof, using a trick of Bensoussan [1] , for the local energy inequality (actually it is an equality for the v N ). Given φ ∈ C ∞ c (D T ), define the random variable
and letX N k be the analogue of X N for theŨ N k .
We know that X N = 0, È-a. s., and so
where Φ is a deterministic bounded continuous function on the subspace of E where the ν N are concentrated (remember that the U N are far more regular than the elements of E ) and sõ
this meansX
s. If we do this for a dense set of functions in C ∞ c (D T ), we can conclude that there exists a setΩ 0 ⊂Ω of full measure such that the local energy inequality holds for each ω ∈Ω 0 and φ ∈ C ∞ c (D T ). From now on, since the two sequences enjoy the same properties, we will omit the tilde.
The last step of the proof is to show that the limit process is a martingale solution. We need to find the limit of the sequence of the pressures in such a way that the equations and the energy inequalities are satisfied. First we observe that the v N k solve the equation
È-a.s. in V ′ , so in the limit
Thus there exists a distribution π such that (2.3) holds true. Normalise π in such a way that
The set of ω ∈ Ω such that W (ω), and so z(ω) and all v N k (ω), has the suitable regularity we need, such that (v N k (ω), π N k (ω)) satisfy the modified Navier-Stokes equations and such that v N k (ω) → v(ω), has probability one. Take an ω ∈ Ω in this way. Then there exists a subsequence of π N k (ω) which converges weakly in L 5/3 loc (D T ). Taking the limit in the equations, we observe that the equations are satisfied both by π(ω) and by the limit of π N k (ω). This means that the two are equal (they have both zero mean in D) and
loc (D T ). We need only to verify that (v(ω), π(ω)) satisfies the local energy inequality. This can be done as in the third step of the proof of Theorem 4.1, since
Finally we set u = v + z and P = π + Q and we can conclude that (u, P) is a martingale suitable weak solution in the sense of Definition 2.4.
4.3. The proof of Theorem 2.11. In this last section we prove the existence of stationary solutions. The proof is given using the classical KrylovBogoliubov method, where the initial measure is given by the law of a martingale solution.
In order to show the existence of time-stationary measures, we need the following compactness lemma. Let z n be the solution of the Stokes equation (2.2) with ∂ t W n as a forcing term and let v n = u n − z n and π n = P n − Q n . By well known results on the Stokes equation (see [6] ) we know that z n are bounded in L ∞ (0, T ; H), L 2 (0, T ;V ) and L ∞ (0, T ; L 4 (D)) and moreover z n → z in L 2 (0, T ; H). Then v n are bounded in L ∞ (0, T ; H) ∩ L 2 (0, T ;V ) and so we can proceed as in the third step of the proof of Theorem 4.1 to get all the convergence properties we need to take the limit in the equations and in the local energy inequality.
To prove the claim, we use (2.5) and Poincaré inequality to get |u(t)| v(s) + C λ .
