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DYNAMICS OF CONTINUOUS TIME MARKOV CHAINS WITH
APPLICATIONS
CHUANG XU, MADS CHRISTIAN HANSEN, AND CARSTEN WIUF
Abstract. This paper contributes an in-depth study of properties of continuous time Markov
chains (CTMCs) on non-negative integer lattices Nd0, with particular interest in one-
dimensional CTMCs with polynomial transitions rates. Such stochastic processes are
abundant in applications, in particular in biology. We characterize the structure of the
state space of general CTMCs on Nd0 in terms of the set of jump vectors and their cor-
responding transition rate functions. For CTMCs on N0 with polynomial transition rate
functions, we provide threshold criteria in terms of easily computable parameters for var-
ious dynamical properties such as explosivity, recurrence, transience, certain absorption,
positive/null recurrence, implosivity, and existence and non-existence of moments of hitting
times. In particular, simple sufficient conditions for exponential ergodicity of stationary
distributions and quasi-stationary distributions are obtained, and the few gap cases are
well-illustrated by examples. Subtle differences in conditions for different dynamical prop-
erties are revealed in terms of examples. Finally, we apply our results to stochastic reaction
networks, an extended class of branching processes, a general bursty single-cell stochastic
gene expression model, and population processes which are not birth-death processes.
1. Introduction
Continuous time Markov chains (CTMCs) on a countable state space are widely used in
applications, for example, in genetics [14], epidemiology [29], ecology [16], biochemistry and
systems biology [37], sociophysics [36], and queueing theory [18]. For a CTMC on a discrete
state space, classification of the state space and criteria for dynamical properties (recurrence,
transience, explosivity, etc.) are among the fundamental topics and areas of interest.
In applications it is often difficult to characterize the structure of the state space of a
CTMC purely in terms of the transition rate matrix. This has for example been revealed in a
recent work on extinction events in stochastic reaction networks [1]. Moreover, there are few
handy necessary and sufficient conditions for dynamical properties in the literature. Reuter
provided necessary and sufficient conditions for explosivity for CTMCs (Reuter’s criterion)
[30], but these conditions are difficult to check, except for birth-death processes (BDPs) [24],
and competition processes [31], due to the fact that the conditions involve infinitely many
algebraic equations. Karlin and McGregor in their seminal work on BDPs [20] established
necessary and sufficient conditions for certain absorption, in terms of convergence/divergence
of a series constructed from the birth and death rates. It might however be non-trivial to
conclude whether the series converges or diverges. Meyn and Tweedie developed Lyapunov-
Foster criteria for various dynamical properties (e.g., non-explosivity, and positive recurrence),
but it seems there are no criteria for the converse properties, for instance, Lyapunov-Foster
conditions for explosivity or null recurrence [26].
A particular source of inspiration for our work comes from stochastic reaction network
(SRN) theory, where examples are abundant. SRNs can be represented in terms of an edge-
labelled directed graph, and a key issue is to understand whether this graph determines
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the dynamics of the corresponding CTMC. For instance, consider the following two reaction
networks with one species (S):
(1.1) S
1−−⇀↽−
2
2S
4−−⇀↽−
4
3S
6−−⇀↽−
1
4S
1−−→ 5S, S 1−−⇀↽−
2
2S
3−−⇀↽−
1
3S
1−−→ 4S.
The corresponding Markov chains are on N0. A reaction, nS
κ−−→ mS, encodes jumps from x
to x +m − n with propensity λ(x) = κx(x − 1) . . . (x − n + 1), κ > 0. The first network is
explosive while the second is positive recurrent [2], which might be inferred from known BDP
criteria [4]. However, these criteria are not computationally simple and blind to the structure
of the networks.
Motivated by the above concerns, we study classification of states and dynamical properties
restricted to CTMCs on Nd0, particularly with polynomial-like transition rates. These CTMCs
are ubiquitous and serve as a framework for a large class of stochastic polynomial systems
emerging from epidemiology, ecology, chemistry, and molecular biology, and approximate
almost all CTMCs due the polynomials being dense in the space of continuous functions [6].
More precisely, given a countable set of possible jump vectors, we characterize the sets of
different types of states (absorbing, recurrent, etc.) in easily computable terms. When applied
to reaction networks, these sets can be given in terms of characteristics of the reaction graph.
Based on the classification, we study the dynamical behaviour of CTMCs with polynomial
transition rates in terms of four easily computable parameters. We provide threshold criteria
for the existence and non-existence of moments of hitting times, positive recurrence and null
recurrence, and exponential ergodicity of stationary distributions and quasi-stationary distri-
butions (QSDs). Additionally, we provide necessary and sufficient conditions for explosivity,
recurrence (vs transience), certain absorption, and implosivity. These threshold results in-
vokes fundamental studies in the theory of bifurcation of CTMCs. In particular, we provide
an explanation for the different dynamics of the two models in (1.1).
The sharpness of the results on dynamical properties depend on the construction of appro-
priate Lyapunov functions (mainly based on classical Lyapunov-Foster theory [10, 26]). We
want to emphasize that in general, Lyapunov-Foster criteria provide sufficient but not neces-
sary conditions for dynamical properties of Markov processes, and therefore it is difficult to
know how inclusive the conditions are. For this aspect, our results turn out to be sharp (and
in cases, necessary and sufficient), which seems not common in the theory of Markov pro-
cesses. Furthermore, since the four parameters are easily computed, the ‘pain’ in constructing
Lyapunov functions and applying Lyapunov-Foster theory case by case is saved. Also, a case
by case approach is ignorant of the underlying graphical structure of the Markov chain.
The difficulties in construction of appropriate Lyapunov functions also show in our work.
Even for one-dimensional CTMC with polynomial transition rates, there are still gap cases
(e.g. Theorem 5.4) where we are unable to prove whether the chain is positive recurrent or
null recurrent. In such cases, we provide examples for deeper insight. Furthermore, there
are no Lyapunov-Foster type results for null recurrence, and to show null recurrence, we
turn to the non-existence of the moments of hitting times. We also discuss reducible cases
using tricky arguments where the classical Lyapunov-Foster theory cannot be directly applied
(Theorem 5.1 in connection with explosion).
The outline of the paper is as follows: In Section 2, the notation is introduced and back-
ground on CTMCs is reviewed. Classification of states of CTMCs on Nd0 is provided in
Section 4. Section 5 developes threshold criteria for various dynamical properties of CTMCs
with polynomial transition rates in one dimension. Examples of SRNs (a full application to
SRNs will be pursued in a subsequent paper) and applications to a class of branching pro-
cesses, a general bursty single-cell stochastic gene expression model, and population processes
of non-birth-death process type, are provided in Section 6. Finally, proofs of the main re-
sults are appended. Additional tools used in the proofs as well as proofs of some elementary
propositions are also appended.
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2. Preliminaries
2.1. Notation. Let R, R≥0, R>0 be the set of real, non-negative real, and positive real
numbers, respectively. Let Z be the set of integers, N = Z ∩R>0 and N0 = N ∪ {0}.
For a, b ∈ N0, let
ab =
b−1∏
j=0
(a− j)
be the descending factorial. In particular, ab = 0 if a < b. For x = (x1, · · · , xd), y =
(y1, · · · , yd) ∈ Nd, let xy =
∏d
j=1 x
yj
j . For a ∈ R ∪ {+∞}, let a = a(1, · · · , 1) ∈ Rd ∪ {∞}
(∞ is used if at least one coordinate is ∞). For x, y ∈ Rd, let x ≥ y (similarly, y ≤ x, x > y,
y < x) if it holds coordinate-wise.
For x ∈ Rd, B ⊆ Rd and j = 1, · · · , d, define
x̂j = (x1, · · · , xj−1, xj+1, · · · , xd), B̂j = {x̂j : x ∈ B}, Bj = {xj : x ∈ B}.
For b ∈ R, A ⊆ Rd, let bA = Ab = {ba : a ∈ A}. For a ∈ Rd, B ⊆ R, let aB = Ba =
{ab : b ∈ B}. For b ∈ Rd, A ⊆ Rd, let A + b = {a+ b : a ∈ A}. Let 1A denote the indicator
function: 1A(x) = 1 if x ∈ A, and otherwise 0. For a non-empty subset A ⊆ Nd0, let
A = {x ∈ Nd0 : x ≥ y for some y ∈ A},
Recall that the relation ≤ induces a partial order on Rd. The set A is the minimal set
of a non-empty set B ⊆ Rd if A consists of all elements x ∈ B such that x 6≥ y for all
y ∈ B \ {x}. A set B has a non-empty minimal set if and only if B is bounded from below
with respect to (w.r.t.) ≤. In particular, if B ⊆ Nd0, then its minimal set A is finite and
A = B (Proposition A.3). For a subset A ⊆ Zd, let #A be the cardinality of A,
(2.1) spanA =
{∑
i∈I
cix
(i) ∈ Zd : ci ∈ R, x(i) ∈ A, ∀i ∈ I, and I ⊆ N is finite
}
the span of A and dim spanA the dimension of the span.
2.1.1. Greatest common divisor. For x, y ∈ Zd, if x 6= 0, x divides y (or x is a divisor of y),
denoted x|y, if there exists m ∈ Z such that y = mx and we write m = yx . In particular, x
is a positive divisor of y if yx ∈ N. For A ⊆ Zd, x is a common divisor of A (or x divides
A), denoted x|A, if x|y for all y ∈ A. In particular, x is called a greatest common divisor
(gcd) of A, denoted gcd(A), if x˜|x for every common divisor x˜ of A, and the first non-zero
coordinate of x is positive. Hence gcd(A) is unique, if it exists. Not all subsets of Zd have
a gcd (or even a common divisor), e.g., A = {(1, 2), (2, 1)}. Indeed, for A ⊆ Zd \ {0} non-
empty, dim span (A) = 1 if and only if A has a common divisor if and only if gcd(A) exists
(Proposition A.2). For a vector c ∈ Zd, let gcd(c) = gcd({cj : j = 1, . . . , d}) ∈ N.
2.1.2. Lattice interval. For x, y ∈ Nd0, denote the the line segment from x to y in Nd0 by [x, y]1,
referred to as the (closed) lattice interval between x and y, and analogously for [x, y[1, etc.
For instance, [(1, 2), (3, 6)]1 = {(1, 2), (2, 4), (3, 6)} while ](1, 2), (3, 4)[1= ∅. Moreover, for a
subset A ⊆ Nd0 on a line (i.e., dim spanA = 1), if A is not perpendicular to the axis of the
first coordinate, then the elements in A are comparable w.r.t. the order induced by the first
coordinate, denoted ≤1. We use min1 A and max1A for the unique minimum and maximum
of A, respectively. Moreover, min1A is always achieved, irrespectively A is finite or countably
infinite, and max1A = ∞ in the latter case. For instance, if A = {(1, 4), (2, 3), (3, 2)}, then
(1, 4) ≤1 (2, 3) ≤1 (3, 2), min1A = (1, 4) and max1A = (3, 2). In particular, for d = 1 and
x, y ∈ Z, [x, y]1 ([x, y[1, respectively, etc.) reduces to the set of integers from x to y.
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2.2. Markov chains. We first review some basic theory of Markov chains [28, 32]. Let Yt,
t ≥ 0, or Yt for short, be a CTMC on a countable state space Y. For two states x, y ∈ Y,
x is accessible from y (or y leads to x) denoted by y ⇀ x if Py(Yt = x for some t ≥ 0) > 0.
Moreover, x communicates with y, denoted x↽−⇀ y, if both x ⇀ y and y ⇀ x. A non-empty
subset E ⊆ Y is communicable if x, y ∈ E implies x↽−⇀ y. Hence ↽−⇀ defines an equivalence
relation on Y, and partitions Y into communicating classes (or classes for short).
A non-empty subset E ⊆ Y is closed if x ∈ E and x ⇀ y implies y ∈ E. A set is open if it
is not closed. A state x is absorbing (escaping) if {x} is a closed (open) class. An absorbing
state x is neutral if x is not accessible from any other state y ∈ Y \ {x}, and otherwise, it
is trapping. A non-singleton closed class is a positive irreducible component (PIC), while a
non-singleton open class is a quasi-irreducible component (QIC). Any singleton class is either
an absorbing state (neutral or trapping), or an escaping state, whereas any non-singleton class
is either a PIC or a QIC.
A communicating class E is recurrent (positive or null recurrent), or transient according
to the standard meanings of the terms. Moreover, every recurrent class is closed and every
finite closed class is recurrent [28]. Hence any open class (QIC or escaping state) is transient.
3. A class of CTMCs
We will define a class of CTMCs on Nd0 in terms of a potentially infinite set of jump vectors
and a set of non-negative transition functions. Let Ω ⊆ Zd \ {0}, λω : Nd0 → R≥0, ω ∈ Ω, be
non-negative functions on Nd0, and F = {λω : ω ∈ Ω}. We say a state y ∈ Nd0 is reachable from
x ∈ Nd0 (and with an abuse of notation, write x ⇀ y) if there exists a sequence x(0), . . . , x(m),
such that x = x(0), y = x(m) and λω(i)(x
(i)) > 0 with ω(i) = x(i+1)−x(i) ∈ Ω, i = 0, . . . ,m−1.
Now, define a class of CTMCs on Nd0 in terms of (Ω,F):
C =
{
Yt : Y0 ∈ Nd0, qx,y = λy−x(x)1Ω(y − x), ∀x, y ∈ Y0
}
,
where the state space Y0 consists of Y0 and the states reachable from Y0, and (qx,y)x,y∈Y0
is the transition operator on Y0. The notions of accessibility and reachability coincide if
Y0 = Nd0.
A set A ⊆ Nd0 is a communicating class for C if it is a communicating class for one (and
hence for all) Yt ∈ C with A ⊆ Y0. A state x ∈ Nd0 is a neutral state for C if it is a neutral
state for all Yt ∈ C with x ∈ Y0, a trapping state for C if it is so for one Yt ∈ C with x ∈ Y0
(and hence for all with x ∈ Y0 and #Y0 > 1), and an escaping state for C if it is so for one
Yt ∈ C with x ∈ Y0 (and hence for all with x ∈ Y0). A set A ⊆ Nd0 is a PIC (QIC) for C if it
is so for one Yt ∈ C with A ⊆ Y0.
Let N, T, E, P, and Q be the (possibly empty) set of all neutral states, trapping states,
escaping states, positive irreducible components and quasi irreducible components for C, re-
spectively. Every x ∈ Nd0 belongs to precisely one of the these sets (Proposition A.1). By
definition, any Yt ∈ C with Y0 ∈ P is irreducible.
Given Yt ∈ C with state space Y and a (probability) measure ν on Y, we define a time-
dependent (probability) measure on Y associated with Yt:
Pν(Yt ∈ A) =
∫
Y
Px(Yt ∈ A)dν(x), for A ⊆ Y.
We say a positive (probability) measure π on Nd0 is a stationary measure (distribution) for C
if there exists Yt ∈ C on Y such that Pπ = π for all t > 0, where Pπ is associated with Yt.
4. Structure of the state space
Let Ω± = {ω ∈ Ω: sgn(ω1) = ±1} be the sets of forward and backward jump vectors,
respectively. Suppose the following hold.
(A1) suppλω = {y ∈ Nd0 : λω(x) > 0 ∀x ≥ y}, for every ω ∈ Ω.
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(A2) Ω+ 6= ∅, Ω− 6= ∅.
Assumption (A1) is a regularity condition on the set of transition functions to evade a
CTMC to jump sporadically.
If either Ω+ = ∅ or Ω− = ∅, the classification of states as well as the dynamics of such
processes are simpler than under (A2). Indeed, one can derive parallel results from the
corresponding results under (A2). Furthermore, by rearrangement of coordinates, (A2) is
just required to be fulfilled for one choice of coordinate.
To state the results on classification of states, we further introduce some notation for
various sets induced by the transition rate functions.
For ω ∈ Ω, let Iω be the minimal set of suppλω . Let Oω = Iω + ω, I = ∪ω∈ΩIω and
O = ∪ω∈ΩOω. For ease of notation, we write Iω for Iω, etc. By Proposition A.3, the set Iω
is non-empty and finite, and by (A1) we have
Iω = suppλω, and Oω = suppλω + ω = Iω + ω.
Thus, the states that lead to other states, and the states that are reachable from other states,
form the sets
I = ∪
ω∈Ω
Iω, O = ∪
ω∈Ω
Oω.
Let S = spanΩ (see (2.1) for a definition) and define the invariant subspace,
Lc = (S+ c) ∩ Nd0, for c ∈ Zd,
which is translationally invariant: Lc = Lc′ whenever c− c′ ∈ S and Lc ∩ Lc′ = ∅ if c− c′ 6∈ S.
Example 4.1. Consider C with Ω = {(2, 1), (2,−1)}, I(2,1) = {(2, 2), (3, 1)}, I(2,−1) =
{(3, 3)}. Hence O(2,1) = {(4, 3), (5, 2)}, O(2,−1) = {(5, 2)}. See Figure 1 for an illustration.
1 2 3 4 5 6 7 8 90
1
2
3
4
5
6
7
8
9
I
II
Figure 1. Illustration of Example 4.1. I = I + II, O = II.
4.1. Characterization of different sets of states. Given (Ω,F), for every ω ∈ Ω, let
Ioω = {x ∈ Iω : x+ ω ⇀ x} ⊆ Iω , and Ωo = {ω ∈ Ω: Ioω = Iω} ⊆ Ω.
Theorem 4.2. Given (Ω,F), assume (A1). Then N = Nd0 \ (O ∪ I), T = O \ I, E =
I \⋃ω∈ΩIoω, P ∪ Q = ⋃ω∈ΩIoω, and ⋃ω∈Ω\ΩoIω \ Ioω ⊆ E ∪ Q. In particular,
(i) N = Nd0 \ I, P = I, T = E = Q = ∅ if and only if Ωo = Ω.
(ii) P∪Q = ∅ and all states form singleton classes (either absorbing, or escaping), if and
only if
∑
ω∈Ω cωω 6= 0 whenever cω ∈ N0, ω ∈ Ω, and
∑
ω cω 6= 0.
(iii) I \ O ⊆ E, P ∪Q ⊆ I ∩ O.
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We say two classes C and C˜ of CTMCs associated with (Ω,F) and (Ω˜, F˜), respectively, are
structurally equivalent if for x, y ∈ Nd0, x ⇀ y for C if and only if x ⇀ y for C˜. In addition, we
say two structurally equivalent classes C and C˜ are structurally identical if Ω = Ω˜. Hence if C
and C˜ are structurally equivalent, then the respective unions of communicating classes for C
and C˜ coincide. But the converse is not true, as illustrated below.
We use I˜ω to denote the minimal set with respect to (Ω˜, F˜), to be distinguished from the
minimal set Iω with respect to (Ω,F).
Example 4.3. (i) Consider the two classes C and C˜ of CTMCs associated with the two
reaction networks in (1.1). Both C and C˜ are associated with Ω = {−1,+1}, and I1 = {1},
I−1 = {2}, hence they are structurally identical. Nonetheless, they have quite different
dynamics as mentioned in the Introduction.
(ii) Consider the two classes of CTMCs associated with Ω = {−1, 2} and Ω˜ = {−1, 1},
where I−1 = I˜−1 = {4} and I2 = I˜1 = {0}. It is easy to verify that E = {0, 1, 2} and
P = N \ {1, 2}, which consists of a unique PIC for both C and C˜. Nevertheless, C and C˜ are
not structurally equivalent, since 0⇀ 1 in C˜ while 0 6⇀ 1 in C (however, 0⇀ 2 is in C).
The next result is a direct but non-trivial consequence of Theorem 4.2, and provides a
criterion for showing structural equivalence.
Theorem 4.4. Let C and C˜ be associated with (Ω,F) and (Ω˜, F˜), respectively. Assume Ω˜ ⊆ Ω
and (A1). If
(i) I˜ω = Iω for all ω ∈ Ω˜,
(ii) for every ω ∈ Ω \ Ω˜, there is a positive divisor ω˜ ∈ Ω˜ of ω such that
x ∈ Iω implies x+ jω˜ ∈ Iω˜ , for j = 0, . . . , ωω˜ − 1.
Then C and C˜ are structurally equivalent.
From this result, one can under mild conditions classify the state space by first reducing
the set of jump vectors to a smaller set and then consider the class of CTMCs associated
with this smaller set. Nevertheless, even if Ω ∩ Ω˜ = ∅, it is still possible for C and C˜ to be
structurally equivalent, as illustrated below.
Example 4.5. Let C and C˜ be associated with Ω = {−2, 1}, I−2 = {2}, I1 = {0}, and
Ω˜ = {−4, 3}, I˜−4 = {4}, I˜3 = {0}, respectively. Although Ω ∩ Ω˜ = ∅, N0 is a PIC for both
C and C˜.
Neither of the conditions (i)-(iii) in Theorem 4.4 can be dropped.
Example 4.6. (i) Let C and C˜ be associated with Ω = {−1, 1}, I−1 = {1}, I1 = {0}, and
Ω˜ = {−1, 1}, I˜−1 = {1}, I˜1 = {1}, respectively. Only condition Theorem 4.4(i) fails, P = N0
is the unique PIC for C, while T = {0} and Q = N for C˜. Hence C and C˜ are not structurally
equivalent.
(ii) Let C and C˜ be associated with Ω = {−2,−1, 1}, I−1 = I−2 = {2}, I1 = {0}, and
Ω˜ = {−1, 1}, I˜−1 = {2}, I˜1 = {0}, respectively. Only condition Theorem 4.4(ii) fails since
2 ∈ I−2 but 2− 1 /∈ I−1, and P = N0 for C, while E = {0} and P = N for C˜. Hence C and C˜
are not structurally equivalent.
In the setting of population processes, T is usually referred to as the extinction set and
T = ∅ implies persistence of species. Next we derive necessary and sufficient conditions in
terms of I and O for T = ∅ and #T <∞, respectively.
Theorem 4.7. Given (Ω,F), assume (A1). Then T = ∅ if and only if for all x ∈ O, there
exists y ∈ I such that x ≥ y.
DYNAMICS OF CTMCS WITH APPLICATIONS TO SRNS 7
Theorem 4.8. Given (Ω,F), assume (A1). The following three statements are equivalent:
(i) T is finite,
(ii) Ôj ⊆ Îj, for j = 1, . . . , d,
(iii) for j = 1, . . . , d and x ∈ O, there exists y ∈ I such that x̂j ≥ ŷj.
A necessary condition for #T <∞ is given below, which is also sufficient for d = 2.
Theorem 4.9. Given (Ω,F), assume (A1). If T is finite, then
(4.1) minOj ≥ min Ij , for j = 1, . . . , d.
Theorem 4.10. Given (Ω,F), assume (A1). For d = 2, T is finite if and only if (4.1) holds.
Extension of the above result to dimensions higher than two seems not possible.
Example 4.11. Let d = 3. Consider C with Ω = {(1, 1, 1),−(2, 2, 2)}, and I(1,1,1) = {(1, 1, 3),
(1, 3, 1)}, I−(2,2,2) = {(4, 4, 4)}. Hence I = {(1, 1, 3), (1, 3, 1), (4, 4, 4)} and O = {(2, 2, 4),
(2, 2, 2), (2, 4, 2)}. For j = 1 and x = (2, 2, 2) ∈ O, there exists no y ∈ I such that xk ≥ yk
for k = 2, 3. Hence, by Theorem 4.8, #T =∞.
minOj = 2 > min Ij = 1, for j = 1, 2, 3,
contradicting (4.1).
4.2. Classification of states in one dimension. In the following we focus on classification
when the ambient space is one-dimensional, that is, when dim S = 1. In this case, ω∗ = gcd(Ω)
exists (Proposition A.2) and hence ω∗1 > 0 by definition (Section 2.1.1).
Denote the union of the positive and negative minimal sets by
I+ = ∪ω∈Ω+Iω, I− = ∪ω∈Ω−Iω, O+ = ∪ω∈Ω+Oω, O− = ∪ω∈Ω−Oω,
and define
Kc = Lc ∩
((I+ ∩ O−) ∪ (I− ∩ O+)),
which is independent of the chosen representative due to translational invariance. Let c∗ =
min1Kc, and c
∗ = max1Kc, such that Kc ⊆ [c∗, c∗]1.
Moreover, we define ω∗∗ = gcd({ω∗1 , . . . , ω∗d}) and Tc = T ∩ Lc, and for k = 1, . . . , ω∗∗,
Γ(k)c =
(
ω∗Z+
k − 1
ω∗∗
ω∗ + c
)
∩ Lc, T(k)c = Γ(k)c ∩ T.
Other sets like Ec, E
(k)
c are defined analogously. Let
Σ+c = {k ∈ {1, . . . , ω∗∗} : T(k)c 6= ∅}, ,
and Σ−c = {1, . . . , ω∗∗} \ Σ+c .
The following example shows that the above sets might contradict intuition, e.g., a trapping
state may be located not on the boundary but between two escaping states, and Kc may be
degenerate or may not coincide with the lattice interval [c∗, c
∗]1 (defined in Section 2.1.2).
Example 4.12. Consider an example in N20 with C given by ω
∗ = (1,−1), Ω+ = {ω∗, 2ω∗},
Ω− = {−3ω∗,−4ω∗}, Iω∗ = {(1, 2)}, I2ω∗ = {(0, 4)}, I−3ω∗ = {(7, 0)}, and I−4ω∗ = {(6, 2)}.
See Figure 2 for an illustration. In this case, T(7,0) = {(6, 1)}, E(7,0) = [(0, 7), (7, 0)]1\{(6, 1)},
K(7,0) = [c∗, c
∗]1 = {(4, 3)} and K(8,0) = [(2, 6), (7, 1)]1 \ {(3, 5)} ( [c∗, c∗]1.
Theorem 4.13. Given (Ω,F), assume (A1)-(A2) and dim S = 1. Then there exists b ∈ Nd0
such that for c ∈ Nd0 + b, it holds that Kc = [c∗, c∗]1, and Kc = Pc ∪ Qc consists of all non-
singleton communicating classes on Lc, while Lc \Kc is the union of singleton communicating
classes, composed of
Nc = Lc \ (O ∪ I), Tc = Lc ∩ O \ I, Ec = I ∩ Lc \ Kc.
8 CHUANG XU, MADS CHRISTIAN HANSEN, AND CARSTEN WIUF
1 2 3 4 5 6 7 8 90
1
2
3
4
5
6
7
8
9
(a) P: Yellow. T: Red. N: Black. E: Green.
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Kc
Lc c∗ = o(c)
c
∗
i(c) = i+(c)
(b) I+ = I + II + III + V + VI, O+ = II + III+
IV + V + VI + VII, I− = V + VI + VII + VIII,
O− = II + V,
(
I+ ∩O−
)
∪
(
I− ∩O+
)
= II + V+
VI + VII, c = (8, 0).
Figure 2. Illustration of Example 4.12.
Furthermore, Q
(k)
c = Γ
(k)
c ∩ Kc is a QIC trapped into T(k)c for k ∈ Σ+c , and P(k)c = Γ(k)c ∩ Kc
is a PIC for k ∈ Σ−c . In particular, if ω∗ ∈ Nd0 then b = 0 ∈ Nd0 suffices.
An escaping state may lead to multiple closed communicating classes, e.g., both a trapping
state and a PIC.
Example 4.14. Consider Ω = {(1,−1), (−1, 1)} with I(1,−1) = {(1, 2), (2, 1)} and I(−1,1) =
{(1, 2), (3, 0)}. Here ω∗ = (1,−1). For k ∈ N \ {1, 2}, let c(k) = (k, 0). Then Lc(k) =
{(j, k − j)}kj=0, Tc(k) = {(0, k)}, Ec(k) = {(1, k − 1)}, and Pc(k) = Lc(k) \ {(0, k), (1, k − 1)}
which consists of a unique PIC on Lc(k). Hence ω
∗∗ = 1, Σ+c(k) = {1} and Σ−c(k) = ∅, and the
unique escaping state leads to both a trapping state and a PIC on Lc(k).
To characterize the state space further, we define
i(c) = min1Lc ∩ I, i+(c) = min1Lc ∩ I+, o(c) = min1Lc ∩ O, o−(c) = min1Lc ∩ O−,
for c ∈ Nd0. By definition, c∗ ≥1 i(c), o(c). The result below provides detailed characterization
of the relevant sets for ω∗ ∈ Nd0 and excludes the possibility for an escaping state to lead to
multiple closed classes as shown in Example 4.14. The proof is tedious but straightforward
and is left to the interested reader.
Corollary 4.15. Given (Ω,F), assume (A1)-(A2), dim S = 1, and ω∗ ∈ Nd0. Then for
c ∈ Nd0, we have c∗ = max1 {i+(c), o−(c)}, c∗ = +∞, and
Nc = [min1Lc,min1{i(c), o(c)}[1 , Tc = [o(c), i(c)[1, Ec = [i(c), c∗[1 .
These are all finite sets. Moreover,
#Σ+c = min
{
ω∗∗ ,max
{
0, i(c)−o(c)ω∗
}}
,
and
(i) o(c) ≥1 i(c) if and only of Tc = ∅.
(ii) o(c) = o−(c) ≤1 i(c) = i+(c) if and only if Ec = ∅.
(iii) i(c)− o(c) ≥1 ω∗ if and only if Pc = ∅.
(iv) i(c)− o(c) <1 ω∗ implies i(c) = i+(c).
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(v) ∪k∈Σ+c E
(k)
c 6= ∅ implies Tc 6= ∅, which itself implies that Ec = ∪k∈Σ+c E
(k)
c , and every
escaping state can either lead to another escaping state or a trapping state.
(vi) for x ∈ ∪k∈Σ−c E
(k)
c and y ∈ Pc, we have x < y. For x ∈ Tc, y ∈ ∪k∈Σ+c E
(k)
c , and
z ∈ Qc, we have x < y < z.
The following example illustrates that a QIC may lead to multiple trapping states, and an
escaping state may also lead to multiple escaping or trapping states, even if ω∗ ∈ Nd0.
Example 4.16. Let d = 1. Consider the class C of CTMCs on N0 with Ω = {−2,−1, 1},
I−2 = I−1 = {2}, and I1 = {5}. The flow chart for the state space is as follows:
0 1 2 3 4 5 6 7 · · ·
For all c ∈ N0, o(c) = 0 and i(c) = 2. Then Qc = N \ {1, 2, 3, 4} consists of a unique QIC,
Ec = {2, 3, 4} and Tc = {0, 1}. The QIC eventually leads to both escaping states, and the
state escaping 4 leads to the escaping states 2 and 3. Eventually both Qc and Ec lead to the
two trapping states 0 and 1.
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(a) Example 4.17(i).
1 2 3 4 5 6 7 8 90
1
2
3
4
5
6
7
8
9
(b) Example 4.17(ii).
Figure 3. Illustration of Example 4.17. Coexistence of PICs and QICs. (a) N:
Black. T: Red. QIC (together with the escaping states (1, 2) and (2, 1), trapped
into a single state): Green+blue (different colors for different components). QIC
(trapped into either of two states): Orange. PIC: Magenta. Here PICs and QICs
are finite. (b) N: Black. T: Red. QIC (trapped into a single state): Green and
blue. PIC: Magenta. Here PICs and QICs are infinite.
Example 4.17. PICs and QICs can coexist on the same invariant subspace. Consider the
two classes of CTMCs on N20 defined by (i) ω
∗ = (2,−2), Ω = {ω∗,−ω∗}, Iω∗ = {(1, 2)},
I−ω∗ = {(2, 1)}, and (ii) ω∗ = (2, 2), Ω = {ω∗,−ω∗}, Iω∗ = {(1, 2)}, I−ω∗ = {(2, 3)}. See
illustration in Figure 3.
5. Criteria for dynamical properties
Throughout this section we assume d = 1. By (A1), all chains in C have an infinite
countable state space, unless they start in an absorbing state or an escaping state leading to
a trapping state. To avoid triviality, we only discuss the dynamics of the infinite chains.
In this situation, ω∗∗ = ω∗, and both Iω and Oω are singletons for all ω ∈ Ω. For simplicity,
we denote the unique element in the sets also by Iω and Oω, respectively. For all c ∈ N0, we
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have Lc = N0, and the quantities defined in the previous section are independent of c. Hence
the explicit dependence on c is omitted, e.g., we simply write i for i(c).
From Corollary 4.15 it follows that T = [o, i[1, and thus T = ∅ if and only if i ≤ o. When
T 6= ∅, we have T ∪ E = [o, i+[1. Moreover, N, E, T are finite. Let ET = ∪k∈Σ+E(k) and
EP = ∪k∈Σ−E(k). Clearly, ET ∪ EP = E. By Corollary 4.15, ET consists of all escaping states
eventually leading to a trapping state, while EP consists of all escaping states leading to a
unique PIC. Furthermore, EP = E if T = ∅, EP = ∅ if T 6= ∅, and
x < y, ∀x ∈ EP, y ∈ P, and x < y < z, ∀x ∈ T, y ∈ ET, z ∈ Q.
In the following, we assume:
(A3) #Ω− <∞.
(A4)
∑
ω∈Ω λω(x)|ω| <∞, for all x ∈ N0.
(A5) There exist u,M ∈ N0 such that λω is a polynomial of degree ≤M for x ≥ u and ω ∈ Ω.
Assumption (A4) is a regularity condition that ensures functions like x, log x and log log x
are in the domain of the infinitesimal generator of the CTMC, in order to serve as Lyapunov
functions. If Ω is finite, then (A3) and (A4) are automatically fulfilled. In that case, the
sums above are trivially polynomials for large x.
Assumption (A5) is common in applications. Moreover, λω is increasing for large x. (A4)
and (A5) together imply that
∑
ω∈Ω λω(x) and
∑
ω∈Ω λω(x)ω are polynomials of degree ≤M
for x ≥ u (Proposition C.1). Hence the following four parameters,
R = max{deg(λω) : ω ∈ Ω}, α = lim
x→∞
∑
ω∈Ω λω(x)ω
xR
,
γ = lim
x→∞
∑
ω∈Ω λω(x)ω − αxR
xR−1
, β = γ − 1
2
lim
x→∞
∑
ω∈Ω λω(x)ω
2
xR
,
are well-defined and finite (except β that might be −∞), where deg(·) is the degree of a
polynomial. Moreover, β < γ and if R = 0 then trivially γ = 0.
We provide threshold criteria for dynamical properties in terms of R,α, β, γ. If (A5) fails,
simple examples show that
∑
ω∈Ω λω(x) and
∑
ω∈Ω λω(x)ω may not be polynomials.
In comparison with Section 4, results in this section not only rely on the structure of the
state space but also on the transition rates between states. As we will see, all infinite chains
in C have consistent dynamical properties, that is, the dynamical behaviour is independent
of the initial state. In contrast, for one-dimensional CTMCs in Nd0, d > 1, such consistency
disappears, that is, the dynamics confined to different invariant subspaces might differ (paper
in preparation).
5.1. Explosivity and non-explosivity. Given Yt ∈ C, the sequence J = (Jn)n∈N0 of jump
times are defined by J0 = 0, and Jn = inf{t ≥ Jn−1 : Yt 6= YJn−1}, n ≥ 1, where inf ∅ = ∞
for convention. The life time is denoted by ζ = supn Jn. The process Yt is said to explode
(with positive probability) at Y0 = y ∈ Y0 if Py({ζ < ∞}) > 0. In particular, Yt explodes
almost surely (a.s.) at y if Py({ζ <∞}) = 1, and does not explode (or is non-explosive) at y
if Py({ζ <∞}) = 0 [26]. Hence, Ey(ζ) <∞ implies Yt explodes at y a.s.
Since E is finite, and every escaping state in ET, once leaving ET, is trapped into T, Yt ∈ C
does not explode provided Y0 ∈ N ∪ T ∪ ET. Hence, we only discuss explosivity and non-
explosivity assuming Y0 ∈ P ∪ EP ∪ Q.
Next, we present necessary and sufficient conditions for explosivity and non-explosivity for
infinite CTMCs in C.
Theorem 5.1. Given (Ω,F), assume (A1)-(A5). Let Yt ∈ C with Y0 ∈ P ∪ EP ∪ Q. If Ω is
finite, then Yt explodes at Y0 if and only if one of the following conditions holds: (i) R > 1,
α > 0, (ii) R > 2, α = 0, β > 0.
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If Ω is infinite, then Yt explodes at Y0 if (i) holds, and it does not explode if one of of the
following conditions holds: (iii) α < 0, (iv) R ≤ 1, (v) R = 2, α = 0. Moreover, irrespectively
the cardinality of Ω, Yt explodes a.s. at Y0 if Y0 ∈ P ∪ EP.
Explosion might occur with probability less than one for CTMCs with non-polynomial
transition rates [25]. Reuter’s criterion and its generalizations provide necessary and sufficient
conditions for explosivity for general CTMCs [22, 30], but they are not easy to check. In
comparison, for CTMCs with polynomial transition rates, Theorem 5.1 provides an explicit
and more checkable necessary and sufficient condition.
5.2. Recurrence and transience. For a non-empty subset A ⊆ Y0, let τA = inf{t ≥ 0: Yt ∈
A} be the hitting time of A, with the convention that inf ∅ = ∞. Hence τA = 0, whenever
Y0 ∈ A. Let τ+A = inf{t ≥ J1 : Yt ∈ A} be the first return time to A. Obviously, τA = τ+A if
and only if Y0 /∈ A. The process Yt has certain absorption if the hitting time of T is finite a.s.
for all Y0 ∈ Y0.
Since the states in Q ∪ E are transient, and the states in N ∪ T are (positive) recurrent,
it suffices to discuss recurrence and transience for states in P, and certain absorption for T.
If Y0 ∈ P, then Yt is irreducible with a PIC as its state space. If Y0 ∈ T ∪ ET, then Yt has
certain absorption since within a finite number of jumps the chain reaches T. Indeed from
Corollary 4.15, if the chain jumps from a state x to a QIC (PIC), then x ≥ i+. If ET 6= ∅,
then o < i ≤ i+, and all escaping states fulfil i ≤ x < i+. Hence, an escaping state cannot
reach Q. Hence we only discuss certain absorption for Y0 ∈ Q.
Recall from Corollary 4.15 that P 6= ∅ if and only if i − o < ω∗, and T 6= ∅ if and only if
i− o > 0.
Theorem 5.2. Given (Ω,F), assume (A1)-(A5).
(i) Assume i − o < ω∗. Let Yt ∈ C with Y0 ∈ P. If Ω is finite, then Yt is recurrent if one
of the following conditions holds: (i-1) α < 0, (i-2) α = 0, β ≤ 0, while transient otherwise.
If Ω is infinite, then Yt is recurrent if (i-1), and transient if (i-3) α > 0.
(ii) Assume i−o > 0. Let Yt ∈ C with Y0 ∈ Q. If Ω is finite, then Yt has certain absorption
if and only if either (i-1) or (i-2) holds. If Ω is infinite, then Yt has certain absorption if (i-1)
holds while it has not if (i-3) holds.
5.3. Moments of hitting times. Below we present threshold results on the existence of
moments of hitting times, particularly for recurrent states, since transience of a state implies
non-existence of all finite moments of hitting times. Therefore, in the light of Theorem 5.2, we
investigate the existence and non-existence of the moments of hitting times only when α < 0
or α = 0, β ≤ 0. Moreover, limited by the tools we apply, we do not discuss existence and
non-existence of the moments of the time to extinction whenever there is a trapping state.
Hence, we assume P 6= ∅ (that is, i − o < ω∗ by Corollary 4.15) and provide existence and
non-existence of moments of hitting times for states in P ∪ EP.
Theorem 5.3. Given (Ω,F), assume (A1)-(A5), and i− o < ω∗.
(i) If Ω is finite, then there exists a finite non-empty subset B ⊆ P such that
(5.1) Ex(τ
ǫ
B) < +∞, ∀x ∈ P ∪ EP, ∀0 < ǫ < δ/2,
provided
(i-1) R = 0, α = 0, for 0 < δ < 1,
(i-2) R = 2, α = β = 0, for 0 < δ < 2,
(i-3) R = 1, α = 0, β < 0, for 0 < δ < 2ββ−γ ,
(i-4) R > 1, α = 0, β < 0, (i-5) R > 2, α = β = 0, or (i-6) α < 0, for δ > 0.
In particular, Ex(τB) < +∞, provided (i-4), (i-5), (i-6), or (i-7) R = 1, α = 0, γ < 0 holds.
If Ω is infinite, then (5.1) holds if (i-6) is true, for 0 < δ ≤ 1.
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(ii) If Ω is finite, then there exists a finite non-empty subset B ⊆ P such that
Ex(τ
ǫ
B) = +∞, ∀x ∈ P \B, ∀ǫ > δ,
provided
(i-1) or (i-2) holds, for δ > 1,
(ii-1) R = 1, α = 0, β ≤ 0, for δ > ββ−γ .
In particular, Ex(τB) = +∞ provided (ii-2) R = 1, α = 0, β ≤ 0, γ > 0.
There is a subtle difference between (i) and (ii). In (ii), if B contains a state x one jump
away from EP, then Ex(τ
ǫ
B) <∞, and the non-existence cannot be guaranteed if x ∈ P∪EP\B.
5.4. Positive recurrence and null recurrence. We provide sharp criteria for positive and
null recurrence as well as exponential ergodicity of stationary distributions and QSDs.
Let us first recall a standard setup for QSDs of a CTMC. Let ∂ = T(k) ∪ E(k) be the
absorbing set, and ∂c = Q(k), for some k ∈ Σ+ (so Σ+ 6= ∅). Note that Ys ∈ ∂ implies Yt ∈ ∂
a.s. for all t ≥ s, since ∂ is closed. If Yt has certain absorption for all Y0 ∈ ∂c, then the
process associated with Yt conditioned to never be absorbed is called a Q-process [9].
A probability measure ν on ∂c is a QSD for Yt if for all t ≥ 0 and all sets B ⊆ ∂c,
Pν(Yt ∈ B|τ∂ > t) = ν(B).
Hence the existence of a QSD implies certain absorption [35]. A probability measure η on ∂c
is a quasi-ergodic distribution if, for any x ∈ ∂c and any bounded function f on ∂c [8, 19]:
lim
t→∞
Ex
(
1
t
∫ t
0
f(Ys)ds
∣∣∣τ∂ > t) = ∫
∂c
fdη.
The total variation distance between two probability measures µ, ν on N0 is denoted ‖µ−
ν‖TV [17].
Theorem 5.4. Given (Ω,F), assume (A1)-(A5).
(i) Assume i− o < ω∗, and Yt ∈ C with Y0 ∈ P(k) for some k ∈ Σ−. If Ω is finite, then Yt
is null recurrent if (i-1’) R = 1, α = 0, β ≤ 0, and γ ≥ 0, while Yt is positive recurrent and
there exists a unique stationary distribution π(k) on P(k), if one of the conditions (i-4)-(i-7)
in Theorem 5.3 holds. Moreover, π(k) is exponentially ergodic in the sense that there exists
0 < δ < 1 such that for all probability measures µ on P(k), there exists a constant Cµ > 0
such that
‖Pµ(Yt ∈ ·)− π(k)(·)‖TV ≤ Cµδt,
if (i-2’) R ≥ 1, α < 0, or (i-3’) R > 2, α = 0, β ≤ 0.
If Ω is infinite, then Yt is positive recurrent and there exists a unique stationary distribution
π(k) on P(k) if (i-6) holds. Moreover, π(k) is exponentially ergodic if (i-2’) holds.
(ii) Assume i − o > 0, and Yt ∈ C with Y0 ∈ Q(k) for some k ∈ Σ+. If Ω is finite, then
there exists no QSDs if (i-1’) holds or neither of (i-1) and (i-2) in Theorem 5.2 holds. In
contrast, there exists a unique uniformly exponentially ergodic QSD ν(k) supported on Q(k)
with positive constants C and δ < 1 such that for all probability measures µ on Q(k),
‖Pµ(Yt ∈ ·|t < τ∂)− ν(k)(·)‖TV ≤ Cδt,
if (i-3’) or (ii-1’) R > 1, α < 0. In particular, there exists a unique quasi-ergodic distribution
for the process Yt, which is the unique stationary distribution of the Q-process.
If Ω is infinite, then there exist no QSDs if (i-3) in Theorem 5.2 holds, while there exists
a unique uniformly exponentially ergodic QSD ν(k) supported on Q(k) if (ii-1’) holds.
We make a few remarks.
• The convergence (or ergodicity) in (ii) is uniform w.r.t. initial distributions, while in
contrast, the convergence in (i) is not uniform. Indeed, for the subcritical linear BDP, the
stationary distribution is exponentially ergodic but not uniformly so [4].
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• Indeed, one can obtain uniform exponential ergodicity in Theorem 5.4(i) with either (i-3’)
or (ii-1’) by choosing the absorption set such that it is never reachable, hence imposing that
the time to extinction is infinite. In such cases, the QSD degrades to a stationary distribution
[10].
• The subtle difference between the conditions for positive recurrence and that for ergodicity
of QSDs lies in the fact that we have no a priori estimate of the decay parameter
ψ0 = inf
{
ψ > 0: lim inf
t→∞
eψtPx(Xt = x) > 0
}
,
which is independent of x [10]. We cannot compare ψ0 with −α when R > 1 or with −β when
R > 2 and α = 0. Refer to the constructive proofs (using Lyapunov functions) in Appendix
C for details.
• If ∂ is chosen to be the trapping states only, and the set of escaping states leading to
∂ is non-empty, then a QSD still exists but it is concentrated on the escaping states. See
Example 4.16 for a situation where the QSD is concentrated on the unique escaping state 2
with ∂ = {0, 1}.
The only cases (for finite Ω) not covered in Theorem 5.4(i) are R = 2, α = β = 0 and
R = α = 0. When i − o < ω∗, it seems that Yt ∈ C with Y0 ∈ P is null recurrent if either of
these two conditions holds, as illustrated in the example below.
Example 5.5 (Symmetric simple random walk with left reflecting barrier). Consider ω∗ = 1,
Ω = {ω∗,−ω∗}, λω∗(x) = 1N0(x) and λ−ω∗(x) = 1N(x). Then R = α = 0. Moreover,
by Theorem 5.1, this class of BDPs does not explode for any initial state, and all uniform
measures on N0 are stationary measures. Hence, the process is null recurrent [27].
Example 5.6 (Superlinear BDP). Consider the superlinear BDP with birth rates λj =
j2 + j + 1 and death rates µj = j
2 for j ∈ N0. In this case, R = 2 and α = β = 0. It is easy
to verify that
∞∑
i=1
i−1∏
j=0
λj
µj+1
=∞.
Hence this BDP is null recurrent. This result holds more generally. In fact, one can show that
all BDPs (defined on some subset of N0) with polynomial transition rates are null recurrent
if R = 2 and α = β = 0.
Analogously, the only cases (for finite Ω) not covered in Theorem 5.4(ii) are (iii-1) R = 0,
α ≤ 0, (iii-2) R = 1, α < 0, (iii-3) R = 1, α = 0, β ≤ 0, γ < 0, (iii-4) R = 2, α = 0, β ≤ 0,
where there might exist no QSDs or not a unique QSD.
Example 5.7. (i) Consider the sublinear BDP with birth rates λj = a and death rates µj = b
for j ∈ N. For this class of CTMCs, R = 0, and α = a − b. Hence it is non-explosive for
any initial state by Theorem 5.1. By [35], the process has certain absorption if and only if
a ≤ b with the decay parameter ψ0 = (
√
a−√b)2, and it admits no QSDs when α = 0 while
a continuum family of QSDs when α < 0.
(ii) Consider the linear BDP with birth rates λj = aj and death rates µj = bj for j ∈ N.
Assume a ≤ b. For this class of CTMCs, R = 1, and α = a − b. Hence it is non-explosive
for any initial state by Theorem 5.1. By [35], the process has certain absorption if and only
if a ≤ b with the decay parameter ψ0 = (
√
a−√b)2, and admits no QSDs when α = 0 (and
thus β < 0 and γ = 0), while a continuum family of QSDs when α < 0. The former case is
consistent with Theorem 5.4(ii).
(iii) Consider the superlinear BDP with birth rates λj = j
2 and death rates µj = j
2 for
j ∈ N. For this class of CTMCs, R = 2, α = 0, and β = −1 ≤ 0. Hence it is non-explosive for
any initial state by Theorem 5.1. By [35] again, the process has certain absorption and admits
either no QSDs or a continuum family of QSDs. Indeed, one can construct similar absorbed
BDPs with R = 2, α = 0 and β = 0. By the same argument as in the proof of Theorem 5.4(ii),
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these BDPs have certain absorption but admit no QSDs, since the corresponding non-absorbed
BDPs are null recurrent by Example 5.6.
α < 0
α = 0
α > 0
γ < 0 γ = 0 β < 0 < γ β = 0 β > 0
R = 0
R = 1 ES NS/NQ NS/NQ
R = 2
R > 2 ES/UQ NS/NQ
Table 1. Summary of parameter regions for dynamics. Respective properties hold
in connected regions (with appropriate provisions for the initial state). Implo-
sive (pink), positive recurrent but non-implosive (red), null recurrent (blue), re-
currence of unknown type (gray), transient and non-explosive (green), explosive
(yellow), and empty set (black). ES=exponential ergodicity of stationary distribu-
tion, UQ=uniform exponential ergodicity of QSD, NQ=no QSDs, NS=no ergodic
stationary distributions. The regions below α = 0 assumes finite Ω.
5.5. Implosivity. Let Yt ∈ C with Y0 ∈ P ∪ EP. Then P(k) ⊆ Y0 ⊆ (P ∪ EP) ∩ Γ(k) for some
k ∈ Σ−. Let B ( Y0 be a non-empty proper subset. Then Yt implodes towards B [25] if there
exists t∗ > 0 such that
Ey(τB) ≤ t∗, ∀y ∈ Bc = Y0 \B.
Implosion towards a single state x implies finite expected first return time, and thus positive
recurrence of x. Indeed, assume w.o.l.g. that x is not an absorbing state. Then
Ex(τ
+
x ) ≤ Ex(J1) + sup{y : y 6=x} Ey(τx) <∞,
where τ+x = τ
+
{x}, τx = τ{x}, and J1 has finite expectation since x is not absorbing. Hence Yt
does not implode towards any transient or null recurrent state.
The process Yt is implosive if Yt implodes towards any state of Y ∩ P 6= ∅, otherwise, Yt
is non-implosive. Hence implosivity implies P is positive recurrent. If Yt implodes towards a
finite non-empty subset of Y, then Yt is implosive (see Proposition C.16).
Theorem 5.8. Given (Ω,F), assume (A1)-(A5). Furthermore, assume i − o < ω∗, and
Yt ∈ C with Y0 ∈ P ∪ EP. If Ω is finite, then Yt is implosive, and there exists ǫ > 0 such that
for every non-empty finite subset B ⊆ Y0 and every x ∈ Bc,
Ex(exp (τ
ǫ
B)) <∞,
if either (i-3’) or (ii-1’) in Theorem 5.4 holds, while Yt is non-implosive otherwise. If Ω is
infinite, then Yt is implosive if (ii-1’) in Theorem 5.4 holds.
Implosivity is indeed stronger than positive recurrence (e.g., when R ≤ 1, α < 0), as shown
in the following example (see also Table 1).
Example 5.9. Let C be associated with Ω = {1,−1} and
λ−1(x) = x, λ1(x) = 1, x ∈ N0.
In this case, R = 1 and α = −1. By Theorems 5.4 and 5.8, every CTMCs in C is positive
recurrent and admits an ergodic stationary distribution but is non-implosive.
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6. Applications
6.1. Stochastic reaction networks. A stochastic reaction network (SRN) with mass-action
kinetics is a CTMC given by a directed graph and propensities as in (1.1) [3]. SRNs are used to
describe interactions of constituent molecular species, though the area of application extends
beyond (bio)chemistry [16, 29]. In this section, we apply the results developed in Sections 4-5
to some examples of SRNs.
Example 6.1. Consider the following two reaction networks:
∅
κ1−−⇀↽−
κ2
S, and ∅
κ1−−⇀↽−
κ2
S, 2S
κ3−−→ 3S.
By Theorem 4.4, the two reaction networks are structurally identical. Nevertheless, by The-
orem 5.4, the first is positive recurrent and admits an exponentially ergodic stationary distri-
bution on N0 since α = −κ2 and R = 1, while by Theorem 5.1, the second reaction network
is explosive for any initial state since α = κ3 > 0 and R = 2.
Example 6.2. Recall the two reaction networks (1.1) in the Introduction. For the first
reaction network, R = 4, α = 0 and β = 1, and for the second, R = 3, α = 0 and β = 0. By
Theorem 5.1, the first is explosive for any initial state and the second does not explode for
any initial state.
Example 6.3. (i) Consider a strongly connected reaction network:
κ1
2S
κ2
κ3
S 3S
The class of CTMCs C are given by Ω = {1,−2}, and
λ1(x) = x+ x
2 = x2, λ−2(x) = x
3 = x(x − 1)(x− 2).
In this case, R = 3, and α = −2κ3. By Theorem 5.4, there exists a unique exponentially
ergodic stationary distribution.
(ii) Consider a similar reaction network including direct degradation of S:
∅
κ4 κ1
2S
κ2
κ3
S 3S
The threshold parameters are the same as in (i). By Theorems 5.4, the network has a uniformly
exponentially ergodic QSD.
6.2. Extended class of branching processes. Consider an extended class of branching
processes on N0 [11] with transition rate matrix Q = (qxy)x,y∈N0 :
qxy =

r(x)µ(y − x+ 1), if y ≥ x− 1 ≥ 0 and y 6= x,
−r(x)(1 − µ(1)), if y = x ≥ 1,
q0,y, if y > x = 0,
−q0, if y = x = 0,
0, otherwise,
where µ is a probability measure on N0, q0 =
∑
y∈N q0,y, and r(x) is a positive finite function
on N0. Assume
(H1) µ(0) > 0, µ(0) + µ(1) < 1.
(H2)
∑
y∈N q0,yy <∞, M =
∑
k∈N0
kµ(k) <∞.
(H3) r(x) is a polynomial of degree R ≥ 1 for large x.
In [11], the dynamics of the process is studied under (H1)-(H2) for general r. Here we
assume r is polynomial. The next theorem follows from the results in Sections 4-5.
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Theorem 6.4. Assume (H1)-(H2) and Y0 6= 0. Then the extended branching process Yt on
N0 is non-explosive at Y0 if one of the following conditions holds: (1) R ≤ 1, (2) M < 1, (3)
R = 2, M = 1, while explosive at Y0 if (4) M > 1, R > 1. Furthermore,
(i) if q0 > 0, then Yt is irreducible and is
(i-1) recurrent if M < 1, and transient if M > 1.
(i-2) positive recurrent and exponentially ergodic if M < 1.
(i-3) implosive if R > 1 and M < 1.
(ii) if q0 = 0, then Yt has certain absorption if M < 1, while it has not if M > 1. More-
over, the process admits no QSDs if M > 1, while it admits a uniformly exponentially
ergodic QSD on N0 if R > 1 and M < 1.
Additionally assume µ has finite support. Then Yt is non-explosive at Y0 if and only if
either R = 1 or M ≤ 1. Furthermore,
(iii) if q0 > 0, then Yt is irreducible and is
(iii-1) recurrent if M ≤ 1, and transient otherwise.
(iii-2) positive recurrent if and only if M < 1, or M = 1, R > 1, while null recurrent
if and only if M = R = 1. Furthermore, the process is exponentially ergodic if
M < 1, or M = 1, R > 2.
(iii-3) implosive if and only if either of the two conditions R > 1, M < 1, or R > 2,
M = 1 holds.
(iv) if q0 = 0, then Yt has certain absorption if and only if M ≤ 1. Moreover, the process
admits no QSDs if M > 1, or M = R = 1, while it admits a uniformly exponentially
ergodic QSD on N0 if either R > 1, M < 1, or R > 2, M = 1.
Proof. For all k ∈ Ω, let
λk(x) =
{
r(x)µ(k + 1), if x ∈ N,
q0k, if x = 0.
By (H1), µ(k) > 0 for some k ∈ N. Hence regardless of q0, by positivity of r, (A1)-(A3) are
satisfied with Ω− = {−1}. Hence, by Corollary 4.15, the process is irreducible on N (P = N) if
q0 = 0, while its associated Q-process is irreducible (T = {0} and Q = N) if q0 > 0. Moreover,
(H2) implies (A4), and (H3) implies (A5). Let r(x) = axR + bxR−1 +O(xR−2) with a > 0.
It is straightforward to verify that
α = a(M − 1), β = (12a+ b)(M − 1)− 12aM ′, and γ = b(M − 1),
whereM ′ =
∑
k∈N k(k−1)µ(k) > 0. Hence α has the same sign asM−1, and β < 0 whenever
M = 1 (or equivalently, α = 0). Furthermore, α = 0 implies γ = 0. In addition, in the light
of R ≥ 1, the condition M ≥ 1 decomposes into three possibilities:
M > 1, or M = 1, R > 1, or M = R = 1.
Then the conclusions follow directly from Theorems 5.1-5.8. 
The extended branching process under more general assumptions is addressed in [11]. In
that paper, the conditions given for the dynamic behavior of the process seem more involved
than here and even become void in some situations (e.g., in [11, Corollary 1.5(iii)], where the
definite integral indeed is always infinite under (H1)-(H3).)
6.3. A general single-cell stochastic gene expression model. We propose the following
one-species generalized reaction network (consisting of possibly infinite reactions) with mass-
action kinetics:
(6.1) jS
cjµj(k)−−−−−→ (j + k)S, j = 0, . . . , J1, jS rj−−→ (j − 1)S, j = 1, . . . , J2,
where cj ≥ 0 for j = 0, . . . , J1, rj ≥ 0 for j = 1, . . . , J2, J1 ∈ N0, J2 ∈ N, and µj , for
j = 0, . . . , J1, are probability distributions on N. Assume
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(H4) J1 ≤ J2, c0 > 0, cJ1 > 0, r1 > 0, and rJ2 > 0.
(H5) Mj =
∑∞
k=1 kµj(k) <∞, for j = 0, . . . , J1.
This network embraces several single-cell stochastic gene expression models in the presence
of bursting, see e.g. [7, 12, 23, 34]. The first set of J1 reactions jS −−→ (j + k)S account
for bursty production of mRNA copies with transcription rate cj and burst size distribution
µj . The second set of J2 reactions jS −−→ (j − 1)S account for degradation of mRNA with
degradation rate rj [12, 34].
The network (6.1) reduces to the specific model studied in
• [12, Section 4] (see also [23, Section 3.2]), when J1 = 0, J2 = 1, and µ0 is a geometric
distribution.
• [33], when J1 = 0, J2 = 1, and µ0 is a negative binomial distribution.
• [23, Example 3.6], when J1 = J2 = 1, and µ0 = µ1 are geometric distributions.
• [15] when J1 = 2, J2 = 3, µ0 = δ1, µ2 = δk for some k ∈ N, and c1 = r2 = 0. Here δi
is the Dirac delta measure at i.
Theorem 6.5. Assume (H4)-(H5). Let Y0 ∈ N0.
Assume µj has finite support whenever cj > 0 for j = 0, . . . , J1. Then the process Yt
associated with the network (6.1) is irreducible on N0, and is positive recurrent and there
exists an ergodic stationary distribution on N0 if one of the following conditions holds:
(i) J1 < J2,
(ii) J1 = J2 and cJ2MJ2 < rJ2 ,
(iii) J1 = J2 > 2, cJ2MJ2 = rJ2 , and cJ2−1MJ2−1 ≤ rJ2−1 + 12cJ2(MJ2 +M ′J2),
(iv) J1 = J2 = 2, cJ2MJ2 = rJ2 , and cJ2−1MJ2−1 < rJ2−1 +
1
2cJ2(MJ2 +M
′
J2
),
(v) J1 = J2 = 1, cJ2MJ2 = rJ2 , and cJ2−1MJ2−1 < rJ2−1,
where M ′j =
∑∞
k=1 k
2µj(k). Moreover, the stationary distribution is exponentially ergodic if
one of (i), (ii) and (iii) holds. Besides, the process Yt is implosive if (iii) or J2 > 1 with (i)
or (ii).
Assume that µj has an infinite support and cj > 0 for some j = 0, . . . , J1. Then Yt is
irreducible on N0, and is positive recurrent with an ergodic stationary distribution if one of
(i), (ii) and (v) holds. Moreover, the stationary distribution is exponentially ergodic if either
(i) or (ii) holds. In addition, the process Yt is implosive if J2 > 1.
Proof. We have Ω = {−1} ∪ (∪J1j=0suppµj), and
λ−1(x) =
J2∑
j=1
rjx
j , λk(x) =
J1∑
j=0
cjµj(k)x
j ,
for k ∈ N and x ∈ N0. Under (H4)-(H5), it is easy to verify that (A1)-(A5) are satisfied.
By Corollary 4.15, ω∗ = 1 and Yt is irreducible for all Y0 ∈ N0. Moreover, since J1 ≤ J2 by
(H4), we have R = J2 ≥ 1. Since∑
ω∈Ω
λω(x)ω = −
J2∑
j=J1+1
rjx
j +
J1∑
j=1
(cjMj − rj)xj + c0M0,
∑
ω∈Ω
λω(x)ω
2 =
J2∑
j=J1+1
rjx
j +
J1∑
j=1
(cjM
′
j + rj)x
j + c0M
′
0,
we have α = cJ1MJ1δJ1,J2 − rJ2 , where δi,j is the Kronecker delta. When α = 0, we have
J1 = J2, cJ2MJ2 = rJ2 , γ = cJ2−1MJ2−1 − rJ2−1,
β = cJ2−1MJ2−1 − rJ2−1 −
1
2
cJ2(MJ2 +M
′
J2).
Then the conclusions follow from Theorems 5.4 and 5.8. 
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6.4. Stochastic populations under bursty reproduction. Two stochastic population
models with bursty reproduction are investigated in [7].
The first model is a Verhulst logistic population process with bursty reproduction. The
process Yt is a CTMC on N0 with transition rate matrix Q = (qxy)x,y∈N0 satisfying:
qxy =

cµ(j)x, if y = x+ j, j ∈ N,
c
K x
2 + x, if y = x− 1 ∈ N0,
0, otherwise,
where c > 0 is the reproduction rate, K ∈ N is the typical population size in the long-lived
metastable state prior to extinction [7], and µ is the burst size distribution. Assume
(H6) M =
∑∞
k=1 kµ(k) <∞.
Approximations of the mean time to extinction and QSD are discussed in [7] against various
different burst size distributions of finite mean (e.g., Dirac measure, Poisson distribution,
geometric distribution, negative-binomial distribution). Nevertheless, the existence of QSD
is not proved there. Here we prove the certain absorption and ergodicity of the QSD for this
population model.
Theorem 6.6. Assume (H6). The Verhulst logistic model Yt with bursty reproduction has
certain absorption. Moreover, there exists a uniformly exponentially ergodic QSD on N trapped
to zero.
Proof. We have Ω = suppµ∪{−1}, λ−1(x) = cKx2+x, λk(x) = cµ(k)x, for k ∈ N and x ∈ N.
Hence (A1)-(A5) are satisfied. By Corollary 4.15, ω∗ = 1, T = {0}, and Q = N is the unique
QIC. Moreover, R = 2, α = − cK < 0, and thus the conclusions follow from Theorems 5.2 and
5.4. 
The second model is a runaway model of a stochastic population including bursty pair
reproduction [7]. This model can be described as a generalized reaction network:
S
1−−→ ∅, 2S cµ(j)/K−−−−−→ (2 + j)S, for j ∈ N,
where c, K and µ are defined as in the first model. The survival probability of this population
model is addressed in [7]. Nevertheless, it turns out that this model is explosive for any initial
state.
Theorem 6.7. Assume (H6). The runaway model is explosive.
Proof. We have Ω = suppµ ∪ {−1}, λk(x) = cKµ(k)x(x − 1), λ−1(x) = x, for k ∈ N and
x ∈ N. It is easy to verify that (A1)-(A5) are satisfied. By Corollary 4.15, ω∗ = 1, T = {0},
E = {1}, and Q = N \ {1} is the unique QIC. Moreover, R = 2, α = cKM > 0, and thus the
conclusions follow from Theorems 5.1. 
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Appendix A. Basic facts in set theory
We say ω ∈ Ω is active on a state x ∈ Nd0 if λω(x) > 0. A state y ∈ Nd0 is one-step reachable
from x ∈ Nd0, denoted x ⇀ω y, if ω is active on x for some ω = y − x ∈ Ω. An ordered set of
states {x(j)}mj=1 for m > 1 is a path from x(1) to x(m) if
(A.1) x(1) ⇀ω(1) · · ·⇀ω(m−1) x(m).
In particular, if x(1) = x(m), then (A.1) is called a cycle connecting the states x(i), i = 1, . . . ,m.
A state x is reachable from itself if and only if there exists a cycle through x. We first present
the well-posedness of the definitions of states.
Proposition A.1. Let x ∈ Nd0 and A ⊆ Nd0. Then
(i) x is a neutral state for one CTMC in C if and only if it is so for all CTMCs in C
with state space containing x.
(ii) x is a trapping state for one CTMC in C if and only if it is so for all CTMCs in C
with non-singleton state space that contains x.
(iii) x is an escaping state for one CTMC in C if and only if it is so for all CTMCs in C
with state space containing x.
(iv) A is a PIC for one CTMC in C if and only if it is so for all CTMCs in C with state
space containing A.
(v) A is a QIC for one CTMC in C if and only if it is so for all CTMCs in C with state
space containing A.
(vi) A is a communicating class for one CTMC in C if and only if it is so for all CTMCs
in C with state space containing A.
Consequently, {N,T,E,P,Q} is a decomposition of Nd0.
Proof. Statement (vi) can be deduced from the first five statements. Statement (i) is obvious
since x is a neutral state for Yt ∈ C if and only if Y0 = {Y0} = {x}. We only prove case (ii),
and the remaining cases can be argued analogously.
It suffices to show the necessity (by contradiction). Let x be a trapping state for Yt ∈ C.
Then x 6= Y0, and x is reachable from Y0. Suppose x is not a trapping state for Y˜t ∈ C with
the state space Y˜0 and #Y˜0 > 1. By (i), x is not a neutral state. Therefore there exists
y ∈ Y˜0 \ {x} such that y is reachable from x, and thus also reachable from Y0. Hence y ∈ Y0.
This shows that x is not a trapping state for Yt, a contradiction. 
To be self-contained, we provide two elementary results in set theory.
Proposition A.2. Let A ⊆ Zd \ {0} be non-empty. Then dim spanA = 1 if and only if A
has a common divisor if and only if gcd(A) exists.
Proof. If gcd(A) exists, then clearly A has a common divisor. If A has a common divisor a,
then necessarily spanA ⊆ aZ. Hence, dim spanA ≤ 1. On the other hand, A 6= {0} and A
is non-empty, hence dim spanA ≥ 1. So dim spanA = 1. If dim spanA = 1, then there exists
a ∈ Zd \ {0} such that spanA = aZ. Clearly, a|b, ∀b ∈ spanA, in particular a|b, ∀b ∈ A.
Hence, A has a common divisor a. Since A 6= {0} and A is non-empty, then the set of common
divisors is finite, and denoted by {a1, . . . , ak}. We will show by contradiction that A has a
gcd. Assume ai ≤ ak (recall ≤ respects the order by the first coordinate) for all 1 ≤ i ≤ k
and that A does not have a gcd. Then akai =
q
p , p, q ∈ Z, for some i, such that the fraction is
irreducible. Since ai|b and ak|b for b ∈ A, then it must be that also pak|b, contradicting that
ak is the largest among all common divisors . Hence A has a gcd. 
Proposition A.3. Let B be a non-empty subset of Nd0. Then B has a finite non-empty
minimal set E, and B ⊆ E.
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Proof. We first prove the former part of the conclusion. That E 6= ∅ follows directly from
Zorn’s lemma. In the following we show #E < ∞. Suppose #E = ∞. Then there exists
1 ≤ k ≤ d and a sequence (x(j))j≥1 such that (x(j)k )j≥1 is unbounded. Assume w.o.l.g.
k = 1 and x
(j)
1 ↑ ∞ as j → ∞. If the remaining sets (x(j)i )j≥1, for i = 2, . . . , d, are
bounded, say x
(j)
i ≤ M for j ≥ 1, then there will be two points such that x(j1) ≥ x(j2),
contradicting minimality. Hence, we might assume w.l.o.g. that x
(j)
i ↑ ∞, for i = 1, 2, as
j →∞. Continuing in this fashion yields a sequence (x(j))j≥1 such that x(j) ≤ x(j+1), j ≥ 1,
contradicting minimality. Hence, E is finite.
Next we prove B ⊆ E. Suppose there exists x(1) ∈ B \ E ⊆ B \ E. By minimality, there
exists x(2) ∈ B \ {x(1)} such that x(1) ≥ x(2). Since x(1) /∈ E, we have x(2) ∈ B \ E. By
induction one can get a decreasing sequence (x(j))j≥1 ⊆ B \ E of distinct elements. This is
impossible since #(x(j))j≥1 ≤
∏d
k=1(x
(1)
k + 1). 
Appendix B. Proofs of results in Section 4
Proof of Theorem 4.2. None of the jumps in Ω are active on a state in Nd0 \ I, i.e.,
Nd0 \ I ⊆ T ∪ N. On the other hand, if x ∈ T ∪ N, then λω(x) = 0 for ω ∈ Ω, hence
T ∪ N ⊆ Nd0 \ I, and equality holds. Hence E ∪ P ∪ Q = I. It now suffices to show that
N = Nd0 \
(O ∪ I), based on the basic property A∪B = A ∪B and A \B = A \B \B. First,
it is obvious that N ⊆ Nd0 \ O ∪ I. Conversely, suppose there exists x ∈ Nd0 \ O ∪ I such that
x ⇀ y for some y ∈ Nd0. Then there must exist a path from x to y, which implies that there
exists a jump active on x, i.e., x ∈ I, a contradiction. Analogously, one can show that none of
the states in Nd0 \O ∪ I are accessible from any state in Nd0. This shows that Nd0 \O ∪ I ⊆ N.
Next, we verify the expressions for E and P∪Q separately. By the definition of escaping states,
E = {x ∈ I : x ⇀ y implies y 6⇀ x}, and for any x ∈ Ioω, x↽−⇀ x+ω, we have E ⊆ I \
⋃
ω∈ΩIoω.
Conversely, for any x ∈ I \⋃ω∈ΩIoω, suppose x↽−⇀ y for some y ∈ Nd0. Then there exists a
cycle through both x and y, and thus there exists ω ∈ Ω such that x↽−⇀ x+ ω, i.e., x ∈ Ioω, a
contradiction. Since E ∪ P ∪Q = I and ⋃ω∈ΩIoω ⊆ I, we have P ∪ Q = ⋃ω∈ΩIoω.
For any x ∈ Iω \ Ioω for some ω, x ⇀ x + ω but x + ω 6⇀ x. Hence x ∈ E ∪ Q, within an
open communicating class, i.e.,
⋃
ω∈Ω\Ωo
(Iω \ Ioω) ⊆ E ∪ Q. Finally, we show the remaining
conclusions one by one.
(i) We first prove the sufficiency. It suffices to show E∪Q = ∅, which further implies that
T = ∅, and thus P = I and N = Nd0 \ I. Suppose E ∪ Q 6= ∅. Then there exist x, y ∈ I such
that x ⇀ y, y 6⇀ x. Assume
x = x(1) ⇀ω˜(1) x
(2) ⇀ω˜(2) · · ·⇀ω˜(m˜−2) x(m˜−1) ⇀ω˜(m˜−1) x(m˜) = y.
By the condition, x(j)↽−⇀ x(j+1) for all j = 1, · · · , m˜ − 1. This further implies that x↽−⇀ y,
a contradiction. Next we prove the necessity. Since
⋃
ω∈Ω
(Iω \ Ioω) ⊆ E ∪ Q = ∅, it follows
that Ωo = Ω.
(ii) It follows from the expression for P ∪ Q as well as the definition of Ioω.
(iii) It suffices to show Ioω ⊆ O for all ω ∈ Ω. Let x ∈ Ioω, then x + ω ⇀ x, and thus we
have x ∈ Oω˜ for some ω˜, i.e., Ioω ⊆ O.
Proof of Theorem 4.4. It suffices to show the equivalence of accessibility of one state to
another state for C and C˜. For any x, y ∈ Nd0, assume x ⇀ y for C. Then there exists
{ω(j)}mj=1 ⊆ Ω such that x +
∑i−1
j=1 ω
(j) ∈ Iω(i) for all i = 1, . . . ,m and y = x +
∑m
j=1 ω
(j).
Construct {ω˜(j)}m˜j=1 ⊆ Ω˜ from {ω(j)}mj=1 in the following way: For every j = 1, . . . ,m, by
conditions (i) and (ii), there exists kj ∈ N and ω˜(j) ∈ Ω˜ such that ω(j) = kjω˜(j), x +∑i−1
j=1 ω
(j)+
∑r
l=1 ω˜
(i) ∈ Iω˜(i) , ∀i = 1, . . . ,m, r = 0, . . . , ki− 1, and y = x+
∑m
j=1 ω
(j). Hence
x ⇀ y for C˜. The reverse implication is trivial as Ω˜ ⊆ Ω and condition (i).
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By (i)-(iii), x +
∑i−1
j=1 ω
(j) +
∑r
l=1 ω˜
(j) ∈ I˜ω˜(i) , ∀i = 1, . . . ,m, r = 0, . . . , ki − 1, and
y = x+
∑m
j=1 ω
(j). Hence x ⇀ y for C˜. The reverse implication is trivial.
Proof of Theorem 4.7. From Theorem 4.2, T = ∅ is equivalent to O ⊆ I. Hence, if T = ∅,
choose any x ∈ O ⊆ O ⊆ I, then there also exists y ∈ I such that x ≥ y. To see the converse,
by definition of O, we find the condition implies O ⊆ I.
Proof of Theorem 4.8. From Theorem 4.2(i), #T <∞ if and only if O \ I is bounded, if
and only if (∗) there exists M > 0 such that if x ∈ O with xj > M for some j ∈ {1, . . . , d},
then x ∈ I.
It then suffices to show (iii) is equivalent to both (∗) and (ii). We first show that (∗) is
equivalent to (iii), and then (ii) is equivalent to (iii).
(∗)⇒ (iii). Choose M satisfying (∗). Fix j ∈ {1, . . . , d} and x ∈ O. Let M˜ = M + 1 + xj ,
and define x˜ by
x˜k =
{
M˜, if k = j,
xk, if k ∈ {1, . . . , d} \ {j}.
Obviously x˜ ≥ x, and x˜ ∈ O with x˜j > M . Hence, by (∗), x˜ ∈ I, i.e., there exists y ∈ I such
that x˜ ≥ y, which yields that xk = x˜k ≥ yk for all k ∈ {1, . . . , d} \ {j}, that is, (iii) holds.
(iii)⇒ (∗). Set M = max
z∈I,1≤i≤d
|zi|. Let x ∈ O with xj > M for some j ∈ {1, . . . , d}. There
exists x ∈ O such that x ≥ x. By (iii), there exists y ∈ I such that xk ≥ xk ≥ yk for all
k ∈ {1, . . . , d} \ {j}. Since xj > M ≥ yj , x ∈ I, which yields (∗).
(ii)⇒ (iii). Fix j = 1, . . . , d and x ∈ O. Since
x̂j ∈ Ôj ⊆ Ôj ⊆ Îj ,
there exists y ∈ I such that xk ≥ yk, for all k ∈ {1, . . . , d} \ {j}, which implies (iii).
(iii)⇒ (ii). Fix j = 1, . . . , d and x = (x1, . . . , xd−1) ∈ Ôj . Then there exists x˜ ∈ O with
xk ≥
{
x˜k if k = 1, . . . , j − 1,
x˜k+1 if k = j, . . . , d− 1.
By (iii), there exists y ∈ I such that
xk ≥
{
x˜k ≥ yk if k = 1, . . . , j − 1,
x˜k+1 ≥ yk+1 if k = j, . . . , d− 1,
that is, x ∈ Îj . Since j = 1, . . . , d and x ∈ Ôj were arbitrary, (ii) holds.
Proof of Theorem 4.9. The necessity follows readily from Theorem 4.8(iii). Now we show
that (4.1) is also sufficient when d = 2. Let y(j) ∈ I such that y(j)j = min Ij for j = 1, 2.
From (4.1), for all x ∈ O and j = 1, 2, we have
x3−j ≥ minO3−j ≥ min I3−j = y(3−j)3−j ,
with y(3−j) ∈ I. Since j ∈ {1, 2} is arbitrary, Theorem 4.8(iii) holds.
Lemmata for Theorem 4.13. To prove Theorem 4.13, we need four lemmata.
For a ∈ R, let ⌈a⌉ be the ceiling function (i.e., the minimal integer ≥ a), ⌊a⌋ the floor
function (i.e., the maximal integer ≤ a), and sgn(a) the sign function of a. Recall that
dim S = 1, (A1)-(A2) are assumed for these lemmata, and that ω∗ = gcd(Ω).
The first lemma establishes a result on communicability of two states.
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Lemma B.1. Assume ω(1) = −m1ω∗ ∈ Ω− and ω(2) = m2ω∗ ∈ Ω+ with coprime m1, m2 ∈
N. Let x ∈ Nd0. If ω(1) is active on x+ (m1 − 1 + j)ω∗ for all j ∈ [1,m2]1 and ω(2) is active
on x + (j − 1)ω∗ for all j ∈ [1,m1]1, then ω∗[0,m1 + m2 − 1]1 + x is communicable. In
particular, for all integers M ≥ m1 +m2 − 1, if ω(1) and ω(2) are both active on ω∗[0,M ]1,
then ω∗[0,M ]1 + x is communicable.
Proof. Since the following arguments are independent of the specific form of ω∗, assume
w.o.l.g. that d = 1, ω∗ = 1 and x = 0. It then suffices to show that [0,m1 + m2 − 1]1
is communicable. We first show [0,max{m1,m2} − 1]1 is communicable, and then show
[0,m1 +m2 − 1]1 is communicable.
Step I. [0,max{m1,m2} − 1]1 is communicable. To see this, we first show that [0,m2 − 1]1
is communicable. Then in an analogous way, one can show [0,m1− 1]1 is also communicable.
This implies that [0,max{m1,m2} − 1]1 is communicable.
Indeed, there exists a cycle connecting all states in [0,m2 − 1]1, which immediately yields
that [0,m2− 1]1 is communicable. To prove this, one needs the following elementary identity,
(B.1)
{⌈
jm1
m2
⌉
m2 − jm1 : j ∈ N
}
=
{⌈
jm1
m2
⌉
m2 − jm1 : j ∈ [1,m2]1
}
= [0,m2 − 1]1,
(a proof is included below) from which it immediately follows that
0 ≤
⌈
jm1
m2
⌉
m2 − jm1 ≤
⌈
jm1
m2
⌉
m2 − (j − 1)m1 ≤ m1 +m2 − 1,
which further yields the desired cycle by repeated jumps of ω(1) and ω(2), connecting the
states in
{⌈
jm1
m2
⌉
m2 − jm1 : j ∈ [1,m2]1
}
,
0 ⇀
⌈
m1
m2
⌉
m2 ⇀
⌈
m1
m2
⌉
m2 −m1 ⇀
⌈
2m1
m2
⌉
m2 −m1 ⇀
⌈
2m1
m2
⌉
m2 − 2m1
⇀ · · ·⇀
⌈
jm1
m2
⌉
m2 − (j − 1)m1 ⇀
⌈
jm1
m2
⌉
m2 − jm1
⇀ · · ·⇀
⌈
(m2 − 1)m1
m2
⌉
m2 − (m2 − 2)m1 ⇀
⌈
(m2 − 1)m1
m2
⌉
m2 − (m2 − 1)m1
⇀
⌈
m2m1
m2
⌉
m2 − (m2 − 1)m1 ⇀
⌈
m2m1
m2
⌉
m2 −m2m1 (= 0) ,
connecting all states [0,m2 − 1]1, which must be communicable.
For the reader’s convenience, we here give a proof of the elementary identity (B.1). On the
one hand,
0 ≤
⌈
jm1
m2
⌉
m2 − jm1 < m2, for all j ∈ N,
which yields
(B.2)
{⌈
jm1
m2
⌉
m2 − jm1 : j ∈ N
}
⊆ [0,m2 − 1]1.
On the other hand, for all 1 ≤ i < j ≤ m2,
(B.3)
⌈
im1
m2
⌉
m2 − im1 6=
⌈
jm1
m2
⌉
m2 − jm1.
If this is not so, then
(j − i)m1 =
(⌈
jm1
m2
⌉
−
⌈
im1
m2
⌉)
m2,
for some i < j. Since 0 < j−i < m2, and m1, m2 are coprime, m2 ∤ (j−i)m1, a contradiction.
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From (B.3), it follows that
#
{⌈
jm1
m2
⌉
m2 − jm1 : j ∈ [1,m2]1
}
≥ m2,
which together with (B.2) yields (B.1).
Step II. [0,m1 +m2 − 1]1 is communicable, since
x mod m1, y mod m2 ∈ [0,max{m1,m2} − 1]1
for x, y ∈ [0,m1 +m2 − 1]1, and
x = (x mod m1) +
⌊
x
m1
⌋
m1, y = (y mod m2) +
⌊
y
m2
⌋
m2.
Then, similarly to Step I, a path from x to y is constructed.
The proof is complete. 
The next lemma shows when two states are not accessible from each other.
Lemma B.2. Let c ∈ Nd0. For any x, y ∈ Lc, if x− y /∈ ω∗Z, then x 6⇀ y and y 6⇀ x.
Proof. We prove x 6⇀ y by contradiction. By symmetry, y 6⇀ x. Suppose x ⇀ y, then
there exists a path from x to y realized by a finite ordered set of (possibly repeated) jumps
{ω(j)}1≤j≤m for somem ∈ N such that y−x =
∑m
j=1 ω
(j). Since ω(j) ∈ ω∗Z, then y−x ∈ ω∗Z,
which is a contradiction. 
The following lemma guarantees connectedness of a discrete set.
Lemma B.3. Let U = {u(j)}mj=1 ⊆ Zd \ {0} for some m ∈ N and define u∗ by
u∗i = max
1≤j≤m
u
(j)
i , ∀1 ≤ i ≤ d.
Then for every c ≥ u∗, Lc ∩ U is a non-empty lattice interval.
Proof. Recall that if A, B ( Lc are both lattice intervals, and A ∩ B 6= ∅, then A ∩ B and
A ∪B are also lattice intervals. We use this property to prove the conclusion. Indeed,
U =
m⋃
j=1
{u(j)}.
If c ≥ u∗, then c ∈ Lc ∩ {u(j)} for all 1 ≤ j ≤ d. Moreover, Lc ∩ {u(j)} is a lattice interval,
since Lc is a lattice interval, and {u(j)} is a convex set in Nd0. Hence Lc ∩U =
m⋃
j=1
(Lc ∩{u(j)})
is also a lattice interval containing c. 
Lemma B.4. Let (Ω,F) be given with ω∗ = gcd(Ω). Then there exists a finite set Ω˜ ⊆ Ω
such that gcd(Ω˜) = ω∗ and
∪
ω∈Ω˜+
Iω = I+, ∪
ω∈Ω˜−
Iω = I−, ∪
ω∈Ω˜
Iω = I, ∪
ω∈Ω˜+
Oω = O+, ∪
ω∈Ω˜−
Oω = O−, ∪
ω∈Ω˜
Oω = O,
where Ω˜± = {ω ∈ Ω˜ : sgn(ω1) = ±1}.
Proof. By Proposition A.3, I+ has a finite minimal set, say E, such that I+ ⊆ E. Since
I+ = ∪ω∈Ω+Iω , then for x ∈ E, we have x ∈ Iω for some ω ∈ Ω+. By the definition of
minimal element, x ∈ Iω . Hence E ⊆ ∪ω∈Ω′(I+)Iω for some finite set Ω′(I+) ⊆ Ω+, implying
that
∪
ω∈Ω′(I+)
Iω ⊆ I+ ⊆ E ⊆ ∪
ω∈Ω′(I+)
Iω,
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that is, I+ = ∪ω∈Ω′(I+)Iω. Hence for any set Ω′′ such that Ω′(I+) ⊆ Ω′′ ⊆ Ω+, we have
I+ = ∪ω∈Ω′′Iω. Let Ω′(I) = Ω′(I+) ∪ Ω′(I−). Then I = I+ ∪ I− = ∪ω∈Ω′(I)Iω. Similarly,
O+ = ∪
ω∈Ω′(O)+
Oω, O− = ∪
ω∈Ω′(O)−
Oω, O = ∪
ω∈Ω′(O)
Oω ,
for some finite Ω′(O) ⊆ Ω, where Ω′(O)± = {ω ∈ Ω′(O) : sgn(ω1) = ±1}. By the definition of
gcd, ω∗ is a common divisor of any subset of Ω, and there exists −m1ω∗ ∈ Ω− and m2ω∗ ∈ Ω+
with m1, m2 ∈ N coprime. Let Ω˜ = Ω′(I)∪Ω′(O)∪{−m1ω∗,m2ω∗}. Then gcd(Ω˜) = ω∗ and
∪
ω∈Ω˜+
Iω = I+, ∪
ω∈Ω˜−
Iω = I−, ∪
ω∈Ω˜
Iω = I, ∪
ω∈Ω˜+
Oω = O+, ∪
ω∈Ω˜−
Oω = O−, ∪
ω∈Ω˜
Oω = O,
where Ω˜± = {ω ∈ Ω˜ : sgn(ω1) = ±1}. 
Proof of Theorem 4.13. We only prove Theorem 4.13 for the case ω∗ ∈ Zd \Nd0. The proof
can readily be adapted to the case ω∗ ∈ Nd0 with b = 0. Indeed, for all c ∈ Nd0, by translational
invariance, one can find c′ large enough in all coordinates j for ω∗j > 0 such that Lc = Lc′ .
Then it suffices to replace c by c′ in the rest of the proof.
By Lemma B.4, choose a finite Ω˜ ⊆ Ω such that
∪
ω∈Ω˜+
Iω = I+, ∪
ω∈Ω˜−
Iω = I−, ∪
ω∈Ω˜
Iω = I, ∪
ω∈Ω˜+
Oω = O+, ∪
ω∈Ω˜−
Oω = O−, ∪
ω∈Ω˜
Oω = O,
where Ω˜± = {ω ∈ Ω˜ : sgn(ω1) = ±1}. Let I˜ = ∪ω∈Ω˜Iω and O˜ = ∪ω∈Ω˜Oω.
Let M = max
ω∈Ω˜
∣∣ ω
ω∗
∣∣+ 1 (≥ 2) and define b ∈ Nd0 by
bj = M |ω∗j |+max I˜j ∪ O˜j , for j = 1, . . . , d.
Hence
(B.4) ω∗[−M,M ] + b ⊆ ∩
y∈I˜∪O˜
{y},
which implies that all jumps in Ω˜ are active on all states in ω∗[−M,M ]1 + b. Let c ∈ Nd0 + b.
For convenience, within this proof we slightly abuse I to mean I∩Lc to ignore the dependence
on c. Analogously for I+ ∩ Lc, etc. Let
Dk = ω
∗[−M + 1,M − 1]1 + k − 1
ω∗∗
ω∗ + c, for k = 1, . . . , ω∗∗.
Given k ∈ [1, ω∗∗]1. By the definition of Ω˜, there exist −m1ω∗ ∈ Ω˜− and m2ω∗ ∈ Ω˜+ with
m1, m2 ∈ N coprime. Since c ≥ b, all jumps in Ω˜ including −m1ω∗ and m2ω∗ are active on
every state in Dk, in the light of (B.4). By Lemma B.1, Dk is communicable.
Moreover, by Lemma B.3, the sets I+, I−, O+ and O− are all non-empty lattice intervals,
and so are their finite intersections, and as well as their finite unions due to the non-emptiness
of intersections. In particular, Kc = (I+ ∩ O−) ∪ (I− ∩ O+) is also a lattice interval. Hence
Kc = [c∗, c
∗]1.
For every k ∈ [1, ω∗∗]1, let Gk = Kc ∩ Γ(k)c . In Step I and Step II below, we will show that
Gk is a communicating class with at least two distinct states, which in turn implies that Gk
is either a PIC or a QIC. In Step III, we show that Gk is a QIC trapped into T
(k)
c for all
k ∈ Σ+c , and a PIC for all k ∈ Σ−c .
Step I. Gk is communicable with #Gk ≥ 2. Indeed, since M ≥ 2 and c ≥ b,(
c± (M − 1)ω∗ + k − 1
ω∗∗
ω∗
)
j
≥ maxIj ∪ Oj , ∀j = 1, . . . , d,
which implies that
c± (M − 1)ω∗ + k − 1
ω∗∗
ω∗ ∈ Γ(k)c ∩ (I+ ∩ O−) ∩ (I− ∩ O+) ⊆ Gk.
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This shows #Gk ≥ 2.
Next we prove that Gk is communicable. Let D = ∪ω∗∗l=1Dl. By Lemma B.3, D = [D∗, D∗]1
is a lattice interval with D∗ = c+(−M+1)ω∗ and D∗ = c+(M−1)ω∗+ ω∗∗−1ω∗∗ ω∗. By Lemma
B.2, for any x ∈ Di and any y ∈ Dj with i 6= j, i, j ∈ [1, ω∗∗]1, x neither is accessible from nor
leads to y. Since both D and Kc are lattice intervals, we have Kc \D = [c∗, D∗[1∪]D∗, c∗]1.
Due to the communicability of Dk, to see Gk is communicable, it suffices to show for all
x ∈ Kc \D, there exists y ∈ D such that x↽−⇀ y.
In the following, we prove that for all x ∈ [c∗, D∗[1, there exists y ∈ D such that x↽−⇀ y.
The analogous property holds for ]c∗, D∗]1.
Recall that Kc = (I+ ∩ O−) ∪ (I− ∩ O+), and both I+ ∩ O− and I− ∩ O+ are lattice
intervals. Since D ⊆ I+ ∩ O− ∩ I− ∩ O+, assume w.o.l.g. that ∅ 6= [c∗, D∗[1⊆ I+ ∩ O−.
Then c∗ = min1 I+ ∩ O− and [c∗, D∗]1 ⊆ I+ ∩ O−. Note that
D∗−D∗
ω∗ > M − 1 = max
ω∈Ω˜
∣∣ ω
ω∗
∣∣ ,
and thus every state in [c∗, D∗[1 cannot lead to a state in ]D
∗, c∗]1 within a single jump. Let
x ∈ [c∗, D∗[1. On the one hand, since x ∈ [c∗, D∗]1 ⊆ I+, and one can show by induction
that there exists y ∈ D such that x ⇀ y, realized by a finite ordered set of jumps in Ω+, with
y − x ∈ ω∗N. On the other hand, since x ∈ O−, in an analogous manner, one can show that
there exists z ∈ D such that z ⇀ x, realized by a finite ordered set of jumps in Ω−, with
−(x − z) ∈ ω∗N. Hence y − z = y − x + x − z ∈ ω∗Z. By Lemma B.2, y, z ∈ Dk for some
k ∈ [1, ω∗∗]1, i.e., y = z or y↽−⇀ z. By transitivity, x↽−⇀ y ∈ D.
Step II. I \ Kc = E. From Theorem 4.2, Tc ∪ Nc = Lc \ I, and thus it suffices to show that
Lc \ Kc is composed of singleton communicating classes assuming that I \ Kc 6= ∅.
Since Kc ⊆ I, and Kc and I are both lattice intervals, we have I\Kc = [min1 I, c∗[1∪ ]c∗,max1 I]1.
Assume w.o.l.g. that [min1 I, c∗[1 6= ∅. It then suffices to show that [min1 I, c∗[1 is composed
of singleton communicating classes. It is easy to see that
min1 I+ <1 min1O+, min1 I− >1 min1O−.
Since I+, I−, O+ and O− are all lattice intervals, it readily yields that
[min1 I, c∗[1⊆ I− \ (I+ ∪ O+) or [min1 I, c∗[1⊆ I+ \ (I− ∪ O−).
Further assume w.o.l.g. that [min1 I, c∗[1⊆ I− \ (I+ ∪ O+). Let x ∈ [min1 I, c∗[1. Now we
only show that no other state communicates with x by contradiction. Suppose there exists
y 6= x such that x↽−⇀ y. Then there exists a cycle connecting x and y, denoted by
x = y(0) ⇀ . . . ⇀ y(m) ⇀ y(0).
Let z = min1
0≤j≤m
y(j) = y(k) for some 0 ≤ k ≤ m. Since k 6≡ (k + 1)mod(m + 1), we have
z <1 y
(k+1)mod(m+1), and thus z ∈ I+, for z ⇀ y(k+1)mod(m+1) must be realized by a jump in
Ω+. On the one hand, since x /∈ I+, we have z ≤1 x <1 min1 I+, and thus z /∈ I+, recalling
again that I+ is a lattice interval. This is a contradiction.
Step III. Given k ∈ Σ+c , for every x ∈ Q(k)c and y ∈ T(k)c , we have x ⇀ y.
Based on Steps I and II, by Lemma B.2, Q
(k)
c is a quasi irreducible component for all
k ∈ Σ+c , and P(k)c a positive irreducible component for all k ∈ Σ−c . In particular, there are
precisely #Σ+c quasi irreducible components ultimately leading only to trapping states, and
there are #Σ−c positive irreducible components.
In the light of Lemma B.2, it suffices to show that: ∀x ∈ T, there exists y ∈ Kc such that
y ⇀ x.
Again on account of Lemma B.2, we assume w.o.l.g. that T 6= ∅ and ω∗∗ = 1.
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Given x ∈ T, there exists z ∈ I = E ∪ Kc such that z ⇀ x. Assume w.o.l.g. that z ∈ E.
From Step II,
z ∈ I \ Kc = [min1 I, c∗[1∪]c∗,max1 I]1.
Furthermore assume w.o.l.g. that z ∈ [min1 I, c∗[1. By the analysis in Step II, it suffices to
prove that there exists y ∈ Kc such that y ⇀ z under the further assumption w.o.l.g. that
[min1 I, c∗[1⊆ I− \ I+ ∪ O+. Since min1 I− >1 min1O−, we have z ∈ O−, and
c∗−c∗
ω∗ > max
ω∈Ω˜
∣∣ ω
ω∗
∣∣ ,
similarly to Step I, one can show by induction that there exists y ∈ Kc such that y ⇀ z,
realized by a finite ordered set of jumps in Ω˜−.
Appendix C. Proofs of results in Section 5
Let Yt ∈ C be a CTMC with state space Y ⊆ N0 and transition operator Q = (qx,y)x,y∈Y ,
and let (Y˜n)n∈N0 be the embedded discrete time Markov chain of Yt. Let qx =
∑
y 6=x qx,y,
∀x ∈ Y. The transition probability matrix P = (px,y)x,y∈Y of Y˜n is given by:
px,y =
{
qx,y/qx if x 6= y, qx 6= 0,
0 if x 6= y, qx = 0, px,x =
{
0 if qx 6= 0,
1 if qx = 0.
Let F be the set of all nonnegative (finite) functions on Y satisfying∑
ω∈Ω
λω(x)|f(x + ω)| < +∞, ∀x ∈ Y.
Since Y is discrete, F is indeed a subset of non-negative continuous (and thus Borel measur-
able) functions on Y. The associated infinitesimal generator is also denoted by Q:
Qf(x) =
∑
ω∈Ω
λω(x) (f(x+ ω)− f(x)) , ∀x ∈ Y, f ∈ F.
By (A4), F is a subset of the domain of Q. In particular, functions with sub-linear growth
rate are in F. With (A6), F is the whole set of all non-negative (finite) functions on Y.
Before presenting the proof of each result, we recall corresponding general Lyapunov-Foster
type criteria for the reader’s convenience. The proofs herein count on the Lyapunov-Foster
theory [10, 25, 26] and thus are mainly based on the specific construction of Lyapunov func-
tions. To avoid tedious but straightforward verification against the corresponding criteria,
we simply provide the specific Lyapunov function in the respective proofs. Straightforward
verification that a constructed function is a Lyapunov function with additional properties
required for respective criteria is left to the interested reader.
The next proposition is used to estimate Qf for Lyapunov functions f . Let R+ =
max{deg(λω) : ω ∈ Ω+} and recall R = max{deg(λω) : ω ∈ Ω}. We have R, R+ ≤M .
Proposition C.1. Assume (A3)-(A5). Let fn(x) =
∑
ω∈Ω∩[1,n]1
λω(x)ω for n ∈ N. Then
fn converges non-decreasingly to a polynomial f of degree R+ on [u,∞[1,
(C.1) f(x) =
∑
ω∈Ω+
λω(x)ω, x ≥ u,
with u as in (A5). Furthermore,
∑
ω∈Ω λω(x)ω is a polynomial of degree at most R on [u,∞[1,
and
∑
ω∈Ω λω(x) is a polynomial of degree R on [u,∞[1. Moreover, there exists u′ ≥ u such
that
(C.2) lim
n→∞
sup
x≥u′
f(x)− fn(x)
f(x)
= 0.
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Proof. Assume w.o.l.g. that u = 0. Otherwise consider λω(· + u). Let n∗ = min{ω ∈
Ω+ : deg(λω) = R+}. Then (fn)n≥n∗ is a non-decreasing sequence of polynomials on N0 of
degree R+ as the coefficient of x
R+ is non-negative in λω(x). By (A3)-(A4), f defined in
(C.1) is a non-negative finite function on N0, and fn converges to f pointwise on N0.
Write fn(x) =
∑R+
j=0 α
(j)
n x
j as a sum of descending factorials. Since fn(j) → f(j) for
j = 0, . . . , R+ by assumption, we find inductively in j that α
(j)
n → α(j) for some α(j) ∈ R,
j = 0, . . . , R+. Let f˜(x) =
∑R+
j=0 α
(j)xj . Consequently, fn → f˜ pointwise on N0, which
implies f = f˜ and that f is a polynomial on N0. By definition of n∗ and monotonicity of
(fn)n≥n∗ , we have α
(R+)
n ≥ α(R+)n∗ > 0 for n ≥ n∗, and α(R+) = limn→∞ α(R+)n > 0. Hence
deg(f) = R+. Similarly, by (A3), one can show that
∑
ω∈Ω λω(x)ω is a polynomial of degree
at most R on N0, and
∑
ω∈Ω λω(x) is a polynomial of degree R on N0. It remains to prove
(C.2). Indeed, for all x ∈ N,
0 ≤ f(x)− fn(x)
f(x)
=
∑R+
j=0(α
(j) − α(j)n )xj∑R+
j=0 α
(j)xj
≤ x
R+
∑R+
j=0 |α(j) − α(j)n |∑R+
j=0 α
(j)xj
.
Since there exists u′ ≥ u such that f(x) ≥ 12α(R+)xR+ for all x ≥ u′,
sup
x≥u′
f(x)− fn(x)
f(x)
≤ 2
∑R+
j=0 |α(j) − α(j)n |
α(R+)
,
which implies (C.2). 
C.1. Criteria for explosivity and non-explosivity.
Proposition C.2. [25, Theorem1.12, Remark 1.13] Assume Yt is irreducible. Suppose that
there exists a triple (ǫ, A, f) with a constant ǫ > 0, a set A a proper finite subset of Y such
that Ac = Y \A is infinite, and a function f ∈ F such that
(i) there exists x0 ∈ Ac with f(x0) < minA f ,
(ii) Qf(x) ≤ −ǫ for all x ∈ Ac.
Then the expected life time Ex(ζ) < +∞ for all x ∈ Y.
Proposition C.3. [25, Theorem1.14] Assume Yt is irreducible. Let f ∈ F be such that
limx→∞ f(x) = +∞. If
(i) there exists a non-decreasing function g : [0,∞[→ [0,∞[ such that G(z) = ∫ z
0
dy
g(y) <
+∞ for all z ≥ 0 but limz→∞G(z) = +∞, and
(ii) Qf(x) ≤ g(f(x)) for all x ∈ Y,
then Px(ζ = +∞) = 1 for all x ∈ Y.
The following Reuter’s criterion on explosivity of a CTMC is given in terms of the transition
rate matrix.
Proposition C.4. [30, Theorem10] Let Yt be a CTMC on a subset of N0 with transition
matrix Q. Then Yt is explosive if and only if there exists a nonzero nonnegative solution to
Qx = λx,
for some (and all) λ > 0.
Proof of Theorem 5.1. For simplicity, throughout the proof, we say Yt is explosive to mean
that Yt explode at Y0 a.s. From Corollary 4.15, E = ET whenever T 6= ∅. Hence EP = E
or EP = ∅. Assume w.o.l.g. that ω
∗ = 1. Hence Q = ∅ or P = ∅. Since Yt may not be
irreducible, we prove the conclusions in separate cases.
(a) T = ∅ and Y0 ∈ P. Then Yt is irreducible, and we can directly apply the Proposi-
tions C.2 and C.3 with appropriate Lyapunov functions to be determined.
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(b) T = ∅ and Y0 ∈ E. In this case, since E is finite by (A2), for the embedded discrete
time Markov chain (Y˜n), the chain ends in P within finite jumps. Since holding times are
exponentially distributed, the embedded discrete time Markov chain cannot have infinitely
many jumps within finite time before entering P, and thus has the same dynamical property
with respect to non-explosivity and explosivity as in case (a).
(c) T 6= ∅ and Y0 ∈ Q. Let Zt be the (irreducible) CTMC on the state space Q with
Z0 = Y0 and transition operator Q˜ being Q restricted to Q:
q˜x,y = qx,y, for all x, y ∈ Q and x 6= y.
In the following, we show that Zt is explosive if and only if Yt is explosive, and hence case
(b) reduces to case (a). Assume first that Zt is explosive. Then Q˜v = v for some bounded
non-negative non-zero v. Let ux = vx1Q(x), ∀x ∈ N0. It is straightforward to verify that
Qu = u. By Proposition C.4, Yt is also explosive. Conversely, assume that Yt is explosive,
then Qu = u for some bounded non-negative non-zero u. Let w = u|T∪E, i.e., wx = ux for all
x ∈ T ∪ E. Since Q|T∪E is a lower-triangular matrix with non-positive diagonal entries, and
w ≥ 0, it is readily deduced that w = 0. This implies from Qu = u that Q˜v = v with v = u|Q.
Hence Zt is explosive. To sum up, Zt is explosive if and only if Yt is explosive.
(d) T 6= ∅, Y0 ∈ E. Since E = EQ is finite, and the holding times are exponentially
distributed, the chain stays in T within finite jumps. Hence P(ζ =∞) = 1.
Based on the above analysis, it remains to prove the conclusions for case (a) by Proposi-
tions C.2 and C.3. We first prove the conclusions assuming Ω is finite.
(i) We prove explosivity by Proposition C.2. Let the lattice interval A = [0, x0−minΩ−[1⊆
N0 for some x0 > 1 to be determined. Since #Ω− < ∞, A is finite. Let f be decreasing
and bounded such that f(x) = 1[0,x0[1(x) + x
−δ
1[x0,∞[1(x) for all x ≥ x0, with δ > 0 to
be determined. Obviously, Proposition C.2(i) is satisfied for the set A. Next we verify the
conditions in Proposition C.2(ii). It is easy to verify that
Qf(x) < −ǫ, for all x ∈ Ac,
where ǫ = δα/2 provided α > 0 and R > 1 with δ < R − 1; ǫ = δ (β − δϑ) /2 provided
α = 0, β > 0, R > 2 with δ < min{β/ϑ,R − 2}, and x0 is chosen large enough. Since
δ > 0 can be arbitrarily small, in either case, there exist δ and ǫ such that the conditions in
Proposition C.2 are fulfilled, and thus Exζ < +∞ for all x ∈ P. In particular, Yt explodes
a.s. for all Y0 = x ∈ P.
(ii) Now we prove non-explosivity using Proposition C.3. Let f(x) = log log(x + 1) and
g(x) = (|α| + |β| + 1)(x +M) for all x ∈ N0 with some M > 0 to be determined. One can
show that all the conditions in Proposition C.3 are satisfied with some large constant M > 0,
provided neither α > 0, R > 1 nor α = 0, β > 0, R > 2. Hence Yt is non-explosive.
Next we prove the conclusions when Ω+ is infinite. We use the prime to indicate the parallel
case for the one without a prime, and thus one should look for e.g., A, in the respective
argument.
(i)’ α > 0 and R > 1. Let f be as in (i), and let
α− = lim
x→∞
∑
ω∈Ω−
λω(x)ω
xR , α+ = limx→∞
∑
ω∈Ω+
λω(x)ω
xR .
Then α = α+ + α−. Since α > 0, we have R+ = R and there exists ǫ0 ∈]0, 1[ such that
α− + (1− ǫ0)α+ > 0. By Proposition C.1, there exists N0, u′ ∈ N such that∑
ω∈Ω+∩[1,N0]1
λω(x)ω∑
ω∈Ω+
λω(x)ω
≥ 1− ǫ0, for all x ≥ u′.
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By (A3), Ω\]N0,∞[1 is finite. Hence choosing x0 ≥ u′ large, we have for all x ∈ Ac,
Qf(x) =
∑
ω∈Ω−
λω(x)((x + ω)
−δ − x−δ) +
∑
ω∈Ω+
λω(x)((x + ω)
−δ − x−δ)
≤
∑
ω∈Ω−
λω(x)((x + ω)
−δ − x−δ) +
∑
ω∈Ω+∩[1,N0]1
λω(x)((x + ω)
−δ − x−δ)
≤x−δ
∑
ω∈Ω−
λω(x)(−ωδx−1 +O(x−2)) + x−δ
∑
ω∈Ω+∩[1,N0]1
λω(x)(−ωδx−1 +O(x−2))
=− δα−xR−1−δ +O(xR−2−δ)− δx−1−δ
∑
ω∈Ω+∩[1,N0]1
λω(x)ω
≤− δα−xR−1−δ +O(xR−2−δ)− δ(1− ǫ0)x−1−δ
∑
ω∈Ω+
λω(x)ω
=− δ(α− + (1 − ǫ0)α+)xR−1−δ +O(xR−2−δ) < −ǫ,
where ǫ = δ(α−+(1−ǫ0)α+)2 , δ < R − 1, and O(·) is the Landau’s symbol. The rest of the
argument is the same as in (i).
(ii)’ α < 0 or R ≤ 1. Let f and g be as in (ii). By (A3), for some large M > 0 to be
determined, for all x ∈ N0,
Qf(x) =
∑
ω∈Ω−
λω(x)(log log(x+ 1 + ω)− log log(x+ 1)) +
∑
ω∈Ω+
λω(x)(log log(x + 1 + ω)− log log(x+ 1))
=
∑
ω∈Ω−
λω(x) log
(
1 +
log
(
1 + ωx+1
)
log(x+ 1)
)
+
∑
ω∈Ω+
λω(x) log
(
1 +
log
(
1 + ωx+1
)
log(x+ 1)
)
=
∑
ω∈Ω−
λω(x)
( ω
(x+ 1) log(x+ 1)
+ O
(
(x+ 1)−2(log(x+ 1))−1
))
+
∑
ω∈Ω+
λω(x) log
(
1 +
log
(
1 + ωx+1
)
log(x+ 1)
)
≤
∑
ω∈Ω−
λω(x)
( ω
(x+ 1) log(x+ 1)
+ O
(
(x+ 1)−2(log(x+ 1))−1
))
+
∑
ω∈Ω+
λω(x)
ω
(x + 1) log(x + 1)
=
1
(x+ 1) log(x+ 1)
∑
ω∈Ω
λω(x)ω +O
(
(x+ 1)R−2(log(x+ 1))−1
)
=α
(x+ 1)R−1
log(x+ 1)
+ O
(
(x+ 1)R−2(log(x+ 1))−1
) ≤ g(f(x)),
provided α < 0 or R ≤ 1 or α = 0 and R = 2. The rest of the argument is the same as in (ii).
C.2. Criteria for recurrence, transience and certain absorption. To prove Theo-
rem 5.2(i), we count on the following equivalence of a CTCM and its embedded discrete
time Markov chain regarding recurrence and transience.
Proposition C.5. [28, Theorem3.4.1] Assume that Yt is irreducible.
(i) Yt is recurrent if and only if Y˜n is recurrent.
(ii) Yt is transient if and only if Y˜n is transient.
Apart from the above equivalence, we need the following two properties to prove the re-
currence and transience for an irreducible discrete time Markov chain.
Proposition C.6. [21, Theorem2.1] Let Zn be an irreducible discrete time Markov chain on
a subset of N0. If
E(Zn+1 − Zn|Zn = x) ≤ 0, ∀n ∈ N0, for all large x,
then Zn is recurrent.
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Proposition C.7. [21, Theorem2.2] Let Zn be a discrete time Markov chain on the real line.
Assume that there exists a positive constant M such that
0 ≤ Zn < M <∞, ∀n ∈ N0,
(C.3) P(lim sup
n→∞
Zn =M) = 1.
If there exists a constant C < M such that
E(Zn+1 − Zn|Zn = x) ≤ 0, ∀n ∈ N0, for all x ≥ C,
then
P( lim
n→∞
Zn = M) = 1.
Recall the definition of λω , the transition probabilities P = (px,y) of Y˜n are:
px,x+ω =
λω(x)∑
ω˜∈Ω λω˜(x)
1Y∩( ∪
ω˜Ω
suppλω˜)(x), px,x = 1− 1Y∩( ∪
ω˜Ω
suppλω˜)(x), x ∈ N0, ω ∈ Ω.
Let hA = PY0(τA <∞) be the hitting probability. In particular, hA is called the absorption
probability if A is a closed communicating class. To verify conditions for certain absorption
requires the following property for hitting probabilities. For any set A ⊆ Y, we write hA(i)
for hA, to emphasize the dependence of the hitting probability on the initial state i ∈ Y.
Proposition C.8. [28, Theorem 3.3.1] Let A ⊆ Y. The vector of hitting probabilities
(hA(i))i∈Y is the minimal non-negative solution to the following linear equations:{
hA(i) = 1, i ∈ A,∑
j∈Y\{i} qij(hA(i)− hA(j)) = 0, i ∈ Y \A.
(Minimality means that if x is another nonnegative solution, then xi ≥ hA(i) for all i ∈ Y0.)
Proposition C.9. [28, Theorem 1.5.7,Theorem 3.4.1] Let Yt be an irreducible CTMC on Y.
Then
(i) Yt is recurrent if and only if hj(i) = 1 for all i ∈ Y and some (and all) j ∈ Y, where
hj(i) is short for h{j}(i).
(ii) Yt is recurrent if and only if hA(i) = 1 for all i ∈ Y and some (and all) nonempty
subset A ⊆ Y.
Proof. Recall that by irreducibility, Yt is recurrent if and only if one (and every) state i ∈
Y is recurrent, which is equivalent to hi(i) = 1. Conclusion (i) is a direct result of [28,
Theorem 1.5.7,Theorem 3.4.1].
To show (ii), by irreducibility, Pi({YτA = j}) > 0 for all j ∈ A and τj = τA conditional on
YτA = j. Hence by total probability law,
Pi(τA <∞) =
∑
j∈A
Pi({YτA = j})P(τj <∞),
which implies that hA(i) = 1 if and only if hj(i) for all j ∈ A. On one hand, given any
nonempty A ⊆ Y, by (i), since Yt is recurrent, we have hj(i) = 1 for all i ∈ Y for all j ∈ A,
and thus hA(i) = 1. On the other hand, if hA(i) = 1 for all i ∈ Y and some (and all) subsets
A ⊆ Y, then hj(i) = 1 for all j ∈ A, and by (i) we know Yt is recurrent. 
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Proof of Theorem 5.2. (i) The idea originated in [21]. It suffices to show recurrence and
transience for Y˜n. We first prove the conclusions assuming Ω is finite.
To show recurrence, let Zn = log log(Yn+1). Since one-to-one bicontinuous transformation
of the state space preserves the Markov property and recurrence, it suffices to show recurrence
for Zn. In the light of the expression for transition probability of Y˜n, we have
E(Zn+1 − Zn|Zn = log log(x+ 1)) = 1∑
ω∈Ω λω(x)
∑
ω∈Ω
λω(x)(log log(x+ ω)− log log x).
By tedious but straightforward computation, we have the following asymptotic expansion:
E(Zn+1 − Zn|Zn = log log(x+ 1)) = αx
R + βxR−1 − ϑxR−1(log x)−1 +O(xR−2)
(1 + x) log(1 + x)
∑
ω∈Ω λω(x)
.
From this asymptotic expansion and note that ϑ > 0, we have
E(Zn+1 − Zn|Zn = log log(x+ 1)) ≤ 0, ∀n ∈ N0, for all large x,
provided α < 0 or α = 0, β ≤ 0; from Proposition C.6 it follows the recurrence of Zn, and
thus recurrence of Y˜n as well.
Next, we prove for transience of Y˜n under reverse conditions. Let Z
′
n = 1− (1+ Y˜n)−δ with
δ > 0 to be determined. Again, Z ′n is a Markov chain, and Y˜n → ∞ if and only if Z ′n → 1,
which implies (C.3) is fulfilled for Z ′n with M = 1 since Y˜n on a subset of N0 is irreducible.
Similar as the above computation, we have the asymptotic expansion
E(Z ′n+1−Z ′n|Z ′n = 1− (1+x)−δ) =
δ
(1 + x)δ+1
∑
ω∈Ω λω(x)
(αxR+(β−δϑ)xR−1+O(xR−2)).
Hence
E(Z ′n+1 − Z ′n|Z ′n = 1− (1 + x)−δ) ≥ 0, ∀n ∈ N0,
for all large x (and so for all values of z = Z ′n in some interval C ≤ z < 1), provided α > 0 or
α = 0, β > 0 with δ < βϑ . By Proposition C.7,
P( lim
n→∞
Z ′n = 1) = 1,
i.e.,
P( lim
n→∞
Y˜n =∞) = 1,
meaning Y˜n is transient.
Next, assume Ω+ is infinite. The conclusions can be proved using similar arguments as in
the proof of Theorem 5.1.
(ii) Assume w.l.o.g. that ω∗ = 1. Since Y0 ∈ Q, we have N0 = T ∪ E ∪ Q = Y and E = ET
by Corollary 4.15. Let ω˜ ∈ Ω+. Since T∪E is finite, we have Q∩ (ω˜N+ x) 6= ∅ for all x ∈ T.
Let kx = min{l : lω˜ + x ∈ Q}, for x ∈ Q. Define Zt to be a CTMC on Y with transition
matrix Q˜ = (q˜xy) satisfying for all x 6= y, x, y ∈ Y,
q˜xy =
{
qxy, if x ∈ Y \ T,
1, if x ∈ T and y = x+ jω˜, j = 1, . . . , kx.
It is easy to verify that Zt is an irreducible CTMC. In the following, we show the recurrence
of Zt is equivalent to the absorption of Yt, which yields the conclusion.
On one hand, applying (i) to Zt, we have Zt is recurrent if and only if α < 0 or α = 0,
β ≤ 0. On the other hand, from Proposition C.9, Zt is recurrent if and only if hZT (i) = 1 for
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all i ∈ Y, where hZT (i) is the hitting probability for Zt. By Proposition C.8, hZT (i) = 1 for all
i ∈ Y if and only if (1, . . . , 1) is the minimal nonnegative solution to the linear equations{
xi = 1, i ∈ T,∑
j∈Y\{i} q˜ij(xi − xj) = 0, i ∈ Y \ T,
which, by the definition of Q˜, are identical with
(C.4)
{
xi = 1, i ∈ T,∑
j∈Y\{i} qij(xi − xj) = 0, i ∈ Y \ T.
By Proposition C.8, Yt has certain absorption if and only if (1, . . . , 1) is the minimal non-
negative solution to (C.4). Hence the recurrence of Zt is equivalent to the absorption of
Yt.
C.3. Criteria for existence and non-existence of moments of hitting times.
Proposition C.10. [25, Theorem1.5] Assume Yt is irreducible. Let f ∈ F be such that
limx→∞ f(x) = +∞.
(i) If there exist positive constants c1, c2 and σ such that f
σ ∈ F and
Qfσ(x) ≤ −c2fσ−2(x), ∀x ∈ {f > c1} ,
then Ex
(
τ ǫ{f≤c1}
)
< +∞ for all 0 < ǫ < σ/2 and all x ∈ X .
(ii) Let g ∈ F. If there exist
(ii-1) a constant c1 > 0 such that f ≤ c1g,
(ii-2) constants c2, c3 > 0 such that Qg(x) ≥ −c3, ∀x ∈ {g > c2},
(ii-3) constants c4 > 0 and δ > 1 such that g
δ ∈ F and Qgδ(x) ≤ c4gδ−1(x), ∀x ∈
{g > c2}, and
(ii-4) a constant σ > 0 such that fσ ∈ F and Qfσ(x) ≥ 0, ∀x ∈ {f > c1c2},
then Ex
(
τ ǫ{f≤c2}
)
= +∞ for all ǫ > σ and all x ∈ {f > c2}.
Proof of Theorem 5.3. Assume w.o.l.g. that ω∗ = 1. Otherwise, take B = ∪
k∈Σ−
B(k) with
B(k) for each positive irreducible component P(k) and τB = τB(k) if the initial state x ∈ P(k),
for all k ∈ Σ−.
We first prove the existence of moments of hitting times assuming Ω is finite. Again, since
the holding time is exponentially distributed and E is finite,
sup
x∈EP
Ex (τ
ǫ
P) <∞, for all ǫ > 0.
Let ω+ = max
ω∈Ω+
ω. Assume x ∈ EP. Since YτP ∈ [minP,minP+ ω+[1 a.s., we have
τB (YτP) ≤ sup
z∈[minP,minP+ω+]1
τB(z) ≤
minP+ω+∑
z=minP
τB(z), a.s.,
which implies that
τB(x) ≤ τP(x) + τB(YτP) ≤ τP(x) +
minP+ω+∑
z=minP
τB(z), a.s.,
where the argument emphasizes the initial condition. Hence by Minkowski’s inequality, for
ǫ ≥ 1,
(Ex(τ
ǫ
B))
1/ǫ ≤ (Ex(τ ǫP))1/ǫ +
minP+ω+∑
z=minP
(Ez(τ
ǫ
B))
1/ǫ
<∞,
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while for 0 < ǫ < 1,
Ex(τ
ǫ
B) ≤ Ex(τ ǫP) +
minP+ω+∑
z=minP
Ez(τ
ǫ
B) <∞,
provided
Ez(τ
ǫ
B) <∞, ∀z ∈ P.
Based on the above analysis, we assume w.o.l.g. that x ∈ P, and hence Yt is irreducible.
We now apply Proposition C.10(i) case by case. For R = α = 0, let f(x) =
√
x+ 1 for
x ∈ N0. One can directly verify that for every 0 < σ < 2 there exists 0 < c < +∞ such that
Qfσ(x) ≤ −cfσ−2(x) for all large x. By Proposition C.10(i), there exists a > 0 such that
Ex(τ
ǫ
{f≤a}) < +∞, ∀x ∈ Y, ∀0 < ǫ < σ/2.
Moreover, {f ≤ a} is finite since limx→∞ f(x) = +∞.
Analogous arguments apply to the cases (i-2) and (i-5) with f(x) = log(x + 1), case (i-3)
with f(x) =
√
x+ 1, case (i-4) with f(x) = log log(x+ 1), and case (i-6) withf(x) = x+ 1.
When Ω is infinite, using similar arguments as in the proof of Theorem 5.1, the case (i-6)
with δ ≤ 1 can be proved.
Next we prove the non-existence of hitting times by Proposition C.10(ii) assuming Ω is
finite.
For all cases, let f(x) = g(x), and specifically, let f(x) = x + 1 in cases (i-1) and (ii-1),
and f(x) = log(x + 1) in case (i-2). Note that in case (ii-1), −βϑ < 1 is equivalent to γ > 0.
The tedious but straightforward verification of the conditions (ii-1)-(ii-4) in Proposition C.10
is left to the interested reader.
C.4. Criteria for positive recurrence, ergodicity, and existence of QSDs. For the
reader’s convenience, we first recall the classical Lyapunov-Foster criteria first.
Proposition C.11. [25, Theorem1.7] Assume Yt is irreducible and recurrent. Then the
following are equivalent:
(i) Yt is positive recurrent.
(ii) There exists a triple (ǫ, A, f), with ǫ > 0, A a finite non-empty subset of X and f ∈ F
verifying Qf(x) ≤ −ǫ for all x /∈ A.
Proposition C.12. [26, Theorem7.1] Assume Yt is irreducible. Then Yt is positive recurrent
and there exists an exponentially ergodic stationary distribution if there exists a triple (ǫ, A, f)
with ǫ > 0, A a finite subset of Y and f ∈ F with limx→∞ f(x) =∞ verifying Qf(x) ≤ −ǫf(x)
for all x /∈ A.
Proposition C.13. [10, Theorem5.1, Remark 11], [19, Theorem2.1] Let Yt be a non-explosive
CTMC with transition matrix Q = (qx,y) on Y absorbed at the absorbing set ∂, and let
∂c = Y \ ∂. Then there exists a finite subset D ⊆ ∂c such that Px(Y1 = y) > 0 for all
x, y ∈ D, so that the constant
ψ0 := inf
{
ψ ∈ R : lim inf
t→∞
eψtPx(Yt = x) > 0
}
is finite and independent of x ∈ D. If in addition there exists ψ1 > max{ψ0, supx∈∂c∑
z∈∂ qx,z}, a function f ∈ F such that f
∣∣
∂c
≥ 1, f ∣∣
∂
= 0, sup∂c f <∞, and∑
y∈∂c\{x}
qx,yf(y) <∞, ∀x ∈ ∂c; Qf(x) ≤ −ψ1f(x), ∀x ∈ ∂c \D,
then there exists a unique quasi-stationary distribution ν with positive constants C and δ < 1
such that for all Borel probability measures µ on ∂c,∥∥∥Pµ(Yt ∈ ·|t < τ∂)− ν∥∥∥
TV
≤ Cδt, ∀t ≥ 0.
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In addition, η(y)ν(dy) is the unique quasi-ergodic distribution for Yt as well as the unique
stationary distribution of the Q-process, where the nonnegative function
η(x) = lim
t→∞
eψ0tPx (t < τ∂) , x ∈ ∂c.
To show the non-existence of QSDs, we rest on the following two classical results.
Proposition C.14. [13, Lemma 4.1] Let Yt be an absorbed CTMC on Y. Assume that the
Q-process associated with Yt is irreducible. If there exists a QSD for Yt trapped to T∩Y, then
the uniform exponential moment property holds:
there exists ψ > 0 such that Ex(exp(ψτT)) <∞, ∀x ∈ Y.
Proposition C.15. [28, Theorem 3.3.3] Let A ⊆ Y and kA(i) = Ei(τA) for all i ∈ Y. Assume
qx 6= 0 for all x ∈ Y \A. Then the vector of expected hitting times (kA(i))i∈Y is the minimal
nonnegative solution to the following linear equations:{
kA(i) = 1, i ∈ A,∑
j∈Y\{i} qij(kA(i)− kA(j)) = 1, i ∈ Y \A.
Proof of Theorem 5.4. Assume w.o.l.g. that ω∗ = 1. We prove this theorem by Proposi-
tions C.12-C.13. We only prove assuming Ω is finite. When Ω is infinite, similar argument
as in the proof of Theorem 5.1 applies to respective cases regarding positive recurrence, ex-
ponential ergodicity, and uniform exponential ergodicity of QSDs. We emphasize that the
non-existence of QSD only rests on the failure of certain absorption.
(i) First, we show positive recurrence. For R ≥ 2, α = 0 and β ≤ 0, let f(x) = log log(x+1).
For R ≥ 1 and α < 0, let f(x) = x+ 1. Then one can verify that there exists ǫ > 0 such that
Qf(x) ≤ −ǫf(x) for all large x. By Proposition C.12, Yt is positive recurrent and there exists
a unique exponentially ergodic stationary distribution on P.
For R = 0, α < 0 or R = 1, α = 0, γ < 0, let f(x) = x+ 1; for R = 2, α = 0, and β < 0,
let f(x) = log(x + 1). Then one can verify that there exists ǫ > 0 such that Qf(x) ≤ −ǫ for
all large x. With an appropriate finite set F , by Proposition C.11, Xt is positive recurrent
and there exists a unique ergodic stationary distribution on P.
Next, we show null recurrence. If R = 1, α = γ = 0 holds, then E(Y˜n+1 − Y˜n|Y˜n =
x) =
∑
ω∈Ω λω(x)ω∑
ω∈Ω λω(x)
≡ 0 for all large x. Since Y˜n is recurrent in this case by Theorem 5.2 and
Proposition C.5, let π˜ be its invariant measure. Applying [5, Theorem 3.5(iii)] with ε0 = 1/2
and a > 1, we have
(C.5)
∑
j∈P
π˜(j)
j
√
log j
=∞.
By [28, Theorem 3.5.1],
π(x) =
π˜(x)
qx
=
π˜(x)∑
ω∈Ω λω(x)
, x ∈ P,
is a stationary measure for Yt. From (C.5) and deg(
∑
ω∈Ω λω(x)) = 1 for large x, it follows
that ∑
j∈P
π(j)√
log j
=∞,
which implies that
∑
j∈P π(j) = ∞ in this case. By the uniqueness of stationary measures
under recurrence condition [27], we know Yt is null recurrent.
For the rest case, i.e., (ii-2) in Theorem 5.3(ii), to prove null recurrence, it suffices to show
that there exists x ∈ P such that Ex(τ+x ) = ∞. Let B ( P be as in Theorem 5.3(ii) and
x = maxB ∈ P. Hence YJ1 ∈ Ω+ x ( P a.s. and Ω+ + x ∩B = ∅. By the Markov property
of Yt,
Ex(τx − J1|YJ1 = j) = Ej(τx), ∀j ∈ P \ {x}.
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Hence by the law of total probability,
Ex(τ
+
x ) = Ex(J1) +
∑
j∈P\B
Ej(τx)Px(YJ1 = j) +
∑
j∈B
Ej(τx)Px(YJ1 = j)
≥
∑
j∈P\B
Ej(τx)Px(YJ1 = j)
≥ Px(YJ1 ∈ Ω+ + x) inf
j∈P\B
Ej(τx)
=
∑
ω∈Ω+
λω(x)∑
ω∈Ω λω(x)
· ∞ =∞,
since
∑
ω∈Ω+
λω(x)∑
ω∈Ω λω(x)
> 0, and Ej(τB) =∞ for all j ∈ P\B, by Theorem 5.3(ii), under respective
conditions.
(ii) We first show non-existence of QSDs. Construct an irreducible process Zt with transi-
tion rate matrix Q˜ as in the proof of Theorem 5.2. Applying conclusion (i) to Zt, Zt is not
positive recurrent when (i-1’) holds, or neither of the conditions (i-1) and (i-2) in Theorem 5.2
holds. It thus suffices to show that the existence of QSD for Yt implies positive recurrence of
Zt. Assume that Yt has a QSD trapped to T. By Proposition C.14, there exists ψ > 0 such
that
ψEi(τT) = Ei(ψτT) ≤ Ei(exp(ψτT)) <∞, ∀i ∈ Y.
Let EZi (τT) be the expected hitting times for process Zt. By Proposition C.15, (E
Z
i (τT))i∈Y
is the minimal solution to the associated linear equations with Q˜. By a similar argument as
in the proof of Theorem 5.2, (EZi (τT))i∈Y is also the minimal solution to the associated linear
equations associated with transition matrix Q, and thus
EZi (τT) = Ei(τT) <∞, ∀i ∈ Y.
Since Zt is irreducible, Zt is positive recurrent, due to the classical fact that for an irreducible
CTMC that positively recurs to a finite set, positively recurs everywhere (c.f. [25]).
Next, we prove the ergodicity of QSDs. For either (i-3’) or (ii-1’), Yt is non-explosive
by Theorem 5.1, and let f(x) = (2 − x−1)1∂c(x). Under the respective conditions, it is
straightforward to verify that
lim
x→∞
Qf(x)
f(x)
= −∞,
which implies that the set D = {x ∈ ∂c : Qf(x)f(x) ≥ −ψ0 − 1} is finite. Then with such f , D
and δ, the conditions in Proposition C.13 are satisfied and the conclusions follow. Note that
supp ν(k) = Q(k) comes from the fact that the support of the ergodic stationary distribution
of the Q-process is Q(k) by the irreducibility.
C.5. Criterion for implosivity and non-implosivity. We first extend a proposition [25,
Proposition 2.14] to reducible Markov chains.
Proposition C.16. Let Yt ∈ C be a non-absorbed CTMC on Y. If there exists a non-empty
proper subset B ( Y such that Yt implodes towards B, then Yt is implosive.
Proof. Assume w.o.l.g. that ω∗ = 1. Since Yt is non-absorbed, P ⊆ Y ⊆ P ∪ E. According to
[25, Proposition 2.14], the conclusion holds for an irreducible CTMC (when E = ∅). Assume
E 6= ∅. Since Yt implodes towards B, we have B ∩ P 6= ∅, simply because Px(τE = ∞) = 1
for all x ∈ P. Hence assume w.o.l.g. that B ⊆ P (otherwise choose B ∩ P since τB = τB∩P
for Px(τB∩E = ∞) = 1 for all x ∈ P \ B). Since Yt is irreducible provided Y0 ∈ P, by [25,
Proposition 2.14], for every x ∈ P, there exists tx <∞ such that
Ey(τx) < tx, ∀y ∈ P \ {x}.
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Hence for every z ∈ E,
Ez(τx) < Ez(τP) + tx,
since all holding times are exponentially distributed and the chain will jump into P within
finite jumps a.s.. This shows
sup
z∈E
Ez(τP) <∞,
and thus there exists t∗ <∞ such that
Ey(τx) < t∗ + tx, ∀y ∈ Y \ {x}.

Now we provide a criterion for implosivity and non-implosivity based on Proposition C.16
and [25, Theorem1.15, Proposition 1.16].
Proposition C.17. Let Yt ∈ C be a non-absorbed CTMC on Y and assume all states in P
are recurrent.
(i) The following are equivalent:
(i-1) There exists a triple (ǫ, F, f) with a positive constant ǫ, a finite set F , and a
function f ∈ F such that supx∈Y f(x) < +∞ and Qf(x) ≤ −ǫ whenever x ∈
Y \ F .
(i-2) There exists c > 0, and for every finite A ⊆ Y, there exists a positive and
finite constant C = CA such that Ex(τA) ≤ C and Ex(exp(cτA)) <∞ whenever
x ∈ Y \A. In particular, Yt is implosive.
(ii) Let f ∈ F be such that limx→∞ f(x) = +∞ and assume there exist positive constants
a, c, ǫ and δ > 1 such that f δ ∈ F. In addition, if
Qf(x) ≥ −ǫ, Qf δ(x) ≤ cf δ−1(x) whenever x ∈ {f > a},
then the chain does not implode towards {f ≤ a}.
Proof of Theorem 5.8. We only prove the conclusions assuming Ω is finite. When Ω is
infinite, similar argument as in the proof of Theorem 5.1 applies to implosivity.
Let Yt be a non-absorbed CTMC on Y. Since i−o < ω∗, P 6= ∅. First we prove implosivity.
Assume R > 1, α < 0, or R > 2, α = 0, β ≤ 0 holds. Hence Yt is recurrent by Theorem 5.2.
Let f(x) = 1 − (x + 1)−1. One can show that the conditions in Proposition C.17(i-1) are
fulfilled, and implosivity is achieved.
Next we turn to non-implosivity. Assume neither R > 1, α < 0, nor R > 2, α = 0,
β ≤ 0 holds. Since Yt does not implode towards any transient state, it suffices to prove
non-implosivity assuming recurrence condition, i.e., α < 0, or α = 0 and β ≤ 0, by The-
orem 5.2. Let f(x) = log log(x + 1). It is easy to verify that conditions (with δ = 2) in
Proposition C.17(ii) are fulfilled, and Yt is non-implosive.
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