Abstract. The need for non-rigid multi-modal registration is becoming increasingly common for many clinical applications. To date, however, existing proposed techniques remain as largely academic research effort with very few methods being validated for clinical product use. It has been suggested by Crum et al. [1] that the context-free nature of these methods is one of the main limitations and that moving towards context-specific methods by incorporating prior knowledge of the underlying registration problem is necessary to achieve registration results that are accurate and robust enough for clinical applications. In this paper, we propose a novel non-rigid multi-modal registration method using a variational formulation that incorporates a prior learned joint intensity distribution. The registration is achieved by simultaneously minimizing the Kullback-Leibler divergence between an observed and a learned joint intensity distribution and maximizing the mutual information between reference and alignment images. We have applied our proposed method on both synthetic and real images with encouraging results.
Introduction
Non-rigid multi-modal image registration in medical applications has become increasingly important to physicians in recent years. The fusion of complimentary image information has been shown to be particularly beneficial to physician's diagnosis. Furthermore, new imaging techniques such as molecular imaging pose a huge demand for multi-modal image registration in order to show functional, anatomical, and/or molecular image information in a single fused image.
Multi-modal image registration is a challenging problem. It has been strongly influenced by the introduction of an information theoretic similarity measure, the well-known mutual information (MI), into the medical registration domain in 1995 [2, 3] . Amongst others, MI has been applied successfully to rigid as well as non-rigid multi-modal registration of medical images. Surveys regarding this topic have also been published recently [4, 5] . Nevertheless, drawbacks of MI became apparent especially when the underlying transformation is not originated from a low dimensional parameter space, i.e. for non-parametric or non-rigid transformation models. Both the non-convexity of MI and an unconstrained transformation model make non-rigid multi-modal image registration a very challenging problem. Extensive research along this direction has been performed in recent years including variational formulations using advanced regularizers [6, 7] , and local similarity maximization [6, 8] . Most non-rigid multi-modal registration work proposed so far focuses on methods that do not consider the underlying context of the registration such as the intensity mapping relationship of the class of images to be registered, statistics of modalities to be registered, and other prior information about the registration problem. It has been suggested by Crum et al. [1] that the context-free nature of these non-rigid registration methods is one of the main limitations for them to be clinically useful and that moving towards context-specific methods by incorporating prior knowledge of the underlying registration problem is necessary to achieve accurate and robust registration results.
In the case of rigid multi-modal image registration several approaches have been proposed to use prior information during optimization [9, 10, 11] . Leventon and Grimson were the first to use a prior learned joint intensity distribution [9] , where the registration is obtained by maximizing the log likelihood of the images to be registered. Zöllei et al. showed that this method makes some implicit assumptions about the desired solution which do not always hold [12] . Chung et al. found empirically that the minimization of the Kullback-Leibler (KL) divergence between an observed and a learned joint intensity distribution is superior to maximizing the log likelihood [10, 11] . For non-rigid multi-modal image registration, however, very few work has been published so far. In [6] , Hermosillo et al. proposed a supervised non-rigid registration algorithm using ML. Although KL divergence has been used in context-free non-rigid registration work [13] , context-specific non-rigid multi-modal registration using KL divergence, to the best of our knowlege, has not been reported to date.
In this paper, we propose a variational formulation that incorporates prior knowledge by minimizing the KL divergence between an observed and a learned joint intensity distribution. In addition to the KL divergence term, our formulation also incorporates a regularization term that regularizes the displacement field and a term that maximizes the MI between reference and alignment images. Our work can be seen as an extension to the variational formulation work by Hermosillo et al. [6] .
The outline of the paper is as follows. Section 2 describes the proposed method, the derivatives used for the optimization process, and its implementation. In Section 3, experiments on both synthetic and real images are presented to validate the proposed method. We conclude in Section 4 with a discussion and future developments.
Description of Method

Registration by Driving Mutual Information with Prior Knowledge
In order to non-rigidly match images from two different modalities, several strategies have been proposed in the past. Generally speaking, there are two categories of solutions available. The first approach, studied extensively in recent years, considers maximizing one or multiple similarity measures defined on both reference and alignment images such as intensity, gradient, edges, landmarks, shapes, and so on. The second approach uses prior knowledge obtained from pre-registered trained data to get a solution that is more meaningful in the clinical context. Our proposed method combines both perspectives into a unified formulation by simultaneously encouraging the observed joint intensity distribution to resemble the expected joint intensity distribution learned a priori and maximizing a similarity measure. This can be intuitively understood as guiding a context-free similarity measure by prior knowledge. We define our combined registration framework as the minimization of the following cost functional
where u is a displacement field, R defines regularization or smoothing on u, and λ is a positive constant that decides the amount of regularization. I KL measures the KL divergence between observed and learned data, and I MI denotes an expression for MI of the observed data. Here, we realize the role that prior knowledge plays. A displacement field that maximizes MI is being steered by prior information to achieve accurate alignment. The factor α controls the amount of guidance through prior knowledge. For α = 0 the registration problem is solely based on the prior information. For α = 1 the registration is defined as the classical optimization of MI without any prior information. For α ∈ (0, 1), the maximization of MI is driven by clinical context in the form of prior knowledge captured by the minimization of the KL divergence. This prior knowledge can be acquired in several ways and has become more accessible recently. One can use the expert knowledge of a physician who manually aligns the images or one can leverage the fused imaging data acquired using the dual-modality (PET/CT, SPECT/CT), also known as hybrid, scanners. The latter provide extensive amounts of pre-registered data, which is very important for avoiding patient specific training data. In order to increase robustness, one may learn a joint density distribution that represents a mean prior information of n pre-aligned images. But it has to be examined carefully as most scanners cannot correct the misalignment due to organ movement.
Derivative of Kullback-Leibler Divergence and Mutual Information
In the following we will refer to the two images that are to be registered by the functions f 1 : Ω ⊂ IR n → IR and f 2 : Ω ⊂ IR n → IR. The images are registered by retrieving the underlying displacement field. Given the images, a displacement field can be modeled by a mapping u : Ω → Ω. Without loss of generality, we can denote f 1 as the reference image and f 2 as the alignment image during the registration process.
We indicate by p f 2 ) the marginal and joint intensity distributions estimated from f 1 (x) and f 2 (x + u(x)) respectively. p ℓ (f 1 , f 2 ) is an estimate for the joint intensity distribution of the training data. In practice, the distributions are estimated by using a non-parametric Parzen window estimator with a Gaussian as the windowing function.
We incorporate prior knowledge by minimizing the KL divergence between observed and trained data. The KL divergence for a given displacement field u can be expressed as:
where i 1 = f 1 (x) and i 2 = f 2 (x + u(x)). The MI-based objective function is defined as the negate MI between the reference image and the alignment image transformed by u and can be expressed as:
We notice that MI can be viewed as the KL divergence between the observed joint density and the product of the observed marginals, whereas in I KL the product of the marginal densities is replaced by the prior knowledge learned from training data. Note that we use the negate of the MI here to define a cost. The minimum of (1) can be found by means of variational calculus. We may descend the gradient of the combined functional with respect to the displacement field. The gradient of (1) is defined as,
The gradient of MI has been derived by Hermosillo et al. in [6] . To derive the gradient of the KL divergence, we use the definition for a non-parametric Parzen density model. After some manipulation, ∇ u I KL can be written as follows,
Here, G σ is a two-dimensional Gaussian with standard deviation σ, ∂ 2 is the partial derivative of a function with respect to its second variable, and N is a normalizing constant. We immediately notice the term
as the comparison function of our registration method. This comparison function is evaluated repeatedly during the registration. In fact, alignment is achieved by continous adjustments of the joint intensity model until it resembles the learned joint intensity distribution. Furthermore, this assessment shows the central difference of our KL-based approach from the ML approach in [6] , where the observed joint intensity distribution remains static.
Implementation
Variational calculus allows us to compute the minimizing displacement field by descending along the gradient ∇ u J . We get the classical gradient flow:
with u 0 being a suitable initial guess for the displacement field. In this paper, we use a Tikhonov model for regularization, i.e.
|∇u| ∇u = div(∇u) = ∆u, where ∆ denotes the Laplace operator. Starting from an initial guess, we will follow a gradient descent strategy to find a solution for (1) . In order to recover a larger class of deformations, to decrease computational cost, and to avoid irrelevant extrema of the non-convex functional, we pursue a coarse to fine scheme, i.e. consecutively smoothing and subsampling the images.
Experiments
Phantom Registration The following phantom images were created to point out the importance of using context-specific information. Figure 1 visualizes an ambiguous setting for non-rigid registration. A circle is registered non-rigidly to another one that is of different intensity. However, its location is chosen such that there is an overlap with two other circles, a smaller and a larger circle, in a joint image. This setup suggests that there are at least two eqivalent optima for a context-free distance measure to align the circles. We compare two methods, i.e. minimizing (1) with α = 1 and α = 0 respectively. We train that the circle should align to the small circle. The MI method, α = 1, finds an optimum in registering to the big circle, Figs. 1(d) and 1(e), whereas the KL approach, α = 0, registers to the small circle, Figs. 1(f) and 1(g). Note that using the KL approach, we could also train the algorithm to align to the big circle.
T1 -T2 MRI Registration
We tested the KL method (α = 0) on a simulated T1/T2 MRI brain data set acquired from the Brain Web Simulated Brain Database [14] . The coronal slices, Fig. 2 (a) and 2(b), were used for training whereas registration was performed on the sagittal slices, Fig. 2(c) and 2(d) . The T2 image has been deformed by an artificially created displacement field. This experiment shows the strength of training joint intensity distributions that are used successfully for non-rigid registration. SPECT -CT Registration Our next experiment is performed on two corresponding slices of a SPECT/CT data set acquired by a Siemens Symbia T2 SPECT/CT hybrid scanner. We generate our prior knowledge from those two slices and deform the SPECT slice by an artificial displacement field. MI (α = 1) and KL (α = 0) are compared for performance and the final registration results are visualized in Fig. 3 . Since we have the ground truth, we computed the difference between the warped SPECT images and the original image for visual evaluation. From the difference images we notice that although we are using a multi-resolution strategy, the MI-based approach gets trapped in an irrelavant local minimum possibly due to its insensitivity to local deformation. This exper- PET -CT Registration Our last experiment describes a PET/CT registration from clinical practice involving a visual evaluation by an expert. The imaging data acquired from a 70 year old male patient with multiple lesions in the lung and was acquired by a Siemens Sensation 10 (CT) and a Siemens Ecat 926 (PET). The PET was acquired 6 days after the CT. According to the evaluation of an expert physician, only parts of the volume were registered accurately by a preceding manual fusion. For our experiment, we trained on two slices that have been classified as good registration and performed our approach on a misaligned slice. Figure 4 shows a collection of overlayed CT and corresponding PET images. In addition to a strong misalignment of the cardiac ventricle, an alignment deficit in the contours of the liver, the mediastinum and the thorax can be seen in Fig 
Discussion and Conclusion
We presented a novel approach to non-rigid multi-modal image registration by using prior information. The proposed framework allows flexible adjustment for the available quality of prior knowledge. Preliminary experiments on synthetically created phantoms and on real MRI, SPECT/CT, and PET/CT data show that prior knowledge can be crucial for retrieving the correct underlying displacement field. In addition, we have shown that our method has improved performance over a context-free registration. Future directions of research include the extension of our approach to 3D, an adaptive selection of the steering parameter α across different levels of resolution, and an investigation of a more comprehensive training data representation, which goes beyond using the mean joint intensity distribution. In order to confirm the robustness and the accuracy of this approach for multi-modal datasets, a more complete qualitative and quantitative experimental study must be carried out.
