The purpose of this paper is to use Dynamic Panel Data (DPD) models to see if Gibrat's law holds and to analyse the empirical determinants of firm growth. This paper makes significant contributions to the empirical literature on the dynamics of firm growth, since it updates the work carried out by previous researchers in this field using micro panel data and GMM estimators. To conduct this study we use an unbalanced panel of Portuguese manufacturing firms over the period from 1990 to 1999. The main implication of our findings is that firm growth is not quite random since there are some determinants which exert influence on firm growth. JEL classification: L11, C23.
Introduction
The growth of the firm is central to any explanation of the growth of any economy and it is not surprising that so many reasons have been suggested to explain firm growth. Superimposed upon all the systematic forces is a large stochastic factor: storms and floods, earthquakes, wars, terrorism, change of government, Stock Exchange bubbles, health scares and a multitude of other random effects influence a firm's growth. These stochastic shocks outweigh the systematic forces in so many cases that the resulting skew size distribution of firms by output appears to be generated by a multiplicative stochastic process. Gibrat (1931) was the first to investigate the implications of a stochastic multiplicative growth process of this kind and to present the first formal model of the dynamics of firm size and industry structure. Gibrat's law states that firm growth in one period should be independent of growth in the previous period. Gibrat ' The firm growth literature has a long history of contributions. A rich body of empirical evidence has been produced on firm dynamics and industry evolution, spanning numerous countries and time periods. Work has been carried out in a number of countries, including: in the USA, (Evans (1987) , Hall (1987) , Dunne et al. (1988 Dunne et al. ( , 1989 and Audretsch (1995) ); the United Kingdom, ((Dunne and Hughes (1994) );
Portugal, (Mata (1994) ); Germany, (Wagner (1992) and Almus and Nerlinger (1999, 2000) ); Austria, (Weiss (1998) ); Italy, (Audretsch, Santarelli and Vivarelli (1999) ); Japan, (Goddard, Wilson and Blandon (2002) ), and Greece, (Fotopoulos and Louri (2002) ). All of these studies were applied to the manufacturing sector, except that by Weiss (1998) , which tested Gibrat's law in the farm sector. More recently, the relationship between firm size and firm growth has also been tested in high-tech firms 1 A formal definition for Gibrat's law is: a variate subject to a process of change is said to obey the law of proportionate effect if the change in the variate at any step of the process is a random proportion of the previous value of the variate. LPE postulates that firm size has no systematic effect on the rate of growth of firms, implying that although the actual rate of growth of a firm is stochastic, the expected growth rate is the same across all size classes of firms. (Almus and Nerlinger (1999, 2000) ) and services industries (Audretsch, Klomp and Thurik (2002) ).
Accumulated evidence seems to reject randomness. However, when differentiating firms by size, one may observe that deviations from the law become smaller with increasing firm size (Evans (1987) and Hall (1987) ). Analysing quoted firms or largest firms, some studies (Hall (1987) ) cannot reject the law. Hymer and Pashighian (1962) , Prais (1974) and Singh and Wittington (1975) found that firm size and firm growth are roughly independent 2 , but Mansfield (1962) reported conflicting results. He found a negative relationship between firm size and firm growth, which, however, failed to hold for firms of a certain dimension upwards. He suggested that the fact that small firms are more prone to die could have biased the results, in favour of the negative relationship found between size and growth. Evans (1987) , Hall (1987) and Weiss (1998) addressed this issue and found that although the probability of survival is positively related to firm size, the negative relationship between size and growth still holds after this effect is taken into account.
The purpose of this paper is to test a dynamic panel data model on an unbalanced panel of Portuguese manufacturing firms. This type of model has been found to explain a lot of the key aspects of firm size and growth in many other empirical studies. This model assumes that firm growth is determined by random factors that are independent of firm size. Because most of the empirical evidence seems to reject the randomness, we set out to identify other determinants of firm growth. Early studies on firm growth concentrated mainly on the influence of size and age (Jovanovic (1982) , Evans (1987) , Hall (1987) , Dunne et al. (1989) ). However, recent contributions to the explanation of firm growth include the roles of share of foreign participation (Markusen and Venables (1999) ), sunk costs (Cabral (1995) ) and financial structure (Lang et al. (1996 ), Nickell et al. (1992 ).
This research makes significant contributions to the empirical literature on the dynamics of firm growth. We have made the following advances relative to previous studies. Firstly, our study updates work carried out by previous researchers on the relationship between firm size and growth. We focus on the estimation of autoregressive-distributed lag models from panels with a large number of cross-section units, each observed for a small number of time periods. This situation is typical of GEMF-FEUC 5 micro panel data. In the presence of dynamic models the OLS estimator is inconsistent.
To correct some of the problems in estimating such a relationship we used Generalized
Method of Moments (GMM) estimators. Unlike OLS results, the GMM estimators yield consistent estimates in the presence of both endogenous regressors and firm specific effects. As far as we know there is no evidence on this issue using micro panel data and GMM estimators. Secondly, our study sample also included some very small firms.
Finally, because the firms' growth is not fully random we included other variables that may explain a firm's growth.
The paper proceeds as follows. In Section 2, various important studies within the considerable literature on firm growth are reviewed and the key results are highlighted, paving the way for the empirical investigation to follow. In Section 3 the sample of companies is described and the descriptive statistics and methodology used is presented, whilst in Section 4 the empirical findings yielded by the OLS and GMM-SYS estimator are displayed and discussed. The final section contains the conclusions drawn and some further remarks.
Firm Growth Literature Review
Since 1931, when it was first formulated, Gibrat's law has been a useful theoretical benchmark for theoretical and empirical research on firm growth. Sutton (1997) provides an excellent survey of the theoretical and empirical literature on the dynamics of firm growth.
Theoretical contributions to firm growth may be divided into stochastic and deterministic approaches. The stochastic approach holds that, in a world with no ex ante differences in profits, size and power market across firms, all changes in size are due to chance. The contrary, the deterministic approach assumes that differences in the rates of growth across firms depend on a set of observable industry and firm specific characteristics.
Early studies (Hart and Prais (1956); Hart (1962) ), using UK data from 1850s to 1950s, provide evidence in support of the operation of Gibrat's law. Hart (1962) makes the point that "there is a large stochastic component in the forces determining the growth of firms, which makes it difficult to adopt a deterministic explanation". Simon and Bonini (1958) assume that Gibrat's law holds for firms above the minimum efficient size level. These authors studied the growth rates of the 500 largest firms in the US from [1954] [1955] [1956] and found that there is difference in the growth rates of firms above a certain critical value. Lucas' (1967) model of capital adjustment implies that the time series of firm employment, capital and output obey Gibrat's law. Lucas' (1978) influential model of the size distribution of firms assumes Gibrat's law in order to prove the existence and uniqueness of an equilibrium. Jovanovic (1982) develops special cases of his model of firm learning in which Gibrat's law holds for the limit for mature firms, or for firms that entered the industry at the same time.
Mansfield (1962) studied a sample of firms of different sizes in three specific industries (steel, petroleum and tires) over different time periods. This author pointed out that Gibrat's law may be interpreted in different ways, depending on the way we treat firms "disappearing" from the sample, whether by exiting or otherwise. Mansfield concludes that "Gibrat's law does not seem to hold up very well empirically", but he nevertheless left open the possibility that Gibrat's law might still be true in another form: Consider the distribution of growth rates of firms that would have resulted if none had left the industry; interpret Gibrat's law as saying that this distribution is independent of firm size and then it is possible that the measured growth-size relations could still exhibit the qualitative features observed in Mansfield's data. This depends on the growth rates that would have been achieved by exiting firms. Now suppose that small firms with low growth rates are more likely to exit. Then the proportional rate of growth, conditional on survival, will be smaller for large firms. Whether resorting to this sample-censoring effect could rescue some underlying version of Gibrat's law was one of the main questions posed in the literature of the 1980s.
The new generation of models differs from the older stochastic growth models in that the random growth process has been replaced by one in which firms that differ in various attributes make different profit maximizing choices. The models remain stochastic but the source of randomness has either been pushed backward, into a description of firms' intrinsic efficiency differences, or forward into random outcomes emanating from R&D programs.
The new literature developed in the 1980s raised two main issues. The first concerns about econometric problems as sample-censoring, the specification of an appropriate functional relationship, and heteroskedasticity. A central question was whether a failure of Gibart's law could be attributed to any of these effects. The second issue is uneasiness with the models of the 1950s and 60s. It seems to have been widely felt that these models might fit well, but were only stochastic. Hall (1987) , Evans (1987) and Weiss (1998) addressed specifically the sample selection involved in the analysis of the relationship between firm size and firm growth. Evans (1987) and Dunne, Roberts and Samuelson (1989) covered a full range of firm sizes and ages. Evans's work was based on a large dataset for the US manufacturing industry. Apart from the econometric issues noted above, a major focus of interest in Evans (1987) and Dunne, Roberts and Samuelson (1989) is the roles played by firm age and firm size as determinants of growth. Hall (1987) and Evans (1987) found that the tendency for proportional growth rates decreases with firm size after corrections for sample selection effects. Evans (1987) and Dunne, Roberts and Samuelson (1989) considered age and size effects as determinant of firm growth. These authors suggest two statistical regularities: the probability of survival increases with firm size and the proportional rate of growth of a firm conditional on survival is decreasing in size; for any given size of firm, the proportional rate of growth is smaller according to the firm is older, but its probability of survival is greater. These results indicate that there are two effects on the size-growth relationship: large firms have lower growth rates, but are more likely to survive.
These findings prompted new interest in theoretical models of firm growth.
Another example is the Jovanovic's learning model. Jovanovic (1982) assumed a homogeneous-goods industry; a series of firms enters the market and introduces a learning mechanism which gradually reveals firm-specific efficiency differences as the industry evolves. Each firm has some level of efficiency (its unit cost of production), but it does not know what its relative efficiency is prior to entering. Over time, the profits it achieves provide information on its relative efficiency. More efficient firms grow and survive. Less efficient firms learn from their relative inefficiency, and some choose to exit. This model provides a qualitative description of a process of excess entry followed by some exiting.
Many empirical investigations have sought to determine whether firm growth rates are independent of firm size, the former using cross-section data and the latter using panel data. Goddard et al. (2002) present a summary of some of the classical and more recent studies. The studies differ widely in terms of the samples and methods used. The overall impression, however, is that Gibrat's law is not valid and that growth rates tend to decrease with firm size. happened to grow faster in the past. Hart and Oulton (1996) , using a sample of independent UK firms, also investigate the relationship between firm size and growth. For a sample as a whole, a GaltonMarkov model of regression towards the mean shows that growth is negatively related to initial size. However, when the sample is grouped by size these authors find that Gibrat's model is unsuited to explain the growth of the smallest firms, those with less than 8 employees.
Based on theoretical models of firm growth Almus and Nerlinger (1999) explain the variations in the growth between new technology-based firms and non-innovative firm. In particular, they shed more light on the growth determinants of innovative firms founded between 1989 and 1996 in West Germany. The results indicate strong correlations between the growth rates on the one hand and firm-specific, founderspecific and external factors on the other. These factors influence the growth rates of innovative and non-innovative young firms in different ways. Based on the results of multivariate regressions, which take into account potential selection biases, new technology-based firms achieve on average higher growth rates than non-innovative young firms. For example, Audretsch (1995) and Almus et al. (1999) find that firms in technology-intensive branches have an above average potential growth. Agarwal (1998) GEMF-FEUC 9 finds evidence that small firms which operate in a high-tech environment clearly have higher survival rates. This might indicate that such firms are also more likely to grow quickly (Almus (2002) However, there are some problems associated with panel data regressions, such as sample-censoring, sample selection and heteroskedasticity.
Hall (1987), using a panel data on the publicly traded firms in the US manufacturing sector, studied the relationship between firm size and firm growth. The study performed by Hall (1987) is really about the relationship of growth and size across firms that have already reached a certain minimum size, large enough to require outside capitalization. Gibrat's law is weakly rejected for the smaller firms and accepted for the larger firms. This finding is unchanged when the selection (attrition) effect is controlled. Evans (1987) examines the relationships between firm growth, size and age for a sample of manufacturing firms between 1976 and 1982. Firm growth is found to decrease with firm size and firm age. The inverse growth-age relationship is consistent with the theory of firm learning proposed by Jovanovic (1982) while the inverse growth-size relationship is inconsistent with a number of theories that assume or imply
Gibrat's law. Evans' works addressed three econometric questions that previous studies had largely ignored. The first question concerns the shape of the firm growth-firm size relationship. Previous studies assumed a linear relationship. Evans found that the relationship is highly non-linear so that the growth-size relationship varies over the size distribution of firms. The second question concerns the effect of sample selection on the growth-size relationship. Mansfield (1962) conjectured that the inverse relationship between growth and size was an artefact of the exit of slow-growing firms from the sample. Evans (1987) finds that the inverse relationship is robust to this kind of sample censoring. The last question concerns the effect of heteroskedasticity. Mata (1994) studies survival and growth of a panel of young firms, which started their operations in 1983, in the Portuguese manufacturing sector, and seeks to discover what happens to entrants in the first years of their lives. To study the relationship between size and growth he uses a sample of firms of the same age but excluded firms with less than 9 employees. This methodology considerably reduces the heterogeneity among individual firms, allows concentration to focus on the size issue. Mata found not only that newer firms are smaller, more prone to die, and that survivors grow faster than their older counterparts, but also that this picture holds at least for the first four years of firms' lives. The results obtained suggest that firms are considerably more likely to die in the first year of their lives, and that smaller firms are more prone to die than their larger counterparts. He also concludes that firm growth varies negatively with firm size, at least during its infancy. Mata's (1994) results strongly contradict the validity of the law. Instead, he seems to confirm some other studies (for example, Chesher (1979) and Wagner (1992) ) that have found a phenomenon of persistence of growth. One of the possibilities that has been raised in the literature (Mansfield (1962) ) is that Gibrat's law would only hold for firms of a certain size upwards. Dunne and Hughes (1994) intensive branches, in all periods examined, although no significant differences between the two firm groups can be observed. Almus (2002) seeks to empirically identify factors that influence the probability of being a fast-growing firm in Eastern and Western
Germany. According to Storey (1994) three categories of factors exist which influence the probability of a firm becoming a fast-growing one. These can be summarized as entrepreneurial characteristics, strategic factors and firm characteristics. Becchetti and Trovato (2002) present an empirical analysis of the determinants of growth for a sample of small and medium sized Italian firms. They show that, for a sample which includes firms with between 10 and 50 employees and a set of variables larger than those usually considered in the literature, growth turns out to be significantly affected not only by size and age, but also by state subsidies, export capacity and credit rationing. Their results suggest that the hypothesis of firm growth being independent of initial size and other factors is not rejected for large firms, whereas it does not hold for small and medium sized firms under financial constraints in a "bank-oriented" financial system in which access to external finance is difficult.
Sample and Methodology
The source used to construct the panel data consists of the annual accounts of quoted and unquoted Portuguese manufacturing firms which are legally bound to file their annual accounts at the Central Balance Sheet Office for the period 1990-1999. The firms are classified according to the sector of their main activity (NACE-Rev. 2). This database has one feature that makes it a very good source for the study of market dynamics. Unlike the database used by Mata (1994) confirm the findings of other studies, which fall within the usual definition of small and medium sized business adopted by the European Union 3 . It is known that large numbers of jobs are created in small and medium-sized firms (SMEs), it should also be recognized that many jobs are lost by the closure of smaller firms (Davis, Haltiwanger and Schuh (1996) and Caves (1998) ). Casual inspection of the data on firm sizes suggests that the size distribution is skewed, with a few large firms, rather more medium-sized firms and large tail of small firms. Such a size distribution is approximated with a lognormal distribution. This form arises if each firm faces the same distribution of growth possibilities, and each firm's actual growth is determined by a random sampling from that distribution. On average the firm age is 18 years old, whereas the median is 14 years old, which means that most of the firms are young. In terms of share of foreign ownership we have found that, on average, for the manufacturing firms it is 11.56%, and only a very small number of firms have a high share of foreign ownership (95.1%). In relation to financial variables most of the firms exhibit high leverage and liquidity ratios. liquidity , is taken as current assets minus inventories over total assets. All variables have been subjected to logarithmic transformation (natural log). 4 See, for example, Hart and Oulton (1996) . 5 Unfortunately, since only a small number of our firms are quoted in the Lisbon Stock Exchange, it has not been feasible to calculate Tobin's q, as an index of a firm's known growth opportunities.
Methodology
Gibrat's original formulation and typical textbook presentations of the LPE (e.g. Hay and Morris, 1991, p. 537) The shift from cross-sectional to panel methods is more than purely technical. This is because it creates the possibility of testing a null hypothesis under which log firm size is non-stationary and therefore complies with the LPE, against a wider range of alternative hypotheses under which log firm sizes are stationary and mean-reverting. The parameter β determines the relationship between log size and annual log growth.
Dynamic panel models such as those in equations (1) and (2) are characterized by the presence of a lagged dependent variable. We have adopted the terminology conventionally employed by dynamic panel data studies: GMM-SYS estimator.
One remarkable fact about the model (1) is its lack of economics. Some authors have tried to add economics to this model, particularly by exploring the implications of the assumptions that managers are heterogeneous (Lucas (1978) and Jovanovic (1982) ), and considering the fact that capacity and technology choices involve some degree of sunkness (Cabral (1995) ). These models point to a number of socio-economic variables influencing firm performance and, moreover, provide a theoretical explanation for a relation between size and growth, and can be written in the form The moment restriction for the GMM-DIF can be expressed as
. (5) Bond et al. (2001) highlight a problem in using the first-differenced GMM panel data estimator to estimate empirical growth models. When the time series are persistent, the GMM-DIF can be poorly behaved, since lagged levels of the series provide only weak instruments for subsequent first differences. Furthermore, Bond et al. (2001) suggest using a more efficient GMM estimator that exploits stationarity restrictions 7 The first-differences GMM (GMM-DIF) proposed by Arellano and Bond (1991) and system GMM (GMM-SYS) proposed by Arellano and Bover (1995) and Blundell and Bond (1998) . 8 All GMM results are obtained using the DPD package for OX, see Doornik et al. (1999) .
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(GMM-SYS), and this approach is shown to give more reasonable results than the GMM-DIF when estimating an empirical growth model.
The system GMM may have superior finite sample properties. Hence, to obtain a linear GMM estimator better suited to estimating autoregressive models with persistent data, Blundell and Bond (1998) consider the additional assumption that
The assumption (6) requires a stationarity restriction on the initial conditions 1 i y .
Combined with the AR(1) model set out in equation (1) (7) These conditions allow the use of lagged first-differences of the series as instruments for equations in levels, as suggested by Arellano and Bover (1995) . Arellano and Bond (1991) 
Empirical Results
In this paper we extend the range of econometric methods used to test the LPE by applying dynamic panel data techniques. The model estimated is a first-order autoregressive specification with year specific intercepts ( ) t α included to account for common cyclical or trend components in these growth rates.
Before we run any estimation we calculate the correlation matrix among the variables used in this study. Table 2 presents a correlation matrix for the variables which we think may have significant effects on firm growth. This matrix confirms the existence of some significant correlations among potential regressors. Some of the correlation coefficients are above 0.10: the positive ones fall between size and age, size and share of foreign participation and the negative ones between size and leverage, age and leverage 9 . The results of estimating growth specification (see equation (2) Tables 3 and 4. The Table 3 reports the OLS estimates together with heteroskedasticity consistent estimates of the asymptotic standard errors.
In the context of dynamic panel data models, the OLS estimates suggest that there is an upward bias on the lagged dependent variable, which in turn suggests the presence of firm-specific effects and inconsistency. To solve this problem, we therefore proceed to apply an estimator that is consistent in the presence of endogenous regressors and firm specific effects. In Table 4 the GMM-SYS results are presented. All the reported GMM estimates correspond to two-step estimates with asymptotic standard errors robust to heteroskedasticity. A different instrument set is used in each column. β just below unity, we should expect the size distribution of firms to be approximately lognormal (Hart and Oulton (1996) ). The fact that the firm size distribution is approximately lognormal is consistent with the hypothesis that a firm's size is heavily influenced by multiplicative stochastic shocks and that the stochastic process of growth is summarized by equation (2). The results of the tests based on this kind of model have been mixed, with several early studies finding either no relationship or a positive relationship between size and growth. Earlier studies found that Gibrat's law holds, at least as a first approximation, but most of them are based on samples of the largest firms in the economy or quoted firms. Others, including more recent studies, identify an inverse relationship and therefore reject the LPE (Hall, 1987; Evans, 1987; Dunne and Hughes, 1994; Hart and Oulton, 1996; Goddard, Wilson and Blandon, 2002) . and concentrated on the relationship between size and growth. This study finds that firm growth decreases with firm size, which is inconsistent with theories that assume or imply Gibrat's law. The OLS and GMM results suggest that β is significantly below unity 10 , indicating that small firms are growing faster than larger ones during the period.
Since one of the size measures used is employment it follows that smaller firms generated more jobs, in proportion to their size, than did the larger firms. One possible explanation, in economic terms, is that there is a minimum efficient scale of firm and until this size is reached, the firm experiences decreasing average costs and can enjoy rapid growth. After this point, its average cost curve flattens out and it enters the world of constant average and marginal costs experienced by firms operating at above minimum efficient scale.
However, it is quite reasonable to admit that a firm's specific factors may play an important role in its growth. If a firm's growth depends on characteristics other than size, the specification presented in column [1] will suffer from misspecification due to omitted variables. For this reason we include other variables in the model that seem to be relevant for firms' growth. One possible explanation for the negative relationship between size and growth found is related to the age of firms. In column [2], we consider 10 This result confirms the stability condition ( )
the impact of age together with size as a factor affecting growth 11 . Jovanovic (1982) developed a theoretical model that could account for the deviations from LPE uncovered by empirical research. His model of noise selection predicts a negative relationship between firm size and growth, and firm age and growth. The model assumes that firms are heterogeneous with respect to their true efficiencies, and consequently, cost levels. The first years in the life of firms can be thought of a process in which firms learn about their true efficiency. Most firms would be born small, with imperfect knowledge about their true efficiency levels, and the earliest period in the market would then be crucial to updating their expectations. Firms which markets reveal to be inefficient would leave the market, while those which are indicated to be more efficient than average would survive and grow. The negative relationship between firm age and growth has been exposed in a number of empirical studies and in different countries: (Evans (1987) and Dunne et al. (1989) for US, and Dunne and Hughes (1994) for UK). In this study, looking at column [2] Table 3 , the estimated coefficients (size and age) show a highly significant influence on the firm growth. With respect to the influence of size, this correlation once again confirms the sub-optimal size of firm, which has to reach a size that enables it to exist in the market -the so-called minimum efficient size. Small firms must grow faster in relative terms to reach the MES of production in their industry that enables them to survive (Sutton (1997) ). The negative relationship between firm size and firm age suggests that younger firms grow faster than older ones.
Apart from size and age, industry-specific characteristics have an influence on growth rates. As predicted by the literature on foreign direct investment the coefficient for fown is positive. In column [3] the results suggest that sectors with higher foreign participation (fown) appear to growing faster. Such an effect may account for the positive spillovers stemming from foreign firms and benefiting all firms in the same industry.
Finally, we allow firm-specific characteristic related to financial structure (columns [4] and [5] ). In recent years a growing literature on the role of financial 11 See for example Jovanovic (1982) , Evans (1987) , Dunne, Roberts and Samuelson (1989) , Dunne and Hughes (1994) , Almus and Nerlinger (1999) .
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constraints on firm performance has emerged (Lang et al. (1996) , Nickell et al. (1992) , and Nickell and Nicolitsas (1999) . A central issue is whether leverage affects a firm's investment decision, and ultimately its growth, given its investment opportunities. Lang et al. (1996) examine the relation between leverage and firm growth using a sample of large industrial firms. The significantly negative coefficient estimated lends additional weight to the effect of leverage on firm growth, as this could be expected to be weaker for the large firms used in the analysis, which have access to stock markets. Low leverage might be signaling management's private information about the firm's structural growth prospects. Nickell et al. (1992) and Nickell and Nicolitsas (1999) have also examined the issue of financial pressure and its effect on corporate behaviour.
Higher leverage increases the threat of bankruptcy and hence forces managers to improve efficiency, possibly through cutting back on organizational slack. Thus, a positive effect on productivity and productivity growth is estimated, with further positive repercussions on overall firm performance. In terms of capital structure, our results suggest that leverage plays a negative role in firm growth, whereas liquidity appears to have a positive effect. Table 4 presents the results for the GMM-SYS estimator which uses additional moment conditions that typically require stronger assumptions on the initial conditions, but which can be highly informative in cases where identification using the firstdifferenced equations alone becomes weak. As with the pooled ordinary least squares results, the GMM estimates confirm the expected signal for all coefficients.
The validity of the dynamic models depends upon a lack of second-order serial correlation (see the m 2 statistics) and the validity of the instrument set measured by the Sargan test. Results of these tests are reported in Table 4 . The test of second-order serial correlation is only accepted in column [5] , Table 4 , which means that growth equation does not exhibit second-order serial correlation in this case, and the Sargan test is not always rejected. 
