Wang's neural network with the soft winner takes all principle
The mathematical formulation of the Traveling Salesman Problem is the same of the Assignment problem (1) -(4), with the additional constraint (5) that ensures that the route starts and ends in the same city. 
x ij ∈ {0, 1}, i, j = 1,…, n (4)
x forms a Hamiltonian circuit,
where c ij and x ij are respectively the cost and decision variables associated with the assignment of vertex i to vertex j in the Hamiltonian circuit. The objective function (1) minimizes costs. The set of constraints (2) and (3) ensure that each city will be visited only once. Constraints (4) ensure the condition of integrality of the binary variables x ij , and vector x represents the sequence of a Traveling Salesman's route.
To obtain a first approximation for the TSP, Wang's Recurrent Neural Network is applied to the Assignment Problem, this is, the solution satisfies constraints (1) -(4), which can be written in matrix form (Hung & Wang, 2003) :
Subject to Ax = b (7)
x ij ∈ {0, 1}, i, j = 1,…, n
where c T is the vector with dimension n 2 , which contains all of the cost matrix's lines in sequence, vector x contains the n 2 x ij decision variables and vector b contains the number 1 in all of its positions. Matrix A has dimension 2n × n 2 , with the following format: where I is the identity matrix with dimension n and each matrix B i contains zeroes in all of its positions, with exception of the i-th line that contains "1" in all of its positions. A Wang's Recurrent Neural Network is defined by the following differential equation (Wang, 1992; Hung & Wang, 2003) :
where x ij = g (u ij βt)), the equilibrium status of this network is a solution to the Assignment Problem (Wang, 1997) and function g is the sigmoid function with parameter β:
The threshold is the vector of size n 2 θ= A T b, which has the value "2" in all of its positions. Parameters η, λ and τ are constant and empirically chosen (Hung & Wang, 2003) . Parameter η penalizes violations of constraints (2) and (3). Parameters λ and τ control the minimization of the objective function (1). Considering W = A T A, Wang's Neural Network's matrix form is the following:
The method proposed in this paper uses the "Winner Takes All" principle, which accelerates the convergence of Wang's Recurrent Neural Network, in addition to solve problems that appear in multiple solutions or very close solutions (Siqueira et al., 2008) . The adjustment of parameter λ was done using the standard deviation between the coefficients of the rows in the problem's costs matrix and determining the vector
where δ i is the standard deviation of row i of costs matrix c (Smith et al., 2007) . The adjustment of parameter τ uses the third term of the definition of Wang's Neural Network (9), as follows: when c ij = c max , term −λ i c ij exp(−t/τ i ) = k i must satisfy g(k i ) ≅ 0, this is, x ij will bear the minimum value (Siqueira et al., 2007) , considering c ij = c max and λ i = 1/δ i , where i = 1, ..., n, τ is defined by:
After a certain number of iterations, term Wx(t) − θ of equation (10) has no substantial alterations, thus ensuring that constraints (2) and (3) are almost satisfied and the 'Winner Takes All' method can be applied to establish a solution for the TSP. The soft 'Winner Takes All' (SWTA) technique is described in the pseudo-code below, where the following situations occur with respect to parameter α:
when α = 0, the WTA update is nonexistent and Wang's Neural Network updates the solutions for the Assignment Problem with no interference; -when α = 1, the update is called hard WTA, because the winner gets all the activation of the other neurons and the losers become null. The solution is feasible for the TSP; -in the other cases, the update is called soft WTA and the best results are found with 0.25 ≤ α ≤ 0.9.
Pseudo-code for the Soft 'Winner Takes All' (SWTA) technique
Choose the maximum number of routes r max . Find kl x = argmax{ ki x , i = 1, …, n}; Do the following updates: determine the cost of route C; { If C < C min , then Make C min = C and x = x . } r = r + 1. } 2.1 Example illustrating the SWTA technique applied to the TSP Consider the 10-cities problem proposed in the work of Hopfield & Tank (1985) .
Considering α = 0.7 and the parameters defined by equations (12) and (13), after 32 iterations Wang's Neural Network shows the following solution for the Assignment Problem: x A city must be chosen so that the TSP's route can be formed, in this case city 1, this is, p = k = 1. Element l = 3 satisfies 13 x x kl = = argmax{ i x 1 , i = 1, …, n}, this is, the traveling salesman www.intechopen.com
Traveling Salesman Problem, Theory and Applications 182 makes his route leaving city 1 towards city 3. Using equations (14)-(16), the elements in line 1 and column 3 are updated resulting in matrix x : In order to continue the route, update k = l = 3 is done and element l = 2 satisfies the condition in which 32 x x kl = = argmax{ i x 3 , i = 1, …, n}. Proceeding this way, we obtain the matrix x in the form: The solution to the SWTA is once again applied to Wang's Neural Network and after other 13 iterations the following solution is found: x Using the SWTA technique an approximation to the optimal solution is found: Applying the same SWTA technique to the 30-random-cities problem of Lin & Kernighan (1973) , the solutions are shown below, where Fig. 3a shows the solution with cost 4.37 and 2.58% mean error, and Fig. 3b shows the optimal solution with cost 4.26 
Results
The technique proposed in this paper, Soft Winner Takes All applied to Wang's Recurrent Neural Network, was used to solve 36 symmetric and 19 asymmetric problems from the TSPLIB (Traveling Salesman Problem Library) database. The results were compared with results from both the Hard Winner Takes All technique (Siqueira et al., 2008) and from similar techniques published in the literature. Table 1 and Table 2 in the Efficient and Integrated Self-Organizing Method (EISOM), a SOM network is used to generate a solution in which the winning neuron is substituted by the position of the mid-point between the two closest neighboring neurons (Jin et al., 2003) ; • the Co-Adaptive Network (CAN), which uses the idea of cooperation among neighboring neurons and uses a number of neurons that is higher than the number of cities in the problem (Cochrane & Beasley, 2003) ; • the Real-Valued Antibody Network (RABNET), which uses a mechanism to stabilize the winning neurons and the centroids of the groups of cities for growth and pruning of the network (Massutti & Castro, 2009 ); • the Modified Growing Ring Self-Organizing Network (MGSOM) incorporates other initialization methods for the weights in the network, with other adaptation parameters proposed for the SOM network and other indexing forms for the order of cities (Bai et al., 2006) ; • the MSOM, which consists in a hybrid technique with Self-Organizing Maps (SOM) and evolutionary algorithms to solve the TSP, called Memetic Neural Network (Créput & Kouka, 2007) ; and • the technique of building a decision tree with minimum amplitude to choose the candidate cities for path exchange with the Lin-Kernighan of 2 up to 5-opt techniques (Kelsgaun, 2000) . The comparisons are shown in Table 3 , where 16 of the 24 problems tested have better results with the technique proposed using the 2-opt route improving technique. The order of computational complexity of the proposed technique is O(n 2 + n) (Wang, 1997) , considered competitive when compared with the complexity of Self-Organizing Maps, which have an O(n 2 ) complexity (Leung et al., 2004) . Fig. 5a shows the best result found with the Soft WTA technique for the 1002-cities problem, by Padberg and Rinaldi, and Figure 5b shows the best result found with the same technique with the 2-opt route improvement. In Fig. 6 are the best results for drilling problem fl417 by Reinelt. In Fig. 7 are shown the best results for the of 439-cities problem by Padberg and Rinaldi. Fig. 8 and 9 show the comparison between the best results for Wang's Recurrent Neural Network with the Hard and Soft WTA techniques for drilling problems d198 (Reinelt) and pcb442 (Groetschel, Juenger and Reinelt), respectively. Fig. 10 show the best result found with the Soft WTA technique for 399-cities problem of Parana, Brazil, where the optimal solution to this problem is 7,086,615. Table 4 and Table 5 shows the comparison between the Hard and Soft WTA techniques applied to asymmetric problems from the TSPLIB and demonstrates that the Soft WTA technique exceeds or equals the Hard WTA technical in all problems using 2-opt technique. The average error of the Soft WTA technique with 2-opt (SWTA2) varies between 0 and 10.56%, and with the Hard WTA technique with 2-opt (HWTA2) this error varies between 0 and 16.14%. The 95% confidence intervals for the mean were computed on the basis of standard deviations (sd) over 60 runs. Fig. 11 shows a comparison between the Soft and Hard WTA techniques, showing the best and worst results from each asymmetric problem from the TSPLIB. The techniques compared with the TSP asymmetric problems are described in the work of Glover et al. (2001) :
TSPLIB symmetric problems

Average error (%)
Asymmetric problems from the TSPLIB
• the Karp-Steele Path method (KSP) and the General Karp-Steele (GKS) method start with a cycle by removing paths and placing new ones to find a Hamiltonian cycle. The difference between these methods is that the GKS uses all vertices in the cycle to change paths. the Greedy heuristic (GR) choose the smallest path in the graph, contracts this path to create a new graph, maintaining this procedure up to the last path, forming a route. Table 6 shows that the technique proposed in this paper has equal or better results than the techniques mentioned in 11 of the 19 tested asymmetric problems from the TSPLIB: br17, ftv33, ftv35, pr43, ftv44, ry48p, ft53, ftv55, ftv64, ft70 and kro124p. Considering the techniques without the 2-opt improvement, Fig. 11 shows that the best solutions for the Hard WTA technique are better than the Soft WTA in only 3 problems: ftv47, ft70 and ft53. A great improvement can also be seen with the Soft WTA technique in the quality of the solutions for problems rgb443, rgb323 and rgb358. The worst solutions for problems ftv35, ftv38, ftv44, ftv47, ft53, ftv70, ftv170 and rgb403 with the Soft WTA technique have higher costs than those found with the Hard WTA. 
Conclusions
This paper presents a modification in the application of the 'Winner Takes All' technique in Wang's Recurrent Neural Network to solve the Traveling Salesman Problem. This technique is called Soft 'Winner Takes All', because the winning neuron receives only part of the activation of the other competing neurons.
The results were compared with the Hard 'Winner Takes All' variation, Self-Organizing Maps and the Path insertion and removal heuristics, showing improvement in most of the problems tested from the TSPLIB. The average errors for symmetric problems were between 0 and 4.50%, and for the asymmetric ones, between 0 and 10.56%. The proposed technique was implemented with the 2-opt route improvement and the results shown in this study were compared both with and without the 2-opt technique.
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