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Abstract. This work presents the Thermodynamic Diagnos-
tic Tool (TheDiaTo), a novel diagnostic tool for investigating
the thermodynamics of climate systems with a wide range
of applications, from sensitivity studies to model tuning. It
includes a number of modules for assessing the internal en-
ergy budget, the hydrological cycle, the Lorenz energy cy-
cle and the material entropy production. The routine takes
as inputs energy fluxes at the surface and at the top of the
atmosphere (TOA), which allows for the computation of en-
ergy budgets at the TOA, the surface and in the atmosphere
as a residual. Meridional enthalpy transports are also com-
puted from the divergence of the zonal mean energy budget
from which the location and intensity of the maxima in each
hemisphere are calculated. Rainfall, snowfall and latent heat
fluxes are received as inputs for computation of the water
mass and latent energy budgets. If a land–sea mask is pro-
vided, the required quantities are separately computed over
continents and oceans. The diagnostic tool also computes
the annual Lorenz energy cycle (LEC) and its storage and
conversion terms by hemisphere and as a global mean. This
is computed from three-dimensional daily fields of horizon-
tal wind velocity and temperature in the troposphere. Two
methods have been implemented for the computation of the
material entropy production: one relying on the convergence
of radiative heat fluxes in the atmosphere (indirect method)
and the other combining the irreversible processes occurring
in the climate system, particularly heat fluxes in the bound-
ary layer, the hydrological cycle and the kinetic energy dis-
sipation as retrieved from the residuals of the LEC (direct
method). A version of these diagnostics has been developed
as part of the Earth System Model eValuation Tool (ESMVal-
Tool) v2.0a1 in order to assess the performances of CMIP6
model simulations, and it will be available in the next re-
lease. The aim of this software is to provide a comprehen-
sive picture of the thermodynamics of the climate system,
as reproduced in the state-of-the-art coupled general circula-
tion models. This can prove useful for better understanding
anthropogenic and natural climate change, paleoclimatic cli-
mate variability, and climatic tipping points.
1 Introduction
The climate can be viewed as a forced, dissipative non-
equilibrium system exchanging energy with the external en-
vironment. The inhomogeneous absorption of solar radiation
is an ongoing source of available potential energy. The com-
plex mixture of fluids is then set into motion by the conver-
sion of available potential into mechanical energy via a vast
range of nonlinear processes. The kinetic energy is even-
tually dissipated through viscous stress and converted back
into heat. Such processes can be described by taking advan-
tage of the theory of the non-equilibrium thermodynamics
of continuous multiphase media and, in particular, of flu-
ids. The presence of (possibly fluctuating) fluxes of mat-
ter, chemical species and energy is a key characteristic of
a non-equilibrium system. The steady state is reached as a
result of a potentially complex balance of positive and neg-
ative feedbacks and through the interplay of processes with
very diverse timescales and physical underpinning mecha-
nisms. The climate is a prime example of this, with ob-
served variability extending over many orders of magnitude
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in terms of both spatial and temporal scales and with many
extremely complex subdomains – the atmosphere, the ocean,
the cryosphere, the biosphere, the active soil – which them-
selves have very diverse characteristic internal timescales
and are nonlinearly coupled (Peixoto and Oort, 1992; Lu-
carini et al., 2014).
It is a major endeavour of contemporary science to im-
prove our understanding of the climate system in the con-
text of the past, present and projected future conditions. This
is key for understanding, as far as the past goes, the co-
evolution of life and of the physicochemical properties of
the ocean, soil and atmosphere, as well as for addressing the
major challenge faced by our planet as a result of the cur-
rent anthropogenic climate change. Improving climate mod-
els is key to nearing these goals, and, indeed, efforts aimed in
this direction have been widely documented (see the related
chapter on the last report of the Intergovernmental Panel on
Climate Change, 2013). Intercomparing and validating cli-
mate models is far from being a trivial task, also at a purely
conceptual level (Lucarini, 2013; Frigg et al., 2015). Diffi-
culties can only increase when looking at the practical side:
how should meaningful metrics to study the performance of
climate models be chosen? Should they be motivated in terms
of basic processes of the climate system or in terms of rele-
vance for an end user of climate services? In order to put
some order in this conundrum, the community of climate
modellers has developed a set of standardized metrics for in-
tercomparing and validating climate models (Eyring et al.,
2016a). For obvious reasons, the choice made for such met-
rics has been biased – for possibly good reasons – in the di-
rection of providing ready-to-use information for end users.
What we propose in this paper is a novel software containing
process-based and end-user-relevant diagnostics that is capa-
ble of providing an integrated perspective on the problem of
model validation and intercomparison. The goal here is to
examine models through the lens of their dynamics and ther-
modynamics in the view of the ideas enunciated above about
complex non-equilibrium systems reaching a steady state as
a result of an interplay of multiscale processes. The metrics
that we propose here are based on the analysis of energy and
water budgets and transports, of energy transformations, and
of entropy production. We summarize below some of the key
concepts behind our work.
1.1 Energy
In order to be in steady state, a non-equilibrium system in
contact with an external environment must have a vanishing
– on average – energy budget. Inconsistencies in the overall
energy budget of long-term stationary simulations have been
carefully pointed out (Lucarini and Ragone, 2011; Maurit-
sen et al., 2012), and various aspects of the radiative and
heat transfers within the atmosphere and between the at-
mosphere and the oceans have been evaluated in order to
constrain models to a realistic climate (Wild et al., 2013;
Loeb et al., 2015). A substantial bias in the energy budget
of the atmosphere, in particular, has been identified in many
global climate models (GCMs), resulting from either the im-
perfect closure of the kinetic energy budget (Lucarini and
Ragone, 2011) or of the mass balance in the hydrological cy-
cle (Liepert and Previdi, 2012). This picture is made even
more complicated by the difficult task of having an accurate
observational benchmark of the Earth’s energy budget (e.g.
Loeb et al., 2009; von Schuckmann et al., 2016). Many au-
thors have recently suggested that the improvement of cli-
mate models requires improving the energetic consistency of
the modelled system (Hansen et al., 2011; Lucarini et al.,
2011, 2014). Rather than a proxy for a changing climate,
surface temperatures and precipitation changes can be better
viewed as a consequence of a non-equilibrium steady-state
system which is responding to a radiative energy imbalance
through complex interacting feedbacks. A changing climate,
under the effect of an external transient forcing, can only be
properly addressed if the energy imbalance, and the way it
is transported within the system and converted into different
forms, is taken into account. The skill of the models at rep-
resenting historical energy and heat exchanges in the climate
system has been assessed by comparing numerical simula-
tions against available observations, where available (Allan
et al., 2014; Smith et al., 2015), including the fundamental
problem of ocean heat uptake (Exarchou et al., 2015).
A key element in defining the steady state of the climate
system is the balance between the convergence of the hor-
izontal (mostly meridional) enthalpy fluxes by the atmo-
spheric and the oceanic circulations and the radiative im-
balance at the top of the atmosphere (TOA). The net radia-
tive imbalance is positive (in-bound) in the low latitudes and
negative in the high latitudes, and a compensating horizon-
tal transport must be present in order to ensure steady state.
This transport dramatically reduces the meridional tempera-
ture gradient with respect to what would be set by radiative–
convective equilibrium (Manabe and Wetherald, 1967), i.e.
in the absence of large-scale atmospheric and oceanic trans-
port. Differences in the boundary conditions, in the forcing
and dissipative processes, and in chemical and physical prop-
erties of the atmosphere and ocean lead to a specific parti-
tioning of the enthalpy transport between the two geophys-
ical fluids; a different partitioning associated with the same
total transport would lead to significantly different climate
conditions (Rose and Ferreira, 2013; Knietzsch et al., 2015).
The role of meridional heat transports in different paleocli-
mate scenarios and in relation to different forcing has been
addressed in various studies (see e.g. Caballero and Langen,
2005; Fischer and Jungclaus, 2010). The question of whether
the current state-of-the-art climate models are able to cor-
rectly represent the global picture as well as the details of
the atmospheric and oceanic heat transports has been anal-
ysed with mixed findings (Lucarini et al., 2011, 2014; Lembo
et al., 2016).
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In order to understand how heat is transported by the geo-
physical fluids, one should clarify what sets them into mo-
tion. We focus here on the atmosphere. A comprehensive
view of the energetics fuelling the general circulation is given
by the Lorenz energy cycle (LEC) framework (Lorenz, 1955;
Ulbrich and Speth, 1991). This provides a picture of the vari-
ous processes responsible for the conversion of available po-
tential energy (APE) – the excess of potential energy with re-
spect to a state of thermodynamic equilibrium (see Tailleux,
2013, for a review) – into kinetic energy and dissipative heat-
ing. Under stationary conditions, the dissipative heating ex-
actly equals the mechanical work performed by the atmo-
sphere. Thus, the LEC formulation allows us to constrain the
atmosphere to the first law of thermodynamics, and the sys-
tem as a whole can be interpreted as a heat engine under dis-
sipative non-equilibrium conditions (Ambaum, 2010). The
strength of the LEC, or in other words the rate of the conver-
sion of available potential energy (APE) into kinetic energy
(KE), has been evaluated in observational-based datasets (Li
et al., 2007; Pan et al., 2017) and climate models (Lucarini
et al., 2010a; Marques et al., 2011), with estimates generally
ranging from 1.5 to 3.5 W m−2. A considerable source of un-
certainty is the hydrostatic assumption, on which the LEC
formulation relies, which can lead to significant underesti-
mation of the kinetic energy dissipation (Pauluis and Dias,
2012). The usual formulation of the LEC can be seen as de-
scribing energy exchanges and transformation at a coarse-
grained level, at which non-hydrostatic processes are not rel-
evant and the system is accurately described by primitive
equations. An efficiency can also be attributed to the atmo-
sphere as a heat engine, assuming the system is analogous to
an engine operating between a warmer and a colder temper-
ature (Lucarini, 2009). This approach has been generalized
by Pauluis (2011) in order to account for the role of water
vapour.
1.2 Water
Water is an essential ingredient of the climate system, and
the hydrological cycle plays an important role in the energy
pathways of the climate system. Water vapour and clouds in-
fluence the radiative processes inside the system, and water
phase exchanges are extremely energy intensive. As in the
case of energy imbalances, a closed water-mass-conserving
reproduction of the hydrological cycle is essential, not only
because of the diverse implications of the hydrological cy-
cle for energy balance and transports in the atmosphere, but
also because of its sensitivity to climate change (Held and
Soden, 2006) and the importance of the cloud and water
vapour feedbacks (Hartmann, 1994). The energy budget is in-
fluenced by semi-empirical formulations of the water vapour
spectrum (Wild et al., 2006), and, similarly, the energy bud-
get influences the moisture budget by means of uncertain-
ties in aerosol–cloud interactions and mechanisms of tropical
deep convection (Wild and Liepert, 2010; Liepert and Prev-
idi, 2012). Water mass budget has been assessed in observa-
tions (L’Ecuyer et al., 2015; Rodell et al., 2015), as well as
in climate models, focusing on the hydrological cycle alone
(Terai et al., 2018) or evaluating it in conjunction with the
energy budgets (Demory et al., 2014; Vannière et al., 2019).
Therefore, a global-scale evaluation of the hydrological cy-
cle, both from a moisture and from an energetic perspective,
is considered an integral part of overall diagnostics for the
thermodynamics of climate system.
1.3 Entropy
The climate system has long been recognized as featuring
irreversible processes through dissipation and mixing in var-
ious forms, leading to the production of entropy (Paltridge,
1975), which is a key characteristic of non-equilibrium sys-
tems (Prigogine, 1962). Several early attempts (Peixoto and
Oort, 1992; Johnson, 1997; Goody, 2000) were made to
understand the complex nature of irreversible climatic pro-
cesses. Recent works (Bannon, 2015; Bannon and Lee, 2017)
have proposed an innovative approach by partitioning the
system into a control volume made of matter and radiation,
which exchanges energy with its surroundings (building on
Goody, 2000, early works). Raymond (2013) has described
the entropy budget of an aggregated dry air + water vapour
parcel. From a macroscopic point of view, “material entropy
production” generally refers to the entropy produced by the
geophysical fluids in the climate system, which is not re-
lated to the properties of the radiative fields but rather to the
irreversible processes related to the motion of these fluids.
Material entropy production is dominated by phase changes
and water vapour diffusion, as outlined by Pauluis and Held
(2002). Lucarini (2009) underlined the link between entropy
production and efficiency of the climate engine, which were
then applied to study climatic tipping points, in particular
the snowball–warm Earth critical transition (Lucarini et al.,
2010b). This allowed for the definition of a wider class of
climate response metrics (Lucarini et al., 2010a) that have
been used to study planetary circulation regimes (Boschi
et al., 2013). A constraint has also been proposed to the en-
tropy production of the atmospheric heat engine, given by the
emerging importance of non-viscous processes in a warming
climate (Laliberté et al., 2015).
Given the multiscale properties of the climate system, ac-
curate energy and entropy budgets are affected by subgrid-
scale parametrizations (see also Kleidon and Lorenz, 2004;
Kunz et al., 2008). These and the discretization of the nu-
merical scheme are generally problematic in terms of con-
servation principles (Gassmann and Herzog, 2015) and can
eventually lead to macroscopic model drifts (Mauritsen et al.,
2012; Gupta et al., 2013; Hobbs et al., 2016; Hourdin et al.,
2017). See Lucarini and Fraedrich (2009) for a theoretical
analysis in a simplified setting.
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1.4 This paper
We present TheDiaTo v1.0, a new software for diagnosing
the mentioned aspects of the thermodynamics of climate sys-
tems (i.e. the energy and water mass budgets and meridional
transports, the LEC strength, and the material entropy pro-
duction) in a broad range of global-scale gridded datasets of
the atmosphere. The diagnostic tool provides global metrics,
allowing for straightforward comparison of different prod-
ucts. These include the following:
– top-of-atmosphere, atmospheric and surface energy
budgets;
– total, atmospheric and oceanic meridional enthalpy
transports;
– water mass and latent energy budget;
– strength of the LEC by means of kinetic energy dissipa-
tion conversion terms; and
– material entropy production by both direct and indirect
methods.
The software is structured in terms of independent modules
so that users can subset the metrics according to their interest.
A version of the tool has been developed as part of the ESM-
ValTool community effort (Eyring et al., 2016b) to provide
a standardized set of diagnostics for the evaluation of Cou-
pled Model Intercomparison Project Phase 6 (CMIP6) multi-
model ensemble simulations (Eyring et al., 2016a). The cur-
rent version at the time of writing was ESMValTool v2.0a1,
and a new version is soon to be released including TheDiaTo
v1.0.
Therefore, our goal is to equip climate modellers and de-
velopers with tools for better understanding the strong and
weak points of the models of interest. The aim is to reduce
the risk of a model having accurate reproductions of quanti-
ties of common interest, such as surface temperature or pre-
cipitation, but for the wrong dynamical reasons. This is a nec-
essary first step in the direction of creating a suite of model
diagnostics composed of process-oriented metrics.
The paper is structured as follows. The dataset require-
ments are described in Sect. 2. We then establish the meth-
ods used in each module (Sect. 3). In Sect. 4 an example is
given of application to a 20-year-long model run. In Sect. 5
the evolution of the metrics under three different scenarios
in the CMIP5 multi-model ensemble (Taylor et al., 2012) is
evaluated. A summary and conclusions are given in Sect. 6.
2 Data and software requirements
The diagnostic tool consists of a set of independent modules,
each, except the first one, being triggered by a switch decided
by the user: energy budgets and enthalpy transports, hydro-
logical cycle, Lorenz energy cycle, and material entropy pro-
duction via the direct or indirect method.
The software ingests all variables as fields on a regular
longitude–latitude grid covering the whole globe. Therefore,
the tool is suitable for the evaluation of any kind of gridded
dataset, provided that it contains the necessary variables on
a regular grid, including blends of observations and reanaly-
ses. In our description of the software features, we focus on
model evaluation and multi-model intercomparison.
For the LEC computation, 3-D fields are required, stored
in pressure levels at a daily or finer temporal resolution. If the
model does not store data where the surface pressure is lower
than the respective pressure levels, daily mean or higher-
resolution data of near-surface temperatures and horizontal
velocity fields are also required for vertical interpolation. For
all other computations, 2-D fields are required as monthly
means at TOA and at the surface. Input variables are given as
separate files in NetCDF format. For model intercomparisons
(Sect. 5), computations are performed on the native grid of
the model. Variables are identified according to their variable
names. Those are required to comply with the Climate and
Forecast (CF; http://cfconventions.org/Data/cf-documents/
overview/article.pdf, last access: 26 August 2019) and Cli-
mate Model Output Rewriter (CMOR; http://pcmdi.github.
io/cmor-site/tables.html, last access: 26 August 2019) stan-
dards. Datasets that do not comply with the CF–CMOR-
compliant names are reformatted through ESMValTool built-
in preprocessing routines if recognized (for more detail, refer
to the dedicated report on ESMValTool v1.0; Eyring et al.,
2016b). An overview of the required variables is provided in
Table 1.
Energy budgets are computed from residuals of instanta-
neous radiative shortwave (SW) and longwave (LW) fluxes
at TOA. At the surface, SW and LW fluxes are combined
with instantaneous turbulent latent and sensible heat fluxes
(see Sect. 3). The radiative fluxes (except the outgoing LW
radiation, which is only upwelling) are composed of an up-
welling and downwelling component that are as defined pos-
itive. The heat fluxes at the surface are computed in climate
models from the usual bulk formulas, with different models
differing in the choice of the parameters, and are positive up-
wards. Water mass and latent energy budgets are computed
from evaporation (implied from latent heat turbulent fluxes
at the surface), rainfall and snowfall instantaneous fluxes.
Some models might provide cumulative energy and water
mass fields instead of instantaneous fluxes. If this is the case,
the ESMValTool preprocessor performs the conversion to in-
stantaneous fluxes, depending on the analysis time step.
For the LEC module, 3-D fields of the three components
of velocity and temperatures are needed at the daily resolu-
tion. For the 3-D fields, there is no specific constraint on the
number of pressure levels, although the programme has been
tested on the standard pressure level vertical discretization
used in CMIP5 outputs, consisting of 17 levels from 1000 to
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Table 1. Variables used in the modules of the diagnostic tool.
Name Time res. Energy Hydrological MEP MEP
(CMOR) Description (min.) Vert. res. budget cycle LEC (indirect) (direct)
rsdt Downward SW radiation at TOA monthly 2-D X X
rsut Upward SW radiation at TOA monthly 2-D X X
rlut Outgoing LW radiation at TOA monthly 2-D X X
rlds Downward LW radiation at the surface monthly 2-D X X
rsds Downward SW radiation at the surface monthly 2-D X X
rlus Upward LW radiation at the surface monthly 2-D X X
rsus Upward SW radiation at the surface monthly 2-D X X
hfls Latent heat turbulent flux at the surface monthly 2-D X X X X
hfss Sensible heat turbulent flux at the surface monthly 2-D X X X
pr1 Rainfall precipitation flux monthly 2-D X X
prsn1 Snowfall precipitation flux monthly 2-D X X
ta Air temperature day 3-D X X
ua Zonal velocity day 3-D X X
va Meridional velocity day 3-D X X
wap Lagrangian tendency of air pressure day 3-D X X
tas Near-surface air temperature day 2-D X X X
uas Near-surface zonal velocity day 2-D X X X
vas Near-surface meridional velocity day 2-D X X X
hus2 Specific humidity monthly 3-D X
ts Skin temperature monthly 2-D X
ps Surface air pressure monthly 2-D X
1 Precipitation fluxes are provided (kg m−2 s−1). The software also accepts other units of measure and related fields, depending on the known formats by the ESMValTool
preprocessor. 2 Specific humidity can also be given as a near-surface two-dimensional field (when available) or the lowermost pressure level of the three-dimensional specific
humidity field (variable name: huss).
1 hPa. The programme then subsets the troposphere between
900 and 100 hPa. LEC computation is performed on Fourier
coefficients of the temperature and velocity fields. The 2-D
fields of temperature and horizontal velocity are also required
in order to fill gaps in the pressure level discretization by in-
terpolating from the surface on a reference vertical profile.
As further discussed later (Sect. 5.2), this technique intro-
duces an inevitable source of uncertainty.
If explicitly required by the user, the programme is also
able to perform computations of energy budgets, enthalpy
transports and the hydrological cycle on oceans and conti-
nents separately, provided a land–sea mask is supplied. This
can either be in the form of land area fraction or a binary
mask.
The ESMValTool architecture is implemented as a
Python package, and the latest version is available at
https://doi.org/10.17874/ac8548f0315 (last access: 26 Au-
gust 2019), where the dependencies and installation require-
ments are also described. If using TheDiaTo v.1 as part of
the ESMValTool architecture, the user is asked to specify the
path to input data, work and plot directories, as well as some
details of the local machine. A dedicated namelist (named as
“‘recipe”) includes information on the diagnostics, such as
a brief description, the reference literature and the develop-
ers. The user is asked to specify the name of the dataset to
be analysed, which must be recognized by the ESMValTool
preprocessor. The diagnostic tool is thus run, calling the ES-
MValTool interface with the associated recipe.
A stand-alone version of the software is maintained as
well, utilizing Python bindings for Climate Data Opera-
tors (CDO, 2015). It consists of a Python script, reading a
namelist with user settings (such as directory paths, model
names and options for the usage of the modules). The
stand-alone version is publicly available in a GitHub repos-
itory (https://github.com/ValerioLembo/TheDiaTo_v1.0, last
access: 26 August 2019), where detailed instructions on the
usage of the software are given.
3 Methods
3.1 Energy budgets and meridional enthalpy
transports
By making the crucial assumption that the heat content of
liquid and solid water in the atmosphere, the heat associ-
ated with the phase transitions in the atmosphere, and the
effect of salinity and pressure in the oceans are negligi-
ble, we can write the total specific energy per unit mass
for the subdomains constituting the climate system as a =
u2+ cvT +φ+Lq for the atmosphere, o = u2+ cwT +φ
for the ocean, and s = csT +φ for solid earth and ice. Here
u is the velocity vector; cv , cw and cs are the specific heat of
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the atmospheric mix at constant volume, water and the solid
medium, respectively, L is the latent heat of vaporization of
water, q the specific humidity and φ the gravitational poten-
tial. This leads to an equation for the evolution of the local
specific energy in the atmosphere as such (Peixoto and Oort,
1992):
∂ρ
∂t
=−∇ · (Jh+R+HS+HL)−∇(τ ·u), (1)
where Jh = (ρE+p)u is the specific enthalpy transport, R
is the net radiative flux, HL and HS are the turbulent sen-
sible and latent heat fluxes, respectively, and τ is the stress
tensor. By neglecting the kinetic energy component and ver-
tically integrating Eq. (1), we find an equation for the energy
tendencies at each latitude (φ), longitude (λ) and time for the
whole climate system, for the atmosphere, and for the surface
below it:
E˙t(λ,φ)= S↓t (λ,φ)− S↑t (λ,φ)−Lt(λ,φ)−∇ · Jt (λ,φ)
= Rt(λ,φ)−∇ · Jt (λ,φ)
E˙a(λ,φ)= Rt(λ,φ)−Fs(λ,φ)−∇ · Ja(λ,φ)
= Fa(λ,φ)−∇ · Ja(λ,φ)
E˙s(λ,φ)= Ss(λ,φ)+Ls(λ,φ)−H↑S (λ,φ)−H↑L (λ,φ)
−∇ · Jo(λ,φ)
= Fs(λ,φ)−∇ · Jo(λ,φ),
(2)
where E˙t, E˙a and E˙s denote the total, atmospheric and
surface energy tendencies, respectively. Ss = S↑s (λ,φ)−
S
↑
s (λ,φ) and Ls = L↑s (λ,φ)−L↑s (λ,φ) are the net SW and
LW radiative fluxes at the surface, respectively, and S↓t , S
↓
s ,
S
↑
t and S
↑
s the TOA (t) and surface (s) upward (↑) and down-
ward (↓) SW radiative fluxes, respectively (and similarly for
LW radiative fluxes, denoted by L, provided that there is no
downward LW flux at TOA). Rt, Fa and Fs are the total, at-
mospheric and surface net energy fluxes, respectively. Net
fluxes are defined as positive when there is a net energy in-
put and negative when there is a net output. Jt, Ja and Jo are
the meridional total, atmospheric and oceanic enthalpy trans-
ports. Oceanic transports are assumed to be related to surface
energy budgets because the long-term enthalpy transports
through land are nearly negligible (Trenberth and Solomon,
1994; Trenberth et al., 2001).
When globally averaged, Eq. (2) can be rewritten as (Lu-
carini et al., 2014)
E˙t = Rt
E˙a = Rt−Fs = Fa
E˙s = Fs.
(3)
Given the small thermal inertia of the atmosphere compared
to the oceans, the TOA energy imbalance is expected to be
transferred for the most part to the ocean interior, with Fa
much smaller than Fs (Levitus et al., 2012; Loeb et al., 2012;
Smith et al., 2015). This is usually not reproduced in climate
models (e.g. Lucarini and Ragone, 2011; Loeb et al., 2015;
Lembo et al., 2019a).
Under steady-state conditions, the tendency of the inter-
nal energy of the system will vanish when averaged over
sufficiently long time periods. We can thus zonally average
Eq. (2) and derive the long-term time means of the merid-
ional heat transports or, more appropriately in this formula-
tion, “meridional enthalpy transports”:
Tt(φ)= 2pi
∫ pi/2
φ
a2 cosφ′〈Rt(φ′)〉dφ′
Ta(φ)= 2pi
∫ pi/2
φ
a2 cosφ′〈Fa(φ′)〉dφ′
To(φ)= 2pi
∫ pi/2
φ
a2 cosφ′〈Fs(φ′)〉dφ′,
(4)
where Tt, Ta and To denote the steady-state total, atmospheric
and oceanic meridional enthalpy transports, a the Earth’s ra-
dius, 〈 〉 long-term time averaging and overbars the zonal
mean quantities. The stationary condition has to be achieved
in the models if the system is unforced. If the system is
forced, for instance by a transient greenhouse gas forcing, a
correction is applied in order to avoid unphysical cross-polar
transports. This correction can be applied as long as the weak
non-stationarity condition holds (Carissimo et al., 1985); i.e.
the latitudinal variability of the net energy flux is much larger
than the global mean imbalance (see Lucarini and Ragone,
2011). The energy fluxes are modified as follows:
〈Bx(φ)〉co = 〈Bx(φ)〉− 〈Bx(φ)〉/2pia, (5)
where Bx refers to Rt, Fa or Fs.
Peak intensities and latitudes are computed as metrics for
these transports.
3.2 Hydrological cycle
The atmospheric moisture budget is obtained by globally av-
eraging precipitation and evaporation fluxes. The latter are
derived from surface latent heat fluxes as
E = HL
Lv
, (6)
where E from now on denotes the evaporation fluxes and
Lv = 2.5008× 106 J kg−1 the latent heat of evaporation (as-
sumed to be constant). If HL is given in units of watts per
square metre, the implied evaporation flux is in units of kilo-
metres per square metre per second. Rainfall fluxes are de-
rived from total (P ) and snowfall (Ps) precipitation as
Pr = P −Ps. (7)
Under the stationarity assumption, the equation for the mois-
ture budget is thus written as
E−P = E−Pr−Ps, (8)
where the overbars denote global averages here.
Geosci. Model Dev., 12, 3805–3834, 2019 www.geosci-model-dev.net/12/3805/2019/
V. Lembo et al.: TheDiaTo (v1.0) diagnostic tool 3811
The latent energy budget in the atmosphere RL is then
RL =HL−LvPr− (Lv+Lf)Ps, (9)
where Lf = 3.34× 105 J kg−1 is the latent heat of fusion
(which is assumed to be constant). Unlike the water mass
budget of Eq. (8), the latent energy budget is not closed be-
cause it does not include the heat captured by snow melting
from the ground. The sublimation of ice is also not accounted
for here for the sake of simplicity, although it plays a signifi-
cant role over the Arctic region.
3.3 The Lorenz energy cycle
The calculation of the atmospheric LEC in the diagnostic
tool follows directly from the general framework proposed
by Lorenz (1955) and revised by Ulbrich and Speth (1991)
in order to provide a separation between different scales of
motion. The LEC allows for the investigation of the general
circulation of the atmosphere by looking comprehensively at
the energy exchanges between eddies and zonal flow, at the
conversion between available potential and kinetic energy,
and at the dissipation due to viscous and mixing processes.
The LEC is depicted diagrammatically in Fig. 5, and the
equations used to obtain the energy reservoirs and conver-
sion terms are described in Appendices A2–A3. Energy is
injected in the reservoirs of APE through differential dia-
batic heating, primarily impacting the zonal component but
also the eddy component. The so-called baroclinic instabil-
ity (mainly occurring in the mid-latitudinal baroclinic eddies
at the synoptic scale) acts in two steps: first by transform-
ing zonal mean APE into eddy APE and then by conversion
into eddy kinetic energy (KE) via a lowering of the atmo-
spheric centre of mass. The eddy KE is then converted into
smaller scales through the kinetic energy cascade, eventu-
ally reaching the dissipative scale, at which it is transformed
into frictional heating. A remaining part of the eddy KE is
converted back into zonal mean flow through the barotropic
governor, ensuring the maintenance of the tropospheric and
stratospheric jet streams (see Li et al., 2007). Other terms, i.e.
the generation and dissipation of APE and KE, are computed
as residuals of the conversion terms at each reservoir.
In the formulation proposed by Lorenz and widely adopted
afterwards, motions are assumed to be quasi-hydrostatic.
This assumption is correct as long as one considers suffi-
ciently coarse-grained atmospheric fields. A detailed analysis
of non-hydrostatic effects requires dealing with the exchange
of available potential and kinetic energy taking place through
accelerated vertical motions (see Novak and Tailleux, 2018).
Furthermore, the approach used here refers to the dry atmo-
sphere (see Appendix A2–A3). In order to include moisture
effects, temperatures must be replaced by virtual tempera-
tures. A comprehensive moist formulation of the LEC is left
for future study.
Following the arguments by Lucarini et al. (2014), we note
that, under non-stationary conditions, internal energy conser-
vation applies (see Eq. 4), and the stationarity condition im-
plies that APE and KE tendencies both vanish. Given that the
tendency in KE is a balance between the APE–KE overall
conversion (or in other words the mechanical work exerted
by the LEC) and the dissipation of KE, we can write
〈W 〉 = 〈D〉 =
∫

ρκ2d′, (10)
where W and D denote the LEC work and the dissipation of
KE, respectively, κ2 is the specific kinetic energy dissipation
rate, ρ is the atmospheric density and  the volume of the
atmosphere. The LEC can thus be used to obtain the kinetic
energy dissipation of the atmosphere.
3.4 Material entropy production
The total entropy production in the climate system is given
by two qualitatively different kinds of processes: firstly, the
irreversible thermalization of photons emitted from the Sun
at the much lower Earth surface and atmospheric tempera-
ture and, secondly, the irreversible processes responsible for
mixing and diffusion in the fluids and in the active soil of
the climate system. The former accounts for roughly 95 %
of the total entropy production; the latter is the material en-
tropy production (MEP) and is the quantity of most interest
in climate science because it involves the dynamics of the
atmosphere and its interaction with the Earth’s surface (see
discussion in Kleidon, 2009; Lucarini, 2009; Lucarini et al.,
2011, 2014).
In the long-term mean, assuming that the system is in a
statistically steady-state condition, one can write an equation
for the entropy rate of change in the system (Lucarini and
Ragone, 2011; Lucarini and Pascale, 2014) as∫

d′
(
q˙rad
T
)
+ S˙mat = 0, (11)
with q˙rad denoting the local net radiative heating and S˙mat
the global material entropy production. It is evident from
Eq. (11) that the entropy rate of change can be computed in-
directly from the net radiative heating or directly as the sum
of the entropy production from all the irreversible processes,
both viscous (such as the energy dissipation) and non-viscous
(such as the hydrological cycle). These two equivalent meth-
ods are referred to here as the “indirect method” and “direct
method”. As long as the volume integral in the first left-hand
side member of Eq. (11) is performed on the whole atmo-
spheric domain, the two methods are exactly equivalent (for
the sake of simplicity we assume that this amounts to the
MEP of the climate itself, since the oceanic contribution to
the MEP is negligible, accounting for about 2 % of the bud-
get; Pascale et al., 2011).
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3.4.1 The direct method
The MEP computation with the direct method involves tak-
ing into account the viscous processes related to energy cas-
cades toward the dissipative scales and the non-viscous pro-
cesses related to sensible heat fluxes (i.e. heat diffusion in the
boundary layer, mainly dry air convection; Kleidon, 2009)
and the hydrological cycle (such as evaporation in unsatu-
rated air, condensation in supersaturated air, release of grav-
itational potential energy due to the fall of the droplet and
melting of solid-phase water at the ground). We can write
the MEP equation as
S˙mat = κ
2
Tv
+ φ
Tφ
, (12)
where Tv and Tφ denote the temperatures at which the respec-
tive processes occur, φ indicates local absorption or emission
of heat that is neither radiative nor related to viscous dissipa-
tion, and φ indicates the non-viscous irreversible processes.
Overall, the hydrological cycle accounts for about
35 mW m−2 K−1, the sensible heat diffusion for about
2 mW m−2 K−1 and the viscous processes for about 6 to
14 mW m−2 K−1 (see Fraedrich and Lunkeit, 2008; Pascale
et al., 2011).
Dealing with the direct computation of MEP in climate
models has a number of additional implications. These pro-
cesses are dealt with in climate models via subgrid-scale
parametrizations. The fact that they should be energy con-
serving and entropy consistent is far from trivial (Gassmann,
2013). Further, the numerical scheme adds spurious entropy
sources, e.g. numerical advection and hyperdiffusion, as ad-
dressed in an intermediate-complexity model by Pascale
et al. (2011) and in the dynamical core of a state-of-the-
art model by Gassmann and Herzog (2015). The relevance
of these non-negligible numerically driven components, and
how to address them, is strictly model dependent and this
diagnostic tool, which is designed to analyse a potentially
diverse ensemble of datasets, must come to terms with that
limitation.
For the direct expression of the MEP, we first explicitly
write the non-viscous terms in Eq. (12):
S˙mat =
∫

d′ κ
2
s
T
−
∫

d′∇ ·hS
T
+ S˙hyd, (13)
where ∇ ·hS denotes the heat diffusion through sensible heat
fluxes and S˙hyd the aggregated MEP related to the hydrolog-
ical cycle. The specific kinetic energy dissipation rate is de-
noted by “s” here in order to emphasize that it is now an esti-
mate, as discussed later in this section. As argued by Lucarini
and Pascale (2014), there is not an easy way to account for
the term related to the hydrological cycle. Pauluis and Held
(2002) and Pauluis (2011) point out that the water mass in
the atmosphere can be thought of as a “passive tracer”, con-
veying heat until a phase change (an irreversible diabatic pro-
cess) allows it to exchange heat with the surroundings, pro-
ducing material entropy (Pauluis and Held, 2002; Raymond,
2013). For this, each atmospheric parcel must be separated
into its dry component and the water mass components in
their various phases, and the phase changes must be evalu-
ated in order to address the associated MEP. In steady-state
conditions an indirect estimate of S˙hyd is provided as
S˙hyd =
∫
V
dVρw
∇ ·hL
T
, (14)
where ∇ ·hL denotes the heat exchange between the water
mass particle and the surroundings during phase transitions.
In order to express Eq. (13) in terms of climate model
outputs, we make some additional assumptions, following
the approach by Fraedrich and Lunkeit (2008). First, we as-
sume that energy dissipation by friction occurs mainly next
to the surface, and we define an operating temperature Td
as an average of surface (Ts) and near-surface temperatures
(T2 m). Secondly, we estimate the heat diffusion term from
sensible turbulent heat fluxes at the surface HS, transport-
ing heat between the Earth’s surface (having temperature Ts)
and the boundary layer (having temperature TBL; derivation
described below). We then consider the phase exchanges of
water mass components:
– evaporation at working temperature Ts (see Sect. 3.2);
– rain droplet formation through condensation at work-
ing temperature TC, a characteristic temperature of the
cloud;
– snow droplet formation through
condensation+solidification at working tempera-
ture TC; and
– snow melting at the ground at working temperature Ts.
Following from Eq. (4) in Lucarini et al. (2011) we can thus
rewrite Eq. (13) as
6˙mat =
∫
A
κ2s
Td
dA′−
∫
A
HS
(
1
Ts
− 1
TBL
)
dA′−
∫
A
LvE
Ts
dA′
+
∫
Ar
(
LvPr
TC
+ gPrhct
Tp
)
dA′r
+
∫
As
(
LsPs
TC
+ gPshct
Tp
)
dA′s−
∫
As
LsPs
Ts
dA′s.
(15)
Since the latent and sensible heat, as well as rainfall and
snowfall precipitation fluxes are given in model outputs as
2-D fields, the volume integrals in Eq. (14) reduce to area in-
tegrals, with the domain A denoting the Earth’s surface and
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the subdomains Ar and As denoting the regions where rain-
fall and snowfall precipitation occur, respectively. The phase
changes associated with snowfall and rainfall precipitation
(fourth and fifth terms on the right-hand side) are accompa-
nied by a term accounting for the potential to kinetic energy
conversion of the falling droplet (with g denoting the grav-
ity acceleration and hct the distance covered by the droplet).
Note that, in principle, this is a viscous term, as the kinetic
energy of the droplet is eventually dissipated into heat at the
ground.
The first term on the right-hand side of Eq. (15) involves
the specific kinetic energy dissipation rate (κ2s ). There is no
straightforward way to extract this quantity from climate
model outputs. Pascale et al. (2011) found that, along with
the major role of the vertical momentum diffusion as a fric-
tional stress in the boundary layer, the gravity wave drag and
some unphysical processes – such as horizontal momentum
diffusion (hyperdiffusion) – also have a non-negligible role.
Each model accounts for these quantities in a different way.
Generally, the frictional term is also not present in climate
model outputs and thus has to be indirectly estimated from
near-surface velocity fields. In order to do so, the value of
the drag coefficient is needed, which is different in every
model. Considering that the kinetic energy dissipation term
accounts for less than 10 % of the overall MEP, we compute
it indirectly, obtaining the kinetic energy dissipation from the
intensity of the LEC (see Eq. 10).
The boundary layer temperature TBL is not usually pro-
vided as a climate model output, nor is the boundary layer
thickness known a priori. Some manipulations are thus
needed to make a working approximation. We start from the
definition of a bulk Richardson number:
Rib = g
θv0
(
θvz − θv0
)
z
u2z + v2z
, (16)
where g = 9.81 m s−1 is the gravity acceleration, θv0 and θvz
are the virtual potential temperatures at the surface and at
level z, and uz and vz are the zonal and meridional com-
ponents of the horizontal wind at height z (assumed to be
equal to the near-surface horizontal velocity fields). A criti-
cal Richardson number (Ribc) is defined as the value of the
Richardson number at the top of the boundary layer. Its value
depends on the nature of the local boundary layer (stable
or unstable). In order to distinguish among the stable and
unstable boundary layers, a condition on the magnitude of
the sensible heat fluxes is imposed (Zhang et al., 2014) so
that where HS is lower than 0.75 W m−2 a stable boundary
layer is assumed (Ribc = 0.39; boundary layer height zBL:
300 m), and otherwise an unstable boundary layer is assumed
(Ribc = 0.28; boundary layer height zBL: 1000 m). We ap-
proximate the virtual potential temperature with the dry po-
tential temperature so that the conversion from temperature
to potential temperature and vice versa is given by the basic
formula
θ = T
(
p
p0
)Rd/cp
, (17)
where Rd = 287.0 J kg−1 K−1 is the gas constant for dry air
and cp = 1003.5 J kg−1 K−1 is the specific heat of the atmo-
sphere at constant pressure. Then TBL can be obtained by
solving Eq. (16) for θzBL , imposing Ribc and zBL and retriev-
ing the value of p at zBL by means of the barometric equa-
tion:
pz = pse−gz/RdTs , (18)
where ps is the surface air pressure and z is in our case zBL.
This then gives the temperature at the top of the boundary
layer. A crucial assumption here is that the boundary layer is
approximately isothermal.
In Eq. (15), TC is a temperature representative of the inte-
rior of the cloud where the moist particle drops. In order to
define that, we first retrieve the dew-point temperature at the
surface from the equation
Td = 11/T0−Rv/Lv log(e/α) , (19)
where T0 = 273.15 K is the reference melting temperature,
Rv = 461.51 J kg−1 K−1 is the gas constant for water vapour,
e = qsps
qs+Rd/Rv is the water vapour pressure (for which we
have used qs, i.e. the near-surface specific humidity) and α =
610.77 Pa is one of the empirical parameters of the Magnus–
Teten formulas for saturation water pressure (see Goff, 1957;
Buck, 1981). An empirical formula for the computation of
the lifting condensation level (LCL) (Lawrence, 2005) can
then be used:
hLCL = 125(Ts− Td) . (20)
If we assume that the moist particle is lifted following a dry
adiabatic until it saturates at the LCL, the temperature at such
a level will be
TLCL = Ts−0dhLCL. (21)
This would be the temperature of the cloud bottom in con-
vective conditions. We hereby assume that similar conditions
apply to stratiform clouds. In order to obtain TC, TLCL is aver-
aged with the temperature of the cloud top, which is taken to
be the emission temperature TE at TOA by inversion of the
Stefan–Boltzmann law applied to the local outgoing long-
wave (LW) radiation at TOA (i.e. Lt in Sect. 3.1).
The potential energy of the droplets in Eq. (15) is esti-
mated on the basis that the drop starts from the cloud layer
top (hct). This level is obtained by assuming that the satu-
rated particle, after entering the cloud at the LCL, continues
to be lifted in the cloud following a pseudo-adiabatic path.
We thus firstly compute the pseudo-adiabatic lapse rate:
0p = 0d
(
1+ Lvqs
RdTLCL
)
×
(
1+ L
2
vqs
cpRdT
2
LCL
)−1
, (22)
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where  = 0.622 is the molecular weight of the water
vapour / dry air ratio. Once the pseudo-adiabatic lapse rate
is known, it is straightforward to compute the height of the
cloud top by usage of the approximated emission temper-
ature. It can be observed that what we obtain is an upper
constraint to the potential energy of the droplets, since we
have assumed that the particle falls through the whole cloud
layer, while the pseudo-adiabatic lapse rate assumes that wa-
ter vapour gradually precipitates during the ascent. Tp is fi-
nally obtained as an average between TC and Ts.
In conclusion, note that the MEP budget provided in
Eq. (15) is a reasonably accurate estimate that can usually
be obtained from available climate model outputs. However,
some processes related to intermediate phase transitions in
the atmosphere and to heat exchanges at the droplet sur-
face during its coalescence–aggregation stage are not taken
into account because of the limited information available
in model outputs. These terms are potentially relevant, as
stressed by Pauluis and Held (2002) and Raymond (2013).
Furthermore, the potential energy of the hydrometeors does
not usually enter the energetics of a climate model, although
its contribution to the MEP budget is not negligible. Finally,
the MEP budget introduced here is focused on the atmo-
sphere. Phase changes in the sea-ice domain are another po-
tentially significant contribution to the overall MEP of the
climate (e.g. Herbert et al., 2011).
3.4.2 The indirect method
For the indirect estimation of the entropy budget, we use a
simplified expression of the entropy associated with radia-
tive heat convergence, following Lucarini et al. (2011). This
approach is formally equivalent to the one adopted in Bannon
(2015) and Bannon and Lee (2017), which use the definition
of a control volume to describe the entropy of the material
system, together with the radiation contained in it. Following
from Eq. (11) we identify the processes responsible for the
entropy flux out of the material system through exchanges
of radiative energy, as outlined by Ozawa et al. (2003) and
Fraedrich and Lunkeit (2008). For each process, we thus de-
fine an energy flux between two mediums with warmer and
colder temperatures. The radiative heat exchange is predom-
inantly effected locally through vertical exchanges and on a
large scale through meridional exchanges. Considering SW
and LW net radiative fluxes at the surface and at TOA (i.e.
the usual output for radiative fluxes in climate models) we
can write
S˙matind =
∫
A
Ss+Ls
Ts
dA+
∫
A
St− Ss
TA,SW
dA+
∫
A
Lt −Ls
TA,LW
dA, (23)
where St = S↓t −S↑t is the net SW radiative flux at TOA (see
Eq. 2),A is the surface area of the atmosphere, and Ts, TA,SW
and TA,LW are characteristic temperatures representative of
the surface and of the portion of the atmosphere where LW
and SW radiative heat exchanges occur, respectively. Analo-
gously to Eq. (15) the volume integral in Eq. (11) has been
transformed into an area integral, considering that the radia-
tive fluxes are given at the boundaries of the domain and
using the Gauss theorem (Lucarini et al., 2011). This for-
mulation is an exact expression for the atmospheric MEP
as long as SW and LW working temperatures TA,SW and
TA,LW can be accurately estimated (see Bannon and Lee,
2017, for a discussion on this crucial issue). Following Lu-
carini et al. (2011), we rewrite Eq. (23) under the assumption
that TA,SW ≈ TA,LW ≈ TE:
6˙matind =
∫
A
(
Ss+Ls
)( 1
Ts
− 1
TE
)
dA+
∫
A
St+Lt
TE
dA
=6ver+6hor. (24)
This critical assumption is based on the fact that most SW
and LW radiation is absorbed and emitted in the atmosphere
through water vapour into the troposphere (Kiehl and Tren-
berth, 1997).
As already stressed by Lucarini et al. (2011), the material
entropy budget described in Eq. (24) consists of two terms
which have useful physical interpretations. The first term is
related to the vertical energy transport between a reservoir at
temperature Ts (the surface) and another at temperature TE
(the TOA). For this reason it is referred to as “vertical mate-
rial entropy production”
(
6vermat
)
. This term is positive almost
everywhere and accounts for the vertical transport of warm
air from the surface, mainly by moist convection. The sec-
ond term is related to the horizontal energy transport from a
warm reservoir at lower latitudes to a cold reservoir at higher
latitudes. This is referred to as “horizontal material entropy
production”
(
6hormat
)
and is associated with the annual mean
meridional enthalpy transport setting the ground for the mean
meridional circulation (Peixoto and Oort, 1992). Note that,
while the first term accounts for local entropy production,
the second is a horizontal advection of entropy and should
be meaningfully considered only as a global integral. Both
terms are positive: the first one because the atmosphere is
heated from below and the second because the heat is trans-
ported down-gradient.
Let us finally consider that both the direct and the indi-
rect methods contain crucial approximations. The two-layer
assumption reduces the estimated MEP both with the di-
rect and indirect methods, as shown by Lucarini and Pas-
cale (2014), who investigated the coarse graining of post-
processed model data. We expect that the indirect method
will be particularly affected by vertical coarse graining. Fur-
thermore, the indirect method leads to an overestimation
of MEP compared to approximate estimates by Ambaum
(2010), mainly because of the vertical entropy production,
as already seen in Lucarini et al. (2014). The impact of con-
sidering the 3-D radiative fluxes in Eq. (11) is under investi-
gation with a specific intermediate-complexity model.
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Figure 1. Climatological annual mean maps of (a) TOA, (b) atmospheric and (c) surface energy budgets for the CanESM2 model (W m−2).
The fluxes are positive when entering the domain and negative when exiting the domain.
4 Results from a CMIP5 model
A 20-year extract of a CMIP5 model (CanESM2) simu-
lation under pre-industrial conditions is analysed in order
to demonstrate the capabilities of the diagnostic tool. The
datasets are retrieved from the Earth System Grid Feder-
ation (ESGF) node at the Deutsches Klimarechenzentrum
(DKRZ). The run used here for the analysis is the one de-
noted by “r1i1p1”. From the 995-year (2015–3010) run, the
2441–2460 period was used. The choice of the sub-period is
motivated by the fact that it is the only part of the run for
which a 20-year subsequent dataset of the needed variables
is available in the repository.
Figure 1 shows the horizontal distribution of annual mean
Rt, Fa and Fs. The TOA energy budget (Rt) is relatively
smooth and zonally symmetric, with an area of net energy
gain over the tropics and the oceanic subtropics and energy
loss elsewhere. A maximum is found over the eastern Indian–
western Pacific warm pool, where the Indian monsoons de-
velop and the emission temperature is the lowest due to deep
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convection. Interestingly, this pattern is somewhat opposed
by the negative values of the TOA energy budget at simi-
lar latitudes over the Sahara, where the highest near-surface
temperatures are found. The warm and dry conditions char-
acterizing desert subtropical regions determine the highest
thermal emission, which largely exceeds the solar input and
leads to a net energy loss. The surface energy budget (Fs) is
almost vanishing over the continents, given the small ther-
mal inertia of the land surface. The largest absolute values
are found in proximity to the main subsurface ocean cur-
rents. They are mainly negative in the region of the western
boundary currents (Gulf Stream, Kuroshio current, Agulhas
current), where the ocean’s surface transfers heat to the at-
mosphere. They are negative over the Humboldt Current, ex-
tending deep into the Equatorial Counter Current, and to a
lesser extent in proximity to the Antarctic Circumpolar Cur-
rent, where the ocean’s surface takes up heat from the at-
mosphere. The atmospheric energy budget is by definition a
local balance between the TOA and surface energy budget
distribution, the most remarkable feature being the minimum
in coincidence with the equatorial Pacific.
The meridional sections of climatological annual mean to-
tal, atmospheric and oceanic northward meridional enthalpy
transports are shown in Fig. 2. The figure layout follows from
the classic approach on meridional transports implied from
budgets and their residuals (e.g. Trenberth et al., 2001; Lu-
carini and Ragone, 2011; Lembo et al., 2016). The transports
are vanishing at the poles by definition, since the Carissimo
et al. (1985) correction (in Eq. 5) is applied to account for
the effect of inconsistent model energy biases. The atmo-
spheric transport is slightly asymmetric, being stronger in
the Southern Hemisphere (SH) than in the Northern Hemi-
sphere (NH). This is closely related to the asymmetry in the
mean meridional circulation, being the latitude at which the
transport vanishes coincident with the annual mean position
of the Intertropical Convergence Zone (ITCZ), slightly north
of the Equator (Schneider et al., 2014; Adam et al., 2016).
The atmospheric transport peaks at about 40◦ in both hemi-
spheres, slightly more poleward in the NH. The peaks mark
the regions where baroclinic eddies become key in trans-
porting energy poleward, and the zonal mean divergence of
moist static energy switches sign (positive toward the Equa-
tor, negative toward the poles; see Loeb et al., 2015). The
oceanic transport is much less homogeneous than the atmo-
sphere. The two peaks are located near the subtropical and
mid-latitudinal gyres, the second being smaller than the first.
At mid-latitudes of the Southern Hemisphere a relative max-
imum is found in some models (see Fig. 8), even denoting
a counter-transport from the South Pole toward the Equator.
This is a critical issue, evidencing that the reproduction of
the Southern Ocean circumpolar current is a major source of
uncertainty in climate models (Trenberth and Fasullo, 2010).
Figure 3 shows the relationship between atmospheric and
oceanic peak magnitudes. CanESM2 exhibits a clear relation
between the two quantities in the SH. A stronger oceanic
Figure 2. Climatological annual mean total (blue), atmospheric (or-
ange) and oceanic (green) northward meridional enthalpy transports
for 20 years of a pre-industrial CanESM2 model run (W).
peak corresponds to a weaker atmospheric peak, whereas the
relation is less clear in the NH. The anticorrelation of oceanic
and atmospheric peaks suggests that the Bjerknes compensa-
tion mechanism (Bjerknes, 1969; Stone, 1978) is well repro-
duced by the model, confirming that the shape of the total
meridional enthalpy transports is constrained by geometric
and astronomical factors. This is far from being a trivial argu-
ment, since changes in the meridional planetary albedo can
affect the total enthalpy transports (Enderton and Marshall,
2009), as well as the ocean–atmosphere partitioning (Rose
and Ferreira, 2013). These tools facilitate an evaluation of
these patterns in different models and under different scenar-
ios and forcings.
Figure 4 shows the annual mean horizontal distribution of
water vapour in the atmosphere and its zonal mean merid-
ional northward transport. This highlights the sources and
sinks of humidity in the atmosphere, evidencing that most
of the exchanges are over the oceans. The water mass (and
similarly the latent heat) budget is relatively weak over most
of the continents with significant regional exceptions, no-
tably the Amazon, Bengal and Indonesia, as well as parts
of the western coast of the American continent. The water
mass budget over these land areas is mainly negative, denot-
ing an excess of precipitation compared to evaporation. The
zonal mean water mass transport (Fig. 4b) is mainly pole-
ward, except in the SH (30◦ S–Equator) and the NH tropics
(10–30◦ N), essentially diverging humidity in both directions
from the oceanic subtropics in both hemispheres. Water mass
(and similarly latent energy, not shown) is primarily advected
toward the regions of deep convection – the ITCZ (slightly
north of the Equator) – and secondarily toward both hemi-
sphere extratropics, where moisture is provided for the baro-
clinic eddies (see Cohen et al., 2000).
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Figure 3. Scatter plots of 20-year pre-industrial CanESM2 annual mean atmospheric vs. oceanic peak magnitudes (W) in the SH (a) and the
NH (b).
Figure 4. (a) Climatological annual mean water mass fluxes (kg m−2 s−1) and (b) annual mean northward meridional water mass transport
(kg s−1) for a 20-year pre-industrial CanESM2 model run.
The Lorenz energy cycle for 1 year of a CanESM2 model
run (Fig. 5) shows how the energetics of atmospheric dynam-
ics are calculated by the diagnostic tool. The reservoirs of
available potential energy (APE) and kinetic energy (KE) are
shown in the blue boxes, separately accounting for the zonal
mean, the stationary eddies (eddies in the time-averaged cir-
culation) and the transient eddies (departure from zonal and
time mean). The spectral approach also allows for a partition
between planetary wavenumbers, synoptic wavenumbers and
higher-order eddies (not shown here).
Most of the energy is stored in the form of APE in the
zonal mean flux and to a lesser extent in the zonal mean ki-
netic energy. The zonal mean APE is almost instantly con-
verted into eddy potential energy (mainly through meridional
advection of sensible heat) and then into eddy kinetic en-
ergy (through vertical motions in eddies) by means of mid-
latitudinal baroclinic instability, so the two conversion terms
are unsurprisingly qualitatively similar. We also notice that
the eddy APE and KE reservoirs have similar magnitudes.
As argued before (Li et al., 2007), this is a consequence of
the tight relation between temperature perturbations to the
zonal mean meridional profile and the eddy synoptic activ-
ity. CanESM2 (and other models as well, not shown) agrees
well with observational-based datasets that the stationary ed-
dies play a non-negligible role in the baroclinic–barotropic
energy conversion (see Ulbrich and Speth, 1991). As for the
KE, the transient eddy reservoirs are about half of the zonal
mean, with the stationary eddy playing a more marginal role.
The barotropic conversion acts mainly by converting eddy
KE into zonal mean KE (i.e. restoring the jet stream) but in
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Figure 5. Diagram of Lorenz energy cycle (LEC) annual mean pro-
duction, dissipation, storage and conversion terms for 1 year of the
pre-industrial CanESM2 model run. AZ denotes the APE reservoir
in the zonal mean flow, and ASE and ATE denote the APE associ-
ated with stationary and transient eddies, respectively. KZ denotes
the KE associated with the zonal mean flow, and KSE and KTE de-
note the KE associated with the stationary and transient eddies (see
Appendix A2). Reservoirs are displayed in units of 105 joules per
square metre and conversion terms as watts per square metre.
part also converting APE into KE (or vice versa) in the zonal
mean flow.
Compared to reanalysis datasets (e.g. Ulbrich and Speth,
1991; Li et al., 2007; Kim and Kim, 2013), our approach cal-
culates more energy stored in the zonal mean reservoirs. This
is consistent with previous findings (see Boer and Lambert,
2008; Marques et al., 2011) and is possibly due to the well-
known cold pole bias and the consequently excessive speed
of the jet stream. Besides the fact that pre-industrial con-
ditions feature different conditions than the present day, as
shown in Table 7, another possible explanation is that, unlike
previous results from reanalysis, we only consider the tropo-
spheric part of the Lorenz energy cycle. The conversions of
APE to and from stationary eddies also diverge from reanal-
yses (Kim and Kim, 2013), although the overall baroclinic
conversion is consistent with them. For model intercompari-
son in the next section, we will consider the sum of the sta-
tionary and transient eddies as a single eddy component. The
KE–APE conversion in the zonal mean flow is problematic,
with CanESM2 having an opposite sign to the measurements
made for reanalyses, although they also appear to have cer-
tain inconsistencies (Kim and Kim, 2013).
Results obtained from the indirect method for MEP with
the CanESM2 model are shown in Fig. 6, denoting clima-
tological annual mean maps of the vertical (panel a) and
horizontal component (panel b). Two different colour maps
have been used in order to emphasize that, although the ver-
tical component has smaller maximum values than the hori-
zontal component, it is positive almost everywhere (see Lu-
carini et al., 2011). As mentioned in Sect. 3.4.2, the local
value of the horizontal component is not meaningful per se,
and this component should only be addressed globally. Fig-
ure 6b is meant to describe an entropy flux divergence from
the tropics, particularly the Indian–Pacific warm pool, toward
the high latitudes, roughly reflecting the atmospheric merid-
ional enthalpy transport described in Fig. 2. This provides
a link between entropy production and the meridional en-
thalpy transports, with the null isentrope delimiting the areas
of enthalpy divergence from those of enthalpy convergence
(see Loeb et al., 2015). Vertical entropy production features
its highest values where evaporation is most intense (see
Fig. 4a). By contrast, the lowest values are found over the
continents and the regions of subsidence in the atmospheric
meridional circulation. The vertical component is indicative
of a local budget, in which atmospheric columns are weakly
coupled with each other and mixing occurs on the vertical
(Lucarini and Pascale, 2014).
5 Multi-model intercomparison and changes across
different scenarios
We now focus on comparing a seven-member multi-model
ensemble from CMIP5 under three different scenarios: “pi-
Control” (piC), denoting pre-industrial conditions, “histori-
cal” (hist), i.e. a realistic forcing evolution for the 1870–2005
period, and “RCP8.5”, representing the 2005–2100 evolution
of greenhouse gas (GHG) forcing under a business-as-usual
emission scenario (in other words, 8.5 W m−2 forcing by the
end of the 21st century). For the piC scenario, 20-year pe-
riods, not necessarily overlapping, have been considered for
each model; for the hist scenario the 1981–2000 period is
considered, and for RCP8.5 the 2081–2100 period is consid-
ered. The seven models and the 20-year periods chosen are
motivated by the availability of model outputs on the DKRZ
ESGF node. Furthermore, this time length reflects the typical
range for decadal climate predictions, as indicated in the In-
tergovernmental Panel on Climate Change (2013) report, so
it aligns with our aim to describe the mean state and inter-
annual variability of the climate system under different con-
ditions. A summary of the main global metrics described in
Sect. 3 is reported in Tables 2–4.
5.1 Energy and water mass budgets, meridional
enthalpy transports
As shown in the first two columns of Table 2, there is a large
imbalance in the TOA energy budget under unforced piC
conditions. Such an imbalance sums up with the atmospheric
energy budget imbalance (not shown, see Eq. 3), resulting in
the surface energy budget estimates (the multi-model mean
value for Rt being 0.21 W m−2; for Fs 0.73 W m−2). Some
clear outliers are found, having either negative (BNU) or
positive (MIR-C) values. This imbalance is the signature of
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Table 2. Annual mean values of a 20-year subset of control runs from 12 models participating in CMIP5 for TOA and surface energy budgets
(Bt and Bs, respectively), maximal and minimal peaks of atmospheric and oceanic meridional enthalpy transports (with peak locations in
latitude degrees specified in brackets) (Tmaxa , T
min
a , T
max
o , T
min
o ), water mass budget (E−P ), latent energy budget (RL), mechanical work
by the Lorenz energy cycle, and material entropy production computed with the direct and indirect methods (6matdir and 6
mat
ind , respectively).
Rt Fs T
max
a T
min
a T
max
o T
min
o E−P RL W 6matdir 6matind
(W m−2) (W m−2) (PW) (PW) (PW) (PW) (kg m−2s−1 (W m−2) (W m−2) (mW m−2 (mW m−2
×10−8) K−1) K−1)
BNU 2.37 0.79 4.9 (42) −5.1 (−39) 1.9 (19) −0.9 (−17) −207.1 −5.89 2.0 64.9 58.7
Can2 0.08 0.19 4.7 (41) −5.1 (−39) 1.5 (20) −1.1 (−13) 5.32 −0.55 2.2 42.7 56.6
IPSL-M 0.33 0.32 4.6 (40) −5.2 (−39) 1.5 (19) −1.4 (−14) 11.1 −0.48 1.6 38.7 57.9
MIR-C −3.16 1.50 4.8 (42) −5.7 (−37) 1.4 (19) −0.4 (−9) −1.24 −0.70 1.3 39.8 56.5
MIR5 1.06 1.13 4.2 (42) −4.6 (−40) 1.3 (18) −0.6 (−10) −2.94 −0.71 1.4 43.4 60.3
MPI-LR 0.36 0.58 5.0 (42) −5.5 (−38) 1.9 (19) −1.3 (−12) −4.58 −0.88 1.8 43.4 58.7
MPI-MR 0.45 0.60 5.1 (42) −5.6 (−39) 1.8 (19) −1.3 (−11) −4.03 −0.86 1.7 43.4 58.9
Figure 6. Climatological annual mean maps of (a) the vertical component of material entropy production (W m−2 K) and (b) the horizontal
component of material entropy production (W m−2 K) for a 20-year pre-industrial CanESM2 model run.
the well-known model drift in climate models (Gupta et al.,
2013). The fact that it is larger on surface budgets is ex-
plained by the fact that models are generally tuned in order to
achieve vanishing TOA budgets (see Mauritsen et al., 2012;
Hourdin et al., 2017), whereas surface energy budgets are
often untuned. Panels a–c of Fig. 7 emphasize how these bi-
ases are relevant with respect to the inter-annual variability
of the budgets (computed as the standard deviation of the an-
nual mean values). The atmospheric inter-annual variability
is roughly 1 order of magnitude smaller (about 0.1 W m−2)
than the variability in the TOA and surface budgets, empha-
sizing that the changes in the overall energy imbalance are
transferred to a large extent into the ocean (see also Fig. 7d).
The inter-model spread on net energy fluxes is similar at the
surface and at TOA, except for two models (BNU and MIR5)
exhibiting a very large imbalance in the atmosphere, which
is then reflected in TOA imbalance. There is limited correla-
tion between surface and atmospheric imbalances. The inter-
annual variability is roughly the same order of magnitude as
the imbalances, both in the atmosphere and at the surface–
TOA (about 0.20–0.25 W m−2).
As a consequence of a time-varying GHG forcing, the
TOA imbalance increases (see Tables 3 and 4). By the end
of the historical period, most models agree on a positive im-
balance (with respect to unforced biased conditions), rang-
ing between 0.2 and 0.7 W m−2, although still in the range
of the inter-annual variability (see Fig. 7a). The imbalance is
much stronger by the end of the RCP8.5 period, peaking at
2.8 W m−2 (net of the bias, i.e. the value of the imbalance in
the piC scenario) in MIR-C. The surface imbalance appears
to increase consistently with the TOA imbalance.
Figure 9 shows the difference in the zonal mean merid-
ional latent heat transport between the Equator and 10◦ N.
As mentioned in Sect. 4 (see Fig. 4b), this is a measure of the
moisture convergence toward the ITCZ. There is quite large
uncertainty on its value in the piC scenario, ranging between
1 and 3 PW. In all models the convergence is found to in-
crease by up to 1 PW between piC and RCP8.5. Even though
it is beyond the scope of this work, this may be a robust es-
timate of the intensity of the uplifting branch and to some
extent of the intensity of the Hadley circulation.
Table 5 denotes a discrepancy of several watts per square
metre in the atmospheric budgets over ocean and land, with a
positive imbalance over the former and negative over the lat-
ter. Such a well-known imbalance (see Wild et al., 2015, for a
review on the model perspective) is key to probing the model
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Figure 7. Multi-model ensemble scatter plots of annual mean averaged quantities vs. inter-annual variability in the piC scenario for (a) TOA
energy budget, (b) atmospheric energy budget and (c) surface energy budget. Panel (d) shows the atmospheric energy budget vs. the surface
energy budget, with whiskers denoting the inter-annual variability as in panels (b) and (c). Blue ellipses denote the σ standard deviation
of the multi-model mean (denoted by the red dot). Model IDs are (1) BNU, (2) Can2, (3) IPSL-M, (4) MIR5, (5) MIR-C, (6) MPI-LR and
(7) MPI-MR.
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Table 3. Same as in Table 2 for the period 1970–2000 of the historical runs.
Rt Fs T
max
a T
min
a T
max
o T
min
o E−P RL W 6matdir 6matind
(W m−2) (W m−2) (PW) (PW) (PW) (PW) (kg m−2s−1 (W m−2) (W m−2) (mW m−2 (mW m−2
×10−8) K−1) K−1)
BNU 2.94 1.41 4.9 (42) −5.1 (−39) 2.0 (19) −0.8 (−13) −199.9 −5.66 1.9 63.9 60.0
Can2 0.50 0.64 4.8 (42) −5.2 (−39) 1.6 (21) −1.0 (−12) 5.46 −0.53 2.2 43.2 57.7
IPSL-M 0.92 0.89 4.7 (40) −5.4 (−39) 1.5 (19) −1.4 (−13) 10.4 −0.47 1.6 39.6 59.1
MIR-C −2.71 1.90 4.9 (42) −5.7 (−37) 1.4 (17) −0.8 (−11) −1.12 −0.69 1.2 40.0 57.4
MIR5 1.30 1.32 4.3 (42) −4.6 (−40) 1.3 (18) −0.6 (−9) −1.38 −0.67 1.3 43.4 61.1
MPI-LR 0.95 1.18 5.1 (42) −5.6 (−38) 1.9 (19) −1.2 (−11) −4.91 −0.86 1.8 43.7 59.3
MPI-MR 0.99 1.11 5.1 (42) −5.7 (−39) 1.8 (19) −1.2 (−11) −3.91 −0.82 1.7 43.7 59.5
Table 4. Same as in Table 2 for the period 2071-2100 of the RCP8.5 runs.
Rt Fs T
max
a T
min
a T
max
o T
min
o E−P RL W 6matdir 6matind
(W m−2) (W m−2) (PW) (PW) (PW) (PW) (kg m−2s−1 (W m−2) (W m−2) (mW m−2 (mW m−2
×10−8) K−1) K−1)
BNU 4.79 3.19 5.5 (44) −5.1 (−40) 1.9 (17) −0.8 (−11) −146.1 −4.15 1.8 61.7 65.5
Can2 2.36 2.29 5.6 (42) −5.4 (−39) 1.4 (21) −0.9 (−11) 6.74 −0.34 2.1 45.6 62.6
IPSL-M 2.79 2.63 4.9 (41) −5.7 (−40) 1.3 (17) −1.3 (−12) 7.38 −0.38 1.7 43.4 65.3
MIR-C −0.29 4.11 4.9 (42) −6.1 (−37) 1.1 (15) −0.9 (−8) −1.13 −0.51 1.1 42.5 63.1
MIR5 3.28 3.11 4.4 (42) −5.0 (−40) 1.0 (18) −0.7 (−7) −0.94 −0.58 1.2 45.0 65.8
MPI-LR 2.68 2.96 5.3 (42) −6.0 (−37) 1.8 (19) −1.3 (−11) −5.87 −0.76 1.6 46.1 64.1
MPI-MR 2.61 2.72 5.4 (44) −6.1 (−40) 1.7 (17) −1.3 (−11) −3.78 −0.68 1.7 46.0 64.3
Table 5. Annual mean land–ocean asymmetries for atmospheric,
latent energy budget and the difference of the two, for 20 years of
multi-model ensemble simulations under piC conditions. Values are
in watts per square metre.
(Fa−RL)
Fa (W m−2) RL (W m−2) (W m−2)
Ocean Land Ocean Land Ocean Land
BNU 5.6 −10.7 5.8 −25 −0.2 14.3
Can2 6.3 −21.2 7.4 −18 −1.1 3.2
IPSL-M 4.0 −11 7.3 −15.1 −3.3 4.1
MIR-C 0.2 −16.8 7.8 −21.8 −7.6 5.0
MIR5 3.8 −11 11.8 −25.7 −8.0 14.7
MPI-LR 5.7 −20.5 6.1 −17.9 −0.4 2.6
MPI-MR 5.6 −20.2 6.2 −18.5 −0.6 1.7
ability to reproduce the hydrological cycle, which mediates
the convergence of latent energy (see Eq. 9) from oceans
(where water mass evaporates) toward the continents (where
a large part of it precipitates). Atmospheric and latent en-
ergy land–ocean asymmetries are compared in the first two
columns of Table 5. Models that are relatively well balanced
(Can2, IPSL-M, MPI-LR and MPI-MR) also feature rela-
tively similar asymmetries. These are translated into land–
ocean transports if ocean and land fluxes are multiplied by
their respective surface area. The two transports are theoreti-
cally required to be of equal magnitude but opposite sign (see
Table 6) and are estimated to be close to 2.8 PW (Wild et al.,
2015). Few models comply with this basic energy conser-
vation requirement (with Can2, IPSL-M, MPI-LR and MPI-
MR performing better than the others); others feature dif-
ferences up to 1.7 PW for BNU. For the better-performing
models, note that a residual asymmetry holds, which is not
attributable to the latent energy asymmetry (third column in
Table 5). Those transports are directed from land toward the
oceans and are interpreted as the land–ocean transports re-
lated to asymmetries in the sensible heat fluxes at the surface.
The ocean–land latent energy transport is found to increase
in RCP8.5 by 0.4–0.8 PW. This can be interpreted as an in-
crease in the strength of the hydrological cycle, in line with
previous findings (e.g. Levang and Schmitt, 2015). Looking
at individual components of the hydrological cycle, we find
an increase in both evaporation over oceans and precipitation
over land.
The mean meridional sections of total, atmospheric and
oceanic enthalpy transports for each model are shown in
Fig. 8 for the piC conditions alone (see Tables 2–4 for an
overview of peak magnitude and position values). The choice
of not showing hist and RCP8.5 is motivated by the insensi-
tivity of enthalpy transports to the different forcing (in agree-
ment with the theory by Bjerknes, 1969, and Stone, 1978,
confirmed by previous findings on CMIP model behaviours
in disparate forcings representative of present-day climate or
future emission scenarios; e.g. Lucarini et al., 2011; Lembo
et al., 2019a; Irving et al., 2019). Models agree on the asym-
metry in the atmospheric transport, being stronger in the
Southern Hemisphere than in the Northern Hemisphere (see
Sect. 3). A significant source of uncertainty is the location
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Figure 8. Climatological annual mean (a) total, (b) atmospheric and (c) oceanic northward meridional enthalpy transports for all models
(W).
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Figure 9. Latent heat transport between the Equator and 10◦ N for
the seven models in the three scenarios. The transport increases
from piC to RCP8.5. Values are in watts and are positive if north-
ward directed.
Table 6. Evolution of land–ocean asymmetries for latent energy and
for the residual of the atmospheric budget for 20 years of multi-
model ensemble simulations under the two extremal scenarios (piC
and RCP8.5). Values are in petawatts (PW) and are positive if they
are directed toward land. Values in brackets are from spatial inte-
gration over land; those not in brackets are from integration over
oceans.
RL (PW) (Fa−RL) (PW)
piC RCP8.5 piC RCP8.5
BNU 2.09 (3.72) 2.91 (3.59) −0.07 ( 2.13) −1.34 (2.29)
Can2 2.67 (2.81) 3.32 (3.34) −0.39 (−0.47) −1.17 (0.37)
IPSL-M 2.63 (2.24) 3.07 (2.54) −1.19 ( 0.64) −1.75 (0.91)
MIR-C 2.82 (3.26) 3.21 (3.58) −2.76 ( 0.76) −3.19 (1.51)
MIR5 4.27 (3.83) 4.48 (3.94) −2.90 ( 2.19) −3.58 (2.78)
MPI-LR 2.18 (2.67) 2.63 (3.07) −0.11 (−0.39) −0.23 (0.16)
MPI-MR 2.32 (2.76) 2.81 (3.22) −0.22 (−0.25) −0.80 (0.26)
of the zero crossing, which in some cases is very close to
the Equator or even displaced in the SH. This is an impor-
tant metric for the strength and shape of the mean merid-
ional circulation. Compared to the atmosphere, the uncer-
tainty on oceanic enthalpy transports is much larger, espe-
cially in the Southern Hemisphere, with some models featur-
ing a counter-transport toward the Equator. As already men-
tioned (see Sect. 4), a typical source of uncertainty here is the
relative maximum in the Southern Hemisphere extratropics.
5.2 The intensity of the LEC and its components
Column 11 in Tables 2–4 evidences that the intensity of
the Lorenz energy cycle is relatively constant through the
scenarios. Its value ranges between 2.2 W m−2 (Can2) and
1.1 W m−2 (MIR5 in the RCP8.5 scenario). As mentioned in
Sect. 2, a major source of uncertainty is the way fields are
vertically discretized in pressure levels across the different
models. Some models (BNU, Can2, MPI-LR, MPI-MR) in-
ternally interpolate the fields to provide a value in each grid
point at each level. Others have no values where the surface
pressure is lower than the respective pressure level. This nor-
mally occurs over Antarctica and mountainous regions (most
notably Himalaya and the Rocky Mountains), where the sur-
face pressure reaches values even lower than 700 hPa. Since
the LEC is computed on spectral fields, the original grid point
fields have to be continuous, and any gap must be filled with
a vertical interpolation. In order to do so, daily mean near-
surface fields of zonal and meridional velocities as well as
near-surface temperatures are used. Near-surface velocities
replace the gaps, whereas near-surface temperatures are in-
terpolated assuming a vertical profile of temperature recon-
structed from barometric equations (see Sect. 3.4.1). Despite
the retrieved velocity and temperature profiles being quali-
tatively comparable with those from the internally interpo-
lated models, the stationary eddy conversion terms are un-
reasonably weaker. This is not entirely surprising, since the
interpolation mostly affects mountain regions over the mid-
latitudinal continents, i.e. the regions where orographically
driven stationary planetary waves are generated.
The intensity of the LEC is not very sensitive to the type
of forcing. The result is partially in contrast with a previ-
ous version of MPI-LR (Hernández-Deckers and von Storch,
2010) and reanalyses (Pan et al., 2017), though the changes
and trends in the APE–KE conversion (i.e. the intensity of the
LEC) for both studies are not very strong. Table 7 provides
values of the reservoirs and conversion terms for the seven
models in the three scenarios, evidencing relevant changes
in some of the reservoirs across the different scenarios. Note
that the zonal mean APE is largely decreased from piC to
RCP8.5. This is compensated for by an increase of simi-
lar magnitude in the zonal mean KE (and, to a lesser ex-
tent, in the eddy KE). In other words, in the wake of an in-
creasing GHG forcing, the share of kinetic energy to avail-
able potential energy is changed in favour of the first. The
total (APE+KE) energy contained in all storage terms re-
mains approximately constant, in agreement with Pan et al.
(2017). These results are consistent with what was found
by Hernández-Deckers and von Storch (2010) with a pre-
vious version of MPI-ESM-LR and Veiga and Ambrizzi
(2013) with a state-of-the-art version of MPI-ESM-MR. The
zonal mean APE reduction is consistent with a reduction of
the meridional temperature gradient, which is predominantly
a consequence of high-latitude warming amplification (see
also Li et al., 2007). The increase in zonal mean kinetic en-
ergy reflects a strengthening of the tropospheric mid-latitude
jet stream (consistent with what was previously found about
the SH tropospheric jet; e.g. Wilcox et al., 2012). The impact
of climate change on the mid-latitudinal eddy activity is less
clear. The (slight) increase in eddy kinetic energy may re-
flect an increased mid-latitudinal baroclinic eddy activity in
the Pacific and Atlantic storm tracks (despite large model un-
certainty on this aspect; see Intergovernmental Panel on Cli-
mate Change, 2013). This, together with the rise of the tropi-
www.geosci-model-dev.net/12/3805/2019/ Geosci. Model Dev., 12, 3805–3834, 2019
3824 V. Lembo et al.: TheDiaTo (v1.0) diagnostic tool
Table 7. Annual mean values of APE and KE reservoirs and con-
version terms in the LEC (reservoir values: 105 J m−2, conversion
terms: W m−2). For the notation, refer to Appendix A1.
PZ EPE KZ EKE CZ CE CA CK
piC
BNU 54.9 5.8 9.2 5.6 −0.20 1.7 1.5 0.50
Can2 52.2 5.7 8.8 5.2 −0.20 1.9 1.7 0.40
IPSL-M 52.0 5.7 8.8 5.2 −0.20 1.6 1.4 0.40
MIR-C 53.1 5.7 7.6 5.3 −0.03 1.3 1.2 0.20
MIR5 48.0 5.9 5.9 5.0 −0.05 1.3 1.2 0.20
MPI-LR 46.8 5.6 7.2 5.8 −0.10 1.6 1.5 0.40
MPI-MR 48.8 5.6 7.1 6.1 −0.10 1.6 1.6 0.40
hist
BNU 52,8 5.7 10.4 5.8 −0.20 1.7 1.5 0.5
Can2 50.7 5.6 10.0 5.4 −0.20 1.9 1.6 0.5
IPSL-M 50.5 5.9 10.5 5.4 −0.20 1.9 1.6 0.50
MIR-C 51.4 5.8 8.1 5.3 −0.02 1.2 1.6 0.40
MIR5 47.2 5.8 6.4 5.1 −0.05 1.3 1.2 0.30
MPI-LR 45.6 5.5 7.6 6.0 −0.15 1.6 1.5 0.50
MPI-MR 46.9 5.6 7.6 6.3 −0.14 1.6 1.5 0.50
RCP8.5
BNU 46.9 5.3 12.5 6.1 −0.20 1.6 1.3 0.50
Can2 49.1 5.4 13.1 5.9 −0.20 1.9 1.5 0.4
IPSL-M 47.4 5.6 14.8 6.3 0.05 1.8 1.4 0.50
MIR-C 50.0 5.4 11.5 5.6 0.01 1.1 1.3 0.40
MIR5 47.2 5.5 9.1 5.4 −0.03 1.2 1.0 0.3
MPI-LR 44.0 5.3 10.4 6.7 −0.10 1.6 1.4 0.60
MPI-MR 44.8 5.4 9.8 6.8 −0.10 1.6 1.4 0.60
cal tropopause (mainly as a consequence of surface warming;
see Lin et al., 2017), may contrast with the expected decrease
in baroclinic eddy activity associated with a smaller merid-
ional temperature gradient due to polar amplification. This
approach allows us to straightforwardly associate the differ-
ent response of the models to the increasing GHG with key
aspects of the general circulation of the atmosphere.
5.3 Material entropy production in the two methods
The components of the material entropy production in the
indirect and direct methods are closely related to each other
and provide further insight into the interpretation of water
mass, energy budgets and LEC results.
Table 8 summarizes the main components of the material
entropy production in the two methods. Most of the MEP
obtained with the direct method is related to the hydrolog-
ical cycle. The vertical component overcomes the horizon-
tal component in the indirect method by an order of mag-
nitude. We have already commented on this in Sects. 3.4.2
and 4. The previous arguments about the changes in inten-
sity of the hydrological cycle and the atmospheric circulation
are reflected here as well. The entropy production increases
with increasing GHG forcing in all models (except BNU,
being strongly water mass and energy unbalanced). The in-
crease in the MEP related to the hydrological cycle ranges
Table 8. Annual mean components of the material entropy produc-
tion obtained with the direct and indirect methods. For each model,
the first row denotes the estimates from piC, the second row from
hist and the third row from RCP8.5 (values: mW m−2 K−1).
Shyd Ssens Skin Sver Shor
BNU
54.8 2.67 6.97 51.2 7.5
54.6 2.59 6.79 53.3 7.4
52.9 2.40 6.38 58.7 6.8
Can2
32.1 2.97 7.70 50.0 7.5
32.8 2.85 7.58 51.5 6.6
35.9 2.64 7.18 56.7 5.96
IPSL-M
30.1 2.92 5.6 49.7 8.2
31.0 2.84 5.71 51.0 8.3
34.8 2.64 6.01 57.1 8.2
MIR-C
32.7 2.53 4.53 50.1 6.53
33.0 2.47 4.44 50.9 6.52
36.2 2.30 3.96 57.0 6.11
MIR5
36.7 1.84 4.87 54.1 6.19
36.9 1.80 4.75 55.0 6.18
39.1 1.71 4.24 59.8 6.0
MPI-LR
34.7 2.51 6.23 51.6 7.05
35.2 2.41 6.12 52.6 7.00
38.2 2.23 5.66 57.3 6.82
MPI-MR
34.6 2.52 6.26 51.6 7.32
35.1 2.41 6.14 52.4 7.27
37.9 2.23 5.84 57.2 7.15
between 2.4 mW m−2 K−1 (MIR5) and 4.7 mW m−2 K−1
(IPSL-M) from piC to RCP8.5, amounting to about a 10 %
increase. The vertical component increase ranges between
5.6 mW m−2 K−1 (MPI-MR) and 7.3 mW m−2 K−1 (IPSL-
M). Models showing larger increases in the hydrological-
cycle-related MEP also feature a stronger increase in the
vertical component. In other words, the vertical component,
which is a signature of MEP related to vertical uplift, espe-
cially deep tropical convective activity, is closely relate to the
strength of the hydrological cycle.
Table 9 provides more insight into the components of
the MEP related to the hydrological cycle (see Eq. 15). On
the one hand is the reduction in MEP due to a decrease
in snowfall precipitation (Ss). This reduction ranges be-
tween 3 mW m−2 K−1 (MIR5) and 8.5 mW m−2 K−1 (BNU)
from piC to RCP8.5, to which a reduction of less than
1 mW m−2 K−1 must be added to reflect a reduction in
snowmelt (Sm). On the other hand, a large increase in MEP
due to rainfall precipitation (Sr) is found, ranging between
10.7 mW m−2 K−1 (MIR5) and 32.1 mW m−2 K−1 (IPSL-
M) from piC to RCP8.5, generally overcoming the MEP re-
duction related to evaporation at the surface (Se). This in-
crease can be interpreted in different ways: either as an in-
crease in water mass which is precipitated or in terms of a
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Table 9. The 20-year annual mean material entropy production as-
sociated with the hydrological cycle. Each component denotes a dif-
ferent process: (from left to right) evaporation, rainfall precipitation,
snowfall precipitation, snow melting at the ground and the potential
energy of the droplet. For each model, the first row denotes the es-
timates from piC, the second row from hist and the third row from
RCP8.5 (values: mW m−2 K−1).
Se Sr Ss Sm Sp
BNU
−278.7 307.5 24.1 −2.58 4.53
−280.7 310.1 23.2 −2.47 4.65
−296.9 329.3 17.2 −1.83 5.16
Can2
−269.2 276.7 25.9 −2.49 4.21
−269.5 277.6 22.6 −2.42 4.29
−282.5 298.0 17.4 −1.86 4.79
IPSL-M
−271.5 274.5 25.9 −2.78 4.02
−274.8 279.5 24.8 −2.66 4.13
−293.3 306.2 19.4 −2.08 4.65
MIR-C
−278.6 283.1 22.8 2.46 4.17
−271.5 280.3 22.4 2.41 4.21
−286.7 303.5 16.5 −1.77 4.70
MIR5
−315.6 328.0 21.8 −2.35 4.86
−313.7 326.6 21.4 −2.31 4.91
−321.7 338.7 18.8 −2.03 4.65
MPI-LR
−288.1 295.2 26.0 −2.80 4,46
−287.6 296.1 24.9 −2.68 4.53
−298.2 313.0 20.7 −2.22 4.97
MPI-MR
−291.9 299.1 25.7 −2.76 4.43
−292.2 300.8 24.6 −2.65 4.52
−303.2 318.3 20.1 −2.17 4.94
lower working temperature for rain droplet formation (TC).
As a consequence of the water mass balance, the latent
heat associated with evaporation and precipitation must equal
each other (less the changes in latent heat related to snowfall
precipitation and the marginal contribution by snow melting
at the ground). We thus attribute such an increase in Sr to
changes in TC. This might also be indicative of a larger rate of
convective precipitation on stratiform precipitation and could
be investigated further.
Concerning the other terms of the MEP budget, the one
related to the sensible heat fluxes at the surface is slightly
reduced, whereas the kinetic energy dissipation term is in-
creased. Given that the LEC intensity, from which the kinetic
energy dissipation has been derived, is to a large extent sta-
tionary across the scenario, such change is not related to the
intensification of the atmospheric circulation (see Sect. 5.2);
it is rather attributable to the near-surface warming. Finally,
the decrease in the horizontal component is in line with the
decrease in the APE terms of the LEC (especially the zonal
mean term), denoting a weaker heat convergence toward the
high latitudes (mainly as a consequence of the polar amplifi-
cation).
In total, the entropy production is found to increase with
increasing GHG forcing (see Tables 2–4), both via the indi-
rect and the direct method. This is consistent with previous
findings (Lucarini et al., 2014, 2011) and points to the role
of latent heat release in convective processes in establish-
ing the response of the climate system. The reduction of the
meridional enthalpy transports is also consistent with previ-
ous comparisons between dry and moist entropy fluxes (Lal-
iberté and Pauluis, 2010), suggesting that the hydrological
cycle affects the efficiency of the atmospheric thermal engine
(Laliberté et al., 2015).
5.4 Baroclinic efficiency and irreversibility
As a wrap-up of the various aspects touched on in this sec-
tion, we introduce two metrics. The first is the “baroclinic
efficiency” (Lucarini et al., 2011):
η = T
>
E − T <E
T >E
, (25)
where T >E and T
<
E are the emission temperatures averaged in
the domains defined by TOA net energy gain and net energy
loss (see Fig. 1), respectively. The second is the “degree of
irreversibility” (Lucarini et al., 2011):
α = S˙
mat
dir − S˙matk
S˙matk
, (26)
i.e. the ratio of MEP from irreversible processes other than
the kinetic energy dissipation to the MEP related to the ki-
netic energy dissipation alone. The first parameter accounts
for the strength of the mean meridional circulation driven by
the differential thermal gradient. This is a measure of the dry
entropy fluxes related to the heat-to-work conversion associ-
ated with the existence of the LEC and constitutes an upper
limit to the efficiency of the atmospheric thermal engine. The
second parameter accounts for the relevance of viscous dissi-
pation compared to other non-viscous irreversible processes.
This parameter is closely related to the Bejan number, which
is widely used in thermodynamics for the study of heat trans-
fers in a fluid (Awad, 2016).
Table 10 shows the results from the three scenarios for the
seven models that have been considered. The baroclinic effi-
ciency ranges between 0.051 (MIR-C) and 0.066 (IPSL-M)
in piC. It undergoes a clear reduction in the wake of increas-
ing forcing as a consequence of the already discussed reduc-
tion in the heat convergence at high latitudes. Remarkably,
the last 20 years of hist do not seem to be significantly differ-
ent from piC, contrary to RCP8.5. The irreversibility, in turn,
is generally increased, especially between hist and RCP8.5.
As noted before, the hydrological cycle plays an increas-
ingly significant role in converting energy into the system in a
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Table 10. The 20-year annual mean irreversibility and baroclinic
efficiency for each model and each scenario. Baroclinic efficiency
is rescaled as 10−2.
piC hist RCP8.5
BNU
α 8.6 8.8 9.0
η 6.1 6.1 5.6
Can2
α 4.8 4.9 5.6
η 5.6 5.7 5.1
IPSL-M
α 6.4 6.4 6.6
η 6.6 6.7 6.4
MIR-C
α 8.4 8.5 10.1
η 5.1 5.1 4.8
MIR5
α 8.4 8.6 10.1
η 5.7 5.8 5.6
MPI-LR
α 6.4 6.3 7.5
η 6.0 6.1 5.8
MPI-MR
α 6.4 6.2 7.2
η 6.3 6.4 6.2
warmer climate (see also Laliberté and Pauluis, 2010; Lalib-
erté et al., 2015). This reflects a less efficient meridional en-
thalpy transport from low to high latitudes and consequently
a larger irreversibility of the system, as already argued in Lu-
carini et al. (2010a, b).
5.5 Links among the metrics
Figure 10 brings up some of the metrics discussed for the
piC scenario, showing how they relate with each other. The
TOA and atmospheric budgets (Fig. 10a) are strongly related,
with positive–negative outliers determined by positive–
negative biases in atmospheric budgets. The other mod-
els cluster around vanishing atmospheric energy imbalances
and slightly positive TOA imbalances, likely reflecting the
oceanic model drift.
Figure 10b shows that the uncertainty on the value of
baroclinic efficiency is much smaller (10 %) than the one
related to the LEC (about 50%, even though the treatment
of fields in pressure levels is a critical issue here, as dis-
cussed in Sect. 5.2). The two quantities are related through
the meridional enthalpy transports (see Boschi et al., 2013;
Lembo et al., 2019b), which in mid-latitudes are mainly ef-
fected by baroclinic eddies. As mentioned, the strength of
the baroclinic conversions in the LEC is itself a measure of
the strength of the LEC. One might argue that the baroclinic
efficiency peaks for certain values of the LEC intensity, but
a larger ensemble would be necessary to prove or disprove
such a hypothesis.
Figure 10c shows the relation between horizontal and
vertical components of the MEP computed with the indi-
rect methods (see Lucarini et al., 2014). It can be noticed
that larger–smaller values of the vertical components cor-
respond to smaller–larger values of the horizontal compo-
nent. Indeed, the overall MEP ranges between about 57 and
60 mW m−2 K−1, while the vertical component alone has a
4 mW m−2 K−1 uncertainty range, suggesting that a compen-
sation mechanism occurs somewhat between the vertical and
horizontal component, i.e. between the local MEP on the ver-
tical (especially where convection occurs) and the conver-
gence of heat towards the high latitudes.
Finally, Fig. 10d shows the relation between MEP com-
puted via the direct and indirect methods. Besides one outlier
(BNU) all models have values for the direct method of about
40 mW m−2 K−1, whereas through the indirect method they
cluster at about 57.5 mW m−2 K−1. Comparison with explicit
computations by Pascale et al. (2011) suggests that the dis-
crepancy is mainly attributable to an insufficient representa-
tion of the MEP related to the hydrological cycle (which is
expected, since some intermediate phase change processes
are not taken into account) and to the kinetic energy dissipa-
tion (because unphysical processes cannot be accounted for
here, given the different numerical schemes of the models,
leading to up to a 50 % reduction of this term).
Across metrics, this analysis emphasizes that the distri-
bution of different models is quite far from Gaussian. The
multi-model ensemble mean and variances used here are cer-
tainly useful criteria for assessing the model uncertainty, but
care should be taken on the choice of the members and the
behaviour of each of them.
6 Summary and conclusions
We have presented TheDiaTo v1.0, a diagnostic tool for the
study of different aspects of the thermodynamics of the cli-
mate system, with a focus on the atmosphere. The goal of
this diagnostic tool is to support the development, evalua-
tion and intercomparison of climate models, as well as to
help the investigation of the properties of the climate in past,
current and projected future conditions. The diagnostic tool
is comprised of independent modules accounting for (1) the
energy budgets and transports in the atmosphere, the oceans
and in the system as a whole, (2) the water mass and latent
energy budgets and transports, (3) the Lorenz energy cycle,
and (4) material entropy production via the direct and in-
direct methods. Global metrics are provided for immediate
comparison between different datasets.
We provide some examples of practical use of the diagnos-
tic tool. We have presented results obtained from a 20-year
subset of CMIP5 model runs under unforced pre-industrial
conditions and results from a 20-year multi-model ensem-
ble in three different scenarios: unforced pre-industrial con-
ditions (piC), the end of the historical period (hist) and the
last 2 decades of the 21st century with a business-as-usual
scenario (RCP8.5). A summary of the metrics and of the
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Figure 10. Multi-model ensemble scatter plots from the piC scenario for (a) atmospheric energy budget vs. TOA energy budget (W m−2),
(b) baroclinic efficiency vs. LEC intensity (W m−2), (c) vertical component of the material entropy production vs. vertical component
(together with isolines of total material entropy production with the indirect method) (W m−2 K), and (d) direct vs. indirect method for
material entropy production (W m−2K). Blue ellipses denote the σ standard deviation of the multi-model mean (denoted by the red dot).
Model IDs are (1) BNU, (2) Can2, (3) IPSL-M, (4) MIR5, (5) MIR-C, (6) MPI-LR and (7) MPI-MR.
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comparisons between the results obtained across models and
scenarios is given in Tables 2–4 and in Fig. 10.
The energy and water mass budgets are computed locally
and from these the transports are inferred, providing infor-
mation about the global-scale circulation. Similarly, the ma-
terial entropy production has been decomposed in a compo-
nent which essentially accounts for a local budget on the ver-
tical and another one which accounts for the global merid-
ional enthalpy transport. In other words, the metrics link the
local features of the climate to the global energy and mass
exchange, allowing for the evaluation of the global impact of
localized changes.
We have shown how the tool can provide a comprehensive
view of the dynamics of the climate system and its response
to perturbations. It facilitates the evaluation of the spatial dis-
tributions of model biases and their impacts and the interpre-
tation of the changing properties of the system with time in
the reduced space defined by the considered metrics.
Apart from the specific – yet important – problem of look-
ing into climate change scenarios, it is also straightforward
to use the diagnostic tool to study paleoclimates, investigate
tipping points and study the climate under varied astronomi-
cal factors or chemical compositions of the atmosphere. One
can envision adapting the model for the analysis of the prop-
erties of Earth-like exoplanets.
The requirement of flexibility, which allows the tool to be
easily applied to a large class of models, inevitably leads
to some simplifying hypotheses. The most relevant are the
following: (a) the quasi-steady-state assumption; (b) the hy-
drostatic assumptions as background to the LEC framework;
and (c) the identification of the emission temperature as the
characteristic temperature in the atmosphere, leading to the
2-D formulation of the material entropy production with the
indirect method. Other assumptions involve the analysis of
the hydrological cycle, in which the latent heat of evapo-
ration and solidification has been assumed to be constant,
even though its value depends on temperature and pressure.
Further, it is worth noticing (Loeb et al., 2015) that the la-
tent energy associated with snowfall melting over sea-ice-
covered regions is not accounted for in CMIP5 models. This
accounts for about 0.1–0.5 W m−2. Nevertheless, unlike the
water mass budget the latent energy budget is not expected to
be closed, since the surface melting is not taken into account
(although it is considered for the entropy budget).
Thus far, we have pointed out that the thermodynamic
point of view can be linked to fundamental aspects of the
atmospheric dynamics. We have related the idea of a baro-
clinic heat engine (Barry et al., 2002) to the mechanical work
carried in a Lorenz energy cycle (Lorenz, 1955), along the
lines of what was proposed by Lucarini et al. (2010a, 2014).
A deeper insight into the energetics of the atmospheric dy-
namics would require an evaluation of the meridional mass
streamfunctions. To this end, an additional diagnostic tool for
the streamfunctions is under development, which uses moist
and dry isentropes, rather than isobaric coordinates, follow-
ing from Laliberté et al. (2015) and Kjellsson (2015), to link
the Lagrangian and the Eulerian point of view. This approach
is contingent on the availability of model outputs. We have
shown here how deeply the hydrological cycle is affected by
changes in the mean state of the system, so an isentropic ap-
proach would allow us to resolve the heat exchanges due to
moist processes.
Another open issue is assessing the relevance of coarse
graining for the results, not only on the material entropy
production (as discussed by Lucarini and Pascale, 2014),
but also in terms of LEC and efficiency (when it comes to
the type of vertical discretization of the model). On the one
hand, the method is being tested with 3-D fields for the ra-
diative fluxes. On the other hand, the impact of changing
the temporal, vertical and horizontal resolution is being as-
sessed through a number of dedicated sensitivity studies in
an intermediate-complexity atmospheric model.
Code and data availability. The diagnostics are part of the ESM-
ValTool community diagnostics (v2.0). The latest release of the
tool is available for download at https://esmvaltool.readthedocs.
io/en/latest/ (last access: 27 August 2019, Eyring et al., 2019).
CMIP5 data have been gathered from the ESGF node at DKRZ,
publicly available upon registration at https://esgf-data.dkrz.de/
projects/esgf-dkrz/ (last access: 15 November 2018, Taylor et al.,
2012). The stand-alone version of TheDiaTo, v1.0, is avail-
able on the GitHub repository: https://github.com/ValerioLembo/
TheDiaTo_v1.0.git (last access: 26 August 2019).
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Appendix A: Sources, sinks and conversion terms of the
Lorenz energy cycle
A1 Symbols and definitions
cp specific heat at constant pressure
g gravity
p pressure
r Earth’s radius
t time
T temperature
TV virtual temperature
u zonal velocity
v meridional velocity
ω vertical velocity
γ −R
p
(
∂
∂p
[T ] − ∂
∂p
[T ]
p
)−1
x time mean of x
x′ deviation from time mean
x global horizontal mean
[x] zonal mean
x∗ deviation from zonal mean
A2 Storage terms
– PZ: γ2g
([T ] − {T })2
– EPE: γ2g
(
[T ∗2] + [T ′2]
)
– KZ: 12g
([u]2+ [v]2)
– EKE: 12g
[
u∗2+ v∗2+ u′2+ v′2
]
The contribution of eddies to APE (EPE) and KE (EKE)
consists of two terms; the first one is the term accounting for
stationary eddies (ASE and KSE in the diagrams in Fig. 5,
respectively). The second term accounts for the transient ed-
dies (ATE and KTE in the diagrams in Fig. 5, respectively).
A discussion on the derivation of these terms is found in Ul-
brich and Speth (1991).
A3 Conversion terms
CA =
− γ
g
{
∂[T ]
r∂φ
[
v′T ′+ v∗T ∗
]
+
[
ω′T ′+ω∗T ∗
]
(
∂
∂p
([T ] − {T })− R
pcp
([T ] − {T })
)}
+ γ
g
{
+u′T ′∗ 1
r cosφ
∂T
∗
∂λ
+ v′T ′∗ ∂T
∗
r∂φ
}
CZ =− R
gp
([ω] − {ω})([Tv] − {Tv})
CE =− R
gp
[
ω∗Tv
∗+ω′T ′v
]
CK =− 1
g
{(
∂[u]
r∂φ
+ [u] tanφ
r
)
[u∗v∗+ u′v′] + ∂[v]
r∂φ
[v∗v∗+ v′v′] − tanφ
r
[v][u∗u∗+ u′u′] + ∂[u]
∂p
[ω∗u∗+ω′u′]
+∂[v]
∂p
[ω∗v∗+ω′v′]
}
+ 1
g
{
u′u′∗ 1
r cosφ
∂u∗
∂λ
+ u′v′∗(
∂u∗
r∂φ
+ u∗ tanφ
r
+ 1
r cosφ
∂v∗
∂λ
)
+ v′v′∗ ∂v
∗
∂φ
− [u′u′]∗v∗ tanφ
r
}
The curly brackets in CA and CK emphasize that the di-
agnostic module is able to distinguish between two compo-
nents, one dealing with the conversion to and from zonal
mean flow to and from eddy flow (first bracket) and the other
dealing with the conversion among eddies (second bracket).
The source and sink terms, i.e. the generation and dissipa-
tion of APE and KE, are computed as residuals of the con-
version terms at each reservoir.
www.geosci-model-dev.net/12/3805/2019/ Geosci. Model Dev., 12, 3805–3834, 2019
3830 V. Lembo et al.: TheDiaTo (v1.0) diagnostic tool
Author contributions. Valerio Lembo implemented the new direct
method for the material entropy production, wrote the code and
wrote the text of this paper. Frank Lunkeit implemented the first
version of the LEC computation and supervised the whole code.
Valerio Lucarini designed the diagnostic tool with its module par-
titioning and substantially contributed to the paper, in particular in
the Introduction and Conclusions.
Competing interests. The authors declare that they have no conflict
of interest.
Acknowledgements. We acknowledge the World Climate Research
Programme’s Working Group on Coupled Modelling, which is
responsible for CMIP. For CMIP the U.S. Department of En-
ergy’s Program for Climate Model Diagnosis and Intercompar-
ison provides coordinating support and led the development of
software infrastructure in partnership with the Global Organiza-
tion for Earth System Science Portals. We are also grateful to
Goodwin Gibbins for a careful proofreading. Valerio Lembo was
supported by the Collaborative Research Centre TRR181 “En-
ergy Transfers in Atmosphere and Ocean” funded by the Deutsche
Forschungsgemeinschaft (DFG, German Research Foundation),
project no. 274762653. Valerio Lucarini was partially supported
by the SFB/Transregio TRR181 project, the EU Horizon 2020
Blue-Action Project (grant no. 727852) and the EU Horizon 2020
CRESCENDO Project (grant no. 641816).
Financial support. This research has been supported by the DFG
(grant no. 274762653).
Review statement. This paper was edited by Carlos Sierra and re-
viewed by two anonymous referees.
References
Adam, O., Schneider, T., Brient, F., and Bischoff, T.: Rela-
tion of the double-ITCZ bias to the atmospheric energy bud-
get in climate models, Geophys. Res. Lett., 43, 7670–7677,
https://doi.org/10.1002/2016GL069465, 2016.
Allan, R. P., Liu, C., Loeb, N. G., Palmer, M. D., Roberts, M.,
Smith, D. M., and Vidale, P. L.: Changes in global net radia-
tive imbalance 1985-2012, Geophys. Res. Lett., 41, 5588–5598,
https://doi.org/10.1002/2014GL060962, 2014.
Ambaum, M. H. P.: Thermal Physics of the Atmosphere, Wiley-
Blackwell, https://doi.org/10.1002/9780470710364, 2010.
Awad, M. M.: The science and the history of the two
Bejan numbers, Int. J. Heat Mass Tran., 94, 101–103,
https://doi.org/10.1016/j.ijheatmasstransfer.2015.11.073, 2016.
Bannon, P. R.: Entropy Production and Climate Efficiency, J.
Atmos. Sci., 72, 3268–3280, https://doi.org/10.1175/JAS-D-14-
0361.1, 2015.
Bannon, P. R. and Lee, S.: Toward Quantifying the Climate Heat
Engine: Solar Absorption and Terrestrial Emission Temperatures
and Material Entropy Production, J. Atmos. Sci., 74, 1721–1734,
https://doi.org/10.1175/JAS-D-16-0240.1, 2017.
Barry, L., Craig, G. C., and Thuburn, J.: Poleward heat trans-
port by the atmospheric heat engine, Nature, 415, 774–777,
https://doi.org/10.1038/415774a, 2002.
Bjerknes, J.: Atmospheric Teleconnections from
the Equatorial Pacific, Mon. Weather Rev.,
97, 163–172, https://doi.org/10.1175/1520-
0493(1969)097<0163:ATFTEP>2.3.CO;2, 1969.
Boer, G. J. and Lambert, S.: The energy cycle in atmospheric mod-
els, Clim. Dynam., 30, 371–390, https://doi.org/10.1007/s00382-
007-0303-4, 2008.
Boschi, R., Lucarini, V., and Pascale, S.: Bistability
of the climate around the habitable zone: A ther-
modynamic investigation, Icarus, 226, 1724–1742,
https://doi.org/10.1016/j.icarus.2013.03.017, 2013.
Buck, A. L.: New Equations for Computing Vapor
Pressure and Enhancement Factor, J. Appl. Mete-
orol., 20, 1527–1532, https://doi.org/10.1175/1520-
0450(1981)020<1527:NEFCVP>2.0.CO;2, 1981.
Caballero, R. and Langen, P. L.: The dynamic range of
poleward energy transport in an atmospheric general
circulation model, Geophys. Res. Lett., 32, L02705,
https://doi.org/10.1029/2004GL021581, 2005.
Carissimo, B. C., Oort, A. H., and Vonder Haar, T. H.: Estimating
the Meridional Energy Transports in the Atmosphere and Ocean,
J. Phys. Oceanogr., 15, 82–91, https://doi.org/10.1175/1520-
0485(1985)015<0082:ETMETI>2.0.CO;2, 1985.
CDO: Climate Data Operators, available at: http://www.mpimet.
mpg.de/cdo (last access: 26 August 2019), 2015.
Cohen, J. L., Salstein, D. A., and Rosen, R. D.: Interannual
Variability in the Meridional Transport of Water Vapor, J.
Hydrometeorology, 1, 547–553, https://doi.org/10.1175/1525-
7541(2000)001<0547:IVITMT>2.0.CO;2, 2000.
Demory, M.-E., Vidale, P. L., Roberts, M. J., Berrisford, P.,
Strachan, J., Schiemann, R., and Mizielinski, M. S.: The
role of horizontal resolution in simulating drivers of the
global hydrological cycle, Clim. Dynam., 42, 2201–2225,
https://doi.org/10.1007/s00382-013-1924-4, 2014.
Enderton, D. and Marshall, J.: Explorations of Atmosphere–
Ocean–Ice Climates on an Aquaplanet and Their Merid-
ional Energy Transports, J. Atmos. Sci., 66, 1593–1611,
https://doi.org/10.1175/2008JAS2680.1, 2009.
Exarchou, E., Kuhlbrodt, T., Gregory, J. M., and Smith, R. S.: Ocean
Heat Uptake Processes: A Model Intercomparison, J. Climate,
28, 887–908, https://doi.org/10.1175/JCLI-D-14-00235.1, 2015.
Eyring, V., Bony, S., Meehl, G. A., Senior, C. A., Stevens, B.,
Stouffer, R. J., and Taylor, K. E.: Overview of the Coupled
Model Intercomparison Project Phase 6 (CMIP6) experimen-
tal design and organization, Geosci. Model Dev., 9, 1937–1958,
https://doi.org/10.5194/gmd-9-1937-2016, 2016a.
Eyring, V., Righi, M., Lauer, A., Evaldsson, M., Wenzel, S., Jones,
C., Anav, A., Andrews, O., Cionni, I., Davin, E. L., Deser, C.,
Ehbrecht, C., Friedlingstein, P., Gleckler, P., Gottschaldt, K.-
D., Hagemann, S., Juckes, M., Kindermann, S., Krasting, J.,
Kunert, D., Levine, R., Loew, A., Mäkelä, J., Martin, G., Ma-
son, E., Phillips, A. S., Read, S., Rio, C., Roehrig, R., Sen-
ftleben, D., Sterl, A., van Ulft, L. H., Walton, J., Wang, S., and
Williams, K. D.: ESMValTool (v1.0) – a community diagnos-
Geosci. Model Dev., 12, 3805–3834, 2019 www.geosci-model-dev.net/12/3805/2019/
V. Lembo et al.: TheDiaTo (v1.0) diagnostic tool 3831
tic and performance metrics tool for routine evaluation of Earth
system models in CMIP, Geosci. Model Dev., 9, 1747–1802,
https://doi.org/10.5194/gmd-9-1747-2016, 2016b.
Eyring, V., Andela, B., Broetz, B., de Mora, L., Drost, N., Koldunov,
N., Lauer, A., Mueller, B., Predoi, V., Righi, M., Schlund,
M., and Vegas-Regidor, J.: ESMValTool User’s and Developer’s
Guide, Release 2.0.0b0, 260 pp., available at: https://buildmedia.
readthedocs.org/media/pdf/esmvaltool/latest/esmvaltool.pdf, last
access: 27 August 2019.
Fischer, N. and Jungclaus, J. H.: Effects of orbital forcing on at-
mosphere and ocean heat transports in Holocene and Eemian
climate simulations with a comprehensive Earth system model,
Clim. Past, 6, 155–168, https://doi.org/10.5194/cp-6-155-2010,
2010.
Fraedrich, K. and Lunkeit, F.: Diagnosing the entropy
budget of a climate model, Tellus A, 60, 921–931,
https://doi.org/10.1111/j.1600-0870.2008.00338.x, 2008.
Frigg, R., Thompson, E., and Werndl, C.: Philosophy of Climate
Science Part II: Modelling Climate Change, Philosophy Com-
pass, 10, 965–977, https://doi.org/10.1111/phc3.12297, 2015.
Gassmann, A.: A global hexagonal C-grid non-hydrostatic
dynamical core (ICON-IAP) designed for energetic
consistency, Q. J. Roy. Meteorol. Soc., 139, 152–175,
https://doi.org/10.1002/qj.1960, 2013.
Gassmann, A. and Herzog, H. J.: How is local material entropy pro-
duction represented in a numerical model?, Q. J. Roy. Meteorol.
Soc., 141, 854–869, https://doi.org/10.1002/qj.2404, 2015.
Goff, A. J.: Saturation pressure of water on the new Kelvin temper-
ature scale, Transactions of the American Society of Heating and
Ventilating Engineers, 347–354, 1957.
Goody, R.: Sources and sinks of climate entropy,
Q. J. Roy. Meteorol. Soc., 126, 1953–1970,
https://doi.org/10.1002/qj.49712656619, 2000.
Gupta, A. S., Jourdain, N. C., Brown, J. N., and Monselesan, D.:
Climate drift in the CMIP5 models, J. Climate, 26, 8597–8615,
https://doi.org/10.1175/JCLI_D_12_00521.1, 2013.
Hansen, J., Sato, M., Kharecha, P., and von Schuckmann, K.:
Earth’s energy imbalance and implications, Atmos. Chem. Phys.,
11, 13421–13449, https://doi.org/10.5194/acp-11-13421-2011,
2011.
Hartmann, D. L.: Global Physical Climatology, Academic Press,
1994.
Held, I. M. and Soden, B. J.: Robust Responses of the Hydro-
logical Cycle to Global Warming, J. Climate, 19, 5686–5699,
https://doi.org/10.1175/JCLI3990.1, 2006.
Herbert, C., Paillard, D., and Dubrulle, B.: Entropy production and
multiple equilibria: the case of the ice-albedo feedback, Earth
Syst. Dynam., 2, 13-23, https://doi.org/10.5194/esd-2-13-2011,
2011.
Hernández-Deckers, D. and von Storch, J.-S.: Energetics Responses
to Increases in Greenhouse Gas Concentration, J. Climate, 23,
3874–3887, https://doi.org/10.1175/2010JCLI3176.1, 2010.
Hobbs, W., Palmer, M. D., and Monselesan, D.: An En-
ergy Conservation Analysis of Ocean Drift in the CMIP5
Global Coupled Models, J. Climate, 29, 1639–1653,
https://doi.org/10.1175/JCLI-D-15-0477.1, 2016.
Hourdin, F., Mauritsen, T., Gettelman, A., Golaz, J.-C., Balaji,
V., Duan, Q., Folini, D., Ji, D., Klocke, D., Qian, Y., Rauser,
F., Rio, C., Tomassini, L., Watanabe, M., and Williamson, D.:
The Art and Science of Climate Model Tuning, B. Am. Me-
teorol. Soc., 98, 589–602, https://doi.org/10.1175/BAMS-D-15-
00135.1, 2017.
Intergovernmental Panel on Climate Change: Climate Change
2013: The Physical Science Basis, Press, Cambridge University,
Cambridge, https://doi.org/10.1017/CBO9781107415324, 2013.
Irving, D. B., Wijffels, S., and Church, J. A.: Anthropogenic
Aerosols, Greenhouse Gases, and the Uptake, Transport, and
Storage of Excess Heat in the Climate System, Geophys. Res.
Lett., 46, 4894–4903, https://doi.org/10.1029/2019GL082015,
2019.
Johnson, D. R.: General Coldness of Climate Models and
the Second Law: Implications for Modeling the Earth Sys-
tem, J. Climate, 10, 2826–2846, https://doi.org/10.1175/1520-
0442(1997)010<2826:GCOCMA>2.0.CO;2, 1997.
Kiehl, J. T. and Trenberth, K. E.: Earth’s Annual
Global Mean Energy Budget, B. Am. Meteorol.
Soc., 78, 197–208, https://doi.org/10.1175/1520-
0477(1997)078<0197:EAGMEB>2.0.CO;2, 1997.
Kim, Y. H. and Kim, M. K.: Examination of the global lorenz energy
cycle using MERRA and NCEP-reanalysis 2, Clim. Dynam., 40,
1499–1513, https://doi.org/10.1007/s00382-012-1358-4, 2013.
Kjellsson, J.: Weakening of the global atmospheric circula-
tion with global warming, Clim. Dynam., 45, 975–988,
https://doi.org/10.1007/s00382-014-2337-8, 2015.
Kleidon, A.: Nonequilibrium thermodynamics and maxi-
mum entropy production in the Earth system: applica-
tions and implications, Naturwissenschaften, 96, 653–677,
https://doi.org/10.1007/s00114-009-0509-x, 2009.
Kleidon, A. and Lorenz, R.: Non-equilibrium Thermodynamics and
the Production of Entropy, Springer-Verlag, Berlin/Heidelberg, 1
edn., https://doi.org/10.1007/11672906_1, 2004.
Knietzsch, M.-A., Schröder, A., Lucarini, V., and Lunkeit, F.: The
impact of oceanic heat transport on the atmospheric circulation,
Earth Syst. Dynam., 6, 591–615, https://doi.org/10.5194/esd-6-
591-2015, 2015.
Kunz, T., Fraedrich, K., and Kirk, E.: Optimisation of
simplified GCMs using circulation indices and maxi-
mum entropy production, Clim. Dynam., 30, 803–813,
https://doi.org/10.1007/s00382-007-0325-y, 2008.
Laliberté, F. and Pauluis, O.: Winter intensification of
the moist branch of the circulation in simulations of
21st century climate, Geophys. Res. Lett., 37, 1–6,
https://doi.org/10.1029/2010GL045007, 2010.
Laliberté, F., Zika, J., Mudryk, L., Kushner, P. J., Kjellsson, J.,
and Doos, K.: Constrained work output of the moist atmo-
spheric heat engine in a warming climate, Science, 347, 540–543,
https://doi.org/10.1126/science.1257103, 2015.
Lawrence, M. G.: The Relationship between Relative Humidity
and the Dewpoint Temperature in Moist Air: A Simple Con-
version and Applications, B. Am. Meteorol. Soc., 86, 225–234,
https://doi.org/10.1175/BAMS-86-2-225, 2005.
L’Ecuyer, T. S., Beaudoing, H. K., Rodell, M., Olson, W., Lin,
B., Kato, S., Clayson, C. A., Wood, E., Sheffield, J., Adler, R.,
Huffman, G., Bosilovich, M., Gu, G., Robertson, F., Houser,
P. R., Chambers, D., Famiglietti, J. S., Fetzer, E., Liu, W. T.,
Gao, X., Schlosser, C. A., Clark, E., Lettenmaier, D. P., Hilburn,
K., L’Ecuyer, T. S., Beaudoing, H. K., Rodell, M., Olson, W.,
Lin, B., Kato, S., Clayson, C. A., Wood, E., Sheffield, J.,
www.geosci-model-dev.net/12/3805/2019/ Geosci. Model Dev., 12, 3805–3834, 2019
3832 V. Lembo et al.: TheDiaTo (v1.0) diagnostic tool
Adler, R., Huffman, G., Bosilovich, M., Gu, G., Robertson, F.,
Houser, P. R.,Chambers, D., Famiglietti, J. S., Fetzer, E., Liu,
W. T., Gao, X., Schlosser, C. A., Clark, E., Lettenmaier, D. P.,
and Hilburn, K.: The Observed State of the Energy Budget
in the Early Twenty-First Century, J. Climate, 28, 8319–8346,
https://doi.org/10.1175/JCLI-D-14-00556.1, 2015.
Lembo, V., Folini, D., Wild, M., and Lionello, P.: Energy bud-
gets and transports : global evolution and spatial patterns during
the 20th Century as estimated in two AMIP-like experiments,
Clim. Dynam., 48, 1793–1812, https://doi.org/10.1007/s00382-
016-3173-9, 2016.
Lembo, V., Folini, D., Wild, M., and Lionello, P.: Inter-hemispheric
differences in energy budgets and cross-equatorial transport
anomalies during the 20th century, Clim. Dynam., 53, 115–135,
https://doi.org/10.1007/s00382-018-4572-x, 2019a.
Lembo, V., Messori, G., Graversen, R., and Lucarini, V.:
Spectral Decomposition and Extremes of Atmospheric
Meridional Energy Transport in the Northern Hemi-
sphere Midlatitudes, Geophys. Res. Lett., 46, 7602–7613,
https://doi.org/10.1029/2019GL082105, 2019b.
Levang, S. J. and Schmitt, R. W.: Centennial changes of the
global water cycle in CMIP5 models, J. Climate, 28, 6489–6502,
https://doi.org/10.1175/JCLI-D-15-0143.1, 2015.
Levitus, S., Antonov, J. I., Boyer, T. P., Baranova, O. K.,
Garcia, H. E., Locarnini, R. A., Mishonov, A. V., Rea-
gan, J. R., Seidov, D., Yarosh, E. S., and Zweng, M. M.:
World ocean heat content and thermosteric sea level change
(0–2000 m), 1955–2010, Geophys. Res. Lett., 39, L10603,
https://doi.org/10.1029/2012GL051106, 2012.
Li, L., Ingersoll, A. P., Jiang, X., Feldman, D., and Yung,
Y. L.: Lorenz energy cycle of the global atmosphere
based on reanalysis datasets, Geophys. Res. Lett., 34, 1–5,
https://doi.org/10.1029/2007GL029985, 2007.
Liepert, B. G. and Previdi, M.: Inter-model variability and bi-
ases of the global water cycle in CMIP3 coupled climate mod-
els, Environ. Res. Lett., 7, 014006, https://doi.org/10.1088/1748-
9326/7/1/014006, 2012.
Lin, P., Paynter, D., Ming, Y., and Ramaswamy, V.: Changes
of the Tropical Tropopause Layer under Global Warming,
J. Climate, 30, 1245–1258, https://doi.org/10.1175/JCLI-D-16-
0457.1, 2017.
Loeb, N. G., Wielicki, B. a., Doelling, D. R., Smith, G. L., Keyes,
D. F., Kato, S., Manalo-Smith, N., and Wong, T.: Toward opti-
mal closure of the Earth’s top-of-atmosphere radiation budget, J.
Climate, 22, 748–766, https://doi.org/10.1175/2008JCLI2637.1,
2009.
Loeb, N. G., Lyman, J. M., Johnson, G. C., Allan, R. P., Doelling,
D. R., Wong, T., Soden, B. J., and Stephens, G. L.: Ob-
served changes in top-of-the-atmosphere radiation and upper-
ocean heating consistent within uncertainty, Nat. Geosci., 5, 1–4,
https://doi.org/10.1038/ngeo1375, 2012.
Loeb, N. G., Wang, H., Cheng, A., Kato, S., Fasullo, J. T., Xu, K.-
M., and Allan, R. P.: Observational constraints on atmospheric
and oceanic cross-equatorial heat transports: revisiting the pre-
cipitation asymmetry problem in climate models, Clim. Dy-
nam., 46, 3239–3257, https://doi.org/10.1007/s00382-015-2766-
z, 2015.
Lorenz, E. N.: Available Potential Energy and the Main-
tenance of the General Circulation, Tellus, 7, 157–
167,https://doi.org/10.1111/j.2153-3490.1955.tb01148.x,
1955.
Lucarini, V.: Thermodynamic efficiency and entropy pro-
duction in the climate system, Physical Review E –
Statistical, Nonlinear, and Soft Matter Physics, 80, 1–5,
https://doi.org/10.1103/PhysRevE.80.021118, 2009.
Lucarini, V.: Modeling Complexity: The Case of Climate
Science, in: Models, Simulations, and the Reduction
of Complexity, edited by: Gähde, U., Hartmann, S.,
and Wolf, J. H., De Gruyter, Berlin, Boston, 229–254,
https://doi.org/10.1515/9783110313680.229, 2013.
Lucarini, V. and Fraedrich, K.: Symmetry breaking, mix-
ing, instability, and low-frequency variability in a min-
imal Lorenz-like system, Phys. Rev. E, 80, 026313,
https://doi.org/10.1103/PhysRevE.80.026313, 2009.
Lucarini, V. and Pascale, S.: Entropy production and coarse graining
of the climate fields in a general circulation model, Clim. Dy-
nam., 43, 981–1000, https://doi.org/10.1007/s00382-014-2052-
5, 2014.
Lucarini, V. and Ragone, F.: Energetics of Climate Models: Net En-
ergy Balance and Meridional Enthalpy Transport, Rev. Geophys.,
49, RG1001, https://doi.org/10.1029/2009RG000323, 2011.
Lucarini, V., Fraedrich, K., and Lunkeit, F.: Thermodynamics of cli-
mate change: generalized sensitivities, Atmos. Chem. Phys., 10,
9729–9737, https://doi.org/10.5194/acp-10-9729-2010, 2010a.
Lucarini, V., Fraedrich, K., and Lunkeit, F.: Thermodynamic anal-
ysis of snowball earth hysteresis experiment: Efficiency, entropy
production and irreversibility, Q. J. Roy. Meteor. Soc., 136, 2–11,
https://doi.org/10.1002/qj.543, 2010b.
Lucarini, V., Fraedrich, K., and Ragone, F.: New Results on the
Thermodynamic Properties of the Climate System, J. Atmos.
Sci., 68, 2438–2458, https://doi.org/10.1175/2011JAS3713.1,
2011.
Lucarini, V., Blender, R., Herbert, C., Ragone, F., Pas-
cale, S., and Wouters, J.: Mathematical and physical
ideas for climate science, Rev. Geophys., 52, 809–859,
https://doi.org/10.1002/2013RG000446, 2014.
Manabe, S. and Wetherald, R. T.: Thermal Equilibrium of the
Atmosphere with a Given Distribution of Relative Humid-
ity, J. Atmos. Sci., 24, 241–259, https://doi.org/10.1175/1520-
0469(1967)024<0241:TEOTAW>2.0.CO;2, 1967.
Marques, C. A. F., Rocha, A., and Corte-Real, J.: Global diagnos-
tic energetics of five state-of-the-art climate models, Clim. Dy-
nam., 36, 1767–1794, https://doi.org/10.1007/s00382-010-0828-
9, 2011.
Mauritsen, T., Stevens, B., Roeckner, E., Crueger, T., Esch,
M., Giorgetta, M., Haak, H., Jungclaus, J., Klocke,
D., Matei, D., Mikolajewicz, U., Notz, D., Pincus, R.,
Schmidt, H., and Tomassini, L.: Tuning the climate of a
global model, J. Adv. Model. Earth Syst., 4, M00A01,
https://doi.org/10.1029/2012MS000154, 2012.
Novak, L. and Tailleux, R.: On the Local View of Atmospheric
Available Potential Energy, J. Atmos. Sci., 75, 1891–1907,
https://doi.org/10.1175/JAS-D-17-0330.1, 2018.
Ozawa, H., Ohmura, A., Lorenz, R. D., and Pujol, T.: The second
law of thermodynamics and the global climate system: A review
of the maximum entropy production principle, Rev. Geophys.,
41, 1018, https://doi.org/10.1029/2002RG000113, 2003.
Geosci. Model Dev., 12, 3805–3834, 2019 www.geosci-model-dev.net/12/3805/2019/
V. Lembo et al.: TheDiaTo (v1.0) diagnostic tool 3833
Paltridge, G. W.: Global dynamics and climate – a system of mini-
mum entropy exchange, Q. J. Roy. Meteor. Soc., 101, 475–484,
https://doi.org/10.1002/qj.49710142906, 1975.
Pan, Y., Li, L., Jiang, X., Li, G., Zhang, W., Wang, X., and In-
gersoll, A. P.: Earth’s changing global atmospheric energy cy-
cle in response to climate change, Nat. Commun., 8, 14367,
https://doi.org/10.1038/ncomms14367, 2017.
Pascale, S., Gregory, J. M., Ambaum, M., and Tailleux, R.: Climate
entropy budget of the HadCM3 atmosphere–ocean general cir-
culation model and of FAMOUS, its low-resolution version, Cli-
mate Dynam., 36, 1189–1206, https://doi.org/10.1007/s00382-
009-0718-1, 2011.
Pauluis, O.: Water Vapor and Mechanical Work: A Compari-
son of Carnot and Steam Cycles, J. Atmos. Sci., 68, 91–102,
https://doi.org/10.1175/2010JAS3530.1, 2011.
Pauluis, O. and Dias, J.: Satellite estimates of precipitation-
induced dissipation in the atmosphere, Science, 335, 953–956,
https://doi.org/10.1126/science.1215869, 2012.
Pauluis, O. and Held, I. M.: Entropy Budget of an At-
mosphere in Radiative–Convective Equilibrium. Part
I: Maximum Work and Frictional Dissipation, J. At-
mos. Sci., 59, 125–139, https://doi.org/10.1175/1520-
0469(2002)059<0125:EBOAAI>2.0.CO;2, 2002.
Peixoto, J. P. and Oort, A. H.: Physics of Climate, New York, NY
(United States), American Institute of Physics, 1992.
Prigogine, I.: Non-equilibrium statistical mechanics, Wiley, New
York, 1962.
Raymond, D. J.: Sources and sinks of entropy in the at-
mosphere, J. Adv. Model. Earth Syst., 5, 755–763,
https://doi.org/10.1002/jame.20050, 2013.
Rodell, M., Beaudoing, H. K., L’Ecuyer, T. S., Olson, W. S.,
Famiglietti, J. S., Houser, P. R., Adler, R., Bosilovich, M. G.,
Clayson, C. A., Chambers, D., Clark, E., Fetzer, E. J., Gao, X.,
Gu, G., Hilburn, K., Huffman, G. J., Lettenmaier, D. P., Liu,
W. T., Robertson, F. R., Schlosser, C. A., Sheffield, J., Wood,
E. F., Rodell, M., Beaudoing, H. K., L’Ecuyer, T. S., Olson,
W. S., Famiglietti, J. S., Houser, P. R., Adler, R., Bosilovich,
M. G., Clayson, C. A., Chambers, D., Clark, E., Fetzer, E. J.,
Gao, X., Gu, G., Hilburn, K., Huffman, G. J., Lettenmaier,
D. P., Liu, W. T., Robertson, F. R., Schlosser, C. A., Sheffield,
J., and Wood, E. F.: The Observed State of the Water Cycle
in the Early Twenty-First Century, J. Climate, 28, 8289–8318,
https://doi.org/10.1175/JCLI-D-14-00555.1, 2015.
Rose, B. E. J. and Ferreira, D.: Ocean Heat Transport and Wa-
ter Vapor Greenhouse in a Warm Equable Climate: A New
Look at the Low Gradient Paradox, J. Climate, 26, 2117–2136,
https://doi.org/10.1175/JCLI-D-11-00547.1, 2013.
Schneider, T., Bischoff, T., and Haug, G. H.: Migrations and dynam-
ics of the Intertropical Convergence Zone, Nature, 513, 45–53,
https://doi.org/10.1038/nature13636, 2014.
Smith, D. M., Allan, R. P., Coward, A. C., Eade, R., Hyder,
P., Liu, C., Loeb, N. G., Palmer, M. D., Roberts, C. D., and
Scaife, A. a.: Earth’s energy imbalance since 1960 in observa-
tions and CMIP5 models, Geophys. Res. Lett., 42, 1205–1213,
https://doi.org/10.1002/2014GL062669, 2015.
Stone, P. H.: Constraints on dynamical transports of energy
on a spherical planet, Dynam. Atmos. Ocean., 2, 123–139,
https://doi.org/10.1016/0377-0265(78)90006-4, 1978.
Tailleux, R.: Available Potential Energy and Exergy in
Stratified Fluids, Ann. Rev. Fluid Mech., 45, 35–58,
https://doi.org/10.1146/annurev-fluid-011212-140620, 2013.
Taylor, K. E., Stouffer, R. J., and Meehl, G. A.: An overview of
CMIP5 and the experiment design, B. Am. Meteorol. Soc., 93,
485–498, https://doi.org/10.1175/BAMS-D-11-00094.1, 2012.
Terai, C. R., Caldwell, P. M., Klein, S. A., Tang, Q., and
Branstetter, M. L.: The atmospheric hydrologic cycle in
the ACME v0.3 model, Clim. Dynam., 50, 3251–3279,
https://doi.org/10.1007/s00382-017-3803-x, 2018.
Trenberth, K. E. and Fasullo, J. T.: Simulation of present-day and
twenty-first-century energy budgets of the southern oceans, J.
Climate, 23, 440–454, https://doi.org/10.1175/2009JCLI3152.1,
2010.
Trenberth, K. E. and Solomon, A.: The Global Heat-Balance – Heat
Transports in the Atmosphere and Ocean, Clim. Dynam., 10,
107–134, https://doi.org/10.1007/Bf00210625, 1994.
Trenberth, K. E., Caron, J. M., and Stepaniak, D. P.: The at-
mospheric energy budget and implications for surface fluxes
and ocean heat transports, Clim. Dynam., 17, 259–276,
https://doi.org/10.1007/PL00007927, 2001.
Ulbrich, U. and Speth, P.: The global energy cycle of
stationary and transient atmospheric waves: Results from
ECMWF analyses, Meteorol. Atmos. Phys., 45, 125–138,
https://doi.org/10.1007/BF01029650, 1991.
Vannière, B., Demory, M.-E., Vidale, P. L., Schiemann, R., Roberts,
M. J., Roberts, C. D., Matsueda, M., Terray, L., Koenigk, T., and
Senan, R.: Multi-model evaluation of the sensitivity of the global
energy budget and hydrological cycle to resolution, Clim. Dy-
nam., 52, 6817–6846, https://doi.org/10.1007/s00382-018-4547-
y, 2019.
Veiga, J. A. P. and Ambrizzi, T.: A global and Hemispherical Anal-
ysis of the Lorenz Energetics Based on the Representative Con-
centration Pathways Used in CMIP5, Adv. Meteorol., 2013, 1–
13, https://doi.org/10.1155/2013/485047, 2013.
von Schuckmann, K., Palmer, M. D., Trenberth, K. E., Cazenave,
A., Chambers, D., Champollion, N., Hansen, J., Josey, S. A.,
Loeb, N. G., Mathieu, P.-P., Meyssignac, B., and Wild, M.:
An imperative to monitor Earth’s energy imbalance, Nat. Clim.
Change, 6, 138–144, 2016.
Wilcox, L. J., Charlton-Perez, A. J., and Gray, L. J.: Trends
in Austral jet position in ensembles of high- and low-
top CMIP5 models, J. Geophys. Res.-Atmos., 117, D13115,
https://doi.org/10.1029/2012JD017597, 2012.
Wild, M. and Liepert, B. G.: The Earth radiation balance as driver
of the global hydrological cycle, Environ. Res. Lett., 5, 025203,
https://doi.org/10.1088/1748-9326/5/2/025203, 2010.
Wild, M., Long, C. N., and Ohmura, A.: Evaluation of clear-sky
solar fluxes in GCMs participating in AMIP and IPCC-AR4
from a surface perspective, J. Geophys. Res., 111, D01104,
https://doi.org/10.1029/2005JD006118, 2006.
Wild, M., Folini, D., Schär, C., Loeb, N. G., Dutton, E. G.,
and König-Langlo, G.: The global energy balance from
a surface perspective, Clim. Dynam., 40, 3107–3134,
https://doi.org/10.1007/s00382-012-1569-8, 2013.
Wild, M., Folini, D., Hakuba, M. Z., Schär, C., Seneviratne, S. I.,
Kato, S., Rutan, D., Ammann, C., Wood, E. F., and König-
Langlo, G.: The energy balance over land and oceans: an assess-
ment based on direct observations and CMIP5 climate models,
www.geosci-model-dev.net/12/3805/2019/ Geosci. Model Dev., 12, 3805–3834, 2019
3834 V. Lembo et al.: TheDiaTo (v1.0) diagnostic tool
Clim. Dynam., 44, 3393–3429, https://doi.org/10.1007/s00382-
014-2430-z, 2015.
Zhang, Y., Gao, Z., Li, D., Li, Y., Zhang, N., Zhao, X., and Chen, J.:
On the computation of planetary boundary-layer height using the
bulk Richardson number method, Geosci. Model Dev., 7, 2599–
2611, https://doi.org/10.5194/gmd-7-2599-2014, 2014.
Geosci. Model Dev., 12, 3805–3834, 2019 www.geosci-model-dev.net/12/3805/2019/
