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a b s t r a c t
Pseudo-empirical likelihood estimation of the population mean is considered. A
nonparametric regression theory is proposed, to provide the fitted values on which to
calibrate, and the commonmodel misspecification problem is therefore addressed. Results
derived from empirical studies show that the proposed estimator for the population mean
can perform better than alternative estimators.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The pseudo-empirical likelihoodmethod is a recently developed technique that can be used in the problem of estimating
the population mean or total (see [1–3]) and the distribution function (see [4]). This model-assisted technique relies on a
specific model relating the auxiliary variables and the variable of interest, a linear relationship being the most commonly
used. However, the assignment of such a relationship can be inappropriate or unverifiable. Undesirable results under model
misspecification can also be achieved.
An alternative to the model-assisted methods is the nonparametric approach, which does not place any restrictions
on the relationship between the auxiliary and study variables. Nonparametric methods have gained acceptance in
most areas of statistics. However, these methods are less extended in the survey context. Some references on this
topic are [5–7]. Nonparametric estimators can be derived by using kernel regression or local polynomial regression.
Local polynomial regression possesses many desirable theoretical properties, including design adaptation, consistency,
asymptotic unbiasedness and consistency (see [8–11]). Moreover, [12] explores a wide range of application areas of local
polynomial regression techniques.
In this work, we propose an estimator for the population mean of a variable of interest that combines the pseudo-
empirical likelihood method with nonparametric regression techniques based on local polynomial regression. Empirical
studies are also carried out to assess the performance of the proposed estimator in comparison to alternative estimators.
2. Proposed estimator
Assume that a sample s of size n is drawn from a finite population U of size N using a specific sampling design with first-
order inclusion probabilities pii. Let di = 1/pii denote the design weight of the unit i. Let y be the variable of interest. The
aim is to estimate the population mean of y, i.e. Y = N−1∑Ni=1 yi. Without loss of generality, we assume a single auxiliary
variable denoted as x.
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Fig. 1. Scatter plots for simulated populations with size N = 1000 and based on the model yi = m(xi)+ i . i are taken with standard deviation σ = 0.1.
x is uniformly distributed over [0, 1]. Functionsmi = mi(x) are given in (4).
The auxiliary variable x is incorporated by considering the superpopulation model
yi = m(xi)+ i, i = 1, . . . ,N, (1)
where i are independent and identically distributed with mean zero and variance σ 2. The unknown regression function
m(·) is defined without loss of generality on the interval [0, 1] (see [8]). Since many desirable theoretical properties have
been derived, we propose to use the local polynomial regression to estimate m(·) in expression (1). However, other kernel
methods can be also used to estimate m(·). [8] demonstrates that the estimation of m(·) in the survey context is given by
m̂i = m̂(xi) = et1(X txiWxiXxi)−1X txiWxiys,where et1 = (1, 0), ys = [yj]j∈s,Wxi = diag{djKh(xj − xi)}j∈s, Xxi = [1, xj − xi]j∈s and
Kh(u) = h−1K(u/h), K(·) being a continuous kernel function and h the bandwidth parameter.
The proposed pseudo-empirical likelihood estimator for the population mean Y is given by
yPROP =
∑
i∈s
p̂iyi, (2)
where the weights p̂i maximize the pseudo-empirical likelihood function l̂(p) =∑i∈s di log pi subject to the conditions∑
i∈s
pi = 1 (0 ≤ pi ≤ 1) (3)
and ∑
i∈s
pim̂i = 1N
N∑
i=1
m̂i = M.
[1,4] use the Lagrange multiplier method to find the solution to the maximization problem in the pseudo-empirical
likelihood method. Following [1,4], the solution to our maximization problem is given by p̂i = wi/[1 + λ(m̂i − M)], for
i ∈ s, wherewi = di/∑j∈s dj. The Lagrange multiplier λ is the solution to∑i∈swi(m̂i −M)/[1+ λ(m̂i −M)] = 0.
Eq. (3) is a natural condition that provides weights p̂i with attractive properties, such as the fact of giving genuine
distribution functions. Note this property is not enjoyed by other known techniques, such as the calibration method
proposed by Deville and Särndal [13].
3. Numerical comparisons
In this section, simulation studies are carried out to study the performance of the proposed estimator yPROP given by
(2). In terms of the Relative Bias (RB, as a percentage) and Relative Efficiency (RE, as a percentage), yPROP is compared
numerically with the following estimators: (i) the standard Horvitz–Thompson estimator yHT = N−1
∑
i∈s diyi, (ii) the
local polynomial regression estimator yLPR (see [8]), (iii) the pseudo-empirical likelihood estimator yPE (see [1]) and (iv)
the regression estimator yREG (see [14]).
Simulation studies are based on several populations which are briefly described as follows. First, we study the effect of
several workingmodels on the various estimators by assuming simulated populations with size N = 1000 and based on the
model (1). Values i are taken with standard deviation σ = 0.1. The auxiliary variable x is uniformly distributed over [0, 1]
and the functionsmi = mi(x) are given by
m1(x) = 2+ 2(x− 0.5),
m2(x) = 2+ 2(x− 0.5)2,
m3(x) = 2+ 2(x− 0.5)+ exp(−200(x− 0.5)2),
m4(x) = 2+ 2(x− 0.5)∆(x ≤ 0.6)+ 0.6∆(x ≥ 0.6).
(4)
Scatter plots of simulated populations can be seen in Fig. 1. Simulated populations allow us to compare the performances
of the various estimators under an assortment of correct and incorrect specifications of the mean function. Nonparametric
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Table 1
RE of estimators under the sampling designs SRSWOR and STWOR for simulated populations.
Model n SRSWOR STWOR
yHT yPROP yLPR yPE yREG yHT yPROP yLPR yPE yREG
m1 50 100.0 3.1 3.2 3.0 3.3 100.0 15.2 16.4 14.8 15.6
100 100.0 2.9 2.9 2.9 2.9 100.0 11.3 15.3 11.0 11.9
200 100.0 2.6 2.6 2.6 2.6 100.0 20.3 21.8 19.8 20.6
m2 50 100.0 32.3 31.8 101.6 105.8 100.0 45.4 46.7 102.1 103.7
100 100.0 31.9 31.8 100.6 102.2 100.0 40.7 41.9 102.1 103.0
200 100.0 28.9 29.6 100.1 101.1 100.0 41.8 42.5 100.8 102.5
m3 50 100.0 12.0 12.1 20.4 21.3 100.0 27.8 28.7 43.9 44.5
100 100.0 11.6 11.6 20.0 20.4 100.0 29.6 32.1 48.9 49.3
200 100.0 12.1 12.1 21.9 22.1 100.0 21.9 22.3 36.2 36.7
m4 50 100.0 4.7 4.7 8.6 8.8 100.0 22.6 24.1 27.8 28.7
100 100.0 5.1 5.1 10.6 10.7 100.0 20.1 23.6 21.1 21.9
200 100.0 4.3 4.4 8.8 8.8 100.0 19.2 19.5 21.2 21.4
Table 2
RE for estimators under the sampling designs SRSWOR and STWOR for the factories population.
n SRSWOR STWOR
yHT yPROP yLPR yPE yREG yHT yPROP yLPR yPE yREG
50 100.0 4.9 4.9 17.8 17.6 100.0 20.0 21.2 57.9 58.4
100 100.0 4.4 4.5 17.1 17.3 100.0 22.0 24.8 53.3 55.4
200 100.0 4.5 4.6 16.4 16.5 100.0 16.2 18.9 51.7 52.4
estimators yPROP and yLPR assume a smoothmean function and they onlymisspecify themean function for the jump response
(m4), which has a point of discontinuity at x = 0.6. Parametric estimators yREG and yPE are expected to perform well under
the linear response (m1), since the assumedmodel is correctly specified. Moreover, a real application is derived by using the
natural factories population (see [15–17]). For this population, the auxiliary variable is the number of workers and the study
variable is the output for factories. This population was replicated five times and a population size of N = 400 individuals
was achieved.
For each simulation, B = 1000 samples were selected to compute the Relative Bias RB = 100 × (E [̂y] − Y )/Y and
the Relative Efficiency RE = 100 × MSE [̂y]/MSE[yHT ], where E [̂y] = B−1
∑B
b=1 ŷb is the empirical mean and MSE [̂y] =
B−1
∑B
b=1(̂yb − Y )2 is the empirical mean square error. ŷb denotes the value of a given estimator ŷ for the bth simulation
run. Samples were selected by simple random sampling without replacement (SRSWOR) and stratified random sampling
(STWOR). Samples with sizes n = 50, n = 100 and n = 200 were considered for each population. Simulation studies were
programmed in R/Splus. The R/Splus codes are available from the authors.
Following [8], nonparametric estimators (yPROP and yLPR) were computedwith bandwidth h = 0.25 and an Epanechnikov
kernel. The choice of the bandwidth parameter h and the kernel function K(·) plays a key role in nonparametric regression
estimation. However, this is a problem which is beyond the scope of this work.
Results derived from empirical studies showed values of RBwithin a reasonable range, i.e. the absolutes values of RB are
all less than 1% and are thus not reported. Table 1 reports the RE for estimators under SRSWOR and STWOR for simulated
populations. With the design SRSWOR and the model m1, we observe that the proposed estimators perform similarly to
estimators that take the auxiliary information into account. The nonparametric estimators yPROP and yLPR are however more
efficient under other underlying functions. With the design STWOR, we see that the proposed estimator yPROP , which is
based on the pseudo-empirical likelihood method, is more efficient than the local polynomial regression estimator yLPR. We
similarly observe that yPE is more efficient than yREG. This gain in efficiency of the pseudo-empirical likelihood estimators
(yPROP and yPE) over the regression estimators (yLPR and yREG) is also discussed in Chen and Sitter [1], where it is demonstrated
that the pseudo-empirical likelihood estimation is better than the regression estimation under STWOR.We also observe that
the parametric estimators yREG and yPE are less efficient than the customary estimator yHT under the modelm2.
We now study, in Table 2, the performance of the proposed estimator for the factories population. We observe that
yPROP and yLPR are equivalent under SRSWOR and both are better than estimators yPE and yREG. We also see that yPROP is the
most efficient estimator under STWOR. This can be for two reasons. First, because the sampling design has an impact on
the estimators that provides an improvement of the pseudo-empirical likelihood approach over the regression approach.
Second, nonparametric estimators are clearly more accurate than parametric estimators because the linear relationship is
not stated for the factories population.
In brief, we conclude that the proposed estimator yPROP possesses a good performance in terms of relative bias and mean
square error. yPROP and yLPR are equivalent under SRSWOR. However, yPROP can have a gain in efficiency over yLPR under
STWOR. The proposed estimator is also better than parametric estimators when the relationship between the auxiliary and
study variables is not linear.
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