Abstract. This study, based on contemporary mathematical foundations, presents an abelian group approach to analyzing inconsistency in pairwise comparisons. A general and precise notion of an inconsistency indicator map on a group, taking values in an abelian linearly ordered group, is introduced. For it, metrics and generalized metrics are investigated. Every inconsistency indicator map generates an inconsistency index of a pairwise comparisons matrix. The inconsistency analysis in pairwise comparisons has broad applications in multi-criteria decision making.
Introduction
The first documented use of pairwise comparisons is attributed to Ramon Llull, a 13th-century mystic and philosopher, who was ahead of his time and is considered as a precursor of computer science (cf. [9] , [7] ) because he used a graphic representation of binary comparisons of candidates before the modern binary number system was discovered by Gottfried Leibniz, in 1679, (cf. [16] ). Leibniz was influenced by Llull. Five centuries after LLull, de Condorcet described a method of pairwise comparisons used for voting in [4] . Recently, Llull's voting proposals (cf. [7] ), forgotten for a long time, were discussed in [6] . Thurnstone applied pairwise comparisons to experimental psychology in [21] and delivered the first formal introduction of pairwise comparisons in the form of "the law of comparative judgement" in [22] . A variation of this law is known as the BTL (Bradley-Terry-Luce) model (cf. [3] ).
A number of controversial customized pairwise comparisons have been considered in numerous studies. However, we do not intend to support any customization here. Amongst many others, Saaty's seminal work [19] had a considerable impact on the pairwise comparisons research. Authors' position is that the influence of [19] on the pairwise comparisons research should be acknowledged despite its controversy for what seems to be related to the mathematical depth. The goal of this study is to ameliorate this deficiency by providing a solid mathematical background for inconsistency in pairwise comparisons.
Binary choices are directly observable, hence they constitute the basis for quantifying objects by measurement in most branches of science including physics, chemistry, biology, and in social sciences as rating scales. We often overlook that all physical measurement are pairwise comparisons. For example, when we say that the distance between stars A and B is 2.71 light years, we simply compare the unit of distance of one light year to the distance between A and B. Pairwise comparisons are of particular use where a unit of measurement cannot be well defined and it is so for most subjective assessments. For example, public safety or environmental pollution lacks a unit (or a "yard stick") for the measurement yet we need to somehow measure it. Pairwise comparisons (abbreviated to PC here) support the concepts of "satisficing" (a portmanteau of satisfy and suffice) introduced by Herbert A. Simon (cf. [20] ), the recipient of Turing Award (1975) and Nobel Prize in Economics (1978) .
A triad of numbers x, y, z is called consistent if xz = y. This is a multiplicative consistency and it says how many times we should take x to get y. Another approach to the consistency of triads of numbers is additive. Namely, a triad x, y, z of numbers is called additively consistent if x + z = y. Additive consistency is relevant to the question: "how much one should add to x to get y". In most papers about PC, mainly multiplicative consistency was considered (cf. for example [1] , [8] , [11] , [13] ). However, additive PC have been analyzed, for instance, in [23] . Differences between quality values instead of ratios appear in BTS model. In [2] , both multiplicative and additive pairwise comparisons were unified to the comparison of elements of abelian linearly ordered groups (in abbreviation; alo-groups). A kind of a consistency index of triads of elements of an alo-group was defined in [2] . A significant multiplicative consistency measure of triads of positive numbers was introduced in [11] . Results of deeper studies of Koczkodaj's inconsistency index, defined in [11] , are included in [1] and [13] .
An axiomatization of inconsistency in pairwise comparisons was proposed in [13] . However, their study is not applicable to arbitrary groups due to stricter assumptions needed in applications. In this paper, we offer a new definition of an inconsistency indicator map on a group, strictly relevant to generalized metrics which take their values in an alo-group. We also give a notion of an inconsistency index of a set of triads and show that the results of our research on inconsistency indicator maps generalize some results of [2] , include a common generalization of multiplicative and additive PC, as well as make knowledge about groups and metrics deeper.
It is also necessary to note that the basic axiomatic set-theoretic foundation of this work is ZF (cf. [15] ).
A PC matrix over a group
Let X = X, · be a group. We denote by 1 X or, for simplicity, by 1 the unit element of X. If n ∈ ω, then n + 1 = n ∪ {n} and 0 = ∅, while 1 = {0}, 2 = {0, 1}, 3 = {0, 1, 2} and so on (cf. [15] and [18] ). For n ∈ ω \ {0}, an n × n matrix A = [a i,j ] over a set X is a mapping A : n × n → X such that a i,j = A(i, j) for each pair i, j ∈ n × n. Definition 2.1. For n ∈ ω \ {0}, let A = [a i,j ] be an n × n matrix such that a i,j ∈ X for all i, j ∈ n. We say that: (i) the matrix A is a pairwise comparisons matrix (in abbreviation a PC matrix ) over the group X if a i,i = 1 and a i,j = a −1 j,i for all i, j ∈ n; (ii) the matrix A is a consistent matrix over the group X if a i,k · a k,j = a i,j for all i, j, k ∈ n; (iii) if the group X is of cardinality n, the matrix A is an action matrix of X if {a 0,j : j ∈ n} = X, a 0,0 = 1 X , a i,0 = a 0,i for each i ∈ n and, moreover, a i,j = a i,0 · a 0,j for all i, j ∈ n.
Remark 2.2. When · is the standard multiplication of positive real numbers, we call the ordered pair R + = (0; +∞), · the standard multiplicative group of positive real numbers. The notion of a PC matrix over this group coincides with the usual notion of a PC matrix used by many PC researchers (cf. for example [1] , [8] , [11] , [12] , [13] , [14] and [23] ) but the list is certainly longer. Pairwise comparisons matrices over a group equipped with a linear order were also considered in [2] .
Fact 2.3. Every consistent n × n matrix A = [a i,j ] over a group X is a PC matrix over X.
Theorem 2.4. Let X be a finite group and let A be an action matrix of X. Then the following conditions are all equivalent: (i) the matrix A is a PC matrix over X;
(ii) a 2 = 1 for each a ∈ X; (iii) the matrix A is consistent; (iv) the group X is either trivial or isomorphic with Z 2 , or isomorphic with a finite product Z 2 × · · · × Z 2 .
Proof. Let X be of cardinality n ∈ ω. Suppose that X = {a i : i ∈ n}, a 0 = 1,
This is why (iii) follows from (ii). Clearly, (i) follows from (iii) in view of Fact 2.3. It is easily seen that (iv) implies (ii).
Assume (ii) and suppose that X is neither trivial nor isomorphic with Z 2 . Since, for each a ∈ X, we have a −1 = a, the group X is abelian, so it is isomorphic with a product of cyclic groups of the form Z p k where p is a prime number and k ∈ ω; however, this is possible only when X is isomorphic with a product
Corollary 2.5. If a finite group has a consistent action matrix, then every action matrix of this group is consistent. Corollary 2.6. A group X of cardinality 4 has a consistent action matrix if and only if X is isomorphic to the Klein four-group. Example 2.7. The group Z 2 × Z 2 × Z 2 is not the Klein four-group, however, by Theorem 2.4, every action matrix is consistent.
An inconsistency indicator map on a group
To formulate a definition of an inconsistency indicator map, we will use the following notion of an alo-group investigated in [2] and, for example, also in [10] : Definition 3.1. An abelian linearly ordered group (abbreviated to "alo-group" here) is an ordered pair G, ⊙ , ≤ where G, ⊙ is an abelian group, while ≤ is a linear order on G such that if a, b, c ∈ G and a ≤ b, then a ⊙ c ≤ b ⊙ c.
Distance functions taking values in alo-groups were considered, for instance, in [2] and [10] . We modify Definition 3.2 of [2] to the following: Definition 3.2. Let G = G, ⊙ , ≤ be an alo-group. Let 1 G be the neutral element of G, ⊙ . A G-metric or a G-distance on a set X is a function d : X 2 → G such that, for all x, y, z ∈ X, the following conditions are satisfied:
The following proposition may be hidden somewhere in literature but we are unable to locate it; thus, we include its proof for completeness. Proposition 3.3. Let G = G, ⊙ , ≤ be an alo-group and let d be a G-metric on a set X. Then, for all x, y ∈ X, the following inequality holds:
Proof. Let x, y ∈ X and let a = d(x, y). We have
In what follows, let us assume that G = G, ⊙ , ≤ is an alo-group.
Notice that, by Proposition 3.2 of [2] , d G is a G-metric on the set G, indeed.
Definition 3.6. Let X = X, · be a group. A G-distance-based inconsistency indicator map (in abbreviation: a G-inconsistency indicator map) on the group X is a function T : X 3 → G such that, for all a, b, c, d, e ∈ X, the following conditions are satisfied:
Proof. Let x, y, z ∈ X. We will refer to conditions (i)-(iii) of Definition 3.6. By (i), we have:
Proposition 3.10. Every G-inconsistency indicator map T on a group X satisfies the following conditions:
(ii) the group X is abelian if and only if T (x, y, z) = T (z, y, x) for all x, y, z ∈ X.
Proof. Assume that T is a G-inconsistency indicator map on a group X. Let x, y, z ∈ X. By Proposition 3.8, we have
This completes the proof.
Proposition 3.11. Let X be a group and let d :
Theorem 3.13. Let X be a group. A function T : X 3 → G is a Ginconsistency indicator map on X if and only if the function d T :
Proof. This theorem follows easily from Propositions 3.8 and 3.11 taken together.
Corollary 3.14. If a ∈ G and 1 G < a, while T 1 , T 2 are G-inconsistency indicator maps on a group X, then the functions max{T 1 , T 2 }, T 1 ⊙ T 2 and min{T 1 , a} are all inconsistency indicator maps on X.
Proof. Let d i be the G-metric induced by T i for i ∈ {1, 2}. It is not hard to check that the functions max{d 1 , d 2 }, d 1 ⊙ d 2 and min{d 1 , a} are G-metrics. For instance, that min{d 1 , a} is a G-metric can be shown similarly to Theorem 4.1.3 of [5] if we replace 1 by a and + by ⊙ in the proof to Theorem 4.1.3 in [5] . Since
and min{T 1 (x, y, z), a} = min{d 1 (xz, y), a}, it suffices to apply Theorem 3.13 to conclude the proof. Definition 3.15. We say that a G-inconsistency indicator map T on a group X is bounded by a ∈ G if T (x, y, z) ≤ a for all x, y, z ∈ X. Proposition 3.16. Let X 1 , + , X 2 , · be groups and let X = X 1 × X 2 be equipped with the product operation x 1 , x 2 * y 1 , y 2 = x 1 + y 1 , x 2 · y 2 for x 1 , y 1 ∈ X 1 and x 2 , y 2 ∈ X 2 . Suppose that T i is a Ginconsistency indicator map on the group X i for i ∈ {1, 2}. For all elements x 1 , x 2 , y 1 , y 2 , z 1 , z 2 of X, we define
Then the mapping T : X 3 → G is a G inconsistency indicator map on the group X.
Proof. Let d i be the G-metric induced by T i for i ∈ {1, 2}. Put
for all elements x 1 , x 2 , y 1 , y 2 , z 1 , z 2 of X. To conclude the proof, it suffices to use Proposition 3.11.
Proposition 3.17. Let T be a G-inconsistency indicator map on a group X. Then the function S : X 3 → G, defined by S(x, y, z) = T (z, y, x) for all x, y, z ∈ X, is a G-inconsistency indicator map on X if and only if X is abelian.
Proof. If X is abelian, then S = T by Proposition 3.10(ii). Now, assume that S is a G-inconsistency indicator map on X and define F = max{T, S}. By Corollary 3.14, F is a G-inconsistency indicator map on X. Since F (x, y, z) = max{T (x, y, z), S(x, y, z)} = max{T (x, y, z), T (z, y, x)} = F (z, y, x) for all x, y, z ∈ X, we deduce from Proposition 3.10(ii) that X is abelian.
Proof. Let d T be the G-metric induced by T . For x, y ∈ X, we de-
Definition 3.19. Let T be a G-inconsistency indicator map on a group X. The pairwise symmetrization of T is the mapping T s : Proof. It suffices to apply Corollary 3.14 and Proposition 3.18.
Definition 3.23. If G is R, + , ≤ , where + is the standard addition of real numbers and ≤ is the standard linear order in R, then every G-inconsistency indicator map on a group X will be called a real inconsistency indicator map or an inconsistency indicator map on X. We call R, + , ≤ the additive real alo-group. Definition 3.24. A G-absolute value on a group X is a function v : X → G such that, for all x, y ∈ X, the following conditions are satisfied:
If G is the additive real alo-group, then a G-absolute value on X will be called a real absolute value on X. Example 3.28. For x ∈ R + , we define v(x) = 1 − min{x, x −1 }. Let us check that v : R + → R is a real absolute value on the standard multiplicative group R + of positive real numbers. Let x, y ∈ R + . Evidently, 0 ≤ v(x). Moreover,
The inequality v(x · y) ≤ v(x) + v(y) is equivalent to the following inequality (A):
To prove (A), we shall consider the following cases:
This implies that (A) holds and, in consequence, v is a real absolute value. In view of Fact 3.26, the function d, defined by d(x, y) = v(xy −1 ) for all x, y ∈ R + , is a metric on R + . Let T d be the inconsistency } for all x, y, z ∈ R + , we see that KI = T d . Notice that KI was defined in [11] . The articles [1] and [13] analyze KI; however, they do not show that KI is induced by a real absolute value.
Example 3.29. Let X = R and Y = (0; +∞). Let + and · denote the standard addition in X and, respectively, standard multiplication in Y . Suppose that a is a fixed positive real number. Obviously, the mapping Φ : X ∋ x → a x ∈ Y is an isomorphism of the group X, + onto the group R + = Y, · . By Facts 3.4, 3.7 and 3.25, taken together with Example 3.28, we may define a G-absolute value w : X → G, a G-metric ρ : X 2 → G and a G-inconsistency indicator map S : X 3 → G by the formulas:
for all x, y, z ∈ X. The indicator map S a is also pairwise symmetric and bounded by 1. The function ρ 2 is illustrated by Fig. 2 Remark 3.30. Usually, a mapping T : X 3 → Y is called symmetric if, for any x 1 , x 2 , x 3 ∈ X 3 and for any permutation σ of the set {1, 2, 3}, 
We are going to show that a G-inconsistency indicator map can be symmetric only for very special groups. Definition 3.31. Let T be a G-inconsistency indicator map on a group X. Let S 3 be the set of all permutations of the set {1, 2, 3}. The full symmetrization of T is the mapping T f : X 3 → G defined by the formula:
Theorem 3.32. Let T be a G-inconsistency indicator map on a group X. Then the following conditions hold:
(ii) if T is induced by a G-absolute value on X, while x 2 = 1 for each x ∈ X, then T f = T .
Proof. Let d T be the G-metric induced by T . For x, y ∈ X, we define ρ(x, y) = T f (x, y, 1). It is easy to observe that
Assume that T f is a G-inconsistency indicator map on X. Since, by Proposition 3.8, the function ρ :
To prove (ii), suppose that T is induced by a G-absolute value v and that x 2 = 1 for each x ∈ X. Then the group X is abelian. Therefore, we can notice that, for all x, y ∈ X, the following equalities hold:
Corollary 3.33. Let T be a G-inconnsistency indicator map induced by a G-absolute value on a group X. Then T f is a G-inconsistency indicator map on X if and only if x 2 = 1 for each x ∈ X.
Since every inconsitency indicator map on a group X is defined on X 3 , while every metric on X is defined on X 2 , it is reasonable to find such a generalized metric, defined on X 3 , which is strictly relevant to a given inconsistency indicator map on X. It seems that generalized metrics introduced in [17] are most suitable to this aim. We modify Definition 3 of [17] as follows: Definition 3.34. A (3, G)-metric on a set X is a function g : X 3 → R which satisfies the following conditions:
(ii) 1 G < g(x, x, y) for all x, y ∈ X with x = y; (iii) g(x, x, y) ≤ g(x, y, z) for all x, y, z ∈ X with z = y; (iv) for every permutation σ of the set {1, 2, 3} and for all x 1 , x 2 , x 3 ∈ X, the equality g(x 1 , x 2 , x 3 ) = g(x σ(1) , x σ(2) , x σ(3) ) holds; (v) g(x, y, z) ≤ g(x, a, a) ⊙ g(a, y, z) for all x, y, z, a ∈ X. Theorem 3.35. Let X be a group. For a function T : X 3 → G and for all x, y, z ∈ X, let
Then T is a G-inconsistency indicator map on X if and only if the function g T :
T (x, y, z) = max{g(xz, y, y), g(xz, xz, y)} for all x, y, z ∈ X.
Proof. Necessity. Assume that T is a G-inconsistency indicator map on X and let d T be the G-metric induced by T . Then the function g :
for all x, y, z ∈ X, is a (3, G)-metric on X (cf. [17] ). It is easily seen that g = g T and that max{g(xz, y, y), g(xz, xz, y)} = d T (xz, y) = T (x, y, z).
Sufficiency. Now, we assume that the function g T is a (3, G)-metric on X such that T (x, y, z) = max{g(xz, y, y), g(xz, xz, y)} for all x, y, z ∈ X. Then the function ρ g : X 2 → G, defined by
for all x, y ∈ X, is a G-metric on X such that ρ g (xz, y) = T (x, y, z) for all x, y, z ∈ X. It follows from Theorem 3.13 that T is a G-inconsistency indicator map on X and that ρ g is the G-metric induced by T .
T-inconsistency index
As in the previous section, we assume that G = G, ⊙ , ≤ is an alo-group. Definition 4.1. Let T be a G-inconsistency indicator map on a group X. For a non-void finite subset C of X 3 , let
We call I T [C] the T -inconsistency index of the set C.
be an n × n PC matrix over a group X and let T be a G-inconsistency indicator map on X. Then the T -inconsistency index of the matrix A is I T [A] defined by
In other words,
Remark 4.3. Let A = [a i,j ] be a 3 × 3 PC matrix over G. In [2] , the consistency index I G of A was defined as follows:
. This is partly why we do not define
Example 4.4. Let us fix elements a, b, c ∈ G such that 1 G < a < b < c. Let X a = {x ∈ G : 1 G ≤ x} and X b = G \ X a . For distinct x, y ∈ X, we put ρ(x, x) = 1 G , ρ(x, y) = a if both x, y are elements of X a , while ρ(x, y) = b if both x, y are elements of X b . Finally, ρ(x, y) = c if either x ∈ X a and y ∈ X b or x ∈ X b and y ∈ X a . Then ρ is a G-metric on G. Let T be the G-inconsistency indicator map on G induced by ρ. Put a i,i = 1 G for each i ∈ 3, a 0,1 = a 0,2 = a 1,2 = a and (a 0,1 ⊙ a 1,2 , a 0,2 ).
Corollary 4.5. For n ∈ ω \ 3, let A = [a i,j ] be an n × n PC matrix over a group X and let T be a G-inconsistency indicator map on X.
Proof. We deduce it from the definition of T s and from the equality
Corollary 4.6. Let A = [a i,j ] be a 3 × 3 PC matrix over a group X and let T be a G-inconsitency indicator map on X. Then
Proof. It suffices to observe that the following equations hold:
Example 4.4 clearly shows that, in general, the equality from Corollary 4.6 cannot be simplified; however, we can offer the following proposition.
Proposition 4.7. Suppose that v is a G-absolute value on an abelian group X, d v is the G-metric induced by v, while T is the G inconsistency indicator map on X induced by the G-metric d v . Let A = [a i,j ] be a 3 × 3 PC matrix over X. Then T is pairwise symmetric and
Proof. We observe that
Let a 0,1 = x, a 0,2 = y, a 1,2 = z. Since X is abelian, it is easily seen that T (x, y, z) = T (x −1 , z, y) = T (y, x, z −1 ). We apply Corollary 4.6 to conclude the proof.
Remark 4.8. In the light of Proposition 4.7, the consistency index from Definition 6.1 of [2] is a special case of our T -inconsistency index of a matrix.
Fact 4.9. Let T p be a G-inconstistency indicator map on a group X p for p ∈ {1, 2}. Suppose that A p = [a i,j ] is an n × n PC matrix over the group X p for p ∈ {1, 2}. Let X = X 1 × X 2 , while
for all x p , y p , z p ∈ X p and p ∈ {1, 2}. For all i, j ∈ n, let c i,j = (a i,j , b i,j ). Then, for the n × n PC matrix C = [c i,j ] over X, we have In the literature on the theory of pairwise comparisons, the classical PC matrices are often transformed by a logarithmic operation into socalled additively consistent matrices (cf. [12] , [14] ). Therefore, it is reasonable to apply Example 3.29 as follows.
Example 4.11. Suppose that a is a given positive real number, while B = [b i,j ] is an n × n PC matrix over the group R, + . When S a is the inconsistency indicator map defined in Example 3.29, then the S a -inconsistency index of B is given by the following formula:
The matrix B is additively consistent if and only if its elements satisfy equations
It is obvious that B is additively consistent if and only if I Sa [B] = 0. Now, suppose that a and b i,j are rational numbers for all i, j ∈ n. Then I Sa [B] is a rational number, so, by Definition I.15.1 of [15] 
is a finite set. Therefore, in the hierarchy of well-founded sets given in Definition I.14.1 of [15] , the rank of I Sa [B] is a natural number which can be calculated by using Lemma 1.14.8 of [15] ; moreover, all elements of the number I Sa [B] can be printed if this number is sufficiently small for us or for computers. In view of Exercise I.15.5 of [15] , irrational numbers are infinite sets of rank ω. In consequence, when a is irrational, it may happen that I Sa [B] is a set of rank ω and it is certainly impossible to print each one of the elements of I Sa [B] .
Let HF be the collection of all hereditarily finite sets (cf. Definition I.14.13 of [15] ). We recall that HF ⊂ W F where W F is the class of all well-founded sets (cf. Definition I.14.1 of [15] ). In the light of Definition I.14. of [15] , rank(x) is defined for every x ∈ W F . Given x, y ∈ HF , we have rank( x, y ) = max{rank(x), rank(y)} + 2 by Lemma I.14.8 of [15] . Therefore, the smaller rank(x) and rank(y) are, the easier we can type all elements of the ordered pair x, y .
Unfortunately, negative integers and rational numbers in the sense of Definition I.15.1 of [15] are not defined carefully enough to have reasonably small ranks. This is why we are going to suggest more natural notions of negative integers and of rational numbers. First, let us observe that the sets ω and ω × 1 are disjoint, while the mapping ν : (ω \1) ∋ n → n, 0 ∈ (ω \1)×1 is a bijection. It is a simple exercise to extend standard addition and multiplication in ω to addition and multiplication, respectively, in the set Z = ω ∪ [(ω \ 1) × 1] to get a commutative ring Z, +, · such that −n = n, 0 for each n ∈ ω \ 1. The ring Z, +, · can be called the standard ring of integers. Remark 4.13. In view of Definition I.15.1 of [15] , for n ∈ ω \ 1, we can say that the ordered pair 1, n, 1 is a negative K-integer. Let us observe that our proper negative integer n, 0 looks simpler and more natural than 1, n, 1 . For each n ∈ ω, rank(n) = n, rank( n, 0 ) = n + 2 and rank( 1, n, 1 ) = max{n, 1} + 4 (cf. Lemma I.14.8 of [15] ), so rank( n, 0 ) < rank( 1, n, 1 ). If one wants to list all well-founded sets of ranks k and m where k, m ∈ ω, it is easier to do it for k than for m when k < m. At least so far as ranks in W F are concerned, proper negative integers seem better than negative K-integers. Definition 4.14. A proper positive rational number m n which is not an integer is an ordered pair m, n where m ∈ ω \ 1, n ∈ ω \ 2 and gcd(m, n) = 1. A proper negative rational number − m n which is not an integer is the ordered pair m, 0 , n where m ∈ ω \ 1, n ∈ ω \ 2 and gcd(m, n) = 1. A proper rational number is either a proper integer or a proper positive rational number which is not an integer, or a proper negative rational number which is not an integer.
Remark 4.15. Suppose that m, n ∈ ω are such that gcd(m, n) = 1 and n > 1. Let i ∈ 2. In the light of Definition I.15.1 of [15] , we can call the ordered pair i, m, n a K-rational number which is not a K-integer. We denote this K-rational number by [ ] K when i = 1. The K-rational number i, m, n is positive when i = 0, and it is negative when i = 1. By Lemma I.14.8 of [15] , we have rank( i, m, n ) = max{m, n} + 4 for i ∈ {0, 1}. Therefore, rank( m, n ) = max{m, n} + 2 < rank( 0, m, n ). Moreover, rank( m, 0 , n ) = max{m + 2, n} + 2 < max{m, n} + 4 when m < n. 
Conclusions
This method has been implemented as a part of cloud computing support for a group decision making process used by software development team of Health Sciences North (a regional hospital in Sudbury, Ontario with a service area close to Holland). The software is available for downloading from SourceForge.net a web-based source code repository. It is one of the biggest repositories in the world of open source software development projects with more than 430,000 projects and over 3.7 million registered users.
