We consider economic model predictive control (MPC) without terminal conditions for time-varying optimal control problems. Under appropriate conditions we prove that MPC yields initial pieces of approximately infinite horizon optimal trajectories, and that the optimal infinite horizon trajectory is practically asymptotically stable. The results are illustrated by two numerical examples, both motivated by energy efficient heating and cooling of a building.
Introduction
In classical model predictive control (MPC) the aim is to track an a priori known reference trajectory of the system. The reference trajectory is either given by the control objective or prescribed by insight of the user into the process and can for example be a steady state at which the system should be stabilized. This steady state, in turn, may be computed via some form of optimization, e.g., as an optimal equilibrium of the system.
In contrast, in economic MPC the primary goal of the controller is not the stabilization of a pre-computed trajectory or steady state but instead the optimal performance of the controller with respect to an economic cost criterion, e.g. energy minimization or profit maximization. For time-invariant system dynamics this setting has been studied extensively and a number of performance results and conditions for convergence to an optimal steady state have been established both with [1] and without the use of terminal conditions [2] .
It has been observed in various papers [3, 4, 5, 6 ] that even for time-invariant problems the optimal behaviour of the system may occur not at a steady state but rather at a time-varying periodic orbit that the system traverses cyclically. Consequently, it can no longer be expected that the system converges to a steady state but rather to the periodic orbit. In this paper, we go one step further and consider problems with time-varying data, in which the optimal behavior is a non-periodic time-varying trajectory.
In order to prove stability of model predictive controllers often terminal conditions are used in whose design explicit knowledge of the reference trajectory enters. Already for periodic optimal behavior this can be difficult, though for some problems it is in principle still doable as demonstrated in [7] . For general time-varying problems the computation of the optimal reference is in general an even more difficult task. For this reason the focus of research has turned to MPC schemes without terminal conditions.
In this paper we follow the same reasoning since we want to treat general time-varying systems that can exhibit complex optimal steering behavior. We do not assume a priori knowledge of the resulting trajectory of optimal operation -termed optimal trajectory in this paper -and thus entirely avoid the use of terminal conditions. Instead, we rely on the model predictive controller to find the optimal trajectory by itself, without providing it with any prior information about its location or structure. The questions to be addressed are under what conditions we can guarantee approximate optimal performance of the MPC controller and whether the trajectory generated by MPC converges to the optimal trajectory.
The paper is structured as follows. In the next section we introduce the mathematical formulation of the problem making use of an optimality notion that allows us to consider unbounded cost functionals on the infinite horizon and we define the optimal trajectory as a generalization of steady states or periodic orbits to the time-varying setting. Section 3 explains the MPC algorithm. In Section 4 we state performance estimates from a previous work [8] using two essential assumptions, the turnpike property and continuity of the optimal value functions. The next section establishes convergence of the economic MPC solution to the optimal trajectory which represents the main result of this paper. In the concluding section we give two examples that hint at a practical application from energy efficient building control.
Problem statement
We consider the discrete-time time-varying dynamics
with f : N 0 × X × U → X and state space X and control space U are normed spaces. Here k ∈ N 0 denotes time, x(k) ∈ X the state of the system at time k and u(k) ∈ U the control. A trajectory of the system starting at time k from initial state x ∈ X controlled by u ∈ U N , N ∈ N is denoted by x u (·; k, x). We may omit the initial time and simply write x u (·, x) when it is clear from the context. We want to incorporate state and control constraints in the problem statement. The sets of admissible states at time k will be denoted by X(k) ⊆ X and the sets of admissible control values for x ∈ X(k) by U(k, x) ⊆ U . By U N (k, x) we denote the sets of admissible control sequences for initial state x ∈ X(k) up to time k + N , i.e. control sequences u ∈ U N satisfying u(j) ∈ U(k + j, x u (j; k, x)) and x u (j + 1; k, x) ∈ X(k + j + 1) for all j = 0, . . . , N − 1. The set U ∞ (k, x) denotes the natural extension of this definition to the infinite horizon. Let : N 0 × X × U → R be the stage cost function and consider the cost functional
The goal in our setting is to find a feasible control sequence u ∈ U ∞ (k, x) that minimizes J ∞ (k, x, u). However, we first need to clarify what we mean by "minimizing" because for infinite optimal control sequences it is not obvious that J ∞ (k, x, u) will attain a finite minimum at all. In fact with general stage cost the value of J ∞ (k, x, u) may be infinite for all control sequences, so it is not directly possible to compare two control sequences based on their costs. In the following we introduce a suitable notion of optimality that goes back to Gale [9] in the context of mathematical economics. The key idea is to consider not the total cost of two control sequences but instead to look at the difference of the costs. Although both control sequences in themselves generate infinite costs, the difference between the two can still be finite. A control sequence is considered to be optimal if its cost is overtaken by the cost of any other control sequence at some point.
Definition 1 (Overtaking optimality). Let x ∈ X(k) and consider a control sequence u * ∈ U ∞ (k, x) with corresponding state trajectory x u * (·; k, x). The pair (x u * , u * ) is called overtaking optimal if
Definition 1 provides us with the ability to decide which of two infinite control sequences is better when starting at a fixed initial value x. The minimization in the following problem is to be understood in this overtaking optimal sense: minimize
In the next definition the requirement of a fixed initial value is removed. This means we now look at all possible feasible trajectories that satisfy the dynamics of the system and pick from those the one that is optimal in the sense of Definition 1.
Definition 2 (Optimal operation). Let x ∈ X(k) and consider a control sequence u * ∈ U ∞ (k, x) with corresponding state trajectory x * = x u * (·; k, x). We say the system (1) is optimally operated at (x * , u * ) if
for all x ∈ X(k) and u ∈ U ∞ (k, x ).
We will refer to the trajectory pair (x * , u * ) as the optimal trajectory. For the remainder of this paper we will assume that an optimal trajectory of the system always exists. Similarly, we assume a solution of problem (4) exists, which will be denoted by u * ∞ . The optimal trajectory can be considered a generalization of an optimal equilibrium or an optimal periodic orbit that may be present in the case of time-invariant systems, see e.g. [3] . In the classical time-invariant setting there may for example exist an optimal equilibrium at which the system can be operated at minimal cost for an infinite horizon. Then for any given initial condition we want to find a control sequence that brings the state to the optimal equilibrium.
In the same way in our setting an optimal trajectory exhibits the best performance in the long run. The question is how it connects to the solution of problem (4) . In Section 4 we will introduce the turnpike property for infinite horizon. This key assumption guarantees that the solution of problem (4) converges to the optimal trajectory. This means we can reach the optimal operating behavior for a system by solving an infinite horizon optimal control problem. However, in general this is a very hard problem. In the following section we will introduce model predictive control as a method that aims to solve this problem by reduction to a finite horizon.
Economic model predictive control
In this paper we want to show that an approximate solution to problem (4) can be obtained by using model predictive control (MPC). The idea is introduced in the following: Instead of solving the problem on the infinite horizon we fix N ∈ N and consider the following cost functional.
Definition 3 (MPC cost functional). The MPC cost functional is defined as
Then in each step of the MPC algorithm the following optimization problem is solved.
Definition 4 (MPC optimal control problem and optimal value function). Consider the problem
The corresponding optimal value function is defined by
We will assume that the minimizer of this problem always exists and denote it by u * N , or else u * N,x in case we want to stress the dependence on the the initial state x. Note that the optimal control satisfies
The model predictive control algorithm given in Algorithm ?? produces an approximate solution to problem (4) .
The trajectory of the system generated in this way is called closed loop. We will denote it by x µ N (·, x) for initial value x = x(k 0 ) ∈ X(k 0 ). The cost of the closed loop for L time steps is defined by
The aim of this paper is to study how good the approximation generated by the MPC algorithm is compared to the exact solution of the infinite horizon problem. In particular we want to address the following questions:
• How does the cost of the MPC closed loop compare to the cost of the solution on infinite horizon?
This question is of special interest for problems in an economic setting. Here the behavior of the state trajectories is of secondary importance, instead we are more interested in finding a solution that generates the lowest possible costs. This question will be dealt with in Section 4.
• Does the closed loop converge to the optimal trajectory? We also want to find out under what conditions we can establish convergence not only of the cost but also of the state. This is of particular interest since the optimal trajectory does not appear in the MPC problem from Definition 4. Instead, the algorithm finds the optimal trajectory by itself. In this respect, economic MPC differs from classical stabilizing MPC approaches, which require a priori knowledge about the optimal trajectory. An answer to this question will be given in Section 5.
MPC Performance estimates
In this section we will deal with the question whether the cost of the MPC closed loop approximates the cost of the optimal trajectory on the infinite horizon. The key idea to bring together the trajectories of the MPC problem and the problem on an infinite horizon is to look at the turnpike property. It states that optimal trajectories converge on both finite and infinite horizon against the optimal trajectory (x * , u * ). An illustration of this can be found in Figure 1 . The bound on the distance to the optimal trajectory is written in terms of a comparison function as defined in the following. 
For the distance between two pairs (x 1 , u 1 ), (x 2 , u 2 ) ∈ X × U we will use the notation
Definition 6 (Turnpike property). Consider a trajectory pair (x * , u * ) at which the system (1) is optimally operated. We say that an optimal control problem has the turnpike property at (x * , u * ) if the following hold: There exists σ ∈ L such that for each k ∈ N 0 , each optimal trajectory x u * N (·, x), x ∈ X(k) and all N, P ∈ N there is a set Q(k, x, P, N ) ⊆ {0, . . . , N } with #Q(k, x, P, N ) ≤ P and
The definition can be extended to the infinite horizon. Here an optimal control problem has the turnpike property, if there exists ρ ∈ L such that for each k ∈ N 0 , each optimal trajectory x u * ∞ (·, x), x ∈ X(k) and all P ∈ N there is a set Q(k, x, P, ∞) ⊆ N 0 with #Q(k, x, P, ∞) ≤ P and Figure 1 : Illustration of the finite horizon turnpike property for time-varying systems.
Assumption 1 (Turnpike property for MPC problem). We assume the MPC problem from Definition 4 has the turnpike property.
Assumption 2 (Turnpike property for problem on infinite horizon). We assume the optimal control problem (4) has the turnpike property on infinite horizon.
While the turnpike property is a very convenient assumption it is at the same time not unreasonable. Turnpike properties of optimal control problems can be numerically observed for many practical problems. In addition, there are results that prove the existence of turnpike behavior for dissipative systems, see e.g. [10] .
Note that the infinite horizon turnpike property can also be regarded as a convergence assumption of the solution of the infinite horizon problem (4) to the optimal trajectory. This is evident because the turnpike property requires that the distance between the optimal trajectory and the trajectory generated by u * ∞ can only be large for a finite number of points but this can only hold for a convergent trajectory.
The second ingredient for proving performance estimates for the MPC closed loop is continuity of the optimal value function. Before defining this continuity notion we first introduce a shifted stage cost function obtained by subtracting the cost of the optimal trajectory, as well as the corresponding cost functionals and optimal value function.
Definition 7 (Shifted cost). We define the shifted stage cost aŝ
and the shifted cost functional asĴ
The corresponding shifted optimal value function is given bŷ
In the same way for the infinite horizon we definê
We will formulate our results in terms of this shifted function. The reason for this change is that the optimal value function of the infinite horizon problem does not necessarily attain a finite value but it can be shown that under the turnpike assumption the shifted optimal value functionV ∞ (k, x) is finite for all x ∈ X(k), see [8] .
It should be noted that the solution of the shifted problem coincides with the solution of the MPC problem (7). This is important for practical considerations since it means we do not need to know the optimal trajectory (x * , u * ) in order to solve the problem.
Assumption 3 (Continuity property of the optimal value function). We assume that the optimal value function V N is (approximately) continuous at x * in the following uniform way:
holds. Moreover, we also assume approximate continuity of the optimal value function on the infinite horizon:
Using the turnpike and continuity properties one can prove the next result. Here we avoid duplicating the preliminary lemmas that lead to this results and also will not give the proofs. These can be found in [8] .
Theorem 1 (see Theorem 1 in [8] ). Let Assumptions 1 and 3 hold. Then for each k ∈ N 0 and each sufficiently large N ∈ N the closed loop cost satisfieŝ
with a function δ ∈ L.
As outlined in the discussion following the proof of the theorem in [8] , this implies that the MPC closed loop trajectory approximates the cost of the infinite horizon optimal trajectory at least on finite horizons. More specifically, consider a control sequence that consists for the first L steps of the MPC feedback solution and after that of the solution of the infinite horizon problem
According to the theorem the cost of this control sequence is (up to the error term Lδ(N )) comparable to the cost of the optimal control sequence that solves the infinite horizon problem (4).
MPC trajectory convergence
In this section we show that not only the cost of the MPC trajectory approximates the cost of the infinite horizon optimal trajectory, but we can also establish convergence of the trajectory itself. This is formalized by using the notion of P-practical asymptotic stability and Lyapunov functions. For the definition of stability we substitute the feedback for the control in system (1), i.e. we consider the feedback controlled system
The following definitions and the theorem are taken from [11] .
Definition 8 (Forward invariance). We say a family of sets
Definition 9 (Uniform P-practical asymptotic stability). 1 Let Y (k) be a forward invariant family of sets and let P (k) ⊂ Y (k) be subsets of Y (k). Then we say that a trajectory x * with x * (k) ∈ Y (k) is P-practically uniformly asymptotically stable on Y (k) if there exists β ∈ KL such that
holds for all x 0 ∈ Y (k 0 ) and all k 0 , k ∈ N 0 with k ≥ k 0 and x(k; k 0 , x 0 ) / ∈ P (k).
Uniform asymptotic stability is ensured by the existence of a Lyapunov function.
Definition 10 (Uniform time-varying Lyapunov function).
2 Let subsets S(k) ⊆ X and define
is called uniform time-varying Lyapunov function on S(k) if the following conditions are satisfied:
1. There exist functions α 1 , α 2 ∈ K ∞ such that
holds for all k ∈ N 0 and all x ∈ S(k).
2. There exists a function α V ∈ K such that
holds for all k ∈ N 0 and all x ∈ S(k) with g(k, x) ∈ S(n + 1).
Theorem 2 (P-practical asymptotic stability). 3 Consider forward invariant families of sets Y (k) and
We will show that a modified optimal value function related to the optimal value function of the original MPC problem is a Lyapunov function for the feedback controlled system. An essential assumption we make is strict dissipativity of the system as introduced in the following.
Assumption 4 (Strict dissipativity). The system (1) is strictly dissipative with respect to the supply rate s(k, x, u) =ˆ (k, x, u) and the optimal trajectory (x * , u * ), i.e. there exists a storage function λ : N 0 × X → R bounded from below on X and α ∈ K ∞ such that for all k ∈ N 0 and all (x, u) ∈ X(k) × U(k, x) the following holds:
holds for all k ∈ N 0 and all
Using the storage function λ from the previous definition we introduce a modified MPC stage cost.
Definition 11 (Modified MPC cost functional). The modified stage cost˜ is given bỹ
The modified MPC cost functional is defined as
Definition 12 (Modified MPC optimal control problem). We consider the modified MPC problem
and the corresponding modified optimal value functioñ
In the following we will state several assumptions for this modified problem in order to facilitate the proofs. In addition to the turnpike property from Assumption 1 we demand that the modified problem also has the turnpike property.
Assumption 5 (Turnpike property for the modified MPC problem). The modified optimal control problem from Definition 12 has the turnpike property. For the modified problem we will denote the set Q byQ and the bound σ byσ.
Moreover, we make two assumptions for the modified stage cost and the modified optimal value function.
Assumption 6 (Modified cost bounded from above). We assume there exists α u ∈ K ∞ such that the modified stage cost satisfies˜
for all k ∈ N 0 and all (x, u) ∈ X(k) × U(k, x).
3 cf. Theorem 2.23 in [11] Assumption 7 (Continuity ofṼ N at x * ). We assume there exists γṼ such that for each k ∈ N 0 , N ∈ N and x ∈ X the following holds
Remark 1 (Modified cost along optimal trajectory). From Assumptions 4 and 6 it follows that the modified cost along the optimal trajectory pair (x * , u * ) satisfies
for all k ∈ N 0 . This also implies thatṼ
for all k ∈ N 0 and for every N ∈ N.
Remark 2 (Difference between different continuity assumptions). Note the difference between the two continuity assumptions from Assumption 3 and Assumption 7. The continuity assumption for the modified problem is independent of the horizon N .
The following preparatory lemma shows that the initial cost (up to some time instant M ) of two optimal trajectories with different horizon length of the modified problem is nearly identical. Lemma 1. Let Assumptions 5 and 7 hold. Theñ
where the error term satisfies |R 5 (k, x, M, N )| ≤ 2γṼ (σ(P )) for all k ∈ N 0 , all N ∈ N, all P ∈ N sufficiently large, all x ∈ X(k) and all M ∈ {0, . . . , N } \ (Q(k, x, P, N ) ∪Q(k, x, P, N + 1)).
Proof. Letũ * N andũ * N +1 denote the optimal solutions of problem (12) with horizon N and N + 1, respectively. From the finite horizon dynamic programming principle we obtain that u =ũ *
Now consider
and
Inserting the definition of R 1 and R 2 into (21) we obtaiñ
which is equivalent toJ
The above equations are true for every M ∈ {0, . . . , N }.
, and in particular |xũ *
we have a bound on the distance of xũ * N (M, x) to the optimal trajectory x * . Using Assumption 7 we obtain
The same holds when considering the optimal trajectoryũ * N +1 yielding the estimate
For the converse inequality we use the dynamic programming principle once more together with the fact that u =ũ *
we can estimateJ
Analogously to the above discussion we obtain the bounds
for every M ∈ {0, . . . , N } \ (Q(k, x, P, N ) ∪Q(k, x, P, N + 1)). Finally, combining the inequalities (22) and (23) leads to
This concludes the proof.
Using this result we can prove the following lemma, which states that the optimal value functions for the modified problem yields almost the same value for different horizons N and N + 1.
Lemma 2. Let Assumption 6 and those of Lemma 1 hold. Then the equatioñ
holds with |R 6 (k, x, M, N )| ≤ 4γṼ (σ(P )) for all k ∈ N 0 , all N ∈ N, all P ∈ N sufficiently large, all x ∈ X(k) and all M ∈ {0, . . . , N } \ (Q(k, x, P, N ) ∪Q(k, x, P, N + 1)).
Proof. Let k ∈ N 0 and let x ∈ X(k). We first consider the optimal value function with horizon length N . From the dynamic programming principle it follows for every M ∈ {0, . . . , N } that
We define
which can be bounded by
for M ∈ {0, . . . , N } \Q(k, x, P, N ) as seen in the proof of Lemma 1. Using the definition of R 1 we rewrite (24) tõ
where we used Remark 1 in the last equality. Now consider the optimal value function for horizon length N +1. Again, we apply the dynamic programming principle which yieldsṼ
for every M ∈ {0, . . . , N + 1}. We define
with the bound
for M ∈ {0, . . . , N } \Q(k, x, P, N + 1) (cf. Lemma 1) . Inserting the definition of R 3 into (26) and using Remark 1 we obtaiñ
For M ∈ {0, . . . , N } \ (Q(k, x, P, N ) ∪Q(k, x, P, N + 1)) we apply Lemma 1 to get
where the last equation follows with equation (25). Finally, we define
and from the bounds on R 1 , R 3 and R 5 we get the bound
This shows the assertion.
Remark 3.
In the next lemma we will use both the turnpike property for the modified and the unmodified MPC problem. Note however, that Assumption 1 and Assumption 5 express two different turnpike properties with different bounds σ andσ and associated sets Q andQ. For the proof of the following lemma we will need a common bound and a single set for both problems. This can be achieved by defininḡ σ := max{σ,σ} andQ (k, x, P, N ) := Q(k, x, P, N ) ∪Q(k, x, P, N ).
Then the optimal trajectories of both problems from Definitions 4 and 12 satisfy
for all M ∈ {0, . . . , N } \Q(k, x, P, N ) and #Q(k, x, P, N ) ≤ 2P .
The next theorem shows that the initial piece of an optimal control trajectory which ends in a neighborhood of the optimal trajectory of the unmodified MPC problem yields approximately lower cost than all other trajectories ending in that neighborhood.
Theorem 3 (Initial piece of optimal trajectory ending near turnpike is optimal). Let u with
Using Assumption 3 R 1 and R 2 can be bounded by
ConsiderĴ
where we used the dynamic programming principle for the last equation. But this contradicts the optimality of u * N,x and thus the inequalitŷ
So far we did not impose any assumptions on the storage function λ from the strict dissipativity of the system. For the next lemma we will need that this function is continuous at the optimal trajectory. Assumption 8 (Continuity of storage function λ at x * ). Assume that the storage function λ is continuous in the following sense: There exists γ λ ∈ K ∞ such that for all k ∈ N and all x ∈ X it holds that
In our final preparatory lemma we consider a control sequenceû that for the first part consists of the optimal control sequence u * N,x of the unmodified problem until it is close to the optimal trajectory x * . Then we control from the final point using the optimal control sequence of the modified problem. The lemma states that the resulting composite control sequence has almost the same cost as if we had controlled using the optimal control sequence of the modified problem for the whole horizon.
Lemma 3. Let Assumptions 1, 3, 5 and 8 hold and let u * N,x andũ * N,x denote the optimal control sequences corresponding to problems (4) and (12) . Let N, P ∈ N be arbitrary and for M ∈ {0, . . . , N } \Q(k, x, P, N ) definex u * := x u * N,x (M, x) and denote byū solution of the optimal control problem
for all k ∈ N 0 and for all x ∈ X(k).
Proof. We first prove "J N (k, x,û) + ε(N ) ≤Ṽ N (k, x)": Using the definition ofû, noting thatū is an optimal solution and inserting the definition ofJ M we obtaiñ
Because of Assumption 1 we know the bound |x u * | x * (k+M ) ≤ σ(P ) for M ∈ {0, . . . , N } \ Q(k, x, P, N ). Thus we can use the continuity ofṼ N −M from Assumption 7 and the continuity of λ from Assumption 8 to obtain the bounds
Inserting R 1 and R 2 into (32) leads tô
Now consider the optimal solutionũ * N,x of problem (12), denotex := xũ * N,x (M, x) and define
For M ∈ {0, . . . , N }\Q(k, x, P, N ) we have the bound |x| ≤σ(P ) from Assumption 5. Using again the continuity ofṼ N −M and λ from Assumptions 7 and 8 we can bound R 3 and R 4 by
Continuing from (33) by inserting R 3 and R 4 yieldŝ
Finally, using Theorem 3 for the control sequence u =ũ * N,x we obtain for M ∈ {0, . . . , N } \Q(k, x, P, N )
In summary, we have shown thatJ
which holds for all M ∈ {0, . . . , N } \Q(k, x, P, N ). On the other hand from the definition of the optimal value function we know thatṼ
, in particular for u =û. This implies
and thusR 8 (k, x, M, N ) ≥ 0. In addition, we know that
With this we can conclude the existence of R 8 with
This finishes the proof.
Using the results from Lemmas 1 -3 we can now prove that the modified optimal value functionṼ N is a Lyapunov function for the system controlled by the MPC feedback µ N obtained by solving the original (unmodified) MPC problem.
Theorem 4 (Ṽ N Lyapunov function for MPC with unmodified cost). Let Assumptions 1 -8 hold. Then for each Θ > 0 there exists δ 1 ∈ L such that the optimal value functionṼ N is a Lyapunov function for the closed loop system g(k,
Proof.
4 Let Θ > 0, k ∈ N 0 and x ∈ X(k). We first prove the existence of lower and upper bounds forṼ N (k, x) in inequality (10) . To obtain a lower bound observe that from Assumption 4 it follows that
for all (x, u) ∈ X(k) × U(k, x). With this we can estimatẽ
This yields the lower bound α 1 = α. The upper bound follows from Assumption 7 sinceṼ N (k, x * (k)) = 0 with α 2 = γṼ . Now we turn to the inequality (11) . Consider the control sequenceû ∈ U N (k, x) defined in Lemma 3 and let x + := xû (1, x) . From the definition of the cost functional we havẽ
We can apply Lemma 3 toJ N (k, x,û) becauseû exactly corresponds to the control sequence from the lemma. Furthermore, we can apply the lemma toJ N −1 (k + 1, x + ,û(· + 1)). The reason for this is that the control sequenceû(· + 1) coincides with the control sequence u * N −1,x + up to time M − 1. This follows from the dynamic programming principle and the fact that tails of optimal control sequences are again optimal control sequences, cf. [11, Corollary 4.5] . From this we obtaiñ
Using Lemma 2 on the right-hand side of the equation
From Lemma 2 and Lemma 3 we obtain a bound for the residuals
which holds for all M ∈ {0, . . . , N }\{Q(k, x, P, N )∪Q(k +1, x + , P, N −1)}. Because each of the setsQ contains at most 2P elements we can choose P = N 8 to guarantee that there is at least one such M satisfying M ≤ N 2 which implies N − M ≥ N 2 . With this we can find an upper bound ν(N ) of (35) only depending on N that is given by
using the properties of comparison functions. Thus we arrive at the inequalitỹ
In addition, from Assumption 4 it follows that
. This leads to the inequalitỹ
Since we have upper boundṼ N (k, x) ≤ α 2 (|x| x * (k) ) we can further estimatẽ
This implies
and using the lower bound α 1 (|x| x * (k) ) ≤Ṽ N (k, x) we get
Thus we have shown the inequality (11) with α V (r) = χ(α1(r)) 2
. What remains to be shown is the forward invariance of the sets Y (k) and P(k). For x ∈ Y (k) it holds thatṼ N (k, x) ≤ Θ. Now consider x + for which it holdsṼ
. This shows the forward invariance of Y (k). To prove forward invariance of P(k) let x ∈ P(k) which implies thatṼ N (k, x) ≤ δ 1 (N ). Distinguish two cases:
Here it follows from (36) that
In this case it follows
In both cases it follows that x + ∈ P(k + 1) and thus the forward invariance.
Together with Theorem 2, Theorem 4 shows that the MPC closed loop is practically asymptotically stable at the optimal trajectory. In particular, this means that the closed loop trajectory will converge to a neighborhood of the optimal trajectory, whose size tends to 0 as the optimization horizon N tends to infinity. In addition, Theorem 1 ensures that the closed loop trajectory approaches this neighborhood in an approximately optimal way.
Examples
In this section we present two examples that illustrate the theoretical results from Theorems 1 and 4.
Example 1 (Scalar system). Consider the scalar control system
with a time-varying function w(k) = −2 sin(
] is sequence of random numbers. The stage cost is defined as (k, x, u) = u 2 and we consider state constraints sets X(k) defined by
The model is a minimal example already used in [8] . Though simple in nature, it already captures the important features of time-varying dynamics and economic stage cost. At the same time it is not a purely academic example since it can be interpreted as an application from engineering: regard the state x as the mean temperature of a room that is subject to time-varying ambient temperature fluctuations w caused e.g. by the weather. The aim is to keep the temperature within certain comfort bounds X(k) by controlling the heating and/or cooling u. This goal should be achieved using as little control effort as possible (corresponding for example to electricity cost), which is expressed by the economic stage cost function that only penalizes the control effort.
As such it bears resemblance to a slightly more complex model in continuous time treated in [12] , which displays the same essential dynamics but has a periodic optimal solution. In contrast the model we consider has a non-periodic optimal solution due to the external excitation w being non-periodic.
The optimal reference, i.e. the trajectory at which the system operates best on the infinite horizon, cannot be computed analytically for this model. In lieu thereof we compute an open loop trajectory on a very long finite horizon.
It was already shown in [10] that the system is strictly dissipative and satisfies the turnpike and continuity assumptions. This means the requirements for applying Theorem 1 and Theorem 4 are met. The convergence and stability results from the two theorems are also confirmed by our numerical simulations performed in Matlab. The source code of the simulations can be found on Bitbucket 5 . In Figure 2 a MPC closed loop solution for a fixed horizon length is shown. It can be observed that the closed loop follows the optimal trajectory. Figure  3 shows that the MPC closed loop cost converges for increasing horizon length (presumably to the cost of an open loop optimal trajectory on the infinite horizon) and the MPC closed loop trajectory also approximates the optimal trajectory x.
Example 2 (Simple PDE model). As a second example we investigate a problem involving a partial differential equation (PDE). The example demonstrates that our theorems not only hold for finite but also infinite dimensional systems. Consider the convection diffusion equation where y : Q → R is the temperature, α > 0 is the diffusion coefficient, w : Ω × [0, T ] → R is a velocity field and y 0 : Ω → R is the initial condition at time zero. Let the boundary of the domain be separated in two parts Γ out and Γ c and consider boundary conditions of Robin type:
(38)
In the above equations ∂y ∂n is the derivative of y in normal direction, y out : Σ out → R is the outside temperature, u : Σ c → R is a control function, and γ c , δ c : Σ c → R, γ out , δ out : Σ out → R are coefficient functions. The optimal control problem is given by:
subject to equations (37), (38) and the constraints
with lower and upper bounds for state and control where Ω y ⊆ Ω is a subdomain. The physical interpretation of this setting is similar to Example 1 but now with an underlying PDE. The state y models the spatial distribution of the temperature within a room. The temperature is subject to time-dependent variations at the boundary Γ out due to changing outside temperature y out . On the controlled part of the boundary Γ c the temperature can be influenced by the control u representing heating and cooling. In addition, a second control w can be used to affect the convection, similar to a controllable air flow inside the room. The goal is to keep the temperature of the room within lower and upper bounds y and y on the subdomain Ω y , using as little energy as possible. For simplicity we consider the unit interval as domain Ω. Similar results can be obtained also in higher dimensions, see also [13] . The boundary Γ is partitioned into an uncontrolled boundary Γ out at x = 0 and a controlled boundary Γ c at x = 1, see Figure 4 . Furthermore, we assume the controlled convection w is constant in space. For the solution with MPC the problem is discretized using linear Lagrange finite elements for the spatial discretization and the implicit Euler method for the time discretization. The numerical simulations have been carried out in Python with the help of FEniCS [14] [15] and Ipopt [16] . All the parameters for the simulations can be found in It seems difficult to verify the turnpike assumption analytically for this example. However, numerical evidence from Figure 5 suggests that the problem has the turnpike property. Like in Example 1 the optimal trajectory has been computed from an optimization with a free initial value on a long horizon. The plots indicate that open loop trajectory come close to the turnpike, i.e. the optimal trajectory y * . It can also be observed that for a longer horizon the open loop solutions stay longer at the turnpike which also causes the closed loop to be closer to the optimal trajectory. Moreover, the third plot in Figure 5 shows that even for different initial values the open loop predictions are at some point near the optimal trajectory, although for some initial values this happens faster than for others.
Checking the continuity assumptions of the optimal value functions is more involved and remains an open problem. Nonetheless we can apply the MPC algorithm to the problem. Figure 6 shows an exemplary MPC closed loop with a horizon of N = 50. The state on the subdomain Ω y is kept between the lower and upper bounds. The control u alternates between cooling and heating in order to counteract the rising and falling temperature at the uncontrolled boundary. As seen in Figure 7 we can observe convergence of the closed loop cost of the MPC solutions for increasing horizon length as well as convergence of the MPC closed loop trajectories to the optimal trajectory. An interesting observation is that in this example the cost converges much quicker than the state. While there is already not much change in the value of the closed loop cost for N = 20 the closed loop trajectories themselves only come close to the optimal trajectory around relatively long horizons of N = 70.
Conclusions
In this paper we presented performance and stability results for economic model predictive control in the timevarying setting. We generalized the concept of optimal equilibria and optimal periodic orbits to the time-varying setting, making use of a overtaking optimality as a more general optimality notion. This resulted in the definition of an optimal trajectory. We then showed that under turnpike and continuity assumptions the cost of the MPC closed loop approximates the cost of optimal trajectories on the infinite horizon. In addition, we used strict dissipativity in order to prove that a modified optimal value function is a practical Lyapunov function, allowing us to conclude that the MPC closed loop converges to a neighborhood of the optimal trajectory whose size tends to 0 as the optimization horizon N tends to infinity. Finally, we presented two examples that illustrated that our theoretical findings also hold in practical applications, both for finite and infinite dimensional systems. 
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