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Abstract
This paper is concerned with invertibility and one-sided invertibility of Toeplitz operators
over the half plane, whose symbols admit homogenous discontinuities, and with stability
of their pseudo finite sections.
The invertibility of this class of Toeplitz operators is studied using the related algebra
involving certain composition operators. The related stability problem plays here an im-
portant role. The invertibility criterium is given in terms of invertibility of a family of one
dimensional Toeplitz operators. The stability criterium for finite sections for the related
algebra is proved, and then used to get the stability of pseudo finite sections of Toeplitz
operators over the half plane.
The key observation to get one-sided invertibility criterium is building of a special function
which models the discontinuities of the original generating function. The form of this
function reveals the deep connections to the above mentioned related algebra. The one-
sided invertibility criterium is given it terms of constraints on the partial indices of certain
Toeplitz operator valued function.
Key words
Toeplitz operator, convolution operator, Toeplitz operator over the half plane, homoge-
nous discontinuities, approximate identities, stability, Banach algebra.
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4
1 Introduction
The Wiener-Hopf integral operators and the closely connected Toeplitz operators have
been intensively studied since 1950. These operator classes are of great interest from the-
oretical as well as from an applicative point of view. But we have to note that the multi-
dimensional case has been incomparably less studied than the one dimensional one. The
reasons for that are that in the multidimensional case topological questions are brought
to the forefront and problems appear, which do not play a significant role in the one
dimensional case.
In this dissertation we will mostly deal with Toeplitz operators over the half plane.
Let T denote the unit circle in the complex plane, by T2 := T×T we denote the torus. Let
L1N×N(T
2) denote the Banach space of equivalence classes of measurable N × N matrix
valued functions which are integrable on T2. Let Z be the set of integer numbers. Define
for k = (k1, k2) ∈ Z× Z the Fourier coefficients of function a ∈ L1N×N(T2) by
ak =
1
4pi2
∫
T
∫
T
a(s, t)
ds
isk1+1
dt
itk2+1
.
Denote by L∞N×N(T
2) the Banach space of equivalence classes of measurable essentially
bounded N ×N matrix valued functions on T2.
Let Z+ be the set of non-negative integer numbers. By l
2
N(Z+ × Z) we denote the set
of square summable sequences of complex vectors with N components indexed by the set
(Z+×Z). For a ∈ L1N×N(T2) let the operator T+·(a) : l2N(Z+×Z) → l2N(Z+×Z) be given
by the infinite matrix
T+·(a) = {aj−k}j,k∈(Z+×Z) .
It is well-known that T+·(a) is linear and bounded if and only if a ∈ L∞N×N (T2). The
operator T+·(a) is called the Toeplitz operators over the half plane.
Such multidimensional Toeplitz operators with continuous symbols were studied in
1960 by L.S. Goldenstein and I.Z. Gohberg who were the first to prove the sufficiency of
the following theorem (in [18]):
Theorem 1.1. Let a ∈ L∞(T2) be such that ∑n∈Z×Z |an| < ∞. The operator T+·(a) is
invertible from at least one side if and only if
a(s, t) 6= 0 for all (s, t) ∈ T2.
If this condition is satisfied the operator T+·(a) is invertible, invertible from the left, in-
vertible from the right if the number
κ0 =
1
2pi
[arg a(eiϕ, t0)]
2pi
ϕ=0 (t0 ∈ T)
is respectively equal to zero, greater or less than zero. Note that the definition of κ0 does
not depend on t0 ∈ T.
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Later in 1967 L.S. Goldenstein proved the necessity (in [17]).
In articles [17] and [19] L.S. Goldenstein has also studied the stability of pseudo-finite
sections
Tn,·(a) = {aj−k}j,k∈([0,n]×Z) ,
where [0, n] = {0, 1, 2, ..., n}, and proved the following theorem:
Theorem 1.2. Let a be as in Theorem 1.1. The sequence {Tn,·(a)}n is stable, i.e. there
exist m such that the operators Tn,·(a) are invertible for n > m and
sup
n>m
∥∥T−1n,· (a)∥∥ <∞,
if and only if the operator T+·(a) is invertible.
As far as we know there are no analogous results for the matrix case even when the
generating function a belongs to the Wiener algebra (i.e.
∑
n∈Z×Z ‖an‖ <∞).
In the discontinuous case generating functions which can be represented as a ten-
sor product of piecewise continuous functions were considered in [2]. Using the bilocal
Fredholm theory as in the quarter plane case in [1] the following theorem has been proved:
Theorem 1.3. Let a ∈ (PC ⊗ PC)N×N . The operator T+·(a) is invertible if and only if
for each τ ∈ T, λ ∈ [0, 1] the operator
T ((1− λ)a(·, τ − 0) + λa(·, τ + 0))
is invertible.
The goal of this paper is to study invertibility and one-sided invertibility of Toeplitz
operator T+·(a) over the half plane acting on the vector valued Hilbert space l
2
N(Z+ × Z)
with generating function a admitting homogeneous discontinuities. This type of disconti-
nuities was for the first time considered by T.Finck in his dissertation [9]. He considered
the following class of generating functions:
Definition 1.4. The function a ∈ L∞(T2) belongs to the class Ψ if the following condi-
tions are satisfied:
1. the function a is continuous for all (s, t) ∈ T2 \ (1, 1),
2. there exist a continuous function aˆ on T such that
lim
r→0
sup
ϕ∈[0,2pi]
|a(eir cosϕ, eir sinϕ)− aˆ(eiϕ)| = 0,
3. the function aˆ is sectorial, i.e. 0 /∈ conv({aˆ(t), t ∈ T}).
This definition implies that a function a ∈ Ψ is almost a constant along the rays
outgoing from the discontinuity point (1, 1) in some neighborhood of it, and the value of
this constant depending on the angle changes continuously. Such type of discontinuity can
be thought of as a possible generalization of piecewise continuity in the one-dimensional
setting.
For this class of functions the following criterium of invertibility was proved:
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Theorem 1.5. Let a ∈ Ψ. The operator T+·(a) is invertible if and only if for each t ∈ T
the operator T (a(·, t)) is invertible.
We want also to mention the article by Plamenevsky and Senichkin [25], where they
considered pseudo differential operators of the zero order on smooth manifolds without
boundaries (for example L2(R2)), whose symbols admit homogeneous discontinuities. The
results of Plamenevsky were extended to a more general situation by A.N. Karapetyants,
V.S. Rabinovich and N.L. Vasilevski in [20].
In this paper we are going to consider the class of functions with countably many
discontinuities of homogeneous type, and receive a criterium of invertibility and one-sided
invertibility for operators T+·(a). Furthermore, the stability of pseudo finite section Tn,·(a)
will be studied. Note that these operators can be viewed as operators on a ”manifold”
with boundary.
It turns out that the question of invertibility of Toeplitz operators T+·(a) is closely
connected to a related stability problem in algebras involving certain composition oper-
ators. These algebras were introduced in [8], and were applied for studying the stability
of sequences of Toeplitz operators where the piecewise continuous generating function is
replaced by the continuous approximate identities of it.
For the finite sections for the related problem we will receive the criterium of stability.
This result is directly used for proving the stability of pseudo finite section Tn,·(a). Another
application of this result is the possibility to study the stability of finite sections of Toeplitz
operators where the original piecewise continuous generating function is replaced by the
continuous approximate identities of it.
We specially want to note that the generating elements of the related algebra play an
essential role in describing the structure of one-sided invertible operators T+·(a).
Now we will describe briefly the contents of the following sections.
In the second section some preliminary facts are presented. We state some known
results about the properties of one dimensional Toeplitz operators, and give some useful
facts and definitions for the partial indices of Toeplitz operators.
The main tools of our study are Banach algebra techniques, stability notion and lo-
calization principle. So, the local principle of Allan-Douglas is shortly described at the
end of the first section.
In section 3 we consider a related stability problem. The results on the stability in
this algebra have been obtained before, so we make a short survey of them and extend
them by studying the stability of finite sections.
The fourth section is completely devoted to the description of the class of the func-
tions admitting homogenous discontinuities. It turns out that this class possesses many
properties of one dimensional piecewise continuous functions. The first connections to the
related problem are given.
In the fifth section we study the invertibility of T+·(a). We prove that the invertibility
of Toeplitz operator T+·(a) is equivalent to the invertibility of a certain operator valued
function, and then study the embedding algebra. The stability results for the related
algebra play here an essential role.
The six section is devoted to a deeper description of the structure of one-sided invert-
ible Toeplitz operator T+·(a). The special generating functions are built, which play an
7
analogous role as functions tn do in the one dimensional case. The one-sided invertibility
criterium finishes this section.
In section 7 we consider the pseudo finite sections Tn,·(a). Applying the results for the
related problem we get the stability result for them.
The last sections contains the summary of the results, possible directions of their
extension and some open problems.
Acknowledgements. I would like to thank Prof. B. Silbermann kindly for scientific
advising of this work, supporting, motivation and inexhaustible patience.
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2 Preliminary Results
2.1 Banach algebras and their ideals
Definition 2.1. A Banach algebra B is a complex Banach space with an additional oper-
ation B ×B → B, (a, b) 7→ ab, called multiplication, which satisfies the following axioms
for all a, b, c ∈ B and λ ∈ C:
(ab)c = a(bc) (associativity),
(a+ b)c = ab+ ac, a(b+ c) = ab+ ac (distributivity),
(λa)b = a(λb) = λ(ab),
‖ab‖ ≤ ‖a‖ ‖b‖ .
An element e ∈ B such that ‖b‖ = 1 and eb = be = b for all b ∈ B is called a unit element
or identity.
The unit element is unique if it exists. Algebras which posses the unit element are
called unital. If B is a unital algebra with the unit element e, then the element a ∈ B is
invertible if there is an element b ∈ B such that ab = ba = e. The element b is unique
and will be denoted by a−1. Obviously, (a−1)−1 = a, (ab)−1 = b−1a−1.
The element a ∈ B is called left- or right- invertible if there is an element b ∈ B such
that correspondingly ba = e or ab = e.
The set of all λ ∈ C such that e− λa is not invertible is called the spectrum of a in B
and is denoted by σ(a).
A subset of an algebra which is an algebra again with respect to the inherited opera-
tions, is called a subalgebra of the given algebra. A subalgebra J of an algebra B is called
an ideal if ba ∈ J and ab ∈ J for all a ∈ J and b ∈ B. The algebra {0} and B are the
trivial ideals of B.
A non-trivial ideal of an algebra B is called a maximal ideal if it is not properly
contained in any other non-trivial ideal of B.
Given an algebra B and the ideal J of B, one can form the quotient B/J , which
is a set of all cosets of elements of B modulo J . There is a natural linear structure
on B/J which makes this quotient to a linear space. Provided with the multiplication
(a+ J)(b+ J) := ab+ J , this linear space becomes an algebra again. If e is the identity
of B then e+ J is the identity element of B/J .
If B is Banach algebra and J is a closed ideal of B, then the quotient algebra B/J
becomes a Banach algebra on defining the norm by ‖a+ J‖ := infb∈J ‖a+ b‖.
The algebra L(X) of all bounded linear operators on some Banach space X is a Banach
algebra. This algebra is unital and its unit is the identity operator I.
Let X be a infinite-dimensional Banach space, then the set K(X) of all compact
operators on X is a non-trivial closed ideal of L(X). The operators of finite rank form a
non-trivial and non-closed ideal.
The quotient algebra L(X)/K(X) is called the Calkin algebra of X. An operator
A ∈ L(X) is invertible in L(X) if and only if ImA = X and kerA = {0}, whereas
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the coset A + K(X) is invertible in the Calkin algebra L(X)/K(X) if and only if A is a
Fredholm operator, i.e. the range of A is closed,dim coker A ≤ ∞ and dim kerA ≤ ∞.
Definition 2.2. Let B be a Banach algebra. A mapping B → B, a 7→ a∗ is called an
involution if for all a, b ∈ B and all λ, µ ∈ C we have
(a∗)∗ = a, (λa+ µb)∗ = λ¯a∗ + µ¯b∗, (ab)∗ = b∗a∗.
A Banach algebra with involution ∗ is called a C∗-algebra if
‖a∗a‖ = ‖a‖2 for all a ∈ B.
In C∗-algebras the involution is an isometry, i.e. ‖a∗‖ = ‖a‖.
Example: Let X be a compact Hausdorf space, and let C(X) denote the set of
all continuous complex-valued functions on X. Provided with pointwise operations, the
maximum norm and complex conjugation as involution, C(X) becomes a commutative
unital C∗-algebra.
An ideal J of a Banach algebra B with involution is called ∗-ideal if b ∈ J implies
that b∗ ∈ J . If J is an ∗-ideal of B then (a + J)∗ := a∗ + J defines an involution on the
quotient algebra B/J .
A homomorphism W : B1 → B2 between Banach algebras B1 and B2 with involution
is called a ∗-homomorphism if for every a ∈ B1 we have W (a∗) = W (a)∗.
We will list now some basic facts for C∗-algebras. All proofs can be found in the
standard textbooks on C∗-algebras.
Theorem 2.3. Let B be a C∗-algebra.
1. Every closed ideal of B is a ∗-ideal.
2. If J is a closed ideal of B, then the Banach algebra B/J is a C∗-algebra again.
3. If W is a ∗-homomorphism from B into a C∗-algebra A, then W is continuous and
‖W‖ ≤ 1. If W is moreover one-to-one then it is an isometry.
Theorem 2.4. 1. Let A and B be a C∗-algebras and let W : A → B be a ∗-
homomorphism. Then W (A) is a C∗-subalgebra of B and the C∗-algebras A/ kerW
and W (A) = ImW are ∗-isomorphic: A/ kerW ∼= ImW .
2. Let A be a C∗-algebra and J a closed ideal of A, and K a closed ideal of J . Then
K is a closed ideal of A and there is a natural ∗-isomorphy (A/K)/(J/K) ∼= A/J .
3. Let A be a C∗-algebra, B a C∗-subalgebra of A, and J a closed ideal of A. Then
the algebraic sum B + J is a C∗-algebra of A, and there is natural ∗-isomorphy
(B + J)/J ∼= B/(B ∩ J).
Theorem 2.5. 1. For every C∗-algebra B, there exists a Hilbert space H such that B
is ∗-isomorphic to a C∗-subalgebra of L(H).
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2. For every unital and commutative C∗-algebra B, there exists a Hausdorf compact X
such that B is ∗-isomorphic to C(X).
Theorem 2.6. Let A be a C∗-algebra with identity e, and let B be a C∗-subalgebra of A
containing e. Then the element b ∈ B is invertible in B if and only if it is invertible in
A. In other words σA(b) = σB(b) for every b ∈ B.
We want to finish this subsection by noting that the Jacobson radical of a C∗-algebra
with the unit element, i.e. the intersection of all maximal ideals of that algebra, consists
of zero elements only.
2.2 Spaces of functions and sequences
Let Z denote the set of integer numbers, and Z+ the set of non negative integer numbers.
The unit circle in the complex plane we denote by T. With T2 = T × T we denote the
torus.
For a natural number N and a compact set M we denote by CN×N(M) the the C
∗-
algebra of continuous N ×N -matrix functions on M .
Let L∞N×N(M) denote the C
∗-algebra of essentially bounded N ×N -matrix functions
on M . By LpN×N(M) with 1 ≤ p <∞ we denote the Banach space of classes of complex
valued measurable N × N -matrix functions summable in the p-th power on M (with
respect to the Lebesgue measure). By LpN(M) with 1 ≤ p < ∞ we denote the Banach
space of classes of complex valued measurable N -component vector functions summable
in the p-th power on M (with respect to the Lebesgue measure).
Given f ∈ L1N×N(T) we define its Fourier coefficients fn with n ∈ Z by
fn =
1
2pi
∫
T
f(t)
dt
itn+1
,
note that fn is a complex N ×N matrix.
Given f ∈ L1N(T) we define its Fourier coefficients fn with n ∈ Z by
fn =
1
2pi
∫
T
f(t)
dt
itn+1
,
note that fn in this case is a complex N -components vector.
Notice that f ∈ L2N(T) if and only if
∑
n∈Z ‖fn‖2 < ∞ and ‖f‖2 =
∑
n∈Z ‖fn‖2.
Moreover, L2N(T) is a Hilbert space the functions {tn}n∈Z build an orthogonal basis in
L2N(T).
For 1 ≤ p <∞ put
HpN(T) = {f ∈ LpN(T) : fn = 0 for all n < 0} ,
HpN(T) = {f ∈ LpN(T) : fn = 0 for all n > 0} .
H2N(T) is a Hilbert space, the function f ∈ H2N(T) if and only if
∑∞
n=0 ‖fn‖2 < ∞ and
the set {tn}∞n=0 forms an orthogonal basis in H2N(T).
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Let I be an index set. For 1 ≤ p < ∞ we denote by lpN(I) the set of sequences of
complex N -component vectors indexed by I which are summable in the p-th power.
We remark that a function belongs to L2N(T) (H
2
N(T)) if and only if its sequence of
Fourier coefficients is in l2N(Z) (l
2
N(Z+)).
By PCN×N(T) we denote the C
∗-algebra of piecewise continuous N ×N -matrix func-
tions on T.
2.3 Toeplitz operators
Let P denote the Riesz projection of LpN(T) onto H
p
N(T). In case p = 2, P is the
orthogonal projection of L2N(T) onto H
2
N(T). The discrete Riesz projection in l
2
N(Z) is
given by P : {fn}n∈Z 7→ {..., 0, 0, f0, f1, ...}, where f0 occupies the 0-th place.
For a ∈ L∞N×N (T), we will denote by M(a) the multiplication operator in L2N(T):
M(a) : L2N(T) → L2N(T), f 7→ af.
The operator M(a) is obviously bounded and ‖M(a)‖ ≤ ‖a‖.
In the discrete case the Laurent operator M(a) in l2N(Z) is defined by:
M(a) : l2N(Z) → l2N(Z), (M(a)x)j =
∞∑
k=0
aj−kxk.
For a ∈ L∞N×N (T) the Toeplitz operator T (a) is defined by:
T (a) : H2N(T) → H2N(T), f 7→ P (af),
and in the discrete case
T (a) : l2N(Z+) → l2N(Z+), {xn}n∈Z+ 7→
{
∞∑
j=0
an−jxj
}
n∈Z+
.
The Toeplitz operators defined on H2N(T) and l
2
N(Z+) are unitarily equivalent through
the isomorphism
Φ : H2N(T) → l2N(Z+),
∑
n∈Z+
fnt
n 7→ {fn}n∈Z+ .
Therefore we shall frequently identify these operators without mentioning this explicitly.
It is well-known (Brown-Halmos theorem) that ‖T (a)‖ = ‖a‖.
We also want to remark the following well-known formula:
T (ab) = T (a)T (b) +H(a)H(b˜),
where a, b ∈ L∞N×N (T), and b˜(t) := b(1/t) for t ∈ T.
Let K denote the ideal of compact operators on l2N(Z+) one can prove that
‖T (a)‖ = ‖T (a) +K‖ = inf
K∈K
‖T (a) +K‖ ,
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using a more general equality
‖A+K‖ = lim
n→∞
‖QnAQn‖ ,
where Qn : l
2
N(Z+) → l2N(Z+), {xn}n∈Z+ 7→ {0, ..., 0, xn+1, xn+2, ...}.
We will give now some theorems on the Fredholmness and invertibility of Toeplitz
operators.
For a continuous invertible function a we denote by wind(a) the winding number of a
with respect to the origin: every such a function may be written in the form a = |a|eic,
where c : T \ {1} → R is continuous, and wind(a) is defined as the integer
1
2pi
(c(1− 0)− c(1 + 0)).
The following theorem is well-known ( [2]):
Theorem 2.7. Let a ∈ PCN×N(T). The operator T (a) is Fredholm on l2N (H2N) if and
only if for all λ ∈ [0, 1] and t ∈ T
det((1− λ)a(t− 0) + λa(t+ 0)) 6= 0.
If T (a) is Fredholm then
IndT (a) = −wind(det a]),
where a] is the continuous closed curve which results from the essential range of a by
filling in the line segments
{(1− λ)a(t− 0) + λa(t+ 0) : λ ∈ [0, 1]}
between the end points of each jump.
Note that in contrast to the scalar case (N = 1) in the matrix case (N > 1) the
Fredholm Toeplitz operator of index zero in general is not invertible.
Definition 2.8. Let a ∈ L∞N×N(T) be invertible. We say that the function a admits
a right generalized factorization if it can be represented in the form a = a−da+, where
d = diag {tκ1 , tκ2 , ..., tκN} with κi ∈ Z, i = 1, ..., N ; a±1− ∈ H2N×N(T), a±1+ ∈ H2N×N(T);
and the operator M(a−)PM(a
−1
− ) is bounded in L
2
N(T).
The integer numbers {κ1, κ2, ..., κN} are called the right partial indices of matrix func-
tion a. The number κ :=
∑N
i=1 κi is called the total factorization index.
The following theorems are also well-known (see [2]):
Theorem 2.9. Let a ∈ L∞N×N (T) admit right generalized factorization. Then the right
partial indices of a are uniquely defined up to a permutation.
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Theorem 2.10. Let a ∈ L∞N×N(T). The Toeplitz operator T (a) is Fredholm on l2N (H2N)
if and only if a is invertible in L∞N×N (T) and if a admits right generalized factorization
a = a−diag {tκ1 , tκ2 , ..., tκN} a+.
If T (a) is Fredholm, then
dim kerT (a) = −
∑
κj<0
κj, dim coker T (a) =
∑
κj>0
κj.
This theorem goes back to Simonenko, for a proof see [22].
Let T (PCN×N) denote the smallest closed subalgebra of L(l2N(Z+)) containing all
Toeplitz operators with piecewise continuous matrix functions. Let K(l2N) denote the
ideal of all compact operators in L(l2N(Z+)), we note that K(l2N(Z+)) ⊂ T (PC).
2.4 Finite sections of Toeplitz operators
For n ∈ N let Pn and Wn denote the following operators on l2N(Z+):
Pn : {x0, x1, x2, ..., xn−1, xn, xn+1, ...} 7→ {x0, x1, x2, ..., xn−1, 0, 0, ...} ,
Wn : {x0, x1, x2, ..., xn−1, xn, xn+1, ...} 7→ {xn−1, xn−2, ..., x0, 0, 0, ...} .
For a ∈ L∞N×N(T2) define the finite sections of Toeplitz operator T (a) by Tn(a) =
PnT (a)Pn, n ∈ N.
Let a ∈ L∞N×N(T2), we say that a sequence {Tn(a)}n is stable if there is n0 > 0 such
that the operators Tn(a) are invertible for n > n0 and
sup
n>n0
∥∥T−1n (a)∥∥ <∞.
For the proof of the following results see [11], Chapter 4.
Theorem 2.11. Let a ∈ PCN×N(T). The sequence Tn(a) is stable if and only if the
operators T (a) and T (a˜) are invertible.
Let F refer to the C∗-algebra of all bounded sequences {An}n with An being nN×nN
complex matrices, and letN denote the ideal of F containing sequences {Mn}n which tend
to zero in the norm as n→∞. Further let S(PC) denote the smallest closed subalgebra
of F which contains all sequences {Tn(a)} with piecewise continuous generating functions
a ∈∈ PCN×N(T). One can prove that S(PC) is a C∗-algebra.
Let now GW denote the set in F
GW = {{PnKPn +WnLWn +Gn} with K,L compact and {Gn}n ∈ N} .
One can prove that GW forms a closed ideal in F .
Theorem 2.12. The C∗-algebras T (PCN×N)/K(l2N(Z+)) and S(PC)/GW are ∗-
isomorphic, the isomorphism being given by
ξ : S(PC)/GW → T (PCN×N)/K(l2N(Z+)), {An}+ GW 7→ W (An) +K(l2N(Z+)),
where
W (An) = s-limn→∞An.
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2.5 Toeplitz operators over the half plane and their pseudo finite
sections
For a ∈ L∞N×N (T2) the operator in l2N(Z+ × Z) having the matrix representation
T+·(a) = {aj−k}j,k∈(Z+×Z)
is called Toeplitz operator over the half plane.
The pseudo finite sections of Toeplitz operator over the half plane for each n ∈ N
acting in l2N([0, n] × Z), where [0, n] = {0, 1, 2, ..., n}, are given by the following matrix
representation
Tn,·(a) = {aj−k}j,k∈([0,n]×Z) .
Theorem 2.13. Let a ∈ L∞N×N (T). Let Y = l2N(Z+ × Z) and A = T+·(a) or Y =
l2N([0, n]× Z) and A = Tn,·(a).
1. If A is a Φ+ operator, i.e. ImA is closed and dim kerA <∞, then A is injective.
2. If A is a Φ− operator, i.e. ImA is closed and dim coker A := dim(Y/ ImA) < ∞,
then A is surjective.
3. If A is Fredholm (or a Φ operator) then A is invertible.
This theorem follows directly from translation invariance of Toeplitz operators over
the half plane.
2.6 Terminating indices of a Toeplitz operator
Definition 2.14. Let α = (α1, ..., αN ) be an N-tuple of integer numbers. Let τ ∈ T, let
f ∈ C(T) be a scalar non-vanishing function. Define
fα := diag(fα
1
, ..., fα
N
).
Theorem 2.15. Let a ∈ L∞N×N(T), and let T (a) be Fredholm. Let κ be the tuple of
right partial indices of a, let κ± be the N-tuples of nonnegative integers defined by κ+ =
max(κ, 0), κ− = −min(κ, 0). Then there exist permutations α± of κ± such that the
Toeplitz operator T (t−α+atα−) is invertible.
Proof. For the proof see [14].
Remark 2.16. We want to remark the following theorem also proved in [14]:
Theorem 2.17. Let a ∈ L∞N×N (T), and let T (a) be Fredholm. Let κ± be as in Theorem
2.15. Then there exist permutations β± of κ± such that the Toeplitz operator T (t
β−at−β+)
is invertible.
The Theorem 2.15 guaranties that for a right(left) invertible operator T (a) with a ∈
L∞N×N(T), there exists a non negative N -tuple α such that T (at
α) (T (t−αa)) is invertible.
The uniqueness of the tuple α is proved in the following lemma:
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Lemma 2.18. Let a ∈ L∞N×N (T) be such that T (a) is Fredholm.
1. Let f = diag {f1, ..., fN} ∈ L∞N×N (T) and g = diag {g1, ..., gN} ∈ L∞N×N(T) be such
that T (f) and T (g) are right invertible and fj, gj ∈ H∞N×N(T)∩C(T) for j = 1, .., N .
Let, moreover, T (fa) and T (ga) be invertible. Then dim kerT (fj) = dim kerT (gj)
for j = 1, .., N .
2. Let f = diag {f1, ..., fN} ∈ L∞N×N (T) and g = diag {g1, ..., gN} ∈ L∞N×N(T) be
such that T (f) and T (g) are left invertible and fj, gj ∈ H∞N×N(T) ∩ C(T) for
j = 1, .., N . Let, moreover, T (af) and T (ag) be invertible. Then dim coker T (fj) =
dim coker T (gj) for j = 1, .., N .
Proof. We will prove (1). For j = 1, ..., N let bj = diag {1, ..., 1, fj , 1, ..., 1} and dj =
diag {1, ..., 1, gj , 1, ..., 1}, where fj or gj stand at the j-th place. Consider the operators
T (bja) and T (dja). Obviously, T (bja) and T (dja) are right invertible and hence, they are
injective. This implies that kerT (bj) ∩ ImT (a) = ∅ and kerT (dj) ∩ ImT (a) = ∅. Thus
codim T (a) ≥ max {dim kerT (bj), dim kerT (dj)} .
Noting that kerT (bj) is orthogonal to kerT (bk) as well as to kerT (dk) for all k 6= j,
we get
dim kerT (f) = codim T (a) ≥
N∑
j=1
max {dim kerT (bj), dim kerT (dj)} .
Consequently, if there is some j0 such that IndT (fj0) > IndT (gj0), then we have
dim kerT (bj0) > dim kerT (dj0), and we get
dim kerT (f) ≥
N∑
j=1
max {dim kerT (bj), dim kerT (dj)}
>
N∑
j=1
dim kerT (fj) = dim kerT (f),
which is of course a contradiction.
The statement (2) can be now proved by passing to adjoint operators.
Let a ∈ L∞N×N(T), and let T (a) be right (left) invertible. By Theorem 2.15 there exist
a non negative N -tuple α such that T (atα) (T (t−αa)) is invertible. By Lemma 2.18 the
tuple α is unique. Motivated by this reasoning we introduce the following definition:
Definition 2.19. Let a ∈ L∞N×N (T), and let T (a) be right (left) invertible. We will call a
non-negative N-tuple α the right (left) terminating indices of T (a) if the operator T (atα)
(T (t−αa)) is invertible. Let α(T (a)) := α.
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2.7 Sequences of operators
Let X be a Banach space and L(X) be the algebra of all linear bounded operators on X.
We introduce three important notions of convergence in L(X):
Definition 2.20. Let An ∈ L(X) for n ∈ Z+, A ∈ L(X). We say that
1. {An} converges uniformly to A if ‖An − A‖ → 0,
2. {An} converges strongly to A if ‖Anx− Ax‖ → 0 for all x ∈ X, we will write in
this case
s-limn→∞An = A,
3. {An} converges weakly to A if |ϕ(Anx)− ϕ(Ax)| → 0 for all x ∈ X and all ϕ ∈ X∗
(X∗ denotes the dual space to X).
We will often use the following well-known lemma:
Lemma 2.21. Let K be compact. Let An ∈ L(X) for n ∈ Z+, A ∈ L(X).
1. If {An} converges strongly to A, then AnK converges uniformly to AK.
2. If {An} converges weakly to A, then KAn converges strongly to KA.
3. If {A∗n} converges strongly to A∗, then KAn converges uniformly to KA.
2.8 A local principle
The center of an algebraA consists of all elements a ∈ A with the property that ab = ba for
all b ∈ A. Clearly, the center of a unital Banach algebra A is closed, unital, commutative,
and inverse closed subalgebra of A.
Let A be a Banach unital algebra, and let C be a closed subalgebra of the center of A
which contains the identity. By MC we denote the space of the maximal ideals of C. To
each maximal ideal x in MC we associate the smallest closed ideal Ix of A which contains
x, and we denote by Φx the quotient projection from A onto the quotient algebra A/Ix.
Theorem 2.22. Let C be a central subalgebra of A. Then
1. an element a ∈ A is left (right, resp. two-sided) invertible if and only if the coset
Φx(a) is invertible in A/Ix for every x ∈MC,
2. the mapping MC → R+, x 7→ ‖Φx(a)‖ is upper semi-continuous for each a ∈ A.
An important consequence of the upper semi-continuity is the following property of
the local invertibility:
Proposition 2.23. Let C be a central subalgebra of A. Let a ∈ A. If Φx(a) is left (right,
resp. two-sided) invertible in A/Ix, then Φy(a) is left (right, resp. two-sided) invertible
in A/Iy for all y in some open neighborhood of x.
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3 A Related Stability Problem
In this Section we introduce C∗-algebras involving certain composition operators. The
stability problems in these algebras were well studied in [8], so we give here only a short
survey of Definitions and Theorems from [8] extended by some additional information and
considering the finite sections for these algebras.
3.1 Composition operators
Let σ : T → T be a homeomorphism, the composition operator generated by σ is defined
by
C(σ) : f 7→ f ◦ σ where (f ◦ σ)(t) = f(σ(t)).
In what follows, composition operators will be defined on L∞N×N or on L
2
N . For τ ∈ T we
define Yτ and its inverse by
Yτ = C(στ ) where στ (t) = τt,
Y −1τ = C(σˆτ ) where σˆτ (t) = t/τ.
For r ∈ [0, 1) we introduce Cr and its inverse by
Cr = C(σr) where σr(t) =
t+ r
1 + rt
,
C−1r = C(σˆr) where σˆr(t) =
t− r
1− rt .
Observe that Cr ”stretches” the function at 1 and ”squeezes” it at −1.
Define
Gr,τ = CrYτ and G
−1
r,τ = Y
−1
τ C
−1
r .
Let
T+ = {z ∈ T : Im z > 0} ,
T− = {z ∈ T : Im z < 0} ,
T+ = {z ∈ T : Re z > 0} ,
and denote by χ+, χ− the characteristic functions of T
+ and T−. It is not hard to see
that
Crχ± = χ±.
For t ∈ T let PC tN×N(T) denote the set of all functions f ∈ PCN×N(T) which are
continuous on T \ {t}. Let PC±1N×N(T) be the set of all functions f ∈ PCN×N(T) which
are continuous on T \ {−1, 1}.
Lemma 3.1. 1. Let f ∈ PC−1N×N(T) and f(1) = 0. Let τ ∈ T. Then ‖Gr,τf‖ → 0 as
r → 1 locally uniformly on T\{τ}, i.e. for each compact set K ⊂ T\{τ} the scalar
function
∥∥G−1r,τf∥∥ tends to zero as r → 1 uniformly on K.
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2. Let f ∈ PC1N×N(T) and f(−1) = 0. Then
∥∥G−1r,τf∥∥ → 0 as r → 1 locally uniformly
on T \ {τ}.
Proof. By definition we have Gr,τf = CrYτf and G
−1
r,τf = Y
−1
τ C
−1
r f . One can prove that
Crf → f(1) and C−1r f → f(−1) locally uniformly on T \ {1}. The operator Y ±1τ merely
”rotates” the function.
3.2 The related algebra of sequences of functions
Let R ⊂ [0, 1) be an index set with an accumulation point 1. By F we denote the
C∗-algebra of all sequences {fr}r∈R of functions fr ∈ L∞N×N (T) for which
‖{fr}‖F := sup
r∈R
‖fr‖L∞N×N (T) ,
where algebraic relations are defined as
{fr}r∈R + {gr}r∈R = {fr + gr}r∈R ,
{fr}r∈R {gr}r∈R = {frgr}r∈R ,
z {fr}r∈R = {zfr}r∈R ,
{fr}∗r∈R =
{
fr
}
r∈R
.
We denote by F0 the set of all {fr}r∈R for which ‖fr‖ → 0 as r → 1.
Let G be the smallest closed subalgebra of F with F0 ⊂ G which contains the following
sequences:
1. {f}r∈R for each f ∈ PCN×N(T) (constant sequences),
2.
{
G−1r,τf
}
r∈R
for each f ∈ PC1N×N(T) such that f(−1) = 0, and τ ∈ T.
The next theorem claims the existence of several ∗-homomorphisms defined on G.
(The proof can be found in [8])
Theorem 3.2. 1. There exist a *-homomorphism Φ0 : G → PCN×N(T) with F0 ⊂
ker Φ0 such that
{f}r∈R 7→ f for f ∈ PCN×N(T),{
G−1r,τf
}
r∈R
7→ 0 for f ∈ PC1N×N(T) such that f(−1) = 0 and τ ∈ T.
Φ0 is defined by
Φ0[{fr}r∈R] = µ-limr→1fr,
where µ-lim means the limit in measure.
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2. For each τ ∈ T, there exist a *-homomorphism Φτ : G → PC±1N×N(T) with F0 ⊂
ker Φτ such that
{f}r∈R 7→ f(τ + 0)χ+ + f(τ − 0)χ− for f ∈ PCN×N(T),{
G−1r,τ1f
}
r∈R
7→ f for f ∈ PC1N×N(T) such that f(−1) = 0 and τ1 = τ,{
G−1r,τ1f
}
r∈R
7→ 0 for f ∈ PC1N×N(T) such that f(−1) = 0 and τ1 ∈ T \ {τ} .
Φτ is defined by
Φτ [{fr}r∈R] = µ-limr→1Gr,τfr.
3.3 The related algebra of operator sequences
We denote by S the set of all sequences {Ar}r∈R of linear bounded operators on l2N(Z+)
for which
‖{Ar}‖ := sup
r∈R
‖Ar‖ <∞.
Introducing algebraic relations in S by
{Ar}r∈R + {Br}r∈R = {Ar +Br}r∈R ,
{Ar}r∈R {Br}r∈R = {ArBr}r∈R ,
z {Ar}r∈R = {zAr}r∈R ,
{Ar}∗r∈R = {A∗r}r∈R ,
it becomes a C∗-algebra. We denote by N the set of all sequences {Ar}r∈R ∈ S for which
‖Ar‖ → 0 as r → 1.
Now let S(G) denote the smallest closed subalgebra of S withN ⊂ S(G) which contains
all sequences of the form {T (fr)}r∈R with {fr}r∈R ∈ G. Note that the requirement that
all sequences of the form {K}r with K compact are contained in S(G) is redundant, since
S(G) contains the constant sequences {T (a)}r with a ∈ CN×N(T), and it is well-known
that the algebra generated by Toeplitz operators with continuous generating functions
already contains compact operators.
Let Rr ∈ L(L2N) be defined by
Rr = M(%r)Cr, where %r =
√
1− r2
1 + rt
, t ∈ T.
The proof of the following lemma and theorem can be found in [8].
Lemma 3.3. For each r ∈ R the operator Rr ∈ L(L2N) is unitary. Moreover, ImRr|H2N ⊂
H2N , RrPR
∗
r = P , RrQR
∗
r = Q, R
∗
rM(a)Rr = M(C
−1
r a) and RrM(a)R
∗
r = M(Cra) where
a ∈ L∞N .
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Consider the following operator in l2N(Z+)
Φ(Rr|H2N)Φ−1, (H2N denotes the Hardy space)
where Φ : H2N → l2N(Z+) denotes the bijective operator which sends a function to the
sequence of its Fourier coefficients:
f 7→ {fn}n∈Z+ .
When we will speak about Rr ∈ L(l2N(Z+)) we will mean the above operator.
Analogously, let Yτ ∈ L(l2N(Z+)) be defined by
Φ(Yτ |H2N)Φ−1,
it is not hard to see that Yτ acts as follows {xn}n∈Z+ 7→ {xnτn}n∈Z+ .
Theorem 3.4. 1. There exists a *-homomorphism Ψ0 : S(G) → L(l2N(Z+)) with N ⊂
ker Ψ0 such that
{K}r 7→ K for K compact,
{T (fr)}r 7→ T (Φ0[{fr}r]) for {fr}r ∈ G.
Ψ0 is defined by
Ψ0[{Ar}r] = s-limr→1Ar.
2. For each τ ∈ T, there exists a *-homomorphism Ψτ : S(G) → L(l2N(Z+) with
N ⊂ ker Ψτ such that
{K}r 7→ 0 for K compact,
{T (fr)}r 7→ T (Φτ [{fr}r]) for {fr}r ∈ G.
Ψτ is defined by
Ψτ [{Ar}r] = s-limr→1RrYτArY ∗τ R∗r .
3.4 Stability in the related algebra
Stability of a sequence in the algebra S(G) was also studied in [8], but we will prove it
here again under less general assumptions:
Theorem 3.5. A sequence {Ar}r∈R ∈ S(G) is stable if and only if the operators Ψ0[{Ar}]
and Ψτ [{Ar}], are invertible for each τ ∈ T.
The following Proposition can be proved without difficulties (see [11], Section 1.3.2).
Proposition 3.6. The sequence {Ar}r∈R ∈ S(G) is stable if and only if the element
{Ar}r∈R +N is invertible in S(G)/N .
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Now we want to establish a lifting theorem, so let
I = {{K +Nr}r∈R : {Nr}r∈R ∈ N and K ∈ L(l2N(Z+)) compact} .
Proposition 3.7. The set I is a ∗-ideal of S(G).
Proof. We show first that I is a left ideal. Let {Ar}r ∈ S(G) and {Br}r = {K +Nr}r ∈ I.
Then
ArBr = Ψ0[{Ar}]K + ArNr + (Ar −Ψ0[{Ar}])K.
By Theorem 3.4, Ar → Ψ0[{Ar}] strongly, thus the term (Ar −Ψ0[{Ar}])K belong to N .
So it follows that {Ar}r {Br}r ∈ I. The right ideal property can be shown by passing
to adjoints. The closedness of I can be proved by applying the ∗-homomorphism Ψ0 to
elements of I and the fact that N ⊂ ker Ψ0.
This result implies that we can form the quotient C∗-algebra Spi(G) := S(G)/I. The
following lifting theorem reduces the stability problem essentially to the invertibility prob-
lem in Spi(G).
Theorem 3.8. Let {Ar}r∈R ∈ S(G). Then {Ar}r∈R +N is invertible in S(G)/N if and
only if the operator Ψ0[{Ar}] is invertible and the coset {Ar}r∈R+I is invertible in Spi(G).
Proof. The fact that N ⊂ I and N ⊂ ker Ψ0 implies the ”only if” part of the theorem.
Now suppose that if Ψ0[{Ar}] and {Ar}r∈R + I are invertible. Then there exists
{Br}r∈R ∈ S(G)
ArBr = I +K +Nr,
with {Nr}r ∈ N , K compact. Let now
Dr = Br −Ψ−10 [{Ar}]K.
We have
ArDr = I +Nr + (Ψ0[{Ar}]− Ar)Ψ−10 [{Ar}]K.
The last term converges to zero in the operator norm since Ar → Ψ0[{Ar}] strongly, and
the operator Ψ−10 [{Ar}]K is compact. Hence, the element {Dr}r∈R+N is the right inverse
of {Ar}r∈R +N . The left invertibility can be shown by passing to adjoints.
We will describe now the center of Spi(G).
Lemma 3.9. The set C = {{T (fIN)}+ I : f ∈ C(T)}, where IN denotes N ×N identity
matrix, is a central C∗-subalgebra of Spi(G), and the mapping Λ : C(T) → C, f 7→
{T (fIN)}r + I is a ∗-isomorphism.
Proof. We will first show that generating elements of S(G) commute with {T (fIN)}r
modulo I. So let f ∈ C(T) and {ar}r∈R ∈ G then we have
T (ar)T (fIN)− T (fIN)T (ar) = H(fIN)H(a˜r)−H(ar)H(f˜ IN)
= H(fIN)H(a˜1)−H(a1)H(f˜ IN) +Nr
= K +Nr,
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where {Nr}r ∈ N and K is compact, since f is continuous and H(ar) → H(a1) strongly
as r → 1.
It is easy to see that Λ is a well-defined ∗-homomorphism of C(T) onto C, hence C is
a C∗-subalgebra of Spi(G). So it is left to show that Λ is injective. But it is clear since a
Toeplitz operator cannot be compact unless it is zero.
For τ ∈ T define
Iτ = clos idSpi(G) {{T (fIN)}+ I : f ∈ C(T), f(τ) = 0} ,
where IN denotes N ×N identity matrix.
Employing the local principle we obtain the following result.
Theorem 3.10. Let {Ar}r∈R ∈ S(G). Then {Ar}r∈R + I is invertible in Spi(G) if and
only if for each τ ∈ T the coset ({Ar}r∈R + I) + Iτ is invertible in Spi(G)/Iτ .
To study the invertible in the local algebras Spi(G)/Iτ we need the following result:
Lemma 3.11. For τ ∈ T, we have
1. If {fr}r∈R ∈ G, and fr → 0 uniformly on an open neighborhood of τ , then {T (fr)}r+
I is contained in Iτ .
2. If f ∈ PCN×N is continuous at τ and f(τ) = 0, then {T (f)}r + I is contained in
Iτ .
Proof. 1. Let U be the neighborhood of τ on which fr goes uniformly to zero. Then
there exits functions g, h ∈ C(T) with g + h = 1 such that g(τ) = 0 and h vanishes
on T\U . It follows that hfr tends to zero uniformly on all of T. Hence {hfr}r ∈ F0,
and {T (hfr)}r ∈ N . Thus we have
{T (fr)}r + I = {T (gfr)}r + I = ({T (gIN)}r + I)({T (fr)}r + I).
Finally, it is left to note that {T (gIN)}r + I is contained in Iτ .
2. Let τ ∈ T and f ∈ PCN×N be such that f(τ) = 0. Then f can be approximated
as closely as needed by function g ∈ PCN×N which is identically zero on an open
neighborhood of τ . For the constant sequence {g}r the assumptions of previous
part are fulfilled, hence {T (g)}r + I belongs to Iτ . Since Iτ is closed we get that
{T (f)}r + I ∈ Iτ .
We are now ready to describe the structure of Spi(G)/Iτ .
Lemma 3.12. Let τ ∈ T. Then the C∗-algebra Spi(G)/Iτ is generated by the elements
(
{
T (G−1r,τf)
}
r
+ I) + Iτ with f ∈ PC±1N×N .
Proof. We consider the generating elements of algebra Spi(G):
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1. Let f ∈ PCN×N , we consider ({T (f)}r + I. We can write f = f] + g where
f] = f(τ + 0)Y
−1
τ χ+ + f(τ − 0)Y −1τ χ−,
and g(τ) = 0. By the properties of operator C−1r we have
f] = G
−1
r,τ (f(τ + 0)χ+ + f(τ − 0)χ−).
Hence, {T (f)}r + I is equal {T (f])}r + I modulo Iτ .
2. Let us now consider the elements
{
T (G−1r,τ0f)
}
r
+ I with τ0 ∈ T and f ∈ PC1N×N
such that f(−1) = 0. The case τ = τ0 is clear. In case when τ0 6= τ one can see
that this element is contained in Iτ , since G−1r,τ0f goes to zero locally uniformly on
the set T \ {τ1}, thus it vanishes in some neighborhood of τ and we can apply the
previous part of the lemma.
Let A(PC±1N×N) be the smallest closed subalgebra containing the operators T (a) with
a ∈ PC±1N×N . By Theorem 3.4, the mapping Ψτ : S(G) → A(PC±1N×N) is a surjective
∗-homomorphism.
Theorem 3.13. Let τ ∈ T and {Ar}r∈R ∈ S(G). Then ({Ar}r∈R + I) + Iτ is invertible
in Spi(G)/Iτ if and only if Ψτ [{Ar}r] is invertible in A(PC±1N×N).
Proof. We will construct a ∗-isomorphism of Spi(G)/Iτ onto A(PC±1N×N). By theorem 3.4
we have that I ⊂ ker Ψτ . By previous lemma we have that {T (fIN)}r∈R ∈ ker Ψτ if
f ∈ C(T) is such that f(τ) = 0. Hence the quotient homomorphism
Ψˆτ : Spi(G)/Iτ → A(PC±1N×N), ({Ar}r∈R + I) + Iτ 7→ Ψτ [{Ar}r]
is a well defined surjective ∗-homomorphism. We will construct now the inverse mapping
to show that it is injective. Consider first the mapping
Ξτ : A(PC±1N×N) → S, A 7→ {Y ∗τ R∗rARrYτ}r .
By lemma 3.3 the ∗-homomorphism Ξτ acts as follows
T (f) 7→ {T (G−1r,τf)}r for f ∈ PC±1N×N .
Hence Ξτ is a ∗-homomorphism onto S(G). Combining it with the canonical ∗-
homomorphism yields
Ξˆτ : A(PC±1N×N) → Spi(G)/Iτ , A 7→ ({Y ∗τ R∗rARrYτ}r + I) + Iτ .
From lemma 3.12 it follows that Ξˆτ is a surjective ∗-homomorphism. Using theorem
3.4 we can see that Ψˆτ ◦ Ξˆτ : A(PC±1N×N) → A(PC±1N×N) is the identical mapping. The
surjectivity of Ξˆτ now implies that Ξˆτ is the inverse of Ψˆτ .
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At the end of this section we want to remark the following lemma:
Lemma 3.14. Let τ0 ∈ T and {Ar}r∈R ∈ S(G). Let the coset ({Ar}r∈R + I) + Iτ0 be
invertible in Spi(G)/Iτ0, then there is a neighborhood U of τ0 such that ({Ar}r∈R+I)+Iτ
is invertible in Spi(G)/Iτ for all τ ∈ U .
Proof. The lemma can be proved by using the upper semi-continuity of the mapping
τ 7→ ∥∥({Ar}r∈R + I) + Iτ∥∥. For details see Theorem 1.5 and Proposition 1.5 in [12].
3.5 Finite sections in the related algebra
At first we will introduce some additional notation:
Definition 3.15. For n ∈ N let Pn and Wn denote the following operators on l2N(Z+):
Pn : {x0, x1, x2, ..., xn−1, xn, xn+1, ...} 7→ {x0, x1, x2, ..., xn−1, 0, 0, ...} ,
Wn : {x0, x1, x2, ..., xn−1, xn, xn+1, ...} 7→ {xn−1, xn−2, ..., x0, 0, 0, ...} .
Let R ⊂ [0, 1) be an index set with an accumulation point 1. For a fixed n ∈ N let
Mn(R) denote the set of all sequences {Ar}r∈R of complex n× n-matrices Ar such that
‖{Ar}r‖ := sup
r∈R
‖Ar‖ <∞.
This norm and common algebraic operations, and involution {Ar}∗r = {A∗r}r make Mn(R)
to a C∗-algebra.
Let Sfs denote the set of all sequences {An(r)}n∈N with An(·) ∈MNn(R) such that∥∥{An(r)}n∈N∥∥ := sup
n>0
‖{Anr }r‖ .
With this norm and the following algebraic operations
{An(r)}n + {Bn(r)}n = {An(r) +Bn(r)}n ,
{An(r)}n {Bn(r)}n = {An(r)Bn(r)}n ,
z {An(r)}n = {zAn(r)}n ,
and involution
{An(r)}∗n = {(An(r))∗}n ,
Sfs becomes a C∗-algebra.
To simplify the notation we will further write {Anr } for the element {An(r)}n∈Z ∈ Sfs.
Definition 3.16. Let {Br}r ∈ S and {Anr }n∈N ∈ Sfs. We will say that
s-limn→∞A
n
(·) = {Br}r ,
if for all x ∈ l2N(Z+) it holds that
lim
n→∞
sup
r∈R
‖AnrPnx−Brx‖ = 0.
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Definition 3.17. Denote by Sfs(G) the smallest closed C∗-subalgebra of Sfs containing all
sequences {Tn(fr)}n∈N with {fr}r ∈ G.
Let
NSfs(G) =
{
{Cnr } ∈ Sfs(G) : for all ε > 0 ∃r0, n0 such that sup
n>n0
sup
r>r0
‖Cnr ‖ < ε
}
.
It is not hard to see that NSfs(G) is a closed two sided ideal of Sfs(G).
We say that the sequence {Anr } ∈ Sfs(G) is stable if and only if there exist r0 and n0
such that that the matrices Anr are invertible for n > n0, r > r0 and
sup
n>n0,r>r0
∥∥(Anr )−1∥∥ <∞.
Proposition 3.18. Let {Anr } ∈ Sfs(G). The sequence {Anr } is stable if and only if the
coset {Anr }+NSfs(G) is invertible in Sfs(G)/NSfs(G).
Proof. The proof is standard.
Define the mappings H1, H2 : Sfs → S(G) by
H1[{Anr }] := s-limn→∞An(·)
H2[{Anr }] := s-limn→∞WnAn(·)Wn.
It is not hard to prove that so constructed mappings H1, H2 are ∗-homomorphisms.
Now using theorem 3.4 we can build the following ∗-homomorphisms:
Ψfs0 [{Ar}r] = Ψ0 ◦H1,
Ψ˜fs0 [{Ar}r] = Ψ0 ◦H2,
Ψfsτ [{Ar}r] = Ψτ ◦H1,
Ψ˜fsτ [{Ar}r] = Ψτ ◦H2,
where τ ∈ T. Moreover, for all τ ∈ T we have
NSfs(G) ⊂ ker Ψfs0 ,
NSfs(G) ⊂ ker Ψ˜fs0 ,
NSfs(G) ⊂ ker Ψfsτ ,
NSfs(G) ⊂ ker Ψ˜fsτ .
Define the set J in Sfs(G) by
J =
{{PnKPn +WnLWn + Cnr } : K,L are compact, and {Cnr } ∈ NSfs(G)} .
Note that J consists of sums of constant in r sequences {PnKPn +WnLWn}n and se-
quences from NSfs(G).
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Proposition 3.19. The set J is a ∗-ideal of Sfs(G).
Proof. We show first that J is a left ideal. Let {Anr } ∈ Sfs(G) and {Bnr } =
{PnKPn +WnLWn + Cnr } ∈ ISfs(G). Then
AnrB
n
r = A
n
rPnKPn + A
n
rWnLWn + A
n
rC
n
r
= PnΨ1[A
n
r ]KPn +WnΨ2[A
n
r ]LWn +D
n
r ,
where
Dnr = (A
n
rPn − PnΨ1[Anr ])KPn +Wn(WnAnrWn −Ψ2[Anr ])LWn + AnrCnr .
It is not hard to see that Dnr ∈ NSfs(G).
Thus J is a right ideal, passing to the adjoint operators we can show that J is also a
left ideal.
To prove that J is closed, we first remark that
Ψfs0 [{PnKPn +WnLWn + Cnr }] = K,
Ψ˜fs0 [{PnKPn +WnLWn + Cnr }] = L,
and ∥∥Ψfs0 [{Arn}]∥∥ ≤ ‖{Arn}‖ ,∥∥∥Ψ˜fs0 [{Arn}]∥∥∥ ≤ ‖{Arn}‖ .
Now consider a convergent sequence ({PnKmPn +WnLmWn + Cm,nr })m>0 ⊂ J in Sfs(G).
Due to the properties stated above we get that the sequences
Km = Ψfs0 [{PnKmPn +WnLmWn + Cm,nr }]
Lm = Ψ˜fs0 [{PnKmPn +WnLmWn + Cm,nr }]
converge in the norm to compact operators K∞, L∞. The sequence
{PnK∞Pn +WnL∞Wn}
obviously belong to J and we have
‖PnKmPn +WnLmWn − PnK∞Pn −WnL∞Wn‖ ≤ ‖Km −K∞‖+ ‖Lm − L∞‖ .
Consequently, the sequence ({PnKmPn +WnLmWn})m>0 converges to
{PnK∞Pn +WnL∞Wn} .
This implies that the sequence ({Cm,nr })m>0 converges to some {Nnr }, too. Moreover,
since NSfs(G) is closed we have that {Nnr } ∈ NSfs(G). It is now evident that the sequence
({PnKmPn +WnLmWn + Cm,nr })m>0 converges to {PnK∞Pn +WnL∞Wn +Nnr } ∈ J.
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Let now
Spifs(G) = Sfs(G)/J.
Theorem 3.20. Let {Anr } ∈ Sfs(G). The coset {Anr }+NSfs(G) is invertible in Sfs(G)/NSfs(G)
if and only if the operators Ψfs0 [{Anr }] and Ψ˜fs0 [{Anr }] are invertible and the coset {Anr }+ J
is invertible in Spifs(G).
Proof. The properties NSfs(G) ⊂ J, NSfs(G) ⊂ ker Ψfs0 and NSfs(G) ⊂ ker Ψ˜fs0 imply the ”only
if” part of the theorem.
We prove the ”if” part. Suppose that the operators Ψ1[A
n
r ] := Ψ
fs
0 [{Anr }] and Ψ2[Anr ] :=
Ψ˜fs0 [{Anr }] are invertible and the coset {Anr }+ J is invertible in Spifs(G). Then there exists
a sequence {Bnr } ∈ Sfs(G) such that
AnrB
n
r = Pn + PnKPn +WnLWn + C
n
r ,
with K, L compact and {Cnr } ∈ NSfs(G).
Let now
Dnr = B
n
r − PnΨ−11 [Anr ]KPn −WnΨ−12 [Anr ]LWn.
The we have
AnrD
n
r = Pn + PnKPn +WnLWn + C
n
r
− AnrPnΨ−11 [Anr ]KPn − AnrWnΨ−12 [Anr ]LWn
= Pn + C
n
r + (Pn − AnrPnΨ−11 [Anr ])KPn
+Wn(Pn −WnAnrWnΨ−12 [Anr ])LWn.
Since the last two terms belong to NSfs(G), we get that {Bnr }+NSfs(G) is the right inverse
of of {Anr }+NSfs(G). The left invertibility can be shown similarly.
Lemma 3.21. The set
Cfs = {{Tn(fIN)}+ J : f ∈ C(T)} ,
where IN denotes the N ×N identity matrix, is a central ∗-subalgebra of Spifs(G), and the
mapping Λfs : f 7→ {Tn(fIN)}+ J, C(T) → Cfs is a ∗-isomorphism.
Proof. The proof is standard: the Widom’s formula
Tn(ab) = Tn(a)Tn(b) + PnH(a)H(b˜)Pn +WnH(a˜)H(b)Wn,
and the compactness of Hankel operators with continuous generating functions involve
that Cfs is a symmetric algebra in the center of Spifs(G) and that the mapping Λfs is a
∗-homomorphism. We are left to check that the kernel of Λfs is trivial.
We claim that
‖T (fIN) +K‖L(l2N )/K(l2N ) ≤ ‖Tn(fIN) + J‖Spifs(G) (1)
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for every f ∈ C(T).
Let ε > 0. There exist compact operators K and L as well as a sequences in N rn ∈
NSfs(G) such that
‖Tn(fIN) + PnKPn +WnLWn +N rn‖Sfs(G) ≤ ‖Tn(fIN) + J‖Spifs(G) + ε.
We apply the homomorphism H1 on the left hand side and get
‖T (fIN) +K‖L(l2N ) ≤ ‖Tn(fIN) + J‖Spifs(G) + ε,
and consequently
‖T (fIN) +K‖L(l2N )/K(l2N ) ≤ ‖Tn(fIN) + J‖Spifs(G) + ε.
This estimation holds for arbitrary ε > 0, which gives us the claim (1).
Combining (1) with Lemma 3.9 we obtain
‖fIN‖∞ = ‖T (fIN)‖ = ‖T (fIN) +K‖L(l2N )/K(l2N ) ≤ ‖Tn(fIN) + J‖Spifs(G) ,
which shows that the kernel of Λfs is trivial.
We define for τ ∈ T
Jτ = clos idSpifs(G) {{Tn(bIN)}+ J : b ∈ C(T) and b(τ) = 0} ,
where IN denotes the N ×N identity matrix.
Applying the Allan-Douglas principle we get
Theorem 3.22. Let {Anr } ∈ Sfs(G). Then {Anr }+ J is invertible in Spifs(G) if and only if
({Anr }+ J) + Jτ is invertible in Spifs(G)/Jτ for each τ ∈ T.
Lemma 3.23. Let τ ∈ T.
1. If {fr} ∈ G and fr → 0 uniformly on an open neighborhood of τ , then {Tn(fr)}+ J
is contained in Jτ .
2. If f ∈ PCN×N , and f(τ + 0) = f(τ − 0) = 0, then {Tn(fr)}+ J is contained in Jτ .
Proof. The proof is analogous to the proof of Lemma 3.11.
Lemma 3.24. Let τ ∈ T. Then the C∗-algebra Spifs(G)/Jτ is generated by the elements of
the form
(
{
Tn(G
−1
r,τf)
}
+ J) + Jτ with f ∈ PC±1N×N .
Proof. The proof is completely analogous to the proof of Lemma 3.12.
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3.6 Description of local algebras of finite sections
Let now
Sloc(τ)(G) = Spifs(G)/Jτ .
In the algebra Sloc(τ)(G) let
Kτ = {({PnY ∗τ R∗rKRrYτPn +WnY ∗τ R∗rLRrYτWn}+ J) + Jτ with K,L compact.} .
Lemma 3.25. For each τ ∈ T the set Kτ is a *-ideal of Sloc(τ)(G).
Proof. Let (Anr + J) + Jτ ∈ Sloc(τ)(G). Then
AnrPnY
∗
τ R
∗
rKRrYτPn = PnY
∗
τ R
∗
rRrYτA
n
rPnY
∗
τ R
∗
rKRrYτPn
= PnY
∗
τ R
∗
rΨ
τ
3[A
n
r ]KRrYτPn
+ PnY
∗
τ R
∗
r(RrYτA
n
rPnY
∗
τ R
∗
r −Ψτ3[Anr ])KRrYτPn,
and
AnrWnY
∗
τ R
∗
rLRrYτWn = WnY
∗
τ R
∗
rRrYτWnA
n
rWnY
∗
τ R
∗
rLRrYτWn
= WnY
∗
τ R
∗
rΨ
τ
4[A
n
r ]LRrYτWn
+WnY
∗
τ R
∗
r(RrYτWnA
n
rWnY
∗
τ R
∗
r −Ψτ4[Anr ])LRrYτWn.
It is not hard to see now that
((Anr + J) + Jτ )((PnY
∗
τ R
∗
rKRrYτPn +WnY
∗
τ R
∗
rLRrYτWn + J) + Jτ ) =
(PnY
∗
τ R
∗
rΨ
τ
3[A
n
r ]KRrYτPn +WnY
∗
τ R
∗
rΨ
τ
4[A
n
r ]LRrYτWn + J) + Jτ .
Thus Kτ is a right ideal. Analogously it can be showed that Kτ is a left ideal.
It can be obtained that
Ψfsτ [{PnY ∗τ R∗rKRrYτPn +WnY ∗τ R∗rLRrYτWn}] = K,
Ψ˜fsτ [{PnY ∗τ R∗rKRrYτPn +WnY ∗τ R∗rLRrYτWn}] = L.
This identities together with the estimates∥∥Ψfsτ [{Arn}]∥∥ ≤ ‖{Arn}‖∥∥∥Ψ˜fsτ [{Arn}]∥∥∥ ≤ ‖{Arn}‖
can be used to verify the closedness of Kτ in Sloc(τ)(G).
Theorem 3.26. Let {Anr } ∈ Sfs(G) and τ ∈ T. Then ({Anr } + J) + Jτ is invertible in
Sloc(τ)(G) if and only if the operators Ψfsτ [{Anr }], Ψ˜fsτ [{Anr }] are invertible and the coset
({Anr }+ J) + Jτ +Kτ is invertible in Sloc(τ)(G)/Kτ .
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Proof. The proof of ”only if” part is base on the properties of homomorphisms Ψτ3[A
n
r ] and
Ψτ4[A
n
r ]: J + Jτ ⊂ ker Ψτi [Anr ] for i = 3, 4, and the inverse closedness of the corresponding
C∗-subalgebras.
Let us prove the other part. Suppose that the operators Ψfsτ [{Anr }], Ψ˜fsτ [{Anr }] and the
coset ({Anr } + J) + Jτ + Kτ are invertible. Let ({Bnr } + J) + Jτ + Kτ be the inverse of
({Anr } + J) + Jτ + Kτ . That means that there exists compact operators K and L such
that
(({Anr }+ J) + Jτ )(({Bnr }+ J) + Jτ ) = ({Pn}+ {PnY ∗τ R∗rKRrYτPn}
+ {WnY ∗τ R∗rLRrYτWn}+ J) + Jτ .
We claim that
({Bnr } − {PnY ∗τ R∗rAKRrYτPn} − {WnY ∗τ R∗rBLRrYτWn}+ J) + Jτ ,
where A = (Ψfsτ [{Anr }])−1 and B = (Ψ˜fsτ [{Anr }])−1, is the inverse of ({Anr } + J) + Jτ in
Sloc(τ)(G).
Indeed
Anr (B
n
r − PnY ∗τ R∗rAKRrYτPn −WnY ∗τ R∗rBLRrYτWn)
= Pn + PnY
∗
τ R
∗
rKRrYτPn +WnY
∗
τ R
∗
rLRrYτWn
− AnrPnY ∗τ R∗rAKRrYτPn − AnrWnY ∗τ R∗rBLRrYτWn
= Pn+
+ PnY
∗
τ R
∗
r(RrYτA
n
rPnY
∗
τ R
∗
rA− I)KRrYτPn
+WnY
∗
τ R
∗
r(RrYτWnA
n
rWnY
∗
τ R
∗
rB − I)LRrYτWn.
It is not hard to see now, that due to properties of Ψfsτ and Ψ˜
fs
τ we have that last two
terms at the right hand side belong to NSfs(G). Thus the coset ({Anr } + J) + Jτ is right
invertible. Analogously one can show that this element is also left invertible.
Lemma 3.27. Let f , g ∈ L∞N×N . Then
Tn(G
−1
t,τ (fg)) = Tn(G
−1
t,τ f)Tn(G
−1
t,τ g)+
+WnY
∗
τ R
∗
rH(f˜)H(g)RrYτWn + PnY
∗
τ R
∗
rH(f)H(g˜)RrYτPn.
Proof. From Definition and Lemma 3.3 we have
Tn(G
−1
t,τ (fg)) = PnT (Y
−1
τ C
−1
r (fg))Pn
= PnY
∗
τ T (C
−1
r (fg))YτPn
= PnY
∗
τ R
∗
rT (fg)RrYτPn.
31
Using the well known identities for the product of two Toeplitz operators we get:
Tn(G
−1
t,τ (fg)) = PnY
∗
τ R
∗
r(T (f)T (g) +H(f)H(g˜))RrYτPn
= PnY
∗
τ R
∗
rT (f)T (g)RrYτPn + PnY
∗
τ R
∗
rH(f)H(g˜)RrYτPn
= PnY
∗
τ R
∗
rT (f)RrYτY
∗
τ R
∗
rT (g)RrYτPn + PnY
∗
τ R
∗
rH(f)H(g˜)RrYτPn
= Tn(G
−1
t,τ f)Tn(G
−1
t,τ g)+
+ PnY
∗
τ R
∗
rT (f)RrYτQnY
∗
τ R
∗
rT (g)RrYτPn + PnY
∗
τ R
∗
rH(f)H(g˜)RrYτPn
= Tn(G
−1
t,τ f)Tn(G
−1
t,τ g)+
+ PnT (G
−1
t,τ f)QnT (G
−1
t,τ g)Pn + PnY
∗
τ R
∗
rH(f)H(g˜)RrYτPn
= Tn(G
−1
t,τ f)Tn(G
−1
t,τ g)+
+WnH(G
−1
t,τ f˜)H(G
−1
t,τ g)Wn + PnY
∗
τ R
∗
rH(f)H(g˜)RrYτPn.
It is left to show that
WnH(G
−1
t,τ f˜)H(G
−1
t,τ g)Wn = WnPM(G
−1
t,τ f˜)QM(G
−1
t,τ g˜)PWn
= WnY
∗
τ R
∗
rPM(f˜)QM(g˜)PRrYτWn
= WnY
∗
τ R
∗
rH(f˜)H(g)RrYτWn.
Lemma 3.28. Let τ ∈ T. The set
Cτ =
{
((
{
(Tn(G
−1
r,τfIN)
}
+ J) + Jτ ) +Kτ : f ∈ C(T)
}
,
where IN denotes N × N identity matrix, is a central ∗-subalgebra of Sloc(τ)(G)/Kτ , and
the mapping Λτ : f 7→ (({Tn(fIN)}+ J) + Jτ ) +Kτ , C(T) → Cτ is a ∗-isomorphism.
Proof. Previous lemma and the compactness of Hankel operator with continuous gener-
ating function imply that Cτ is a symmetric algebra in the center of Sloc(τ)(G)/Kτ and
that the mapping Λτ is a ∗-homomorphism. We are left to check that the kernel of Λτ is
trivial.
For any K, L compact we have
‖fIN‖∞ = ‖T (fIN) +K‖L(l2N )/K(l2N )
≤ ‖T (fIN) +K‖L(l2N )
≤ ∥∥Ψfsτ [{Tn(fIN) + PnY ∗τ R∗rKRrYτPn +WnY ∗τ R∗rLRrYτWn}]∥∥
≤ ‖({Tn(fIN) + PnY ∗τ R∗rKRrYτPn +WnY ∗τ R∗rLRrYτWn}+ J) + Jτ‖Sloc(τ)(G) .
Since for each ε > 0 we can find such compact K and L that
||({Tn(fIN) + PnY ∗τ R∗rKRrYτPn +WnY ∗τ R∗rLRrYτWn}+ J) + Jτ ||Sloc(τ)(G)
≤ ∥∥(({(Tn(G−1r,τfIN)} + J) + Jτ ) +Kτ∥∥Sloc(τ)(G)/Kτ + ε,
we get
‖fIN‖∞ ≤
∥∥(({(Tn(G−1r,τfIN)} + J) + Jτ ) +Kτ∥∥Sloc(τ)(G)/Kτ ,
which proves that the kernel of Λτ is trivial.
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We define for ξ ∈ T
Mξ = clos idSloc(τ)(G)/Kτ{((
{
Tn(G
−1
r,τ bIN)
}
+J) + Jτ ) +Kτ
where b ∈ C(T) and b(ξ) = 0}.
We apply again the local principle
Theorem 3.29. Let {Anr } ∈ Sfs(G) and τ ∈ T. Then the coset ({Anr } + J) + Jτ + Kτ is
invertible in Sloc(τ)(G)/Kτ if and only if for each ξ ∈ T the cosets
{Anr }+ J + Jτ +Kτ + Mξ
are invertible in Sloc(τ)(G)/Kτ/Mξ.
We will need the following axillary result:
Lemma 3.30. Let ξ ∈ T. Let f ∈ PC±1N×N be such that f(ξ + 0) = f(ξ − 0) = 0, then
((
{
Tn(G
−1
r,τf)
}
+ J) + Jτ ) +Kτ ∈ Mξ.
Proof. The proof is analogous to the proof of Lemma 3.11.
It is now left to study the local algebras Sloc(τ)(G)/Kτ/Mξ, which turn out to be
simple.
Let f ∈ PC±1N×N . Let ξ ∈ T \ {−1, 1}, then{
Tn(G
−1
r,τf)
}
+ J + Jτ +Kτ + Mξ =
{
Tn(G
−1
r,τf(ξ))
}
+ J + Jτ +Kτ + Mξ
=
{
Tn(Y
−1
τ C
−1
r f(ξ))
}
+ J + Jτ +Kτ + Mξ
=
{
Tn(Y
−1
τ f(ξ))
}
+ J + Jτ +Kτ + Mξ
= {Tn(f(ξ/τ))}+ J + Jτ +Kτ + Mξ
= {f(ξ/τ)Pn}+ J + Jτ +Kτ + Mξ.
That means that for ξ ∈ T \ {−1, 1} the invertibility of the generating function at point
ξ/τ is sufficient for the invertibility of the corresponding coset in Sloc(τ)(G)/Kτ/Mξ.
For ξ ∈ {1,−1} we have
{Tn(G−1r,τf)}+ J + Jτ +Kτ + Mξ =
=
{
Tn(G
−1
r,τ (f(ξ + 0)χ+ + f(ξ − 0)χ−))
}
+ J + Jτ +Kτ + Mξ
=
{
Tn(Y
−1
τ f(ξ + 0)χ+ + f(ξ − 0)χ−))
}
+ J + Jτ +Kτ + Mξ
=
{
Tn(f(ξ/τ + 0)Y
−1
τ χ+ + f(ξ/τ − 0)Y −1τ χ−)
}
+ J + Jτ +Kτ + Mξ.
Since Y −1τ χ− = 1− Y −1τ χ+, we have
{Tn(G−1r,τf)}+ J + Jτ +Kτ + Mξ =
=
{
(f(ξ/τ + 0)− f(ξ/τ − 0))Tn(Y −1τ χ+) + f(ξ/τ − 0)Pn
}
+ J + Jτ +Kτ + Mξ.
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3.6.1 Scalar case
In case N = 1 we arrive to the following Proposition:
Proposition 3.31. Let N = 1. Let τ ∈ T, ξ ∈ {1,−1}. The algebra Sloc(τ)(G)/Kτ/Mξ
is singly generated, and the coset{
Tn(Y
−1
τ χ+)
}
+ J + Jτ +Kτ + Mξ
is its generator.
We still need to determine the spectrum of the generator of Sloc(τ)(G)/Kτ/Mξ. To
prove the following proposition we will need the well-studied algebra T (PC(T)) of Toeplitz
operators with piecewise continuous generating functions. Let K(l2) denote the ideal of all
compact operators in L(l2), we note that K(l2N) ⊂ T (PC(T)). The center of the algebra
T (PC(T)) coincides with the algebra of Toeplitz operators with continuous generating
functions b ∈ C(T). Let now Jt for t ∈ T denote the smallest closed ideal of T (PC)/K(l2)
which contains {
T (f) +K(l2) : f ∈ C(T), f(τ) = 0} .
Proposition 3.32.
σSloc(τ)(G)/Kτ/Mξ(
{
Tn(Y
−1
τ χ+)
}
+ J + Jτ +Kτ + Mξ) = [0, 1].
Proof. Since the algebra of finite sections of Topelitz operators with piecewise continuous
generating functions can be embedded in our algebra Sfs(G) as constant in r ∈ R functions,
using the result for T (PC(T)) from [11] it is not hard to prove that
σSloc(τ)(G)(
{
Tn(Y
−1
τ χ+)
}
+ J + Jτ ) = [0, 1].
Then the local principle implies the following inclusion:
σSloc(τ)(G)/Kτ/Mξ(
{
Tn(Y
−1
τ χ+)
}
+ J + Jτ +Kτ + Mξ) ⊂ [0, 1].
To show the reverse inclusion, assume that there exists λ ∈ [0, 1] which does not belong to
σSloc(τ)(G)/Kτ/Mξ({Tn(Y −1τ χ+)}+J+Jτ +Kτ +Mξ). If {Tn(Y −1τ χ+ − λ)}+J+Jτ +Kτ +Mξ
is invertible, then there exist {Brn} ∈ Sfs(G), {Irn} and {Jrn} ∈ (J + Jτ + Kτ + Mξ) such
that {
Tn((Y
−1
τ χ+ − λ)IN)
} {Brn} = {Pn}+ {Irn} ,
{Brn}
{
Tn(Y
−1
τ χ+ − λ)
}
= {Pn}+ {Jrn} .
We apply now the homomorphism Ψfsτ to these equations and get
T (χ+ − λ)Ψfsτ [{Brn}] = I + Ψfsτ [{Irn}], (2)
Ψfsτ [{Brn}]T (χ+ − λ) = I + Ψfsτ [{Jrn}]. (3)
By theorem 3.13 Ψfsτ [{Brn}], Ψfsτ [{Irn}] and Ψfsτ [{Jrn}] ∈ A(PC±1) ⊂ T (PC).
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Moreover, we will show now that
Ψfsτ [{Irn}] ∈ (K(l2N) + Jξ) (4)
Ψfsτ [{Jrn}] ∈ (K(l2N) + Jξ). (5)
Indeed the sequence {Irn} can be approximated in Sfs(G) as closely as needed by sequences
of the form
{Crn} = {Grn + PnK1Pn +WnL1Wn}+
J∑
j=1
{
Aj,rn
}{
Tn(f
(j))
}
+ (6)
+ {PnY ∗τ R∗rK2RrYτPn +WnY ∗τ R∗rL2RrYτWn}+ (7)
+
M∑
m=1
{
Bj,rn
}{
Tn(G
−1
r,τg
(j))
}
, (8)
where {Grn} ∈ Nfs, K1, K2, L1 and L2 are compact, f (j) ∈ C(T) such that f (j)(τ) = 0,
g(m) ∈ C(T) such that g(m)(ξ) = 0, {Aj,rn }, {Bj,rn } ∈ Sfs(G). Applying Ψfsτ to the sequence
(6) we get
K2 +
M∑
m=1
Ψfsτ [
{
Bj,rn
}
]T (g(j)).
It is not hard to see that Ψfsτ [{Bj,rn }] ∈ T (PC), thus Ψfsτ [{Crn}] ∈ (K(l2N) + Jξ). Since this
is true for every sequence of the form (6), we get (4). Analogously, we can show (5).
The equations (2), (3) with (4), (5) imply that T (χ+ − λ) is invertible in
T (PC)/K(l2)/Jξ, which is of course impossible for ξ ∈ {1,−1}.
Using the last proposition one can immediately get for ξ ∈ {1,−1}
σSloc(τ)(G)/Kτ/Mξ({Tn(G−1r,τf)}+ J + Jτ +Kτ + Mξ) = [f(ξ/τ + 0), f(ξ/τ − 0)].
Summarizing everything said above we get that the Fredholmness of the operator
Ψfsτ [{Anr }] (or Ψ˜fsτ [{Anr }]) already implies the invertibility of the coset {Tn(Anr )}+J+Jτ +
Kτ + Mξ in Sloc(τ)(G)/Kτ/Mξ for all ξ ∈ T. Thus the following theorem is true:
Theorem 3.33. Let N = 1. Let {Anr } ∈ Sfs(G) and τ ∈ T. Then ({Anr } + J) + Jτ is
invertible in Sloc(τ)(G) if and only if the operators Ψfsτ [{Anr }] and Ψ˜fsτ [{Anr }] are invertible.
3.6.2 Matrix case
We extend here the previous theorem 3.33 to the matrix case.
Proposition 3.34. Let τ ∈ T and {Arn} =
{
Tn(G
−1
r,τf)
}
with f ∈ PC±1N×N . The coset
{Arn}+ J + Jτ +Kτ is invertible if and only if the operator Ψfsτ [{Anr }] is Fredholm.
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Proof. The necessity of this proposition is obvious, we prove only sufficiency.
Since Ψfsτ [{Anr }] = T (f) and Ψfsτ [{Anr }] is Fredholm, we get that
λf(t+ 0) + (1− λ)f(t− 0) (9)
is invertible for all t ∈ T and λ ∈ [0, 1]. Thus we have
{Tn(G−1r,τf)}+ J + Jτ +Kτ =
=
{
(f(ξ/τ + 0)− f(ξ/τ − 0))Tn(Y −1τ χ+) + f(ξ/τ − 0)Pn
}
+ J + Jτ +Kτ
=
{
f(ξ/τ − 0)[(f−1(ξ/τ − 0)f(ξ/τ + 0)− IN)Tn(Y −1τ χ+) + Pn]
}
+ J + Jτ +Kτ .
Consequently, the coset
{
Tn(G
−1
r,τf)
}
+ J + Jτ +Kτ is invertible if and only if the coset{
(f−1(ξ/τ − 0)f(ξ/τ + 0)− IN)Tn(Y −1τ χ+) + Pn
}
+ J + Jτ +Kτ
is invertible.
Let f−1(ξ/τ − 0)f(ξ/τ + 0) = DFD−1, where F is the Jordan canonical form of
f−1(ξ/τ − 0)f(ξ/τ + 0):
F =

µ1 1
. . . . . .
. . . 1
µ1
. . .
µk 1
. . . . . .
. . . 1
µk

And hence the coset
{
Tn(G
−1
r,τf)
}
+ J + Jτ + Kτ is invertible if and only if the following
coset {
(F − IN)Tn(Y −1τ χ+) + Pn
}
+ J + Jτ +Kτ (10)
is invertible. We will prove now that this coset is invertible.
Let F1 = F − diag {µ1, ..., µk}. We can write{
(F − IN)Tn(Y −1τ χ+) + Pn
}
+ J + Jτ +Kτ
=
{
(F − F1 − IN)Tn(Y −1τ χ+) + Pn
}
+
{
F1Tn(Y
−1
τ χ+)
}
+ J + Jτ +Kτ .
Note that (9) implies that λf−1(t− 0)f(t+ 0) + (1− λ)IN is invertible for all t ∈ T and
λ ∈ [0, 1], which implies that {λF + (1− λ)IN : λ ∈ [0, 1]} consists of invertible matrices
only, and finally we get that λµj + (1 − λ) 6= 0 for all λ ∈ [0, 1]. This, by theorem 3.32,
implies that the coset
{Cn}+ J + Jτ +Kτ :=
{
(F − F1 − IN)Tn(Y −1τ χ+) + Pn
}
+ J + Jτ +Kτ
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is invertible, and we can write
({Cn}+ J + Jτ +Kτ )−1(
{
(F − IN)Tn(Y −1τ χ+) + Pn
}
+ J + Jτ +Kτ )
= {Pn}+ ({Cn}+ J + Jτ +Kτ )−1
{
F1Tn(Y
−1
τ χ+)
}
+ J + Jτ +Kτ .
Since FN1 = 0, we get that the coset
({Cn}+ J + Jτ +Kτ )−1
{
F1Tn(Y
−1
τ χ+)
}
+ J + Jτ +Kτ
in the N -th power is equal to zero, thus the right hand side of the last equation
{Pn}+ ({Cn}+ J + Jτ +Kτ )−1
{
F1Tn(Y
−1
τ χ+)
}
+ J + Jτ +Kτ
is invertible, which implies the invertibility of the coset (10), and finishes the proof.
Theorem 3.35. Let {Anr } ∈ Sfs(G) and τ ∈ T. Then ({Anr } + J) + Jτ is invertible in
Sloc(τ)(G) if and only if the operators Ψfsτ [{Anr }] and Ψ˜fsτ [{Anr }] are invertible.
3.7 Stability of finite sections
Combining Proposition 3.18, Theorem 3.20, Theorem 3.22 and Theorem 3.35 we get the
following result:
Theorem 3.36. Let {Anr } ∈ Sfs(G) is stable if and only if the operators Ψfs0 [{Anr }],
Ψ˜fs0 [{Anr }], Ψfsτ [{Anr }] and Ψ˜fsτ [{Anr }] are invertible for all τ ∈ T.
This theorem can be naturally reformulated in the following way:
Theorem 3.37. Let {Anr } ∈ Sfs(G) is stable if and only if the elements H1[{Anr }] and
H2[{Anr }] are stable in S(G).
Remark 3.38. We want to note that one can now prove the following theorem:
Theorem 3.39. The C∗-algebra S(G)/I and Sfs(G)/J are ∗-isomorphic, the isomorphism
being given by
ξ : Sfs(G)/J → S(G)/I, {Anr }+ J 7→ H1[{Anr }] + I.
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4 Functions admitting homogeneous discontinuities
We will work mostly with the following class of functions on T2 which we called ’symbols
admitting homogeneous discontinuities’ in the introduction:
Definition 4.1. 1. Let ΥN denote the set of N × N matrix functions a which are
pointwise defined on T2 and for all (s0, t0) ∈ T2 there exists a continuous function
aˆ(s0,t0) ∈ CN×N(T) such that
lim
p→0+0
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥ = 0,
and
‖a‖ := sup
(s0,t0)∈T2
∥∥aˆ(s0,t0)∥∥∞ = ess sup(s0,t0)∈T2 ‖a(s0, t0)‖ <∞.
2. Two functions a, b ∈ ΥN are identified if aˆ(s0,t0) = bˆ(s0,t0) for all (s0, t0) ∈ T2.
This definition implies that a function a ∈ ΥN approaches a constant along the
rays outgoing from the possible point of discontinuity in some neighborhood of it, and
the value of this constant depends on the angle changes continuously. Such a type of
discontinuity can be thought of as a possible generalization of piecewise continuity in
the one-dimensional setting. The partially analogous definition was introduced by B.A.
Plamenevsky in [25] and further developed in [20].
4.1 Basic facts for ΥN
Lemma 4.2. Let a ∈ ΥN . Then a can be continuously extended to a point (s0, t0) ∈ T2
if and only if there exists a constant function aˆ(s0,t0) such that
lim
p→0+0
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥ = 0.
Proof. =⇒ Without loss of generality let a ∈ ΥN be continuous at point (s0, t0) ∈ T2. We
put aˆ(s0,t0)(t) = a(s0, t0), t ∈ T. Let ε > 0. Since a is continuous at (s0, t0) there exists a
neighborhood U of point (s0, t0) such that
‖a(s, t)− a(s0, t0)‖ < ε,
for all (s, t) ∈ U . Let now p0 be such that (s0eip cosϕ, t0eip sinϕ) ∈ U for all ϕ ∈ [0, 2pi] and
0 < p ≤ p0. Thus we have
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥ ≤ sup
(s,t)∈U
‖a(s, t)− a(s0, t0)‖ ≤ ε,
for all 0 < p ≤ p0. Consequently, due to the arbitrariness of ε,we get
lim
p→0+0
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥ = 0.
38
⇐= Let a ∈ ΥN . Let aˆ(s0,t0) = c = const for some (s0, t0) ∈ T2 be the function
satisfying the assumptions. Hence we have that for every ε > 0 there exists p0 > 0 such
that
‖a(s, t)− c‖ ≤ ε,
for all (s, t) ∈ T2(s0,t0),p0 , where
T2(s0,t0),p0 :=
{
(s0e
ip cosϕ, t0e
ip sinϕ) where p < p0 and ϕ ∈ [0, 2pi]
}
.
If we now set
a(s0, t0) := c,
we get that for every ε > 0 there is a neighborhood T2(s0,t0),p0 of point (s0, t0) such that
sup
(s,t)∈T2
(s0,t0),p0
‖a(s, t)− c‖ ≤ ε,
Hence, a is continuous at point (s0, t0).
We will prove that the set of discontinuity points of function a ∈ ΥN is at most
countable.
Lemma 4.3. Let a ∈ ΥN . Then there exists at most countable set {(sj, tj)}j∈J ⊂ T2
where aˆ(sj ,tj) is not a constant.
Proof. Let a ∈ ΥN . let
H(a) :=
{
(s, t) ∈ T2 : aˆ(s,t) 6= const
}
,
and
Hk(a) :=
{
(s, t) ∈ H(a) : ∃t1, t2 ∈ T such that ∥∥aˆ(s,t)(t1)− aˆ(s,t)(t2)∥∥ > 1/k} .
We can represent the set H(a) in the following way:
H(a) = H1(a) ∪H2(a) ∪H3(a) ∪ ...,
thus if we prove that each set Hk(a) is finite, then we are done.
Let k ∈ N. Assume that there is a sequence {(sj, tj)}∞j=1 from Hk(a) with an accu-
mulation point (s0, t0) ∈ T. Without loss of generality, assume that (sj, tj) → (s0, t0) as
j →∞. To simplify the notation, let aˆ0 := aˆ(s0,t0) and aˆj := aˆ(sj ,tj) for j ≥ 1.
Let p0 > 0 be such that
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ0(eiϕ)∥∥ < 1/5k,
for all p < p0.
Let
T2(s0,t0),p0 :=
{
(s0e
ip cosϕ, t0e
ip sinϕ) where p < p0 and ϕ ∈ [0, 2pi]
}
.
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If we show that
sup
ϕ1,ϕ2∈[0,2pi]
∥∥aˆj(eiϕ1)− aˆj(eiϕ2)∥∥ < 1/k
as soon as (sj, tj) belongs to T
2
(s0,t0),p0
, then beginning with some j0 the points (sj, tj)
would not belong to Hk, and that would be a desired contradiction to our assumption.
To show it, let (sj, tj) belong to T
2
(s0,t0),p0
, let p0j > 0 be such that
sup
ϕ∈[0,2pi]
∥∥a(sjeip cosϕ, tjeip sinϕ)− aˆj(eiϕ)∥∥ < 1/5k,
for all p ≤ p0j . Let pj < p0j be such that T2(sj ,tj),pj ⊂ T2(s0,t0),p0
Since aˆ0 is uniformly continuous, then for ε = 1/5k there exists δ > 0 such that∥∥aˆ0(eiψ1)− aˆ0(eiψ2)∥∥ < 1/5k, (11)
as far as |ψ1 − ψ2| < δ.
For p < min {pj, δ/2} we have∥∥aˆj(eiϕ1)− aˆj(eiϕ2)∥∥ ≤ ∥∥aˆj(eiϕ1)− a(sjeip cosϕ1 , tjeip sinϕ1)∥∥
+
∥∥a(sjeip cosϕ1 , tjeip sinϕ1)− a(sjeip cosϕ2 , tjeip sinϕ2)∥∥
+
∥∥a(sjeip cosϕ2 , tjeip sinϕ2)− aˆj(eiϕ2)∥∥ .
So, we get∥∥aˆj(eiϕ1)− aˆj(eiϕ2)∥∥ ≤ 2/5k + ∥∥a(sjeip cosϕ1 , tjeip sinϕ1)− a(sjeip cosϕ2 , tjeip sinϕ2)∥∥ . (12)
Since T2(sj ,tj),pj ⊂ T2(s0,t0),p0 and p < min {pj, δ/2}, we have
||a(sjeip cosϕ1 , tjeip sinϕ1)−a(sjeip cosϕ2 , tjeip sinϕ2)||
=
∥∥a(s0eip1 cosψ1 , t0eip1 sinψ1)− a(s0eip2 cosψ2 , t0eip2 sinψ2)∥∥
with p1, p2 < p0 and ψ1, ψ2 ∈ [0, 2pi] such that |ψ1−ψ2| < δ. Hence, combining (12) with
the last equality, we get∥∥aˆj(eiϕ1)− aˆj(eiϕ2)∥∥ ≤ 2/5k+
+
∥∥a(s0eip1 cosψ1 , t0eip1 sinψ1)− a(s0eip2 cosψ2 , t0eip2 sinψ2)∥∥
≤ 2/5k+
+
∥∥a(s0eip1 cosψ1 , t0eip1 sinψ1)− aˆ0(eiψ1)∥∥
+
∥∥aˆ0(eiψ1)− aˆ0(eiψ2)∥∥
+
∥∥aˆ0(eiψ2)− a(s0eip2 cosψ2 , t0eip2 sinψ2)∥∥
≤ 4/5k + ∥∥aˆ0(eiψ1)− aˆ0(eiψ2)∥∥ .
By (11) we have∥∥aˆj(eiϕ1)− aˆj(eiϕ2)∥∥ ≤ 4/5k + ∥∥aˆ0(eiψ1)− aˆ0(eiψ2)∥∥ ≤ 1/k.
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Thus,
sup
ϕ1,ϕ1∈[0,2pi]
∥∥aˆj(eiϕ1)− aˆj(eiϕ2)∥∥ ≤ 1/k.
In view of Lemma 4.2 we can restate this result in the following way: Let a ∈ ΥN .
Then there exists at most countable set {(sj, tj)}j∈J such that a is continuous in all points
T2 \ ∪j∈J {(sj, tj)}.
Lemma 4.4. ΥN is a Banach space.
Proof. Let {an}n∈N be a Cauchy sequence in ΥN . For each (s, t) ∈ T2, the sequence{
aˆn(s,t)
}
is then also a Cauchy sequence, so we denote its limit by aˆ(s,t) ∈ CN×N(T).
Define the function a by
a(s, t) = aˆ(s,t)(1) for (s, t) ∈ T.
Let ε > 0 be arbitrary and fixed. Let M be such that for all n, m > M
sup
(s,t)∈T
∥∥aˆ(s,t) − aˆn(s,t)∥∥ < ε,
sup
(s,t)∈T
∥∥aˆm(s,t) − aˆn(s,t)∥∥ < ε.
Then for n > M we have
ess sup(s,t)∈T ‖a(s, t)− am(s, t)‖ = ess sup(s,t)∈T
∥∥aˆ(s,t)(1)− am(s, t)∥∥
≤ ess sup(s,t)∈T
∥∥aˆ(s,t)(1)± aˆn(s,t)(1)− am(s, t)∥∥
≤ sup
(s,t)∈T
∥∥aˆ(s,t)(1)− aˆn(s,t)(1)∥∥
+ ess sup(s,t)∈T
∥∥aˆn(s,t)(1)− am(s, t)∥∥
≤ ε+ ess sup(s,t)∈T
∥∥aˆn(s,t)(1)− aˆm(s,t)(1)∥∥
+ ess sup(s,t)∈T
∥∥aˆm(s,t)(1)− am(s, t)∥∥
≤ 3ε.
Thus, ‖an − a‖ ≤ 3ε.
It is left to prove that a ∈ ΥN . Using that for n > M we have ‖an − a‖ ≤ 3ε and
sup(s,t)∈T
∥∥∥aˆ(s,t) − aˆn(s,t)∥∥∥ < ε, with some n > M we get
lim
p→0+0
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥
≤ 4ε+ lim
p→0+0
sup
ϕ∈[0,2pi]
∥∥an(s0eip cosϕ, t0eip sinϕ)− aˆn(s0,t0)(eiϕ)∥∥
≤ 4ε.
Since ε was arbitrary we get that a ∈ ΥN and ‖an − a‖ → 0 as n→∞.
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Lemma 4.5. The mapping a ∈ ΥN 7→ a ∈ L∞N×N(T2) is a ∗-isomorphism onto a subalge-
bra of L∞N×N(T
2).
Lemma 4.6. Let a ∈ ΥN . The function a is invertible if and only if aˆ(s0,t0) is invertible
for all (s0, t0) ∈ T2 and sup(s0,t0)∈T2
∥∥∥aˆ−1(s0,t0)∥∥∥ <∞.
Definition 4.7. Let Υ0N denote the set of functions f ∈ ΥN for which there exists the set
{(sj, tj)}nj=1 ⊂ T2 such that f is continuous on T2 \ ∪nj=1 {(sj, tj)}.
Lemma 4.8. The set Υ0N is dense in ΥN .
Proof. Let a ∈ ΥN and ε > 0 be arbitrary. We will build now a function b ∈ Υ0N such
that ‖a− b‖ ≤ ε.
By definition of ΥN for all (s0, t0) ∈ T there exist a continuous function aˆ(s0,t0) and
p0 > 0 such that
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥ ≤ ε
for all p such that 0 < p ≤ p0. Let
T2(s0,t0),p0 :=
{
(s0e
ip cosϕ, t0e
ip sinϕ) where p < p0 and ϕ ∈ [0, 2pi]
}
.
Applying the compactness argument we can find a finite set {(sj, tj)}nj=1 ⊂ T2 and
constants p1, ..., pn such that T
2 is covered by ∪nj=1T2(sj ,tj),pj and we have
sup
ϕ∈[0,2pi]
∥∥a(sjeip cosϕ, tjeip sinϕ)− aˆ(sj ,tj)(eiϕ)∥∥ ≤ ε
for all p such that 0 < p < pj.
We can now choose p1j > 0 for j = 1, 2, ..., n so that p
1
j < pj and T
2
(sj ,tj),p1j
do not
mutually intersect. Let now {fj}nj=1 be the set of continuous functions on T2 such that
1. 0 ≤ fj ≤ 1,
2. fj(s, t) = 1 for all (s, t) ∈ T2(sj ,tj),p1j ,
3. fj(s, t) = 0 for all (s, t) ∈ T2 \ T2(sj ,tj),pj ,
4.
∑n
j=1 fj = 1.
Let now
b(s, t) :=
n∑
j=1
fj(s, t)cj(s, t),
where
cj(sje
ip cosϕ, tje
ip sinϕ) = aˆ(sj ,tj)(e
iϕ)
for p ≤ pj and ϕ ∈ [0, 2pi].
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Obviously, b ∈ Υ0N . Moreover, we claim that ‖a− b‖ ≤ ε. Indeed, if for points
(s, t) ∈ T2
(sj ,tj),p1j
we have
sup
ϕ∈[0,2pi]
∥∥a(sjeip cosϕ, tjeip sinϕ)− b(sjeip cosϕ, tjeip sinϕ)∥∥
= sup
ϕ∈[0,2pi]
∥∥a(sjeip cosϕ, tjeip sinϕ)− aˆ(sj ,tj)(eiϕ)∥∥ ≤ ε.
If (s, t) ∈ T2 \ ∪nj=1T2(sj ,tj),p1j we have
‖a(s, t)− b(s, t)‖ =
∥∥∥∥∥
n∑
j=1
fj(s, t)a(s, t)−
n∑
j=1
fj(s, t)cj(s, t)
∥∥∥∥∥
≤
n∑
j=1
‖fj(s, t)a(s, t)− fj(s, t)cj(s, t)‖
≤
n∑
j=1
sup
ϕ∈[0,2pi]
sup
p1j<p≤pj
∥∥fj(s, t)a(sjeip cosϕ, tjeip sinϕ)− fj(s, t)cj(s, t)∥∥
≤
n∑
j=1
fj(s, t) sup
ϕ∈[0,2pi]
sup
p1j<p≤pj
∥∥a(sjeip cosϕ, tjeip sinϕ)− aˆ(sj ,tj)(eiϕ)∥∥
≤
n∑
j=1
fj(s, t)ε = ε.
The last two inequalities imply that ess sup(s,t)∈T2 ‖a(s, t)− b(s, t)‖ ≤ ε, which implies
that ‖a− b‖ ≤ ε.
4.2 Properties of function a(·, t) when a ∈ ΥN and t ∈ T is fixed
Let a ∈ ΥN . By definition we have for all (s0, t0) ∈ T there exist a continuous function
aˆ(s0,t0) such that
lim
p→0+0
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥ = 0.
This implies for ϕ ∈ {0, pi} and fixed (s0, t0) ∈ T2 that
lim
p→0+0
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥ = lim
p→0+0
∥∥a(s0eip cosϕ, t0)− aˆ(s0,t0)(eiϕ)∥∥ = 0.
Hence for fixed (s0, t0) ∈ T2 we have
lim
s→s0±0
∥∥a(s, t0)− aˆ(s0,t0)(±1)∥∥ = 0,
and, consequently, the following definition is correct:
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Definition 4.9. Let a ∈ ΥN . For each fixed t ∈ T, we define the function at ∈ PCN×N (T)
by
at(s) := a(s, t) for all s ∈ T.
Lemma 4.10. For t ∈ T, the mapping a ∈ ΥN 7→ at ∈ PCN×N(T) is a well defined
∗-isomorphism onto PCN×N(T).
Lemma 4.11. Let a ∈ Υ0N . Let {(sj, tj)}j∈J with J = {1, 2, ..., n} be the set of all points
(sj, tj) ∈ T2, where aˆ(sj ,tj) is not a constant. Let
Sj := {si : ∃i ∈ J such that ti = tj} .
Then at → atj as t→ tj locally uniformly on T\clos(Sj), i.e. ∀ε > 0 and ∀K ⊂ T\clos(Sj)
compact, there exists δ > 0 such that∥∥at(s)− atj(s)∥∥ < ε for all s ∈ K and for all t such that |t− tj| < δ.
Proof. We assume the contrary, than there exist ε > 0 and sequences {µk}∞k=1 with
limk→∞ µk = tj, and {ηk}∞k=1 with clos(Sj) ∩ clos({ηk}∞k=1) = ∅, such that∥∥aµk(ηk)− atj(ηk)∥∥ ≥ ε.
Without lost of generality, let ηk → s0 as k →∞, where s0 /∈ clos(Sj).
Since a is continuous in (s0, tj) ∈ T \ (∪sl∈clos(Sj) {(sl, tj)}), then there exists δ such
that ∥∥at(s)− atj(s0)∥∥ < ε,
as far as |t− tj|+ |s− s0| < δ. In the following inequality
ε ≤ ∥∥aµk(ηk)− atj(ηk)∥∥ ≤ ∥∥aµk(ηk)− atj(s0)∥∥ + ∥∥atj(s0)− atj(ηk)∥∥ ,
taking k large enough, we can make the right hand side smaller than ε, thus, arriving to
a contradiction, which proves the Lemma.
4.3 Properties of functions aˆ(s,t) in comparison with aˆ(s0,t0) when
(s, t) belongs to some small pinned neighborhood of (s0, t0)
Definition 4.12. 1. Let a ∈ CN×N(T). Define a± ∈ PC−1N×N(T) by
a±(eiϕ) = a(e±i(pi−ϕ)/2) for ϕ ∈ (−pi, pi).
2. For a ∈ ΥN and τ , t ∈ T let a±(τ,tj) ∈ PC−1N×N(T) be defined by
a±(τ,tj)(e
iϕ) = aˆ(τ,tj)(e
±i(pi−ϕ)/2) for ϕ ∈ (−pi, pi).
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Lemma 4.13. Let a ∈ ΥN . Let (s0, t0) ∈ T2 be such that the matrix function aˆ(s0,t0)
is invertible. Then there is a neighborhood U of point (s0, t0) such that for all (s1, t1) ∈
(U \ {(s0, t0)}) the functions a±(s1,t1) can be represented in the form
a±(s1,t1)(t) = c(IN + f
±
(s1,t1)
(t)),
where IN is N × N identity matrix, c is N × N constant invertible matrix, f±(s1,t1) ∈
PC−1N×N(T) is such that
∥∥∥f±(s1,t1)∥∥∥L∞N×N (T) < 1.
Proof. Let a ∈ ΥN . Let (s0, t0) ∈ T2 be such that aˆ(s0,t0) is invertible.
Let d = maxt∈T
∥∥∥aˆ−1(s0,t0)(t)∥∥∥. Since aˆ(s0,t0) is uniformly continuous, for ε = 1/6d there
is a δ > 0 be such that∥∥aˆ(s0,t0)(t1)− aˆ(s0,t0)(t2)∥∥ < ε as long as |t1 − t2| < δ.
Let δ be such a number. Let p0 be such that for all 0 < p ≤ p0
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥ ≤ ε.
Let U =
{
(s0e
ip cosϕ, t0e
ip sinϕ) with p < p0 and ϕ ∈ [0, 2pi]
}
.
Let (s1, t1) = (s0e
ip1 cosϕ1 , t0e
ip1 sinϕ1) ∈ U with p1 > 0 be arbitrary (which means that
(s1, t1) ∈ (U \ {(s0, t0)})). We will prove that
sup
ϕ∈[0,2pi]
∥∥aˆ(s1,t1)(eiϕ)− aˆ(s0,t0)(eiϕ1)∥∥ ≤ 1/2d.
Let p2 > 0 such that
sup
ϕ∈[0,2pi]
∥∥a(s1eip cosϕ, t1eip sinϕ)− aˆ(s1,t1)(eiϕ)∥∥ ≤ ε for all p < p2.
Then for all p such that 0 < p < p3 := min {p2, p0 − p1} we have∥∥aˆ(s1,t1)(eiϕ)− aˆ(s0,t0)(eiϕ1)∥∥ ≤ ∥∥aˆ(s1,t1)(eiϕ)− a(s1eip cosϕ, t1eip sinϕ)∥∥ +∥∥a(s1eip cosϕ, t1eip sinϕ)− aˆ(s0,t0)(eiϕ1)∥∥ .
To estimate the second term, consider
(s1e
ip cosϕ, t1e
ip sinϕ) = (s0e
i(p1 cosϕ1+p cosϕ), t0e
i(p1 sinϕ1+p sinϕ)).
Let ξ > 0 be such that |eiξ − 1| = δ. It is clear that we can now chose p4 ≤ p3 such that
for all p < p4 and ϕ ∈ [0, 2pi] there exist p′: 0 < p′ < p0 and ϕ′ such that |ϕ′ − ϕ1| < ξ
and
(s1e
ip cosϕ, t1e
ip sinϕ) = (s0e
i(p1 cosϕ1+p cosϕ), t0e
i(p1 sinϕ1+p sinϕ))
= (s0e
ip′ cosϕ′ , t0e
ip′ sinϕ′).
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For all p < p4 we get
sup
ϕ∈[0,2pi]
∥∥a(s1eip cosϕ, t1eip sinϕ)− aˆ(s0,t0)(eiϕ1)∥∥
= sup
ϕ′:|ϕ′−ϕ1|<ϕ0
∥∥∥a(s0eip′ cosϕ′ , t0eip′ sinϕ′)− aˆ(s0,t0)(eiϕ1)∥∥∥
≤ sup
ϕ′:|ϕ′−ϕ1|<ϕ0
∥∥∥a(s0eip′ cosϕ′ , t0eip′ sinϕ′)− aˆ(s0,t0)(eiϕ′)∥∥∥ +
sup
ϕ′:|ϕ′−ϕ1|<ϕ0
∥∥∥aˆ(s0,t0)(eiϕ′)− aˆ(s0,t0)(eiϕ1)∥∥∥
Combining the above inequalities we get
sup
ϕ∈[0,2pi]
∥∥aˆ(s1,t1)(eiϕ)− aˆ(s0,t0)(eiϕ1)∥∥ < 3ε = 1/2d.
This inequality implies that aˆ(s1,t1) is close enough to a constant invertible matrix
aˆ(s0,t0)(e
iϕ1). Consequently both functions a+(s1,t1) and a
−
(s1,t1)
are close to it and hence
a±(s1,t1) can be represented in the form
a±(s1,t1)(t) = c(IN + f
±
(s1,t1)
(t)),
where IN is N ×N identity matrix, c = aˆ−1(s0,t0)(eiϕ1) is N ×N constant invertible matrix,
f±(s1,t1) ∈ PC−1N×N(T) is such that
∥∥∥f±(s1,t1)∥∥∥L∞N×N (T) < 1/2.
4.4 A special representation for functions from Υ0N
4.4.1 Some properties of the operator C−1r
We will need further the mapping r : ((T+ ∩ T+) ∪ {i}) → [0, 1)
t 7→ rt = it− i
t+ i
=
Re (t)
1 + Im (t)
, (13)
and its inverse
r 7→ i i+ r
i− r = exp(i(
pi
2
− 2 arctan r)). (14)
Proof. Let us show (13)
i
t− i
t+ i
= i
(t− i)(t¯− i)
(t+ i)(t¯− i) = i
1− it− it¯− 1
1− it+ it¯+ 1 =
t+ t¯
2− i(t− t¯)
=
2 Re t
2− i(2i Im t) =
Re t
1 + Im t
.
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And for (14) we have
i
i+ r
i− r = i
(i+ r)(−i− r)
(i− r)(−i− r) = i
1− 2ir − r2
1− ir + ir + r2 = i
1− r2 − 2ir
1 + r2
= i(
1− r2
1 + r2
− i 2r
1 + r2
) = i exp(−i arctan 2r
1− r2 ) = i exp(−i2 arctan r)
= exp(i(
pi
2
− 2 arctan r)).
Our next aim is to prove the following Lemma:
Lemma 4.14. Let f ∈ PC−1N×N(T). Let
g(s, t) = (C−1rt f)(s) = f(σˆrt(s)) = f(
s− rt
1− srt ),
where rt = i
t−i
t+i
. Then
lim
p→0+0
sup
ϕ∈(0,pi)
∥∥g(eip cosϕ, eip sinϕ)− f(ei(pi−2ϕ))∥∥ = 0.
A function f ∈ PC−1N×N(T) can be considered as a continuous function on [−pi, pi], and
since a continuous function on [−pi, pi] is uniformly continuous it is enough to prove that
lim
p→0+0
sup
ϕ∈[0,2pi]
|σˆrt(s)− ei(pi−2ϕ)| = 0,
where s = eip cosϕ and t = eip sinϕ.
This equality is proved in the forthcoming Lemma 4.16, to the proof of which the rest
of this subsection is devoted.
We will study the properties of C−1r : let s ∈ T, r ∈ [0, 1), then
σˆr(s) =
s− r
1− sr =
(s− r)(1− s¯r)
(1− sr)(1− s¯r) =
s− 2r + s¯r2
1− sr − s¯r + r2
=
(1 + r2) Re s− 2r + i(1− r2) Im s
1 + r2 − r(s+ s¯)
=
(1 + r2) Re s− 2r + i(1− r2) Im s
1 + r2 − 2rRe s .
For understanding the behavior of C−1r , when r = rt = i
t−i
t+i
, where t ∈ ((T+ ∩ T+) ∪ {i})
(recall 13), we will need the following two expressions:
1 + r2t = 1 +
Re 2(t)
(1 + Im t)2
=
(1 + Im t)2 + Re 2(t)
(1 + Im t)2
=
1 + 2 Im t+ Im 2t+ Re 2(t)
(1 + Im t)2
=
2(1 + Im t)
(1 + Im t)2
=
2
1 + Im t
.
1− r2t = 1−
Re 2(t)
(1 + Im t)2
=
1 + 2 Im t+ Im 2t− Re 2(t)
(1 + Im t)2
=
2 Im t(1 + Im t)
(1 + Im t)2
=
2 Im t
1 + Im t
.
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Now consider
σˆrt(s) =
s− rt
1− srt
=
(1 + r2t ) Re s− 2rt + i(1− r2t ) Im s
1 + r2t − 2rt Re s
=
2 Re s
1+ Im t
− 2 Re t
1+ Im t
+ i2 Im t Im s
1+ Im t
2
1+ Im t
− 2 Re tRe s
1+ Im t
=
2 Re s− 2 Re t+ i2 Im t Im s
2− 2 Re (t) Re s =
Re s− Re t+ i Im t Im s
1− Re tRe s .
When s = eipa and t = eipb, where a, b ∈ R, we get
σˆrt(s) = σˆreipb (e
ipa)
=
cos(pa)− cos(pb) + i sin(pa) sin(pb)
1− cos(pa) cos(pb) .
Lemma 4.15. Let a, b ∈ R be such that a2 + b2 6= 0. Let s = eipa and t = eipb, then
σˆrt(s)
=
−2 sin(p(a− b)/2) sin(p(a+ b)/2) + i(sin2(p(a+ b)/2)− sin2(p(a− b)/2))
sin2(p(a+ b)/2) + sin2(p(a− b)/2) .
Proof. We calculate the real part of the numerator of σˆrt(s), when s = e
ipa and t = eipb:
cos(pa)− cos(pb) = 2 sin(p(a+ b)/2) sin(p(b− a)/2),
the imaginary part:
sin(pa) sin(pb) = cos p(a− b)− 1 + 1− cos p(a+ b)
= sin2(p(a+ b)/2)− sin2(p(a− b)/2).
Finally, we calculate the denominator:
1− cos(pa) cos(pb) = 1− 1
2
[cos(p(a+ b)) + cos(p(a− b))]
=
1
2
(1− cos(p(a+ b))) + 1
2
(1− cos(p(a− b)))
= sin2(p(a+ b)/2) + sin2(p(a− b)/2).
Lemma 4.16. Let a, b ∈ R be such that a2 + b2 6= 0. Let s = eipa and t = eipb, then
lim
p→0+0
σˆrt(s) =
b2 − a2 + 2iab
a2 + b2
.
48
Moreover, when a = cos(ϕ) and b = sin(ϕ) we have
lim
p→0+0
sup
ϕ∈[0,2pi]
|σˆrt(s)− ei(pi−2ϕ)| = 0.
( lim
p→0+0
sup
ϕ∈[0,2pi]
|σˆr
eip sin ϕ
(eip cosϕ)− ei(pi−2ϕ)| = 0.)
Proof. Let
g1(p, a, b) =
sin(p(a− b)/2)
sin(p(a+ b)/2)
, g2(p, a, b) =
sin(p(a+ b)/2)
sin(p(a− b)/2) ,
and
f1(z) =
−2z + i(1− z2)
1 + z2
, f2(z) = −2z + i(1− z
2)
1 + z2
.
Using the representation of Lemma 4.15, one can write
σˆrt(s) = (f1 ◦ g1)(p, a, b) = (f2 ◦ g2)(p, a, b),
where s = eipa and t = eipb.
We consider the function g1(p, ·, ·) on the set K1 ∪K2, where
K1 : = {(a, b) : a ≥ 0, b ≥ 0, δ ≤ |a|+ |b| ≤ ∆}
K2 : = {(a, b) : a ≤ 0, b ≤ 0, δ ≤ |a|+ |b| ≤ ∆} ,
and ∆ ≥ δ > 0.
The function g1(p, a, b) we rewrite in the form
g1(p, a, b) =
sin(p(a− b)/2)
sin(p(a+ b)/2)
=
(a− b)
(a+ b)
sin(p(a− b)/2)
p(a− b)/2
p(a+ b)/2
sin(p(a+ b)/2)
.
Using the well-known inequality
cos x <
sinx
x
< 1 for all x ∈ (−pi/2, pi/2),
we get
(a− b)
(a+ b)
cos(p(a− b)/2) < g1(p, a, b) < (a− b)
(a+ b)
1
cos(p(a+ b)/2)
.
Since cos(p(a− b)/2) and 1
cos(p(a+b)/2)
converge to 1 for (a, b) ∈ K1∪K2 as p→ 0, and this
convergence is monotone, the following limit is uniform
lim
p→0+0
g1(p, a, b) = lim
p→0+0
sin(p(a− b)/2)
sin(p(a+ b)/2)
=
a− b
a+ b
.
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Analogously,
lim
p→0+0
g2(p, a, b) = lim
p→0+0
sin(p(a+ b)/2)
sin(p(a− b)/2) =
a+ b
a− b
is uniform for all a ≤ 0 and b ≥ 0 ( a ≥ 0 and b ≤ 0 ), such that ∆ ≥ |a|+ |b| ≥ δ > 0.
Since the functions f1 and f2 are continuous for z ∈ R we get
lim
p→0+0
(f1 ◦ g1)(p, a, b) = f1(a− b
a+ b
)
=
−2(a− b)(a+ b) + i((a+ b)2 − (a− b)2)
(a+ b)2 + (a− b)2
=
b2 − a2 + 2iab
a2 + b2
,
and
lim
p→0+0
(f2 ◦ g2)(p, a, b) = f2(a+ b
a− b)
=
−2(a− b)(a+ b) + i((a+ b)2 − (a− b)2)
(a+ b)2 + (a− b)2
=
b2 − a2 + 2iab
a2 + b2
.
Hence, the function σˆrt(s), when s = e
ipa and t = eipb, converges uniformly for a, b such
that ∆ ≥ |a|+ |b| ≥ δ > 0 and
lim
p→0+0
σˆrt(s) =
b2 − a2 + 2iab
a2 + b2
,
where s = eipa and t = eipb.
When a = cosϕ and b = sinϕ, we satisfy the conditions given above with ∆ = δ = 1,
hence the following limit is uniform in ϕ:
lim
p→0+0
σˆrt(s) =
sin2(ϕ)− cos2(ϕ) + 2i sin(ϕ) cos(ϕ)
sin2(ϕ) + cos2(ϕ)
= − cos(2ϕ) + i sin(2ϕ) = ei(pi−2ϕ),
where s = eipa and t = eipb.
4.4.2 A special representation with the help of composition operators
Definition 4.17. Let a ∈ ΥN . Let a±,0 ∈ PC1N×N(T) be defined by
a±,0 = a± − a±(−1 + 0)χ+ − a±(−1− 0)χ−.
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It follows from this definition that
a±,0(−1 + 0) = a±,0(−1− 0) = 0.
Lemma 4.18. Let a ∈ Υ0N . Let t0 ∈ T. Define for t ∈ (t0T+) the function b(·, t) by
b(·, t) = bt = at0 + χ+(t/t0)
∑
τ∈T
G−1rt/t0 ,τ
a+,0(t0,τ) + χ−(t/t0)
∑
τ∈T
G−1r
t/t0
,τa
−,0
(t0,τ)
.
Then
1. The function b(s, t) = bt(s) is continuous on T× ((t0T+) \ {t0}),
2. for all τ ∈ T we have bˆ(τ,t0) = aˆ(τ,t0) in sense that
lim
p→0+0
sup
ϕ∈[0,2pi]
∥∥b(τeip cosϕ, t0eip sinϕ)− aˆ(τ,t0)(eiϕ)∥∥ = 0,
3. limt→t0 ‖at − bt‖ = 0.
Proof. Let a ∈ Υ0N . Let t0 ∈ T. Let τ1, τ2, ..., τn, θ1, θ2, ..., θm be such that
a+(τ,t0) = a
−
(τ,t0)
= const for τ ∈ (T \ {τ1, τ2, ..., τn, θ1, θ2, ..., θm}),
a+(τi,t0) 6= const for i = 1, 2, ..., n,
a−(θi,t0) 6= const for i = 1, 2, ...,m.
Note that at0 is discontinuous in point τ ∈ T if and only if a+(τ,t0) 6= const and a−(τ,t0) 6=
const. Indeed, the fact that a+(τ,t0) = const or a
−
(τ,t0)
= const implies that aˆ(τ,t0)(1) =
aˆ(τ,t0)(−1), and by definition of aˆ(τ,t0) we have
at0(τ + 0) = aˆ(τ,t0)(1),
at0(τ − 0) = aˆ(τ,t0)(−1).
By definition of function b we have
bt = at0 + χ+(t/t0)
∑
τ∈T
G−1rt/t0 ,τ
a+,0(τ,t0) + χ−(t/t0)
∑
τ∈T
G−1r
t/t0
,τa
−,0
(τ,t0)
= at0 + χ+(t/t0)
n∑
i=1
G−1rt/t0 ,τi
a+,0(τi,t0) + χ−(t/t0)
m∑
i=1
G−1r
t/t0
,θi
a−,0(θi,t0).
We will first prove (1). Let s1 ∈ T and t1 ∈ (t0(T+ ∩ T+)) (the case t1 ∈ (t0(T+ ∩ T−)) is
considered completely analogous). For a small neighborhood of t1 we have
bt = at0 +
n∑
i=1
G−1rt/t0 ,τi
a+,0(τi,t0). (15)
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Note that the function at0 can have at most n jumps in points τ1, ..., τn, and the function
G−1rt/t0 ,τi
a+,0(τi,t0) can have a jump at point τi.
If s1 /∈ {τ1, ..., τn}, then we have that bt is continuous in point (s1, t1) since all the
functions in the right hand side of (15) are continuous in it.
Let now s1 = τj with some j = 1, ..., n. Then for a small neighborhood of t1 we have
bt = at0 +G
−1
rt/t0 ,τj
a+,0(τj ,t0) +
n∑
i=1,i6=j
G−1rt/t0 ,τi
a+,0(τi,t0). (16)
The last term in (16) is obviously continuous in the point (τj, t1), so if we prove now that
the function
at0 +G
−1
rt/t0 ,τj
a+,0(τj ,t0)
is continuous in (τj, t1), then we are done. By definition of a
+,0
(τj ,t0)
we have
at0 +G
−1
rt/t0 ,τj
a+,0(τj ,t0) = at0 − a+(−1 + 0)Y −1τj χ+ − a±(−1− 0)Y −1τj χ− +G−1rt/t0 ,τja
+
(τj ,t0)
= at0 − at0(τj + 0)Y −1τj χ+ − at0(τj − 0)Y −1τj χ− +G−1rt/t0 ,τja
+
(τj ,t0)
.
It is left to note that the function
b1(s, t) = at0(s)− at0(τj + 0)Y −1τj χ+(s)− at0(τj − 0)Y −1τj χ−(s)
is continuous in (τj, t1). The function
b2(s, t) = G
−1
rt/t0 ,τj
a+(τj ,t0)(s),
has the only discontinuity at (−τj), hence it is also continuous in (τj, t1).
We will prove now that for all τ0 ∈ T we have bˆ(τ0,t0) = aˆ(τ0,t0). Let τ0 ∈ T. Consider
the case ϕ = 0:
lim
p→0+0
∥∥b(τeip cos 0, t0eip sin 0)− aˆ(τ,t0)(ei0)∥∥ = lim
p→0+0
∥∥b(τeip, t0)− aˆ(τ,t0)(1)∥∥
= lim
p→0+0
∥∥at0(τeip)− at0(τ + 0)∥∥ = 0,
the case ϕ = pi:
lim
p→0+0
∥∥b(τeip cospi, t0eip sinpi)− aˆ(τ,t0)(eipi)∥∥ = lim
p→0+0
∥∥b(τe−ip, t0)− aˆ(τ,t0)(−1)∥∥
= lim
p→0+0
∥∥at0(τe−ip)− at0(τ − 0)∥∥ = 0,
Let ϕ ∈ (0, pi), we have
lim
p→0+0
sup
ϕ∈(0,pi)
∥∥b(τeip cosϕ, t0eip sinϕ)− aˆ(τ,t0)(eiϕ)∥∥
= lim
p→0+0
sup
ϕ∈(0,pi)
∥∥b(τeip cosϕ, t0eip sinϕ)− aˆ(τ,t0)(ei(pi−(pi−2ϕ))/2)∥∥ .
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Using Lemma 3.1 part (2) we get that
∥∥∥∑τ∈T,τ 6=τ0 G−1rt/t0 ,τa+,0(τ,t0)∥∥∥ goes to zero uniformly
in some neighborhood of τ0 as t→ t0 + 0. Hence
lim
p→0+0
sup
ϕ∈(0,pi)
∥∥b(τeip cosϕ, t0eip sinϕ)− aˆ(τ,t0)(eiϕ)∥∥
= lim
p→0+0
sup
ϕ∈(0,pi)
∥∥∥f(τeip cosϕ, t0eip sinϕ)− a+(τ,t0)(ei(pi−2ϕ))∥∥∥ ,
where f is defined by ft = at0 +G
−1
rt/t0 ,τ0
a+,0(τ0,t0).
The function ft can be rewritten in the form
ft = at0 − at0(τj + 0)Y −1τj χ+ − at0(τj − 0)Y −1τj χ− +G−1rt/t0 ,τ0a
+
(τ0,t0)
.
The function at0 − at0(τj + 0)Y −1τj χ+ − at0(τj − 0)Y −1τj χ− is continuous at τj and,
moreover, is equal to zero there, thus
lim
p→0+0
sup
ϕ∈(0,pi)
∥∥b(τeip cosϕ, t0eip sinϕ)− aˆ(τ,t0)(eiϕ)∥∥
= lim
p→0+0
sup
ϕ∈(0,pi)
∥∥∥g(τeip cosϕ, t0eip sinϕ)− a+(τ,t0)(ei(pi−2ϕ))∥∥∥ ,
with g is defined by gt = G
−1
rt/t0 ,τ0
a+(τ0,t0). Directly using Lemma 4.14 for the last limit, we
get that it is equal to zero, and hence we proved that
lim
p→0+0
sup
ϕ∈(0,pi)
∥∥b(τeip cosϕ, t0eip sinϕ)− aˆ(τ,t0)(eiϕ)∥∥ = 0.
Completely analogously for ϕ ∈ (pi, 2pi), we get
lim
p→0+0
sup
ϕ∈(pi,2pi)
∥∥b(τeip cosϕ, t0eip sinϕ)− aˆ(τ,t0)(eiϕ)∥∥ = 0.
Consequently,
lim
p→0+0
sup
ϕ∈[0,2pi]
∥∥b(τeip cosϕ, t0eip sinϕ)− aˆ(τ,t0)(eiϕ)∥∥ = 0.
Thus, for function ct defined by ct = at − bt we have
cˆ(τ,t0) = â− b(τ,t0) = aˆ(τ,t0) − bˆ(τ,t0) = 0.
This implies that c is continuous for all (τ, t0) with τ ∈ T, and since cˆ(τ,t0) = 0 for all
τ ∈ T, we get
lim
t→t0
‖ct‖ = lim
t→t0
‖at − bt‖ = 0.
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5 Invertibility of a Toeplitz operator over the half
plane
Let H be a separable Hilbert space. Let L∞(T,L(H)) denote the C∗-algebra of all weakly
measurable and essentially bounded functions f with values in L(H), with usual algebraic
operations and involution, equipped with the norm ‖f‖ := ess supt∈T ‖f(t)‖L(H). For the
definition of weakly and strongly measurability see [10], Definition 3.5.4.
The aim of this section is to prove the following Theorem:
Theorem 5.1. Let a ∈ ΥN . The operator T+·(a) ∈ L(l2N(Z+ × Z)) is invertible from the
left(from the right) if and only if the operator function A : T → L(l2N(Z+)),
A(t) = T (at) for t ∈ T,
is invertible from the left(from the right) in L∞(T,L(l2N(Z+))).
The rest of this section is devoted to the proof of this Theorem. The proof is quite
technical, and consists of two parts given in Lemmas 5.2 and 5.3. We start with some
definitions.
Let H be a separable Hilbert space. Let L2(T, H) denote the set of all weakly mea-
surable and square summable functions with values in H.
For A ∈ L∞(T,L(l2N(Z+))), let
Mop(A) : L
2(T, l2N(Z+)) → L2(T, l2N(Z+)), f(t) 7→ A(t)f(t).
This is a linear bounded operator with the norm
‖Mop(A)‖ = ‖A‖ .
The operatorMop(A) is invertible if and only if the operator valued function A is invertible.
The spaces l2(Z, l2N(Z+)) and L
2(T, l2N(Z+)) are isometrically isomorphic and the iso-
morphism is given by
L0 : l
2(Z, l2N(Z+)) → L2(T, l2N(Z+)), {yn}n∈Z 7→
∑
n∈Z
ynt
n.
We will define now a discrete multiplication operator. Let A ∈ L∞(T,L(l2N(Z+))). Let
{An}n∈Z be Fourier coefficients of A, i.e.
An =
1
2pi
∫ 2pi
0
e−inθA(eiθ)dθ ∈ L(l2N(Z+)).
For a sequence y = {yn}n∈Z with yn ∈ l2N(Z+), where only a finite number of elements are
different from zero, we define the sequence A ∗ y by
(A ∗ y)j =
∑
k∈Z
Aj−kyk, j ∈ Z.
Since A ∈ L∞(T,L(l2N(Z+))), the element A∗y belongs to l2(Z, l2N(Z+)) and the following
estimate is true:
sup
{‖A ∗ y‖
‖y‖ : y is finite, y 6= 0
}
<∞.
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Lemma 5.2. Let A ∈ L∞(T,L(l2N(Z+))). Then the operator Top(A), y 7→ A ∗ y for
y = {yn}n∈Z, yn ∈ l2N(Z+), with only finite number of elements different from zero,
extends to a linear bounded operator in l2(Z, l2N(Z+)) and
L0Top(A)L
−1
0 = Mop(A).
The operator
Top(A) : l
2(Z, l2N(Z+)) → l2(Z, l2N(Z+))
is called a discrete multiplication operator with generating operator valued function A.
We define the mapping
L : l2N(Z+ × Z) → l2(Z, l2N(Z+)), {xk,l}(k,l)∈Z+×Z 7→ {yl}l∈Z ,
where yl = {xk,l}k∈Z+ . Obviously L is an isomorphism.
It is not hard to see that the mapping T → PCN×N(T), t 7→ at is strongly measurable.
This implies that for a ∈ ΥN the operator function A : T → L(l2N(Z+)) defined by
A(t) = T (at) for t ∈ T.
is strongly measurable, and hence weakly measurable. Thus it belongs to
L∞(T,L(l2N(Z+))).
Lemma 5.3. Let a ∈ ΥN . Let A : T → L(l2N(Z+)),
A(t) = T (at) for t ∈ T.
Then
LT+·(a)L
−1 = Top(A).
Proof. First we will find the Fourier coefficients of the operator valued function A. The
function a ∈ ΥN can be written as
a(s, t) =
∑
(m,n)∈Z2
am,ns
mtn, (s, t) ∈ T2,
where the convergence in L2(T2) sense is meant.
Let now {xk}k∈Z+ with xk ∈ CN be a sequence with finite number of xk which are
different from zero. Let {xk,l}(k,l)∈Z+×Z be defined by
xk,l := xk, if l = 0,
xk,l := 0, if l 6= 0.
Obviously we have ‖{xk,l}‖l2N (Z+×Z) = ‖{xk}‖l2N (Z+). Consider the following Toeplitz op-
erator
{xl}l 7→
 ∑
k∈Z+
am−k,nxk

m
,
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where n ∈ Z is fixed.
We have ∥∥∥∥∥∥
 ∑
k∈Z+
am−k,nxk

∥∥∥∥∥∥
2
=
∑
m∈Z+
∥∥∥∥∥∥
∑
k∈Z+
am−k,nxk
∥∥∥∥∥∥
2
=
∑
m∈Z+
∥∥∥∥∥∥
∑
(k,l)∈Z+×Z
am−k,n−lxk,l
∥∥∥∥∥∥
2
≤
∑
(m,n)∈Z+×Z
∥∥∥∥∥∥
∑
(k,l)∈Z+×Z
am−k,n−lxk,l
∥∥∥∥∥∥
2
= ‖T+·(a) {xk,l}‖2 .
So for sequences such that ‖{xk,l}‖ 6= 0 we have∥∥∥{∑k∈Z+ am−k,nxk}∥∥∥
‖{xk}‖ ≤
‖T+·(a) {xk,l}‖
‖{xk,l}‖ ≤ ‖T+·(a)‖ .
So we can extend this Toeplitz operator to a linear bounded operator Mn in space l
2
N(Z+).
The operator Mn has the property (Mnek, em) = am−k,n, thus it is a Toeplitz operator
generated by a L∞N×N function, which Fourier coefficients coincide with {am,n}m∈Z. We
denote this generating function by a2n, and formally we have
a2n(s) =
∑
m∈Z
am,ns
m.
So we can now write the following representation for the original function a:
a(s, t) =
∑
n∈Z
a2nt
n,
again in L2(T2) sense.
Consequently we can write
A(t) = T (at) =
∑
n∈Z
T (a2n)t
n,
which implies that the n-th Fourier coefficient of A is the Toeplitz operator T (a2n).
We are actually left to show that the action of operator LT+·(a)L
−1 coincides with
the action of the discrete multiplication operator Top(A) generated by the sequence
{T (a2n)}n∈Z.
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Let y = {yl}l∈Z ∈ l2(Z, l2N(Z+)) with yl = {xk,l}k∈Z+ ∈ l2N(Z+). Then for l ∈ Z we
have
(LT+·(a)L
−1y)l =
{
(T+·(a)L
−1y)k,l
}
k∈Z+
=
 ∑
(i,j)∈Z+×Z
ak−i,l−jxi,j

k∈Z+
=
∑
j∈Z
∑
i∈Z+
ak−i,l−jxi,j

k∈Z+
=
{∑
j∈Z
(T (a2l−j)yj)k
}
k∈Z+
=
{
(
∑
j∈Z
T (a2l−j)yj)k
}
k∈Z+
=
∑
j∈Z
T (a2l−j)yj
= (Top(A)y)l.
Proof of Theorem 5.1. From previous two lemmas we have
Mop(A) = L0Top(A)L
−1
0 = L0LT+·(a)L
−1L−10 .
Thus, the operator T+·(a) ∈ L(l2N(Z+ × Z)) is invertible from the left(from the right) if
and only if the operator Mop(A) is invertible from the left(from the right). This is the
case if and only if the operator function A is invertible from the left(from the right) in
L∞(T,L(l2N(Z+))).
Replacing l2N(Z+) by l
2
N([1, 2, ..., n]) one can completely analogously prove the following
theorem:
Theorem 5.4. Let a ∈ ΥN . The operator Tn,·(a) ∈ L(l2N([1, 2, ..., n]× Z)) is invertible if
and only if the operator function A : T → L(l2N([1, 2, ..., n])),
A(t) = Tn(at) for t ∈ T,
is invertible in L∞(T,L(l2N([1, 2, ..., n]))).
5.1 Invertibility of operator valued function A(t) = T (at)
By Theorem 5.1 the invertibility of Toeplitz operator T+·(a) is equivalent to the invert-
ibility of operator function A : T → L(l2N(Z+)),
A(t) = T (at) for t ∈ T
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in L∞(T,L(l2N(Z+))). The algebra L∞(T,L(l2N(Z+))) is too big for us, so we need a
smaller subalgebra which reflects the properties of operator valued function A.
5.2 Certain C∗-algebra of operator valued functions
Definition 5.5. We say that the operator functions A ∈ L∞(T,L(l2N(Z+))) belongs to
the non-closed subalgebra B0 of L∞(T,L(l2N(Z+))), if there exists a finite set of points
{tj}nj=1 ⊂ T such that:
1. A is pointwise defined for each t ∈ T,
2. A is continuous on T \ ∪nj=1 {tj} in the operator norm,
3. for each j = 1, 2, ..., n the operator functions A and A∗ are strongly continuous at
tj, i.e.
s-limt→tjA(t) = A(tj),
s-limt→tjA
∗(t) = A∗(tj).
Let B be the smallest closed subalgebra of L∞(T,L(l2N(Z+))) containing B0.
The following proposition shows that algebra B is ”close enough” to B0.
Proposition 5.6. Let A ∈ B, then the operator function A has at most countable set of
points, where it is not continuous in the norm, and A and A∗ are strongly continuous in
each t ∈ T.
Proof. Let A ∈ B. Since
{t ∈ T : operator function A is not continuous at t in the norm} =
∞⋃
k=1
Hk(A),
where
Hk(A) =
{
t ∈ T : ∀δ > 0 ∃t1, t2 ∈ T ∩ (t− δ, t+ δ) : ‖A(t1)− A(t2)‖ > 1
k
}
,
it is enough to prove that Hk(A) is finite for each k ∈ N. Let k be fixed. There exists a
B ∈ B0 such that
‖A−B‖ < 1
3k
.
We will show that Hk(A) ⊂ H3k(B). Indeed, let t ∈ Hk(A). Let δ > 0 be fixed, and let
points t1 and t2 be such that ‖A(t1)− A(t2)‖ > 1k . Then
‖B(t1)−B(t2)‖ ≥ ‖A(t1)− A(t2)‖ − 2
3k
>
1
3k
.
Thus, t ∈ H3k(B).
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Since the set Hk(B) is finite for all k ∈ N, we conclude that the sets Hk(A) are also
finite.
The fact that A and A∗ are strongly continuous in each t ∈ T follows from the fact
that we can approximate the function A by a function B ∈ B0 close enough, and for B
the existence of strong limits in each point is given by the definition.
Remark 5.7. The algebra L∞(T,L(l2N(Z+))) is a C∗-algebra, and B is a C∗-subalgebra
of L∞(T,L(l2N(Z+))), thus B is inverse closed in it.
5.3 Operator valued function A(t) = T (at) belongs to B
From the definition of algebra B it is not very clear if the operator valued function A(t) =
T (at) belongs to it. To prove it we will need the following Lemma 5.8, the proof of which
is omitted (for the proof see Lemma 5.4 in [8]).
Lemma 5.8. Let R ⊂ [0, 1) be an index set with accumulation point 1. Let {fr}r∈R be a
sequence of functions fr ∈ L∞, and let f ∈ L∞. Then M(fr) →M(f) strongly on L2(T)
as r → 1 if and only if {fr}r∈R is such that sup ‖fr‖ <∞ and fr → f in measure.
Lemma 5.9. Let a ∈ ΥN . Then the operator function A : T → L(l2N(Z+)):
A(t) = T (at) for t ∈ T,
belongs to the algebra B.
Proof. Consider the mapping a ∈ ΥN 7→ A ∈ L∞(T,L(l2N(Z+))), where A(t) = T (at) for
t ∈ T. Note that
‖A‖ = sup
t∈T
‖T (at)‖ = sup
t∈T
‖at‖ ≤ ‖a‖ ,
thus this mapping is continuous.
Let a ∈ Υ0N . Let {(sj, tj)}j∈J be the finite set of discontinuity points of a. Consider
the operator function A : T → L(l2N(Z+)):
A(t) = T (at) for t ∈ T.
It is pointwise defined and is continuous on T \ {tj}j∈J in the norm.
Using Lemma 5.8 and 4.11, we conclude that it is also strongly continuous at point tj
for j ∈ J , which means that it belongs to the algebra B0, and hence to B. Let now a ∈ ΥN .
Due to the definition of class ΥN we can approximate a by a function b from Υ
0
N . Since
T (bt) belongs to B, B is closed and and the mapping a ∈ ΥN 7→ A ∈ L∞(T,L(l2N(Z+)))
is continuous, we conclude that the operator function A : T → L(l2N(Z+)):
A(t) = T (at) for t ∈ T,
belongs to the algebra B.
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5.4 Invertibility in algebra B
We will study the invertibility in the algebra B following the general scheme for solving
invertibility problems introduced in [12].
We will need the notion of stability:
Definition 5.10. We say that A ∈ B is stable at the point t0 ∈ T if there exists δ > 0
such that for all t ∈ T: 0 < |t− t0| < δ the operators A(t) are invertible and
sup
t∈T:0<|t−t0|<δ
∥∥A−1(t)∥∥ <∞.
The invertibility and stability are connected in the following lemma, which is quite
well-known and can be proved using a compactness argument.
Lemma 5.11. Let A ∈ B. The operator-function A is invertible in B if and only if the
following two conditions are fulfilled:
1. A(t0) is invertible for all t0 ∈ T,
2. the operator function A is stable at each t0 ∈ T.
The next step is lifting of the ideal of compact operators: in the algebra B consider
the set
Jt0 =
{
K +G(t), where K is compact, and lim
t→t0
‖G(t)‖ = 0
}
,
for t0 ∈ T. One can prove that this set is a *-ideal of B.
The proof of the following Lemma, which is usually called a lifting theorem, should
not cause difficulties:
Lemma 5.12. Let A ∈ B. The operator-function A is stable at point t0 if and only if
1. A(t0) is invertible,
2. A(t) + Jt0 is invertible in the algebra B/Jt0.
Let t0 ∈ T. The invertibility of the coset A(t) + Jt0 in the algebra B/Jt0 is obviously
not effected by the behavior of the function A outside the neighborhood of point t0. That
is why we introduce a smaller subalgebra of B, which is more relevant to the study of the
invertibility of coset A(t) + Jt0 .
Let Bt0ΥN be the smallest closed subalgebra of B that contains the ideal Jt0 and all
operator-valued functions
A(t) = T (at) for t ∈ T,
where a ∈ ΥN . This definition is correct due to Lemma 5.9.
We observe that Bt0ΥN is a ∗-subalgebra of B and that Jt0 is a ∗-ideal of Bt0ΥN , hence
the quotient algebra Bt0ΥN/Jt0 is a ∗-subalgebra of B/Jt0 . Since the C∗-algebras are inverse
closed we get the following result:
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Lemma 5.13. Let a ∈ ΥN and A(t) = T (at) ∈ Bt0ΥN . Then the coset A(t) + Jt0 is
invertible in the algebra B/Jt0 if and only if the coset A(t) + Jt0 is invertible in Bt0ΥN/Jt0.
We examine the invertibility in algebra Bt0ΥN/Jt0 by means of local principle of Allan-
Douglas, and in order to employ it we have to find a suitable central C∗-subalgebra of
Bt0ΥN/Jt0 :
Lemma 5.14. Let t0 ∈ T. Then the set
Ct0 = {T (bIN) + Jt0 : b ∈ C(T)} ,
where IN is the N × N identity matrix, is a central C∗-subalgebra of Bt0ΥN/Jt0, and the
mapping Λ : C(T) → Ct0
b 7→ T (bIN) + Jt0
is a ∗-isomorphism. The space of maximal ideals of Ct0 can be identified with T.
Proof. Let t0 ∈ T. In order to show that Ct0 is central, it suffices to show that T (bIN)
with b ∈ C(T), commutes with the generating elements of Bt0ΥN modulo Jt0 .
By the well-known formula we get
T (at)T (bIN)− T (bIN)T (at) = H(bIN)H(a˜t)−H(at)H(bIN)
= H(bIN)H(a˜t0)−H(at0)H(bIN) +Gt,
= K +Gt,
where Gt = H(bIN)(H(a˜t)−H(a˜t0))−(H(at)−H(at0))H(bIN), and K = H(bIN)H(a˜t0)−
H(at0)H(bIN). Using Lemma 5.8 one can see that H(at) → H(at0) and H(a˜t) → H(a˜t0)
strongly, hence the fact that H(bIN) is compact implies that limt→t0 ‖Gt‖ = 0 and K is
compact.
It is easy to see that Λ is a well defined ∗-homomorphism of C(T) onto Ct0 . Λ is
injective, since a Toeplitz operator can be compact if and only if its generating function
is zero.
Hence, the space of maximal ideals of Ct0 can be naturally identified with T.
Define for τ ∈ T in algebra Bt0ΥN/Jt0 the ideals
Iτ = clos idBt0ΥN /Jt0
{T (bIN) + Jt0 : b ∈ C(T) and b(τ) = 0} .
Employing the local principle of Allan-Douglas we obtain the following result:
Theorem 5.15. Let t0 ∈ T and let A ∈ Bt0ΥN . A(t) + Jt0 is invertible in the algebra
Bt0ΥN/Jt0 if and only if (A(t) + Jt0) + Iτ is invertible in (Bt0ΥN/Jt0)/Iτ for all τ ∈ T.
So we actually have to study invertibility in the local algebras (Bt0ΥN/Jt0)/Iτ , for that
we will need the following auxiliary results:
Lemma 5.16. 1. Let b ∈ PCN×N be such that b(τ + 0) = b(τ − 0) = 0, then
(T (b) + Jtj) ∈ Iτ .
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2. Let a ∈ ΥN be such that aˆ(τ,tj) = 0, then
(T (at) + Jtj) ∈ Iτ .
Proof. 1. Let b ∈ PCN×N be such that b is continuous in some neighborhood of τ and
b(τ) = 0. For n ∈ N let fτ,n ∈ C(T) be such that fτ,n(τ) = 1 and the length of
the support of fn is smaller then 1/n. Clearly, (T ((1 − fτ,n)IN) + Jtj) ∈ Iτ . Then
(T (b(1− fτ,n)) + Jtj) ∈ Iτ .
Hence, we have
(T (b) + Jtj) + Iτ = (T (b) + Jtj)− (T (b(1− fn)) + Jtj) + Iτ
= (T (bfτ,n) + Jtj) + Iτ .
Since the norm of the right hand side can be made arbitrarily small, we conclude
that
(T (b) + Jtj) ∈ Iτ .
Let us consider the general case: let b ∈ PCN×N be such that b(τ+0) = b(τ−0) = 0.
We can always find a piecewise continuous function g which is identically zero in
some neighborhood of τ , and is close enough to b. By the first part of the prove
(T (g) + Jtj) will belong to Iτ . Since Iτ is closed we conclude that
(T (b) + Jtj) ∈ Iτ .
2. Again we assume at first that a is continuous in some neighborhood of (τ, tj). Let
fτ,n be as above.
Since (T ((1− fn)IN) + Jtj) ∈ Iτ , we have also have that (T (at(1− fn)) + Jtj) ∈ Iτ .
Hence
(T (at) + Jtj) + Iτ = (T (atfn) + Jtj) + Iτ .
It is not hard to see that taking n large enough we get that atfn converges uniformly
to atjfn as t→ tj. Thus
(T (at) + Jtj) + Iτ = (T (atjfn) + Jtj) + Iτ .
The norm of the right hand side can be made arbitrarily small, which means that
(T (at) + Jtj) ∈ Iτ .
The general case follows from the fact that we can approximate a ∈ ΥN , aˆ(τ,tj) = 0
by a function from ΥN , which is identically zero in some neighborhood of (τ, tj);
and the fact that Iτ is closed.
The part (2) of Lemma 5.16 gives a possibility to describe the coset (T (at) + Jtj) +
Iτ using the function aˆ(τ,tj). The next two subsections are devoted to building a local
representative of (T (at) + Jtj) + Iτ with the help of aˆ(τ,tj).
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5.5 Local representative of (T (at) + Jtj) + Iτ
We will study here the structure of the elements (T (at) + Jtj) + Iτ . To do it we will
try to build for a given function d ∈ CN×N , the function b ∈ ΥN , which has exactly one
discontinuity at some point (τ, t) such that bˆ(τ,t) = d. In view of Lemma 5.16 it will give
the possibility to describe the coset (T (at) + Jtj) + Iτ with the help of the function aˆ(τ,t).
Let now d ∈ CN×N . Recall that the functions d± ∈ PC−1N×N (T) were defined by
d±(eiϕ) = d(e±i(pi−ϕ)/2) for ϕ ∈ (−pi, pi).
Note that
d±(−1 + 0) = d±(eipi) = d(e±i(pi−pi)/2) = d(1),
d±(−1− 0) = d±(e−ipi) = d(e±i(pi+pi)/2) = d(−1).
Let d±,0 ∈ PC1N×N(T) be defined by
d±,0 = d± − d±(−1 + 0)χ+ − d±(−1− 0)χ−.
Thus
d±,0(−1 + 0) = d±,0(−1− 0) = 0.
Lemma 5.17. Let d ∈ CN×N . The function b : (T+ × T+) → CN×N defined for s ∈ T+
by
b(s, t) = d(1)χ+(s) + d(−1)χ−(s) + C−1rt¯ d−,0(s), when t ∈ (T+ ∩ T−),
b(s, 1) = d(1)χ+(s) + d(−1)χ−(s),
b(s, t) = d(1)χ+(s) + d(−1)χ−(s) + C−1rt d+,0(s), when t ∈ (T+ ∩ T+),
is continuous on (T+ × T+) \ {(1, 1)}, and
lim
p→0+0
sup
ϕ∈[−pi,pi]
∥∥b(eip cosϕ, eip sinϕ)− d(eiϕ)∥∥ = 0.
Proof. We consider the points (s0, 1), when s0 ∈ T+ \ {1}. We have for s ∈ T+
‖b(s0, 1)− b(s, t)‖ ≤
∥∥C−1rt¯ d−,0(s)∥∥ , when t ∈ (T+ ∩ T−),
‖b(s0, 1)− b(s, 1)‖ = 0
‖b(s0, 1)− b(s, t)‖ ≤
∥∥C−1rt d+,0(s)∥∥ , when t ∈ (T+ ∩ T+).
Let ε > 0 be arbitrary. Let δ1 = |s0 − 1|/2. By Lemma 3.1 there exists δ2 > 0 such that
for all s such that |s− 1| ≥ δ1 ∥∥C−1rt¯ d−,0(s)∥∥ < ε
as far as |t− 1| < δ2.
Hence, we have
‖b(s0, 1)− b(s, t)‖ ≤ ε
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for all (s, t) such that |s− s0| + |t− 1| < max {δ1, δ2}, which means that b is continuous
in the the points (s0, 1), when s0 ∈ T+ \ {1}.
Due to the properties of the composition operator, we can rewrite the definition of
function b in the following way:
b(s, t) = C−1rt¯ d
−(s), when t ∈ (T+ ∩ T−),
b(s, 1) = d(1)χ+(s) + d(−1)χ−(s),
b(s, t) = C−1rt d
+(s), when t ∈ (T+ ∩ T+).
Thus b(s, t) is continuous on T+ × (T+ ∩ T−) and on T+ × (T+ ∩ T+). Combining this
with the fact that b is continuous on (T+ \ {1}) × {1}, we get that b is continuous on
(T+ × T+) \ {(1, 1)}.
Let us calculate bˆ(1,1):
lim
p→0+0
b(eip cos 0, eip sin 0) = lim
p→0+0
b(eip, 1) = d(1) = d(ei0),
lim
p→0+0
b(eip cospi, eip sinpi) = lim
p→0+0
b(e−ip, 1) = d(−1) = d(eipi).
Let ϕ ∈ (−pi, 0), then the following limit is uniform in ϕ:
lim
p→0+0
b(eip cosϕ, eip sinϕ) = lim
p→0+0
C−1r
e−ip sin ϕ
d−(eip cosϕ)
= lim
p→0+0
C−1r
eip sin(−ϕ)
d−(eip cos(−ϕ))
= d−(ei(pi+2ϕ))
= d(e−i(pi−(pi+2ϕ))/2)
= d(eiϕ).
Let ϕ ∈ (0, pi), then the following limit is uniform in ϕ:
lim
p→0+0
b(eip cosϕ, eip sinϕ) = lim
p→0+0
C−1r
eip sin ϕ
d+(eip cosϕ)
= d+(ei(pi−2ϕ))
= d(ei(pi−(pi−2ϕ))/2)
= d(eiϕ).
Consequently,
lim
p→0+0
sup
ϕ∈[−pi,pi]
∥∥b(eip cosϕ, eip sinϕ)− d(eiϕ)∥∥ = 0.
Lemma 5.18. Let d ∈ CN×N(T). Let (s0, t0) ∈ T2. There exists a function c ∈ ΥN
continuous on T2 \ {(s0, t0)} such that cˆ(s0,t0) = d.
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Proof. Let d ∈ CN×N(T). Let (s0, t0) ∈ T2. Let b denote the function from previous
lemma. Obviously, we can extend the function b continuously to T2. We denote this
continuation by the same letter, and it is not hard to see that b ∈ ΥN .
Consider the function
c(s, t) = b(τ¯0s, t¯0t).
Obviously, the function c also belongs to ΥN and, moreover, c is continuous on T
2 \
{(τ0, t0)} and
cˆ(τ0,t0)(e
iϕ) = lim
p→0+0
c(τ0e
ip cosϕ, t0e
ip sinϕ) = lim
p→0+0
b(eip cosϕ, eip sinϕ) = d(eiϕ).
Remark 5.19. To build c ∈ ΥN we used the function b, which was continuously extended
to T2 \ (T+ × T+) in some arbitrary way. We want to note that if b1 and b2 are two
different continuations of b, then the resulting functions c1, c2 ∈ ΥN are also different,
but by Lemma 5.16 they have obviously the following property:
(T (c1t ) + Jtj) + Iτ = (T (c
2
t ) + Jtj) + Iτ .
Thus, when we consider the element
(T (ct) + Jtj) + Iτ
it completely unimportant which one of the elements c1 or c2 is taken.
Definition 5.20. For d ∈ CN×N(T), let c be a function from Lemma 5.18. We define
F (d) := c, and Ft(d) := ct, i.e.
Ft(d) = G
−1
rt¯,τ
d−, for t ∈ tj(T+ ∩ T−),
Ftj(d) = d(1)χ+ + d(−1)χ−,
Ft(d) = G
−1
rt,τd
+ for t ∈ tj(T+ ∩ T+).
5.6 The structure of (BtjΥN/Jtj)/Iτ
Lemma 5.21. Let tj, τ ∈ T. Then the C∗-algebra (BtjΥN/Jtj)/Iτ is generated by the
elements of the form
(T (Ft(b)) + Jtj) + Iτ with b ∈ CN×N(T).
Proof. Let τ , t ∈ T. We need actually to prove that if a ∈ ΥN , then
(T (at) + Jtj) + Iτ = (T (Ft(aˆτ,tj)) + Jtj) + Iτ .
Indeed, let f = a− F (aˆτ,tj) ∈ ΥN , then we have fˆτ,tj = aˆτ,tj − aˆτ,tj = 0, thus by Lemma
5.16
(T (at)− T (Ft(aˆτ,tj)) + Jtj) = (T (ft) + Jtj) ∈ Iτ .
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Let t0 ∈ T. Define the mapping h±t0 : ΥN → F by
(h±t0a)(r) = at0 exp(i(±pi2−2 arctan r)).
We will list now the properties of h±t0 :
1. Let a ∈ ΥN be such that
lim
t→t0
‖at‖ = 0,
then, obviously, (h±t0a) belongs to F0.
2. Let a ∈ Υ0N . By Lemma 4.18 we have
at = at0 + χ+(t/t0)
∑
τ∈T
G−1rt/t0 ,τ
a+,0(t0,τ) + χ−(t/t0)
∑
τ∈T
G−1r
t/t0
,τa
−,0
(t0,τ)
+ ct,
where the sum contains only finite number of non-zero items, and
lim
t→t0
‖ct‖ = 0.
Thus
h+t0a = at0 +
∑
τ∈T
G−1r,τa
+,0
(t0,τ)
+ g1r ,
h−t0a = at0 +
∑
τ∈T
G−1r,τa
−,0
(t0,τ)
+ g2r ,
where {g1r}, {g2r} ∈ F0, and the sums contain only the finite number of non-zero
items.
Hence (h±t0a) ∈ G.
3. Let a, b ∈ ΥN . Then ∥∥h±t0a− h±t0b∥∥ ≤ ‖a− b‖ .
Hence the mapping h±t0 actually acts to G, and it is not hard to see that
Lemma 5.22. The mapping h±t0 : ΥN → G is a *-homomorphism.
Let t0 ∈ T. Define the mapping H±t0 : B → S by
(H±t0A)(r) = A(t0 exp(i(±
pi
2
− 2 arctan r))).
Let a ∈ ΥN . Obviously, for A = {At} = {T (at)} ∈ BΥN we have
(H±t0A)(r) = T (h
±
t0
a(r)) ∈ S(G),
thus we get
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Lemma 5.23. The mapping H±t0 : Bt0ΥN → S(G) is a *-homomorphism.
Let t0, τ ∈ T. Let W± : (Bt0ΥN/Jt0)/Iτ → (S(G)/I)/Iτ the ∗-homomorphism be
defined by
(A(t) + Jt0) + Iτ 7→ (A(t0 exp(±i(
pi
2
− 2 arctan r))) + I) + Iτ .
It is not hard to see that W± on the generating elements acts as follows:
(T (Ft(a)) + Jt0) + Iτ 7→ (
{
T (G−1r,τa
±)
}
r
+ I) + Iτ , where a ∈ CN×N(T).
It is not hard to see that kerW+ ∩ kerW− = {0}. Recall the well-known Lemma:
Lemma 5.24. Let B be a Banach algebra. Let J1, J2 be two sided closed ideals of B such
that J1 ∩ J2 = {0}. Then the element b ∈ B is invertible in B if and only if b + Ji is
invertible in B/Ji, where i = 1, 2.
Since a kernel of a homomorphism builds a closed ideal, we can reformulate this lemma
as follows: Let B, B1 and B2 be a Banach algebras. Let W1 : B → B1, W2 : B → B2 be
homomorphisms such that kerW1 ∩ kerW1 = {0}. Then the element b ∈ B is invertible
in B if and only if W1b and W2b are invertible in B1 and B2 correspondingly.
Thus the following Lemma is true.
Lemma 5.25. The element (A(t) + Jt0) + Iτ is invertible in algebra (Bt0ΥN/Jt0)/Iτ if and
only if the elements
(A(t0 exp(i(
pi
2
− 2 arctan r))) + I) + Jτ
and
(A(t0 exp(−i(pi
2
− 2 arctan r))) + I) + Jτ
are invertible in (S(G)/I)/Iτ .
5.7 Invertibility of (T (at) + Jt0) + Iτ
Theorem 5.26. Let a ∈ ΥN . Let t0, τ ∈ T. (T (at)+Jt0)+Iτ is invertible in (Bt0ΥN/Jt0)/Iτ
if and only if the operators T (a+(τ,t0)) and T (a
−
(τ,t0)
) are invertible.
Proof. Let a ∈ ΥN . For r ∈ [0, 1) define the functions
br = at0 exp(i( pi2−2 arctan r)) and cr = at0 exp(−i(
pi
2
−2 arctan r)).
By Lemma 5.25 the element (T (at)+Jt0)+Iτ is invertible in (Bt0ΥN/Jt0)/Iτ if and only
if the operators
({T (br)}+ I) + Iτ and ({T (cr)}+ I) + Iτ
are invertible in (S(G)/I)/Iτ .
By theorem 3.13 we have that ({T (br)}+I)+Iτ is invertible if and only if Ψτ [{T (br)}]
is invertible. But
Ψτ [{T (br)}] = T (Φτ [{br}]).
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Analogously, ({T (cr)} + I) + Iτ is invertible if and only if the operator T (Φτ [{cr}]) is
invertible. It is left to note that
T (Φτ [{br}]) = T (Φτ [
{
a(τ + 0, tj)Y
−1
τ χ+ + a(τ − 0, tj)Y −1τ χ− +G−1rt¯,τa
+,0
(τ,tj)
}
])
= T (a(τ + 0, tj)χ+ + a(τ − 0, tj)χ− + a+,0(τ,tj))
= T (a+(τ,tj)),
and analogously
T (Φτ [{cr}]) = T (a−(τ,t)).
5.8 Criterium of Stability
Lemma 5.27. Let a ∈ ΥN . The operator-function
A(t) = T (at) for t ∈ T,
is stable at point t0 if and only if the operators T (at0), T (a
+
(τ,t0)
) and T (a−(τ,t0)) are invertible
for all τ ∈ T.
Proof. Let a ∈ ΥN . By Lemma 5.12 the stability of the operator-function A(t) = T (at)
at point t0 is equivalent to
1. invertibility of A(t0) = T (at0) ,
2. invertibility of A(t) + Jt0 = T (at) + Jt0 in the algebra B/Jt0 .
By Theorem 5.15 the element T (at) + Jt0 is invertible in the algebra Bt0ΥN/Jt0 if and only
if (T (at) + Jt0) + Iτ is invertible in (Bt0ΥN/Jt0)/Iτ for all τ ∈ T. By Theorem 5.26 this is
equivalent to invertibility of the operators T (a+(τ,t0)) and T (a
−
(τ,t0)
).
Combining Lemmas 5.11 and 5.27 we get the following criterium:
Theorem 5.28. Let a ∈ ΥN . The operator T+·(a) ∈ L(l2N(Z+ × Z)) is invertible if and
only if
1. for all t ∈ T the operator T (at) is invertible,
2. for all t ∈ T and τ ∈ T the operators T (a+(τ,t)) and T (a−(τ,t)) are invertible.
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6 One-sided invertibility
The main goal of this section is to get the one-sided invertibility criteria for operator
valued function A(t) = T (at) with a ∈ ΥN . This section is organized as follows: in
subsections 6.1-6.4 we build a special invertible scalar function c ∈ Υ0 (Υ0 := Υ01) which
models the behavior of one-sided invertible operator valued function A(t) = T (at) with
a ∈ Υ0, in subsection 6.5 we prove some auxiliary lemmas, and finally in subsection 6.6
we formulate and prove the main result of this section.
We start with the following definition:
Definition 6.1. 1. Let t1 = e
iϕ1 with ϕ1 ∈ [0, 2pi). Define
[1, t1]T :=
{
eiϕ : 0 ≤ ϕ ≤ ϕ1
}
.
2. For t1, t2 ∈ T, define
[t1, t2]T := t1[1, t2/t1]T.
3. For t1, t2 ∈ T, define
[t1, t2)T := [t1, t2]T \ {t2} ,
(t1, t2]T := [t1, t2]T \ {t1} ,
(t1, t2)T := [t1, t2]T \ {t1, t2} .
6.1 Squeezing function
Let t0 ∈ T+ ∩ T+. We want to build a function gt0 ∈ C(T) such that
gt0(t0) = t0,
gt0(t
2
0) = i.
To build it we will use the function σˆr with suitably chosen parameter r. Consider the
function
ft0(t) = σˆr(t) =
t− r
1− rt , with r =
t0 − it0
1− i .
Obviously we have
ft0(1) = 1,
ft0(t0) =
t0 − r
1− rt0 =
(1− i)t0 − (t0 − it0 )
1− i− (t0 − it0 )t0
=
−it0 + it0
1− t20
= i
−t0 + 1t0
1− t20
=
i
t0
.
Define now gt0(t) := t0ft0(t/t0). Obviously we have
gt0(t0) = t0,
gt0(t
2
0) = t0ft0(t0) = i.
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6.2 Auxiliary function
Let t1 ∈ T+. Let k0, k1, k2, ..., kn ∈ Z. Let τ1, ..., τn ∈ T be such that τi 6= τj for
1 ≤ i < j ≤ n.
We want to build here a function ht1,k0,k1,...,kn,τ1,...,τn ∈ L∞(T× [1, t1]T) such that
1. ht1,k0,k1,...,kn,τ1,...,τn is continuous for (s, t) ∈ T× (1, t1]T,
2. ht1,k0,k1,...,kn,τ1,...,τn is continuous in points (s, 1) where s ∈ (T \ ∪nj=1τj),
3.
ht1,k0,k1,...,km,τ1,...,τm(s, 1) = (−s)k0
ht1,k0,k1,...,km,τ1,...,τm(s, t1) = (−s)
Pn
m=0 km .
4.
lim
p→0+0
sup
ϕ∈(0,pi)
∥∥ht1,k0,k1,...,kn,τ1,...,τn(τjeip cosϕ, eip sinϕ)− aj(ei(pi−2ϕ))∥∥ = 0,
with aj(s) = (−τj)k0(−s)kj ∈ C(T).
We consider two cases: t1 ∈ T+ ∩ T+ and t1 ∈ T+ ∩ T−.
1. If t1 ∈ T+ ∩ T+, then there exists exactly one point t2 ∈ [1, t1]T such that t22 = t1.
Let t2 ∈ [1, t1]T be such point.
Define
ht1,k0,k1,...,km,τ1,...,τm(s, t) :=

(−s)k0 , for t = 1
(−s)k0 ∏nm=1G−1rt,τm(−s)km , for t ∈ (1, t2]
(−s)k0 ∏nm=1G−1rgt2 (t),τm(−s)km , for t ∈ (t2, t1]
(a) Obviously ht1,k0,k1,...,kn,τ1,...,τn is continuous for (s, t) ∈ T×(1, t2)T and for (s, t) ∈
T× (t2, t1]T. Since gt2(t2) = t2 this function is continuous for (s, t2) ∈ T×{t2}.
Hence ht1,k0,k1,...,kn,τ1,...,τn is continuous for (s, t) ∈ T× (1, t1]T.
(b) Since G−1rt,τj(−s)kj goes to 1 as t tends to 1 uniformly continuous in points
s ∈ (T\ τj), we have that ht1,k0,k1,...,kn,τ1,...,τn is continuous in points (s, 1) where
s ∈ (T \ ∪nj=1τj).
Hence, we have
µ-limt→1ht1,k0,k1,...,km,τ1,...,τm(s, t) = ht1,k0,k1,...,km,τ1,...,τm(s, 1) = (−s)k0 .
(c) Since gt2(t1) = gt2(t
2
2) = i, we get ri = 0. Thus Gri = I, and we have
ht1,k0,k1,...,km,τ1,...,τm(s, t1) = (−s)
Pn
m=0 km .
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(d) It follows directly from Lemma 4.14 that
lim
p→0+0
sup
ϕ∈(0,pi)
∥∥ht1,k0,k1,...,kn,τ1,...,τn(τjeip cosϕ, eip sinϕ)− aj(ei(pi−2ϕ))∥∥ = 0,
with aj(s) = (−τj)k0(−s)kj ∈ C(T).
2. In case t1 ∈ T+ ∩ T− define
ht1,k0,k1,...,km,τ1,...,τm(s, t) :=

(−s)k0 , for t = 1
(−s)k0 ∏nm=1G−1rt,τm(−s)km , for t ∈ (1, i]
(−s)Pnm=0 km , for t ∈ (i, t1]
Obviously the function ht1,k0,k1,...,km,τ1,...,τm possesses above mentioned properties.
Let t1, t2 ∈ T. With the help of the above function we will build now a function from
L∞(T× [t1, t2]T) such that it has the same behavior as ht1,.. and ht2,.. at points t1 and t2,
and which is continuous for all (s, t) ∈ T× (t1, t2)T.
1. If t1 6= t2, then let k0, k1, k2, ..., kn ∈ Z. Let l0, l1, l2, ..., lm ∈ Z be such that∑n
j=0 kj =
∑m
j=0 lj.
Let τ1, ..., τn ∈ T, θ1, ..., θm ∈ T be such that τi 6= τj for 1 ≤ i < j ≤ n, θi 6= θj for
1 ≤ i < j ≤ m.
There exists exactly one point t3 ∈ [t1, t2]T such that t23 = t1t2. Let t3 be such a
point.
We define
ft1,t2,k0,k1,...,kn,τ1,...,τn,l0,l1,...,lm,θ1,...,θm(s, t) :=
=
{
ht3/t1,k0,k1,...,kn,τ1,...,τn(s, t/t1), for t ∈ [t1, t3]
ht3/t1,l0,l1,...,lm,θ1,...,θm(s, t¯/t¯2), for t ∈ (t3, t2].
(a) ft1,t2,k0,k1,...,kn,τ1,...,τn,l0,l1,...,lm,θ1,...,θm is continuous for all (s, t) ∈ T×(t1, t2)T since
ht3/t1,k0,k1,...,kn,τ1,...,τn(s, t3/t1) = (−s)
Pn
j=0 kj
ht3/t1,l0,l1,...,lm,θ1,...,θm(s, t¯3/t¯2) = (−s)
Pm
j=0 lj ,
and by assumption we have that
∑n
j=0 kj =
∑m
j=0 lj.
(b)
lim
p→0+0
sup
ϕ∈(0,pi)
∥∥ft1,t2,k0,k1,...,kn,τ1,...,τn,l0,l1,...,lm,θ1,...,θm(τjeip cosϕ, t1eip sinϕ)− aj(ei(pi−2ϕ))∥∥ = 0,
with aj(s) = (−τj)k0(−s)kj ∈ C(T).
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(c)
lim
p→0+0
sup
ϕ∈(−pi,0)
∥∥ft1,t2,k0,k1,...,kn,τ1,...,τn,l0,l1,...,lm,θ1,...,θm(θjeip cosϕ, t2eip sinϕ)− bj(e−i(pi−2ϕ))∥∥ = 0,
with bj(s) = (−θj)l0(−s)lj ∈ C(T).
Proof. Note that
bj(e
−i(pi−2ϕ)) = bj(e
i(pi+2ϕ)) = bj(e
i(pi−2(−ϕ))).
For p small enough we have
ft1,t2,k0,k1,...,kn,τ1,...,τn,l0,l1,...,lm,θ1,...,θm(θje
ip cosϕ, t2e
ip sinϕ) =
= ht3/t1,l0,l1,...,lm,θ1,...,θm(θje
ip cosϕ, e−ip sinϕ)
= ht3/t1,l0,l1,...,lm,θ1,...,θm(θje
ip cos(−ϕ), eip sin(−ϕ)).
Thus, we have
lim
p→0+0
sup
ϕ∈(−pi,0)
∥∥ft1,t2,k0,k1,...,kn,τ1,...,τn,l0,l1,...,lm,θ1,...,θm(θjeip cosϕ, t2eip sinϕ)− bj(e−i(pi−2ϕ))∥∥ =
= lim
p→0+0
sup
ϕ∈(−pi,0)
∥∥ht3/t1,l0,l1,...,lm,θ1,...,θm(θjeip cos(−ϕ), eip sin(−ϕ))− bj(ei(pi−2(−ϕ)))∥∥
The last term is equal to zero by Lemma 4.14.
2. if t1 = t2, then let k0, k1, k2, ..., kn ∈ Z. Let l1, l2, ..., lm ∈ Z be such that∑n
j=1 kj =
∑m
j=1 lj.
Let τ1, ..., τn ∈ T, θ1, ..., θm ∈ T be such that τi 6= τj for 1 ≤ i < j ≤ n, θi 6= θj for
1 ≤ i < j ≤ m.
Define t3 := −t1.
We define
ft1,t1,k0,k1,...,kn,τ1,...,τn,k0,l1,...,lm,θ1,...,θm(s, t) :=
=
{
h−1,k0,k1,...,kn,τ1,...,τn(s, t/t1), for t ∈ [t1, t3]
h−1,k0,l1,...,lm,θ1,...,θm(s, t¯/t¯1), for t ∈ [t3, t1].
In this case we can even show that ft1,t1,k0,k1,...,kn,τ1,...,τn,k0,l1,...,lm,θ1,...,θm belongs to Υ
0.
Indeed, the function ft1,t1,k0,k1,...,kn,τ1,...,τn,k0,l1,...,lm,θ1,...,θm is continuous for
1. all (s, t) ∈ T× (T \ {t1}),
2. all (s, 1) with s ∈ (T \ (∪nj=1τj ∪ ∪mj=1θj)),
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3. let τ ∈ (∪nj=0τj ∪ ∪mj=0θj)
lim
p→0+0
sup
ϕ∈[−pi,pi]
∥∥ft1,t1,k0,k1,...,kn,τ1,...,τn,k0,l1,...,lm,θ1,...,θm(τeip cosϕ, t1eip sinϕ)− aτ (eiϕ)∥∥ = 0,
where
(a) if τ = τj 6= θp for all p = 1, ..., m
aτj(e
iϕ) =
{
aj(e
i(pi−2ϕ)), when ϕ ∈ [0, pi),
(−τj)k0 , when ϕ ∈ [−pi, 0),
where aj(s) = (−τj)k0(−s)kj ∈ C(T).
Obviously, aτj belongs to C(T) since
aj(e
i(pi−2·0)) = aj(−1 + 0) = (−τj)k0 ,
aj(e
i(pi−2·pi)) = aj(−1− 0) = (−τj)k0 .
(b) if τ = τj = θp for some p: 1 ≤ p ≤ m
aτj(e
iϕ) =
{
aj(e
i(pi−2ϕ)), when ϕ ∈ [0, pi)
bp(e
−i(pi−2ϕ)), when ϕ ∈ [−pi, 0)
where aj(s) = (−τj)k0(−s)kj ∈ C(T), bj(s) = (−θp)k0(−s)lp ∈ C(T).
As above aτj belongs to C(T) since
aj(e
i(pi−2·0)) = aj(−1 + 0) = (−τj)k0 = (−θp)k0 = bp(−1 + 0) = bp(e−i(pi−2·0)),
aj(e
i(pi−2·pi)) = aj(−1− 0) = (−τj)k0 = (−θp)k0 = bp(−1− 0) = bp(e−i(pi−2·(−pi))).
(c) if τ = θp 6= τj for all j: 1 ≤ j ≤ n
aθp(e
iϕ) =
{
(−θp)k0 , when ϕ ∈ [0, pi)
bp(e
−i(pi−2ϕ)), when ϕ ∈ [−pi, 0)
where bj(s) = (−θp)k0(−s)lp ∈ C(T).
It can be analogously shown that aθp belongs to C(T).
Thus ft1,t1,k0,k1,...,kn,τ1,...,τn,k0,l1,...,lm,θ1,...,θm comes from Υ
0.
6.3 Special function from Υ0
In the previous subsection we have built the function ft1,t1,..., which comes from Υ
0 and
has some predefined properties in the points of its discontinuity. We will now build a
more generalized special function from Υ0, which locally looks like ft1,t1,....
Let t1, t2, ..., tn ∈ T be mutually different and fixed.
Let k10, ..., k
n
0 ∈ Z.
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For i = 1, 2, ..., n let ki1,..., k
i
pi
∈ Z, let li1,..., liqi ∈ Z be such that
ki0 +
pi∑
j=1
kij = k
i+1
0 +
qi∑
j=1
li+1j for i < n,
kn0 +
pn∑
j=1
knj = k
1
0 +
q1∑
j=1
l1j .
For i = 1, 2, ..., n let τ i1,...,τ
i
pi
∈ T be mutually different and fixed, θi1, ..., θiqi ∈ T be
mutually different and fixed.
Now define c ∈ L∞(T2) by
c(s, t) :=

ft1,t2,k10 ,k11 ,...,k1p1 ,τ
1
1 ,...,τ
1
p1
,k20 ,l
2
1,...,l
2
q2
,θ21 ,...,θ
2
q2
(s, t), for t ∈ [t1, t2),
...,
fti,ti+1,ki0,ki1,...,kipi ,τ
i
1,...,τ
i
pi
,ki+10 ,l
i+1
1 ,...,l
i+1
qi+1
,θi+11 ,...,θ
i+1
qi+1
(s, t), for t ∈ [ti, ti+1),
...,
ftn,t1,kn0 ,kn1 ,...,knpn ,τn1 ,...,τnpn ,k10 ,l11,...,l1q1 ,θ
1
1 ,...,θ
1
q1
(s, t), for t ∈ [tn, t1).
We will now prove that c ∈ Υ0. Indeed,
1. the function c is continuous for all (s0, t0) ∈ (T2 \ S), where S = S1 ∪ S2 with
S1 = ∪ni=1 ∪pij=1
{
(τ ij , ti)
}
, S2 = ∪ni=1 ∪qij=1
{
(θij, ti)
}
),
2. for all (s0, t0) ∈ S there exists a continuous function cˆs0,t0 satisfying the conditions
of definition of class Υ0.
Proof. (a) In case (s0, t0) ∈ (S1 \ S2), we have t0 = ti with some i: 1 ≤ i ≤ n,
s0 = τ
i
j with some j: 1 ≤ j ≤ pi, and
cˆτ ij ,ti(e
iϕ) =
{
a(ei(pi−2ϕ)), when ϕ ∈ [0, pi)
(−τ ij)ki0 , when ϕ ∈ [−pi, 0)
where a(s) = (−τ ij)ki0(−s)k
i
j ∈ C(T).
(b) In case (s0, t0) ∈ (S1 ∩ S2), for simplicity of notation let θ0r := θnr for r = 1, ...,
qn; q0 := qn.
We have t0 = ti with some i: 1 ≤ i ≤ n, s0 = τ ij = θi−1r with some j: 1 ≤ j ≤ pi,
r: 1 ≤ r ≤ qi−1, and
cˆτ ij ,ti(e
iϕ) =
{
a(ei(pi−2ϕ)), when ϕ ∈ [0, pi)
b(e−i(pi−2ϕ)), when ϕ ∈ [−pi, 0)
where a(s) = (−τ ij)ki0(−s)k
i
j ∈ C(T), b(s) = (−θi−1r )ki0(−s)lr ∈ C(T).
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(c) In case (s0, t0) ∈ (S2 \ S1), we have t0 = ti with some i: 1 ≤ i ≤ n, s0 = θir
with some r: 1 ≤ r ≤ qi, and
cˆτ ij ,ti(e
iϕ) =
{
(−θir)ki0 , when ϕ ∈ [0, pi)
b(e−i(pi−2ϕ)), when ϕ ∈ [−pi, 0)
where b(s) = (−θir)ki0(−s)lr ∈ C(T).
6.4 One-sided invertibility of operator valued function gener-
ated by special function
Let t1, t2, ..., tn ∈ T be mutually different and fixed.
Let k10, ..., k
n
0 ∈ N.
For i = 1, 2, ..., n let ki1,..., k
i
pi
∈ N, let li1,..., liqi ∈ N be such that
ki0 +
pi∑
j=1
kij = k
i+1
0 +
qi∑
j=1
li+1j for i < n,
kn0 +
pn∑
j=1
knj = k
1
0 +
q1∑
j=1
l1j .
For i = 1, 2, ..., n let τ i1,...,τ
i
pi
∈ T be mutually different and fixed, θi1, ..., θiqi ∈ T be
mutually different and fixed.
Now define c ∈ Υ0 as in previous section:
c(s, t) :=

ft1,t2,k10 ,k11 ,...,k1p1 ,τ
1
1 ,...,τ
1
p1
,k20 ,l
2
1,...,l
2
q2
,θ21 ,...,θ
2
q2
(s, t), for t ∈ [t1, t2),
...,
fti,ti+1,ki0,ki1,...,kipi ,τ
i
1,...,τ
i
pi
,ki+10 ,l
i+1
1 ,...,l
i+1
qi+1
,θi+11 ,...,θ
i+1
qi+1
(s, t), for t ∈ [ti, ti+1),
...,
ftn,t1,kn0 ,kn1 ,...,knpn ,τn1 ,...,τnpn ,k10 ,l11,...,l1q1 ,θ
1
1 ,...,θ
1
q1
(s, t), for t ∈ [tn, t1).
Obviously, the function ct, ct(s) := c(t, s), belongs to H
∞(T).
We define a function d ∈ Υ0 as in previous section:
d(s, t) :=

ft1,t2,−k10 ,−k11 ,...,−k1p1 ,τ
1
1 ,...,τ
1
p1
,−k20 ,−l
2
1,...,−l
2
q2
,θ21 ,...,θ
2
q2
(s, t), for t ∈ [t1, t2),
...,
fti,ti+1,−ki0,−ki1,...,−kipi ,τ
i
1,...,τ
i
pi
,−ki+10 ,−l
i+1
1 ,...,−l
i+1
qi+1
,θi+11 ,...,θ
i+1
qi+1
(s, t), for t ∈ [ti, ti+1),
...,
ftn,t1,−kn0 ,−kn1 ,...,−knpn ,τn1 ,...,τnpn ,−k10 ,−l11,...,−l1q1 ,θ
1
1 ,...,θ
1
q1
(s, t), for t ∈ [tn, t1).
Obviously, the function dt, dt(s) := d(t, s), belongs toH∞(T). Moreover, we have ctdt = 1,
thus cd = 1.
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Now we consider the following operator valued functions from B0:
C(t) := T (ct),
D(t) := T (dt),
where t ∈ T.
The fact that operator valued functions C and D belong to B0 is obvious since the
functions c and d are from Υ0.
Let A(t) = T (at) with a ∈ Υ. Since the function ct, belongs to H∞(T), and the
function dt, belongs to H∞(T), we have for all t ∈ T
A(t)C(t) = T (at)T (ct) = T (atct)
D(t)A(t) = T (dt)T (at) = T (dtat).
In particular, we have
D(t)C(t) = T (dt)T (ct) = T (dtct) = I.
6.5 Additional lemmas
Lemma 6.2. Let α ≥ 0 be a multiindex. Let a ∈ L∞N×N be such that T (atα) is invertible.
Let z ∈ C : |z| < 1 be fixed. Then the operator T (a(t− z)α) is invertible.
Proof. Let α be a multiindex. Let a ∈ L∞N×N be such that T (atα) is invertible. Then we
have kerT (a) ∩ ImT (tα) = {0} and IndT (a) = codim T (tα).
We will prove that ImT (tα) = ImT ((t− z)α). For the adjoint operator we have
T (t−α) = T ((
t
t− z )
−α(t− z)−α)
= T ((1− z/t)α(t− z)−α)
= T ((1− z/t)α)T ((t− z)−α).
Since the operator T ((1 − z/t)α) is invertible, the last equality implies that kerT ((t −
z)−α) = kerT (t−α), and hence ImT (tα) = ImT ((t− z)α).
The equations kerT (a) ∩ ImT (tα) = {0} and ImT (tα) = ImT ((t − z)α) imply that
T (a(t− z)α) is injective.
It is left to note that IndT (a(t− z)α) = IndT (a)+ IndT ((t− z)α) = IndT ((t− z)α)−
IndT (tα) = 0. Consequently, the operator T (a(t− z)α) is invertible.
Lemma 6.3. Let α ≥ 0 be a multiindex. Let a ∈ L∞N×N be such that T (atα) is invertible.
Let τ ∈ T be arbitrary and fixed, let r < 1 be fixed. Then the operator T (aG−1r,τ tα) is
invertible.
Proof. By previous lemma the invertibility of T (atα) implies the invertibility of the oper-
ator T (a(t− rτ)α).
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By the definition of G−1r,τ we have
T (aG−1r,τ t
α) = T (aY −1τ (
t− r
1− rt)
α)
= T (a(
t/τ − r
1− rt/τ )
α)
= T (a(t− rτ)α(1
τ
1
1− rt/τ )
α).
Obviously, the function ( 1
τ
1
1−rt/τ
)α is invertible and belongs to H∞N×N(T). Hence,
T (aG−1r,τ t
α) = T (a(t− rτ)α)T ((1
τ
1
1− rt/τ )
α),
which implies that the operator T (aG−1r,τ t
α) is invertible.
Lemma 6.4. Let α ≥ 0 be a multiindex. Let a ∈ L∞N×N be such that T (atα) is invertible.
Let α0, α1, ..., αj ≥ 0 be such that α =
∑j
i=0 αi. Let {τi}ji=1 ⊂ T be arbitrary and fixed.
Let r < 1 be fixed. Then the operator T (a(−t)α0 ∏ji=1G−1r,τi(−t)αi) is invertible.
Proof. Since tα0
∏j
i=1G
−1
r,τi
tαi is a product of diagonal matrices we can rearrange it in
any desired order, hence it is enough to apply j-times the last lemma to prove that the
operator T (atα0
∏j
i=1G
−1
r,τi
tαi) is invertible. It it left to note that
T (a(−t)α0
j∏
i=1
G−1r,τi(−t)αi) = T (atα0
j∏
i=1
G−1r,τit
αi)T ((−1)
Pj
i=0 αi),
and that the operator T ((−1)Pji=0 αi) is invertible.
Remark 6.5. In Lemmas 6.2-6.4 we considered the case when the operator T (a) is right
invertible. Obviously, analogous statements are true when T (a) is left invertible.
6.6 Criterium of one-sided invertibility
Lemma 6.6. Let a ∈ ΥN . Let (s0, t0) ∈ T2 be such that the matrix function aˆ(s0,t0) is
invertible. Then there is a neighborhood U of point (s0, t0) such that for all (s1, t1) ∈
(U \ {(s0, t0)}) the operators T (a+(s1,t1)) and T (a−(s1,t1)) are invertible.
Proof. Let a ∈ ΥN . Let (s0, t0) ∈ T2 be such that aˆ(s0,t0) is invertible. Applying Lemma
4.13 we get that both functions a+(s1,t1) and a
−
(s1,t1)
have such a form that the operators
T (a+(s1,t1)) and T (a
−
(s1,t1)
) are invertible.
Theorem 6.7. Let {Ar}r∈R = {T (ar)}r∈R ∈ S(G) be a one-sided invertible sequence.
Then {Ar}r∈R is a Fredholm sequence in S(G), i.e. {Ar}r + J is invertible in S(G)/J .
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Proof. We consider only the case when a sequence {Ar}r∈R ∈ S(G) is right invertible, the
other case can be considered analogously.
Let {Ar}r∈R ∈ S(G) be right invertible. It is not hard to see that the operator
Ψ0[{Ar}], and all operators Ψτ [{Ar}], τ ∈ T are right invertible. Thus all operators are
Fredholm, and we need to show that there is only a finite number of operators which are
not invertible. We will prove that for each point τ0 ∈ T there is a a neighborhood U of τ0
such that Ψτ [{Ar}] are invertible for all τ ∈ U \ {τ0}, the statement of the Theorem will
then follow from the compactness of the set T.
Let τ0 ∈ T be arbitrary and fixed. There are two possibilities:
1. the operator Ψτ0 [{Ar}] is invertible,
2. the operator Ψτ0 [{Ar}] is only right invertible.
In the first case, the invertibility of Ψτ0 [{Ar}] implies the invertibility of the coset ({Ar}+
I) + Iτ0 , thus by Lemma 3.14 we get that there is a neighborhood U of τ0 such that the
coset ({Ar}+I)+Iτ is invertible for all τ ∈ U , which on its turn implies the invertibility
of Ψτ [{Ar}] for all τ ∈ U .
Consider the second case: we have
Ψτ0 [{T (ar)}] = T (aτ0),
where aτ0 ∈ PC±1N×N , is right invertible. Thus by Theorem 2.15 there exist the right
partial terminating indices α, such that T (aτ0s
α) is invertible.
Consider now the function T (bt) with bt = atG
−1
r,τ0
(−s)α. Obviously, we have
Ψτ0 [{T (br)}] = Ψτ0 [{T (ar)}]Ψτ0 [
{
T (G−1r,τ0(−s)α)
}
]
= T (aτ0)T ((−s)α) = T (aτ0sα)T ((−1)α).
Thus for operator valued function T (bt) we can analogously to the first case apply Lemma
3.14: there exists a neighborhood U of τ0 such that Ψτ [{T (br}] are invertible for all τ ∈ T.
It is left to note that for τ 6= τ0 we have Ψτ [
{
T (G−1r,τ0(−s)α)
}
] = I, hence
Ψτ [{T (br)}] = Ψτ [{T (ar)}]Ψτ [
{
T (G−1r,τ0(−s)α)
}
] = Ψτ [{T (ar)}].
Theorem 6.8. Let a ∈ ΥN . The operator function A(t) = T (at) ∈ B is one-sided
invertible if and only if there exists a finite set S = {t1, ..., tn} ⊂ T such that arg ti < arg tj
for all i < j and for all i = 1, 2,..., n one has
1. α(T (at)) = αi = const for all t ∈ (ti, ti+1),
2. For simplicity of notation let tn+1 = t1.
αi = α(T (ati)) +
∑
τ∈T
α(T (a+(τ,ti)))
= α(T (ati+1)) +
∑
τ∈T
α(T (a−(τ,ti+1))),
where the sum contains in both cases finite number of non zero items.
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We will prove the theorem for the case when A(t) = T (at) is right invertible, the other
case can be proved analogously.
Proof of Necessity. Let a ∈ ΥN . Let A(t) = T (at) ∈ B be right invertible. Thus T (at)
is right invertible for all t ∈ T, which implies that 0 /∈ clos({a(s, t) : s, t ∈ T}). By the
definition of aˆ(s,t) it is not hard to see that aˆ(s,t) ∈ GC(T) for all (s, t) ∈ T2. Thus
applying Lemma 6.6 and a compactness argument we get that there exists a finite set
S = {t1, ..., tn} ⊂ T such that the operators T (a+(s0,t0)) and T (a−(s0,t0)) are invertible for all
s0 ∈ T, t0 ∈ (T \ {t1, ..., tn}).
Without loss of generality let the set S be ordered in such a way that arg ti < arg tj
for all i < j.
We fix some arbitrary point t0 ∈ (tj, tj+1). The operator T (at0) is right invertible, so
let βt0 = α(T (at0)). Consider the sequences{
F±r
}
=
{
H±t0A(r)
}
r
· {T (sβt0 )}
r
.
We have
Ψ0[
{
F±r
}
] = T (at0)T (s
βt0 ) = T (at0s
βt0 ),
Ψτ [
{
F±r
}
] = T (a±(t0,τ))Ψτ [
{
T (sβt0 )
}
] = T (a±(t0,τ))T ((−1)βt0 ),
these operators are all invertible, thus the sequences {F±r } are invertible in S(G), hence
there is a neighborhood Ut0 such that α(T (at)) = βt0 for all t ∈ Ut0 .
If we consider now such two overlapping intervals, and apply Lemma 2.18 for some
point in the intersection, we will get that the right terminating indices on both intervals
coincide. Applying compactness argument we get for all t ∈ (ti, ti+1) that
α(T (at)) = βt0 = const for all t ∈ (ti, ti+1).
So let αi := α(T (at0)).
Consider the sequence
{Br} = H+tiA = {T (br)} ∈ S(G),
where br = h
+
tia = ati exp(i( pi2−2 arctan r)). This sequence is right invertible and applying
Theorem 6.7, we get that it is Fredholm, i.e. there exist a finite set P = {s1, ..., smi} ⊂ T
such that the operators T (a+(sj ,ti)) for j = 1, 2, ...,mi are only right invertible and the
operators T (a+(τ,ti)) are invertible for τ ∈ (T \ P ).
For j = 1, 2, ...,mi let α
0
i = α(T (ati)), α
j
i = α(T (a
+
(sj ,ti)
)) be the right terminating
indices of the corresponding operators. We consider the sequence
{Cr} = {Br}
{
T ((−s)α0i
mi∏
j=1
G−1r,sj [(−s)α
j
i ])
}
∈ S(G).
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We will prove that this sequence is invertible. Indeed,
Ψ0[{Cr}] = Ψ0[{Br}]Ψ0[
{
T ((−s)α0i )
}
]Ψ0[
{
T (
mi∏
j=1
G−1r,sj [(−s)α
j
i ])
}
]
= T (ati)T ((−s)α
0
i )
= T (atis
α0i )T ((−1)α0i ),
is invertible. For k = 1, 2, ...,mi we have that operators
Ψsk [{Cr}] = Ψsk [{Br}]Ψsk [
{
T ((−s)α0i )
}
]Ψsk [
{
T (
mi∏
j=1
G−1r,sj [(−s)α
j
i ])
}
]
= Ψsk [{Br}]Ψsk [
{
T (G−1r,sk [(−s)α
k
i ])
}
]
= T (a+(ti,sk))T ((−s)α
k
i )
= T (a+(ti,sk)s
αki )T ((−1)αki )
are invertible. For τ ∈ (T \ P ) the operators
Ψτ [{Cr}] = Ψτ [{Br}]Ψτ [
{
T ((−s)α0i )
}
]Ψτ [
{
T (
mi∏
j=1
G−1r,sj [(−s)α
j
i ])
}
]
= Ψτ [{Br}]
= T (a+(ti,τ))
are invertible.
This result implies that there is a neighborhood U of ti such that for all t ∈ U ∩ (tiT+)
the operator
T (at)T ((−s)α0i
mi∏
j=1
G−1rt,sj [(−s)α
j
i ])
is invertible.
Let t1 ∈ U ∩ (tiT+) be fixed. On one hand we get that the operator
T (at1(−s)α0i
mi∏
j=1
G−1rt,sj [(−s)α
j
i ])
is invertible, on the other the operator T (at1s
αi) is also invertible, by Lemma 2.18 this is
possible if and only if
αi = α
0
i +
mi∑
j=1
αji .
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Going back to the original notation we get for t ∈ (ti, ti+1)
α(T (at)) = α(T (ati)) +
mi∑
j=1
α(T (a+(sj ,ti)))
= α(T (ati)) +
∑
τ∈T
α(T (a+(τ,ti))).
Completely analogously considering H−ti+1A one can prove that
α(T (at)) = α(T (ati+1)) +
∑
τ∈T
α(T (a−(τ,ti+1)))
for t ∈ (ti, ti+1).
Proof of sufficiency. Let a ∈ ΥN , A(t) = T (at) ∈ B. Let S = {t1, ..., tn} ⊂ T be such
that conditions (1) and (2) of the theorems assumptions are fulfilled. For l = 1, 2, ..., N
let cl ∈ Υ0 be constructed in the same manner as in Section 6.4 with
ki0 = α
l(T (ati)) = α
l
i for i = 1, ..., n,
kij = α
l(T (a+(τj ,ti))) for i = 1, ..., n, for j = 1, ..., pi,
lij = α
l(T (a−(θj ,ti))) for i = 1, ..., n, for j = 1, ..., qi,
where αl(T (ati)) denotes the l-th component of the tuple α(T (ati)), {τj}pij=1 ⊂ T are such
that α(T (a+(τ,ti))) = 0 for τ ∈ (T \ {τj}
pi
j=1), {θj}qij=1 ⊂ T are such that α(T (a−(τ,ti))) = 0 for
τ ∈ (T \ {θj}qij=1).
Let c = diag {c1, ..., cN} ∈ ΥN . If we prove that the operator valued function T (atct) is
invertible, then since c ∈ H∞N×N (T) it is not hard to see that the operator valued function
B(t) = T (ct)T
−1(atct) is a right inverse of A.
Let d := ac. For i = 1, ..., n we have
T (dti) = T (ati(−s)α(T (ati ))),
and hence T (dti) is invertible. For t ∈ (ti, ti+1), there exists r0 < 1 such that either
T (dt) = T (at(−s)α(T (ati))
pi∏
j=1
G−1r0,τi(−s)
α(T (a+
(τj ,ti)
))
))
or
T (dt) = T (at(−s)α(T (ati+1 ))
qi∏
j=1
G−1r0,θi(−s)
α(T (a−
(θj,ti)
))
)).
Since α(T (at)) = α(T (ati)) +
∑pi
j=1 α(T (a
+
(τj ,ti)
)) =
∑qi
j=1 α(T (a
−
(θj ,ti)
)), we can apply
Lemma 7.11 in both cases which implies that T (dt) is invertible.
Due to the properties of the function c we obtain for i = 1, ..., n and for j = 1, ..., pi
T (d+(τj ,ti)) = T (a
+
(τj ,ti)
(−s)α(T (a
+
(τj ,ti)
))
),
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and for j = 1, ..., qi
T (d−(θj ,ti)) = T (a
−
(θj ,ti)
(−s)α(T (a
−
(θj ,ti)
))
),
which implies that operators T (d±(τj ,ti)) are invertible. For t ∈ (T \ {t1, ..., tn}), τ ∈ T, we
have
T (d±(τ,t)) = T (a
±
(τ,t)),
and by assumptions T (a±(τ,t)) is invertible. Applying invertibility criteria for the operator
valued function T (dt) = T (atct) finishes the proof.
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7 Pseudo finite sections of a Toeplitz operator over
the half plane
Definition 7.1. Let F be the set of all sequences {An}∞n=1 of bounded matrix-valued func-
tions An : T → CnN×nN for which
‖{An}‖ = sup
n
‖An‖ = sup
n
sup
t∈T
‖An(t)‖ <∞.
The set F with usual algebraic operations, involution and the above norm is a C∗-
algebra.
Let N denote the subset of all sequences {Cn} ∈ F such that ‖Cn‖ → 0 as n → ∞.
N is a closed two-sided ideal of F.
Theorem 7.2. The sequence {Tn,·(a)}n∈Z is stable if and only if the coset {Tn(at)}+N
is invertible in F/N .
Proof. The invertibility of the coset {Tn(at)}+N in F/N is equivalent to the stability of
the sequence {Tn(at)}. By Theorem 5.4 this is equivalent to the stability of {Tn,·(a)}n∈Z+ .
For t0 ∈ T let
Nt0 :=
{
{An} ∈ F : ∀ε > 0 ∃δ > 0, n0 such that sup
n>n0
sup
t∈Tt0,δ
‖An(t)‖ < ε
}
,
where Tt0,δ := {z ∈ T : |z − t0| < δ}. Obviously, N ⊂ Nt0 .
Note that Nt0 is a closed subset of F. Indeed, let
{
Ak
}
with Ak =
{
Akn
} ∈ Nt0
converge to A = {An} ∈ F . Thus we have
lim
n→∞
sup
n
∥∥Akn − An∥∥ = 0.
Let ε > 0 be fixed, then there exist k0 such that for all k ≥ k0
sup
n
∥∥Akn − An∥∥ < ε/2.
Let δ and n0 be such that
sup
n>n0
sup
t∈Tt0,δ
∥∥Ak0n (t)∥∥ < ε/2.
So we have
sup
n>n0
sup
t∈Tt0,δ
‖An(t)‖ ≤ sup
n>n0
sup
t∈Tt0,δ
∥∥An(t)− Ak0n (t)∥∥ + sup
n>n0
sup
t∈Tt0,δ
∥∥Ak0n (t)∥∥
≤ sup
n
∥∥∥An − Ak0n ∥∥∥ + ε/2 ≤ ε.
Moreover, one can see that Nt0 is a closed two-sided ∗-ideal of F .
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Lemma 7.3. Let t0 ∈ T. Let the coset {An}+Nt0 be invertible in F/Nt0. Then there exists
δ > 0 such that {An}+Nt is invertible in F/Nt for all t ∈ Tt0,δ := {z ∈ T : |z − t0| < δ}.
Proof. Let t0 ∈ T. Let the coset {An}+Nt0 be invertible in F/Nt0 , let {Bn}+Nt0 be its
inverse. For ε0 = 1/2 let δ, n0 be such that
sup
n>n0
sup
t∈Tt0,δ
‖An(t)Bn(t)− Pn‖ ≤ 1/2.
For t ∈ Tt0,δ and n > n0 let
Cn(t) = [An(t)Bn(t)]
−1 = [Pn + (An(t)Bn(t)− Pn)]−1.
Obviously, ‖Cn(t)‖ ≤ 2 for t ∈ Tt0,δ, n > n0. We can also extend Cn on the whole T so
that ‖Cn‖ ≤ 2 for n > n0. Let now Cn denote such an extension. Let, moreover, Cn = 0
for n ≤ n0.
We claim that δ is exactly what we wanted to find, i.e. we claim that {Dn} + Nt is
the inverse of {An}+Nt in F/Nt for all t ∈ Tt0,δ, where Dn(t) = Bn(t)Cn(t).
Let δ1 > 0 be such that Tt,δ1 ⊂ Tt0,δ. For n > n0 and t ∈ Tt0,δ1 we have
An(t)Dn(t)− Pn = An(t)Bn(t)Cn(t)− Pn = 0.
The compactness of T and the lemma above imply the following Lemma:
Lemma 7.4. The coset {An} + N is invertible in F/N if and only if {An} + Nt0 is
invertible in F/Nt0 for all t0 ∈ T.
7.1 An algebra of finite sections
Definition 7.5. Let {An}∞n=1 ∈ F. Let A ∈ B. We say that
s-limn→∞An = A,
if for all f ∈ L2(T, l2N(Z+))
lim
n→∞
sup
t∈T
‖A(t)f(t)− An(t)Pnf(t)‖ = 0,
Definition 7.6. Let Bfs be the set of all sequences {An}∞n=1 ∈ F such that there exist
operator functions A and A˜ ∈ B such that
s-limn→∞An = A, s-limn→∞A
∗
n = A
∗,
s-limn→∞WnAnWn = A˜, s-limn→∞WnA
∗
nWn = A˜
∗.
84
Bfs is a closed ∗-subalgebra of F. For {An}∞n=1 ∈ Bfs let
H1(An) := H1({An}) = s-limn→∞An,
H2(An) := H2({An}) = s-limn→∞WnAnWn.
Let t0 ∈ T. From now on let Nt0 := Nt0 ∩Bfs. We want to study now the invertibility
of cosets {An}+Nt0 in Bfs/Nt0 , to do it we introduce the sets
Jt0 := {{PnKPn +WnLWn +G(t)} : K,L are compact, G(t) ∈ Nt0} .
Lemma 7.7. Let t0 ∈ T. Jt0 is a ∗-ideal of Bfs.
Proof. Let An = PnKPn +WnLWn, where K, L are compact. It is not hard to see that
{An} belongs to Bfs, since
s-limAn = K, s-limA
∗
n = K
∗,
s-limWnAnWn = L, s-limWnA
∗
nWn = L
∗,
and the operator functions B(t) = K and C(t) = L belong to B. Hence, Jt0 ⊂ Bfs.
Let us show that Jt0 is an ideal. Let {Bn} ∈ Bfs. Let B = H1(Bn) and B˜ = H2(Bn).
Then we have
Bn(t)An(t) = Bn(t)(PnKPn +WnLWn)
= PnB(t)KPn +WnB˜(t)LWn +G
1
n(t),
where
G1n(t) = Pn(B(t)−Bn(t))KPn +Wn(B˜(t)−Bn(t))LWn.
Since s-limn→∞Bn = B and s-limn→∞WnBnWn = B˜ and this limits are uniform in t, we
get that {G1n} ∈ N .
Consider
G2n(t) = Pn(B(t)−B(t0))KPn +Wn(B˜(t)− B˜(t0))LWn.
Since B(t) and B˜(t) are strongly ∗-continuous in t0 we get that {G2n} ∈ Nt0 . Finally we
get:
Bn(t)An(t) = PnB(t0)KPn +WnB˜(t0)LWn +G
3
n(t),
where {G3n} = {G1n +G2n} ∈ Nt0 . Hence, with {Gn} ∈ Nt0 we have
Bn(An +Gn) = BnAn +G
′
n
= PnB(t0)KPn +WnB˜(t0)LWn +G
′′
n,
where {G′′n} ∈ Nt0 . Thus, Jt0 is a left ideal. Analogously we can show that Jt0 is also a
right ideal.
The proof of closedness is standard.
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Lemma 7.8. Let t0 ∈ T. The coset {An} +Nt0 is invertible if and only if the operators
H1(An)(t0) and H2(An)(t0) are invertible and the coset {An}+Jt0 is invertible in Bfs/Jt0.
Proof. We will prove only the ”if” part.
Let the coset {An}+ Jt0 be invertible in Bfs/Jt0 , let {Bn}+ Jt0 be its inverse:
An(t)Bn(t) = Pn + PnKPn +WnLWn +Gn(t),
where the operators K, L are compact and {Gn} ∈ Nt0 .
Let A = H1(An)(t0) and A˜ = H2(An)(t0) be invertible.
Then let
B′n(t) = Bn(t)− PnA−1KPn +WnA˜−1LWn.
Then we have
An(t)B
′
n(t) = Pn + PnKPn +WnLWn +Gn(t)
+ An(t)PnA
−1KPn + An(t)WnA˜
−1LWn
= Pn + Pn(I − An(t)PnA−1)KPN
+Wn(I −WnAn(t)WnA˜−1)LWn +Gn(t)
= Pn +G
1
n(t),
where G1n = Gn + Pn(I − An(t)PnA−1)KPN + Wn(I −WnAn(t)WnA˜−1)LWn. It is not
hard to see that {G1n} ∈ Nt0 , thus the coset {An}+Nt0 is invertible and we are done.
Consider the sequence {Tn(at)} with a ∈ ΥN . Obviously, the following limits are
uniform in t
s-limn→∞Tn(at) = T (at), s-limn→∞T
∗
n(at) = T (at)
∗,
s-limn→∞WnTn(at)Wn = T (a˜t), s-limn→∞WnT
∗
n(at)Wn = T (a˜t)
∗,
and T (at), T (a˜t) ∈ B, hence the following definition is correct: We denote by BfsΥN the
smallest closed subalgebra of Bfs which contains Jt0 and all sequences {Tn(at)} with a ∈
ΥN .
For t0 ∈ T let
Ct0 := {{Tn(bIN)}+ Jt0 : b ∈ C(T)} ,
where IN is N ×N identity matrix.
Lemma 7.9. Let t0 ∈ T. Then the set Ct0 is a central C∗-subalgebra of BfsΥN/Jt0 and the
mapping Λ : C(T) → Ct0
b 7→ {Tn(bIN)}+ Jt0
is a ∗-isomorphism. The space of maximal ideals of Ct0 can be identified with T.
Proof. Let t0 ∈ T. It suffices to show that T (b) commutes with the generating elements
of BfsΥN modulo Jt0 . Since
Tn(bat)− Tn(at)Tn(bIN) = PnH(bIN)H(a˜t)Pn +WnH(b˜IN)H(at)Wn
= PnH(bIN)H(a˜t0)Pn +WnH(b˜IN)H(at0)Wn +Gn(t),
86
where Gn(t) = PnH(bIN)(H(a˜t) − H(a˜t0))Pn + WnH(b˜IN)(H(at) − H(at0))Wn, we have
that {Gn} ∈ Nt0 , thus Tn(b) commutes with Tn(at) modulo Jt0 .
It is easy to see that Λ is a well defined ∗-homomorphism of C(T) onto Ct0 . Λ is
injective, since a Toeplitz operator can be compact if and only if its generating function
is zero.
Hence, the space of maximal ideals of Ct0 can be naturally identified with T.
Define for τ ∈ T in algebra BfsΥN/Jt0 the ideals
Iτ = clos idBfsΥN /Jt0
{{Tn(bIN)}+ Jt0 : b ∈ C(T) and b(τ) = 0} .
Employing the local principle of Allan-Douglas we obtain the following result:
Theorem 7.10. Let t0 ∈ T and let {An} ∈ BfsΥN . {An(t)}+Jt0 is invertible in the algebra
BfsΥN/Jt0 if and only if ({An(t)}+ Jt0) + Iτ is invertible in (BfsΥN/Jt0)/Iτ for all τ ∈ T.
We will need the following auxiliary results:
Lemma 7.11. 1. Let b ∈ PCN×N be such that b(τ + 0) = b(τ − 0) = 0, then
({Tn(b)}+ Jtj) ∈ Iτ .
2. Let a ∈ ΥN be such that aˆ(τ,tj) = 0, then
({Tn(at)}+ Jtj) ∈ Iτ .
Proof. 1. Let b ∈ PCN×N be such that b is continuous in some neighborhood of τ and
b(τ) = 0. For n ∈ N let fτ,n ∈ C(T) be such that fτ,n(τ) = 1 and the length of
the support of fn is smaller then 1/n. Clearly, ({Tn(1− fτ,n)} + Jtj) ∈ Iτ . Then
({Tn(b(1− fτ,n))}+ Jtj) ∈ Iτ .
Hence, we have
({Tn(b)}+ Jtj) + Iτ = ({Tn(b)}+ Jtj)− ({Tn(b(1− fn))}+ Jtj) + Iτ
= ({Tn(bfτ,n)}+ Jtj) + Iτ .
Since the norm of the right hand side can be made arbitrarily small, we conclude
that
({Tn(b)}+ Jtj) ∈ Iτ .
Let us consider the general case: let b ∈ PCN×N be such that b(τ+0) = b(τ−0) = 0.
We can always find a piecewise continuous function g which is identically zero in
some neighborhood of τ , and is close enough to b. By the first part of the prove
({Tn(g)}+ Jtj) will belong to Iτ . Since Iτ is closed we conclude that
({Tn(b)}+ Jtj) ∈ Iτ .
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2. Again we assume at first that a is continuous in some neighborhood of (τ, tj). Let
fτ,n be as above.
Since ({Tn(1− fn)}+Jtj) ∈ Iτ , we have also have that ({Tn(at(1− fn))}+Jtj) ∈ Iτ .
Hence
({Tn(at)}+ Jtj) + Iτ = ({Tn(atfn)}+ Jtj) + Iτ .
It is not hard to see that taking n big enough we get that atfn converges uniformly
to atjfn as t→ tj. Thus
({Tn(at)}+ Jtj) + Iτ = (
{
Tn(atjfn)
}
+ Jtj) + Iτ .
The norm of the right hand side can be made arbitrarily small, which means that
({Tn(at)}+ Jtj) ∈ Iτ .
The general case follows from the fact that we can approximate a ∈ ΥN , aˆ(τ,tj) = 0
by a function from ΥN , which is identically zero in some neighborhood of (τ, tj);
and the fact that Iτ is closed.
Lemma 7.12. Let tj, τ ∈ T. Then the C∗-algebra (BfsΥN/Jtj)/Iτ is generated by the
elements of the form
(Tn(Ft(b)) + Jtj) + Iτ with b ∈ CN×N(T).
Proof. Let τ , t ∈ T. We need actually to prove that if a ∈ ΥN , then
(Tn(at) + Jtj) + Iτ = (Tn(Ft(aˆτ,tj)) + Jtj) + Iτ .
Indeed, let f = a− F (aˆτ,tj) ∈ ΥN , then we have fˆτ,tj = aˆτ,tj − aˆτ,tj = 0, thus by Lemma
7.11
(Tn(at)− Tn(Ft(aˆτ,tj)) + Jtj) = (Tn(ft) + Jtj) ∈ Iτ .
7.2 Invertibility of {Tn(at)}+ Jtj + Iτ
Lemma 7.13. Let t0 ∈ T, τ ∈ T and let {An} ∈ BfsΥN . The coset ({An(t)}+ Jt0) + Iτ is
invertible in (BfsΥN/Jt0)/Iτ if and only if
(
{
An(t0 exp(i(
pi
2
− 2 arctan r)))
}
+ ISfs(G)) + J
fs
τ
and
(
{
An(t0 exp(−i(pi
2
− 2 arctan r)))
}
+ ISfs(G)) + J
fs
τ
are invertible in Sfs(G)/ISfs(G)/Jfsτ .
88
Proof. Analogously to the case where we considered operator functions themselves, it is
not hard to see that W± : SΥN/Jt0/Iτ → Sfs(G)/ISfs(G)/Jfsτ defined by
({An(t)}+ Jt0) + Iτ 7→ (
{
An(t0 exp(±i(pi
2
− 2 arctan r)))
}
+ ISfs(G)) + J
fs
τ
are ∗-homomorphisms such that kerW+ ∩ kerW− = {0}. Thus the theorem is true by
Lemma 5.24.
Theorem 7.14. Let t0 ∈ T, τ ∈ T and let a ∈ ΥN . The coset ({Tn(at)} + Jt0) + Iτ is
invertible in (BfsΥN/Jt0)/Iτ if and only if the operators T (a+(τ,t0)), T (a˜+(τ,t0)), T (a−(τ,t0)) and
T (a˜−(τ,t0)) are invertible.
Proof. Using previous Lemma we get that the coset ({Tn(at)}+ Jt0) + Iτ is invertible in
(BfsΥN/Jt0)/Iτ if and only if the cosets
(
{
Tn(at0 exp(i( pi2−2 arctan r)))
}
+ ISfs(G)) + J
fs
τ
and
(
{
Tn(at0 exp(−i( pi2−2 arctan r)))
}
+ ISfs(G)) + J
fs
τ
are invertible in Sfs(G)/ISfs(G)/Jfsτ . By Theorem 3.35 this is equivalent to the invertibility
of operators
Ψfsτ [
{
Tn(at0 exp(i( pi2−2 arctan r)))
}
] = T (a+(τ,t0)),
Ψ˜fsτ [
{
Tn(at0 exp(i( pi2−2 arctan r)))
}
] = T (a˜+(τ,t0)),
Ψfsτ [
{
Tn(at0 exp(−i( pi2−2 arctan r)))
}
] = T (a−(τ,t0)),
Ψ˜fsτ [
{
Tn(a−t0 exp(i( pi2−2 arctan r)))
}
] = T (a˜−(τ,t0)).
7.3 Stability of finite sections
Theorem 7.15. Let a ∈ ΥN . The sequence {Tn(at)} ∈ BfsΥN is stable if and only if for
all t0, τ ∈ T the operators T (at0), T (a˜t0), T (a+(τ,t0)), T (a˜+(τ,t0)), T (a−(τ,t0)) and T (a˜−(τ,t0)) are
invertible.
Proof. Combine Lemma 7.8, Theorem 7.10 and Theorem 7.14.
We can reformulate the previous theorem in the following way:
Theorem 7.16. Let a ∈ ΥN . The sequence {Tn(at)} ∈ BfsΥN is stable if and only if the
operator functions A1(t) = T (at) and A2(t) = T (a˜t) are invertible in BΥN .
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The following theorem follows now directly:
Theorem 7.17. Let a ∈ ΥN . The finite sections sequence {Tn,·(a)}n∈Z+ is stable if and
only if for all t, τ ∈ T the operators T (at), T (a˜t), T (a+(τ,t)), T (a˜+(τ,t)), T (a−(τ,t)) and T (a˜−(τ,t))
are invertible.
And again we can reformulate this result like this:
Theorem 7.18. Let a ∈ ΥN . The finite sections sequence {Tn,·(a)}n∈Z+ is stable if and
only if the operators T+·(a) and T+·(b) with b(s, t) = a(1/s, t) are invertible.
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8 Conclusions and Outlook
In the present work we have studied the invertibility, one-sided invertibility and stability
of pseudo finite sections of Toeplitz operators over the half plane with symbols admitting
homogenous discontinuities. These questions can be investigated by considering invert-
ibility problem of certain operator valued functions with values in the algebra of Toeplitz
operators or their finite sections.
We have started with considering the related stability problem in algebras involving
certain composition operators. This related stability problem was well studied and used
in [8] for studying stability of discrete convolution operators when the piecewise contin-
uous generating function is replaced by its continuous approximations. We extend these
results by having considered the finite sections method and having proved the criterium
of stability for them.
The main class of generating functions for us was the class of functions admitting
homogenous discontinuities. We have described the main properties of it, and showed
deep connections to the generating elements of the related algebra.
Using the general scheme for solving invertibility problems presented in [12], and
before obtained results for related stability problem, we have proved the criterium of
invertibility and stability of pseudo finite sections of Toeplitz operators over the half
plane with symbols admitting homogenous discontinuities.
We want to remark that the question about stability of ”really finite” sections of
Toeplitz operators over the half plane was not treated here, and it seems itself to be more
complicated in comparison with the stability of pseudo finite section. This question in
many cases stays open.
To get the one-sided invertibility criterium of Toeplitz operators over the half plane we
needed to build special generating functions with prescribed homogenous discontinuities.
This special generating functions are themselves good examples of one-sided invertible
Toeplitz operators over the half plane. The properties of these functions give the possibil-
ity to present each one-sided invertible Toeplitz operator over the half plane as a product
of invertible operator and operator with special generating function.
We also want to note that the same questions for the spaces lpN and L
p
N , p 6= 2 can
be stated. But the framework for solving invertibility problems suggested here cannot be
easily transferred to the cases lpN and L
p
N due to several principal reasons.
Another possible extension of the results given here is considering the analogous in-
vertibility questions in higher dimensions (d > 2).
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Theses
of the dissertation
Invertibility of a Class of Toeplitz Operators over the Half Plane
presented by Vladimir Vasilyev
1. We have studied in this dissertation the invertibility, one-sided invertibility and
stability of pseudo finite sections of Toeplitz operators over the half plane with ge-
nerating functions from class ΥN , consisting of the functions admitting homogenous
discontinuities:
Definition 1. 1. Let ΥN denote the set of N ×N matrix functions a which are
pointwise defined on T2 and for all (s0, t0) ∈ T2 there exists a continuous
function aˆ(s0,t0) ∈ CN×N(T) such that
lim
p→0+0
sup
ϕ∈[0,2pi]
∥∥a(s0eip cosϕ, t0eip sinϕ)− aˆ(s0,t0)(eiϕ)∥∥ = 0,
and
‖a‖ := sup
(s0,t0)∈T2
∥∥aˆ(s0,t0)∥∥∞ = ess sup(s0,t0)∈T2 ‖a(s0, t0)‖ <∞.
2. Two functions a, b ∈ ΥN are identified if aˆ(s0,t0) = bˆ(s0,t0) for all (s0, t0) ∈ T2.
2. We start with presenting some related algebras involving certain compositions ope-
rators. These algebras will play an important role in the proofs of the main theorems
concerning the invertibility, one-side invertibility and the stability of pseudo finite
sections. In order to give an idea how these algebras look like, introduce an index
set R ⊂ [0, 1) with an accumulation point 1. By F we denote the C∗-algebra of all
sequences {fr}r∈R of functions fr ∈ L∞N×N(T) for which
‖{fr}‖F := sup
r∈R
‖fr‖L∞N×N (T) ,
with common algebraic operations and involution. We denote by F0 the set of all
{fr}r∈R for which ‖fr‖ → 0 as r → 1. Let G be the smallest closed subalgebra of
F with F0 ⊂ G which contains the following sequences:
1. {f}r∈R for each f ∈ PCN×N(T) (constant sequences),
2.
{
G−1r,τf
}
r∈R
for each f ∈ PC1N×N(T) such that f(−1) = 0, and τ ∈ T,
where PC1N×N(T) denotes the set of piecewise continuous N × N matrix valued
functions with only one jump at point 1, and
(G−1r,τf)(t) = f(
t/τ − r
1− rt/τ ) for t ∈ T.
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We denote by S the set of all sequences {Ar}r∈R of linear bounded operators on
l2N(Z+) for which
‖{Ar}‖ := sup
r∈R
‖Ar‖ <∞.
With common algebraic relations and involution S becomes a C∗-algebra. We de-
note by N the set of all sequences {Ar}r∈R ∈ S for which ‖Ar‖ → 0 as r → 1. Now
let S(G) denote the smallest closed subalgebra of S with N ⊂ S(G) which contains
all sequences of the form {T (fr)}r∈R with {fr}r∈R ∈ G.
We prove that there exist a family of ∗-homomorphisms Ψ0 : S(G) → L(l2N(Z+))
and Ψτ : S(G) → L(l2N(Z+)) for τ ∈ T with the help of which we can describe the
stability of sequences in S(G):
Theorem 1. A sequence {Ar}r∈R ∈ S(G) is stable if and only if the operators
Ψ0[{Ar}] and Ψτ [{Ar}], are invertible for each τ ∈ T.
Let Sfs denote the set of all sequences {An(r)}n∈Z,r∈R with An(r) being nN × nN
complex matrix, such that∥∥∥{An(r)}n∈Z,r∈R∥∥∥ := sup
n>0,r∈R
‖An(r)‖ .
With common algebraic operations and involution Sfs becomes a C∗-algebra. Let
Nfs denote the set of all sequences {An(r)}n,r such that for all ε > 0 there exist
0 < r0 < 1 and n0 ∈ Z such that ‖An(r)‖ ≤ ε for all n > n0 and r > r0.
Let Sfs(G) denote the smallest closed subalgebra of Sfs with Nfs ⊂ Sfs(G) which
contains all sequences of the form {Tn(fr)}n∈N,r∈R with {fr}r∈R ∈ G. We prove
that there exist ∗-homomorphisms H1, H2 : Sfs(G) → S(G), and get the stability
criterium:
Theorem 2. Let {An(r)}n,r ∈ Sfs(G) is stable if and only if the elements
H1[{An(r)}] and H2[{An(r)}] are stable in S(G).
3. For the class of functions admitting homogenous discontinuities we received their
main properties, which have a lot in common with properties of piecewise conti-
nuous functions. The deep connections to the generating elements of the related
algebra are given.
4. Invertibility of operators T+·(a), given by the matrices
T+·(a) = {aj−k}j,k∈(Z+×Z) ,
is equivalent to the invertibility of operator valued functions A(t) = T (at), t ∈ T
in the algebra B, defined in the following way:
Definition 2. We say that the operator functions A ∈ L∞(T,L(l2N(Z+))) belongs
to the non-closed subalgebra B0 of L∞(T,L(l2N(Z+))), if there exists a finite set of
points {tj}nj=1 ⊂ T such that:
1. A is pointwise defined for each t ∈ T,
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2. A is continuous on T \ ∪nj=1 {tj} in the operator norm,
3. for each j = 1, 2, ..., n the operator functions A and A∗ are strongly continuous
at tj, i.e.
s-limt→tjA(t) = A(tj),
s-limt→tjA
∗(t) = A∗(tj).
Let B be the smallest closed subalgebra of L∞(T,L(l2N(Z+))) containing B0.
We study the invertibility of this operator valued functions using a general sche-
me for solving invertibility problems presented in [12]. The results for the related
stability problem are used to get the following invertibility criterium:
Theorem 3. Let a ∈ ΥN . The operator T+·(a) ∈ L(l2N(Z+ × Z)) is invertible if
and only if
1. for all t ∈ T the operator T (at) is invertible, where at(s) = a(s, t) for s ∈ T,
2. for all t ∈ T and τ ∈ T the operators T (a+(τ,t)) and T (a−(τ,t)) are invertible,
where
a±(eiϕ) = a(e±i(pi−ϕ)/2) for ϕ ∈ (−pi, pi).
5. We build special generating functions with prescribed discontinuity points such
that the Toeplitz operator over the half plane generated by such a function is one-
sided invertible. To get the criterium of one-sided invertibility we prove that every
one-sided invertible Toeplitz operator over the half plane can be presented as a
product of an invertible operator and operator generated by a special function.
Before formulating the criterium we need the following definition:
Definition 3. Let a ∈ L∞N×N(T), and let T (a) be right (left) invertible. We will call
a non-negative N-tuple α the right (left) terminating indices of T (a) if the operator
T (atα) (T (t−αa)) is invertible. Let α(T (a)) := α.
Theorem 4. Let a ∈ ΥN . The operator function A(t) = T (at) ∈ B is one-sided
invertible if and only if there exists a finite set S = {t1, ..., tn} ⊂ T such that
arg ti < arg tj for all i < j and for all i = 1, 2,..., n one has
1. α(T (at)) = αi = const for all t ∈ (ti, ti+1),
2.
αi = α(T (ati)) +
∑
τ∈T
α(T (a+(τ,ti)))
= α(T (ati+1)) +
∑
τ∈T
α(T (a−(τ,ti+1))),
where tn+1 := t1 (for simplicity of notation). Notice that the sums in both
cases contain only a finite number of non zero items.
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6. Stability of pseudo finite sections of a Toeplitz operator over the half plane is
studied by applying the results for the related problem for the stability of finite
sections. We proved the following theorem:
Theorem 5. Let a ∈ ΥN . The finite sections sequence {Tn,·(a)}n∈Z+ is stable if
and only if the operators T+·(a) and T+·(b) with b(s, t) = a(1/s, t) are invertible.
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