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Abstract
In radio frequency applications, electric circuits generate signals, which
are amplitude modulated and/or frequency modulated. A mathemati-
cal modelling yields typically systems of differential algebraic equations
(DAEs). A multivariate signal model transforms the DAEs into multi-
rate partial differential algebraic equations (MPDAEs). In the case of
frequency modulation, an additional condition is required to identify an
appropriate solution. We consider a necessary condition for an optimal
solution and a phase condition. A method of lines, which discretises the
MPDAEs as well as the additional condition, generates a larger system
of DAEs. We analyse the differential index of this approximative DAE
system, where the original DAEs are assumed to be semi-explicit sys-
tems. The index depends on the inclusion of either differential variables
or algebraic variables in the additional condition. We present results of
numerical simulations for an illustrative example, where the index is also
verified by a numerical method.
∗corresponding author
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1 Introduction
The mathematical modelling of electric circuits often yields time-dependent sys-
tems of nonlinear differential algebraic equations (DAEs), see [13, 16, 19]. In
radio frequency applications, high-frequency oscillations appear, whose ampli-
tude and/or frequency change slowly in time. Hence a transient simulation of
initial value problems of the DAEs is inefficient, because a numerical integrator
has to capture each oscillation.
A multidimensional signal representation yields an alternative approach. Brach-
tendorf et al. [5] derived an efficient model consisting of multirate partial differ-
ential algebraic equations (MPDAEs). Analysis and simulation of the MPDAE
model in the case of amplitude modulation without frequency modulation is given
in [1, 6, 25, 26, 35].
In the case of frequency modulation, Narayan and Roychowdhury [24] formulated
a system of (warped) MPDAEs, where a local frequency function represents a
degree of freedom. Hence an additional condition is required to determine a so-
lution, which allows for an efficient numerical simulation. On the one hand, the
MPDAEs together with phase conditions or similar constraints were considered
in [27, 28, 30, 33, 36]. On the other hand, the identification of optimal solutions,
which exhibit a minimum amount of oscillations in some sense, implies necessary
conditions. MPDAEs with optimal multidimensional representations were inves-
tigated in [2, 3, 11, 17, 18, 20, 31, 32]. A survey on all the above cases can be
found in [29].
In this paper, we consider initial-boundary value problems of (warped) MPDAEs
in the case of frequency modulation. A method of lines yields a system of DAEs,
whose numerical solution approximates the exact solution. The local frequency
function is included in this approximative system. The analytical as well as nu-
merical properties of a DAE system are characterised by its index, where different
concepts exist, see [12, 15, 21]. We analyse the differential index of the system
from the method of lines. Therein, we assume that the circuit model consists of
semi-explicit DAEs of index one. The focus is on the method of lines including a
necessary condition for an optimal solution from [20, 31]. In addition, the appli-
cation of a phase condition going back to [24] is analysed. On the one hand, we
perform a structural analysis of the DAE systems. On the other hand, we iden-
tify the index under certain assumptions. It follows that the index increases in
most of the cases depending on the inclusion of differential variables or algebraic
variables in the additional condition. Furthermore, we discuss the determination
of the index by a numerical method, see [10], to confirm our analysis.
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The paper is organised as follows. We review the multidimensional signal model,
the MPDAE system and the method of lines in Section 2. We analyse the struc-
ture of the resulting systems of DAEs and determine their index in Section 3
and Section 4, respectively. Finally, Section 5 depicts results from numerical
simulations of a ring oscillator.
2 Multirate Model
We review the modelling and simulation by MPDAEs.
2.1 Problem definition
Let the mathematical model of an electric circuit be a system of DAEs in the
general form
dq(x(t))
dt
= f(b(t), x(t)). (1)
The solution x : R→ Rn includes unknown voltages and currents. The function
b : R → Rnin introduces predetermined input signals. The nonlinear functions
q : Rn → Rn and f : Rnin × Rn → Rn depend on the solution. Let x, q, f be
sufficiently smooth and b be continuous. Without loss of generality, we choose
the initial time t0 = 0. An initial value problem is given by
x(0) = x0 (2)
with consistent initial values x0 ∈ Rn.
In radio frequency applications, the solution or some of its components represent
high-frequency oscillations. We assume that the input signals change slowly in
a total time interval [0, tend]. The input signals control the amplitude and/or
frequency of the solution. Thus the function x exhibits a huge number of oscil-
lations in the total time interval. Concerning an initial value problem (1), (2),
a numerical integration method has to capture each oscillation by several time
steps. Hence a transient simulation becomes inefficient due to a huge computa-
tional effort.
2.2 Multirate partial differential algebraic equations
A multivariate signal model is able to decouple the slow time scale and the fast
time scale in the problem. The solution x of (1) is represented by a multivariate
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function xˆ : [0, tend]× [0, 1] → Rn. The second time scale is standardised to the
unit interval [0, 1]. The input signals b do not require a multivariate modelling,
because they are assumed to be slowly varying functions. The system of DAEs (1)
changes into the MPDAEs, see [24, Eq.(16)],
∂q(xˆ(t1, t2))
∂t1
+ ν(t1)
∂q(xˆ(t1, t2))
∂t2
= f(b(t1), xˆ(t1, t2)). (3)
Therein, the local frequency function ν : [0, tend] → R represents a degree of
freedom in the multivariate modelling. We assume that xˆ is smooth and ν is
continuous. The system (3) is also called ’warped MPDAEs’ due to the introduc-
tion of the local frequency function, which deforms the second time scale. The
equations (3) reveal a hyperbolic structure with a specific form of characteristic
curves, see [27, Sect.4].
Either initial-boundary value problems or biperiodic boundary value problems
are considered for the system of MPDAEs (3). In this paper, we examine initial-
boundary value problems, i.e.,
xˆ(0, t2) = xˆ0(t2), xˆ(t1, t2 + 1) = xˆ(t1, t2) for all t1 ≥ 0 and t2 ∈ R (4)
with a predetermined periodic function xˆ0 : [0, 1] → Rn. The initial condi-
tion has to contain the initial values (2) by xˆ0(0) = x0. If the solution of the
initial-boundary value problem has a relatively simple form with a low amount of
oscillations in the domain of definition [0, tend]× [0, 1], then a numerical solution
can be done efficiently. The reason is that a coarse grid captures the multivariate
function sufficiently accurate.
A solution of the initial-boundary value problem (3), (4) implies a solution of the
original initial value problem (1), (2) by
x(t) := xˆ (t,Ψ(t)) with Ψ(t) :=
∫ t
0
ν(τ) dτ, (5)
see [24, p. 902]. More details on the modelling by (warped) MPDAEs can be
found in [29, 33].
2.3 Optimal solutions
In the system of MPDAEs (3), the local frequency function represents a degree
of freedom. The aim is to obtain a solution xˆ with a low amount of oscillations.
Real-valued weights w1, . . . , wn ≥ 0 are considered for an optimisation in each
component. At least one weight must be positive. Let W := diag(w1, . . . , wn) ∈
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Rn×n. In [20], the minimisation of the functional
J(xˆ) =
∫ T1
0
∫ T2
0
∥∥∥W 12 ∂xˆ∂t2∥∥∥22 dt2dt1 (6)
was examined with W
1
2 := diag
(√
w1, . . . ,
√
wn
)
and the Euclidean norm ‖ · ‖2.
This optimisation turns out to be equivalent to the point-wise minimisation of
the functional
J˜(t1; xˆ) =
∫ T2
0
∥∥∥W 12 ∂xˆ∂t2∥∥∥22 dt2 for each t1. (7)
In our case, it holds that T1 = tend and T2 = 1. Existence and uniqueness of
optimal solutions was also proven in [20].
A necessary condition for a solution, which minimises both the functional (6)
and (7), reads as∫ 1
0
(
∂xˆ
∂t1
)⊤
W
(
∂xˆ
∂t2
)
dt2 = 0 for all t1 ∈ [0, tend], (8)
see [20, Cor. 1]. This constraint was already found for an equivalent optimisation
criterion in [31].
2.4 Phase conditions
Alternatively, phase conditions can be added to the MPDAEs (3) either in the
time domain or in the frequency domain, see [24, 36]. In the time domain,
continuous phase conditions just represent an additional boundary condition at
t2 = 0. A component ℓ ∈ {1, . . . , n} has to be chosen from xˆ = (xˆ1, . . . , xˆn)⊤.
In [24, Eq.(9)], a derivative of this component is predetermined as a slowly varying
function η. This approach can be written as
∂xˆℓ
∂t2
(t1, 0) = η(t1) for all t1 ∈ [0, tend].
In [28, Eq.(7)], the function xˆℓ itself is forced to be a constant value at the
boundary. Hence we investigate the phase condition
xˆℓ(t1, 0) = η(t1) for all t1 ∈ [0, tend] (9)
with a predetermined function η : [0, tend] → R. As mentioned above, often a
constant choice η ≡ η0 is feasible.
There is a heuristic motivation of the phase conditions. If a component of the
solution exhibits a simple slowly varying shape on the boundary, then most likely
the complete solution has an elementary behaviour with a low amount of oscil-
lations. In comparison to a minimisation of the functional (6), phase conditions
often yield suboptimal solutions.
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2.5 Method of lines
In a method of lines, the second derivative of the MPDAE system (3) is replaced
by finite differences. This discretisation is applied on the lines t2,i := (i− 1)h for
i = 1, . . . , m with a step size h = 1
m
given some integer m. We obtain a system
of DAEs
dq(x¯i(t1))
dt1
= f(b(t1), x¯i(t1))− ν(t1)(Di(q, x¯))(t1) (10)
for i = 1, . . . , m. The numerical solution is x¯ := (x¯⊤1 , . . . , x¯
⊤
m)
⊤ ∈ Rmn. Each
function x¯i(t1) represents an approximation of the solution xˆ(t1, t2,i) for i =
1, . . . , m. The symbol Di denotes the finite difference formula. For example, the
backward differentiation formulas (BDF) of order one and two, see [14, Ch.III.1],
read as
Di(q, x¯) =
1
h
[q(x¯i)− q(x¯i−1)] ,
Di(q, x¯) =
1
h
[
3
2
q(x¯i)− 2q(x¯i−1) + 12q(x¯i−2)
] (11)
for i = 1, . . . , m. Therein, the periodicities x¯j = x¯j+m for each j have to be used to
eliminate the unknowns for j /∈ {1, . . . , m}. The usual choices of finite difference
approximations are convergent for sufficiently smooth functions. The system (10)
is still underdetermined, because an appropriate local frequency function ν is not
identified yet. We require an additional condition.
Now our aim is to determine an optimal solution as introduced in Section 2.3. In
a numerical method, the necessary condition (8) has to be discretised using the
lines. Firstly, the integral is replaced by the rectangular rule, which is equivalent
to the trapezoidal rule due to the periodicity in t2. Furthermore, the derivative
with respect to t2 is approximated by a finite difference scheme. We obtain
m∑
i=1
(
dx¯i
dt1
)⊤
W (Di(x¯)) = 0 for all t1 ∈ [0, tend], (12)
where we apply the same finite differences as in (10). More precisely, it holds
that Di(x¯) = Di(q, x¯) using the identity function as q. The system (10), (12)
involves as many equations as unknowns. For a linear function q(x) = Qx with
a constant mass matrix Q ∈ Rn×n, the complete system can be written in the
quasi-linear form
M(y)y˙ = f(t1, y) (13)
with y = (x¯⊤, ν)⊤ and a state-dependent mass matrix
M(y) =


Q 0
. . .
...
Q 0
(WD1(x¯))
⊤ · · · (WDm(x¯))⊤ 0

 ∈ R(mn+1)×(mn+1). (14)
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Alternatively, a phase condition from Section 2.4 can be included in the method
of lines. The boundary t2 = 0 coincides with the line t2,i for i = 1. Choosing a
component ℓ ∈ {1, . . . , n}, the phase condition (9) yields
x¯1,ℓ(t1) = η(t1) for all t1 ∈ [0, tend] (15)
with a predetermined function η. The system (10), (15) has as many equations
as unknowns again. In the case of a linear function q, the system features the
form (13) with the constant mass matrix
M =


Q 0
. . .
...
Q 0
0 · · · 0 0

 ∈ R(mn+1)×(mn+1). (16)
The mass matrices (14), (16) are always singular due to the last column. It
follows that also a system (1) of ordinary differential equations changes to DAEs
in the method of lines.
2.6 Semi-explicit systems
In the following sections, we restrict the analysis to the important case of semi-
explicit DAEs. Such systems are characterised by a linear function q(x) = Dx
with a diagonal matrix D = diag(1, . . . , 1, 0, . . . , 0). The solution x = (y⊤, z⊤)⊤
is partitioned into differential variables y ∈ Rny and algebraic variables z ∈ Rnz
(ny + nz = n). Now the system (1) reads as
y˙(t) = f(t, y(t), z(t)),
0 = g(t, y(t), z(t)).
(17)
The dependence on the input signals b is represented by the first argument of the
functions f and g for notational convenience.
If a system (1) is given including a linear function q(x) = Qx with a constant
mass matrix Q ∈ Rn×n, then it can be transformed into a semi-explicit system
of DAEs. For example, a singular value decomposition of the matrix Q can be
used for this transformation.
The exact definition of the differential index can be found in [15, Ch.VI.5], for
example. Roughly speaking, the differential index is the minimum number of dif-
ferentiations applied to a DAE system such that an ordinary differential equation
(ODE) can be derived for all variables of the solution.
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The mathematical modelling of electric circuits yields typically systems of DAEs
with differential index either one or two. We restrict the analysis to semi-explicit
systems (17) of index one. In this case, the Jacobian matrix ∂g
∂z
is always non-
singular. Consequently, both the differential index and the perturbation index
of (17) are equal to one. It follows that we achieve an ODE for the algebraic
variables after one differentiation of the system.
We consider the transition from the DAEs (17) to the MPDAEs
∂yˆ
∂t1
+ ν(t1)
∂yˆ
∂t2
= f(t1, yˆ, zˆ),
0 = g(t1, yˆ, zˆ).
(18)
Now the initial-boundary value problem (4) reads as
yˆ(t1, 0) = yˆ0(t1), yˆ(t1, t2) = yˆ(t1, t2 + 1),
zˆ(t1, 0) = zˆ0(t1), zˆ(t1, t2) = zˆ(t1, t2 + 1)
(19)
for all t1 ≥ 0 and all t2 ∈ R. The system (10) from the method of lines becomes
˙¯yi(t) = f(t, y¯i(t), z¯i(t))− ν(t)(Di(y¯))(t),
0 = g(t, y¯i(t), z¯i(t))
(20)
for i = 1, . . . , m. For notational convenience, the slow time variable t1 is replaced
by t and differentiations are indicated by a dot. A general finite difference formula
exhibits the structure
Di(y¯) =
1
h
p∑
j=−q
αj y¯i+j (21)
for i = 1, . . . , m with real coefficients α−q, . . . , αp and integers q, p ≥ 0. Thus a
differentiation just reads as
d
dt
Di(y¯) =
1
h
p∑
j=−q
αj ˙¯yi+j =
1
h
p∑
j=−q
αj [f(t, y¯i+j, z¯i+j)− ν(t)(Di+j(y¯))]
for i = 1, . . . , m.
In the case of semi-explicit systems (20), the phase condition (15) becomes either
y¯1,ℓ(t) = η(t) or z¯1,ℓ(t) = η(t) for all t (22)
with either an ℓ ∈ {1, . . . , ny} or an ℓ ∈ {1, . . . , nz}, respectively.
Considering the functional (6) of the optimisation, the weights are partitioned
now into wy1 , . . . , w
y
ny
and wz1, . . . , w
z
nz
for differential variables and algebraic vari-
ables, respectively. The necessary condition (12) results to
m∑
i=1
( ny∑
ℓ=1
wyℓ · ˙¯yi,ℓ · Di,ℓ(y¯) +
nz∑
ℓ=1
wzℓ · ˙¯zi,ℓ · Di,ℓ(z¯)
)
= 0 (23)
for all t ∈ [0, tend].
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3 Structural Analysis
We examine the general structure of the semi-explicit systems of DAEs, which
are generated by method of lines and additional conditions.
3.1 General setting
Concerning the semi-explicit system (20), we introduce the vectors
x1 := (y¯1,1, . . . , y¯1,ny , . . . , y¯m,1, . . . , y¯m,ny)
⊤,
x2 := (z¯1,1, . . . , z¯1,nz , . . . , z¯m,1, . . . , z¯m,nz)
⊤,
x3 := ν,
where x1 : R → Rn1 with n1 := mny and x2 : R → Rn2 with n2 := mnz include
the differential variables and the algebraic variables, respectively, and x3 denotes
the local frequency function. Let n¯ := n1 + n2 + 1. In the method of lines,
each system of DAEs exhibits the general form f(t, x, x˙) = 0 with the variables
x = (x⊤1 , x
⊤
2 , x3)
⊤. More detailed, we obtain the structure
x˙1 = f1(t, x1, x2, x3), (24)
0 = f2(t, x1, x2), (25)
0 = f3(t, x1, x2, x˙1, x˙2), (26)
with f1 ∈ Rn1 , f2 ∈ Rn2 from the semi-discretisation and f3 ∈ R from an
additional condition.
For our consideration of the derivative array [4], we define
fˆ(t, x, x˙, x¨) := d
dt
f(t, x, x˙) (27)
and likewise fˆ1, fˆ2, fˆ3. It holds that
∂fi
∂xj
= ∂fˆi
∂x˙j
for i, j = 1, 2 due to the chain rule
of differentiation.
In the following, we analyse the structure and the index of the DAE system (24)-
(26) as described in [9] and [10]. Thus matrices B[k] ∈ Rn¯(k+1)×n¯(k+1) involving
∂f
∂x
, ∂f
∂x˙
, ∂fˆ
∂x
, ∂fˆ
∂x˙
, ∂fˆ
∂x¨
are considered. In fact, we will check if the matrices B[k] are
1-full with respect to the first n¯ columns for k = 1, 2, i.e., whether
ker B[k] ⊆
{(
s0
s1
)
: s0 ∈ Rn¯, s0 = 0, s1 ∈ Rn¯k
}
. (28)
As a result, we obtain index criteria and a characterisation of the higher-index
component. In fact, the 1-fullness we check characterises if we can represent
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x3 = ν as a function of (x1, x2) directly (k = 1 and index one) or after one
differentiation (k = 2 and index two). A differentiation of this function would
deliver the expression for x˙3 = ν˙. In [9] it has been shown that in case that this
index is defined, it coincides with the differential index. Roughly speaking, this
means that the relevant subspaces related to the DAE structure have constant
dimensions, in accordance to the concepts of [23]. Otherwise, there may be
singular points. In [8, 7], the equivalence of this index based on 1-fullness and
the tractability index from [23] has been proofed for wide classes of DAEs of
index up to two.
We will repeatedly make use of the fact that for bordered matrices of the form(
v H
0 w
)
, H ∈ R(n¯−1)×(n¯−1) non-singular, v ∈ R(n¯−1)×1, w ∈ R1×(n¯−1),
it holds that the bordered matrix is 1-full with respect to the first column, i.e.,
ker
(
v H
0 w
)
⊆
{(
s0
s1
)
: s0 ∈ R, s0 = 0, s1 ∈ Rn¯−1
}
,
if and only if the bordered matrix is non-singular, i.e., iff wH−1v 6= 0.
In all our considerations, we assume that ∂f2
∂x2
= ∂fˆ2
∂x′
2
is non-singular and ∂f1
∂x3
6= 0.
The structure of the DAE will particularly depend on the additional equation
(26), i.e., either (22) or (23), because it determines the vector w of the bordered
matrices. In contrast, the vector v depends on ∂f1
∂x3
.
3.2 DAEs for phase condition
We consider (20) together with (22), where the system (24)-(26) presents the
structure
x˙1 = f1,1(t, x1, x2) + F1,3(x1)x3,
0 = f2(t, x1, x2),
0 = F3,1x1 + F3,2x2 + f3(t)
with constant matrices F3,1 ∈ R1×n1 , F3,2 ∈ R1×n2 satisfying either
F3,1 6= (0, . . . , 0) and F3,2 = (0, . . . , 0)
or
F3,1 = (0, . . . , 0) and F3,2 6= (0, . . . , 0) .
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For A := ∂f
∂x˙
we obtain
A =

I 0 00 0 0
0 0 0

 , Q =

0 0 00 I 0
0 0 1

 , P = A,
where Q and P = I−Q denote the orthogonal projectors onto ker A and (ker A)⊥,
respectively.
3.2.1 Check of index-1 condition
In the first step, we consider the matrix
B[1] =


I 0 0
0 0 0
0 0 0
∂f1
∂x1
∂f1
∂x2
F1,3 I 0 0
∂f2
∂x1
∂f2
∂x2
0 0 0 0
F3,1 F3,2 0 0 0 0


. (29)
In terms of the index-definition from [10], the index is one if and only if B[1] is
1-full with respect to the first n¯ columns, i.e., if
ker B[1] ⊆
{(
s0
s1
)
∈ R2n¯ : s0 = 0
}
,
cf. (28). Note that the full rank of ∂f2
∂x2
implies
ker B[1] = ker

I 0 00 I 0
0 0 F1,3 I 0 0

 .
Therefore, B[1] is not 1-full and, consequently, the index cannot be one. We also
recognise that x1 and x2 are not higher-index variables. The orthogonal projector
T ∈ Rn¯×n¯, which describes the higher-index component x3, reads as
T =

0 0 00 0 0
0 0 1

 . (30)
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3.2.2 Check of index-2 condition
In the case that the index of the DAE was not one, according to [10], it is two if
and only if the matrix
B[2] =


I 0 0
0 0 0
0 0 0
∂f1
∂x1
∂f1
∂x2
F1,3 I 0 0
∂f2
∂x1
∂f2
∂x2
0 0 0 0
F3,1 F3,2 0 0 0 0
∂fˆ1
∂x1
∂fˆ1
∂x2
0 ∂fˆ1
∂x˙1
∂fˆ1
∂x˙2
F1,3 I 0 0
∂fˆ2
∂x1
∂fˆ2
∂x2
0 ∂fˆ2
∂x˙1
∂fˆ2
∂x˙2
0 0 0 0
0 0 0 F3,1 F3,2 0 0 0 0


is 1-full with respect to the first n¯ columns. If this property is not satisfied, then
the index may be higher than two or not defined.
Under the assumption that ∂f2
∂x2
= ∂fˆ2
∂x˙2
is non-singular, we now obtain
ker B[2] = ker


I 0 0
0 I 0
0 0 F1,3 I 0 0
0 0 0 ∂fˆ2
∂x˙1
∂fˆ2
∂x˙2
0 0 0 0
0 0 0 F3,1 F3,2 0 0 0 0
0 0 0 ∂fˆ1
∂x˙1
∂fˆ1
∂x˙2
F1,3 I 0 0


and deduce
1. Assuming F3,1 6= (0, . . . , 0) and F3,2 = (0, . . . , 0), B[2] is 1-full if and only if(
F1,3 I
0 F3,1
)
is non-singular. Consequently, the index is two if and only if
F3,1 · F1,3 6= 0. (31)
2. Assuming F3,1 = (0, . . . , 0) and F3,2 6= (0, . . . , 0), B[2] is 1-full if and only if
the bordered matrix
F1,3 I 00 ∂fˆ2
∂x˙1
∂fˆ2
∂x˙2
0 0 F3,2

 =

 F1,3 I 00 ∂f2
∂x1
∂f2
∂x2
0 0 F3,2


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is non-singular. Thus the index turns out to be two if and only if(
∂f2
∂x1
· F1,3 ∂f2∂x2
0 F3,2
)
is non-singular, i.e., iff F3,2 ·
(
∂f2
∂x2
)−1
· ∂f2
∂x1
· F1,3 6= 0.
If the above assumptions on non-singularity are not fulfilled, then the index may
be higher or not defined.
3.3 DAEs for optimal solutions
For (20) together with (23) the structure of the system (24)-(26) reads as
x˙1 = f1,1(t, x1, x2) + F1,3(x1)x3, (32)
0 = f2(t, x1, x2), (33)
0 = F3,1(x1)x˙1 + F3,2(x2)x˙2, (34)
with F1,3 : R
n1 → Rn1 , F1,3 6= (0, . . . , 0)⊤, F3,1 : Rn1 → R, and F3,2 : Rn2 → R.
For A := ∂f
∂x˙
, it follows that
A(x1, x2) =

 I 0 00 0 0
F3,1(x1) F3,2(x2) 0

 .
Let Q3,2 be the orthogonal projector onto ker F3,2(x2). Hence the orthogonal
projector Q onto ker A results to
Q(x1, x2) =

0 0 00 Q3,2 0
0 0 1

 .
Again, we determine the index by rank considerations.
3.3.1 Check of index-1 condition
Let P3,2 = I −Q3,2. The index will be one, if and only if
B[1] =


I 0 0
0 P3,2 0
0 0 0
∂f1
∂x1
∂f1
∂x2
F1,3 I 0 0
∂f2
∂x1
∂f2
∂x2
0 0 0 0
∂f3
∂x1
∂f3
∂x2
0 F3,1 F3,2 0


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is 1-full with respect to the first n¯ columns. Since we assume that ∂f2
∂x2
is non-
singular, it obviously holds that
ker B[1] = ker


I
I
F1,3 I
F3,1 F3,2 0

 .
Again x1 and x2 are not higher-index variables in this situation.
Let us now analyse different cases:
1. If F3,2 = 0, then 1-fullness is given if and only if(
F1,3 I
0 F3,1
)
is non-singular. This condition is obviously fulfilled if and only if it holds
that (31). Consequently, for F3,2 = 0, the index is one if and only if the
property (31) is satisfied.
2. If F3,2 6= 0, then B[1] is not 1-full and the index is higher than one or may
be not defined. This property follows from the fact that for F3,2 6= 0 the
matrix (
I 0
F3,1 F3,2
)
has full row rank n1 + 1 and therefore(
F1,3
0
)
∈ im
(
I 0
F3,1 F3,2
)
= Rn1+1.
Consequently, B[1] is not 1-full.
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3.3.2 Check of index-2 condition
If the index is one, the next step in the index analysis is to check whether
B[2] =


I 0 0
0 P3,2 0
0 0 0
∂f1
∂x1
∂f1
∂x2
F1,3 I 0 0
∂f2
∂x1
∂f2
∂x2
0 0 0 0
∂f3
∂x1
∂f3
∂x2
0 F3,1 F3,2 0
∂fˆ1
∂x1
∂fˆ1
∂x2
0 ∂fˆ1
∂x˙1
∂fˆ1
∂x˙2
F1,3 I 0 0
∂fˆ2
∂x1
∂fˆ2
∂x2
0 ∂fˆ2
∂x˙1
∂fˆ2
∂x˙2
0 0 0 0
∂fˆ3
∂x1
∂fˆ3
∂x2
0 ∂fˆ3
∂x˙1
∂fˆ3
∂x˙2
0 F3,1 F3,2 0


is 1-full with respect to the first n¯ columns. If this criterion is not satisfied, then
the index may be larger than two or not defined. Since ∂f2
∂x2
is invertible, it holds
that
ker B[2] = ker


I 0 0
0 I 0
0 0 F1,3 I 0 0
0 0 0 F3,1 F3,2 0
0 0 0 ∂fˆ1
∂x˙1
∂fˆ1
∂x˙2
F1,3 I 0 0
0 0 0 ∂fˆ2
∂x˙1
∂fˆ2
∂x˙2
0 0 0 0
0 0 0 ∂fˆ3
∂x˙1
∂fˆ3
∂x˙2
0 F3,1 F3,2 0


.
Consequently, B[2] is 1-full with respect to the first n¯ columns, if and only if the
matrix 

F1,3 I 0 0
0 F3,1 F3,2 0
0 ∂fˆ2
∂x˙1
∂fˆ2
∂x˙2
0 0 0
0 ∂fˆ1
∂x˙1
∂fˆ1
∂x˙2
F1,3 I 0
0 ∂fˆ3
∂x˙1
∂fˆ3
∂x˙2
0 F3,1 F3,2


(35)
is 1-full with respect to the first column.
We distinguish two cases:
1. If F3,2 6= (0, . . . , 0), then obviously (35) is 1-full with respect to the first
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column if and only if the bordered matrix
F1,3 I 00 ∂fˆ2
∂x˙1
∂fˆ2
∂x˙2
0 F3,1 F3,2

 =

 F1,3 I 00 ∂f2∂x1 ∂f2∂x2
0 F3,1 F3,2


is non-singular. Thus the index is two, if and only if(
∂f2
∂x1
· F1,3 ∂f2∂x2
F3,1 · F1,3 F3,2
)
is non-singular, i.e., iff
F3,1 · F1,3 − F3,2 ·
(
∂f2
∂x2
)−1
· ∂f2
∂x1
· F1,3 6= 0. (36)
2. If F3,2 = (0, . . . , 0), then the index was one for F3,1 · F1,3 6= 0. Hence, we
only have to consider F3,2 = (0, . . . , 0) and F3,1 · F1,3 = 0. In this case, the
matrix (35) reads as

F1,3 I 0 0
0 F3,1 0 0
0 ∂f2
∂x1
∂f2
∂x2
0 0 0
0 ∂f1
∂x1
∂f1
∂x2
F1,3 I 0
0 ∂fˆ3
∂x˙1
0 0 F3,1 0


Due to F3,1 · F1,3 = 0, the index is 2 if the rectangular matrix

∂f2
∂x1
· F1,3 ∂f2∂x2 0 0
∂f1
∂x1
· F1,3 ∂f1∂x2 F1,3 I
∂fˆ3
∂x˙1
· F1,3 0 0 F3,1


is 1-full with respect to the first column. Otherwise, the index may be
higher or not defined.
In the index-2 case, we also showed that the projector T is equal to (30) again.
From a structural point of view, it is of special interest that the projector Q
depends on the solution, but in fact only on Ux for the projector U := I − T ,
i.e., not on the higher-index component. Thus we obtain Q(t, Ux).
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3.4 Numerical index-computation
The index of DAEs can also be computed numerically. To this end, we compute all
derivatives with automatic differentiation and check the 1-fullness on the sequence
of matrices B[1], B[2], . . ., see [10].
Since for nonlinear DAEs the index is defined locally, we will obtain an index
statement for a particular consistent initial value. The algorithm from [10] starts
with an user-given guess, computes a corresponding consistent initial value x0
and determines the index for that x0.
Computing the index, several rank decisions have to be made, which may be
difficult to realise. Recall that above we pointed out that in some cases the scalar
condition (31) may determine the index. However, if the complete matrices B[k]
contain singular values of different orders of magnitude, then the numerically
computed index may not be robust.
4 Index-Analysis
We identify the index of DAEs from the method of lines under certain assump-
tions, which have an interpretation with respect to the multivariate solution.
4.1 Analysis for phase condition
Using the phase condition (9) for the MPDAEs (3), we require the following
property in the semi-explicit case.
Condition 1 A solution of the initial-boundary value problem (18), (19) exists,
which satisfies the phase condition (9) for the ℓth component of the differential
variables yˆ = (yˆ1, . . . , yˆny)
⊤ together with the property
∂yˆℓ
∂t2
(t1, 0) 6= 0 for all t1.
Condition 1 is also necessary for the applicability of Newton’s method in a full
discretisation of the problem. We achieve the following conclusion for the method
of lines using a phase condition (22).
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Theorem 1 Let the DAE (17) be of index one. Let the method of lines be conver-
gent. If the phase condition (9) is selected in the ℓth differential variable satisfying
Condition 1 and the step size h is sufficiently small, then the differential index of
the DAE system (20), (22) in the method of lines is equal to two.
Proof:
A differentiation of the differential part in (20) yields
¨¯yi =
∂f
∂t
+ ∂f
∂y
˙¯yi +
∂f
∂z
˙¯zi − ν˙Di(y¯)− ν ddtDi(y¯). (37)
The term ˙¯yi as well as the part
d
dt
Di(y¯) can be replaced by the right-hand side
of (20). If the DAE (17) features index one, then the derivatives ˙¯z can be elimi-
nated after one differentiation of (20).
Two differentiations of the phase condition (22) yield ¨¯y1,ℓ = η¨ assuming a suffi-
ciently smooth function. The function η is predetermined and thus not a part of
the solution. Now Eq. (37) implies
ν˙ D1,ℓ(y¯) = r(t, y¯, z¯, ν, η¨)
with some function r. It holds that
lim
h→0
(D1,ℓ(y¯))(t1) =
∂yˆℓ
∂t2
(t1, 0) for each t1,
because the method of lines is assumed to be convergent. Since a compact interval
t1 ∈ [0, tend] is assumed, even uniform convergence is given. If the step size h is
sufficiently small, then the finite difference approximation is also non-zero due to
Condition 1. We obtain an ODE for ν by a division. It follows that the index is
exactly two. 
If we select the phase condition (9) in an algebraic variable, then the above
derivation is not feasible any more. It follows that the differential index is at
least two.
The above derivations are in agreement to the structural analysis in Section 3.2.
We concluded that the index must be larger than one in Section 3.2.1. The proof
of Theorem 1 shows the property (31), which implies that the index is equal to
two.
Considering models by (implicit) ODEs, the phase condition is naturally chosen
in a differential variable. We obtain directly the following statement.
Corollary 1 If the system (1) consists of ODEs (index zero), then the sys-
tem (10), (15) from the method of lines exhibits the differential index two provided
that the assumptions of Theorem 1 are satisfied.
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4.2 Analysis for optimal solutions
We consider the functional (6) of the optimisation and the associated necessary
condition (23) now. The following property is required.
Condition 2 The initial-boundary value problem (18), (19) has a solution, where
at least one variable involved in the optimisation is non-constant in the fast time
scale, i.e., ∫ 1
0
∥∥∥W 12y ∂yˆ∂t2∥∥∥22 dt2 +
∫ 1
0
∥∥∥W 12z ∂zˆ∂t2∥∥∥22 dt2 > 0 for all t1 (38)
with Wy = diag(w
y
1 , . . . , w
y
ny
) as well as Wz = diag(w
z
1, . . . , w
z
nz
) and the Eu-
clidean norm ‖ · ‖2.
If there is such a non-constant solution, then all solutions of the initial-boundary
value problem satisfy this property due to a transformation, cf. [33]. Condition 2
is given in most of the cases provided that the weights do not all vanish. Wy = 0
or Wz = 0 imply that the second term or the first term is positive, respectively.
Furthermore, conditions of this type were also required for the existence and
uniqueness of optimal solutions in [20].
Theorem 2 Let the DAE (17) have index one. Let the method of lines be con-
vergent and a sufficiently small step size h be given. The differential index of
the system (20), (23) from the method of lines exhibits the following relations
provided that Condition 2 is satisfied.
i) If wz1 = · · · = wznz = 0, then the index is one.
ii) If wz1 + · · ·+ wznz > 0, then the index is at least two.
The index is exactly two for linear algebraic constraints.
Proof:
Case (i): A differentiation of the necessary constraint (23) yields
m∑
i=1
( ny∑
ℓ=1
wyℓ
(
¨¯yi,ℓ · Di,ℓ(y¯) + ˙¯yi,ℓ · ddtDi,ℓ(y¯)
)
+
nz∑
ℓ=1
wzℓ
(
¨¯zi,ℓ · Di,ℓ(z¯) + ˙¯zi,ℓ · ddtDi,ℓ(z¯)
))
= 0.
(39)
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The second inner sum vanishes due to wzℓ = 0 for all ℓ. One differentiation of the
differential part in (20) allows to insert (37) into (39). It follows that
m∑
i=1
ny∑
ℓ=1
wyℓ
(
(−ν˙Di,ℓ(y¯) + rℓ(t, y¯, ˙¯y, ˙¯z, ν)) · Di,ℓ(y¯) + ˙¯yi,ℓ · ddtDi,ℓ(y¯)
)
= 0
with functions r1, . . . , rny . We obtain
ν˙ h
m∑
i=1
ny∑
ℓ=1
wyℓ (Di,ℓ(y¯))
2 = h r˜(t, y¯, ˙¯y, ˙¯z, ν) (40)
with another function r˜. It holds that
lim
h→0
h
m∑
i=1
ny∑
ℓ=1
wyℓ (Di,ℓ(y¯))
2 =
∫ 1
0
∥∥∥W 12y ∂yˆ∂t2∥∥∥22 dt2 (41)
due to the assumption of a convergent method of lines. If Condition 2 and
thus (38) is satisfied, then the right-hand side of (41) is positive. Hence a non-
zero term appears for sufficiently small step size. In Eq. (40), a division yields
an equality for ν˙. Since we required just a single differentiation, the differential
index is one.
Case (ii): Since algebraic variables are involved in the optimisation, a derivation
as in case (i) is not feasible. Thus the differential index becomes larger than one.
Let the algebraic constraints of the system (17) be linear, i.e.,
Gyy +Gzz + bg = 0
with constant matrices Gy, Gz and a vector-valued function bg. The index-1
property guarantees a non-singular matrix Gz. We show that the condition (36)
from the structural analysis is satisfied, which implies a differential index equal
to two. It holds that x1 = y¯ and x2 = z¯.
The difference formula (21) is assumed to be convergent. It follows that the sum
of all coefficients αj is equal to zero. We calculate
G−1z Gy Di(y¯) =
1
h
p∑
j=−q
αjG
−1
z Gy y¯i+j =
1
h
p∑
j=−q
αj
(−z¯i+j −G−1z bg)
= −1
h
p∑
j=−q
αj z¯i+j − 1
h
G−1z bg
p∑
j=−q
αj = −Di(z¯)
(42)
for i = 1, . . . , m. The application of the difference operator can be described
by D(y¯) = S1y¯ and D(z¯) = S2z¯ with constant matrices S1 ∈ Rmny×mny and
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S2 ∈ Rmnz×mnz . It follows that F1,3 = −S1x1. In (36), the Jacobian matrices
become ∂f2
∂x1
= Im ⊗ Gy and ∂f2∂x2 = Im ⊗ Gz using the Kronecker product and
the identity matrix Im ∈ Rm×m. Hence these matrices are constant and block-
diagonal. Due to (42), we obtain(
∂f2
∂x2
)−1
∂f2
∂x1
S1x1 = (Im ⊗ (G−1z Gy))S1x1 = −S2x2. (43)
Let W1 := Im⊗Wy and W2 := Im⊗Wz. Hence W1,W2 are positive semi-definite.
Concerning the necessary condition (23) written in the form (34), it follows that
F3,k = (WkSkxk)
⊤ for k = 1, 2.
Now we investigate the property (36). Eq. (43) yields
F3,1F1,3 − F3,2
(
∂f2
∂x2
)−1
∂f2
∂x1
F1,3
= (W1S1x1)
⊤(−S1x1)− (W2S2x2)⊤
(
∂f2
∂x2
)−1
∂f2
∂x1
(−S1x1)
= − [x⊤1 S⊤1 W1S1x1 + x⊤2 S⊤2 W2S2x2]
= −[ (S1x1)⊤W1(S1x1)︸ ︷︷ ︸
≥0
+ (S2x2)
⊤W2(S2x2)︸ ︷︷ ︸
≥0
]
.
Condition 2 guarantees that one of the two non-negative terms is positive for
sufficiently small step size. Thus the property (36) is satisfied. 
Again the above results are in agreement to the structural analysis in Section 3.3.
In case (i), the proof of Theorem 2 shows that the property (31) is fulfilled, which
guarantees an index-one system.
A system of (implicit) ODEs is equivalent to a system (17) without an algebraic
part. At least one weight of the minimisation is positive and thus case (i) can be
applied.
Corollary 2 If the system (1) consists of ODEs (index zero), then the sys-
tem (10), (12) from the method of lines exhibits the differential index one provided
that the assumptions of Theorem 2 are satisfied.
5 Illustrative Example
We show results of numerical simulations, where the systems of DAEs following
from the method of lines are solved.
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Figure 1: Electric circuit of a k-stage ring oscillator.
5.1 Modelling and simulation of a ring oscillator
In [22, Sect.IV.B], the ODE model of a three-stage ring oscillator was considered.
We extend this example to a ring oscillator with k-stages depicted in Figure 1.
An odd number k is required such that the circuit exhibits the desired behaviour.
The circuit consists of capacitances, resistances and inverters. We model this
electric circuit by a nonlinear semi-explicit system of DAEs (17) with differential
index one:
u˙1 = ı1/(Cb), 0 = R ı1 − (tanh(Guk)− u1),
u˙2 = ı2/C, 0 = R ı2 − (tanh(Gu1)− u2),
...
...
u˙k = ık/C, 0 = R ık − (tanh(Guk−1)− uk).
(44)
The unknowns are the node voltages u1, . . . , uk and the branch currents ı1, . . . , ık.
Thus the dimension of the system becomes 2k. The constant parameters C,R,G
have to be predetermined. The first capacitance is controlled by an independent
input signal b. A constant input like b ≡ 1 implies an autonomous system (44)
with a stable periodic solution. A slowly varying input causes both amplitude
modulation and frequency modulation.
Thus we apply the multidimensional model, where the DAE system (44) changes
into a semi-explicit MPDAE system (18). The method of lines yields the sys-
tem (20), where m = 100 lines are applied in the following. We always use the
BDF formula (11) of order two in the finite differences (21). The implicit Euler
method (BDF-1) produces the numerical solution of initial value problems, where
always 200 time steps are performed in a global interval of the slow time scale.
The method of lines requires an additional constraint. On the one hand, we
employ a phase condition from Section 2.4. Choosing the first node voltage, the
phase condition (9) reads as
uˆ1(t1, 0) = 0 for all t1. (45)
Theorem 1 guarantees that the index of the DAE system is equal to two for
sufficiently small step size in the method of lines. On the other hand, we apply
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the necessary condition from Section 2.3 in the discretised form (12). Three
choices of weights are investigated:
a) Wy = Ik, Wz = Ik,
b) Wy = Ik, Wz = 0,
c) Wy = 0, Wz = Ik,
with the identity matrix Ik ∈ Rk×k. Theorem 2 implies that the index of the
DAE system is equal to one in the case (b) with sufficiently small step size and
at least two in the cases (a) and (c).
We examine the ring oscillator for the two different choices k = 3 and k = 11
of the inverter number. Another numerical simulation of the three-stage ring
oscillator is also reported in [34].
5.2 Simulation of three-stage ring oscillator
In the system (44), the physical parameters are fixed to C = 10−6, R = 103,
G = −5. We choose the harmonic oscillation
b(t) = 1 + 1
2
sin
(
2π
T
t
)
with the period T = 1 as input signal. The global time interval t ∈ [0, T ] is
considered in the numerical simulation. The dimension of DAE systems becomes
mk + 1 = 601 in the method of lines.
We used the algorithm from [10] outlined in Section 3.4, which computes the
differential index as well as consistent initial values numerically. Therein, an index
of one is verified for the optimisation case (b), whereas the other optimisation
cases and the phase condition result in an index of two. However, the algorithm
is not able to determine the index for more critical parameters C,R,G, because
the matrices become ill-conditioned in the rank decisions.
Now initial value problems of the DAE systems are solved numerically, as de-
scribed in Section 5.1, using the computed consistent initial values. Figure 2
(left) shows the local frequency function for the optimal solution in case (a). The
modulus of the differences between the other local frequencies and this function
are illustrated by Figure 2 (right), where a semi-logarithmic scale is used due to
different orders of magnitudes. The phase condition causes the largest difference.
Figure 3 depicts the resulting MPDAE solutions for the first node voltage and
the first branch current with the phase condition and the optimisation case (a),
23
0 0.2 0.4 0.6 0.8 1
260
280
300
320
340
360
380
400
0 0.2 0.4 0.6 0.8 1
10-6
10-4
10-2
100
Figure 2: Local frequency function for the optimal solution in case (a) (left) and
differences to the local frequency functions of the other cases (right) in three-stage
ring oscillator.
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Figure 3: Numerical solutions from method of lines with phase condition (left)
and optimality condition (right) for node voltage as well as branch current in
three-stage ring oscillator.
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Figure 4: Local frequency function for the optimal solution of case (b) in eleven-
stage ring oscillator.
respectively. We observe that the functions for the phase condition and the op-
timisation are similar.
5.3 Simulation of eleven-stage ring oscillator
Now the parameters are set to C = 2 ·10−12, R = 103, G = −5 in the system (44),
which includes a more realistic value of the capacitance. A stable periodic solution
around 30 MHz emerges for a constant input b ≡ 1. We supply the input signal
b(t) = 1 + 2 sin2
(
2π
T
t
)
with the forced time rate T = 10−4 (1 kHz), which causes about 3100 oscillations
in the global interval t ∈ [0, T ]. As initial values for the associated MPDAE
system (18), we take values from an approximation of the stable periodic solution
for b ≡ 1. Now the dimension reads as mk + 1 = 2201 in DAE systems from the
method of lines.
We investigate only case (b) of the optimisation and the case of the phase con-
dition (45), where an index-one system and an index-two system, respectively,
is guaranteed for sufficiently small step size in the method of lines. We apply
the same initial values in both situations. Thus the initial values are just nearly
consistent. The slow time scale t1 ∈ [0, 10−4] is standardised to t1 ∈ [0, 1] in the
plots. Figure 4 illustrates the local frequency function of the optimal solution,
whereas the relative difference to the local frequencies of the phase condition is
in a magnitude of just 0.01%. The multidimensional solutions of the first node
voltage as well as the first branch current are shown in Figure 5.
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Figure 5: Numerical solutions from method of lines with phase condition (left)
and optimality condition (right) for node voltage as well as branch current in
eleven-stage ring oscillator.
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Figure 6: Functional (7) for the optimal solution and for the solution with phase
condition in eleven-stage ring oscillator.
Finally, we employ the MPDAE solutions to evaluate approximately the func-
tional (7) from the minimisation using the weights of case (b). Figure 6 shows
these approximations. Therein, the optimality of the solution obtained by the
necessary condition (8) is indicated. Nevertheless, the phase condition (45) yields
a suboptimal solution.
We omit the discussion of solutions of the DAE system (44) reconstructed by
the MPDAE solutions using (5). Respective numerical results are presented for
several test examples in the previous works [24, 27, 31, 34].
6 Conclusions
Initial-boundary value problems of MPDAEs were solved numerically using a
method of lines. The resulting system of DAEs includes an additional constraint
either from an optimisation or from a phase condition. In the case of semi-explicit
DAEs of index one as circuit model, we showed that the differential index of the
DAEs increases in several cases determined by the inclusion of either differential
variables or algebraic variables in the additional constraint. The necessary con-
dition for an optimal solution including differential variables only is the unique
option to keep the index equal to one in the method of lines.
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