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Abstract
We develop quasi-interpolation methods and a Lagrange interpolation method
for trivariate splines on a regular tetrahedral partition, based on the Bernstein-
Bézier representation of polynomials. The partition is based on the body-
centered cubic grid.
Our quasi-interpolation operators use quintic C2 splines and are defined
by giving explicit formulae for each coefficient. One operator satisfies a cer-
tain convexity condition, but has sub-optimal approximation order. A second
operator has optimal approximation order, while a third operator interpolates
the provided data values. The first two operators are defined by a small set
of computation rules which can be applied independently to all tetrahedra of
the underlying partition. The interpolating operator is more complex while
maintaining the best-possible approximation order for the spline space. It
relies on a decomposition of the partition into four classes, for each of which
a set of computation rules is provided.
Moreover, we develop algorithms that construct blending operators which
are based on two quasi-interpolation operators defined for the same spline
space, one of which is convex. The resulting blending operator satisfies the
convexity condition for a given data set.
The local Lagrange interpolation method is based on cubic C1 splines and
focuses on low locality. Our method is 2-local, while comparable methods
are at least 4-local.
We provide numerical tests which confirm the results, and high-quality




Wir entwickeln Quasi-Interpolationsmethoden und eine Methode zur lokalen
Lagrange-Interpolation mit trivariaten Splines, definiert über einer regelmäßi-
gen Tetraederpartition. Die Splines basieren auf der Bernstein-Bézier Darstel-
lung trivariater Polynome. Die Tetraederpartition basiert auf dem kubisch
innenzentrierten Gitter (body-centered cubic grid).
Die Quasi-Interpolationsoperatoren verwenden quintische C2 Splines und
sind durch explizite Formeln für die Koeffizienten definiert. Der erste Oper-
ator genügt einer gewissen Konvexitätsbedingung, besitzt aber sub-optimale
Approximationsordnung. Der zweite Operator besitzt die für den Spline-
raum bestmögliche Approximationsordnung, während der dritte Operator
die bereitgestellten Daten interpoliert. Zur Definition der ersten beiden Op-
eratoren genügt ein einzelner Satz an Berechnungsformeln für die Koeffizien-
ten, der auf alle Tetraeder der Partition unabhängig voneinander angewendet
werden kann. Der interpolierende Operator ist komplexer, besitzt aber eben-
falls die bestmögliche Approximationsordnung. Dem liegt eine Zerlegung der
Partition in vier Tetraederklassen zugrunde, für die jeweils ein Formelsatz
zur Berechnung der Koeffizienten vorliegt.
Darüber hinaus entwickeln wir Algorithmen, die, basierend auf zwei Quasi-
Interpolationsoperatoren, von denen einer konvex ist, einen Hybrid-Operator
konstruieren. Der Hybrid-Operator erfüllt das Konvexitätskriterium für den
gegebenen Datensatz.
Die lokale Lagrange-Interpolationsmethode verwendet kubische C1 Splines
und wurde mit Hinblick auf eine möglichst geringe Lokalität entwickelt. Die
Methode ist 2-lokal, während vergleichbare Methoden eine Lokalität von min-
destens 4 besitzen.
Unsere numerischen Tests bestätigen die Ergebnisse. Wir erzeugen Visu-
alisierungen, sowohl von synthetischen Funktionen, als auch von Datensätzen
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Polynomial splines are fundamental tools in the field of approximation the-
ory. They are widely used in various forms in many areas such as computer-
aided geometric design, image processing, and engineering, where they find
many practical applications. Hence, it is no surprise that the term `spline'
is borrowed from the shipbuilding industry where, in times before digital
computers where commonly used, it described a thin strip of wood that
was bent around a number of lead weights to form a smooth curve. These
strips behave like piecewise cubic polynomials, minimizing the tension along
the curve. It is generally agreed upon that it was the Romanian-born mathe-
matician Isaac Jacob Schoenberg who introduced the term into mathematics,
when he used it in his 1946 paper Contributions to the problem of approx-
imation of equidistant data by analytic functions [75] to describe smooth
approximations by piecewise polynomials.
Thus, even the theory of univariate splines is comparatively young. The
theory developed rapidly, however, especially between the 1960's and 1980's.
Splines can be defined by only a few parameters. They can be stably eval-
uated by efficient algorithms, like the de Casteljau algorithm for splines in
B-form [19, 20], or the algorithms by de Boor [11] and Cox [27] for B-splines.
They also possess excellent approximation properties. These features make
them an ideal tool to use in conjunction with modern digital computers,
which became increasingly common during these years. There are many out-
standing publications on the subject of univariate splines, among them the
monographs by de Boor [12], Nürnberger [57], and Schumaker [77].
It was also during that time that the French engineer Pierre Étienne
Bézier developed a representation of polynomial curves for his work at the
vehicle manufacturer Renault, an account of which can be found in chapter 1
of [37]. This representation is based on the well-known Bernstein basis poly-
nomials, which were introduced in 1912 by the Russian mathematician Sergei
Natanovich Bernstein, who used them for his elegant constructive proof of
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the Weierstrass approximation theorem [8]. To recognize the contributions
of both Bernstein and Bézier, the representation is known as the Bernstein-
Bézier representation (see [10]) or, following a suggestion by de Boor [13], the
B-form. The B-form, though originally developed for univariate polynomials,
can be readily extended to the multivariate setting. The splines developed
in this thesis are based on the trivariate equivalent of this representation.
Early steps towards the development of bivariate splines based on the
B-form began as early as the 1950's when Lorentz [49] and Stancu [83] stud-
ied bivariate Bernstein basis polynomials on a triangle. With the increasing
possibilities of computer graphics and the development of computer-aided
geometric design came the use of such polynomials as a representation of sur-
faces in the 1970's, for example in the works of Farin [33, 34] and Sabin [73].
The latter contained the characterization of C1 smoothness for two polyno-
mial pieces defined on neighboring triangles, while the generalization for the
Cr case were introduced by Farin in [35]. This characterization proved to be
central to the development of bivariate spline theory, as it combined the ad-
vantages of the B-form with the straightforward description of smoothness as
linear conditions for the coefficients of the polynomials. It was also Farin [34]
who first suggested the B-Form as a representation for bivariate splines on
triangulations. Since then, a vast literature on the subject has accumulated.
The works of Chui [21] and Lai and Schumaker [46] give comprehensive in-
sight into the theory and are among the standard literature in this area of
research.
First results for trivariate splines, defined on tetrahedral partitions and
based on Bernstein-Bézier techniques, were not long in coming. Among them
were the research papers on trivariate macro-elements by Alfeld [1, 2], Worsey
and Farin [89], and Worsey and Piper [90], and several articles investigating
the dimension of trivariate spline spaces (see [3, 57]). The latter problem has
still not been completely solved for arbitrary tetrahedral partitions, or even
in the bivariate case for arbitrary triangulations, although several upper and
lower bounds for the dimension are known (see [4, 46]). Today, the theory of
trivariate splines still is an area of ongoing research, to which this thesis is a
contribution.
There exist a huge number of trivariate spline interpolation methods,
which can be classified into three categories. Macro-element methods are
widely used to construct Hermite-type interpolants, which use function values
as well as derivatives to construct a spline. The earlier mentioned articles
by Alfeld, Worsey, Farin and Piper (see [1, 2, 89, 90]) are classic examples
for this kind of method. Recent contributions to this area are the book of
Lai and Schumaker [46], the works of Matt [52, 53], and also the references
in these. An important tool in the construction of such methods is the
minimal determining set, which is a subset of certain points related to a spline
3space such that fixing all coefficients associated with these points uniquely
determines a spline. Usually, it is also necessary to know the dimension of
the spline space.
The second category consists of local Lagrange interpolation methods.
The classic Lagrange interpolation problem is completely solved for uni-
variate B-splines, but it is much more complex in the multivariate setting.
This is largely due to the fact that there exist no Haar spaces of dimen-
sion greater than two in two or more variables (see [28, 50]). There are
many such methods using bivariate splines (see [22, 43, 58, 63, 64, 66], the
survey [65], and the references in [46]), and recent years have seen an in-
creasing number of local Lagrange interpolation methods in the trivariate
setting (see [41, 42, 44, 54, 55, 59, 61, 62, 78]). In many of these, the locality
is achieved by a decomposition of the underlying triangulation or tetrahe-
dral partition into several classes, and by the subdivision of some of all of
the simplices using a macro-element method. One of the methods using this
technique, which we co-authored with Nürnberger [61], is the subject of chap-
ter 5 of this thesis. Our goal was the construction of a Lagrange interpolant
with low locality. The key to the low locality is our use of a regular partition
which allows an efficient decomposition into very few classes of tetrahedra.
This partition is based on the well-known body-centered cubic grid and uni-
fies the approximation methods developed in this thesis. Our method uses
cubic C1-splines and is 2-local, while the comparable methods developed
in [55] and [41] are 4- and 5-local, respectively. For arbitrary partitions, the
locality can be as high as 10 (see [42]). Similarly to macro-element methods,
the Lagrange interpolation methods also rely on the construction of a mini-
mal determining set, and the knowledge of the dimension of the underlying
spline space.
The third category comprises quasi-interpolation methods. These meth-
ods usually define a linear operator mapping the space of continuous functions
onto a spline space, and thus the other two categories can be interpreted as
a subset of this class. In contrast to macro-element methods and Lagrange
interpolation methods, however, a quasi-interpolation operator does not nec-
essarily rely on a minimal determining set, or even on the knowledge of the
dimension of the spline space. The interpolation sets used in macro-element
methods and Lagrange interpolation methods are often not equidistantly dis-
tributed, and thus an intermediate step is necessary when gridded data is to
be approximated. Quasi-interpolation methods, on the other hand, can be
specifically designed to approximate regularly spaced data directly, as we
show in chapter 3. Some methods work with box splines, which can be in-
terpreted as the multivariate equivalent to the univariate B-splines. These
methods define quasi-interpolation operators as linear combinations of trans-
lates of basic functions, without using Bernstein-Bézier techniques. Examples
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for such methods can be found in [14, 21, 30, 31, 38, 69]. Related to these are
also the so-called simplex splines of [74]. In contrast to those methods are the
quasi-interpolation operators based on the B-form of multivariate polynomi-
als. These methods construct a spline by giving explicit computation rules
for each coefficient. This approach has many advantages. It is not necessary
to construct and evaluate basic functions. The spline is rather evaluated
using the efficient de Casteljau algorithm. Since the rules are given as linear
combinations of the surrounding data values, the methods are implicitly local
and stable. Any symmetries inherent in the underlying partition can be mir-
rored by the rules, thus greatly reducing the number of distinct rules needed
to define the operator. Hence, such methods are usually based on regular
partitions which exhibit many symmetries. Moreover, the coefficients can be
computed independently of each other, which can be exploited by the paral-
lelization capabilities of modern computer hardware. Examples for this kind
of quasi-interpolation operator are the bivariate and trivariate C1-methods
in [60, 71, 72, 8082]. It is operators of this type that we develop in chap-
ter 3 of this thesis. Our quasi-interpolation operators, however, use quintic
C2-splines defined on a tetrahedral partition based on the body-centered cu-
bic grid. To our knowledge, these are the first C2 operators defined in this
fashion.
This thesis is structured as follows. Chapter 2 gives a comprehensive
overview of the theory which our work is based on. We begin the chapter
with some fundamental facts about tetrahedra and tetrahedral partitions be-
fore we introduce the body-centered cubic grid. Based on this grid, we define
a regular tetrahedral partition, called the BCC partition, which is common
to all spline spaces used in this thesis. We also develop some related lem-
mas that are used in our main results. We continue with basic facts about
trivariate polynomial approximation and introduce the B-form and related
Bernstein-Bézier techniques. These include the central theorem concerning
the characterization of smoothness conditions between neighboring tetrahe-
dra, and the de Casteljau algorithm. We conclude the chapter with the basic
theory of trivariate splines defined over tetrahedral partitions, the introduc-
tion of minimal determining sets, and the concepts of locality and stability.
We start chapter 3 by establishing some notation and terminology about
quasi-interpolation using Bernstein-Bézier techniques. We introduce the B-
coefficient computation rules which our operators are based on, and develop
related concepts such as symmetry, locality and stability. Moreover, we in-
troduce a new convexity condition which is motivated by the convexity of
the B-form. This concept of convexity is the basis for the algorithms we de-
velop in chapter 4. Building on these fundamentals, we develop three quasi-
interpolation operators with different properties, using quintic C2-splines on
the BCC partition. The operators are defined by giving explicit computation
5rules for the coefficients of the splines. These definitions can be found in the
appendix. The first operator, which we call the convex operator, fulfills our
convexity condition. This comes at the expense of the approximation order,
which is sub-optimal for this operator. Our second operator, on the other
hand, is constructed to achieve the best-possible approximation order for the
underlying spline space, and we call it the optimal operator. Both operators
use only a small set of coefficient computation rules that can be applied to all
tetrahedra of the partition. The number of distinct rules is further reduced
by exploiting the symmetries of the BCC partition. Most quasi-interpolation
methods interpolate none or only some of the provided data values. Our
goal in the development of the third operator was to construct a quasi-
interpolation method that does interpolate the provided data values while
maintaining the best-possible order of approximation. While the operator
achieves this, it is more complex than the other two operators and relies on a
decomposition of the BCC partition into four classes of tetrahedra, for each of
which a separate set of rules is given. This technique is similar to many local
Lagrange interpolation methods (see [54, 59, 61], among others), in that these
methods also use a decomposition of the underlying partition. In contrast
to those methods, however, our splines can be constructed independently
on each tetrahedron in an arbitrary order. This makes the parallelization
of many algorithms straightforward and was another criterion in designing
the operators. The three quasi-interpolation operators were developed to ap-
proximate gridded data, such as is acquired in computed tomography. The
final section in this chapter establishes local and global error bounds for the
three quasi-interpolation operators. Some of the main results in this chapter
are proved with the help of a computer program which we wrote using the
Mathematica R© software package by Wolfram Research. We give a listing of
this program and a detailed description in the appendix.
The convexity condition introduced in chapter 3 is the basis for the algo-
rithms developed in chapter 4. The motivation for these algorithms actually
came from observations on bivariate spline surfaces, where surfaces produced
by non-convex operators tend to oscillate in regions where the approximated
data jumps from one level to another. We observed a similar behavior in
non-convex trivariate operators. Here, the splines can take values outside of
the original data range. The convexity condition was developed to suppress
such behavior. Since a convex operator usually has only sub-optimal approx-
imation order, we devised algorithms to construct a blending operator from
two quasi-interpolation operators, one of which is convex. The main idea
behind these algorithms is to produce an operator that satisfies the convex-
ity condition in critical areas, while maintaining the better approximation
properties of the second operator in regions where the condition is already
fulfilled.
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Chapter 5 is dedicated to our local Lagrange interpolation method [61].
Here, we define the Lagrange interpolation operator as a specialization of
the quasi-interpolation operators from chapter 3. This allows us to use a
consistent terminology throughout the thesis. We start the chapter with
lemmas and theorems concerning Lagrange interpolation on single edges,
faces, and tetrahedra of a partition. In particular, we give a theorem about
partial Worsey-Farin splits which play an important role for the locality of
the method. We define the partition used in the interpolation process and its
decomposition into several classes of tetrahedra. Based on this decomposition
we introduce algorithms that construct a Lagrange interpolation set for cubic
C1 splines. Our main results show the improved locality and the stability of
the method. We conclude the chapter with local and global error bounds.
In the final chapter we present numerical tests and visualizations. Using
the programming language C++, we wrote computer programs that imple-
ment the operators and algorithms developed in this thesis. We conducted
numerical tests with the quasi-interpolation operators and the Lagrange in-
terpolation operator and measured the approximation error of their recon-
structions of the test function proposed by Marschner and Lobb [51]. These
tests confirm the approximation order of the respective operators. Moreover,
we wrote software to extract and visualize isosurfaces of our reconstructions.
These visualizations are also presented here. Finally, we used our quasi-
interpolation operators to reconstruct data sets acquired by computed to-
mography. To visualize these reconstructions, we wrote a computer program
which implements our adaption of the ray-casting-based volume visualization
algorithm introduced by Levoy [48], using two-dimensional transfer functions
as proposed in [45] to classify the data.
We thank Professor Dr. Günther Nürnberger for his encouragement, his
valuable advice, and his constant willingness to discuss our results, through-
out the creation of this thesis.
Chapter 2
Preliminaries
This chapter encompasses the fundamentals which this thesis is based on.
The first section introduces the geometric concept of tetrahedral partitions
which is integral to the field of trivariate spline theory. We then define a
specific tetrahedral partition, based on the body-centered cubic (BCC) grid.
This partition, which we call the BCC partition, is the geometric basis for our
approximation methods. The main part of this chapter is a comprehensive
overview of the Bernstein-Bézier techniques, which are a fundamental tool in
the field of multivariate approximation theory. These techniques are essential
for the methods developed in the following chapters. We conclude this chap-
ter with a section concerning the theory of trivariate splines on tetrahedral
partitions.
We begin with some notation and definitions which we frequently use
throughout this thesis. As usual, we denote the set of non-negative integers
by N0 := N∪{0}, and the set of continuous real-valued functions defined on
Ω ⊆ Rm by C(Ω). For an arbitrary set A, we denote its cardinality by #A.
We use the symbol by Conv(X) to denote the convex hull of the set X ⊂ Rn.








, v ∈ Ω,
the directional derivative of f along u at v. We denote Kronecker's delta by
δi,j :=
{
1, i = j,
0 otherwise.
Usually, i and j will be integers. Throughout this thesis, we frequently use
the expression i + j + k + l = m, or variants thereof, to indicate which
values i, j, k and l can take. Unless stated otherwise, we assume that i, j, k
and l are non-negative integers, implying that 0 ≤ i, j, k, l ≤ m.
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where ‖ · ‖2 is the Euclidean norm, the size of Ω.
It sometimes is convenient to use the following multi-index notation.
Definition 2.2. We call a k-tuple α := (α1, . . . , αk) ∈ Nk of non-negative
integers a multi-index. The length of the multi-index is defined as |α| :=
α1 + . . .+ αk. For a function f ∈ C |α|(Ω), Ω ⊆ Rk, we define
Dαf := Dα1x1 · · ·Dαkxk f.
Here, Dxi is the partial derivative with respect to the i-th variable of f . More-
over, the factorial of α is defined as α! := α1! · · ·αk!, while xα := xα11 · · ·xαkk .
When measuring the size of functions and their derivatives, we use the
standard L∞-norm and seminorm.
Definition 2.3. Let f be a measurable function on a domain Ω ⊂ Rn. Then
‖f‖Ω := ess sup
v∈Ω
|f(v)|.
For a sufficiently smooth function f , we define
|f |k,Ω := max|α|=k ‖D
αf‖Ω.
2.1 Tetrahedral partitions
In the univariate setting, polynomial splines are defined by subdividing an
interval [a, b] ⊂ R into sub-intervals and constructing a polynomial on each
sub-interval. Analogously, trivariate polynomial splines are piecewise defined
polynomials. Instead of intervals, which are 1-simplices, the trivariate poly-
nomials are defined relative to 3-simplices, or tetrahedra.
Tetrahedral partitions are well known in crystallography and the finite
element literature. We briefly discuss some facts of general tetrahedral par-
titions and tetrahedral subdivision schemes before we introduce the uniform
BCC partition, which the approximation methods in this thesis are based
on (see [17, 18]), in the next section. Many uniform tetrahedral partitions
are constructed by subdividing each cell of a uniform cube partition into five
or more tetrahedra, see [18]. This is not the case for the BCC partition,
although its vertices form two interleaved cubic grids.
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Definition 2.4. Let v0, . . . , v3 ∈ R3 be four non-coplanar points. The convex
hull of these points is called a non-degenerate tetrahedron T . We denote
tetrahedra by T := 〈v0, v1, v2, v3〉. The points vi, i = 0, . . . , 3, are called the
vertices of T . The convex hull of any three of the vertices forms a triangle
in 3-space and is called a face of T . Similarly, the convex hull of any two
vertices forms a line in 3-space and is called an edge of T .
A tetrahedron has four distinct faces and six distinct edges. We denote
faces and edges by 〈v0, v1, v2〉 and 〈v0, v1〉, respectively, with similar notation
for the other faces and edges of T . We say 〈v0, v1, v2〉 lies opposite the vertex
v3 and vice versa, and the edge 〈v0, v1〉 is opposite to 〈v2, v3〉.
The volume of any non-degenerate tetrahedron is positive and given by
the following formula.





∣∣∣∣det(v0 v1 v2 v31 1 1 1
)∣∣∣∣ .
The entry vm in this matrix is a shorthand for the three coordinates of the
vertex vm, and thus the matrix is square.
Definition 2.6. Let T := 〈v0, v1, v2, v3〉 be a non-degenerate tetrahedron. By
|T | we denote the length of the longest edge of T . Let ρT be the radius of the
largest ball B such that B ⊂ T . We call B the insphere of T , ρT the inradius




and call it the shape parameter of T .
The shape parameter of a regular tetrahedron, where all six edges are of
the same length, is 12/
√
6. For any other tetrahedron the shape parameter
is larger. The shape parameter indicates how flat a tetrahedron is. Hence, it
is related to certain angles inside the tetrahedron.
Definition 2.7. Let T be a non-degenerate tetrahedron. For each face F of
T , we call the angles between the edges of F the face angles. We denote the
smallest of the face angles by φT . For any two faces F1, F2 of T , we call the
angle formed by these faces the dihedral angle of F1 and F2. For a vertex v,
let B(v) be the ball around v that touches the plane defined by the opposite
face, and r its radius. Let A be the area of the spherical triangle defined by
the intersection of B(v) with T . We call A/r the solid angle of T at v, and
denote the smallest of all solid angles of T by θT .
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Spline spaces are defined over a collections of tetrahedra. The following
definition specifies how the tetrahedra in such a collection are interconnected.
Definition 2.8. A system ∆ = {T1, . . . , TN} of N ∈ N tetrahedra, where the
intersection of any two tetrahedra Ti 6= Tj ∈ ∆ is either empty, or a common
vertex, or a common edge, or a common face, is called a tetrahedral partition
of the region Ω :=
⋃N




the mesh size of ∆. The unions of the vertices, edges, and faces of the
tetrahedra of ∆ are called the vertices, edges, and faces of ∆, respectively. The
vertices of ∆ sitting on the boundary of Ω are called the boundary vertices,
and all other vertices are interior vertices. An edge is called a boundary edge
if both its vertices are boundary vertices, while a face is called a boundary
face if all three vertices are boundary vertices. The other edges and faces are
called interior edges and interior faces, respectively. A tetrahedron which has
at least one boundary face is called a boundary tetrahedron, while the other
tetrahedra are interior tetrahedra. Two tetrahedra that share a common face
are called neighbors.








Even though a tetrahedral partition ∆ is a set of tetrahedra, it can also
be interpreted as a set of points in 3-space. For the sake of convenience, we
use the same notation for both aspects of a partition. Let x be a point and Ω
a subset of R3. Then we say x ∈ ∆ if and only if there exists a tetrahedron




(Ω ∩ T ).
We define certain sub-partitions of a tetrahedral partition, relative to a
vertex or tetrahedron.
Definition 2.9. Let ∆ be a tetrahedral partition and V the set of its vertices.
For a vertex v ∈ V , we define
star(v) := star1(v) := {T ∈ ∆; v ∈ T},
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and for ` > 1,
star`(v) := {T ∈ ∆; T ∩ star`−1(v) 6= ∅}.
For a tetrahedron T ∈ ∆, we define
star(T ) := star0(T ) := {T},
and for ` > 0,
star`(T ) := {T ∈ ∆; T ∩ star`−1(T ) 6= ∅}.
The diameter of a star can be estimated in terms of the longest edge of a
tetrahedral partition. We develop the following lemma as a variant of lemma
16.19 in [46], where stars relative to a vertex are considered. Our version
concerns stars relative to a tetrahedron.
Lemma 2.10. Let ∆ be a tetrahedral partition and T ∈ ∆ a tetrahedron.
Then








Proof. We show by induction that Ω`T is contained in a ball with radius
(`+ 1)|∆|. Let vT be the barycenter of T and Br the closed ball with center
vT and radius r. For ` = 0, Ω0T = T . Since |T | ≤ |∆|, ‖vT − v‖2 ≤ |∆| for
all v ∈ T and thus Ω0T ⊂ B|∆|. Now suppose that ΩkT ⊂ B(k+1)|∆| for some
k ∈ N0. Let T˜ ∈ stark+1(T ) and v ∈ T˜ . By definition there exists a vertex
u ∈ stark(T ) ∩ T˜ . But then
‖vT − v‖2 ≤ ‖vT − u‖2 + ‖u− v‖2 ≤ (k + 1)|∆|+ |∆|.
Thus, ΩTk+1 ⊂ B(k+2)|∆|, which concludes the induction.
The definition of a tetrahedral partition allows for very general partitions
which can contain holes or cavities, or can even consist of unconnected re-
gions. For the remainder of this thesis, we restrict our study to tetrahedral
partitions of contractible regions unless stated otherwise. The next theorem
gives relationships between the number of vertices, edges, and faces of such
partitions. These results can be found in [32]. These are known as the Euler
relations.
Theorem 2.11 (Euler relations). Let ∆ be a tetrahedral partition of a simply
connected region, and VI , VB, EI , EB, FI and FB be the sets of interior and
boundary vertices, interior and boundary edges, and interior and boundary
faces of ∆, respectively. Let V = VI ∪ VB, E = EI ∪ EB and F = FI ∪ FB.
Then
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(i) #∆ = #EI + #VB −#VI − 3,
(ii) #∆ = #FI/2 + #FB/4,
(iii) #EB = 3#VB − 6,
(iv) #FB = 2#EB/3.
It often is necessary to refine a tetrahedron by splitting it into a number of
subtetrahedra. Many macro-element methods make use of such refinements.
Definition 2.12. Let T be a tetrahedron. A tetrahedral partition ∆T of T is
called a refinement of T . The tetrahedra of ∆T are called the subtetrahedra
of T .
Refining each tetrahedron of a partition ∆ results in a refinement of ∆,
provided that the refinement is still a tetrahedral partition.
Definition 2.13. Let ∆ be a tetrahedral partition of Ω, and for each T ∈ ∆,





is called a refinement of ∆, if ∆R is a tetrahedral partition of Ω.
This definition assures that the refinements of the individual tetrahedra
are such that faces shared by two tetrahedra are split in the same fashion.
Common examples of refinements of a tetrahedron are the Alfeld split
(or trivariate Clough-Tocher split, see [2]), the Worsey-Farin split (see [89]),
and the partial Worsey-Farin split (see [41]). The Alfeld split results from
introducing a new vertex in the interior of a tetrahedron, and connecting it
with the four original vertices. It can be interpreted as the trivariate analogon
to the well known bivariate Cough-Tocher split introduced in [25].
Definition 2.14. Let T := 〈v0, v1, v2, v3〉 be a non-degenerate tetrahedron
and vT a point in the interior of T . The refinement
∆Alfeld(T ) :=
{〈vT , v1, v2, v3〉, 〈v0, vT , v2, v3〉, 〈v0, v1, vT , v3〉, 〈v0, v1, v2, vT 〉}
is called the Alfeld split of T .
Since the Alfeld split introduces no new vertices on the boundary of T ,
it can be applied to all tetrahedra in a tetrahedral partition without any
restrictions.
The Worsey-Farin split can be interpreted as a refinement of the Alfeld
split of a tetrahedron T . Each subtetrahedron of the Alfeld split is subdivided
into three subtetrahedra by introducing a new vertex in the interior of each
of the original faces of T .
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Definition 2.15. Let T := 〈v0, v1, v2, v3〉 be a non-degenerate tetrahedron,
v4 := v0, v5 := v1, and vT a point in the interior of T . For i = 1, . . . , 4, let
Fi := 〈vi−1, vi, vi+1〉 be the faces of T , and vFi a point in the interior of Fi.
The tetrahedral partition
∆WF (T ) :=
4⋃
i=1
{〈vi−1, vi, vFi , vT 〉, 〈vi, vi+1, vFi , vT 〉, 〈vi+1, vi−1, vFi , vT 〉}
is called the Worsey-Farin split of T .
When applying the Worsey-Farin split to each tetrahedron of a partition,
it has to be made sure that the new vertices introduced to common faces
of two neighboring tetrahedra match. Figure 2.1 shows The Alfeld split and
the Worsey-Farin split of a tetrahedron.
The partial Worsey-Farin split is constructed in the same way as the
Worsey-Farin split, but not necessarily all of the faces of the original tetra-
hedron are subdivided.
Definition 2.16. Let T := 〈v0, v1, v2, v3〉 be a non-degenerate tetrahedron,
v4 := v0, v5 := v1, and vT a point in the interior of T . For i = 1, . . . , 4, let
Fi := 〈vi−1, vi, vi+1〉 be the faces of T . Given an integer 0 ≤ m ≤ 4, let vFi
be a point in the interior of Fi, i = 1, . . . ,m, and
∆˜i :=
{{〈vi−1, vi, vFi , vT 〉, 〈vi, vi+1, vFi , vT 〉, 〈vi+1, vi−1, vFi , vT 〉}, 1 ≤ i ≤ m,{〈vi−1, vi, vi+1, vT 〉}, m < i ≤ 4.
Then we call




the m-th degree partial Worsey-Farin split of T .
Note that the partial Worsey-Farin split of degree 0 is identical to the
Alfeld split, while the 4-th degree partial Worsey-Farin split is identical to
the Worsey-Farin split, when applied with the same split points.
2.2 A tetrahedral partition based on the body-
centered cubic grid
In this section we describe a tetrahedral partition which is the basis for the
methods developed in chapters 3 and 5. The vertices of the partition are
those of the well-known body-centered cubic grid. Given a regular cube
partition of 3-space, the body-centered cubic grid is the union of the vertices









Figure 2.1: On the left side, the Alfeld split of a tetrahedron T is shown. The
right side shows the Worsey-Farin split T . Dashed lines run in the interior
of T . The blue solid lines split the faces of T .
of the cubes and their centers. Definitions of a uniform tetrahedral partition
using these vertices can be found in [17, 18]. For our purposes we choose
a slightly modified definition where we not only consider cubes, but also
cuboids whose edges have not necessarily the same length. This allows us
to use our methods on data sets which are generated by either computed
tomography or magnetic resonance tomography. These data sets commonly
sit on a cuboid grid, which may use different scales for each axis.
Definition 2.17. Given a triple H := (h1, h2, h3) ∈ R3+ of positive real
numbers, we define
















)); i, j, k ∈ Z} ⊂ R3.
We call VH the set of cube vertices, and WH the set of cube centers. Both
sets form uniform cubic grids. The union VBCC := VH ∪ WH of these two
sets is called the body-centered cubic grid with spacing H.
Note that for each i, j, k, the vertices {vi+i′,j+j′,k+k′ ; 0 ≤ i′, j′, k′ ≤ 1}
form a rectangular cuboid with center wijk (cf. Figure 2.2). Likewise, a
cuboid of the same size with center vijk is formed by the vertices {wi−i′,j−j′,k−k′ ; 0 ≤
i′, j′, k′ ≤ 1}. For the special case h1 = h2 = h3, they form a cube.
We use the following notation to address the vertices relative to each
other. A combination of letters is used to define the position of one vertex
relative to another vertex. These letters L, R, U, D, F and B are mnemonics
for the directions left, right, up, down, front and back, respectively.









Figure 2.2: A portion of the cubic grid formed by the vertices in VH is shown
on the right. On the left, the red cuboid with center wijk is shown.
Definition 2.18. Given a vertex v ∈ VBCC, with indices i, j, k. We define
vL :=
{
vi−1,j,k, v ∈ VH ,
wi−1,j,k, v ∈ WH .
vR :=
{
vi+1,j,k, v ∈ VH ,
wi+1,j,k, v ∈ WH .
vD :=
{
vi,j−1,k, v ∈ VH ,
wi,j−1,k, v ∈ WH .
vU :=
{
vi,j+1,k, v ∈ VH ,
wi,j+1,k, v ∈ WH .
vF :=
{
vi,j,k−1, v ∈ VH ,
wi,j,k−1, v ∈ WH .
vB :=
{
vi,j,k+1, v ∈ VH ,
wi,j,k+1, v ∈ WH .
vLDF :=
{
wi−1,j−1,k−1, v ∈ VH ,
vi,j,k, v ∈ WH .
vRDF :=
{
wi,j−1,k−1, v ∈ VH ,
vi+1,j,k, v ∈ WH .
vLUF :=
{
wi−1,j,k−1, v ∈ VH ,
vi,j+1,k, v ∈ WH .
vRUF :=
{
wi,j,k−1, v ∈ VH ,
vi+1,j+1,k, v ∈ WH .
vLDB :=
{
wi−1,j−1,k, v ∈ VH ,
vi,j,k+1, v ∈ WH .
vRDB :=
{
wi,j−1,k, v ∈ VH ,
vi+1,j,k+1, v ∈ WH .
vLUB :=
{
wi−1,j,k, v ∈ VH ,
vi,j+1,k+1, v ∈ WH .
vRUB :=
{
wi,j,k, v ∈ VH ,
vi+1,j+1,k+1, v ∈ WH .
These vertices are shown in figure 2.3.
We obtain a tessellation consisting of tetrahedra and octahedra by con-
necting the vertices defined in (2.17). Each v ∈ VBCC is connected to the four















Figure 2.3: The vertices relative to v defined in 2.18. Black vertices are in
the same set as v, while red vertices are in the other set.
vertices vL, vR, vF and vB. This results in a uniform rectangular tiling of each
of the equidistant planes y = jh2/2, j ∈ Z. We continue by connecting v to
the eight vertices vLDF , vRDF , vLUF , vRUF , vLDB, vRDB, vLUB and vRUB. The
result is a wireframe mesh which can be interpreted as a decomposition of
3-space into tetrahedra and octahedra. We use a similar notation to specify
these relative to a vertex.
Definition 2.19. For each vertex v ∈ VBCC, we call
OD(v) :=〈v, vD, vLDF , vRDF , vLDB, vRDB〉,
OU(v) :=〈v, vU , vLUF , vRUF , vLUB, vRUB〉.
the octahedra originating at v. Similar to the definition of tetrahedra, the
angle brackets denote the convex hull of the enclosed vertices.
Connecting its first two vertices subdivides each tetrahedron into four
tetrahedra. The resulting tetrahedral partition is the basis for all methods
developed in this thesis.
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Definition 2.20. For each vertex v ∈ VBCC, we call
TLD(v) := 〈v, vL, vLDF , vLDB〉, TLU(v) := 〈v, vL, vLUF , vLUB〉,
TLF (v) := 〈v, vL, vLDF , vLUF 〉, TLB(v) := 〈v, vL, vLDB, vLUB〉,
TRD(v) := 〈v, vR, vRDF , vRDB〉, TRU(v) := 〈v, vR, vRUF , vRUB〉,
TRF (v) := 〈v, vR, vRDF , vRUF 〉, TRB(v) := 〈v, vR, vRDB, vRUB〉,
TDL(v) := 〈v, vD, vLDF , vLDB〉, TDR(v) := 〈v, vD, vRDF , vRDB〉,
TDF (v) := 〈v, vD, vLDF , vRDF 〉, TDB(v) := 〈v, vD, vLDB, vRDB〉,
TUL(v) := 〈v, vU , vLUF , vLUB〉, TUR(v) := 〈v, vU , vRUF , vRUB〉,
TUF (v) := 〈v, vU , vLUF , vRUF 〉, TUB(v) := 〈v, vU , vLUB, vRUB〉,
TFL(v) := 〈v, vF , vLDF , vLUF 〉, TFR(v) := 〈v, vF , vRDF , vRUF 〉,
TFD(v) := 〈v, vF , vLDF , vRDF 〉, TFU(v) := 〈v, vF , vLUF , vRUF 〉,
TBL(v) := 〈v, vB, vLDB, vLUB〉, TBR(v) := 〈v, vB, vRDB, vRUB〉,
TBD(v) := 〈v, vB, vLDB, vRDB〉, TBU(v) := 〈v, vB, vLUB, vRUB〉.
the tetrahedra originating at v. We denote the union of the tetrahedra orig-





the BCC partition with spacing H.
For each pair of index letters, there are two distinct tetrahedra with these
letters. The tetrahedra TDL(v) and TLD(v), for example, do not define the
same tetrahedron.
Remark 2.21. Two of the vertices of each tetrahedron T in the resulting
tetrahedral partition are in the set VH , while the other two vertices are in
WH . Hence, of the six edges of T , one connects vertices in VH , one connects
vertices in WH , while the remaining four share one vertex each of VH and
WH . These four edges have the same length, which is half the length of the
space diagonal of a cuboid. This results in three different types of tetrahedra,
identified by the lengths of their edges. They are shown in figure 2.4.
Our next lemma concerns the mesh size of the BCC partition, which is
closely related to the spacing parameters.
Lemma 2.22. Let ∆BCC be the BCC partition with spacing H := (h1, h2, h3).
Then
|∆BCC | = max
i=1,2,3
hi.













Figure 2.4: The three different types of tetrahedra of ∆BCC . They gray edges







Proof. Let Q := [vijk, vi+1,j,k] × [vijk, vi,j+1,k] × [vijk, vi,j,k+1] The length of






3. Looking at the
edges ei of a tetrahedron T ∈ ∆BCC and remark 2.21, we see that |ei| ∈





















Thus, |∆BCC | = maxi=1,2,3 hi.
The shape and the angles of the tetrahedra of ∆BCC are determined by the
ratio of the smallest and largest spacing parameters. Our following lemma
estimates the lengths of the edges of ∆BCC in terms of that ratio.
Lemma 2.23. Let ∆BCC be the BCC partition with spacing H := (h1, h2, h3),




the shape parameter of ∆BCC. For any T ∈ ∆BCC,






Proof. Fix T ∈ ∆BCC . By the construction of ∆BCC , one of the edges of T
connects two vertices v0, v1 ∈ VH , and the opposite edge of T connects two
vertices v2, v3 ∈ WH . Let e1 := 〈v0, v1〉 and e2 := 〈v2, v3〉 be these edges.
(i). By lemma 2.22, |∆BCC | = hmax. Thus, KH |∆BCC | = hmin. Since
|e1|, |e2| ∈ {h1, h2, h3}, the first inequality follows. The second inequality of
(i) follows from the definition of the mesh size.
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(ii). We calculate the inradius of T . Suppose T is a tetrahedron with edge
lengths |e1| = h1, |e2| = h2, as depicted in figure 2.5 on the left. Due to the
symmetry of the partition, the incenter vρ is located on the line connecting
the midpoints of e1 and e2 which we call u1 and u2, respectively. The line
segment 〈u1, u2〉 is perpendicular to both edges e1 and e2 and has the length
h3
2
. Let w1 and w2 be the point of intersection of the insphere with the faces
〈v1, v2, v3〉 and 〈v0, v1, v2〉, respectively. The points v0, v1, u1, u2, w1 and vρ
are coplanar and sit on a isosceles triangle with vertices v0, v1, u2. The edges














Likewise, the points v2, v3, u1, u2, w2 and vρ are coplanar and sit on a isosceles














Both triangles are shown in figure 2.5.
The triangles 〈u2, vρ, w1〉 and 〈u2, v0, u1〉 are similar, and we use the in-







The triangles 〈vρ, w2, u1〉 and 〈v3, u2, u1〉 are also similar. Note that ‖u1, vρ‖2 =
h3
2








































































Figure 2.5: Calculation of the inradius. Due to the symmetry of the tetra-
hedra, the incenter is located on the line connecting the midpoints of two
opposite edges.
Then we estimate

































The proof is analogous for the other types of tetrahedra.
Our following lemma shows how the distance between two vertices of the
BCC partition can be expressed in terms of vertex stars.
Lemma 2.24. Let v, w ∈ VBCC with w = v + (xh1, yh2, zh3). Then
w ∈ starN(v),
where
N := |x|+ |y|+ |z| −min{|x|, |y|, |z|}.
Proof. We show that there exists a sequence of N edges that connect v to
w. Note that x, y and z are multiples of 1
2
, since both v and w are vertices
of ∆BCC . Thus, there exist integers i, j, k with i = 2x, j = 2y and k = 2z.
SinceWH = VH + (h1, h2, h3)/2, i, j and k are either all even, or all odd. Let
r := min{|x|, |y|, |z|}. Then 2r is also an integer and has the same parity as
i, j and k, and the numbers |i| − 2r, |j| − 2r and |k| − 2r are even. It follows

















(ex + ey + ez).
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Then if u is a vertex of ∆BCC , so are u + ex, u + ey, u + ez and u + es. Let
v0 := v and
v` :=

v`−1 + ex, 0 < ` ≤ |x| − r,
v`−1 + ey, |x| − r < ` ≤ |x| − r + |y| − r,
v`−1 + ez, |x| − r + |y| − r < ` ≤ |x| − r + |y| − r + |z| − r,
v`−1 + es, ` > |x| − r + |y| − r + |z| − r.
But then, since
N = |x|+ |y|+ |z| − r = (|x| − r) + (|y| − r) + (|z| − r) + 2r,
vN = v + (|x| − r)ex + (|y| − r)ey + (|z| − r)ez + 2res
= v + |x|ex + |y|ey + |z|ez + 2res − r(ex + ey + ez)
= v + (xh1, yh2, zh3) = w,
and it follows that there exists a sequence of N edges e` := 〈v`−1, v`〉, ` =
1, . . . , N , that connect v to w.
The following corollary shows how this result can be applied to tetrahedra.
Corollary 2.25. Let T := 〈v0, v1, v2, v3〉 ∈ ∆BCC be a tetrahedron and w ∈
VBCC a vertex of the BCC partition. For m = 0, . . . , 3, let Nm be the number
from lemma 2.24 such that w ∈ starNm(vm). Then






The splines considered in this thesis are trivariate piecewise polynomial func-
tions defined on tetrahedral partitions. We begin this section with some
general results about polynomial approximation, before we introduce the
Bernstein basis for trivariate polynomials.




xiyjzk; i, j, k ∈ N0, 0 ≤ i+ j + k ≤ d
}
.
The dimension of that space is well-known.
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Polynomials are an important tool in the field of approximation theory.
There exist a number of results on the approximation power of polynomials.
We will use a few of these results to provide error bounds for the splines
constructed in this thesis.
The following result is the multivariate equivalent of the well-known
Markov inequality. It has been formulated and proven in [26] and [87]. We
use the specialized version of the inequality for the maximum norm on a
tetrahedron that can be found in [46] (Theorem 15.28).
Theorem 2.28. Let T be a non-degenerate tetrahedron and p ∈ Pd a poly-






where ρT is the inradius of T .
Another important result concerns the approximation power of polyno-
mials, using the multivariate Taylor polynomial.
Theorem 2.29 (Theorem 15.32 in [46]). Let Ω ⊆ R3 be convex and compact
and fix d ∈ N0. Then for each f ∈ Cd+1(Ω) there exists a polynomial pf ∈ Pd,
such that
‖Dα(f − pf )‖Ω ≤ K|Ω|d+1−|α||f |d+1,Ω, 0 ≤ |α| ≤ d, (2.2)
where K is a positive constant depending only on d. This polynomial is called







with u being the center of the largest ball B such that B ⊆ Ω.
The inequality (2.2) also holds for non-convex domains Ω with a Lipschitz
smooth boundary. In these cases, we use a theorem by Stein (see [84], p.181)
to extend Dα(f −pf ) to Conv(Ω). The constant K then also depends on the
Lipschitz constant of the boundary of Ω.
We will now introduce an alternative basis for the space of trivariate poly-
nomials, which is far more suitable than the monomial basis when working
with splines on tetrahedral partitions. This basis uses the Bernstein basis
polynomials, which were introduced for the univariate case in 1912 by S.
Bernstein, when he used them for an elegant proof of the Weierstrass theo-
rem in [8]. French engineer P. Bézier used this basis in the early 1960's to
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represent curves in CAGD. Some details on his work can be found in [37],
while [9] is a translation of his book from French. The generalization to the
trivariate setting has been extensively studied in the literature, see [36, 37, 39]
for details. The properties of the B-form and related theorems given in this
section can be found in [13, 39, 40, 46, 47].
The fundamental building blocks of the Bernstein basis polynomials are
certain linear polynomials which are symmetric to a tetrahedron T . The
earliest reference to these barycentric coordinates we have found is in [56].
Definition 2.30. Let T := 〈v0, v1, v2, v3〉 be some non-degenerate tetrahe-
dron. The unique linear polynomials ϕTm : R





v v1 v2 v3




v0 v1 v2 v3
1 1 1 1
) , ϕT1 (v) := det
(
v0 v v2 v3




v0 v1 v2 v3





v0 v1 v v3




v0 v1 v2 v3
1 1 1 1
) , ϕT3 (v) := det
(
v0 v1 v2 v




v0 v1 v2 v3
1 1 1 1
) ,
are the barycentric coordinates relative to T . Note that the barycentric
coordinates are well-defined, since the determinant in the denominator is









is called the barycentric coordinates of v rela-
tive to T .
It often will be clear from context which tetrahedron we are referring to.
In those cases we sometimes write ϕm instead of ϕTm.
We now state some properties of the barycentric coordinates.
Lemma 2.31. Let T := 〈v0, v1, v2, v3〉 be some non-degenerate tetrahedron
and ϕi, i = 0, . . . , 3, the barycentric coordinates relative to T .
(i) For i, j ∈ {0, . . . , 3},
ϕi(vj) = δij. (2.3)
(ii) (Partition of unity)
3∑
m=0
ϕm(v) = 1 (2.4)
for all v ∈ R3.
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(iii) (Non-negativity on T )
For m = 0, . . . , 3 and v ∈ T ,
ϕm(v) ≥ 0. (2.5)
Moreover, the barycentric coordinates of v are simultaneously non-
negative if and only if v ∈ T :
ϕm(v) ≥ 0 for all m = 0, . . . , 3 ⇔ v ∈ T.
(iv) (Reproduction of the identity)





Proof. Part (i) follows immediately from the definition. If i = j, the determi-
nants in the numerator and denominator are equal, and if i 6= j, the matrix
in the numerator is singular.
To show that (ii) and (iv) hold, we consider the linear system(
v0 v1 v2 v3








The matrix is nonsingular, and the solution is φ =
(
ϕ0(v), ϕ1(v), ϕ2(v), ϕ3(v)
)
by Cramer's rule.
The functions ϕm are linear polynomials. It follows from (i) that ϕm(v) = 0
for all v ∈ pim, where pim is the plane containing the face of T which lies oppo-
site of vm. This plane divides R3 into two regions, pi+m := {v ∈ R3; ϕm(v) ≥
0} and pi−m := {v ∈ R3; ϕm(v) ≥ 0}. Since ϕm(vm) = 1, T ⊂ pi+m. Thus
T = ∩3m=0pi+m, and (iii) follows.
Our following lemma reveals the relationship between the barycentric
coordinates relative to two neighboring tetrahedra.
Lemma 2.32. Let T := 〈v0, v1, v2, v3〉 and T˜ := 〈v0, v1, v2, v˜3〉 be two non-
degenerate tetrahedra that share a common face, and let v be some point in
3-space. Let ψi := ϕ
T
i (v˜3) and ϕi := ϕ
T
i (v), i = 0, . . . , 3, be the barycentric
coordinates of v˜3 and v relative to T , respectively. Then the barycentric
coordinates of v relative to T˜ are
ϕT˜i (v) = ϕi − ψi
ϕ3
ψ3
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Proof. Since T˜ is non-degenerate, v˜3 is not in the plane passing through
v0, v1, v2. Thus, ψ3 6= 0. Using (2.6), we get
v = ϕ0v0 +ϕ1v1 +ϕ2v2 +ϕ3v3 and v˜3 = ψ0v0 +ψ1v1 +ψ2v2 +ψ3v3. (2.7)
Let ϕ˜i, i = 0, . . . , 3, be the barycentric coordinates of v relative to T˜ . Then
v = ϕ˜0v0 + ϕ˜1v1 + ϕ˜2v2 + ϕ˜3v˜3.
We substitute v and v˜3 in the equation above with (2.7).
ϕ0v0+ϕ1v1+ϕ2v2+ϕ3v3 = ϕ˜0v0+ϕ˜1v1+ϕ˜2v2+ϕ˜3(ψ0v0+ψ1v1+ψ2v2+ψ3v3).
Collecting the terms yields
0 = (ϕ˜0+ϕ˜3ψ0−ϕ0)v0+(ϕ˜1+ϕ˜3ψ1−ϕ1)v1+(ϕ˜2+ϕ˜3ψ2−ϕ2)v2+(ϕ˜3ψ3−ϕ3)v3.
Since T is non-degenerate, the coefficients of the vertices must be zero, and
solving for ϕ˜i concludes the proof.
The barycentric coordinates are the fundamental building blocks of the
well-known Bernstein basis polynomials. These polynomials form an alter-
native basis of Pd, which is highly suitable for the representation of piecewise
polynomials defined on tetrahedra. Bernstein basis polynomials are defined
relative to some tetrahedron T .
Definition 2.33. Let T := 〈v0, v1, v2, v3〉 be some non-degenerate tetrahedron
and d ∈ N0. For all non-negative integers i, j, k, l with i+ j + k + l = d, the










3(v), v ∈ R3,
where ϕm, m = 0, . . . , 3, are the barycentric coordinates relative to T . For
simplicity's sake, we define 00 := 1 in this context.
If at least one of the indices i, j, k, l is negative, we define Bijkl :≡ 0.

















When dealing with Bernstein basis polynomials, it often is clear which tetra-
hedron we are referring to. In those cases we may omit the superscript T ,
writing Bijkl instead of BTijkl.
The following theorem states that the Bernstein basis polynomials form
a basis of the space of trivariate polynomials.
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Theorem 2.34 (Theorem 15.8 in [46]). Let T be some non-degenerate tetra-
hedron and d ∈ N0, then
Pd = span
{
BTijkl; i+ j + k + l = d
}
.
We give some important properties of the Bernstein basis polynomials.
Some of those properties are inherited from the barycentric coordinates.
Lemma 2.35. Let T := 〈v0, v1, v2, v3〉 be some non-degenerate tetrahedron,
Bijkl, i + j + k + l = d ∈ N0, the Bernstein basis polynomials of degree d
relative to T , and ϕm, m = 0, . . . , 3, the barycentric coordinates relative to
T .
(i) (Recursion formula)
The Bernstein basis polynomials comply with the recursion
Bijkl :≡

0, i < 0, j < 0, k < 0 or l < 0,
1, i = j = k = l = 0,
ϕ0Bi−1,j,k,l + ϕ1Bi,j−1,k,l
+ϕ2Bi,j,k−1,l + ϕ3Bi,j,k,l−1 otherwise.
(ii) (Partition of unity)
For all d ∈ N0 and v ∈ R3,∑
i+j+k+l=d
Bijkl(v) = 1, (2.8)
(iii) (Non-negativity on T )
Bijkl(v) ≥ 0 for all i+ j + k + l = d ⇔ v ∈ T. (2.9)
(iv) (Symmetry)
The Bernstein basis polynomials relative to T are symmetric in the
following sense. For all v ∈ R3, Then
Bijkl(v) = Bjikl(v˜), i+ j + k + l = d,
with v˜ := ϕ1(v)v0 + ϕ0(v)v1 + ϕ2(v)v2 + ϕ3(v)v3. This follows im-
mediately from the definition of the Bernstein basis polynomials. The
Bernstein basis polynomials exhibit other symmetries analogously.
Proof. The recursion formula in (i) follows immediately from the definition
of the Bernstein basis polynomials.
To show that (ii) holds, we use the binomial expansion and (2.4) to obtain
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Part (iii) is an immediate consequence of 2.31 (iii), and (iv) again follows
from the definition of the Bernstein basis polynomials.
In view of theorem 2.34 it is clear that every trivariate polynomial of
total degree d can be written as a linear combination of the Bernstein basis
polynomials of degree d relative to some non-degenerate tetrahedron T . This
representation of polynomials is known as the B-form to recognize the works
of both Bernstein and Bézier (see [13]). Polynomials in B-form are also known
as Bernstein polynomials in the literature.






is called the B-form (relative to T ) of p. The coefficients cijkl are called the
B-coefficients of p.
Remark 2.37. Note that most Bernstein basis polynomials associated with
a tetrahedron T vanish on the planes containing the faces of T . For example,
let F := 〈v0, v1, v2〉 and PF the plane containing F , then the barycentric coor-
dinate ϕ3 relative to T is zero for each v ∈ PF . It follows from definition 2.33
that
Bijkl(v) = 0 for all v ∈ PF and l 6= 0,
since in these cases ϕl3(v) = 0. Thus, the B-form of p restricted to this plane








which essentially is a bivariate polynomial.
Similarly, p becomes a univariate polynomial when restricted to a line
containing one of the edges of T .
Associated with the B-coefficient are certain equally spaced points on T .














v3, i+ j + k + l = d
are called the domain points of degree d relative to T . We denote the set of
domain points relative to T by
Dd(T ) := {ξijkl; i+ j + k + l = d} .
Certain subsets of the domain points are frequently used. We denote













Figure 2.6: The domain points of degree 4 are shown in the upper left. In
the upper right, the C2 ball around v2 (DT2 (v2)) is shown. The figures in the
lower left and lower right show the C2 shell around v3 (RT2 (v3)) and the C
1
tube around the edge 〈v2, v3〉 (tT1 (〈v2, v3〉)), respectively.
• the ball of radius r around v0 by
DTr (v0) :=
{
ξTijkl; i ≥ d− r
}
.
• the shell of radius r around v0 by
RTr (v0) :=
{
ξTijkl; i = d− r
}
.
• the tube of radius r around the edge e := 〈v0, v1〉 by
tTr (e) :=
{
ξTijkl; i+ j = d− r
}
.
For the other vertices and edges, as use the analogous definitions.
Figure 2.6 shows the domain points of degree 4 and various subsets
thereof.
Note that for each B-coefficient cijkl of a trivariate polynomial p in B-form
relative to T , there exists a domain point ξijkl ∈ Dd(T ). Let ξ = ξijkl, then
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we call cξ := cijkl the associated B-coefficient and Bξ := Bijkl the associated





for (2.10). The four-dimensional vector consisting of the coordinates of a
domain point and the associated B-coefficient is called a control point of p.
The following theorem shows that the graph of p runs inside the convex hull
of its control points.
Theorem 2.39. Let p :≡ ∑ξ∈Dd(T ) cξBξ be the B-form of a trivariate poly-















cξ ≤ p(v) ≤ max
ξ∈Dd(T )
cξ.
Proof. First we show that ∑
i+j+k+l=d
ξijklBijkl(v) = v. (2.11)
By 2.31 (iv) and 2.35 (ii),
v =
(




We expand the sum and use the definition of the Bernstein basis polynomials,
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This is a convex combination, since by 2.35 (ii) and (iii), 0 ≤ Bijkl(v) ≤ 1.
This concludes the proof.
The B-form of a polynomial relative to a tetrahedron T depends on the
order in which the vertices of T are given, since each of the indices is associ-
ated with a barycentric coordinate, which in turn is associated with a vertex.
Our following lemma shows how to obtain the B-form of a polynomial relative
to a tetrahedron whose vertices have been rearranged.
Lemma 2.40. Let T := 〈v0, v1, v2, v3〉 be a non-degenerate tetrahedron and














is the B-form of p relative to T˜ , with τ = σ−1. Moreover, the relationship
between the barycentric coordinates relative to T and T˜ is
ϕT˜m = ϕ
T
σ(m), m = 0, . . . , 3.
Proof. The indices of the B-coefficients correspond to the indices of their
associated domain points. We establish the relationship between domain
points relative to T and domain points relative to T˜ . Let v˜m := vσ(m),






















A polynomial of degree d can be written as a polynomial of higher degree.
The following lemma shows how the B-coefficients of the new representation
are calculated.
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Lemma 2.41 (Theorem 15.37 in [46]). Let p ∈ Pd be a polynomial of degree
d in B-form relative to some non-degenerate tetrahedron T , and let cijkl,
i + j + k + l = d be the B-coefficients of p. Then the B-form of p as a






(ici−1,j,k,l + jci,j−1,k,l + kci,j,k−1,l + lci,j,k,l−1)Bijkl,
where the B-coefficients with negative indices are zero.
This lemma can be used repeatedly to raise p to any degree.
The following theorem shows that the B-form is stable.
Theorem 2.42 (Theorem 15.9 in [46]). Let p be a polynomial of degree d
in B-form relative to a non-degenerate tetrahedron T with B-coefficients cξ.





|cξ| ≤ ‖p‖T ≤ max
ξ∈Dd(T )
|cξ|. (2.12)
The Russian mathematician S. Bernstein introduced the following oper-
ator in 1912 and famously used it for a constructive proof of the Weierstrass
theorem (see [8]).
Definition 2.43. Let T be a non-degenerate tetrahedron and Bξ the Bern-
stein basis polynomials relative to T . For continuous function f ∈ C(T ), the





We will use the following result on the approximation properties of the
Bernstein operator:
Theorem 2.44. Suppose f ∈ C2(T ), then
‖f − Bdf‖T ≤ 1
d
|T |2|f |2,T .
Proof. We closely follow the proof of theorem 2.45 in [46], where the bivariate








Let uijkl := ξijkl − v. By Taylor's theorem, there exists an hijkl ∈ [0, 1] such
that





v + hijkl(ξijkl − v)
)
.













v + hijkl(ξijkl − v)
)
Bijkl(v).
Let v := (x, y, z) and vm := (xm, ym, zm). Then
Dijklf(v) = (ξ
x
ijkl − x)Dxf(v) + (ξyijkl − y)Dyf(v) + (ξzijkl − z)Dzf(v),





























It follows from (2.11) that these sums vanish. We now estimate∣∣D2uijklf(v + hijkl(ξijkl − v))∣∣ ≤ 2‖v − ξijkl‖22|f |2,T .
Combining the above yields
|f(v)− Bdf(v)| ≤ |f |2,T
∑
i+j+k+l=d
‖v − ξijkl‖22Bijkl(v). (2.13)




















due to 2.35 (ii). A similar calculation leads to∑
i+j+k+l=d
i2Bijkl(v) = d(d− 1)ϕ20(v) + dϕ0(v),
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ϕ0(v)(x0 − x)2 + . . .+ ϕ3(v)(x3 − x)2
)
,









(x0 − x)2 + (y0 − y)2 + (z0 − z)2
)
+ . . .+ ϕ3(v)
(











This completes the proof.
We also present a result on the relationship between p and its B-coefficients.
Theorem 2.45. Let p be a polynomial of degree d in B-form relative to
a non-degenerate tetrahedron T with B-coefficients cξ. Then there exists a
constant K depending only on d such that
max
ξ∈Dd(T )
|cξ − p(ξ)| ≤ K|p|2,T |T |2. (2.14)
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By (2.12), there exists a constant depending only on d such that
max
ξ∈Dd(T )






Bξ‖T = K ‖p− Bdp‖T .
Then (2.14) follows from theorem 2.44.
The following algorithm provides an efficient way to compute the values
of a polynomial in B-form. The univariate and bivariate versions of this
algorithm have been developed by French engineer Paul de Casteljau in 1959
and 1963, respectively (cf. [19, 20]). A trivariate versions of this algorithm
can be found in [39].
In addition to calculating the values of a polynomial, the intermediate
values generated by the algorithm can be used for a number of other tasks,
such as determine the representation of the polynomial relative to a different
tetrahedron or calculating derivatives of the polynomial.
Algorithm 2.46 (de Casteljau). Let T := 〈v0, v1, v2, v3〉 be a non-degenerate






be a polynomial of degree d in B-form relative to T , and fix v ∈ R3.
1) For i+ j + k + l = d, set c[0]ijkl := cijkl.
2) For m = 1, . . . , d, do:












The real numbers c[m]ijkl are called the de Casteljau coefficients of p(v).
Theorem 2.47 (Theorem 15.10 in [46]). Given a polynomial p of degree d







for all m = 0, . . . , d. In particular, p(v) = c
[d]
0000. Moreover, the de Casteljau






ci+i0,j+j0,k+k0,l+l0Bi0,j0,k0,l0(v), i+ j + k + l = d−m.
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Note that the Bijkl in the theorem above are the Bernstein basis polyno-
mials of degree d−m relative to T .





a polynomial of degree d in B-form relative to T . Then
• p(v0) = cd,0,0,0,
• p(v1) = c0,d,0,0,
• p(v2) = c0,0,d,0,
• p(v3) = c0,0,0,d.
Proof. The barycentric coordinates of v0 relative to T are (1, 0, 0, 0). Follow-










Analogous calculations for the other cases conclude the proof.
The intermediate values produced by the algorithm are the B-coefficients
of the B-form relative to the subtetrahedra.
Theorem 2.49 (Theorem 15.36 in [46]). Given a polynomial p in B-form































where T0 := 〈v, v1, v2, v3〉, T1 := 〈v0, v, v2, v3〉, T2 := 〈v0, v1, v, v3〉 and T3 :=
〈v0, v1, v2, v〉. Then for each m = 0, . . . , 3, where Tm is non-degenerate,
p ≡ pm.
This means that the de Casteljau coefficients can be interpreted as the
B-coefficients of the B-form of p relative to certain tetrahedra which share
a face with T . Notice that the vertex v may sit in the interior of T . In
this case, the resulting subtetrahedra form an Alfeld split of the original
tetrahedron, and the polynomials p0, . . . , p3 are the B-form of p relative to
these subtetrahedra.
With theorem 2.49, the B-form of p relative to an arbitrary tetrahedron
can be calculated.
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Corollary 2.50. Let T := 〈v0, v1, v2, v3〉 and T˜ := 〈v˜0, v˜1, v˜2, v˜3〉 be non-
degenerate tetrahedra, and p a polynomial in B-form relative to T . Then
the B-form of p relative to T˜ can be computed by applying de Casteljau's
algorithm at most four times.
The de Casteljau algorithm can be modified to calculate directional deriva-
tives of polynomials in B-form.
Algorithm 2.51 (de Casteljau for directional derivatives). Let T := 〈v0, v1, v2, v3〉
be a non-degenerate tetrahedron and ϕm, m = 0, . . . , 3, the barycentric coor-
dinates relative to T . Let c[m]ijkl, m = 0, . . . , d, be the de Casteljau coefficients
of p(v) and u1, . . . , ur non-trivial vectors.
1) For i+ j + k + l = d− r, set cˆ[0]ijkl := c[d−r]ijkl .
2) For m = 1, . . . , r:
2.1) For i = 0, . . . , 3, set ψi(um) := ϕi(um)− ϕi(0).












We call the real numbers cˆ[m]ijkl the de Casteljau coefficients of Du1 · · ·Durp(v).
Thus, the calculation of a directional derivative Dαp(v) involves d − |α|
steps of the de Casteljau algorithm 2.46, followed by |α| steps of the modified
de Casteljau algorithm above.
Theorem 2.52 (Theorem 15.14 in [46]). Given a polynomial p in B-form,
v ∈ R3, and u1, . . . , ur non-trivial vectors. Let cˆ[m]ijkl be the de Casteljau
coefficients of Du1 · · ·Durp(v) produced by algorithm 2.51. Then





One of the advantages of the B-form is the simple description of condi-
tions for the differentiability of two polynomial pieces defined on neighboring
tetrahedra. These conditions are given as relations between the B-coefficient
of the two polynomials. For the C1 case, these conditions have been formu-
lated in [2]. The Cr conditions can be found in [13, 37, 47].
The following theorem is central to the theory of splines in B-form.
Theorem 2.53 (Theorem 15.31 in [46]). Let T := 〈v0, v1, v2, v3〉 and T˜ :=
〈v0, v1, v2, v˜3〉 be two non-degenerate neighboring tetrahedra with the common


















Figure 2.7: Visualization of the smoothness conditions between two poly-
nomials defined on neighboring tetrahedra. For a C1-condition (red), four
B-coefficients in the left tetrahedron determine one B-coefficient in the right
tetrahedron. For a C2-condition (blue), six B-coefficients in the left tetrahe-
dron determine one B-coefficient in the right tetrahedron.
be two polynomials of degree d in B-form relative to T and T˜ , respectively.
Let f ∈ C−1({T, T˜}) be defined by
f(v) :=
{
p(v), v ∈ T,
p˜(v) otherwise.







(v˜3), for all i+ j+k = d−ρ.
(2.15)
The equations 2.15 are called Cr smoothness conditions. In particular,
the theorem says that two polynomial pieces are joined continuously at the
common face F if and only if their B-coefficients associated with F match:
cT˜ijk0 = c
T
ijk0 for all i+ j + k = d. (2.16)


















for all i + j + k = d − 1. The convex hull of the domain points associated
with the B-coefficients in the sum of (2.15) form a smaller version of the
tetrahedron T . Figure 2.7 shows which B-coefficients are relevant for a typical
C1 and C2-condition between cubic polynomials.
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The smoothness conditions are simplified when v˜3 sits in a plane contain-
ing one of the faces of T . Similarly to the situation discussed in remark 2.37,
p and p˜ degenerate to bivariate polynomials when restricted to this plane,
and thus the smoothness conditions also degenerate to bivariate smoothness
conditions. Moreover, they degenerate to univariate smoothness conditions
when v˜3 and two of the vertices of T are collinear.
2.4 Trivariate splines on tetrahedral partitions
Piecewise polynomials defined on tetrahedral partitions have been studied in
the finite-element literature without using Bernstein-Bézier methods (see [15,
86] and references therein). Two of the first methods to use the B-form for this
purpose were developed by Alfeld [2] and Worsey and Farin [89], who studied
certain macro-element spaces to solve Hermite interpolation problems.
Definition 2.54. Let ∆ be a tetrahedral partition of a simply connected re-
gion Ω ⊆ R3. Given two integers d ∈ N0 and 0 ≤ r ≤ d, the space of
continuous trivariate polynomial splines of degree d and smoothness r over
∆ is defined by
Srd(∆) :=
{
s ∈ Cr(∆); s|T ∈ Pd for all T ∈ ∆
}
.
Spline spaced can be characterized by the Cρ smoothness conditions,
ρ = 0, . . . , r, in theorem 2.53, as the following theorem shows.
Theorem 2.55. Let ∆ be a tetrahedral partition of a polygonally bounded
domain Ω ∈ R3, S := Srd(∆) a trivariate spline space over ∆, and s ∈
S−1(∆). Then s ∈ S if and only if for every pair T := 〈v0, v1, v2, v3〉,
T˜ := 〈v0, v1, v2, v˜3〉 of neighboring tetrahedra in ∆, (2.15) is satisfied for
ρ = 0, . . . , r.
Proof. This follows immediately from the definition of the spline space, and
from theorem 2.53.
Often certain subspaces of Srd(∆) are used, where the order of smoothness
is increased at the vertices, edges and faces of the underlying partition.
Definition 2.56. Let ∆, r, d be defined as in 2.54. Let V and E denote the




s ∈ Srd(∆); s ∈ Cµ(v) for all v ∈ V,
s ∈ Cν(e) for all e ∈ E}
is called the superspline space of degree d and smoothness (r, µ, ν).
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By s ∈ Cµ(v) we indicate that the partial derivatives of all polynomial
pieces of s meeting at the vertex v match up to the order µ. Likewise,
s ∈ Cν(e) means that all polynomial pieces defined on tetrahedra sharing
the edge e have matching partial derivatives up to the order ν.
Superspline spaces can also be characterized by smoothness conditions.
Theorem 2.57. Let ∆ be a tetrahedral partition of a polygonally bounded
domain Ω ∈ R3, S ⊆ S0d(∆) a trivariate spline space over ∆, and s ∈
S−1d (∆).
(i) Let v be a vertex of ∆ and 0 ≤ r ≤ d. Then s ∈ Cr(v) if and only
if for every pair T := 〈v, v1, v2, v3〉, T˜ := 〈v, v1, v2, v˜3〉 of neighboring









is satisfied for all i+ j + k = d− ρ with i ≥ r.
(ii) Let e := 〈v0, v1〉 be an edge of ∆ and r ≤ 0. Then s ∈ Cr(e) if and only
if for every pair T := 〈v0, v1, v2, v3〉, T˜ := 〈v1, v1, v2, v˜3〉 of neighboring









is satisfied for all i+ j + k = d− ρ with i+ j ≥ r.
Notice that the domain points associated with the B-coefficients in 2.57,
(i) and (ii), are those in the balls DTr (v), D
T˜






Proof. We follow the proof of lemma 5.9 in [46]. The B-coefficients of s





. Then s ∈ Cr(v) only if sv reduces to a polynomial, in




. Then (i) follows from theorem 2.55. Likewise,
for the edge e := 〈u1, u2〉, the B-coefficients of s associated with the tube










follows from theorem 2.55.
We extend definition 2.38 to spline spaces.
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Definition 2.58. For a spline space S ⊆ S0d(∆) defined over a tetrahedral





Let V and E be the sets of vertices and edges of ∆, respectively. For 0 ≤
















the tube with radius m around e.
A space of continuous splines can be parametrized by the union of the
B-coefficients of all polynomial pieces. It follows from (2.16) that for any
two such polynomials defined relative to neighboring tetrahedra, the B-
coefficients associated with domain points on the common face match, and
thus only one parameter is needed to define both coefficients. Hence, the
total number of domain points is an upper bound for the dimension of any
continuous spline space.
Lemma 2.59. Let S ⊆ S0d(∆) be a spline space, then
dimS ≤ #Dd(∆).
For S = S0d(∆), the numbers are equal.
Proof. By theorem 2.53, s ∈ S0d(∆) if and only if those B-coefficients of
neighboring polynomial pieces which are associated with the common face
match. Hence, fixing such a B-coefficient determines all B-coefficients associ-
ated with the respective domain point. Therefore, the number of independent
B-coefficients is equal to the number of distinct domain points.
The next corollary shows how the smoothness conditions in theorem 2.57
can be used to determine B-coefficients associated with balls and tubes. This
is an integral part of many Lagrange interpolation methods.
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Corollary 2.60. Let ∆ be a tetrahedral partition and S := Sr,µ,νd (∆) a
trivariate spline space over ∆. Let T be a tetrahedron of ∆, and v and e
a vertex and an edge of T , respectively. Suppose the B-coefficients associated
with DTµ (v) of a spline s ∈ S are known. Then the B-coefficients asso-
ciated with Dµ(v) are uniquely determined by smoothness conditions from
theorem 2.57 (i). Likewise, if the B-coefficients associated with tTν (e) are
known, then the B-coefficients associated with tν(e) are uniquely determined
by smoothness conditions from theorem 2.57 (ii).
The B-coefficients associated with the ball Dµ(v) are determined by first
applying the smoothness conditions to determine the B-coefficients associated
with DT˜ (v) for all neighbors T˜ of T . This process is repeated for all T˜ to
determine B-coefficients of their neighbors, and so on. The process for the
B-coefficients associated with the tube tν(e) is similar.
An important tool in the study of spline spaces is theminimal determining
set. This is a subset of the domain points such that fixing the B-coefficients
associated with the set determines all other B-coefficients as well.
Definition 2.61. Let S ⊆ Srd(∆) be a spline space. Let Γ ⊆ Dd(∆) be a
subset of the domain points of degree d. Γ is called a determining set for S,
if
cη = 0 for all η ∈ Γ ⇒ s ≡ 0.
A determining set is called minimal if no determining set with fewer elements
exists. It is called consistent, if by fixing all C-coefficients associated with
Γ of a spline s, all remaining B-coefficients of s are determined, and all
smoothness conditions are satisfied.
We usually denote minimal determining sets by the letterM.
There is a relation between determining sets and the dimension of spline
spaces.
Theorem 2.62. Let Γ be a determining set for a spline space S ⊆ S0d(∆).
Then
(i) dimS ≤ #Γ.
(ii) If Γ is consistent, then #Γ = dimS.
(iii) If #Γ = dimS, then Γ is minimal.
Proof. Parts (i) and (iii) are covered by theorems 17.8 and 17.10 in [46]. To
show part (ii), we refer to the proof of theorem 5.15 therein.
We conclude this section by defining two important properties of minimal
determining sets.
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Definition 2.63. Let M be a minimal determining set for a spline space
S ⊆ Srd(∆). For domain points ξ ∈ M and η ∈ Dd(∆), we say the B-
coefficient cη of a spline s ∈ S depends on cξ, if changing the value of cξ also
changes the value of cη. For each η ∈ Dd(∆), we define
Γη := {ξ ∈M; cη depends on cξ} .
M is called local if there exists an integer ` ∈ N0 which does not depend on
∆, such that for all domain points η ∈ Dd(∆) there exists a tetrahedron Tη
containing η with
Γη ⊆ star`(Tη).
Moreover,M is called stable if there exists a constant K which depends only
on `, θ∆ and φ∆, such that for each domain point η ∈ Dd(∆),
|cη| ≤ K max
ξ∈Γη
|cξ|.
Here, θ∆ and φ∆ are the smallest face and solid angles of ∆ defined in 2.8.
Chapter 3
Quasi-interpolation using quintic
C2 splines on the BCC partition
In this chapter we investigate the problem of constructing quasi-interpolation
operators based on quintic C2-splines on the BCC partition which approx-
imate a given set of discrete data values located on a regular cuboid grid.
The space of such splines has been investigated by Strang and Fix in [85],
and it is known that the best possible approximation order of this space is
four.
There exist some quasi-interpolation methods for this spline space us-
ing box splines (see [30, 31, 38]). These methods rely on samples on the
BCC grid and the evaluation of translated basic functions to generate a re-
construction. Our methods, in contrast, give an explicit representation of
the polynomial pieces by providing formulas for each B-coefficient. Thus,
our method is similar to the bivariate operators by Sorokina and Zeilfelder
(see [80, 82]), and the trivariate operators in [60, 72, 81]. This approach
to approximation has several advantages. One does not need to determine
the dimension of the underlying spline space, which is a highly non-trivial
problem. Nor is it necessary to explicitly construct a local and stable basis,
or even a minimal determining set, to achieve a certain approximation order.
From the point of view of an application programmer, this technique has the
additional advantage that a spline can be constructed independently on each
tetrahedron of the partition from only a small portion of the data set. This
allows the application of our methods to huge data sets, as there is no need
to retain the B-coefficients associated with an individual tetrahedron, once
all computations regarding the related polynomial piece are completed. It
also means that many algorithms using these operators can be readily paral-
lelized. This was one of the main design criteria for the operators. Another
criterion was the use of only to gridded data, which is available in many
real-world applications, such as computed tomography.
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We construct three quasi-interpolation operators with different proper-
ties. The first operator satisfies a certain convexity condition, but has a less
than optimal approximation order. The second operator has the best pos-
sible approximation order for the underlying spline space. While it is more
complex than the convex operator, it can still be defined by giving a single
set of B-coefficient computation rules which is applied to all tetrahedra of the
underlying partition. The third operator interpolates all of the data values
located on the unit cube while maintaining the best possible approximation
order. To achieve this, the tetrahedra of the underlying partition are decom-
posed into four classes, and a separate set of computation rules is provided
for each class.
We begin this chapter by establishing some terminology regarding quasi-
interpolation with polynomial spline spaces. Although all definitions and
statements are given explicitly for trivariate splines, it should be noted that
most can be easily adapted to the n-variate setting.
Definition 3.1. Given a set X ⊂ R3 of discrete points, we call the space
FX := {f : X → R}
of discrete real-valued functions the sample space for the set of sample points
X. For f ∈ FX , we call f(x) the data value of the sample point x ∈ X.
Given a space S ⊆ Srd(∆) of trivariate polynomial splines of degree d and
smoothness r over a tetrahedral partition ∆, we call a linear operator
Q : FX → S,
where each B-coefficient of Q(f) is a linear combination of the data values
{f(x)}x∈X , a trivariate quasi-interpolation operator for (X,S) of degree d
and smoothness r.
When dealing with a continuous function f ∈ C(Ω), with Conv(X) ⊆ Ω,
we implicitly mean the restriction of f to X when writing Q(f).
The quasi-interpolation operators developed in this chapter are defined
by giving explicit computation rules for all B-coefficients of the spline. These
rules can be written as linear combinations of data values.
Definition 3.2. Let Q be a quasi-interpolation operator for (X,S) of degree
d and ∆ the underlying tetrahedral partition of S. Let f ∈ FX , T ∈ ∆, η ∈






is called a B-coefficient computation rule of Q for cTη . The real numbers w
T
η,x
are called weights. The set
XTη :=
{
x ∈ X; wTη,x 6= 0
}
is called the support of the rule for cTη . We denote the union of the supports





As usual, we may omit the superscript T whenever it is clear which tetra-
hedron we are referring to.
Explicitly giving a rule for each B-coefficient defines a quasi-interpolation
operator. It obviously would be highly impractical if all of these rules used
different sets of weights. Thus, for the quasi-interpolation operators in this
chapter, we take advantage of the regular nature of the BCC partition and
define the rules relative to a tetrahedron. For the first two operators, this
results in a small set of rules which can be applied to each tetrahedron of the
BCC partition. The third operator is more complex, and the tetrahedra are
decomposed into four classes, for each of which a set of rules is given.
Remark 3.3. Let η ∈ Dd(∆) and T 6= T˜ ∈ ∆ with η ∈ T ∩ T˜ . If S is a
space of continuous splines, then the rules for cTη and c
T˜
η are identical, which
means that they share the same support and use the same weights. This is
a consequence of the C0 condition (2.16). In such a case, it suffices to give
one rule for each η ∈ Dd(∆) to define a quasi-interpolation operator.
The following definition allows us to address the data values relative to a
tetrahedron.
Definition 3.4. Let T := 〈v0, v1, v2, v3〉 be some non-degenerate tetrahedron,
f ∈ FX , and x ∈ X a sample point. Let φ := (ϕ0, . . . , ϕ3) be the barycentric




:= f(ϕ0v0 + . . .+ ϕ3v3) = f(x).




(ϕT0 (x), . . . , ϕ
T
3 (x)); x ∈ Y
}
.
We may omit the superscript T when it is clear which tetrahedron we are
referring to.
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Using the definition above, the B-coefficient computation rules of a quasi-







where the cTη are the B-coefficients of Q(f)|T . Here, we write Xη instead of
XTη , since it is clear which tetrahedron the rule is associated with.
Example 3.5. The following rule defines the computation of the B-coefficient
c5000 associated with the domain point ξ5000 of some tetrahedron T . The data






+ 28(f0,1,−1,1 + f2,−1,1,−1 + f2,0,−1,0 + f1,−1,0,1 + f1,1,0,−1 + f0,0,1,0)
+ 6(f1,−1,2,−1 + f3,−1,0,−1 + f2,−2,1,0 + f2,1,−1,−1 + f2,−1,−1,1 + f2,0,1,−2
+ f1,1,−2,1 + f−1,1,0,1 + f0,2,−1,0 + f0,1,1,−1 + f0,−1,1,1 + f0,0,−1,2)
+ 3(f−1,2,0,0 + f1,−2,2,0 + f1,2,−2,0 + f1,0,2,−2 + f1,0,−2,2 + f−1,0,0,2
+ f3,0,0,−2 + f3,−2,0,0)
)
In addition to this description of B-coefficient computation rules, we pro-
vide graphical representations, where the support of each rule is shown in
a three dimensional grid, with the weights written at the associated sample
points. We call such a representation a weight mask. Figure 3.1 shows the
weight mask for the rule given in the example above. Note that only the
numerators of the weights are shown at the grid points, and the common
denominator is given separately. The tetrahedron T is shown both in the
grid, where its relative location to the sample points can be seen, and in a
bigger version on the right, where the arrangement of the vertices, and the
domain point associated with the B-coefficient are shown.
The relative notation of definition 3.4 allows us to define certain symme-
tries for B-coefficient computation rules.















of a quasi-interpolation operator Q for (X,S) are (0, 1)-symmetric to each



































Figure 3.1: Weight mask for the rule for c5000 defined in example 3.5. The
associated domain point is shown in the tetrahedron on the right.
(i) (ϕ0, ϕ1, ϕ2, ϕ3) ∈ ΦTXη ⇔ (ϕ1, ϕ0, ϕ2, ϕ3) ∈ ΦTXξ , and





The other cases of (i, j)-symmetry with i, j ∈ {0, 1, 2, 3} are defined analo-
gously, with i and j referring to the indices of the tuples in ΦTX .
Two rules that are symmetric to each other share the same set of weights.
Thus, symmetries between two B-coefficient computation rules can also be
expressed by swapping the barycentric coordinates of the sample points.
Lemma 3.7. Fix T ∈ ∆ and suppose the rules for two B-coefficients cTη and









For the other cases of symmetry, analogous statements hold.
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Using 3.6 (i) completes the proof.
We use lemma 3.7 to simplify the definition of quasi-interpolation oper-
ators. For example, in definition 3.17 (A.2), the rules for the B-coefficients
c0140, c4001 and c0041 can be derived from the rule for c4100 by using both (0, 2)-
and (1, 3)-symmetry.
The following lemma is used to prove certain reproduction properties of
the operators defined later in this chapter.
Lemma 3.8. Fix T ∈ ∆ and suppose the rules for two B-coefficients cTη and
cTξ of a quasi-interpolation operator Q are (0, 1)-symmetric to each other. Let
f and f˜ be functions such that fTϕ0,ϕ1,ϕ2,ϕ3 = f˜
T
ϕ1,ϕ0,ϕ2,ϕ3
for all (ϕ0, ϕ1, ϕ2, ϕ3) ∈








ξ are B-coefficients of Q(f)|T and Q(f˜)|T ,
respectively. Similar statements hold for the other symmetries.







and use the symmetry of the functions to complete the proof.
Note that the Bernstein basis polynomials relative to T exhibit such sym-
metries.
The next definition is motivated by the convex hull property of the B-form
and defines a concept of convexity for quasi-interpolation operators.
Definition 3.9. Let Q be a trivariate spline quasi-interpolation operator for
(X,S). Q is called convex, if for all f ∈ FX the condition
fTmin ≤ Q(f)(v) ≤ fTmax for all v ∈ T, (3.2)
holds for each T ∈ ∆, where
fTmin := min
x∈XT
f(x) and fTmax := max
x∈XT
f(x).
In other words, each polynomial piece p of a convex quasi-interpolation
operator is bounded by the least and greatest data values that were used
in the construction of p. It should be noted that fTmin and f
T
max are not
the minimum and maximum values of f|T , but the minimum and maximum
values of f that are relevant for the construction of Q(f)|T .
The convexity of a quasi-interpolation operator Q can be expressed by a
similar condition for the rules for Q.
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Lemma 3.10. Let Q be a trivariate spline quasi-interpolation operator for




wTη,xf(x), η ∈ Dd(T ), T ∈ ∆.
For each η ∈ Dd(T ), let
fη,min := min
x∈XTη
f(x) and fη,max := max
x∈XTη
f(x).
If for all f ∈ FX ,
fη,min ≤ cTη ≤ fη,max (3.3)
for each T ∈ ∆ and each η ∈ Dd(T ), then Q is convex.
Proof. Since XTη ⊆ XT , fTmin ≤ fη,min and fη,max ≤ fTmax. Let (3.3) hold for
each T ∈ ∆. Then
fTmin ≤ fη,min ≤ cTη ≤ fη,max ≤ fTmax for each η ∈ Dd(T ).
Since Q(f)|T is a polynomial in B-form, it follows from lemma 2.39 that
fTmin ≤ Q(f)|T (v) ≤ fTmax for all v ∈ T.
The next lemma shows that an operator is convex if each B-coefficient is
a convex combination of the sample values.
Lemma 3.11. Let Q be a trivariate spline quasi-interpolation operator for




wTη,xf(x), η ∈ Dd(T ) T ∈ ∆,
where wTη,x ≥ 0 for all x ∈ X and all η ∈ Dd(∆), and
∑
x∈X
wTη,x = 1 for all
η ∈ Dd(T ) and all T ∈ ∆. Then Q is convex.
Proof. We show that (3.3) holds for each η ∈ Dd(T ) and each T ∈ ∆. Fix






























The convexity of Q follows from lemma 3.10.
The following definition introduces the concepts of locality and stability,
which are known for minimal determining sets from definition 2.63, to quasi-
interpolation operators.
Definition 3.12. Let Q be a trivariate spline quasi-interpolation operator




wTη,xf(x), η ∈ Dd(T ), T ∈ ∆.
We say Q is `-local if there exists a constant ` ∈ N such that for all f ∈ FX
XT ⊂ star`(T ) for all T ∈ ∆.
The operator Q is called stable, if there exists a constant K, depending only
on ` and the smallest face and solid angles of ∆, such that for each η ∈ Dd(T )
and T ∈ ∆,
|cTη | ≤ K max
x∈XT
|f(x)|.
Most quasi-interpolation operators are designed to take advantage of the
uniform structure of the underlying partition. In the ideal case, such an oper-
ator is defined by a single set of rules which can be applied to all tetrahedra.
Two of the operators developed in this chapter belong to this class, while the
third operator uses four sets of rules.
The operators are designed to approximate data sitting on a uniform
cuboid grid on the unit cube. Given the fact that the locality of all operators
is greater than zero, additional data values have to be supplied outside the
boundary of the unit cube. This is taken into account by the following
definition of a set of sample points which our operators will use.
Definition 3.13. Given a set of N1 × N2 × N3 data values, where Ni >
2P + 1, i = 1, 2, 3, for some small P ∈ N0, we assume that these values are
located at the vertices of the regular cuboid grid
X := {xi,j,k := (ih1, jh2, kh3); i = −P, . . . , n1 − 1 + P,
j = −P, . . . , n2 − 1 + P,
k = −P, . . . , n3 − 1 + P
} ⊂ R3,
with ni := Ni − 2P and hi := 1ni−1 , i = 1, 2, 3. We call X the set of uniform






Figure 3.2: A tetrahedron in the boundary region of a small partition ∆1.
The vertices v0 and v2 sit on the boundary of the black unit cube. Vertex v1
is inside the unit cube, while v3 is outside.
The padding parameter P can be interpreted as the number of layers of
cuboids outside the unit cube. Based on X , we construct a partition ∆1 ⊂
∆BCC covering the unit cube, and develop quasi-interpolation operators for
S25 (∆1).
Definition 3.14. Let H := (h1, h2, h3) be the positive real numbers defined
in 3.13, ∆BCC the BCC partition with spacing H, and Ω1 := [0, 1]
3 the unit
cube. Then
∆1 := {T ∈ ∆BCC ; vol(T ∩ Ω1) > 0} .
The partition ∆1 is constructed such that the vertices of X coincide with
those in V1. Of the tetrahedra in the boundary region of the unit cube, at
most one vertex lies outside of Ω1. Figure 3.2 shows such a tetrahedron.
From a structural point of view, all tetrahedra in ∆BCC are the same.
To be more precise, the relationship between any two neighboring tetrahedra
can be described by the same 4-tuple of barycentric coordinates.
Lemma 3.15. Let T := 〈v0, v1, v2, v3〉 and T˜ := 〈v0, v1, v2, v˜3〉 be two neigh-
boring tetrahedra of ∆BCC. Then the vertices of T and T˜ can be arranged
such that v0, v2 ∈ VH and v1, v3, v˜3 ∈ WH , or vice versa. Moreover, the
barycentric coordinates of v˜3 relative to T are (1, 0, 1,−1).
Proof. The vertices of VH form a uniform cuboid grid with cube centersWH .
Suppose 〈v0, v2〉 is an edge of this grid, and v1, v3, v˜3 ∈ WH are cube centers,
as shown in figure 3.3. Then the midpoint of this edge is (v0 + v2)/2 =
(v3 + v˜3)/2, and thus v˜3 = v0 + v2 − v3.
Now suppose v0, v2 ∈ W . The vertices WH also form a uniform cuboid
grid, which is translated by (h1/2, h2/2, h3/2) and has cube centers VH .






Figure 3.3: Two neighboring tetrahedra of ∆BCC The cubes indicate the
cuboid grid defined by either VH or WH .
We use the same arguments as before to obtain the barycentric coordinates
(1, 0, 1,−1).
This means that the smoothness conditions of spline spaces defined over
∆BCC can be characterized by a small number of conditions. The next corol-
lary follows immediately from theorem 2.53 and lemma 3.15, and gives these
conditions explicitly for the Space S25 (∆BCC).
Theorem 3.16. The smoothness condition of S25 (∆BCC) between neighboring
tetrahedra T, T˜ ∈ ∆BCC are be completely characterized by the equations
cT˜ijk0 = c
T




















i,j,k,2, i+ j + k = 3.
(3.6)

















− 2cTi+1,j,k,1 − 2cTi,j,k+1,1 + cTi,j,k,2, i+ j + k = 3.
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i+1,j,k+1,0 − cTi+1,j,k,1︸ ︷︷ ︸
cT˜i+1,j,k,1
+ cTi+1,j,k+1,0 + c
T
i,j,k+2,0 − cTi,j,k+1,1︸ ︷︷ ︸
cT˜i,j,k+1,1
− cTi+1,j,k,1 − cTi,j,k+1,1 + cTi,j,k,2, i+ j + k = 3.
3.1 A convex quasi-interpolation operator
In this section we develop a convex quintic C2 quasi-interpolation operator
that approximates data located on a cuboid grid. For the remainder of this
section, we assume that X is constructed with a padding parameter P ≥ 2,
and that ∆1 is the BCC partition associated with X as defined in 3.14. We
define S := S25 (∆1).
Definition 3.17. For each T := 〈v0, v1, v2, v3〉 ∈ ∆1, we assume that the
vertices of T are arranged such that v0, v2 ∈ VH and v1, v3 ∈ WH . Then
Qconv is the quasi-interpolation operator defined by the B-coefficient compu-
tation rules (A.1)-(A.20), which are given relative to T , and the following
symmetries. For each i+ j + k + l = 5, the rule for cijkl is (0, 2)-symmetric
to the rule for ckjil and (1, 3)-symmetric to the rule for cilkj.
The main result of this section shows that a spline constructed by these
rules satisfies all smoothness conditions of S and uses only data values located
at the sample points in X .
Theorem 3.18. The operator Qconv, defined by the B-coefficient computation
rules (A.1)-(A.20), is a quasi-interpolation operator for (X ,S).
Proof. First we show that all sample points used by the rules are indeed in
the set X . Fix T := 〈v0, v1, v2, v3〉 ∈ ∆1. The sample points used by the rules
for Qconv are depicted in figure 3.5 as blue and black barycentric coordinates.
Looking at definitions 2.17 and 3.13, it is clear that X ∩VH = X . Since both
v0 and v2 belong to VH , the vertices v0+i(v2−v0), i ∈ Z, are also in VH . These
vertices have the barycentric coordinates (1−i, 0, i, 0) relative to T . Likewise,
the vertices v0 +j(v3−v1), j ∈ Z, belong to VH , since v1, v3 ∈ WH andWH =
VH +(1/2, 1/2, 1/2). The barycentric coordinates of these vertices relative to
T are (1,−j, 0, j). By a similar argument, the vertices v0+k(v3−v0+v1−v2),
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k ∈ Z, with barycentric coordinates (1− k, k,−k, k) relative to T are also in
the set VH . Hence, the vertices in VH can be represented by the barycentric
coordinates (1 − i − k, k − j, i − k, j + k) relative to T . This introduces a
local orthogonal coordinate system with origin v0 and units h1, h2, h3, where
the vertices of VH are identified by integer coordinates. The axes of this
coordinate system are parallel to the edges of the cuboid grid defined by VH .
Figure 3.4 shows a tetrahedron and the associated axes together with a small
portion of this grid. Table 3.1 shows selected values of (i, j, k), the associated
barycentric coordinates relative to T , and the smallest star which contains
the sample point. All sample points used in the rules for Qconv can be found
in this table, and thus all data values sit on the grid defined by VH .
It remains to show that no sample point outside of X is referenced by the
rules. The definition of ∆1 assures that at least three of the four vertices of
T are contained in the unit cube. The padding parameter P ≥ 2 guarantees
that all sample points with local coordinates in the range of −2, . . . , 2 are in
X . The only sample point we need to take a closer look at is (3, 0, 0). The
barycentric coordinates relative to T of this point are (−2, 0, 3, 0). Thus, it
sits at a distance of two units from v2 and is also contained in X .
We now show that the smoothness conditions (3.4) - (3.6) are fulfilled.
We distinguish between two cases. In the first case, the vertex arrangement
of the neighboring tetrahedra reflects the situation of theorem 2.53. In the
second case, the vertices of the neighboring tetrahedra are arranged in a
different way than in theorem 2.53, und thus the indices of the B-coefficients
in (3.4)-(3.6) have to be adjusted.
Case 1. Let T := 〈v0, v1, v2, v3〉, T˜ := 〈v0, v1, v2, v˜3〉 ∈ ∆1 be two neigh-
boring tetrahedra with v0, v2 ∈ VH and v1, v3, v˜3 ∈ WH as shown in fig-
ure 3.3. According to lemma 3.15, the barycentric coordinates of v3 relative
to T˜ are (1,0,1,-1). We use lemma 2.32 to rewrite the rules for cT˜ξ rela-
tive to T . Let (ϕ0, . . . , ϕ3) be the barycentric coordinates of an arbitrary
point v relative to T˜ , then the barycentric coordinates of v relative to T are
(ϕ0 +ϕ3, ϕ1, ϕ2 +ϕ3,−ϕ3). Thus, a sample value relative to T˜ can be written
as
f T˜ϕ0,ϕ1,ϕ2,ϕ3 = f
T
ϕ0+ϕ3,ϕ1,ϕ2+ϕ3,−ϕ3 . (3.7)
To show that (3.4) is satisfied, we use the equation above on each sample





the same set of sample points with the same weights, and thus the rules are
identical. We use the same technique with the equations (3.5) and (3.6).
These calculations were performed by a computer program that we wrote
using the Mathematica R© software package by Wolfram Research. We refer
to appendix D for a detailed description of our program and its source code.
Case 2. Let T := 〈v0, v1, v2, v3〉, T˜ := 〈v˜0, v1, v2, v3〉 ∈ ∆1 be two neigh-
boring tetrahedra with v˜0, v0, v2 ∈ VH and v1, v3 ∈ WH . In this case, the
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common face of T and T˜ is 〈v1, v2, v3〉 rather than 〈v0, v1, v2〉. We rearrange
the vertices of T and T˜ with the permutation
σ :=
(
0 1 2 3
1 2 3 0
)
,
resulting in the situation described in case 1. Then we use lemma 2.40 to
adjust the indices of the B-coefficients in the smoothness conditions (3.4)
- (3.6) and obtain
cT˜0ijk = c
T














1,i+1,j,k − cT˜1,i,j,k+1 + cT2,i,j,k, i+ j + k = 3.
We also adjust (3.7), using the relationship between the barycentric co-
ordinates described in lemma 2.40. Let U := 〈u0, u1, u2, u3〉 and U˜ :=
〈u0, u1, u2, u˜3〉 be the tetrahedra resulting from rearranging T and T˜ , respec-
tively. Then um = vσ(m), m = 0, . . . , 3, and u˜3 = v˜0. Thus, ϕUm(v) = ϕ
T
σ(m)(v)








for an arbitrary point v. Let x be a sample point with barycentric coordinates
ϕU˜m(x) relative to U˜ . If follows from (3.7) that the barycentric coordinates of







3 (x)) = (ϕ
U˜



























= (−ϕU˜3 (x), ϕU˜0 (x) + ϕU˜3 (x), ϕU˜1 (x), ϕU˜2 (x) + ϕU˜3 (x))
(II)
= (−ϕT˜0 (x), ϕT˜1 (x) + ϕT˜0 (x), ϕT˜2 (x), ϕT˜3 (x) + ϕT˜0 (x)).
Thus, we obtain
f T˜ϕ0,ϕ1,ϕ2,ϕ3 = f
T
−ϕ0,ϕ0+ϕ1,ϕ2,ϕ0+ϕ3 . (3.8)
We conclude the proof by using the same method as in case 1 to verify that
all smoothness conditions are fulfilled. The calculations were also performed
by our computer program, see appendix D.
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(i, j, k) bary. coords. star
(0, 0, 0) (1, 0, 0, 0) 0
(1, 0, 0) (0, 0, 1, 0) 0
(−1, 0, 0) (2, 0,−1, 0) 1
(0, 0,−1) (2,−1, 1,−1) 1
(0,−1, 0) (1, 1, 0,−1) 1
(1, 0,−1) (1,−1, 2,−1) 1
(0, 1, 0) (1,−1, 0, 1) 1
(0,−1, 1) (0, 2,−1, 0) 1
(1,−1, 0) (0, 1, 1,−1) 1
(0, 0, 1) (0, 1,−1, 1) 1
(0, 1, 1) (0, 0,−1, 2) 1
(1, 1, 0) (0,−1, 1, 1) 1
(1,−1, 1) (−1, 2, 0, 0) 1
(1, 0, 1) (−1, 1, 0, 1) 1
(2, 0, 0) (−1, 0, 2, 0) 1
(1, 1, 1) (−1, 0, 0, 2) 1
(−1,−1,−1) (3, 0, 0,−2) 2
(−1, 0,−1) (3,−1, 0,−1) 2
(−1, 1,−1) (3,−2, 0, 0) 2
(−1,−1, 0) (2, 1,−1,−1) 2
(0,−1,−1) (2, 0, 1,−2) 2
(−1, 1, 0) (2,−1,−1, 1) 2
(0, 1,−1) (2,−2, 1, 0) 2
(0,−2, 0) (1, 2, 0,−2) 2
(−1,−1, 1) (1, 2,−2, 0) 2
(i, j, k) bary. coords. star
(−1, 0, 1) (1, 1,−2, 1) 2
(1,−1,−1) (1, 0, 2,−2) 2
(−1, 1, 1) (1, 0,−2, 2) 2
(1, 1,−1) (1,−2, 2, 0) 2
(0, 2, 0) (1,−2, 0, 2) 2
(0,−2, 1) (0, 3,−1,−1) 2
(1,−2, 0) (0, 2, 1,−2) 2
(2,−1,−1) (0, 0, 3,−2) 2
(2, 0,−1) (0,−1, 3,−1) 2
(0, 2, 1) (0,−1,−1, 3) 2
(2, 1,−1) (0,−2, 3, 0) 2
(1, 2, 0) (0,−2, 1, 2) 2
(1,−2, 1) (−1, 3, 0,−1) 2
(0,−1, 2) (−1, 3,−2, 1) 2
(0, 0, 2) (−1, 2,−2, 2) 2
(2,−1, 0) (−1, 1, 2,−1) 2
(0, 1, 2) (−1, 1,−2, 3) 2
(2, 1, 0) (−1,−1, 2, 1) 2
(1, 2, 1) (−1,−1, 0, 3) 2
(1,−1, 2) (−2, 3,−1, 1) 2
(2,−1, 1) (−2, 2, 1, 0) 2
(1, 0, 2) (−2, 2,−1, 2) 2
(2, 0, 1) (−2, 1, 1, 1) 2
(1, 1, 2) (−2, 1,−1, 3) 2
(2, 1, 1) (−2, 0, 1, 2) 2
Table 3.1: The sample points used by the rules for Qconv relative to a tetrahe-
dron T ∈ ∆1. The tuples (i, j, k) in the left column are the local coordinates
introduced in the proof of theorem 3.18. The associated barycentric coordi-
nates relative to T are shown in the middle column. In the right column, a
number ` is given to indicate that the point is contained in star`(T˜ ), where
T˜ is the tetrahedron in ∆BCC which is analogous to T .












Figure 3.4: A tetrahedron T (left) and the local coordinate system relative
to T which was introduced in the proof of theorem 3.18 (right). The grid
lines show a portion of the cuboid grid defined by the vertices in V .
The following theorem shows the convexity and locality of Qconv. Since
Qconv uses sample values outside of ∆1, we have to adjust the concept of
locality from definition 3.12 slightly. The partition ∆1 is a subset of ∆BCC ,
and hence there exists a tetrahedron T˜ ∈ ∆BCC for each T ∈ ∆1 with T = T˜ .
The locality is measured using star`(T˜ ).
Theorem 3.19. The operator Qconv is convex. It is also 2-local in the fol-
lowing sense. For each T ∈ ∆1, let T˜ be the analogous tetrahedron in ∆BCC.
Then
XT ⊂ star2(T˜ ).
Proof. For each of the B-coefficient computation rules for Qconv, the sum of
the weights is 1 and all weights are non-negative. The convexity follows from
lemma 3.11.
To show the locality of the operator, we use the local coordinate system
introduced in the proof of theorem 3.18. For each sample point, the local
coordinates are given in table 3.1. The vertices of T have local coordinates
(0, 0, 0), (1/2,−1/2, 1/2), (1, 0, 0), and (1/2, 1/2, 1/2). Using corollary 2.25,
we directly calculate the number ` for each sample point x such that x ∈
star`(T ). These numbers are given in the right column of table 3.1.
We demonstrate this process for the sample point x with barycentric coor-
dinates (−1, 3, 0,−1) relative to T . The local coordinates of x are (1,−2, 1).
Local coordinates are multiples of h1, h2 and h3, which are also used in
lemma 2.24 to calculate stars relative to a vertex. Thus, we calculate the
local coordinates of x− vm for each vertex, and use lemma 2.24 to calculate
the number Nm with x ∈ starNm(vm). Then we use corollary 2.25 with these
results.

























































































































Figure 3.5: Union of the supports of all rules for Qconv (blue and black) and
Qopt (light blue and gray). The barycentric coordinates relative to the red
tetrahedron are written at each grid location.
The local coordinates of x − v0 are (1,−2, 1). By lemma 2.24, x ∈
starN0(v0), where N0 = |1| + | − 2| + |1| − min{|1|, | − 2|, |1|} = 3. The
local coordinates of x− v1, x− v2, and x− v3 are (1/2,−3/2, 1/2), (0,−2, 1),
and (1/2,−5/2, 1/2), respectively, and thus x ∈ star2(v1), x ∈ star3(v2), and
x ∈ star3(v3). By corollary 2.25, x ∈ starN(T ) with N = min{3, 2, 3, 3} = 2.
Repeating this process reveals that all sample points are contained at
most in star2(T ). To illustrate the stars, we show the support of all rules in
figure 3.5, and two chains of tetrahedra, connecting selected sample points
to T , in figure 3.6








Figure 3.6: A subset of star3(T ) for a tetrahedron T ∈ ∆BCC , showing two
selected chains of tetrahedra with T`, T˜` ⊆ star`(T ).
As a consequence of the convexity, Qconv is also stable, as the following
theorem shows.




Proof. Let η ∈ D5(T ). Then the B-coefficient cη is computed by one of the
rules for Qconv. Since the support of the rule is contained in XT , and since
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Since all weights are non-negative, and the sum of all weights used in any










Finally, we show that linear polynomials are reproduced by the operator.
Theorem 3.21. Qconv reproduces linear polynomials. For each p ∈ P1,
Qconv(p) ≡ p.
Proof. Since Qconv is linear, it suffices to show that the Bernstein basis poly-
nomials Bijkl, i + j + k + l = 1, relative to a fixed tetrahedron T ∈ ∆1 are
reproduced. We first compute the B-coefficients of Bijkl, written as a polyno-
mial of degree five, by repeatedly using lemma 2.41. These are then compared
to the B-coefficients of Qconv(Bijkl)|T , computed with the rules (A.1)-(A.20).
Due to the symmetry of both the Bernstein basis polynomials and the B-
coefficient computation rules of Qconv, it suffices to proof the reproduction of
B1000 and B0100, since then the reproduction of the remaining Bernstein basis
polynomials is implied by the symmetry, using lemmas 2.35 (iv) and 3.8.
The B-coefficients B1000 and B0100, written as polynomials of degree five,
are shown in figures 3.7 and 3.8, respectively. The complete calculations of
the B-coefficients of Qconv(B1000)|T and Qconv(B0100)|T were too vast to be
printed here, and were performed by a computer program that we wrote.
The output of the program reveals that all B-coefficients match. The source
code of this program, as well as a detailed description thereof, are included
in appendix D of this thesis.
Since all B-coefficients of Bijkl match their respective counterparts of
Qconv(Bijkl)|T , the proof is concluded.
















































































Figure 3.7: The B-coefficients of the B-form of B1000, written as a polynomial
















































































Figure 3.8: The B-coefficients of the B-form of B0100, written as a polynomial
of degree 5. The shells RTm(v0), m = 1, . . . , 4, are shown in red.
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3.2 An optimal quasi-interpolation operator
Since the convex quasi-interpolation operator developed in the previous sec-
tion only reproduces linear polynomials, it is clear that its approximation
order is no higher than two. In this section, we develop a quasi-interpolation
operator which reproduces polynomials up to degree three and thus has ap-
proximation order four, which is optimal for the underlying spline space.
This operator is similar to the one developed in the previous section, albeit
it is slightly more complex. Throughout this section, we assume that the
sample points X are constructed as in definition 3.13, with a padding pa-
rameter P = 3, and that ∆1 is the associated BCC partition defined in 3.14.
Moreover, let S := S25 (∆1) for the remainder of this section.
Definition 3.22. For each T = 〈v0, v1, v2, v3〉 ∈ ∆1, let the vertices be ar-
ranged such that v0, v2 ∈ VH and v1, v3 ∈ WH . Then Qopt is the quasi-
interpolation operator defined by the rules (B.1)-(B.20). These rules are
given relative to T . Moreover, for each i + j + k + l = 5, the rule for
cijkl is (0, 2)-symmetric to the rule for ckjil and (1, 3)-symmetric to the rule
for cilkj.
Analogously to the convex operator constructed in the previous section,
we first show that Qopt satisfies all smoothness conditions of S and uses only
data values located at the points in X .
Theorem 3.23. The operator Qopt, defined by the rules B.1-B.20, is a quasi-
interpolation operator for (X ,S).
Proof. We follow the proof of theorem 3.18. First we show that only sample
points located on the grid X are used. Fix T ∈ ∆1. The sample points
relevant for the construction of Qopt(f)|T , f ∈ FX , are depicted in figure 3.5.
We use the local coordinate system introduced in the proof of theorem 3.18
to show that the sample points sit on the grid V . Tables 3.1 and 3.2 give a list
of all sample points used by the rules for Qopt, both in the local coordinate
system and as barycentric coordinates relative to T . Since none of the local
coordinates is greater than 3, and since X is constructed with a padding
parameter P = 3, all sample points are contained in X .
To show that all smoothness conditions of S are satisfied, we use the same
method as is the proof of theorem 3.18, since Qopt and Qconv are defined on
the same partition, and since the rules for both operators share the same
symmetries. All calculations were performed by our computer program, a
detailed description of which can be found in appendix D. The output of the
program reveals that all smoothness conditions are satisfied.
We provide a theorem concerning the locality of Qopt. Since the operator
is designed to use sample values outside of ∆1, we adjust the concept of
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(i, j, k) bary. coords. star
(−2,−1,−1) (4, 0,−1,−2) 3
(−1,−1,−2) (4,−1, 1,−3) 3
(−2, 0,−1) (4,−1,−1,−1) 3
(−1, 0,−2) (4,−2, 1,−2) 3
(−2, 1,−1) (4,−2,−1, 0) 3
(−1, 1,−2) (4,−3, 1,−1) 3
(−1,−2,−1) (3, 1, 0,−3) 3
(−2,−1, 0) (3, 1,−2,−1) 3
(−2, 0, 0) (3, 0,−2, 0) 2
(0,−1,−2) (3,−1, 2,−3) 3
(−2, 1, 0) (3,−1,−2, 1) 3
(0, 0,−2) (3,−2, 2,−2) 2
(0, 1,−2) (3,−3, 2,−1) 3
(−1, 2,−1) (3,−3, 0, 1) 3
(−1,−2, 0) (2, 2,−1,−2) 3
(−2,−1, 1) (2, 2,−3, 0) 3
(0,−2,−1) (2, 1, 1,−3) 3
(−2, 0, 1) (2, 1,−3, 1) 3
(−2, 1, 1) (2, 0,−3, 2) 3
(1,−1,−2) (2,−1, 3,−3) 3
(1, 0,−2) (2,−2, 3,−2) 2
(−1, 2, 0) (2,−2,−1, 2) 3
(1, 1,−2) (2,−3, 3,−1) 3
(0, 2,−1) (2,−3, 1, 1) 3
(0,−3, 0) (1, 3, 0,−3) 3
(−1,−2, 1) (1, 3,−2,−1) 3
(1,−2,−1) (1, 1, 2,−3) 3
(2,−1,−2) (1,−1, 4,−3) 3
(−1, 2, 1) (1,−1,−2, 3) 3
(2, 0,−2) (1,−2, 4,−2) 3
(2, 1,−2) (1,−3, 4,−1) 3
(1, 2,−1) (1,−3, 2, 1) 3
(0, 3, 0) (1,−3, 0, 3) 3
(0,−3, 1) (0, 4,−1,−2) 3
(1,−3, 0) (0, 3, 1,−3) 3
(i, j, k) bary. coords. star
(−1,−1, 2) (0, 3,−3, 1) 3
(−1, 0, 2) (0, 2,−3, 2) 3
(2,−2,−1) (0, 1, 3,−3) 3
(−1, 1, 2) (0, 1,−3, 3) 3
(0, 3, 1) (0,−2,−1, 4) 3
(2, 2,−1) (0,−3, 3, 1) 3
(1, 3, 0) (0,−3, 1, 3) 3
(1,−3, 1) (−1, 4, 0,−2) 3
(0,−2, 2) (−1, 4,−2, 0) 3
(2,−2, 0) (−1, 2, 2,−2) 3
(3,−1,−1) (−1, 0, 4,−2) 3
(0, 2, 2) (−1, 0,−2, 4) 3
(3, 0,−1) (−1,−1, 4,−1) 3
(3, 1,−1) (−1,−2, 4, 0) 3
(2, 2, 0) (−1,−2, 2, 2) 3
(1, 3, 1) (−1,−2, 0, 4) 3
(1,−2, 2) (−2, 4,−1, 0) 3
(0,−1, 3) (−2, 4,−3, 2) 3
(2,−2, 1) (−2, 3, 1,−1) 3
(0, 0, 3) (−2, 3,−3, 3) 3
(0, 1, 3) (−2, 2,−3, 4) 3
(3,−1, 0) (−2, 1, 3,−1) 3
(3, 0, 0) (−2, 0, 3, 0) 2
(1, 2, 2) (−2, 0,−1, 4) 3
(3, 1, 0) (−2,−1, 3, 1) 3
(2, 2, 1) (−2,−1, 1, 3) 3
(1,−1, 3) (−3, 4,−2, 2) 3
(2,−1, 2) (−3, 3, 0, 1) 3
(1, 0, 3) (−3, 3,−2, 3) 3
(3,−1, 1) (−3, 2, 2, 0) 3
(2, 0, 2) (−3, 2, 0, 2) 3
(1, 1, 3) (−3, 2,−2, 4) 3
(3, 0, 1) (−3, 1, 2, 1) 3
(2, 1, 2) (−3, 1, 0, 3) 3
(3, 1, 1) (−3, 0, 2, 2) 3
Table 3.2: The sample points used in the rules for Qopt, in addition to those
in table 3.1.
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locality to reflect this fact. The partition ∆1 is a subset of ∆BCC , and thus
each tetrahedron T ∈ ∆1 has a counterpart in ∆BCC . We use this counterpart
to measure the locality.
Theorem 3.24. The operator Qopt is 3-local in the following sense. For all
T ∈ ∆1, let T˜ be the analogous tetrahedron in ∆BCC. Then
XT ⊂ star3(T˜ ).
Proof. We use the same method as in theorem 3.19 to compute the stars
for each sample point. Tables 3.1 and 3.2 give the local coordinates for the
sample points, and we use corollary 2.25 to obtain the stars. The numbers
are shown in right column of the tables. All sample points are contained
at most in star3(T ). Figure 3.6 gives two examples of how outlying sample
points are connected to T by a chain of at most three tetrahedra.
Even though Qopt is not convex, there exists an estimate similar to theo-
rem 3.20.





























For each rule, we calculate wˆη, using B.1-B.20. Taking the maximum over
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The next theorem states the reproduction properties of Qopt.
Theorem 3.26. Qopt reproduces polynomials of total degree three. For each
p ∈ P3, Qopt(p) ≡ p.
Proof. Analogously to theorem 3.21, we show that the basis polynomials
Bijkl, i + j + k + l = 3, relative to a fixed tetrahedron T ∈ ∆1 are repro-
duced. Due to the symmetries of the Bernstein basis polynomials and the
B-coefficient computation rules of Qopt, it suffices to show the reproduction of
B3000, B2100, B2010, B1110, B1101, B0300, B0210 and B0201. The reproduction of
the remaining basis polynomials is then implied by lemmas 2.35 (iv) and 3.8.
The coefficients of these Bernstein basis polynomials, written in their B-
forms as polynomials of degree five, are shown in figures 3.9 - 3.16. These co-
efficients are obtained by repeatedly using lemma 2.41. We use the rules B.1-
B.20 to calculate the B-coefficients of Qopt(Bijkl)|T . The calculations were
performed by our computer program, the source code of which is printed
in appendix D. The output of the program shows that all B-coefficients
match their respective counterparts, which implies the reproduction of cubic
polynomials.







































Figure 3.9: The B-coefficients of the B-form of B3000, written as a polynomial








































Figure 3.10: The B-coefficients of the B-form of B2100, written as a polyno-
mial of degree 5. The shells RTm(v0), m = 1, . . . , 4, are shown in red.








































Figure 3.11: The B-coefficients of the B-form of B2010, written as a polyno-








































Figure 3.12: The B-coefficients of the B-form of B1110, written as a polyno-
mial of degree 5. The shells RTm(v0), m = 1, . . . , 4, are shown in red.








































Figure 3.13: The B-coefficients of the B-form of B1101, written as a polyno-







































Figure 3.14: The B-coefficients of the B-form of B0300, written as a polyno-
mial of degree 5. The shells RTm(v0), m = 1, . . . , 4, are shown in red.








































Figure 3.15: The B-coefficients of the B-form of B0210, written as a polyno-








































Figure 3.16: The B-coefficients of the B-form of B0201, written as a polyno-
mial of degree 5. The shells RTm(v0), m = 1, . . . , 4, are shown in red.
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3.3 An interpolating quasi-interpolation oper-
ator
In this chapter we develop a quasi-interpolation operator for quintic C2-
splines on the BCC partition which interpolates the provided data values
while maintaining the optimal approximation order 4. To achieve this, we
adjust the spacing of the underlying BCC partition to be half the spacing
of the sample grid. This results in four different classes of tetrahedra, char-
acterized by their relative position to the sample points. For each of these
classes, we provide a set of coefficient computation rules. Throughout this
section, we assume that X is a sample set constructed as in 3.13 with a
padding parameter P = 2. We begin by specifying the tetrahedral partition
on which the operator is based.
Definition 3.27. Let h1, h2, h3 be the positive real numbers defined in 3.13
and ∆BCC the BCC partition with spacing H = (h1/2, h2/2, h3/2). Let Ω1 :=
[0, 1]3 be the unit cube, then
∆2 := {T ∈ ∆BCC ; vol(T ∩ Ω1) > 0} .
The difference between the spacing of the sample points X and the spacing
of ∆2 results in the relationship
xijk = v2i,2j,2k
between X and VH .
The problem investigated here can be stated as follows.
Problem 3.28. Construct a quasi-interpolation operator QI for (X ,S), where
S := S25 (∆2), such that
QI(f)(x) = f(x) for all x ∈ X ∩ Ω1 and f ∈ FX .
Even though this problem is related to the Lagrange interpolation prob-
lem stated in chapter 5, there is a major difference. Here, the number of
interpolation points is not equal to the dimension of the spline space, and
thus the operator developed here is not a Lagrange interpolation operator as
defined in chapter 5.
Our construction begins with the classification of the vertices of ∆2. The
decomposition of the tetrahedra into four different classes is based on this
classification.
Definition 3.29. Let V := VH ∩ ∆2 and W := WH ∩ ∆2. For a vertex
vijk ∈ V, we set
pi(vijk) := i mod 2 + j mod 2 + k mod 2.






























































































































Figure 3.17: Distribution of the vertices in the first four classes. The sample
points, which coincide with the vertices in class V1, are circled.
Then
V1 := {vijk ∈ V ; pi(vijk) = 0} ,
V2 := {vijk ∈ V ; pi(vijk) = 1} ,
V3 := {vijk ∈ V ; pi(vijk) = 2} ,




m=1 Vm = V and V1 ⊆ X . Figure 3.17 gives an impression
of the distribution of the vertices belonging to the first four classes. The
definition assures that of the four vertices of each tetrahedron in ∆2, exactly
two belong to the class V5. There are three possible class combinations
for the remaining two vertices. They either belong to classes V1 and V2,
or they belong to classes V2 and V3, or to classes V3 and V4. Hence, the
vertices of a tetrahedron T = 〈v0, v1, v2, v3〉 ∈ ∆2 can be arranged such that
v0 ∈ Vm, v2 ∈ Vm+1, and v1, v3 ∈ V5, with an appropriate m ∈ {1, 2, 3}.
We recall that the vertices of V1, . . . ,V4 form a cuboid grid as depicted in
figures 2.2 and 3.17, with the vertices of V5 as centers. Of the eight corners
of each cuboid, exactly one belongs to class V1, representing a sample point.
Therefore, each vertex v ∈ V5 is connected to exactly one sample point by
an edge of the partition ∆2.
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Definition 3.30. For each vertex v ∈ V5, we denote the unique sample point
which is connected to v by an edge of ∆2 by SP (v).
We are now ready to classify the tetrahedra of ∆2.
Definition 3.31. For each T := 〈v0, v1, v2, v3〉 ∈ ∆2, let the vertices of T be
arranged such that v0 ∈ Vm, v2 ∈ Vm+1, and v1, v3 ∈ V5, with m ∈ {1, 2, 3}.
Then
K1 := {T ∈ ∆2; v0 ∈ V1, v2 ∈ V2} ,
K2 := {T ∈ ∆2; v0 ∈ V2, v2 ∈ V3, SP (v1) = SP (v3)} ,
K3 := {T ∈ ∆2; v0 ∈ V2, v2 ∈ V3, SP (v1) 6= SP (v3)} ,
K4 := {T ∈ ∆2; v0 ∈ V3, v2 ∈ V4} .
These classes are designed to reflect the different positions of the tetra-
hedra relative to the sample grid. For each of the classes, a tetrahedron is
shown in figure 3.18 together with a small portion of the cuboid grid V . The
figure not only highlights the vertex configurations for each class, but also
allows to examine the neighborhood relationship between tetrahedra of dif-
ferent classes. The following corollary is later used to study the smoothness
conditions between neighboring tetrahedra.
Corollary 3.32. Let T := 〈v0, v1, v2, v3〉 ∈ ∆2, with the vertices arranged
as in 3.31, and Tm, m = 0, . . . , 3, the neighbor tetrahedron sharing the face
opposite of vm with T . Then the following table shows the classes which T
and its neighbors belong to.
T T0 T1 T2 T3
K1 K2 K1 K1 K1
K2 K2 K3 K1 K3
K3 K4 K2 K3 K2
K4 K4 K4 K3 K4
We show two images in chapter 6 that might help to understand the
arrangement of the tetrahedra in these four classes. Figure 6.3 (page 143)
shows two isosurfaces extracted from reconstructions by the operator defined
in this section. The colors in these images reflect the classes of the tetrahedra
that the surface passes through and confirms the neighborhood relationships
established in corollary 3.32
In contrast to the previously constructed quasi-interpolation operators
defined sections 3.1 and 3.2, a single set of B-coefficient computation rules
does not suffice to define the interpolating operator. Instead, we provide
four sets of rules, one for each of the classes of tetrahedra. Our interpolating
operator is defined as follows.









































































Figure 3.18: Tetrahedra belonging to the four classes. The figures in the up-
per left, upper right, lower left and lower right show a tetrahedron belonging
to K1, K2, K3 and K4, respectively. The numbers at the grid points represent
the class Vm which the associated vertex belongs to. The figures in the upper
right and lower left highlight the difference between classes K2 and K3: the
location of the sample points, represented by the vertices of class V1, relative
to the tetrahedron is different.
Definition 3.33. For each T := 〈v0, v1, v2, v3〉 ∈ ∆2, let the vertices of T be
arranged such that v0 ∈ Vm, v2 ∈ Vm+1, m ∈ {1, 2, 3}, and v1, v3 ∈ V5. Then
QI is the quasi-interpolation operator defined by the B-coefficient computation
rules
• (C.1)-(C.34) if T ∈ K1,
• (C.35)-(C.68) if T ∈ K2,
• (C.69)-(C.102) if T ∈ K3,
• (C.103)-(C.136) if T ∈ K4.
All B-coefficients and sample points in these rules are relative to T . In each
of these sets of rules, the rules for cijkl and cilkj are (1, 3)-symmetric to each
other for all i+ j + k + l = 5.
The following theorems are the main results of this section. We show that
theQI is in quasi-interpolation operator for (X ,S) which solves problem 3.28.
Theorem 3.34. The operator QI , defined in 3.33, is a quasi-interpolation
operator for (X ,S).
Proof. We follow the proof of theorem 3.18 and show first that all sam-
ple points addressed by the rules for QI are contained in X . Let T :=
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〈v0, v1, v2, v3〉 ∈ ∆2. We recall the local coordinate system introduced in the
proof of theorem 3.18, where (i, j, k) is defined as the point in 3-space with
barycentric coordinates (1− i−k, k− j, i−k, j+k) relative to T . The origin
of this coordinate system is the vertex v0, but here the units are h1/2, h2/2
and h3/2, since ∆2 was constructed with that spacing. Thus, the vertices of
VH are represented by integer coordinates. The coordinate system relative
to a tetrahedron is depicted in figure 3.4.
Let X˜ := {vijk ∈ VH ; pi(vijk) = 0}, where pi(vijk) is defined as the sum
of the parities of the indices as in 3.29. Then X ⊂ X˜ . We now characterize
the vertices of X˜ , depending on the class of T , using local coordinates. This
characterization follows from the definitions 3.29 and 3.31 and can be verified
by comparing figures 3.18 and 3.4.
• T ∈ K1 : X˜ = {(i, j, k); i, j, k even}.
• T ∈ K2 : X˜ = {(i, j, k); i, j even, k odd}.
• T ∈ K3 : X˜ = {(i, j, k); i, k even, j odd}.
• T ∈ K4 : X˜ = {(i, j, k); i even, j, k odd}.
Analogously to the proof of theorems 3.18 and 3.23, we provide the tables
3.3-3.6, one for each class, containing the local coordinates of all sample
points used in the B-coefficient computation rules for QI . All sample points
comply with the characterization above. Figures 3.20-3.23 show the sample
points relative to a tetrahedron of class K1-K4, respectively.
It remains to show that no sample points outside of X are used in the rules
for the B-coefficients of QI . X˜ subdivides the unit cube Ω1 into congruent
cuboids. The size of these cuboids, measured in units of the local coordinate
system, is 2 × 2 × 2. By the construction of ∆2, there exists a cuboid CT
with
vol(CT ∩ T ) > 0 and CT ∩ Ω1 = CT . (3.9)
We show that all sample points used in the computation of the B-coefficients
associated with T are no more than two cuboids, or four units, away from
CT . Since the padding parameter P = 2 can be interpreted as the number of
layers of cuboids outside the unit cube where sample points are provided, and
since CT ⊆ Ω1, it then follows that all required sample points are contained
in X . Figure 3.19 is intended to visualize the following part of this proof.
Let T ∈ K1. Then CT := [0, 2] × [0, 2] × [0, 2] is a cuboid satisfying (3.9).
Thus, all sample points with local coordinates i ∈ {−4, 6}, j ∈ {−4, 6} and
k ∈ {−4, 6} relative to T are contained in X . Table 3.3 shows that all
sample points satisfy this condition. Now suppose T ∈ K2. Then the cuboid
CT := [0, 2] × [0, 2] × [−1, 1] fulfills (3.9). The sample points lying within
a distance of 4 units from CT have local coordinates in the range of i ∈
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{−4, 6}, j ∈ {−4, 6} and k ∈ {−5, 5} relative to T . All sample points in
table 3.4 comply with this characterization. For T ∈ K3, the cuboid CT :=
[0, 2]× [−1, 1]× [0, 2] contains T , and all sample points with local coordinates
i ∈ {−4, 6}, j ∈ {−5, 5} and k ∈ {−4, 6} are contained in X . Again, the
coordinates of all sample points in table 3.5 lie within this range. Finally,
let T ∈ K4. Then CT := [0, 2] × [−1, 1] × [−1, 1] fulfills (3.9), resulting in a
valid coordinate range of i ∈ {−4, 6}, j ∈ {−5, 5} and k ∈ {−5, 5}, which is
satisfied by all sample points in table 3.6.
In the next part of the proof, we show that the B-coefficient computation
rules of QI satisfy the smoothness conditions (3.4) - (3.6) of S. We use
the same notation as in corollary 3.32 to denote the four neighbors of a
tetrahedron T writing Tm, m = 0, . . . , 3, for the neighbor tetrahedron sharing
the face opposite of vm with T .
Case 1. Let T := 〈v0, v1, v2, v3〉 ∈ K1. The vertex configurations for
T and its four neighbors are depicted in figure 3.24. Consider the neighbor
T0 := 〈v˜0, v˜1, v˜2, v˜3〉, belonging to the class K2. For both tetrahedra, let
the vertices be arranged as in 3.33. This means that v˜0 = v2, v˜1 = v1,
v˜2 = v1 + v3 − v0 and v˜3 = v3. We use the same method as in case 2 of the
proof of theorem 3.18 to align the tetrahedra. The vertices of T and T0 are
rearranged using the permutations
σ :=
(
0 1 2 3




0 1 2 3
1 0 3 2
)
,
respectively, and the indices in the smoothness conditions (3.4)-(3.6) are
adjusted according to lemma 2.40, resulting in
cT0ji0k = c
T


















j,i,1,k+1, i+ j + k = 3.




This process is discussed in detail in the proof of theorem 3.18. We verify the
conditions in the usual way, by rewriting the sample points and comparing
both sides, using the rules for class K1 and K2 to calculate the B-coefficients
of T and T0, respectively. The actual calculations were performed by our
computer program. A listing of this program can be found in appendix D.
The output verifies the smoothness conditions.
Due to the (1, 3)-symmetry, the smoothness conditions between T1 and T
have the same representation as the smoothness conditions between T3 and
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T . In the latter case, the vertices align as in case 1 of theorem 3.18, and no
vertex permutations are necessary. Both T1 and T3 belong to the class K1,
and we use the corresponding set of rules for the verification.
For the neighbor T2, we use the permutation
σ :=
(
0 1 2 3
1 0 3 2
)
on both T and T2 and obtain
cT2ji0k = c
T


















j,i,1,k+1, i+ j + k = 3.





Case 2. Now suppose T ∈ K2. Figure 3.25 shows how the vertices
of T align with the vertices of its neighbors. As in case 1, we describe the
permutations used to align the tetrahedra, and the resulting smoothness
conditions. First we consider the neighbor T0 which also belongs to class K2.
The vertex configuration of T and T0 is the same as in case 2 of theorem 3.18,
and we verify the smoothness conditions between the two tetrahedra using
the formulae provided there.
As in case 1, the situation for T1 and T3, which belong to class K3, is
symmetric. We show that all smoothness conditions are satisfied, using the
same technique as in 3.18, case 1.
The relationship between T and T2 has already been described in case 1.
Case 3. We consider the neighbors of a tetrahedron T ∈ K3, as depicted
in figure 3.26. The vertex configurations of T and its neighbors are analogous
to case 1, and thus we have the same smoothness conditions here.
Case 4. The final case, in which T belongs to T ∈ K4, mirrors the
situation described in case 2. Figure 3.27 shows the vertex configurations of
T and its four neighbors.
We used our computer program to perform all calculations that are nec-
essary to verify the smoothness conditions described in cases 1-4. A detailed
description of this program is contained in appendix D of this thesis.
We show that the operator is indeed a solution to the interpolation prob-
lem 3.28.
Theorem 3.35. QI solves problem 3.28. For all f ∈ FX ,
QI(f)(x) = f(x), for all x ∈ X ∩ Ω1.
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(i, j, k) bary. coords. star
(0, 0, 0) (1, 0, 0, 0) 0
(2, 0, 0) (−1, 0, 2, 0) 1
(−2, 0, 0) (3, 0,−2, 0) 2
(0, 0,−2) (3,−2, 2,−2) 2
(0,−2, 0) (1, 2, 0,−2) 2
(0, 2, 0) (1,−2, 0, 2) 2
(0, 0, 2) (−1, 2,−2, 2) 2
(2, 0,−2) (1,−2, 4,−2) 3
(0,−2, 2) (−1, 4,−2, 0) 3
(2,−2, 0) (−1, 2, 2,−2) 3
(0, 2, 2) (−1, 0,−2, 4) 3
(2, 2, 0) (−1,−2, 2, 2) 3
(2,−2, 2) (−3, 4, 0, 0) 3
(2, 0, 2) (−3, 2, 0, 2) 3
(4, 0, 0) (−3, 0, 4, 0) 3
(2, 2, 2) (−3, 0, 0, 4) 3
(−2,−2,−2) (5, 0, 0,−4) 4
(−4, 0, 0) (5, 0,−4, 0) 4
(−2, 0,−2) (5,−2, 0,−2) 4
(0, 0,−4) (5,−4, 4,−4) 4
(−2, 2,−2) (5,−4, 0, 0) 4
(−2,−2, 0) (3, 2,−2,−2) 4
(0,−2,−2) (3, 0, 2,−4) 4
(−2, 2, 0) (3,−2,−2, 2) 4
(0, 2,−2) (3,−4, 2, 0) 4
(0,−4, 0) (1, 4, 0,−4) 4
(−2,−2, 2) (1, 4,−4, 0) 4
(i, j, k) bary. coords. star
(−2, 0, 2) (1, 2,−4, 2) 4
(2,−2,−2) (1, 0, 4,−4) 4
(−2, 2, 2) (1, 0,−4, 4) 4
(2, 2,−2) (1,−4, 4, 0) 4
(0, 4, 0) (1,−4, 0, 4) 4
(0, 0, 4) (−3, 4,−4, 4) 4
(2, 0,−4) (3,−4, 6,−4) 5
(0,−4, 2) (−1, 6,−2,−2) 5
(2,−4, 0) (−1, 4, 2,−4) 5
(4,−2,−2) (−1, 0, 6,−4) 5
(4, 0,−2) (−1,−2, 6,−2) 5
(0, 4, 2) (−1,−2,−2, 6) 5
(4, 2,−2) (−1,−4, 6, 0) 5
(2, 4, 0) (−1,−4, 2, 4) 5
(2,−4, 2) (−3, 6, 0,−2) 5
(0,−2, 4) (−3, 6,−4, 2) 5
(4,−2, 0) (−3, 2, 4,−2) 5
(0, 2, 4) (−3, 2,−4, 6) 5
(4, 2, 0) (−3,−2, 4, 2) 5
(2, 4, 2) (−3,−2, 0, 6) 5
(2,−2, 4) (−5, 6,−2, 2) 5
(4,−2, 2) (−5, 4, 2, 0) 5
(2, 0, 4) (−5, 4,−2, 4) 5
(4, 0, 2) (−5, 2, 2, 2) 5
(2, 2, 4) (−5, 2,−2, 6) 5
(6, 0, 0) (−5, 0, 6, 0) 5
(4, 2, 2) (−5, 0, 2, 4) 5
Table 3.3: The sample points used by the rules (C.1)-(C.34) for the B-
coefficients of QI , for a tetrahedron T ∈ K1. The left column shows the
local coordinates of a sample point x relative to T , the middle column shows
the barycentric coordinates of x, and the right column shows the minimal
number ` such that x ∈ star`(T ).
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(i, j, k) bary. coords. star
(0, 0,−1) (2,−1, 1,−1) 1
(0, 0, 1) (0, 1,−1, 1) 1
(0,−2, 1) (0, 3,−1,−1) 2
(2, 0,−1) (0,−1, 3,−1) 2
(0, 2, 1) (0,−1,−1, 3) 2
(2, 0, 1) (−2, 1, 1, 1) 2
(−2, 0,−1) (4,−1,−1,−1) 3
(0, 0,−3) (4,−3, 3,−3) 3
(0,−2,−1) (2, 1, 1,−3) 3
(−2, 0, 1) (2, 1,−3, 1) 3
(0, 2,−1) (2,−3, 1, 1) 3
(2,−2,−1) (0, 1, 3,−3) 3
(2, 2,−1) (0,−3, 3, 1) 3
(2,−2, 1) (−2, 3, 1,−1) 3
(0, 0, 3) (−2, 3,−3, 3) 3
(2, 2, 1) (−2,−1, 1, 3) 3
(−2,−2,−1) (4, 1,−1,−3) 4
(−2, 2,−1) (4,−3,−1, 1) 4
(−2,−2, 1) (2, 3,−3,−1) 4
(−2, 2, 1) (2,−1,−3, 3) 4
(2, 0,−3) (2,−3, 5,−3) 4
(0,−4, 1) (0, 5,−1,−3) 4
(0, 4, 1) (0,−3,−1, 5) 4
(0,−2, 3) (−2, 5,−3, 1) 4
(0, 2, 3) (−2, 1,−3, 5) 4
(4, 0,−1) (−2,−1, 5,−1) 4
(2,−2, 3) (−4, 5,−1, 1) 4
(i, j, k) bary. coords. star
(2, 0, 3) (−4, 3,−1, 3) 4
(4, 0, 1) (−4, 1, 3, 1) 4
(2, 2, 3) (−4, 1,−1, 5) 4
(−2,−2,−3) (6,−1, 1,−5) 5
(−4, 0,−1) (6,−1,−3,−1) 5
(−2, 0,−3) (6,−3, 1,−3) 5
(0, 0,−5) (6,−5, 5,−5) 5
(−2, 2,−3) (6,−5, 1,−1) 5
(−4, 0, 1) (4, 1,−5, 1) 5
(0,−2,−3) (4,−1, 3,−5) 5
(0, 2,−3) (4,−5, 3,−1) 5
(0,−4,−1) (2, 3, 1,−5) 5
(2,−2,−3) (2,−1, 5,−5) 5
(2, 2,−3) (2,−5, 5,−1) 5
(0, 4,−1) (2,−5, 1, 3) 5
(−2,−2, 3) (0, 5,−5, 1) 5
(2,−4,−1) (0, 3, 3,−5) 5
(−2, 0, 3) (0, 3,−5, 3) 5
(−2, 2, 3) (0, 1,−5, 5) 5
(2, 4,−1) (0,−5, 3, 3) 5
(2,−4, 1) (−2, 5, 1,−3) 5
(4,−2,−1) (−2, 1, 5,−3) 5
(4, 2,−1) (−2,−3, 5, 1) 5
(2, 4, 1) (−2,−3, 1, 5) 5
(0, 0, 5) (−4, 5,−5, 5) 5
(4,−2, 1) (−4, 3, 3,−1) 5
(4, 2, 1) (−4,−1, 3, 3) 5
Table 3.4: The sample points used by the rules (C.35)-(C.68) for the B-
coefficients of QI , for a tetrahedron T ∈ K2. The left column shows the
local coordinates of a sample point x relative to T , the middle column shows
the barycentric coordinates of x, and the right column shows the minimal
number ` such that x ∈ star`(T ).
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(i, j, k) bary. coords. star
(0,−1, 0) (1, 1, 0,−1) 1
(0, 1, 0) (1,−1, 0, 1) 1
(0,−1, 2) (−1, 3,−2, 1) 2
(2,−1, 0) (−1, 1, 2,−1) 2
(0, 1, 2) (−1, 1,−2, 3) 2
(2, 1, 0) (−1,−1, 2, 1) 2
(−2,−1, 0) (3, 1,−2,−1) 3
(0,−1,−2) (3,−1, 2,−3) 3
(−2, 1, 0) (3,−1,−2, 1) 3
(0, 1,−2) (3,−3, 2,−1) 3
(0,−3, 0) (1, 3, 0,−3) 3
(2,−1,−2) (1,−1, 4,−3) 3
(2, 1,−2) (1,−3, 4,−1) 3
(0, 3, 0) (1,−3, 0, 3) 3
(2,−1, 2) (−3, 3, 0, 1) 3
(2, 1, 2) (−3, 1, 0, 3) 3
(−2,−1,−2) (5,−1, 0,−3) 4
(−2, 1,−2) (5,−3, 0,−1) 4
(−2,−1, 2) (1, 3,−4, 1) 4
(−2, 1, 2) (1, 1,−4, 3) 4
(0,−3, 2) (−1, 5,−2,−1) 4
(2,−3, 0) (−1, 3, 2,−3) 4
(0, 3, 2) (−1,−1,−2, 5) 4
(2, 3, 0) (−1,−3, 2, 3) 4
(2,−3, 2) (−3, 5, 0,−1) 4
(0,−1, 4) (−3, 5,−4, 3) 4
(0, 1, 4) (−3, 3,−4, 5) 4
(i, j, k) bary. coords. star
(4,−1, 0) (−3, 1, 4,−1) 4
(4, 1, 0) (−3,−1, 4, 1) 4
(2, 3, 2) (−3,−1, 0, 5) 4
(−2,−3,−2) (5, 1, 0,−5) 5
(−4,−1, 0) (5, 1,−4,−1) 5
(−4, 1, 0) (5,−1,−4, 1) 5
(0,−1,−4) (5,−3, 4,−5) 5
(0, 1,−4) (5,−5, 4,−3) 5
(−2, 3,−2) (5,−5, 0, 1) 5
(−2,−3, 0) (3, 3,−2,−3) 5
(0,−3,−2) (3, 1, 2,−5) 5
(2,−1,−4) (3,−3, 6,−5) 5
(−2, 3, 0) (3,−3,−2, 3) 5
(2, 1,−4) (3,−5, 6,−3) 5
(0, 3,−2) (3,−5, 2, 1) 5
(0,−5, 0) (1, 5, 0,−5) 5
(−2,−3, 2) (1, 5,−4,−1) 5
(2,−3,−2) (1, 1, 4,−5) 5
(−2, 3, 2) (1,−1,−4, 5) 5
(2, 3,−2) (1,−5, 4, 1) 5
(0, 5, 0) (1,−5, 0, 5) 5
(4,−1,−2) (−1,−1, 6,−3) 5
(4, 1,−2) (−1,−3, 6,−1) 5
(2,−1, 4) (−5, 5,−2, 3) 5
(4,−1, 2) (−5, 3, 2, 1) 5
(2, 1, 4) (−5, 3,−2, 5) 5
(4, 1, 2) (−5, 1, 2, 3) 5
Table 3.5: The sample points used by the rules (C.69)-(C.102) for the B-
coefficients of QI , for a tetrahedron T ∈ K3. The left column shows the
local coordinates of a sample point x relative to T , the middle column shows
the barycentric coordinates of x, and the right column shows the minimal
number ` such that x ∈ star`(T ).
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(i, j, k) bary. coords. star
(0,−1, 1) (0, 2,−1, 0) 1
(0, 1, 1) (0, 0,−1, 2) 1
(0,−1,−1) (2, 0, 1,−2) 2
(0, 1,−1) (2,−2, 1, 0) 2
(2,−1,−1) (0, 0, 3,−2) 2
(2, 1,−1) (0,−2, 3, 0) 2
(2,−1, 1) (−2, 2, 1, 0) 2
(2, 1, 1) (−2, 0, 1, 2) 2
(−2,−1,−1) (4, 0,−1,−2) 3
(−2, 1,−1) (4,−2,−1, 0) 3
(−2,−1, 1) (2, 2,−3, 0) 3
(−2, 1, 1) (2, 0,−3, 2) 3
(0,−3, 1) (0, 4,−1,−2) 3
(0, 3, 1) (0,−2,−1, 4) 3
(0,−1, 3) (−2, 4,−3, 2) 3
(0, 1, 3) (−2, 2,−3, 4) 3
(0,−1,−3) (4,−2, 3,−4) 4
(0, 1,−3) (4,−4, 3,−2) 4
(0,−3,−1) (2, 2, 1,−4) 4
(2,−1,−3) (2,−2, 5,−4) 4
(2, 1,−3) (2,−4, 5,−2) 4
(0, 3,−1) (2,−4, 1, 2) 4
(2,−3,−1) (0, 2, 3,−4) 4
(2, 3,−1) (0,−4, 3, 2) 4
(2,−3, 1) (−2, 4, 1,−2) 4
(4,−1,−1) (−2, 0, 5,−2) 4
(4, 1,−1) (−2,−2, 5, 0) 4
(i, j, k) bary. coords. star
(2, 3, 1) (−2,−2, 1, 4) 4
(2,−1, 3) (−4, 4,−1, 2) 4
(4,−1, 1) (−4, 2, 3, 0) 4
(2, 1, 3) (−4, 2,−1, 4) 4
(4, 1, 1) (−4, 0, 3, 2) 4
(−4,−1,−1) (6, 0,−3,−2) 5
(−2,−1,−3) (6,−2, 1,−4) 5
(−4, 1,−1) (6,−2,−3, 0) 5
(−2, 1,−3) (6,−4, 1,−2) 5
(−2,−3,−1) (4, 2,−1,−4) 5
(−4,−1, 1) (4, 2,−5, 0) 5
(−4, 1, 1) (4, 0,−5, 2) 5
(−2, 3,−1) (4,−4,−1, 2) 5
(−2,−3, 1) (2, 4,−3,−2) 5
(−2, 3, 1) (2,−2,−3, 4) 5
(0,−5, 1) (0, 6,−1,−4) 5
(−2,−3, 3) (0, 6,−5, 0) 5
(−2,−1, 3) (0, 4,−5, 2) 5
(−2, 1, 3) (0, 2,−5, 4) 5
(−2, 3, 3) (0, 0,−5, 6) 5
(0, 5, 1) (0,−4,−1, 6) 5
(0,−3, 3) (−2, 6,−3, 0) 5
(0, 3, 3) (−2, 0,−3, 6) 5
(2,−3, 3) (−4, 6,−1, 0) 5
(0,−1, 5) (−4, 6,−5, 4) 5
(0, 1, 5) (−4, 4,−5, 6) 5
(2, 3, 3) (−4, 0,−1, 6) 5
Table 3.6: The sample points used by the rules (C.103)-(C.136) for the B-
coefficients of QI , for a tetrahedron T ∈ K4. The left column shows the
local coordinates of a sample point x relative to T , the middle column shows
the barycentric coordinates of x, and the right column shows the minimal
number ` such that x ∈ star`(T ).




























Figure 3.19: The four different cases of a tetrahedron T and an associated
cuboid CT as defined in the proof of theorem 3.34. In the upper left corner,
the vertex arrangement of the tetrahedra is shown. The local coordinate
system relative to the tetrahedra is shown in the lower left corner. The
coordinates of the cuboid corners are given in the local coordinate system.
Proof. Let x ∈ X ∩ Ω1 and T := 〈v0, v1, v2, v3〉 be a tetrahedron containing
x. Definition 3.27 assures the existence of such a tetrahedron. By 3.31, T
must be in class K1, with x = v0. Let f ∈ FX and cijkl be the B-coefficients
of QI(f)|T . According to the B-coefficient computation rule (C.1)
c5000 = f1,0,0,0 = f(v0) = f(x).
Using corollary 2.48, we obtain
QI(f)(x) = QI(f)|T (x) = c5000 = f(x).
We give a result about the locality of the operator. To account for the
fact that QI uses sample values outside of ∆2, we measure the locality in
terms of stars of the underlying BCC partition of which ∆2 is a subset.






















































Figure 3.20: Support of the rules (C.1)-(C.34) for the B-coefficients of QI ,
for a tetrahedron T ∈ K1. The barycentric coordinates relative to T of each
sample point are shown at the grid points.
Theorem 3.36. The operator QI is 5-local in the following sense. For each
T ∈ ∆2, let T˜ be the analogous tetrahedron in ∆BCC. Then
XT ⊂ star5(T˜ ).
Proof. We use the same technique as in the proof of theorem 3.19. The tables
3.3-3.6 provide a list of the local coordinates of the sample points for each of
the four classes of tetrahedra. Using these local coordinates in conjunction
with corollary 2.25, we calculate the star for each sample point. The numbers
are given in the right column of the tables. All sample points are contained
at most in star5(T ).
We provide an estimate for the maximum norm ofQI(f) on a tetrahedron.




























































Figure 3.21: Support of the rules (C.35)-(C.68) for the B-coefficients of QI ,
for a tetrahedron T ∈ K2. The barycentric coordinates relative to T of each
sample point are shown at the grid points.
Proof. Suppose Km is the class which T belongs to. We consider the B-
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Figure 3.22: Support of the rules (C.69)-(C.102) for the B-coefficients of QI ,
for a tetrahedron T ∈ K3. The barycentric coordinates relative to T of each

















The next theorem shows that the operator reproduces polynomials up to
degree three.
Theorem 3.38. The operator QI reproduces polynomials up to degree 3. For
all p ∈ P3,
QI(p) ≡ p.























































Figure 3.23: Support of the rules (C.103)-(C.136) for the B-coefficients of
QI , for a tetrahedron T ∈ K4. The barycentric coordinates relative to T of
each sample point are shown at the grid points.
Proof. This proof is essentially analogous to the proof of theorem 3.26. Due
to the linearity of QI it suffices to show that the Bernstein basis relative to
a tetrahedron T ∈ ∆2 is reproduced. The symmetry of the Bernstein basis
polynomials and the rules simplifies the proof further. We show that the
basis polynomials B3000, B2100, B2010, B1200, B1110, B1101, B1021, B0300, B0210,
B0201, B0120 and B0030 are reproduced. The reproduction of the remaining
Bernstein basis polynomials follows then from the fact that the rules for cijkl
and cilkj are (1, 3)-symmetric to each other, using lemmas 2.35 (iv) and 3.8.
To verify that a Bernstein basis polynomial Bijkl is reproduced, we first
calculate its representation as a polynomial of degree five, using lemma 2.41
twice. Then the B-coefficients of QI(Bijkl) are calculated using the rules for
the operator. These calculations are performed for each of the four sets of
rules. The resulting B-coefficients are compared to the B-coefficients which
were obtained by raising the degree of the basis polynomial. We wrote a
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v0
v2 = v˜0 v˜2
v1 = v˜1
v3 = v˜3




























Figure 3.24: The relationship between the vertices v0, . . . , v3 of T ∈ K1 and
the vertices v˜0, . . . , v˜3 of the neighbors of T . The blue numbers represent the
vertex classes. The vertices without numbers belong to class V5.
v0
v2 = v˜2 v˜0
v1 = v˜1
v3 = v˜3




























Figure 3.25: The relationship between the vertices v0, . . . , v3 of T ∈ K2 and
the vertices v˜0, . . . , v˜3 of the neighbors of T . The blue numbers represent the
vertex classes. The vertices without numbers belong to class V5.
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v0
v2 = v˜0 v˜2
v1 = v˜1
v3 = v˜3




























Figure 3.26: The relationship between the vertices v0, . . . , v3 of T ∈ K3 and
the vertices v˜0, . . . , v˜3 of the neighbors of T . The blue numbers represent the
vertex classes. The vertices without numbers belong to class V5.
v0
v2 = v˜2 v˜0
v1 = v˜1
v3 = v˜3




























Figure 3.27: The relationship between the vertices v0, . . . , v3 of T ∈ K4 and
the vertices v˜0, . . . , v˜3 of the neighbors of T . The blue numbers represent the
vertex classes. The vertices without numbers belong to class V5.
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computer program to perform all necessary calculations. This program is
described in detail in appendix D. The output of the program verifies the
reproduction of cubic polynomials.
3.4 Error bounds for the quasi-interpolation op-
erators
In this section, we provide estimates for the approximation error of the quasi-
interpolation operators developed in this chapter. For each operator, there
is a local result that gives a bound for the error on a single tetrahedron, and
a global result for the error on the unit cube.
Theorem 3.39. Let Qconv be the operator defined in 3.17, and X the sample
set associated with this operator. Let ∆1 be the tetrahedral partition defined





where T˜ is the tetrahedron in ∆BCC with T = T˜ . Then for every f ∈ Cm(ΩT )
with 0 ≤ m ≤ 1,∥∥Dα(Qconv(f)− f)∥∥T ≤ K|T |m+1−|α||f |m+1,ΩT , 0 ≤ |α| ≤ m, (3.10)
where K is a constant depending only on the shape parameter KH from
lemma 2.23 and the Lipschitz constant of ΩT .
Proof. Let pf be the Taylor polynomial of degree m associated with f . Then
by theorem 2.29 and the Stein extension theorem (see [84], p.181), there
exists a constant K˜m > 0, depending only on m and the Lipschitz constant
of the boundary of ΩT , such that∥∥Dβ(f − pf)∥∥ΩT ≤ K˜m|ΩT |m+1−|β||f |m+1,ΩT , 0 ≤ β ≤ m.
Let K0 := max{K˜0, K˜1}. By lemmas 2.10 and 2.23 (i), |ΩT | ≤ 6|∆1| ≤
6|T |/KH , and since KH ≤ 1,∥∥Dβ(f − pf)∥∥ΩT ≤ K1|T |m+1−|β||f |m+1,ΩT , 0 ≤ β ≤ m, (3.11)
with K1 := 36K0/K2H . We use the triangle inequality and the linearity of
the differential operator, obtaining∥∥Dα(Qconv(f)− f)∥∥T ≤ ∥∥Dα(Qconv(f)− pf + pf − f)∥∥T
≤ ∥∥Dα(Qconv(f)− pf)∥∥T + ∥∥Dα(pf − f)∥∥T . (3.12)
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Since T ⊂ ΩT , we estimate the second term with (3.11). To further estimate
the first term, we use the linearity of Qconv and the reproduction of linear
polynomials from theorem 3.21, resulting in∥∥Dα(Qconv(f)− pf)∥∥T ≤ ∥∥Dα(Qconv(f − pf ))∥∥T .
But then, since Qconv(f − pf )|T is a polynomial, we can use the Markov




‖Qconv(f − pf )‖T ,
where K2 is the constant from theorem 2.28. Since this constant depends
only on the degree of the polynomial, which is 5 in this case, it is an absolute
constant. By lemma 2.23 (ii), there exists a constant K3 < 1, depending





∥∥Qconv(f − pf )∥∥T ≤ K2K3|T ||α|∥∥Qconv(f − pf )∥∥T .
By theorem 3.20, we have∥∥(Qconv(f − pf ))∥∥T ≤ maxx∈XT |f(x)− pf (x)|.
By theorem 3.19, XT ⊂ ΩT , and it follows that
max
x∈XT
|f(x)− pf (x)| ≤ ‖f − pf‖ΩT .
We use (3.11) with |β| = 0 and combine the results, which yields∥∥Dα(Qconv(f − pf ))∥∥T ≤ K1K2K3 |T |m+1−|α||f |m+1,ΩT .
We estimate (3.12) using the inequality above and (3.11), which concludes
the proof.
The global version of the previous theorem follows almost immediately.
Theorem 3.40. Let Qconv be the operator defined in 3.17, and ∆1 the tetra-






and Ω1 := [0, 1]
3 the unit cube. Suppose f ∈ Cm+1(Ω) for some 0 ≤ m ≤ 1,
then ∥∥Dα(Qconv(f)− f)∥∥Ω1 ≤ K|∆1|m+1−|α||f |m+1,Ω, 0 ≤ |α| ≤ 1,
where K is a constant depending only on shape parameter KH defined in
lemma 2.23, and the Lipschitz constant of the boundary of Ω.
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Proof. By definition 3.14, Ω1 ⊂ ∆1. It follows from theorem 3.39 that there
exists a constant K such that∥∥Dα(Qconv(f)−f)∥∥Ω1 ≤ maxT∈∆1 ∥∥Dα(Qconv(f)−f)∥∥T ≤ maxT∈∆1K|T |m+1−|α||f |m+1,ΩT .
Since |T | ≤ |∆1|,
max
T∈∆1






This concludes the proof since ΩT ⊂ Ω.
The results for the other operators are quite similar. The reproduction of
cubic polynomials is responsible for the better approximation order. We give
a local estimate for the approximation error of Qopt in the following theorem.
Theorem 3.41. Let Qopt be the quasi-interpolation operator for (X ,S25 (∆1))






Fix T ∈ ∆1. Then for each f ∈ Cm+1(ΩT ) with 0 ≤ m ≤ 3,∥∥Dα(Qopt(f)− f)∥∥T ≤ K|T |m+1−|α||f |m+1,ΩT , 0 ≤ |α| ≤ m, (3.13)
where K is a constant depending only on the shape parameter KH of ∆BCC
and the Lipschitz constant of the boundary of ΩT .
Proof. The proof is analogous to the proof of theorem 3.39. By theorem 2.29
and the Stein extension theorem (see [84], p.181), there exists a polynomial
pf of degree m and a constant K˜m such that
‖Dβ(f − pf )‖ΩT ≤ K˜m|ΩT |m+1−|β||f |m+1,ΩT , 0 ≤ |β| ≤ m,
where K˜m depends on the degree of pf and the Lipschitz constant of the
boundary of ΩT . Let K0 := max3m=0 K˜m. It follows from lemmas 2.10
and 2.23 (i) that |ΩT | ≤ 8|T |/KH . Using the fact that KH ≤ 1, we esti-
mate
‖Dβ(f − pf )‖ΩT ≤ K1|T |m+1−|β||f |m+1,ΩT , 0 ≤ |β| ≤ m, (3.14)
with K1 := 84K0/K4H By the triangle inequality and the linearity of the
differential operator,∥∥Dα(Qopt(f)− f)∥∥T ≤ ∥∥Dα(Qopt(f)− pf)∥∥T + ∥∥Dα(pf − f)∥∥T . (3.15)
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Since Qopt is linear and, by theorem 3.26, reproduces cubic polynomials,∥∥Dα(Qopt(f)− pf)∥∥T ≤ ∥∥Dα(Qopt(f − pf ))∥∥T .
The restriction of Qopt(f − pf ) to T is a polynomial of degree 5. Hence, we




∥∥Qopt(f − pf )∥∥T ,





∥∥Qopt(f − pf )∥∥T ≤ K2K43 |T ||α|∥∥Qopt(f − pf )∥∥T ,
whereK3 depends only onKH . It follows from theorem 3.25 and theorem 3.24
that ∥∥Qopt(f − pf )∥∥T ≤ 1912 maxx∈XT |f(x)− pf (x)| ≤ 1912∥∥f − pf∥∥ΩT .
We combine the results and use (3.14) with |β| = 0, obtaining∥∥Dα(Qopt(f − pf ))∥∥T ≤ 1912K1K2K43 |T |m+1−|α||f |m+1,ΩT .
Using this inequality and (3.14) to estimate (3.15) concludes the proof.
The global result follows by taking the maximum local error over all
tetrahedra.
Theorem 3.42. Let Qopt be the operator from 3.22. Then there exists a
consant K > 0, depending only on the shape parameter KH and the Lipschitz
constant of the boundary of Ω, such that for every f ∈ Cm+1(Ω) with 0 ≤






and Ω1 := [0, 1]
3 is the unit cube.
Proof. By theorem 3.41, and since Ω1 ⊂ ∆1, there exists a constant K such
that∥∥Dα(Qopt(f)−f)∥∥Ω1 ≤ maxT∈∆1 ∥∥Dα(Qopt(f)−f)∥∥T ≤ maxT∈∆1K|T |m+1−|α||f |m+1,ΩT .
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Since |T | ≤ |∆1| for all T ∈ ∆1,
max
T∈∆1






This concludes the proof, since ΩT ⊆ Ω.
Finally, we provide the analogous error bounds for the interpolating op-
erator.
Theorem 3.43. Let QI be the operator defined in 3.33. Let ∆2 be the tetra-
hedral partition defined in 3.27, X the associated sample set, and KH the





where T˜ is the tetrahedron in ∆BCC with T = T˜ . Then there exists a constant
K depending only on KH and the Lipschitz constant of the boundary of ΩT ,
such that for all f ∈ Cm+1(ΩT ) with 0 ≤ m ≤ 3,∥∥Dα(QI(f)− f)∥∥T ≤ K|T |m+1−|α||f |m+1,ΩT , 0 ≤ |α| ≤ m. (3.16)
Proof. By theorem 2.29 and the Stein extension theorem (see [84], p.181),
there exists a constant K˜m such that
‖Dβ(f − pf )‖ΩT ≤ K˜m|ΩT |m+1−|β||f |m+1,ΩT , 0 ≤ |β| ≤ m+ 1,
where pf is the Taylor polynomial of degree m associated with f . Let K0 :=
max3m=0 K˜m. We use lemmas 2.10 and 2.23 (i) and obtain
‖Dβ(f − pf )‖ΩT ≤ K1|T |m+1−|β||f |m+1,ΩT , 0 ≤ |β| ≤ m, (3.17)
with K1 = 124K0/K4H . Using the triangle inequality and the linearity of the
differential operator leads to∥∥Dα(QI(f)− f)∥∥T ≤ ∥∥Dα(QI(f)− pf)∥∥T + ∥∥Dα(pf − f)∥∥T . (3.18)
The quasi-interpolation operator is linear and, by theorem 3.38, reproduces
cubic polynomials. Thus,∥∥Dα(QI(f)− pf)∥∥T ≤ ∥∥Dα(QI(f − pf ))∥∥T .
The restriction of QI to T is a polynomial, and we use the Markov inequality




‖QI(f − pf )‖T ,
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with K2 depending only on the degree of the polynomial which is 5. It follows
from lemma 2.23 (ii) that ρT ≥ K3|T | for some constant K3 < 1 depending
only on the shape parameter KH . Together with the fact that 0 ≤ |α| ≤ 4
and the stability of QI from theorem 3.37 this yields∥∥Dα(QI(f − pf ))∥∥T ≤ K2K43 |T ||α 127036912 maxx∈XT |f(x)− pf (x)|.
Then we use the locality from theorem 3.36 and (3.17) with |β| = 0 and





|T |m+1−|α||f |m+1,ΩT .
To conclude the proof, we combine this inequality with (3.17) to obtain an
estimate for (3.18).
We conclude this section with a global error bound for the interpolating
operator.
Theorem 3.44. Let QI be the quasi-interpolation operator defined in 3.33
and ∆2 the associated tetrahedral partition. For each T ∈ ∆2, let ΩT be





Let Ω1 := [0, 1]
3 be the unit cube. Suppose f ∈ Cm+1(Ω) for some 0 ≤ m ≤ 3.
Then there exists a constant K, depending only on the shape parameter KH
and the Lipschitz constant of the boundary of Ω, such that∥∥Dα(QI(f)− f)∥∥Ω1 ≤ K|∆2|m+1−|α||f |m+1,Ω, 0 ≤ |α| ≤ m.
Proof. Since Ω1 ⊂ ∆2, we estimate∥∥Dα(QI(f)− f)∥∥Ω1 ≤ maxT∈∆2 ∥∥Dα(QI(f)− f)∥∥T .
It follows from theorem 3.16 that there exists a constant K with
max
T∈∆2
∥∥Dα(QI(f)− f)∥∥T ≤ maxT∈∆2K|T |m+1−|α||f |m+1,ΩT .
But then, since |T | ≤ |∆2| and ΩT ⊂ Ω,
max
T∈∆2








Non-convex quasi-interpolation operators tend to produce splines whose val-
ues lie outside the data range. This can be observed especially in regions
where the data values jump from one level to another. One example for
such a situation are data values acquired by computer tomography, where
different types of material have distinct density value ranges. In the bound-
ary regions where one material meets another, a non-convex operator might
produce values that can fall into the range of a third material, resulting in
features in the reconstruction which are not present in the data. This may
lead to a misinterpretation of the reconstructed volume. We show this be-
havior in a reconstruction of an artificial data set, representing a solid cube,
in figure 4.1. We reconstructed the data set using our convex and optimal
quasi-interpolation operators developed in the previous chapter. Figure 4.2
shows 2D histograms (see [45]) of both reconstructions, where the horizontal
axis displays the data values, while the vertical axis shows the magnitude of
the gradients. Thus, each arch in the histogram represents a boundary be-
tween two materials. In the histogram of the convex reconstruction, only one
such arch is present, while the histogram of the reconstruction by the optimal
operator also shows several smaller arches. From these smaller arches, we ex-
tracted the `phantom features' shown in figure 4.1, which are not present in
the original data.
Using a convex operator would solve this problem, but these opera-
tors usually have a sub-optimal approximation order. Given a sample set
X := {x1, . . . , xN} and an associated spline space S ⊆ Srd(∆) defined over a
tetrahedral partition ∆, let Q and Qconv be two linear local trivariate spline
quasi-interpolation operators for (X,S), of which Qconv is convex, while Q
has a better approximation order. We present an algorithm that enforces
the convexity condition (3.2) on Q by locally blending the weights of the
95
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Figure 4.1: A reconstruction of a solid cube by a non-convex quasi-
interpolation operator. The bottom images show phantom features, both





Figure 4.2: The 2D histograms of reconstructions by a convex operator (left)
and a non-convex operator (right).
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B-coefficient computation rules of Q with those of Qconv where (3.2) is not
satisfied by Q.
This is motivated by the fact that a linear combination of the two op-
erators also is a quasi-interpolation operator for (X,S). In particular, we
investigate the blending operator
Qt := (1− t)Q+ tQconv.










respectively. Then the rules of Qt can be written as











(1− t)wTη,xk + tw˜Tη,xk
)
fk. (4.1)
Obviously Q1 fulfills the convexity condition (3.2), while Q0 has the char-
acteristics and better approximation order of Q. But we would like to main-
tain the characteristics of Q in those regions where Q fulfills the convexity
condition, and only blend to Qconv where it does not satisfy (3.2). Therefore
we need to find a way to blend the operators locally rather than globally.
Since both Q and Qconv are local, Qt is also local. In fact, if Q is `-local and
Qconv is ˜`-local, then Qt is max{`, ˜`}-local.
For the remainder of this chapter, we assume that both Q and Qconv are at
least continuous. To be more precise, we assume that if a domain η ∈ Dd(∆)
is the domain point of two separate tetrahedra T and T˜ , then the rules for
cTη and c
T˜
η are identical. The quasi-interpolation operators developed in the
previous chapter are of that type. Thus, we omit the superscript T when
denoting B-coefficients and weights (see remark 3.3).
Fix f ∈ FX . Note that since f is a discrete function, we can decompose
f into the functions f [k] ∈ FX defined by
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Looking at the right side of the equation, we see that we can use a different
parameter t for each term.






We call θ the parameter set for the blending operator Qθ.
The locality of Qt assures that each of the tk influences the spline Qθ(f)
only in the neighborhood of the sample point xk.










(1− tk)wη,xi + tkw˜η,xi
)
f [k](xi)
But since f [k](xi) = 0 for i 6= k, all terms of the inner sum vanish except the









Since the weights wη,xk(θ) can be zero for certain values of θ, we need a
modified definition for the support of these rules. We write
Xˆη := {x ∈ X; wη,x 6= 0 or w˜η,x 6= 0}





for the union of all supports relevant for a tetrahedron T ∈ ∆. Note that cη(θ)
depends only on those parameters tk whose associated sample points xk are
in the support Xˆη. For a fixed k, the set of domain points whose associated




η ∈ Dd(∆); xk ∈ Xˆη
}
.
We adapt definition 3.9 to the blending operator.
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Definition 4.2. A parameter set θ for Qθ(f) is called convex for f , if




f(x) and fTmax := max
x∈XˆT
f(x)
Note that a parameter set which is convex for a fixed f ∈ FX is not
necessarily convex for another function f˜ ∈ FX .
The following lemma adapts lemma 3.10 to the blending operator.
Lemma 4.3. Let θ be a parameter set for Qθ(f). If




f(x) and fη,max := max
x∈Xˆη
f(x),
then θ is convex for f .
The proof is analogous to the proof of lemma 3.10.
Our goal is it to construct a convex parameter set where the parameters
tk are close to zero to preserve the characteristics of Q. First we show that
at least one convex character set exists.
Proposition 4.4. The parameter set θ1 := (1, . . . , 1) ∈ [0, 1]N is convex for
all f ∈ FX .
Proof. This follows immediately from the fact that Qθ1(f) = Qconv(f).
The idea of the following algorithm is to use (4.1) to compute a minimal
tη for each domain point, such that (3.3) holds. An initial parameter set
θ = {t1, . . . , tN} is then generated, where tk is set to the maximum of those tη
with η ∈ Dk. In the main loop of the algorithm, each coefficient cη(θ) is tested
against (4.3), and the parameters tk with xk ∈ Xˆη are increased until (4.3)
holds. The existence of the convex parameter set θ1 of proposition 4.4 assures
the termination of this process. It follows from lemma 4.3 that the final
parameter set is convex.
The following lemma shows that for each domain point, there exists an
interval [tη, 1] such that cη(t) satisfies (3.3) for all t ∈ [tη, 1]. This indicates
that, once the convexity condition (4.3) is fulfilled for some cη(θ), increasing
some of the tk will not result in a situation where (4.3) can no longer be
achieved.
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Lemma 4.5. Fix η ∈ Dd(∆). Let
tη := min {t ∈ [0, 1]; fη,min ≤ cη(t) ≤ fη,max} . (4.4)
Then
fη,min ≤ cη(t) ≤ fη,max for all t ∈ [tη, 1].
Proof. The convexity ofQconv assures that 1 ∈ {t ∈ [0, 1]; fη,min ≤ cη(t) ≤ fη,max},
and thus the minimum tη exists. Let cmin := min{cη(tη), cη(1)} and cmax :=
max{cη(tη), cη(1)}. Note that cη(t) is a linear univariate polynomial in t, and
thus monotonic. Hence, for all t ∈ [tη, 1], cη(t) ∈ [cmin, cmax] ⊆ [fη,min, fη,max].
Remark 4.6. The minimum (4.4) can be computed quite easily. Using (4.1),
we obtain
cη(t) = (1− t)cη + tc˜η = cη + t(c˜η − cη).
If c˜η = cη, the convexity of Qconv assures that (3.3) holds for cη, and the
minimum is 0. Let c˜η 6= cη and set
t0 :=
fη,min − cη
c˜η − cη and t1 :=
fη,max − cη
c˜η − cη .
Since cη(t) is a monotonic function and cη(1) = c˜η ∈ [fη,min, fη,max],
min{t0, t1} ≤ 1 ≤ max{t0, t1}.
and
cη(t) ∈ [fη,min, fη,max] for all t ∈ [min{t0, t1},max{t0, t1}].
Thus, the minimum is given by
tη := max {0,min{t0, t1}} .
The initial parameter set is constructed such that for each domain point
η, the parameters lie in the intervals [tη, 1]. Since cη(θ) is usually not equal to
cη(t), this does not guarantee the convexity of the initial set. It shows, how-
ever, that increasing the parameters in each adjustment step will eventually
result in a convex parameter set.
Algorithm 4.7. This algorithm constructs a convex parameter set θ =
(t1, . . . , tN) for Qθ(f).
1) Set θ := (0, . . . , 0) ∈ [0, 1]N .
2) For each η ∈ Dd(∆):
2.1) Compute tη := min {t ∈ [0, 1]; fη,min ≤ cη(t) ≤ fη,max} .
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2.2) For each xk ∈ Xˆη, update tk ← max{tk, tη}.
3) Set D := Dd(∆).
4) While D 6= ∅:
4.1) Get η ∈ D and update D ← D \ {η}.
4.2) While cη(θ) < fη,min or cη(θ) > fη,max:
(a) Compute tη,min := min{tk; xk ∈ Xˆη}.
(b) Compute t∗η := min{tk; tk > tη,min and xk ∈ Xˆη}.
(c) For each xk ∈ Xˆη with tk = tη,min do
• Update tk ← t∗η.
• Update D ← D ∪Dk \ {η}.
Theorem 4.8. Algorithm 4.7 terminates after a finite number of steps. The
parameter set constructed by the algorithm is convex for f .
Proof. First we show that the algorithm terminates. Let Θ := {tη; η ∈
Dd(∆)} be the set of all distinct initial parameters generated in step 2.1) of
the algorithm. Note that there exist at most N such distinct values. Let
tmax := max Θ. By lemma 4.5, the set (tmax, . . . , tmax) ∈ [0, 1]N is a convex
parameter set.
Each time step 4.2 (c) is reached, the value of at least one of the param-
eters tk is replaced by the value of another parameter which is greater than
tk. Since there are only a finite number of parameters, and since each pa-
rameter can only be increased a finite number of times until it reaches tmax,
the algorithm terminates after a finite number of steps.
In the update step 4.2 (c), all domain points whose associated B-coefficients
depend on at least one of the updated parameters, are reinserted into D.
Thus, when the algorithm terminates, all B-coefficients have been tested
against the final parameter set θ and passed the test. It follows from lemma 4.3
that this parameter set is convex for f .
4.1 Improving the algorithm
Revisiting definition 4.2, we notice that (4.3) only gives a rough estimate
for (4.2). Thus, the parameters produced by algorithm 4.7 are not necessarily
the least parameters for which (4.2) holds. To improve the algorithm, we
change the computation in the loop in step 2), and the test in step 4.2), to
produce potentially better parameters.
This is achieved by iterating over the tetrahedra of ∆ rather than the do-
main points Dd(∆) and testing each polynomial piece of Qθ(f) against (4.3).
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To estimate the minimum and maximum values of these polynomial pieces,




|T˜i| < |T |.
It follows from theorem 2.45 that the B-coefficients of the refined polynomials
are a better estimate for the values of Qθ(f)|T than the original B-coefficients.
We then compute the B-form of Qθ(f) relative to each subtetrahedron. Let
















cTmin(θ) ≤ Qθ(f)(v) ≤ cTmax(θ) for all v ∈ T.
These values are then tested against fTmin and f
T
max to see if (4.2) holds. If
the test fails, the parameters tk with tk ∈ XˆT are again gradually increased.
Whenever a parameter tk is changed, those tetrahedra whose associated poly-
nomial pieces depend on tk, have to be re-evaluated. We denote those tetra-
hedra by
∆k := {T ∈ ∆; Dd(T ) ∩Dk 6= ∅} .
The computation of the B-coefficients cT˜η (θ) is a two-step process. First,
the B-coefficient computation rules are applied to compute the B-form of
Qθ(f). Then, de Casteljau's algorithm is used to compute the representation
of Qθ(f) relative to each subtetrahedron.
We use a similar approach to generate the initial parameter set. For each
tetrahedron, the B-coefficient computation rules for Q and Qconv are used to
compute cη and c˜η for all η ∈ Dd(T ). For each subtetrahedron of T˜ , let cT˜η
and c˜T˜η be the B-coefficients of Q(f)|T˜ and Qconv(f)|T˜ , respectively. These,
again, are obtained by using de Casteljau's algorithm. Now we set
cT˜η (t) := (1− t)cT˜η + tc˜T˜η
and use remark 4.6 to compute the minimal initial parameters tη. Taking the
maximum over all tη with η ∈
⋃
T˜∈∆T Dd(T˜ ) yields the initial parameter for
T . We replace fη,min and fη,max with fTmin and f
T
max, respectively, for these
computations, since we test against (4.2) rather than (4.3).
We're now ready to give the improved algorithm.
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Algorithm 4.9. This algorithm produces a convex parameter set θ := (t1, . . . , tN)
for Qθ(f).
1) Set θ := (0, . . . , 0) ∈ [0, 1]N .
2) For each T ∈ ∆:
2.1) Set tT := 0.
2.2) For each T˜ ∈ ∆T :
(a) For each domain point η ∈ Dd(T˜ ):
• Compute tη := min{t ∈ [0, 1]; fTmin ≤ cT˜η (t) ≤ fTmax}.
• Update tT ← max{tT , tη}.
2.3) For each xk ∈ XˆT , update tk ← max{tk, tT}.
3) Set ∆ˆ := ∆.
4) While ∆ˆ 6= ∅:
4.1) Get T ∈ ∆ˆ and update ∆ˆ← ∆ˆ \ T .







(a) Compute tT,min := min{tk; xk ∈ XˆT}.
(b) Compute t∗T := min{tk; tk > tT,min and xk ∈ XˆT}.
(c) For each xk ∈ XˆT with tk = tT,min:
• Update tk ← t∗T .
• Update ∆ˆ← ∆ˆ ∪∆k \ {T}.
Theorem 4.10. Algorithm 4.9 terminates after a finite number of steps.
The constructed parameter set is convex for f .
Proof. We follow the proof of theorem 4.8. The number of distinct initial
parameter values generated in the loop 2) is at most N . Let tmax ∈ [0, 1]
be the maximum of these initial values. It follows from lemma 4.5 that
(tmax, . . . , tmax) ∈ [0, 1]N is a convex parameter set for f . During the update
step 4.2 (c), at least one of the parameters tk is increased. Since tk can only
be increased a finite number of times until it reaches tmax, and since only a
finite number of parameters exist, the algorithm terminates eventually.
By the time the algorithm terminates, each tetrahedron has passed the
test in step 4.2), and thus the final parameter set is convex for f .
We conclude this chapter with the following remark. Even though we
consider only trivariate operators in this chapter, the algorithms presented
here can be easily adapted to the multivariate setting.
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Chapter 5
Lagrange interpolation using
splines of low locality on the BCC
partition
Given an n-dimensional subspace G of C(Ω), where Ω ⊆ Rm contains n dis-
tinct points xi, the Lagrange interpolation problem is to determine a function
g ∈ G such that g(xi) = fi for i = 1, . . . , n, and associated data values fi.
This problem has been thoroughly investigated for many types of functions.
If G is a Haar space (or Chebyshev space), then the problem has a unique
solution. A classic example for a Haar space is the space of univariate poly-
nomials of degree n−1. Unfortunately, for m ≥ 2 there exist no Haar spaces
of dimension n ≥ 2. This is known as the Mairhuber-Curtis theorem and has
been proved independently by Mairhuber [50] and Curtis [28] in 1956 and
1959, respectively. Thus, the existence of a solution to the problem depends
on the position of the points xi for these cases, which leads to the following
definition
Definition 5.1. Let G be an n-dimensional linear subspace of C(Ω), where
Ω ⊆ Rm. A subset X ⊂ Ω of n distinct points is called a Lagrange in-
terpolation set for G, if for every f ∈ C(Ω) there exists a unique g ∈ G
with
g(x) = f(x) for all x ∈ X.
The Lagrange interpolation problem has also been completely solved for
univariate spline spaces by Schoenberg and Whitney in [76]. Here, the exis-
tence of a solution also depends on the distribution of the points xi. Chung
and Yao examined the problem for the spaces of multivariate polynomials
and point sets on certain lattices in [24], while Chui and Lai provide results
for more general point sets in [23]. Sommer and Strauss generalized the
Schoenberg-Whitney condition to the multivariate setting for almost inter-
polation, where the points xi may have to be moved slightly to produce a
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106 CHAPTER 5. LAGRANGE INTERPOLATION
unique solution for the interpolation problem. These results can be found
in [79].
Local Lagrange interpolation by bivariate splines has been extensively
studied, and it has been shown in [29] that spline spaces over arbitrary par-
titions do not always have a stable local basis. Thus, many local Lagrange
interpolation methods rely on local refinements of the given partition. The
vast literature on this subjects includes methods that work on certain classes
of triangulations (see [63, 64]), as well as methods for arbitrary triangula-
tions (see [22, 43, 58, 66]). This list is not complete by far, and we refer
the interested reader to the survey [65] and the references in [46] for more
information on the subject.
In recent years, a number of local Lagrange interpolation methods for
the trivariate setting have appeared. As in the bivariate case, these methods
usually decompose the underlying partition into disjoint classes of tetrahedra
and construct the splines step by step on these classes. Most of these meth-
ods, like [41, 42, 44, 54, 55, 61, 62], also use a local refinement of some or
all tetrahedra to avoid over-determined B-coefficients which may arise when
multiple smoothness conditions from different neighboring tetrahedra affect
the same B-coefficient. One of these methods, [61], which we co-authored
with Nürnberger, is the subject of the following section. Notable examples
to this technique are [59] and [78]. Here, a combination of a uniform par-
tition, a high polynomial degree compared to the order of smoothness, and
certain superspline conditions at some of the vertices, provide the locality
while avoiding over-determined B-coefficients. Also of special interest is the
method developed in [55], as it is the only one using C2 splines.
We define our Lagrange interpolation operators as a specialization of the
quasi-interpolation operators defined in 3.1.
Definition 5.2. Let ∆ be a tetrahedral partition of a polygonally bounded
region Ω ⊂ R3, and S ⊆ Srd(∆) a spline space. A quasi-interpolation operator
L for (X,S) is called a Lagrange interpolation operator, if X is a Lagrange
interpolation set for S, and if for every f ∈ FX ,
L(f)(x) = f(x) for all x ∈ X.
Thus, the quasi-interpolation operator QI from chapter 3, section 3.3,
is not a Lagrange interpolation operator for two reasons. The number of
sample points used by QI is not equal to the dimension of the associated
spline space, and some sample points lie outside the tetrahedral partition.
In contrast to the quasi-interpolation operators defined in chapter 3, we
do not give explicit B-coefficient computation rules for our Lagrange inter-
polation operators. We rather show that all B-coefficients can be computed
from the data values by successively solving a number of small linear systems.
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The main idea behind most of the local Lagrange interpolation methods
cited in the introduction to this chapter is to decompose the partition into
several classes of tetrahedra (or clusters of tetrahedra) in such a way that
the spline can be constructed independently on the tetrahedra of the first
class. Then the smoothness conditions are applied to determine some of the
B-coefficients associated with the surrounding tetrahedra, and the spline is
constructed on the tetrahedra of the second class. This process is repeated
until all B-coefficients of the spline are determined. Typically, a tetrahedron
belonging to a higher class is surrounded by more than one tetrahedron
of lower classes, and has to be subdivided to avoid that B-coefficients are
overdetermined.
5.1 Cubic C1-splines
We develop a local Lagrange interpolation method for cubic C1-splines on the
BCC partition. The main focus of our method lies on constructing splines
with low locality. Hecklin, Nürnberger, Schumaker and Zeilfelder developed a
method in [42] for cubic C1 splines on arbitrary partitions, where the locality
depends on the structure of the partition and can be as high as 10 in the
worst case. The locality can be improved by using regular partitions. The
method by the same authors for Freudenthal partitions, developed in [41],
achieves a locality of 5, while the splines constructed by Matt and Nürnberger
in [55] on the Type-4 partition are 4-local. All three methods rely on a
priority principle to achieve the locality of the splines, where the underlying
partition is decomposed into classes of tetrahedra with an increasing number
of common vertices and edges. The latter two methods make use of the cube
structure of the respective partitions to simplify this process.
Our method follows the same basic principle, but focuses on a partition
which allows a decomposition into only a few classes. This partition is a
subset of the BCC partition. The method achieves a locality of two and has
been published in [61].
In preparation of the main results of this section, we give some lemmas.
The first lemma deals with Lagrange interpolation at the domain points
associated with a single edge.
Lemma 5.3. Let e := 〈v0, v1〉 be an edge of a tetrahedron T := 〈v0, v1, v2, v3〉.
Let ξij := ξij00 ∈ D3(T ), i+ j = 3, be the domain points located on that edge,
and cij the associated B-coefficients of a polynomial p in B-form relative to
T . Fix values fij ∈ R, i+ j = 3. Then p|e is uniquely determined by
p|e(ξij) = fij, i+ j = 3.
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Proof. The restriction of p to e is essentially a univariate polynomial, see





where Bij :≡ BTij00. We show that all B-coefficients of p|e are uniquely de-
termined by the interpolation conditions. From the Lagrange interpolation
conditions p|e(ξ30) = f30 and p|e(ξ03) = f03, it follows with 2.48 that c30 = f30
and c03 = f03. The remaining two conditions lead to the linear system
f30B30(ξ21) + c21B21(ξ21) + c12B12(ξ21) + f03B03(ξ21) = f21,
f30B30(ξ12) + c21B21(ξ12) + c12B12(ξ12) + f03B03(ξ12) = f12.


















where the constants r1 and r2 are linear combinations of the interpolation
values fij. The determinant of the matrix is 427 , and thus the system has a
unique solution.
The situation in the following lemma is similar to the one considered in
the previous lemma, but here two of the B-coefficients are already known.
Lemma 5.4. Using the notation of lemma 5.3, suppose that the B-coefficients
c30 and c21 of the polynomial p are already known. Then for all pairs f12, f03 ∈
R, p|e is uniquely determined by
p(ξ12) = f12, p(ξ03) = f03.
Proof. The cubic polynomial p|e is determined by the four B-coefficients cij,
i+ j = 3, two of which are already known. Following the proof of lemma 5.3,
c30 = f30 and
c30B30(ξ12) + c21B21(ξ12) + c12B12(ξ12) + f03B03(ξ12) = f12. (5.2)
Since B12(ξ12) = 4/9, the equation can be uniquely solved for the remaining
B-coefficient c12.
The next lemma concerns Lagrange interpolation at the barycenter of a
face, when all B-coefficients associated with the remaining domain points of
that face are already known.
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Lemma 5.5. Let F := 〈v0, v1, v2〉 be a face of a tetrahedron T := 〈v0, v1, v2, v3〉.
Analogously to lemma 5.3, we denote the domain points, B-coefficients and
Bernstein basis polynomials associated with F by ξijk, cijk and Bijk, i+j+k =
3, respectively. Suppose all B-coefficients associated with F of a polynomial
p in B-form relative to T are known except c111. Then for each value f ∈ R,
p|F is uniquely determined by
p|F (ξ111) = f.
Proof. Regarding remark 2.37, the restriction of p to F is a bivariate poly-
nomial. We show that all B-coefficients of p|F are uniquely determined by




cijkBijk(ξ111) = f, (5.3)
all values except c111 are known. Since B111(ξ111) = 29 , the problem has a
unique solution.
The interpolation process involves subdividing selected tetrahedra with
a partial Worsey-Farin split. This includes the splitting of some of the faces
by a Clough-Tocher split. The following lemma deals with Lagrange inter-
polation on such a face. Figure 5.1 depicts the situation.
Lemma 5.6. Let F := 〈v0, v1, v2〉 be a face of a tetrahedron T := 〈v0, v1, v2, v3〉.
Let vF be a point located in the interior of F and T1, T2, T3 the subtetrahedra
of T that result from splitting F at vF , defined by
T1 := 〈v0, v1, vF , v3〉, T2 := 〈v1, v2, vF , v3〉, T3 := 〈v2, v0, vF , v3〉.
Suppose the B-coefficients associated with the edges of F , as well as those
associated with the domain points ξT21110 and ξ
T3
1110, are known. Fix f ∈ R3
and let s ∈ S13 ({T1, T2, T3}). Then s|F is uniquely determined by
s|F (vF ) = f.
Proof. We apply the smoothness conditions between the three subtetrahedra
to calculate the unknown B-coefficients from the known B-coefficients. The




ijk0, i + j + k = 3. We
show that all B-coefficients associated with these domain points are uniquely
determined. By theorem 2.53, two domain points belonging to different poly-
nomial pieces of s are equal if their associated domain points coincide, since
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Then ξij0k = ξT1ijk0, ξ0ijk = ξ
T2
ijk0, and ξj0ik = ξ
T3
ijk0, i + j + k = 3. We
denote the B-coefficient associated with ξijkl by cijkl. Notice that the known
B-coefficients associated with the edges of F are those with l = 0. Let
(ϕ0, ϕ1, ϕ2, ϕ3) be the barycentric coordinates of vF relative to T . Since vF is
located in the interior of F , ϕ3 = 0 and ϕm > 0, m = 0, 1, 2. By lemma 2.32,






















The domain points associated with known B-coefficients are shown as black
squares in figure 5.1. First we show how the B-coefficients c2001, c0201, c0021 are
obtained from C1 smoothness conditions. The associated domain points are
represented by white squares in figure 5.1. Since the B-coefficients c3000, c2100










Solving for c2001, we obtain
c2001 = ϕ0c3000 + ϕ1c2100 + ϕ2c2010.
Analogously, we calculate c0201 from the known B-coefficients c1200, c0300, c0210
by applying the C1 condition between T1 and T2, resulting in
c0201 = ϕ0c1200 + ϕ1c0300 + ϕ2c0210.
The B-coefficient c0021 is obtained from the known B-coefficients c1020, c0030, c0120
by using the smoothness condition between T2 and T3, which yields
c0021 = ϕ0c1020 + ϕ1c0120 + ϕ2c0030.
Since the B-coefficients c1011 and c0111 are also known, we obtain c0012 in the
same way, resulting in
c0012 = ϕ0c1011 + ϕ1c0111 + ϕ2c0021.
The associated domain points is shown as a white circle in figure 5.1. By
corollary 2.48, the interpolation condition yields c0003 = f . A black dia-
mond represents the associated domain point in figure 5.1. At this point,




Figure 5.1: Lagrange interpolation on a subdivided face of a tetrahedron. The
black squares represent the domain points where the associated B-coefficients
are known. The white squares and circle represent domain points whose
associated B-coefficients are computed by smoothness conditions. The B-
coefficient associated with the black diamond is computed from the inter-
polation condition. The B-coefficients associated with the red diamonds are
calculated from a small linear system of smoothness conditions.
all B-coefficients except c1101, c1002 and c0102 are determined. Their associ-
ated domain points are shown as red diamonds. These are involved in the
following C1 conditions.
c1002 = ϕ0c2001 + ϕ1c1101 + ϕ2c1011,
c0102 = ϕ0c1101 + ϕ1c0201 + ϕ2c0111,
c0003 = ϕ0c1002 + ϕ1c0102 + ϕ2c0012.








where r1, r2, r3 are combinations of known values. The determinant of the
matrix is 2ϕ0ϕ1, which is non-zero since vF lies in the interior of F .
We immediately obtain a minimal determining set for the face F .
Corollary 5.7. Given the situation from lemma 5.6, letME be the domain
points associated with the original edges of F , and
MF :=ME ∪ {vF , ξT21110, ξT31110}.
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Then MF is a minimal determining set for S13 (∆CT (F )), where ∆CT (F ) is
the triangulation obtained by applying a Clough-Tocher split to F .
Proof. The proof is essentially the same as the proof for 5.6. Suppose that
all B-coefficients associated with MF are known, then by lemma 5.6 all
remaining B-coefficients are uniquely determined.
An integral part of the interpolation method is the subdivision of some of
the tetrahedra by using a partial Worsay-Farin split. The following theorem
uses the same notation as definition 2.16 and gives a minimal determining
set for cubic C1 splines defined over such refinements.
Theorem 5.8. Let T be a non-degenerate tetrahedron that has been subdi-
vided by an m-th degree partial Worsey-Farin split as in definition 2.16. Let
E be the union of the edges of the original tetrahedron T and
ME := D3(T ) ∩ E.
For 1 ≤ i ≤ m, we denote the subtetrahedra that touch the face Fi by T 1i :=



















M :=ME ∪M1 ∪M2 ∪M3 ∪M4










uniquely determined from the B-coefficients associated with the setM. First
we consider the B-coefficients associated with domain points on the faces of
T . Let 1 ≤ i ≤ m, then the face Fi is subdivided by a Clough-Tocher split.
Twelve of the domain points associated with Fi are contained inM, and the
remaining seven are determined directly by C1-conditions as shown in the
proof of lemma 5.6. For m < i ≤ 4, Fi is not split, and all B-coefficients
associated with that face are contained inM. At this point, all B-coefficients
associated with domain points in the shell R3(vT ) are uniquely determined.
We now consider the B-coefficients associated with domain points con-
tained in the ball D2(vT ). The convex hull of these domain points de-
fines a tetrahedron T˜ which is a smaller version of T , as shown in fig-
ure 5.2. These B-coefficients can be considered as the B-coefficients of a




. Let M˜E be the set of domain points associated






Figure 5.2: A tetrahedron that has been subdivided by a partial Worsey-Farin
split of degree 1. The smaller blue tetrahedron on the right is the convex
hull of D2(vT ), while the black circles represent domain points associated
with the edges of that tetrahedron.
with the edges of T˜ . Suppose that all B-coefficients associated with M˜E are
zero, then it is easy to see that the remaining B-coefficients of s˜ are also zero,
as they can be directly computed from known coefficients by (2.17). Then





are 10 such domain points, dimS12
(
∆mWF (T˜ )
) ≤ 10. But the 10-dimensional














It remains to show that the B-coefficients associated with M˜E are uniquely
determined by the B-coefficients associated with R3(vT ). Let ξ ∈ M˜E, then
cξ is determined by a C1 smoothness condition (2.17). The other four B-
coefficients in that equation are already determined, since they are associ-
ated with domain points in R3(vT ). Thus, cξ is uniquely determined, and the
proof is complete.
The interpolation process developed in this chapter is based on a clas-
sification of the tetrahedra of ∆BCC . The first two classes, defined below,
are used to determine the B-coefficients associated with the edges of the
partition. We use the relative notation introduced in 2.20 to specify the
tetrahedra.
Definition 5.9. Given the BCC partition, we define
K0 :=
{
TLD(wijk) ∈ ∆BCC ; i, j, k ∈ Z, i+ k even
}
,
K1 := ∆BCC \K0.
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Figure 5.3: On the left: the tetrahedra in class K0 (red), shown in a subset
of the BCC partition. The remaining blue tetrahedra belong to class K1. On
the right: the tetrahedra in classes K2 and K3 are shown in magenta and
green, respectively. The remaining blue tetrahedra belong to class K4.
The class K0 is chosen such that all tetrahedra belonging to that class are
disjoint, and each vertex of ∆BCC is the vertex of exactly one tetrahedron
T ∈ K0, as the following lemma shows. The tetrahedra belonging to this
class are pictured in figure 5.3. The second class is the complement of K0.
Lemma 5.10. Each vertex v of ∆BCC is the vertex of exactly one tetrahedron
T ∈ K0.
Proof. For each interior vertex v of ∆, there exist even indices i and k and
an index j such that
v ∈ {vijk, vi+1,j,k, vi,j,k+1, vi+1,j,k+1, wijk, wi+1,j,k, wi,j,k+1, wi+1,j,k+1}.
By definitions 2.18 and 2.20, it is clear that each of these vertices is the
vertex of one of the tetrahedra TLD(wijk), TLD(wi+2,j,k), TLD(wi+1,j,k−1),
TLD(wi+1,j,k+1), as shown in figure 5.4. But since i and j are even, these
tetrahedra belong to the class K0.
Another classification of the tetrahedra of ∆BCC is used to determine the
B-coefficients associated with the faces of the partition.
Definition 5.11. Given the BCC partition, we define
K2 :=
{

























Figure 5.4: The situation described in the proof of lemma 5.10. The indices
i and k are even.
where
♦(v) := {TUF (v), TUL(v), TUB(v), TUR(v)},
The set ♦(v) is a tetrahedral partition of the octahedron OU(v) defined
in 2.19. Notice that the classes K2, K3 and K4 also form a decomposition of
∆BCC , just like the classes K0 and K1. The arrangement of the tetrahedra
in these classes is shown in figure 5.3 on the right.
Lemma 5.10 showed that each vertex of ∆BCC belongs to a unique tetra-
hedron in class K0. The tetrahedra of class K2 have a similar property,
regarding the edges of ∆BCC , as the following two lemmas show.
Lemma 5.12. Let T be a tetrahedron belonging to class K3. Then for each
edge e of T , there exists a unique Te ∈ K2 with T ∩ Te = e.
Proof. Fix T ∈ K3.
Suppose T = TBD(wijk). Then each interior edge of T is shared by
one of the tetrahedra TLD(wijk), TLD(wi+1,j,k), TLD(wi,j,k+1), TLD(wi+1,j,k+1),
TBU(wijk), or TBU(wi,j−1,k), which belong to K2.
Now suppose T = TLU(wijk). Then each edge of T is shared either
with a tetrahedron TBU(wijk), TBU(wi−1,j,k), TBU(wi,j,k−1), TBU(wi−1,j,k−1),
TLD(wijk) or TLD(wi,j+1,k). These tetrahedra also belong to K2.
Figure 5.5 depicts the situation.
Lemma 5.13. Let v ∈ VBCC and e a boundary edge of ♦(v). Then there
exists a unique Te ∈ K2 with T ∩ Te = e.













Figure 5.5: The situation described in lemma 5.12. All edges of a tetrahedron
T belonging to class K3 (blue), are shared with the tetrahedra belonging
to class K2 (red). The left side shows exploded views for the case T =
TBD(wijk) ∈ L2 (top left), and for the case T = TLU(wijk) ∈ L4 (bottom
left).












Figure 5.6: The situations described in lemma 5.13. All edges of a tetrahe-
dron T belonging to class K4, except for the interior edge of the octahedron
♦(v) (blue) which T belongs to, are shared with the tetrahedra belonging to
class K2 (red). On the left, exploded views for both cases described in the
lemma are shown.
Proof. As in lemma 5.12, there are two cases to consider.
Suppose v = vijk ∈ VH . Then the tetrahedra TLD(wijk), TLD(wi,j,k−1),
TBU(wi,j,k−1) and TBU(wi−1,j,k−1), which are in K2, share one face each with
the tetrahedra in ♦(v), such that all boundary edges of ♦(v) are shared by
these tetrahedra.
Likewise, if v = wijk ∈ WH , all boundary edges of ♦(v) are shared by the
tetrahedra TBU(wijk), TBU(wi,j,k−1), TLD(wi,j+1,k) and TLD(wi+1,j+1,k) which
belong to K2.
Figure 5.6 shows how these tetrahedra surround ♦(v).
We now describe the finite subset of the BCC partition on which the
interpolating splines are constructed. For the remainder of this section, let
∆BCC be the BCC partition with spacingH := (h1, h2, h3), as defined in 2.20.
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Definition 5.14. Given three odd integers N1, N2, N3 ≥ 3, we define the
following sets of tetrahedra.
L1j :=
{










♦(vijk), 0 ≤ i < N1, 1 ≤ k < N3,
L4j :=
{









































The sets L1j , . . . , L
6
j can be interpreted as layers of tetrahedra which are
stacked to construct the partition ∆. Each layer is a subset of one of the
classesK2-K4. More precisely, L1∪L5 ⊂ K2, L2∪L4 ⊂ K3, and L3∪L6 ⊂ K4.
These layers are shown in figure 5.7. A small partition ∆ is depicted in
figure 5.8.
During the interpolation process, we use lemmas 5.10, 5.12 and 5.13 to
decide which B-coefficients are determined by smoothness conditions. How-
ever, ∆ is a finite partition, and special situations arise at the boundary. In
particular, for some boundary vertices, there exists no K0-tetrahedron in ∆
which shares the vertex. Similarly, not all boundary edges are shared by a
K2-tetrahedron in ∆. These missing K0 and K2-tetrahedra are replaced by
tetrahedra in ∆.
Definition 5.15. Given the tetrahedral partition ∆ from 5.14, we define
K ′1 :={T ∈ L1; T shares exactly 3 vertices with the tetrahedra in K0},
K ′3 :={T ∈ K3 ∩∆; T shares exactly 4 edges with the tetrahedra in K2},
K ′′3 :={T ∈ K3 ∩∆; T shares exactly 3 edges with the tetrahedra in K2}.







Figure 5.7: Exploded view of the layers L1j , . . . , L
6
j of a partition ∆ con-
structed with N1 = N3 = 5. The dashed lines indicate how the layers are
stacked.
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Figure 5.8: The subset ∆ of the BCC partition which is used in the Lagrange
interpolation method, with parameters N1 = N2 = N3 = 5.
Figure 5.9: The additional classes of boundary tetrahedra defined in 5.15.
On the left, the class K ′1 is shown in green, while the red tetrahedra represent
the original classK0. On the right, the classesK ′3 andK
′′
3 are shown in yellow
and cyan, respectively.
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The additional classes are shown in figure 5.9.
We proceed to construct a refinement of the tetrahedral partition ∆ by
subdividing certain tetrahedra using a partial Worsey-Farin split. When
applying the splits, we use the following principles to choose the split points.
Whenever a partial Worsey-Farin split is applied to a tetrahedron T , we use
the incenter of T as the inner split point. If a face F of T is split, and if F is
a boundary face of ∆, we use the barycenter of F as the face split point. If F
is an interior face of ∆, and T˜ is the neighbor of T which shares F , then we
use the intersection of F with the line connecting the incenters of T and T˜ as
the face split point. This choice of split points provides the C1-smoothness
across the common face of T and T˜ , as shown in theorems 4.1 and 4.2 of [89].
The splits are defined using the classes K2-K4.
Definition 5.16. Let ∆ be the tetrahedral partition defined in 5.14. Then
the tetrahedral partition ∆∗ is obtained from ∆ as follows.
(i) Each tetrahedron T ∈ ∆ ∩K2 is not subdivided.
(ii) For each tetrahedron T ∈ ∆∩K3, all faces of T which are interior faces
of ∆ are split using a Clough-Tocher split. A partial Worsey-Farin split
is then applied accordingly.
(iii) For each tetrahedron T ∈ ∆ ∩K4, all faces of T which are not shared
with some tetrahedron T˜ ∈ ∆∩K2 are split using a Clough-Tocher split.
A partial Worsey-Farin split is then applied accordingly.
Each edge of ∆ has a corresponding edge in ∆∗. We call these edges the
primary edges of ∆∗. Likewise, each face of ∆ has a corresponding face in
∆∗, which may be subdivided by a Clough-Tocher split. We call these faces
the primary faces of ∆∗.
The partition ∆∗ consists of the following partial Worsey-Farin splits. The
tetrahedra in class K ′3 are subdivided by a 3-rd degree partial Worsey-Farin
split. The boundary faces of these tetrahedra are not subdivided. A 2-nd
degree partial Worsey-Farin split is applied to the tetrahedra in class K ′′3 .
Again, the boundary faces remain un-split. These two cases are depicted in
figure 5.10 The remaining tetrahedra in class K3∩∆ are subdivided by a full
Worsey-Farin split. For all tetrahedra in class K4∩∆ that have no boundary
faces, a 3-rd degree partial Worsey-Farin split is used. These tetrahedra
share one face with a K2-tetrahedron, which is the face that is not split.
The remaining tetrahedra in class K4 ∩∆ have two boundary faces. Those
tetrahedra are subdivided using a full Worsey-Farin split.
We introduce two algorithms to construct a Lagrange interpolation set
for S13 (∆∗). Notice that both algorithms operate on the tetrahedra of the
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original triangulation ∆, while the output is a subset of the domain points
of ∆∗. The first algorithm constructs an interpolation set for the primary
edges of ∆∗.





1) Set XE := ∅.
2) For each T ∈ ∆ ∩K0, update XE ← XE ∪ME(T ).
3) For each T ∈ ∆∩K ′1, update XE ← XE ∪DT1 (v), where v is the vertex
of T which is not shared by some tetrahedron T˜ ∈ K0.
The second algorithm constructs the interpolation points on the primary
faces of ∆∗.
Algorithm 5.18. For a tetrahedron T , let
MF (T ) := {ξT1110, ξT1011, ξT1101, ξT0111}.
1) Set XF := ∅.
2) For each T ∈ ∆ ∩K2, update XF ← XF ∪MF (T ).
3) For each T ∈ ∆ ∩ (K ′3 ∪K ′′3 ):
3.1) For each face F of T :
a) If exactly two edges of F are shared by tetrahedra in class
K2, then update XF ← XF ∪ {vF}.
4) For each octahedron ♦(v) ⊂ ∆:
4.1) If there exists a boundary tetrahedron T˜ ∈ ♦(v) then:
a) Set T := T˜ .
b) For each boundary face F of T , update XF ← XF ∪ vF .
else
a) Set T := TUB(v).
4.2) For each face F of T which is an interior face of ♦(v), update
XF ← XF ∪ vF .
The domain points added by step 3) of the algorithm are shown in fig-
ure 5.10.
We proceed with the main results of this section.
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T ∈ K ′3
T ∈ K ′′3
Figure 5.10: On the left, two tetrahedra representing the classes K ′3 and K
′′
3
are shown. The red edges are shared by tetrahedra in K2 ∩∆. On the right,
the three different situations for the faces are depicted. A face F with two
red edges is split by a Clough-Tocher split, and the split point vF is contained
in the set XF constructed by algorithm 5.18. The face with three red edges
is also split, but no points in its interior are contained in XF . Those faces are
interior faces of ∆, while the other faces are boundary faces. The gray dots
symbolize domain points whose associated B-coefficients are determined by
smoothness conditions across the red edges.
Theorem 5.19. The set X := XE ∪ XF , constructed by algorithms 5.17
and 5.18, is a minimal determining set for S13 (∆∗).
Proof. Let s ∈ S13 (∆∗). Suppose that all B-coefficients of s associated with
the domain points in X are known. We consider the tetrahedra of the orig-
inal partition ∆ and show that the B-coefficients associated with the cor-
responding partial Worsey-Farin splits are uniquely determined. Then X is
consistent, and thus minimal.
We first consider the primary edges of ∆∗. Notice that for each domain
point ξ associated with an edge of a tetrahedron T , there exists a unique
vertex v of T with ξ ∈ DT1 (v). Since all domain points associated with the
edges of the K0-tetrahedra are contained in X , it suffices to consider the
tetrahedra in K1 ∩ ∆. Suppose T ∈ K ′1. Then by lemma 5.10, T shares
three vertices with the tetrahedra in K0. Let v be such a vertex. Since all
domain points associated withDT1 (v) sit on the edges of T , their associated B-
coefficients are determined by corollary 2.60. They are uniquely determined
since the balls DT1 (v) and D
T
1 (v˜) are disjoint for two different vertices v and
v˜ of T . Now let v be the remaining vertex of T . Then the ball DT1 (v) is
contained in X , and thus all domain points associated with the edges of T
are either contained in X , or uniquely determined by smoothness conditions.
Now suppose T ∈ K1 ∩∆ \K ′1. Then for each vertex v of T , there exists a
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tetrahedron Tv ∈ (K0 ∩∆) ∪K ′1 with DTv1 (v) ⊂ X . Again, all B-coefficients
associated with DT1 (v) are uniquely determined by the smoothness conditions
from corollary 2.60.
At this point, we have shown that all B-coefficients associated with the
primary edges of ∆∗ are either contained in X , or uniquely determined by
smoothness conditions from the known coefficients in X . Now we consider
the primary faces of ∆∗. Suppose T ∈ K2 ∩ ∆ and F is a face of T . Of
the ten B-coefficients of F , nine are associated with the primary edges of
∆∗. The remaining B-coefficient is contained in the set MF (T ) defined in
algorithm 5.18. By step 2) of this algorithm, it is also contained inM.
Now suppose T ∈ K ′3. Of the four faces of T , one shares three edges with
tetrahedra in class K2. This face is an interior face has been subdivided by
a Clough-Tocher split, according to definition 5.16 (ii). Let e be a shared
edge, then the B-coefficients associated with tT1 (e) are uniquely determined by
smoothness conditions, according to corollary 2.60. But then, by theorem 5.8,
all remaining B-coefficients of this face are also uniquely determined. The
two other interior faces of T have two edges that are shared with tetrahedra
in class K2. These faces have also been split, and the split point has been
added to MF (T ) in step 3.1) of algorithm 5.18. By corollary 5.7, all other
B-coefficients associated with these faces are also uniquely determined. The
last face of T is a boundary face of ∆. This face has not been split, and one
of the edges is shared by a K2-tetrahedron. Here, the B-coefficient associated
with the barycenter is determined by a C1 smoothness condition across the
shared edge. These three situations are depicted in figure 5.10
Now let T ∈ K ′′3 . The situation here is quite similar to the one previously
discussed. Here, two of the faces are interior faces, and two edges of each
face are shared by K2-tetrahedra. The other two edges are boundary faces
whose barycenters have been added to MF (T ). Both situations have been
discussed in the previous paragraph, and are also shown in figure 5.10.
The remaining tetrahedra in K3 have been subdivided by a full Worsey-
Farin split, and by lemma 5.12, each edge is shared by some K2-tetrahedron.
We established in the discussion of the K ′3-tetrahedra that all B-coefficients
associated with such faces are uniquely determined.
Finally, we consider the tetrahedra in class K4, which belong to the octa-
hedra ♦(v). For each of these octahedra, a tetrahedron T has been singled
out in step 4) of algorithm 5.18. Suppose T is a boundary tetrahedron. Then
two of the faces of T are boundary faces of ∆, and the remaining two are
interior faces of ♦(v). Two of the edges of each of these faces are shared by
tetrahedra in class K2, K ′3 or K
′′
3 , as shown in figure 5.11. In either case,
the barycenter of these faces has been added to MF (T ) in step 4.1 b) or
4.2) of the algorithm 5.18. Again, the remaining B-coefficients are uniquely
determined. If T is not a boundary tetrahedron, then one of the faces of T
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Figure 5.11: A boundary tetrahedron in class K4. The red edges are shared
by tetrahedra in class K2 (magenta), and K ′3 or K
′′
3 (yellow). The thick black
edge is the boundary edge.
is shared by some tetrahedron in K2, according to lemma 5.13. All domain
points of this face are contained inMF (T ). By the same lemma, one other
face of T has three edges which are shared by tetrahedra in class K2, and all
B-coefficients associated with that face are also uniquely determined. The
remaining two faces are interior faces of ♦(v). Two edges of each of these
faces are shared by tetrahedra in class K2, and their barycenters have been
added toMF (T ) in step 4.2) of the algorithm 5.18. Hence, all B-coefficients
associated with these faces are uniquely determined. Let T˜ be one of the
remaining three tetrahedra of ♦(v). One of the faces of T˜ is shared by some
tetrahedron in class K2. The other faces of T˜ are subdivided, and their
edges are shared either by T or by K2-tetrahedra. Thus, all their associated
B-coefficients are uniquely determined.
By now all B-coefficients associated with the primary faces of ∆∗ are
uniquely determined. But then theorem 5.8 shows that all B-coefficients
associated with the interior of the tetrahedra are also uniquely determined.
The C1 smoothness conditions across the primary faces of ∆∗ are satisfied
due to the choice of the split points on the faces, according to theorems 4.1
and 4.2 of [89]. This completes the proof.
Since X is a minimal determining set for S13 (∆∗), we can easily define a
quasi-interpolation operator for
(X ,S13 (∆∗)) by giving a B-coefficient com-
putation rule for each B-coefficient associated with X . The rules for the
remaining B-coefficients are then defined implicitly by the smoothness con-
ditions of the spline space. To construct a Lagrange interpolation operator,
we have to show that X is a Lagrange interpolation set for S13 (∆∗).
Theorem 5.20. The set X := XE ∪ XF , constructed by algorithms 5.17
and 5.18, is a Lagrange interpolation set for S13 (∆∗).
Proof. By theorem 5.19, X is a consistent determining set for S13 (∆∗). Hence,
by theorem 2.62, dimS13 (∆∗) = #X . We have to show that for all f ∈ C(Ω)
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there exists a unique spline s ∈ S13 (∆∗) satisfying s(x) = f(x) for all x ∈ X .
Fix f ∈ C(Ω). We closely follow the proof of theorem 5.19. We traverse
the partition ∆ tetrahedron by tetrahedron in the order prescribed by the
classification and construct a spline sf from the interpolation conditions. In
the first part of this proof, we show how the B-coefficients associated with
the primary edges of ∆∗ are uniquely determined.
Let T ∈ K0 ∩ ∆. All B-coefficients associated with the edges of T are
contained in ME. Let e be such an edge. By lemma 5.3, the conditions
sf (x) = f(x), x ∈ ME ∩ e uniquely determine the B-coefficients of sf asso-
ciated with e.
Now let T ∈ K ′1. Then three of the vertices of T are shared by tetrahedra
in class K0. The B-coefficients of sf associated with the edges of these tetra-
hedra are already determined. By corollary 2.60, this also determines the B-
coefficients associated with DT1 (v) for the three shared vertices. The domain
points DT1 (v˜) of the remaining vertex v˜ are contained in XE. By lemma 5.4,
the B-coefficients of sf associated with these domain points are uniquely de-
termined by the Lagrange interpolation conditions sf (x) = f(x), x ∈ DT1 (v˜).
Let T ∈ K1∩∆\K ′1. Then each vertex of T is shared by some tetrahedron
in K0 ∪ K ′1, and all B-coefficients of sf associated with the edges of T are
uniquely determined by smoothness conditions at these vertices.
At this point, the restriction of sf to the primary edges of ∆ is uniquely
determined by the Lagrange interpolation conditions sf (x) = f(x), x ∈ XE.
We proceed to the primary faces of ∆.
Let T ∈ K2 and F a face of T . Then the B-coefficient associated with
the barycenter xF of F is contained in XF . Since the B-coefficients asso-
ciated with the edges of F are already known, sf |F is uniquely determined
by sf (xF ) = f(xF ), according to lemma 5.5. Notice that by now all B-
coefficients associated with the K2-tetrahedra are uniquely determined.
Let T ∈ K ′3. One of the faces of T shares three edges with tetrahedra in
K2, and it has been shown in the proof of the previous theorem that all B-
coefficients associated with this face are uniquely determined by smoothness
conditions from known coefficients. The boundary face of T shares one edge
with some K2-tetrahedron. This face is not split, and the B-coefficient asso-
ciated with the barycenter is determined by a smoothness condition across
the shared edge. The B-coefficients of sf associated with the remaining
two faces are uniquely determined by the Lagrange interpolation condition
sf (xF ) = f(xF ), according to lemma 5.6, where xF is the split point of F .
Let T ∈ K ′′3 . Two of the faces of T share one edge each with K2-
tetrahedra, while the other two faces share two edges each with the K2-
tetrahedra. In the former case, the face is not split and the remaining B-
coefficient is determined by a smoothness condition across the shared edge.
In the latter case, 5.6 is used to determine the B-coefficients of sf associated
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with the face, since the split point is contained in XF .
The remaining tetrahedra in K3 have been subdivided by a full Worsey-
Farin split. All their primary edges are shared by K2-tetrahedra, and all
B-coefficients associated with their faces are determined from smoothness
conditions, as described in the proof of the previous theorem.
We now consider the tetrahedra in K4. We begin with the tetrahedra
that have been singled out in step 4) of algorithm 5.18. Let T be such a
tetrahedron. If T is a boundary tetrahedron, then the set XF contains the
four split points xF of these faces, and the B-coefficients of sf associated
with these faces are uniquely determined from the Lagrange interpolation
conditions sf (xF ) = f(xF ) according to lemma 5.6. In the case that T is an
interior tetrahedron, one of the faces of T is shared by aK2-tetrahedron. This
face is not split, and all its B-coefficients are already determined. Another
face of T has three edges that are shared byK2-tetrahedra. The B-coefficients
of sf associated with that face are uniquely determined by C1-conditions
across the shared edges, as discussed in the proof of the previous theorem.
The remaining two faces share two edges each with K2-tetrahedra, and their
split points are contained in XF . Thus, the B-coefficients of sf associated
with these faces are determined by the smoothness conditions sf (xF ) = f(xF )
and lemma 5.6. The remaining tetrahedra in K4 share one face with a K2-
tetrahedron, two different edges with tetrahedra inK2, and the last edge with
the tetrahedron that has been singled out in step 4) of algorithm 5.18. The
B-coefficients on the shared face are already determined, and the remaining
B-coefficients of sf associated with these faces are determined by smoothness
conditions.
By now, all B-coefficients of sf associated with the primary faces of ∆∗
have been uniquely determined from the values f(x), x ∈ X . It has already
been established in proof of the previous theorem that the remaining B-
coefficients of sf are determined by smoothness conditions, using theorem 5.8.
Since we established that X is a Lagrange interpolation set, we can now
define a Lagrange interpolation operator.
Definition 5.21. For each f ∈ C(Ω), let sf be the spline constructed in the
proof of theorem 5.20. Then L is the Lagrange interpolation operator defined
by L(f) := sf .
The following theorems establish the locality and stability of the operator.
The locality is measured in stars of the original partition ∆. This technique
to measure the locality has also been used in [41, 42, 54, 55, 62] and allows
a comparison with these methods.
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Theorem 5.22. The Lagrange interpolation operator L defined in 5.21 is
2-local in the following sense. For each T ∈ ∆, let ∆∗WF (T ) be the partial






X ∗T ⊂ star2(T ).
Proof. We show that for each T ∈ ∆, the B-coefficients of L(f)|T are deter-
mined only by values f(x) with x ∈ star2(T ). This proof uses the arrange-
ment of the different classes of tetrahedra. Figures 5.3 and 5.9 depict the
position of the classes relative to each other.
The classification process establishes a hierarchy of tetrahedra, such that
the computation of the B-coefficients of a given Km-tetrahedron T depends
only on values that are associated with the tetrahedron itself, or with tetra-
hedra of a lower classes that share a common vertex, edge, or face with T .
We symbolize this hierarchy with the arrow symbol, where Kn ← Km means
that the computation of a Km-tetrahedron may depend on Kn-tetrahedra.
The full hierarchy then is
K0 ← K ′1 ← K1 and K2 ← K ′3 ∪K ′′3 ∪K3 ← K4.
Notice that the tetrahedra of K ′3 ∪K ′′3 ∪K3 share no edges with each other,
and thus do not depend on each other. Since each tetrahedron belongs to
two classes, we have to take the class combinations into account.
Let T ∈ K2 ∩K0. then all B-coefficients associated with T are computed
from values sitting on T , and thus X ∗T ⊂ star0(T ). If T ∈ K2 ∩K ′1, then the
B-coefficients associated with the edges of T also depend on the B-coefficients
of the K0 tetrahedra surrounding T , and thus X ∗T ⊂ star1(T ). In the case
that T ∈ K2 ∩ K1, the computation also depends on the surrounding K0-
tetrahedra. There are no surrounding K ′1-tetrahedra for T , and hence X ∗T ⊂
star1(T ).
Let T ∈ K ′3 ∪ K ′′3 ∪ K3. Then the computation of the B-coefficients
associated with T depends on the surrounding K2-tetrahedra, since some of
them are determined by smoothness conditions across the shared edges (see
figure 5.5). Thus, X ∗T ⊂ star2(T ).
Now let T ∈ K4. Then T belongs to some octahedron ♦(v). If ♦(v)
has no boundary faces in ∆, then the B-coefficients associated with ♦(v)
are determined by the surrounding K2-tetrahedra, and by interpolation on
♦(v) itself. Thus, X ∗T ⊂ star2(T ). Finally, let T ∈ K4 be a boundary
tetrahedron of some octahedron ♦(v), as shown in figure 5.11. In this case,
the B-coefficients of T not only depend on the surroundingK2-tetrahedra, but





Figure 5.12: The computation of the B-coefficients associated with a blue
boundary tetrahedron T in class K4 depends not only on the surrounding
K2-tetrahedra (top magenta), but also on the tetrahedra in K ′3 ∪K ′′3 (yellow
and cyan). These, in turn, depend on otherK2-tetrahedra (bottom magenta),
in particular on the tetrahedron T2 ∈ star2(T ).
also on the tetrahedra in K ′3 ∪K ′′3 , who in turn depend on their surrounding
K2-tetrahedra. Figure 5.12 depicts this case. Notice that the tetrahedron T2
in this figure has no direct influence on T . The only influence of the yellow
K ′3-tetrahedron on T is the smoothness condition between the faces F1 and
F2. But since the B-coefficients associated with F1 depend only on T1 and
not T2, the computations stays 2-local.
Theorem 5.23. The Lagrange interpolation operator L defined in 5.21 is
stable in the following sense. There exists a constant K, depending only on
the shape parameter of the BCC partition, such that for each T ∈ ∆,
L(f)|T ≤ K max
x∈X ∗T
f(x)
for all f ∈ FX .
Proof. By the locality of the operator, L(f)|T depends only on the values
f(x), x ∈ X ∗T . We show that each B-coefficient associated with T is bounded.
The B-coefficients are calculated successively from the data values and known
B-coefficients by one of the following processed.
(i) By a C1 smoothness conditions (2.17) between two neighboring tetra-
hedra T and T˜ .
These smoothness conditions have the form
c = b0ϕ0 + b1ϕ1 + b2ϕ2 + b3ϕ3,
where the bi are known coefficients associated with T and the ϕi are
the barycentric coordinates of a vertex on T˜ , relative to T . Since
the partition is uniform, there exists an constant K0 ≥ 0, depending
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(ii) By interpolation at the domain points of a primary edge, as described
in lemma 5.3.
The B-coefficients are computed as the solution of the linear system (5.1),
and thus there is an absolute constant K1 ≥ 0 such that
|cij| ≤ K1 max
i+j=3
|fij|.
(iii) By interpolation at two of the domain points of a primary edge, as
described in lemma 5.4.
Here, one of the B-coefficients is equal to the data value, while the
other one is directly computed as a linear combination (5.2) of known
coefficients and data values. Hence, there exists an absolute constant
K2 ≥ 0 with
|cij| ≤ K2 max{|c30|, |c21|, |f12|, |f03|}.
(iv) By interpolation at the barycenter of a face, as described in lemma 5.5.
The B-coefficient is calculated directly by (5.3) from known B-coefficients
and a data value, and thus there exists an absolute constant K3 ≥ 0
with
|c111| ≤ K3cmax,
where cmax is the maximum of the absolutes of the known B-coefficients
and the data value.
(v) By interpolation on a face that has been split using a Clough-Tocher
split, as described in lemma 5.6.
In this case, the B-coefficients are computed either by C1 smoothness
conditions as in (i), or by solving the linear system (5.4). Let C be a
vector containing the known B-coefficients and data values referred to
in the lemma. Then there exists a constant K4 ≥ 0 such that for any
B-coefficient c that is computed in the lemma,
c ≤ K4‖C‖∞.
The constant K4 depends on the position of the split point, which in
turn depends on the shape parameter KH of the BCC partition.
Note that L(f)|T is either a polynomial or a spline defined on a partial
Worsey-Farin split of T . By theorem 2.42, each polynomial piece of L(f)|T
is bounded by the maximum of the absolute values of its associated B-
coefficients. But these B-coefficients have been computed successively from
the data values of f by the processes (i)-(iv). Moreover, by the locality of L
established in theorem 5.22, they have been computed only from the values
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f(x), x ∈ X ∗T . Thus there exists a constant K ≥ 0, which is a combination
of the constants K0, . . . , K4, and hence depends only on the shape parameter
KH , such that




In the final part of this chapter, we establish an error bound for the Lagrange
interpolation operator defined in 5.21. Analogously to the error bounds in
section 3.4 of chapter 3, we provide a local result, estimating the approxima-
tion error on one tetrahedron, and a global result for the error on the entire
tetrahedral partition.
Theorem 5.24. Let L be the Lagrange interpolation operator defined in 5.21





Then for every f ∈ Cm+1(ΩT ) with 0 ≤ m ≤ 3,∥∥Dα(L(f)− f)∥∥
T
≤ K|T |m+1−|α||f |m+1,ΩT , 0 ≤ |α| ≤ m, (5.5)
where K is a constant depending only on the shape parameter KH of the BCC
partition, and on the Lipschitz constant of the boundary of ΩT .
Proof. Let pf be the m-th degree Taylor polynomial associated with f , de-
fined in theorem 2.29. Then there exists a constant K˜m, depending only on
m and the Lipschitz constant of the boundary of ΩT , such that
‖Dβ(f − pf )‖ΩT ≤ K˜m|ΩT |m+1−|β||f |m+1,ΩT , 0 ≤ |β| ≤ m.
Let K0 := max3m=0 K˜m. By lemma 2.10, |ΩT | ≤ 6|∆|. Since ∆ is a subset
of ∆BCC , this can be further estimated using lemma 2.23 (i), and we obtain
|ΩT | ≤ 6|T |/KH . KH ≤ 1, and thus
‖Dβ(f − pf )‖ΩT ≤ K1|T |m+1−|β||f |m+1,ΩT , 0 ≤ |β| ≤ m, (5.6)
where K1 := 64K0/K4H . Using the triangle inequality and the linearity of
Dα, we obtain∥∥Dα(L(f)− f)‖T ≤ ∥∥Dα(L(f)− pf)‖T + ‖Dα(pf − f)‖T . (5.7)
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Since L is a Lagrange interpolation operator which gives the unique spline
satisfying the interpolation conditions, it defines a projector on S13 (∆∗).
Thus, L(s) ≡ s for all s ∈ S13 (∆∗). In particular, since the space of cubic
polynomials is a subspace of S13 (∆∗), the operator L reproduces polynomials




‖L(f − pf )‖T ,
where K2 is the constant from theorem 2.28. To estimate the radius of the





‖L(f − pf )‖T ≤ K2
K43 |T ||α|
‖L(f − pf )‖T .
Here, K3 is the constant from 2.23 (ii) which depends only on KH . Using
first the stability from theorem 5.23 and then the locality from theorem 5.22,
we have
‖L(f − pf )‖T ≤ K4 max
x∈X ∗T
f(x) ≤ K4‖f − pf‖ΩT .
Combining these results, and using (5.6) with |β| = 0, yields∥∥Dα(L(f)− pf)‖T ≤ K1K2K4
K43
|T |m+1−|α||f |m+1,ΩT .
Now we can estimate (5.7) with the inequality above and with (5.6). This
concludes the proof
We conclude with the global result.
Theorem 5.25. Let L be the Lagrange interpolation operator defined in 5.21
and ∆ the tetrahedral partition defined in 5.14. Suppose f ∈ Cm+1(Ω) with
0 ≤ m ≤ 3, then there exists a constant K depending only on the shape pa-
rameter KH of the BCC partition and the Lipschitz constant of the boundary
of Ω, such that∥∥Dα(L(f)− f)∥∥
Ω






Proof. We take the maximum of the error over all tetrahedra, using theo-








K|T |m+1−|α||f |m+1,ΩT .
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Since |T | ≤ |∆| for all T ∈ ∆,
max
T∈∆






This concludes the proof since ΩT ⊂ Ω.
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Chapter 6
Numerical tests and visualizations
In this chapter, we present the results of our numerical tests we performed
on our operators. We developed computer programs that construct trivariate
splines from volume data sets, implementing the operators described in chap-
ters 3 and 5. The programs were developed using the programming language
C++.
We used these programs to generate reconstructions of well-known syn-
thetic test functions, and calculated an estimate for the approximation error
by finely sampling the reconstructions and the original functions. These
results are presented in the first section of this chapter.
In the second and third sections, we show visualizations of our reconstruc-
tions. There are several ways to generate two-dimensional projections from
three-dimensional data, and we provide examples using two of these tech-
niques. To visualize the synthetic test functions used in our error tests, we
extract isosurfaces from the splines by casting rays through the reconstructed
volume and searching for roots along the rays. For the visualizations of real-
world data, we use a volume ray casting algorithm.
6.1 Error tables
We use the well-known test function proposed by Marschner and Lobb in their
1994 article [51] to estimate the approximation error of our reconstructions.
Definition 6.1. We call
fML(x, y, z) :=











the Marschner-Lobb test function. Unless stated otherwise, this function is
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We now define how we measure the approximation error.
Definition 6.2. Given a function f ∈ C(R3) and two sets Xdata and Xerr ∈
R
3 of discrete points, we define the following local norms to measure























For our tests with the quasi-interpolation operators developed in chap-
ter 3, we used the following procedure. For various parameters N , we created
sample sets X (see 3.13) for the three operators Qconv, Qopt and QI , such that
(N + 1)3 sample points are distributed equally on the unit cube. For the op-
erators Qconv and Qopt, this results in partitions ∆1 with spacing (1, 1, 1)/N .
The partition ∆2 used for the interpolating operator is constructed with spac-
ing (1, 1, 1)/(2N) for the same number of sample points. We reconstructed
the Marschner-Lobb test function from the samples fML(X ). We calculated
the error measures from 6.2, using the sets Xdata := X and Xerr ⊂ D13(∆),
the latter consisting of 120 points on each tetrahedron. We used the function
ferr := Q(fML)− fML,
with Q ∈ {Qconv, Qopt, QI}, to calculate the error measures. To estimate the






where ∇f := (Dxf,Dyf,Dzf) is the gradient. We present the results in the
following tables.
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Error of the reconstruction by Qconv
N errdata errmax errmean errrms
32 0.0341011 0.0442419 0.0196437 0.0230166
64 0.0106222 0.0126609 0.0057064 0.0067290
128 0.0028035 0.0032843 0.0014836 0.0017523
256 0.0007104 0.0008287 0.0003746 0.0004426
Gradient error of the reconstruction by Qconv
N errdata errmax errmean errrms
32 2.81987 2.87701 0.95987 1.16277
64 0.80361 0.83649 0.28567 0.34358
128 0.20758 0.22020 0.07978 0.09360
256 0.05254 0.06366 0.02422 0.02750
Error of the reconstruction by Qopt
N errdata errmax errmean errrms
32 0.0153418 0.022402 0.00749813 0.00926919
64 0.00150027 0.00193187 0.00063753 0.00079708
128 0.00010458 0.00013204 0.00004313 0.00005408
256 0.00000672 0.00000845 0.00000275 0.00000345
Gradient error of the reconstruction by Qopt
N errdata errmax errmean errrms
32 1.51228 1.54404 0.392383 0.500773
64 0.128959 0.134256 0.034604 0.043835
128 0.008738 0.009632 0.002630 0.003232
256 0.000562 0.000845 0.000219 0.000265
Since the operator QI interpolates the data at the sample points, the
error errdata is zero, and we omit this column in the following tables.
Error of the reconstruction by QI
N errmax errmean errrms
16 0.132245 0.0385091 0.0486917
32 0.019827 0.0051867 0.0067083
64 0.001575 0.0003958 0.0005157
128 0.000105 0.0000260 0.0000340
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Gradient error of the reconstruction by QI
N errmax errmean errrms
16 6.87624 2.0717 2.52465
32 1.69128 0.394763 0.50456
64 0.277762 0.047971 0.06330
128 0.037445 0.005653 0.00774
The tests for our Lagrange interpolation operator were conducted in a
similar fashion. We created various reconstructions of the Marschner-Lobb
test function, based on the partitions defined in 5.14, created with parameters
N1 = N2 = N3 = N and spacing (1, 1, 1)/N . The following table shows the
results.
Error of the reconstruction by L
N errmax errmean errrms
31 4.457× 10−3 3.131× 10−4 5.135× 10−4
65 4.309× 10−4 2.194× 10−5 3.877× 10−5
127 3.008× 10−5 1.353× 10−6 2.462× 10−6
255 1.894× 10−6 8.294× 10−8 1.525× 10−7
Gradient error of the reconstruction by L
N errmax errmean errrms
31 0.83278 0.079310 0.105780
65 0.12823 0.010773 0.015132
127 0.01786 0.001320 0.001923
255 0.00226 0.000162 0.000239
6.2 Isosurface extraction
We use a ray casting method to create a visualization of an isosurface from
our volume reconstructions. From the origin of a virtual camera, rays are cast
through a virtual screen. These rays intersect the reconstructed volume, and
we evaluate the spline along the rays, searching for roots. We use the root
finding algorithm by Brent [16] to calculate the roots. The implementation
of this algorithm is taken from [70]. Once a root is found, we calculate
the gradient at the intersection and use the well-known Phong algorithm
(see [67]) to generate a color.
In figure 6.1, we show the isosurface of constant value 1
2
of the Marschner-
Lobb test function in the upper left. We sampled this function to create a
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data set of 413 data values on the cube [−1, 1]3, as proposed in [51], which
we reconstructed with our quasi-interpolation operators. The equivalent iso-
surfaces of the reconstructions are also shown in this figure.
The isosurfaces of the same constant value of various reconstructions by
our Lagrange interpolation operator with a parameter N ∈ {31, 41, 61, 81}
are shown in figure 6.2. The underlying BCC partition was constructed with a
spacing parameter (1, 1, 1)/N , while the partition ∆ from definition 5.14 was
constructed with parameters N1 = N2 = N3 = N . For these reconstructions,
we sampled the Marschner-Lobb test function directly at the points of the
Lagrange interpolation set of theorem 5.20.
To further compare the quasi-interpolation operators, we color coded the
visualizations of the isosurfaces to show the distribution of the approximation
error fML −Q(fML). These results are shown in figure 6.3.
We show two isosurfaces in figure 6.5 which are color coded to reveal
the structure of the tetrahedra classes K1, . . . ,K4 of the interpolating quasi-
interpolation operator. These classes are represented by the colors purple,
green, red and teal, respectively. The darker lines on the isosurfaces represent
boundaries between two neighboring tetrahedra.
The reconstructions of both the Lagrange interpolation operator and the
interpolating quasi-interpolation operator produce isosurfaces that are not
completely connected, resulting in holes and bubbles. This behavior is
shown in the detail views in figure 6.4 and is attributed to the huge influence
of the interpolated values. Figure 6.5 shows the same closeup of the isosur-
face of the interpolating quasi-interpolation operator, but is color-coded to
reveal the classes of the tetrahedra. The purple regions pass through tetra-
hedra in class K1. The polynomial pieces on these tetrahedra are heavily
influenced by the data values, as one of their vertices coincides with a sam-
ple point. The bubbles and protruding parts of the isosurface are exclusively
present in tetrahedra of this class. At the ridges of the isosurface generated
by the Lagrange interpolation operator, holes can be seen. Such artifacts are
common for the BCC partition, see section 4.4 in [18], and also appear in iso-
surfaces generated by a marching tetrahedra algorithm using this partition.
The comparison of the closeups also highlights the difference between isosur-
faces extracted from C1 spline volumes and those of C2 reconstructions. The
discontinuity of the gradient of the C1 splines causes rapid changes in the
shading, especially in the highlights and shadows, and reveals the underlying
BCC partition. The C2 isosurface, on the other hand, is much smoother.
To conclude this section, figure 6.6 shows an isosurface extracted from a
reconstruction by the blending operator defined in chapter 4. The blending
operator uses the weights of both Qopt and Qconv. The parameter set θ was
computed by our implementation of algorithm 4.7. The isosurface is color
coded to represent the values of the blending parameters. Each blending pa-
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rameter is associated with a sample point, and the color of a point v on the
isosurface is the color of the blending parameter which is associated with the
sample point closest to v. Parameters near zero are red, representing weights
that are close to those of the optimal operator, while green colors are associ-
ated with Qconv. The resulting isosurface closely resembles the one generated
by Qopt, while the reconstruction satisfies the convexity condition (4.2).













Figure 6.1: The isosurface of constant value 1
2
of the Marschner-Lobb test
function (upper left), and the equivalent isosurfaces of various reconstructions
by our quasi-interpolation operators. The reconstructions use 413 data values
on the cube [−1, 1]3.
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N = 31 N = 41
N = 61 N = 81
Figure 6.2: The isosurface of L(fML) = 12 of reconstructions of the
Marschner-Lobb test function. The reconstructions were obtained using our
Lagrange interpolation operator developed in chapter 5. The underlying
BCC partitions were constructed with spacing parameters (1, 1, 1)/(2N), for
various values of N . The partition ∆ from definition 5.14 was constructed
with parameters N1 = N2 = N3 = N .






Figure 6.3: The distribution of the approximation error fML − Q(fML) on
the isosurfaces of constant value 1
2
for reconstructions of the Marschner-Lobb
test function by our quasi-interpolation operators. The reconstructions used
213 data values on the unit cube.
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L(fML) QI(fML)
Figure 6.4: Detail views of the isosurface of constant value 1
2
of reconstruc-
tions of the Marschner-Lobb test function. Left: a reconstruction by the
Lagrange interpolation operator, with N = 31. Right: a reconstruction
by the interpolating quasi-interpolation operator, using 413 data values on
[−1, 1]3.
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Figure 6.5: Color-coded isosurfaces extracted from reconstructions by the
interpolating quasi-interpolation operator. The purple, green, red, and teal
areas are located on tetrahedra in class K1, . . . ,K4, respectively.





Figure 6.6: Detail view of an isosurface of reconstructions of the `Chapel Hill
CT Head' data set. On the bottom, the reconstructions by Qopt and Qconv
are shown. The upper left shows a reconstruction by the blending operator
Qθ defined in chapter 4. The parameter set θ was obtained by algorithm 4.7.
The colors of the isosurface indicate the value of the parameters of θ. In the
red areas, the reconstruction is mainly based on Qopt, while the green areas
indicate a more significant influence of Qconv.
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6.3 Volume ray casting
In this section, we present images of real-world data sets, generated by a
volume ray casting algorithm which we implemented in C++. The algorithm
is based on the technique described in [48]. Using our quasi-interpolation
operators from chapter 3, we create a spline from the data values. We cast
rays from a virtual camera through the pixels of a virtual screen. These
rays traverse the volume, and we evaluate the spline at equidistant points
along the rays, generating samples. These samples are then classified using
a transfer function. The transfer function uses the value and the gradient of
the spline to calculate a color and an opacity for the sample. Using the color,
the sample is shaded by the Phong algorithm (see [67]). Once all samples for
a ray are known, a final color for the pixel is computed using back-to-front
alpha compositing (see [68]). We use a two-dimensional transfer function
similar to those developed in [45] to classify the samples.
We used the following real-world data sets to demonstrate the quality of
our reconstructions. All data sets were obtained from The Volume Library
online repository of the Friedrich-Alexander Universität Erlangen-Nürnberg
(http://www9.informatik.uni-erlangen.de/External/vollib/ ).
• Head (Part of the Visible Male dataset of the National Library of
Medicine, National Institutes of Health, USA).
128× 256× 256 8-bit values.
• Chapel Hill CT Head (Marc Levoy, Computer Graphics Labora-
tory, Stanford University, USA, provided courtesy of North Carolina
Memorial Hospital).
256× 256× 113 16-bit values.
• Foot (Philips Research, Hamburg, Germany).
256× 256× 256 8-bit values.
• Engine Block (General Electric, USA).
256× 256× 256 8-bit values.
Due to the high amount of noise present in the `Foot' data set, we applied
a Gaussian filter prior to constructing the spline. The other data sets were
used without any preprocessing. All reconstructions shown in figures 6.8
- 6.12 were made using the optimal quasi-interpolation operator. We show
a comparison of the three quasi-interpolation operators in figure 6.13. The
data used in the comparison is a subset of 48× 24× 48 values of the `Chapel
Hill CT Head' data set.
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Figure 6.7: Side view of the `Head (Visible Male)' dataset, reconstructed
using the optimal quasi-interpolation operator. In the top image, the data
corresponding to both skin and bone is rendered. The skin layer is rendered
semi-transparent so the underlying bone can be seen. At the bottom left,
only the data corresponding to skin is rendered, while the right shows only
the data corresponding to bone.
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Figure 6.8: Side view of the `Head (Visible Male)' dataset. The top left
side shows a single 2D slice of the original data. The top right side shows a
semi-transparent rendering of the data corresponding to bone, superimposed
over the 2D slice. The bottom shows enlarged views of the area marked in
the pictures at the top, which demonstrate that the reconstruction follows
the data closely.
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Figure 6.9: Two views of the `Chapel Hill CT head' data set. Note that
the artifacts around the mouth are due to scattering of X-rays from dental
fillings (see [48]).
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Figure 6.10: Two views of the `Foot' data set.
Figure 6.11: Two renderings of the `Engine Block' data set.
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Figure 6.12: Several renderings of the `Engine Block' data set, gradually
revealing the interior of the engine.
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Qconv
Qopt QI
Figure 6.13: A comparison of the quasi-interpolation operators. The recon-
structions were made using a 48 × 24 × 48 subset of the `Chapel Hill' data
set, from the region marked in the upper left.
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Appendix A
B-coefficient computation rules
for the convex quasi-interpolation
operator
This appendix contains the B-coefficient computation rules for the convex
quasi-interpolation operator developed in section 3.1 of chapter 3. The sam-
ple points in these rules are given relative to a tetrahedron of the BCC
partition. Each polynomial piece of the resulting spline is calculated using
the same set of rules. For each rule, we also provide a weight mask which
shows where the data values are located relative to the tetrahedron.
155


































Figure A.1: Weight mask for c5000. The associated domain point is shown in

































Figure A.2: Weight mask for c4100. The associated domain point is shown in






+ 28(f0,1,−1,1 + f2,−1,1,−1 + f2,0,−1,0 + f1,−1,0,1 + f1,1,0,−1 + f0,0,1,0)
+ 6(f1,−1,2,−1 + f3,−1,0,−1 + f2,−2,1,0 + f2,1,−1,−1 + f2,−1,−1,1 + f2,0,1,−2
+ f1,1,−2,1 + f−1,1,0,1 + f0,2,−1,0 + f0,1,1,−1 + f0,−1,1,1 + f0,0,−1,2)
+ 3(f−1,2,0,0 + f1,−2,2,0 + f1,2,−2,0 + f1,0,2,−2 + f1,0,−2,2 + f−1,0,0,2
+ f3,0,0,−2 + f3,−2,0,0)
)
(A.1)
The associated weight mask is shown in figure A.1.



































Figure A.3: Weight mask for c4010. The associated domain point is shown in





108f1,0,0,0 + 20(f0,1,−1,1 + f1,1,0,−1 + f0,0,1,0)
+ 8(f2,−1,1,−1 + f2,0,−1,0 + f1,−1,0,1) + 5(f0,1,1,−1 + f0,2,−1,0 + f−1,1,0,1)
+ 3(f1,−1,2,−1 + f2,1,−1,−1 + f2,0,1,−2 + f−1,2,0,0 + f1,1,−2,1 + f0,−1,1,1
+ f0,0,−1,2)
+ 2(f1,0,2,−2 + f1,2,−2,0 + f−1,0,0,2)
+ (f1,−2,2,0 + f1,0,−2,2 + f2,−1,−1,1 + f2,−2,1,0 + f3,0,0,−2 + f3,−1,0,−1)
)
(A.2)
The associated weight mask is shown in figure A.2.
B-coefficient c0140 is computed using (0, 2)-symmetry.
B-coefficient c4001 is computed using (1, 3)-symmetry.





216f1,0,0,0 + 52f0,0,1,0 + 28(f2,−1,1,−1 + f0,1,−1,1 + f1,1,0,−1 + f1,−1,0,1)
+ 10(f1,−1,2,−1 + f−1,1,0,1 + f0,1,1,−1 + f0,−1,1,1)
+ 6(f0,2,−1,0 + f2,−2,1,0 + f2,0,1,−2 + f0,0,−1,2)
+ 5(f1,0,2,−2 + f−1,0,0,2 + f−1,2,0,0 + f1,−2,2,0) + 4f2,0,−1,0
+ 2(f3,−1,0,−1 + f2,1,−1,−1 + f2,−1,−1,1 + f1,1,−2,1)
+ (f3,−2,0,0 + f1,2,−2,0 + f3,0,0,−2 + f1,0,−2,2)
)
(A.3)
The associated weight mask is shown in figure A.3.
B-coefficient c1040 is computed using (0, 2)-symmetry.

































Figure A.4: Weight mask for c3200. The associated domain point is shown in

































Figure A.5: Weight mask for c3110. The associated domain point is shown in





174f1,0,0,0 + 55(f0,1,−1,1 + f1,1,0,−1 + f0,0,1,0)
+ 17(f0,1,1,−1 + f0,2,−1,0 + f−1,1,0,1) + 12f−1,2,0,0
+ 7(f2,−1,1,−1 + f2,0,−1,0 + f1,−1,0,1)
+ 6(f1,−1,2,−1 + f2,1,−1,−1 + f2,0,1,−2 + f1,1,−2,1 + f0,−1,1,1 + f0,0,−1,2)
+ 5(f1,0,2,−2 + f1,2,−2,0 + f−1,0,0,2)
+ (f1,−2,2,0 + f1,0,−2,2 + f2,−1,−1,1 + f2,−2,1,0 + f3,0,0,−2 + f3,−1,0,−1)
)
(A.4)
The associated weight mask is shown in figure A.4.
B-coefficient c0230 is computed using (0, 2)-symmetry.
B-coefficient c3002 is computed using (1, 3)-symmetry.
































Figure A.6: Weight mask for c3101. The associated domain point is shown in





376f1,0,0,0 + 148f0,0,1,0 + 76(f0,1,−1,1 + f1,1,0,−1) + 33(f0,1,1,−1 + f−1,1,0,1)
+ 28(f2,−1,1,−1 + f1,−1,0,1) + 22f0,2,−1,0 + 20f−1,2,0,0 + 19(f1,−1,2,−1 + f0,−1,1,1)
+ 14(f2,0,1,−2 + f0,0,−1,2) + 13(f1,0,2,−2 + f−1,0,0,2) + 6(f1,−2,2,0 + f2,−2,1,0)
+ 4f2,0,−1,0 + 3(f1,1,−2,1 + f2,1,−1,−1) + 2f1,2,−2,0
+ (f1,0,−2,2 + f2,−1,−1,1 + f3,0,0,−2 + f3,−1,0,−1)
)
(A.5)
The associated weight mask is shown in figure A.5.
B-coefficient c1130 is computed using (0, 2)-symmetry.
B-coefficient c3011 is computed using (1, 3)-symmetry.





404f1,0,0,0 + 114(f0,0,1,0 + f0,1,−1,1) + 42(f1,1,0,−1 + f1,−1,0,1) + 32f−1,1,0,1
+ 21(f0,1,1,−1 + f0,−1,1,1 + f0,0,−1,2 + f0,2,−1,0) + 18(f2,−1,1,−1 + f2,0,−1,0)
+ 16(f−1,0,0,2 + f−1,2,0,0) + 10(f1,1,−2,1 + f1,−1,2,−1)
+ 5(f1,−2,2,0 + f1,2,−2,0 + f1,0,2,−2 + f2,0,1,−2 + f2,−1,−1,1 + f1,0,−2,2
+ f2,1,−1,−1 + f2,−2,1,0)
)
(A.6)
The associated weight mask is shown in figure A.6.





20f1,0,0,0 + 12f0,0,1,0 + 3(f2,−1,1,−1 + f0,1,−1,1 + f1,1,0,−1 + f1,−1,0,1)
+ 2(f−1,1,0,1 + f1,−1,2,−1 + f0,1,1,−1 + f0,−1,1,1)
+ (f1,0,2,−2 + f−1,0,0,2 + f0,2,−1,0 + f−1,2,0,0 + f1,−2,2,0 + f2,0,1,−2
+ f0,0,−1,2 + f2,−2,1,0)
)
(A.7)

























Figure A.7: Weight mask for c3020. The associated domain point is shown in



























Figure A.8: Weight mask for c2300. The associated domain point is shown in
the teterahedron on the right. The black triangle symbolizes the ring R3(v0).
The associated weight mask is shown in figure A.7.





63f1,0,0,0 + 33(f0,0,1,0 + f0,1,−1,1 + f1,1,0,−1)
+ 15(f0,1,1,−1 + f0,2,−1,0 + f−1,1,0,1) + 9f−1,2,0,0
+ 2(f2,1,−1,−1 + f2,−1,1,−1 + f2,0,1,−2 + f2,0,−1,0 + f1,2,−2,0 + f1,1,−2,1
+ f1,−1,2,−1 + f1,−1,0,1 + f1,0,2,−2 + f−1,0,0,2 + f0,−1,1,1 + f0,0,−1,2)
)
(A.8)
The associated weight mask is shown in figure A.8.
B-coefficient c0320 is computed using (0, 2)-symmetry.
B-coefficient c2003 is computed using (1, 3)-symmetry.






























Figure A.9: Weight mask for c2210. The associated domain point is shown in































Figure A.10: Weight mask for c2201. The associated domain point is shown in





142f1,0,0,0 + 93f0,0,1,0 + 47(f1,1,0,−1 + f0,1,−1,1) + 30(f0,1,1,−1 + f−1,1,0,1)
+ 17f0,2,−1,0 + 16f−1,2,0,0 + 7(f1,−1,2,−1 + f2,−1,1,−1 + f1,−1,0,1 + f0,−1,1,1)
+ 6(f0,0,−1,2 + f1,0,2,−2 + f−1,0,0,2 + f2,0,1,−2)
+ (f1,1,−2,1 + f1,−2,2,0 + f1,2,−2,0 + f2,0,−1,0 + f2,1,−1,−1 + f2,−2,1,0)
)
(A.9)
The associated weight mask is shown in figure A.9.
B-coefficient c1220 is computed using (0, 2)-symmetry.
B-coefficient c2012 is computed using (1, 3)-symmetry.
B-coefficient c1022 is computed using both (0, 2)-symmetry and (1, 3)-symmetry.

























Figure A.11: Weight mask for c2120. The associated domain point is shown in





158f1,0,0,0 + 74(f0,0,1,0 + f0,1,−1,1) + 30f−1,1,0,1 + 28f1,1,0,−1
+ 17(f0,1,1,−1 + f0,2,−1,0) + 14f−1,2,0,0 + 10f1,−1,0,1 + 9(f0,−1,1,1 + f0,0,−1,2)
+ 8f−1,0,0,2 + 4(f1,1,−2,1 + f2,−1,1,−1 + f2,0,−1,0 + f1,−1,2,−1)
+ 3(f1,2,−2,0 + f1,0,2,−2 + f2,0,1,−2 + f2,1,−1,−1)
+ (f1,−2,2,0 + f2,−1,−1,1 + f1,0,−2,2 + f2,−2,1,0)
)
(A.10)
The associated weight mask is shown in figure A.10.
B-coefficient c0221 is computed using (0, 2)-symmetry.
B-coefficient c2102 is computed using (1, 3)-symmetry.





32(f0,0,1,0 + f1,0,0,0) + 7(f−1,1,0,1 + f1,1,0,−1 + f0,1,1,−1 + f0,1,−1,1)
+ 3(f0,2,−1,0 + f0,−1,1,1 + f1,−1,0,1 + f1,−1,2,−1 + f−1,2,0,0 + f2,−1,1,−1)
+ 2(f−1,0,0,2 + f1,0,2,−2 + f0,0,−1,2 + f2,0,1,−2) + (f1,−2,2,0 + f2,−2,1,0)
)
(A.11)
The associated weight mask is shown in figure A.11.





316f1,0,0,0 + 202f0,0,1,0 + 94f0,1,−1,1 + 60f−1,1,0,1 + 38(f1,1,0,−1 + f1,−1,0,1)
+ 29(f0,−1,1,1 + f0,1,1,−1) + 23(f0,2,−1,0 + f0,0,−1,2) + 22(f−1,2,0,0 + f−1,0,0,2)
+ 14(f1,−1,2,−1 + f2,−1,1,−1) + 7(f1,0,2,−2 + f1,−2,2,0 + f2,0,1,−2 + f2,−2,1,0)
+ 2(f1,1,−2,1 + f2,0,−1,0) + (f1,0,−2,2 + f1,2,−2,0 + f2,−1,−1,1 + f2,1,−1,−1)
)
(A.12)
The associated weight mask is shown in figure A.12.
































Figure A.12: Weight mask for c2111. The associated domain point is shown in






































Figure A.13: Weight mask for c1400. The associated domain point is shown in





81f1,0,0,0 + 63(f0,1,−1,1 + f0,0,1,0 + f1,1,0,−1)
+ 45(f0,1,1,−1 + f0,2,−1,0 + f−1,1,0,1) + 27f−1,2,0,0
+ 3(f1,−1,2,−1 + f2,1,−1,−1 + f2,−1,1,−1 + f2,0,1,−2 + f2,0,−1,0 + f1,2,−2,0
+ f1,1,−2,1 + f1,−1,0,1 + f1,0,2,−2 + f−1,0,0,2 + f0,0,−1,2 + f0,−1,1,1)
+ (f−1,3,−2,1 + f−2,3,−1,1 + f−2,2,−1,2 + f−2,2,1,0 + f−2,1,1,1 + f0,2,1,−2
+ f0,3,−1,−1 + f−1,1,2,−1 + f−1,3,0,−1 + f−1,2,−2,2 + f1,2,0,−2 + f−1,0,2,0)
)
(A.13)
The associated weight mask is shown in figure A.13.
B-coefficient c0410 is computed using (0, 2)-symmetry.
B-coefficient c1004 is computed using (1, 3)-symmetry.
B-coefficient c0014 is computed using both (0, 2)-symmetry and (1, 3)-symmetry.






































Figure A.14: Weight mask for c1310. The associated domain point is shown in


































Figure A.15: Weight mask for c1301. The associated domain point is shown in





192(f0,0,1,0 + f1,0,0,0) + 96(f0,1,−1,1 + f0,1,1,−1 + f1,1,0,−1 + f−1,1,0,1)
+ 48(f0,2,−1,0 + f−1,2,0,0)
+ 9(f1,−1,2,−1 + f2,−1,1,−1 + f2,0,1,−2 + f1,−1,0,1 + f−1,0,0,2 + f1,0,2,−2
+ f0,0,−1,2 + f0,−1,1,1)
+ 2(f−1,0,2,0 + f−1,1,2,−1 + f1,1,−2,1 + f−2,2,1,0 + f1,2,−2,0 + f2,1,−1,−1
+ f−2,1,1,1 + f2,0,−1,0)
+ (f−2,3,−1,1 + f−2,2,−1,2 + f−1,3,−2,1 + f−1,3,0,−1 + f−1,2,−2,2 + f1,2,0,−2
+ f0,2,1,−2 + f0,3,−1,−1)
)
(A.14)
The associated weight mask is shown in figure A.14.

































Figure A.16: Weight mask for c1211. The associated domain point is shown in





222f1,0,0,0 + 162(f0,1,−1,1 + f0,0,1,0) + 102f−1,1,0,1 + 66f1,1,0,−1
+ 54(f0,1,1,−1 + f0,2,−1,0) + 42f−1,2,0,0
+ 12(f0,0,−1,2 + f0,−1,1,1 + f−1,0,0,2 + f1,−1,0,1)
+ 5(f2,1,−1,−1 + f2,0,−1,0 + f2,0,1,−2 + f2,−1,1,−1 + f1,−1,2,−1 + f1,2,−2,0
+ f1,1,−2,1 + f1,0,2,−2)
+ (f−1,2,−2,2 + f−1,3,−2,1 + f−1,1,2,−1 + f−2,1,1,1 + f−1,0,2,0 + f−2,2,1,0
+ f−2,2,−1,2 + f−2,3,−1,1)
)
(A.15)
The associated weight mask is shown in figure A.15.
B-coefficient c0311 is computed using (0, 2)-symmetry.
B-coefficient c1103 is computed using (1, 3)-symmetry.





235(f0,0,1,0 + f1,0,0,0) + 107(f−1,1,0,1 + f0,1,−1,1) + 47(f1,1,0,−1 + f0,1,1,−1)
+ 33(f−1,2,0,0 + f0,2,−1,0) + 20(f0,−1,1,1 + f1,−1,0,1) + 18(f−1,0,0,2 + f0,0,−1,2)
+ 8(f2,−1,1,−1 + f1,−1,2,−1) + 6(f1,0,2,−2 + f2,0,1,−2) + 2(f2,−2,1,0 + f1,−2,2,0)
+ (f1,2,−2,0 + f2,0,−1,0 + f1,1,−2,1 + f−2,1,1,1 + f−1,1,2,−1 + f2,1,−1,−1
+ f−2,2,1,0 + f−1,0,2,0)
)
(A.16)
The associated weight mask is shown in figure A.16.
B-coefficient c1112 is computed using (1, 3)-symmetry.































Figure A.17: Weight mask for c1202. The associated domain point is shown in






































Figure A.18: Weight mask for c0500. The associated domain point is shown





124f1,0,0,0 + 90(f0,0,1,0 + f0,1,−1,1) + 56f−1,1,0,1 + 14(f1,1,0,−1 + f1,−1,0,1)
+ 13(f0,2,−1,0 + f0,0,−1,2 + f0,−1,1,1 + f0,1,1,−1) + 12(f−1,2,0,0 + f−1,0,0,2)
+ 2(f1,−1,2,−1 + f1,1,−2,1 + f2,0,−1,0 + f2,−1,1,−1)
+ (f1,0,2,−2 + f1,0,−2,2 + f1,−2,2,0 + f1,2,−2,0 + f2,0,1,−2 + f2,−1,−1,1
+ f2,1,−1,−1 + f2,−2,1,0)
)
(A.17)
The associated weight mask is shown in figure A.17.



































Figure A.19: Weight mask for c0401. The associated domain point is shown





27(f0,0,1,0 + f0,1,−1,1 + f0,1,1,−1 + f0,2,−1,0 + f−1,2,0,0 + f1,0,0,0
+ f1,1,0,−1 + f−1,1,0,1)
+ (f−2,1,1,1 + f1,2,−2,0 + f−1,2,−2,2 + f−1,3,0,−1 + f−1,3,−2,1 + f2,0,−1,0
+ f2,0,1,−2 + f−2,3,−1,1 + f2,−1,1,−1 + f2,1,−1,−1 + f−2,2,1,0 + f−2,2,−1,2
+ f1,2,0,−2 + f1,1,−2,1 + f1,−1,2,−1 + f−1,1,2,−1 + f1,−1,0,1 + f1,0,2,−2
+ f−1,0,2,0 + f−1,0,0,2 + f0,3,−1,−1 + f0,2,1,−2 + f0,−1,1,1 + f0,0,−1,2)
)
(A.18)
The associated weight mask is shown in figure A.18.





36(f0,1,−1,1 + f1,0,0,0 + f0,0,1,0 + f−1,1,0,1)
+ 18(f0,1,1,−1 + f0,2,−1,0 + f1,1,0,−1 + f−1,2,0,0)
+ 2(f0,0,−1,2 + f0,−1,1,1 + f−1,0,0,2 + f1,−1,0,1)
+ (f2,0,−1,0 + f−2,3,−1,1 + f2,0,1,−2 + f−2,1,1,1 + f2,−1,1,−1 + f2,1,−1,−1
+ f−2,2,1,0 + f−2,2,−1,2 + f−1,3,−2,1 + f−1,2,−2,2 + f1,2,−2,0 + f1,1,−2,1
+ f1,−1,2,−1 + f−1,1,2,−1 + f1,0,2,−2 + f−1,0,2,0)
)
(A.19)
The associated weight mask is shown in figure A.19.





90(f0,1,−1,1 + f1,0,0,0 + f0,0,1,0 + f−1,1,0,1)
+ 18(f0,1,1,−1 + f0,2,−1,0 + f1,1,0,−1 + f−1,2,0,0)
+ 8(f0,0,−1,2 + f0,−1,1,1 + f−1,0,0,2 + f1,−1,0,1)
+ (f2,0,−1,0 + f−2,3,−1,1 + f2,0,1,−2 + f−2,1,1,1 + f2,−1,1,−1 + f2,1,−1,−1
+ f−2,2,1,0 + f−2,2,−1,2 + f−1,3,−2,1 + f−1,2,−2,2 + f1,2,−2,0 + f1,1,−2,1
+ f1,−1,2,−1 + f−1,1,2,−1 + f1,0,2,−2 + f−1,0,2,0)
)
(A.20)


































Figure A.20: Weight mask for c0302. The associated domain point is shown
in the teterahedron on the right.
The associated weight mask is shown in figure A.20.





On the following pages we give the B-coefficient computation rules that define
the optimal quasi-interpolation operator developed in section 3.2 of chapter
3. We use the notation from 3.4 to specify the sample points in these rules.
The rules are used to calculate the B-coefficients of Qopt(f)|T , where T is an
arbitrary tetrahedron of the partition ∆1 defined in 3.14. Each rule has an
associated weight mask which shows the location of the samples relative to
the tetrahedron.
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Figure B.1: Weight mask for c5000. The associated domain point is shown in






+ 600(f2,0,−1,0 + f0,0,1,0 + f0,1,−1,1 + f2,−1,1,−1 + f1,1,0,−1 + f1,−1,0,1)
+ 110(f2,0,1,−2 + f2,−1,−1,1 + f2,1,−1,−1 + f1,1,−2,1 + f1,−1,2,−1 + f−1,1,0,1
+ f3,−1,0,−1 + f2,−2,1,0 + f0,0,−1,2 + f0,−1,1,1 + f0,1,1,−1 + f0,2,−1,0)
− 92(f3,−2,2,−2 + f1,−2,0,2 + f−1,2,−2,2 + f1,2,0,−2 + f3,0,−2,0 + f−1,0,2,0)
+ 72(f1,−2,2,0 + f3,−2,0,0 + f1,0,2,−2 + f3,0,0,−2 + f1,2,−2,0 + f1,0,−2,2
+ f−1,2,0,0 + f−1,0,0,2)
− 30(f3,1,−2,−1 + f−2,1,1,1 + f3,−3,2,−1 + f2,−3,1,1 + f2,−2,3,−2 + f3,−1,−2,1
+ f2,1,1,−3 + f2,1,−3,1 + f2,2,−1,−2 + f2,−2,−1,2 + f−2,2,−1,2 + f3,−1,2,−3
+ f0,−1,−1,3 + f0,−1,3,−1 + f4,−2,1,−2 + f0,−2,1,2 + f0,2,1,−2 + f0,2,−3,2
+ f0,3,−1,−1 + f4,−1,−1,−1 + f−1,−1,2,1 + f−1,1,2,−1 + f−1,1,−2,3 + f−1,3,−2,1)
− 15(f3,1,0,−3 + f4,−1,1,−3 + f4,−2,−1,0 + f4,0,−1,−2 + f4,−3,1,−1 + f3,−3,0,1
+ f1,−3,2,1 + f0,0,3,−2 + f0,1,−3,3 + f0,−2,3,0 + f0,3,−3,1 + f−1,−1,0,3
+ f1,−1,−2,3 + f1,1,2,−3 + f−1,3,0,−1 + f2,−3,3,−1 + f1,3,−2,−1 + f−2,0,1,2
+ f2,0,−3,2 + f−2,1,−1,3 + f2,−1,3,−3 + f−2,2,1,0 + f2,2,−3,0 + f−2,3,−1,1)
)
(B.1)
The associated weight mask is shown in figure B.1.






















































































Figure B.2: Weight mask for c4100. The associated domain point is shown in





3828f1,0,0,0 + 532(f0,1,−1,1 + f1,1,0,−1 + f0,0,1,0)
+ 117(f0,1,1,−1 + f−1,1,0,1 + f0,2,−1,0) + 87f−1,2,0,0
+ 68(f1,−1,0,1 + f2,−1,1,−1 + f2,0,−1,0)− 64(f1,2,0,−2 + f−1,0,2,0 + f−1,2,−2,2)
+ 55(f1,1,−2,1 + f1,−1,2,−1 + f2,0,1,−2 + f2,1,−1,−1 + f0,−1,1,1 + f0,0,−1,2)
+ 53(f−1,0,0,2 + f1,2,−2,0 + f1,0,2,−2)− 28(f3,0,−2,0 + f1,−2,0,2 + f3,−2,2,−2)
− 25(f−2,1,1,1 + f−2,2,−1,2 + f−1,3,−2,1 + f−1,1,2,−1 + f0,3,−1,−1 + f0,2,1,−2)
+ 19(f1,−2,2,0 + f1,0,−2,2 + f3,0,0,−2)
− 15(f−1,1,−2,3 + f2,1,−3,1 + f2,1,1,−3 + f−2,2,1,0 + f0,−1,3,−1 + f0,−2,1,2
+ f2,2,−1,−2 + f2,−2,3,−2 + f−2,3,−1,1 + f0,2,−3,2 + f0,−1,−1,3 + f−1,3,0,−1
+ f3,1,−2,−1 + f3,−1,2,−3 + f−1,−1,2,1 + f3,−2,0,0)
− 10(f2,2,−3,0 + f0,0,3,−2 + f2,−1,3,−3 + f1,1,2,−3 + f−1,−1,0,3 + f0,3,−3,1
+ f−2,1,−1,3 + f1,3,−2,−1 + f−2,0,1,2)
− 7(f3,−1,0,−1 + f2,−1,−1,1 + f2,−2,1,0)
− 5(f2,−2,−1,2 + f4,−2,1,−2 + f4,−1,1,−3 + f4,−1,−1,−1 + f4,0,−1,−2 + f3,−3,2,−1
+ f1,−1,−2,3 + f0,1,−3,3 + f0,−2,3,0 + f3,−1,−2,1 + f3,1,0,−3 + f1,−3,2,1
+ f2,0,−3,2 + f2,−3,3,−1 + f2,−3,1,1)
)
(B.2)
The associated weight mask is shown in figure B.2.
B-coefficient c0140 is computed using (0, 2)-symmetry.
B-coefficient c4001 is computed using (1, 3)-symmetry.
B-coefficient c0041 is computed using both (0, 2)-symmetry and (1, 3)-symmetry.
























































































Figure B.3: Weight mask for c4010. The associated domain point is shown in





7656f1,0,0,0 + 1528f0,0,1,0 + 600(f0,1,−1,1 + f2,−1,1,−1 + f1,1,0,−1 + f1,−1,0,1)
− 328f2,0,−1,0 + 234(f0,−1,1,1 + f0,1,1,−1 + f1,−1,2,−1 + f−1,1,0,1)− 164f−1,0,2,0
+ 140(f1,0,2,−2 + f−1,0,0,2 + f−1,2,0,0 + f1,−2,2,0)
+ 110(f0,2,−1,0 + f2,0,1,−2 + f0,0,−1,2 + f2,−2,1,0)
− 92(f1,2,0,−2 + f1,−2,0,2 + f−1,2,−2,2 + f3,−2,2,−2)
− 50(f−2,1,1,1 + f−2,2,−1,2 + f−1,−1,2,1 + f2,−2,3,−2 + f−1,1,2,−1 + f0,−1,3,−1
+ f0,2,1,−2 + f0,−2,1,2)
− 30(f−1,1,−2,3 + f3,−3,2,−1 + f2,−3,1,1 + f0,3,−1,−1 + f0,−1,−1,3 + f3,−1,2,−3
+ f2,1,1,−3 + f−1,3,−2,1)
− 25(f1,−3,2,1 + f−2,1,−1,3 + f2,−1,3,−3 + f2,−3,3,−1 + f−2,2,1,0 + f−2,3,−1,1
+ f−2,0,1,2 + f0,0,3,−2 + f−1,3,0,−1 + f−1,−1,0,3 + f0,−2,3,0 + f1,1,2,−3)
− 20f3,0,−2,0 − 14(f1,1,−2,1 + f3,−1,0,−1 + f2,1,−1,−1 + f2,−1,−1,1)
− 10(f4,−2,1,−2 + f2,−2,−1,2 + f2,2,−1,−2 + f3,1,−2,−1 + f2,1,−3,1 + f4,−1,−1,−1
+ f3,−1,−2,1 + f0,2,−3,2)
− 5(f4,−1,1,−3 + f0,1,−3,3 + f3,−3,0,1 + f4,0,−1,−2 + f4,−3,1,−1 + f4,−2,−1,0
+ f2,0,−3,2 + f3,1,0,−3 + f0,3,−3,1 + f2,2,−3,0 + f1,−1,−2,3 + f1,3,−2,−1)
+ 4(f3,−2,0,0 + f3,0,0,−2 + f1,0,−2,2 + f1,2,−2,0)
)
(B.3)
The associated weight mask is shown in figure B.3.






















































































Figure B.4: Weight mask for c3200. The associated domain point is shown in





6162f1,0,0,0 + 1726(f1,1,0,−1 + f0,1,−1,1 + f0,0,1,0)
+ 475(f−1,1,0,1 + f0,1,1,−1 + f0,2,−1,0) + 393f−1,2,0,0
− 179(f−1,2,−2,2 + f1,2,0,−2 + f−1,0,2,0)− 130(f2,0,−1,0 + f2,−1,1,−1 + f1,−1,0,1)
+ 125(f1,2,−2,0 + f−1,0,0,2 + f1,0,2,−2)
− 85(f−1,1,2,−1 + f−1,3,−2,1 + f−2,1,1,1 + f−2,2,−1,2 + f0,3,−1,−1 + f0,2,1,−2)
+ 80(f2,1,−1,−1 + f0,0,−1,2 + f1,−1,2,−1 + f1,1,−2,1 + f0,−1,1,1 + f2,0,1,−2)
− 60(f−2,3,−1,1 + f−1,3,0,−1 + f−2,2,1,0)− 35(f3,−2,2,−2 + f1,−2,0,2 + f3,0,−2,0)
− 30(f0,−1,−1,3 + f3,−1,2,−3 + f2,1,−3,1 + f2,1,1,−3 + f0,−1,3,−1 + f3,1,−2,−1
+ f0,−2,1,2 + f2,2,−1,−2 + f−1,1,−2,3 + f0,2,−3,2 + f−1,−1,2,1 + f2,−2,3,−2)
− 25(f1,3,−2,−1 + f2,−1,3,−3 + f2,2,−3,0 + f−2,1,−1,3 + f0,0,3,−2 + f−2,0,1,2
+ f1,1,2,−3 + f−1,−1,0,3 + f0,3,−3,1)
− 21(f2,−1,−1,1 + f2,−2,1,0 + f3,−1,0,−1)− 15f3,−2,0,0
− 11(f1,0,−2,2 + f3,0,0,−2 + f1,−2,2,0)
− 5(f2,−3,1,1 + f2,−3,3,−1 + f2,−2,−1,2 + f2,0,−3,2 + f1,−3,2,1 + f3,1,0,−3
+ f3,−1,−2,1 + f0,1,−3,3 + f0,−2,3,0 + f1,−1,−2,3 + f3,−3,2,−1 + f4,0,−1,−2
+ f4,−1,−1,−1 + f4,−1,1,−3 + f4,−2,1,−2)
)
(B.4)
The associated weight mask is shown in figure B.4.
B-coefficient c0230 is computed using (0, 2)-symmetry.
B-coefficient c3002 is computed using (1, 3)-symmetry.
B-coefficient c0032 is computed using both (0, 2)-symmetry and (1, 3)-symmetry.





















































































Figure B.5: Weight mask for c3110. The associated domain point is shown in





13320f1,0,0,0 + 4824f0,0,1,0 + 2104(f0,1,−1,1 + f1,1,0,−1)
+ 905(f0,1,1,−1 + f−1,1,0,1)− 744f2,0,−1,0 + 640f−1,2,0,0 + 558f0,2,−1,0
− 452f−1,0,2,0 + 372(f1,0,2,−2 + f−1,0,0,2) + 363(f1,−1,2,−1 + f0,−1,1,1)
+ 310(f2,0,1,−2 + f0,0,−1,2)− 260(f−1,2,−2,2 + f1,2,0,−2) + 248(f2,−1,1,−1 + f1,−1,0,1)
− 165(f0,2,1,−2 + f−2,1,1,1 + f−1,1,2,−1 + f−2,2,−1,2)− 133(f1,1,−2,1 + f2,1,−1,−1)
− 116(f1,−2,0,2 + f3,−2,2,−2)− 110(f−1,3,−2,1 + f0,3,−1,−1) + 104f1,−2,2,0
− 100(f−2,2,1,0 + f−1,3,0,−1 + f−2,3,−1,1)
− 95(f0,−2,1,2 + f0,−1,3,−1 + f2,−2,3,−2 + f−1,−1,2,1)− 87(f3,−1,0,−1 + f2,−1,−1,1)
− 70(f0,−1,−1,3 + f3,−1,2,−3 + f−1,1,−2,3 + f2,1,1,−3)
− 65(f−2,1,−1,3 + f0,0,3,−2 + f2,−1,3,−3 + f1,1,2,−3 + f−2,0,1,2 + f−1,−1,0,3)
+ 62f2,−2,1,0 − 40f3,−2,0,0 − 36(f3,0,0,−2 + f1,0,−2,2)− 32f1,2,−2,0
− 30(f3,−3,2,−1 + f2,−3,3,−1 + f2,−3,1,1 + f1,−3,2,1 + f0,−2,3,0)− 20f3,0,−2,0
− 15(f2,2,−1,−2 + f2,1,−3,1 + f0,2,−3,2 + f3,1,−2,−1)
− 10(f2,2,−3,0 + f0,3,−3,1 + f1,3,−2,−1)
− 5(f4,−1,1,−3 + f4,−1,−1,−1 + f4,0,−1,−2 + f2,0,−3,2 + f4,−2,1,−2 + f1,−1,−2,3
+ f3,−1,−2,1 + f3,1,0,−3 + f2,−2,−1,2 + f0,1,−3,3)
)
(B.5)
The associated weight mask is shown in figure B.5.
B-coefficient c1130 is computed using (0, 2)-symmetry.
B-coefficient c3011 is computed using (1, 3)-symmetry.

















































































Figure B.6: Weight mask for c3101. The associated domain point is shown in





14316f1,0,0,0 + 3476(f0,1,−1,1 + f0,0,1,0) + 860f−1,1,0,1
+ 756(f1,−1,0,1 + f1,1,0,−1) + 513(f0,0,−1,2 + f0,−1,1,1 + f0,1,1,−1 + f0,2,−1,0)
+ 494(f−1,2,0,0 + f−1,0,0,2)− 354(f−1,2,−2,2 + f−1,0,2,0)− 236(f2,−1,1,−1 + f2,0,−1,0)
− 162(f1,−2,0,2 + f1,2,0,−2)− 160(f−2,1,1,1 + f−2,2,−1,2)− 132f3,−1,0,−1
− 105(f−1,−1,2,1 + f−1,3,−2,1 + f−1,1,2,−1 + f−1,1,−2,3 + f0,3,−1,−1 + f0,2,1,−2
+ f0,−2,1,2 + f0,−1,−1,3)
+ 90(f1,−2,2,0 + f1,2,−2,0 + f1,0,2,−2 + f1,0,−2,2)
− 80(f−2,1,−1,3 + f−1,−1,0,3 + f−1,3,0,−1 + f−2,0,1,2 + f−2,3,−1,1 + f−2,2,1,0)
+ 70(f1,1,−2,1 + f1,−1,2,−1)− 66(f3,−2,2,−2 + f3,0,−2,0)
− 50(f0,−1,3,−1 + f2,1,−3,1 + f3,0,0,−2 + f2,−2,3,−2 + f0,2,−3,2 + f3,−2,0,0)
− 25(f3,1,−2,−1 + f2,2,−3,0 + f2,−3,1,1 + f2,−3,3,−1 + f0,0,3,−2 + f3,−1,−2,1
+ f3,−3,2,−1 + f3,−1,2,−3 + f1,1,2,−3 + f2,2,−1,−2 + f2,−2,−1,2 + f2,−1,3,−3
+ f2,1,1,−3 + f0,1,−3,3 + f0,−2,3,0 + f2,0,−3,2 + f1,3,−2,−1 + f1,−3,2,1
+ f0,3,−3,1 + f1,−1,−2,3)
+ 17(f2,−2,1,0 + f2,1,−1,−1 + f2,−1,−1,1 + f2,0,1,−2)
)
(B.6)
The associated weight mask is shown in figure B.6.
B-coefficient c0131 is computed using (0, 2)-symmetry.



































































Figure B.7: Weight mask for c3020. The associated domain point is shown in





708f1,0,0,0 + 412f0,0,1,0 + 72(f0,1,−1,1 + f1,1,0,−1 + f1,−1,0,1 + f2,−1,1,−1)
− 52f2,0,−1,0 + 50(f1,−1,2,−1 + f0,−1,1,1 + f0,1,1,−1 + f−1,1,0,1)− 36f−1,0,2,0
+ 29(f−1,2,0,0 + f1,−2,2,0 + f1,0,2,−2 + f−1,0,0,2)
+ 25(f2,0,1,−2 + f0,2,−1,0 + f2,−2,1,0 + f0,0,−1,2)
− 12(f2,−1,−1,1 + f2,1,−1,−1 + f−1,2,−2,2 + f3,−1,0,−1 + f3,−2,2,−2 + f1,−2,0,2
+ f1,2,0,−2 + f1,1,−2,1)
− 10(f−1,1,2,−1 + f−1,−1,2,1 + f0,−1,3,−1 + f−2,2,−1,2 + f0,−2,1,2 + f0,2,1,−2
+ f2,−2,3,−2 + f−2,1,1,1)
− 5(f2,−3,3,−1 + f−2,2,1,0 + f−2,3,−1,1 + f2,−3,1,1 + f3,−3,2,−1 + f3,0,0,−2
+ f0,−1,−1,3 + f3,−1,2,−3 + f3,−2,0,0 + f0,0,3,−2 + f1,1,2,−3 + f2,−1,3,−3
+ f2,1,1,−3 + f−2,1,−1,3 + f0,−2,3,0 + f0,3,−1,−1 + f−2,0,1,2 + f1,0,−2,2
+ f1,−3,2,1 + f−1,3,−2,1 + f−1,3,0,−1 + f−1,−1,0,3 + f1,2,−2,0 + f−1,1,−2,3)
)
(B.7)
The associated weight mask is shown in figure B.7.






































































Figure B.8: Weight mask for c2300. The associated domain point is shown in





2193f1,0,0,0 + 1105(f0,0,1,0 + f0,1,−1,1 + f1,1,0,−1)
+ 473(f0,1,1,−1 + f−1,1,0,1 + f0,2,−1,0) + 297f−1,2,0,0
− 105(f1,2,0,−2 + f−1,2,−2,2 + f−1,0,2,0)− 83(f2,0,−1,0 + f1,−1,0,1 + f2,−1,1,−1)
− 63(f0,3,−1,−1 + f−2,1,1,1 + f0,2,1,−2 + f−1,3,−2,1 + f−2,2,−1,2 + f−1,1,2,−1)
− 45(f−1,3,0,−1 + f−2,2,1,0 + f−2,3,−1,1) + 25(f1,2,−2,0 + f1,0,2,−2 + f−1,0,0,2)
− 20(f3,0,0,−2 + f3,−1,0,−1 + f1,0,−2,2 + f2,−1,−1,1 + f2,−2,1,0 + f1,−2,2,0)
− 17(f0,0,−1,2 + f1,−1,2,−1 + f2,0,1,−2 + f0,−1,1,1 + f1,1,−2,1 + f2,1,−1,−1)
− 10(f2,−1,3,−3 + f3,−2,2,−2 + f2,2,−1,−2 + f2,2,−3,0 + f2,−2,3,−2 + f3,0,−2,0
+ f3,1,−2,−1 + f3,−1,2,−3 + f0,2,−3,2 + f2,1,−3,1 + f2,1,1,−3 + f−2,1,−1,3
+ f−2,0,1,2 + f1,3,−2,−1 + f0,0,3,−2 + f1,−2,0,2 + f1,1,2,−3 + f−1,1,−2,3
+ f−1,−1,2,1 + f−1,−1,0,3 + f0,−1,−1,3 + f0,−1,3,−1 + f0,−2,1,2 + f0,3,−3,1)
)
(B.8)
The associated weight mask is shown in figure B.8.
B-coefficient c0320 is computed using (0, 2)-symmetry.
B-coefficient c2003 is computed using (1, 3)-symmetry.
B-coefficient c0023 is computed using both (0, 2)-symmetry and (1, 3)-symmetry.











































































Figure B.9: Weight mask for c2210. The associated domain point is shown in





4978f1,0,0,0 + 3174f0,0,1,0 + 1486(f1,1,0,−1 + f0,1,−1,1)
+ 930(f−1,1,0,1 + f0,1,1,−1) + 527f−1,2,0,0 + 507f0,2,−1,0 − 330f2,0,−1,0
− 273f−1,0,2,0 − 163(f1,2,0,−2 + f−1,2,−2,2) + 133(f−1,0,0,2 + f1,0,2,−2)
− 126(f0,2,1,−2 + f−2,1,1,1 + f−2,2,−1,2 + f−1,1,2,−1)− 119(f1,1,−2,1 + f2,1,−1,−1)
+ 96(f2,0,1,−2 + f0,0,−1,2)− 85(f−1,3,−2,1 + f0,3,−1,−1)
− 80(f−1,3,0,−1 + f−2,3,−1,1 + f−2,2,1,0)− 66(f1,−1,0,1 + f2,−1,1,−1)− 41f1,2,−2,0
− 40(f3,−1,0,−1 + f2,−1,−1,1)
+ 35(f1,−1,2,−1 + f0,−1,1,1 − f1,−2,0,2 − f3,0,0,−2 − f2,−2,3,−2 − f−1,−1,2,1
− f1,0,−2,2 − f0,−1,3,−1 − f3,−2,2,−2 − f0,−2,1,2)
− 30(f0,−1,−1,3 + f−2,1,−1,3 + f2,1,1,−3 + f2,−1,3,−3 + f0,0,3,−2 + f3,−1,2,−3
+ f−2,0,1,2 + f1,1,2,−3 + f−1,−1,0,3 + f−1,1,−2,3)
− 21(f2,−2,1,0 + f1,−2,2,0)
− 5(f2,−3,3,−1 + f3,−3,2,−1 + f3,0,−2,0 + f3,1,−2,−1 + f3,−2,0,0 + f2,−3,1,1
+ f2,2,−3,0 + f2,2,−1,−2 + f2,1,−3,1 + f0,−2,3,0 + f0,2,−3,2 + f0,3,−3,1
+ f1,3,−2,−1 + f1,−3,2,1)
)
(B.9)
The associated weight mask is shown in figure B.9.
B-coefficient c1220 is computed using (0, 2)-symmetry.
B-coefficient c2012 is computed using (1, 3)-symmetry.

















































































Figure B.10: Weight mask for c2201. The associated domain point is shown in





5570f1,0,0,0 + 2450(f0,0,1,0 + f0,1,−1,1) + 914f−1,1,0,1 + 762f1,1,0,−1
+ 491(f0,1,1,−1 + f0,2,−1,0) + 460f−1,2,0,0 − 230(f2,−1,1,−1 + f2,0,−1,0)
− 226(f−1,0,2,0 + f−1,2,−2,2) + 216f−1,0,0,2 + 165(f0,0,−1,2 + f0,−1,1,1)
− 126(f−2,2,−1,2 + f−2,1,1,1)− 116f1,2,0,−2
− 85(f0,2,1,−2 + f0,3,−1,−1 + f−1,1,2,−1 + f−1,3,−2,1)
− 70(f−2,2,1,0 + f−2,3,−1,1 + f−1,3,0,−1)− 50(f1,−1,2,−1 + f1,1,−2,1 + f1,−2,0,2)
− 45(f−1,−1,2,1 + f0,−1,−1,3 + f−1,1,−2,3 + f0,−2,1,2) + 42(f1,2,−2,0 + f1,0,2,−2)
− 40(f−1,−1,0,3 + f−2,1,−1,3 + f3,−1,0,−1 + f−2,0,1,2) + 34f1,−1,0,1 − 30f3,0,0,−2
− 21(f2,−2,1,0 + f2,−1,−1,1)
− 20(f3,0,−2,0 + f0,−1,3,−1 + f2,1,−3,1 + f2,−2,3,−2 + f0,2,−3,2 + f3,−2,2,−2)
− 16(f1,0,−2,2 + f1,−2,2,0)
− 15(f1,1,2,−3 + f0,0,3,−2 + f3,1,−2,−1 + f3,−1,2,−3 + f2,2,−3,0 + f2,2,−1,−2
+ f2,−1,3,−3 + f2,1,1,−3 + f1,3,−2,−1 + f0,3,−3,1)
+ 11(f2,1,−1,−1 + f2,0,1,−2)− 10f3,−2,0,0
− 5(f2,0,−3,2 + f3,−3,2,−1 + f1,−1,−2,3 + f1,−3,2,1 + f3,−1,−2,1 + f0,1,−3,3
+ f2,−3,3,−1 + f2,−3,1,1 + f0,−2,3,0 + f2,−2,−1,2)
)
(B.10)
The associated weight mask is shown in figure B.10.
B-coefficient c0221 is computed using (0, 2)-symmetry.
B-coefficient c2102 is computed using (1, 3)-symmetry.
B-coefficient c0122 is computed using both (0, 2)-symmetry and (1, 3)-symmetry.



































































Figure B.11: Weight mask for c2120. The associated domain point is shown in





1120(f0,0,1,0 + f1,0,0,0) + 200(f−1,1,0,1 + f0,1,−1,1 + f0,1,1,−1 + f1,1,0,−1)
+ 89(f0,2,−1,0 + f−1,2,0,0)− 88(f−1,0,2,0 + f2,0,−1,0)
+ 54(f0,0,−1,2 + f1,0,2,−2 + f2,0,1,−2 + f−1,0,0,2)
+ 44(f1,−1,0,1 + f2,−1,1,−1 + f0,−1,1,1 + f1,−1,2,−1)
− 29(f1,1,−2,1 + f−1,2,−2,2 + f1,2,0,−2 + f−2,1,1,1 + f2,1,−1,−1 + f−2,2,−1,2
+ f−1,1,2,−1 + f0,2,1,−2)
+ 19(f2,−2,1,0 + f1,−2,2,0)
− 15(f0,−1,3,−1 + f3,−2,2,−2 + f3,−1,0,−1 + f−2,3,−1,1 + f2,−2,3,−2 + f−2,2,1,0
+ f2,−1,−1,1 + f0,−2,1,2 + f−1,3,−2,1 + f−1,3,0,−1 + f0,3,−1,−1 + f1,2,−2,0
+ f−1,−1,2,1 + f1,−2,0,2)
− 10(f2,−1,3,−3 + f3,−1,2,−3 + f−1,1,−2,3 + f3,0,0,−2 + f1,1,2,−3 + f−1,−1,0,3
+ f0,0,3,−2 + f1,0,−2,2 + f2,1,1,−3 + f−2,1,−1,3 + f0,−1,−1,3 + f−2,0,1,2)
− 5(f3,−3,2,−1 + f3,−2,0,0 + f1,−3,2,1 + f2,−3,3,−1 + f2,−3,1,1 + f0,−2,3,0)
)
(B.11)
The associated weight mask is shown in figure B.11.

















































































Figure B.12: Weight mask for c2111. The associated domain point is shown in





11140f1,0,0,0 + 6892f0,0,1,0 + 2908f0,1,−1,1 + 1828f−1,1,0,1
+ 796(f1,1,0,−1 + f1,−1,0,1)− 724f2,0,−1,0 + 677(f0,−1,1,1 + f0,1,1,−1)
+ 676(f−1,2,0,0 + f−1,0,0,2) + 635(f0,2,−1,0 + f0,0,−1,2)− 578f−1,0,2,0 − 326f−1,2,−2,2
− 252(f−2,2,−1,2 + f−2,1,1,1)− 238f1,1,−2,1 − 196f2,−1,1,−1 − 166(f1,2,0,−2 + f1,−2,0,2)
− 145(f−1,−1,2,1 + f−1,1,2,−1 + f0,2,1,−2 + f0,−2,1,2) + 128(f1,−2,2,0 + f1,0,2,−2)
− 127(f2,1,−1,−1 + f2,−1,−1,1)− 115(f0,−1,−1,3 + f−1,1,−2,3 + f0,3,−1,−1 + f−1,3,−2,1)
− 110(f−1,3,0,−1 + f−2,0,1,2 + f−2,3,−1,1 + f−1,−1,0,3 + f−2,1,−1,3 + f−2,2,1,0)
+ 107(f2,0,1,−2 + f2,−2,1,0)− 80f3,−1,0,−1 − 76(f1,2,−2,0 + f1,0,−2,2)
− 70(f0,−1,3,−1 + f2,−2,3,−2 + f3,−2,2,−2)− 40(f3,−2,0,0 + f3,0,0,−2) + 38f1,−1,2,−1
− 35(f1,1,2,−3 + f3,−3,2,−1 + f2,1,1,−3 + f2,−1,3,−3 + f0,−2,3,0 + f3,−1,2,−3
+ f2,−3,3,−1 + f2,−3,1,1 + f0,0,3,−2 + f1,−3,2,1)
− 10(f3,0,−2,0 + f0,2,−3,2 + f2,1,−3,1)
− 5(f3,−1,−2,1 + f3,1,−2,−1 + f2,2,−1,−2 + f2,2,−3,0 + f1,3,−2,−1 + f2,−2,−1,2
+ f0,1,−3,3 + f0,3,−3,1 + f1,−1,−2,3 + f2,0,−3,2)
)
(B.12)
The associated weight mask is shown in figure B.12.
B-coefficient c1121 is computed using (0, 2)-symmetry.






















































































Figure B.13: Weight mask for c1400. The associated domain point is shown in





2808f1,0,0,0 + 2176(f0,0,1,0 + f0,1,−1,1 + f1,1,0,−1)
+ 1544(f0,1,1,−1 + f0,2,−1,0 + f−1,1,0,1) + 912f−1,2,0,0
− 175(f−1,2,−2,2 + f1,2,0,−2 + f−1,0,2,0)
− 133(f−1,3,−2,1 + f−2,2,−1,2 + f−2,1,1,1 + f−1,1,2,−1 + f0,3,−1,−1 + f0,2,1,−2)
− 129(f2,0,−1,0 + f1,−1,0,1 + f2,−1,1,−1)− 91(f−2,2,1,0 + f−2,3,−1,1 + f−1,3,0,−1)
− 87(f2,1,−1,−1 + f0,−1,1,1 + f0,0,−1,2 + f1,−1,2,−1 + f1,1,−2,1 + f2,0,1,−2)
− 45(f1,2,−2,0 + f1,0,2,−2 + f−1,0,0,2)
− 30(f3,−1,0,−1 + f2,−2,1,0 + f3,0,0,−2 + f1,−2,2,0 + f2,−1,−1,1 + f1,0,−2,2)
− 20(f−2,0,1,2 + f−2,1,−1,3 + f0,0,3,−2 + f0,−1,3,−1 + f1,3,−2,−1 + f2,2,−1,−2
+ f2,1,1,−3 + f1,1,2,−3 + f−1,1,−2,3 + f−1,−1,2,1 + f0,2,−3,2 + f0,3,−3,1)
− 15(f2,1,−3,1 + f3,0,−2,0 + f2,−1,3,−3 + f2,2,−3,0 + f2,−2,3,−2 + f3,−2,2,−2
+ f3,−1,2,−3 + f0,−1,−1,3 + f1,−2,0,2 + f0,−2,1,2 + f−1,−1,0,3 + f3,1,−2,−1)
− 10(f−1,4,−2,0 + f−3,2,0,2 + f−2,4,−1,0 + f−2,3,1,−1 + f−3,3,0,1 + f−1,2,2,−2)
− 5(f−3,2,2,0 + f−2,0,3,0 + f−3,3,−2,3 + f−3,4,−2,2 + f−3,1,2,1 + f−2,4,−3,2
+ f−2,3,−3,3 + f−2,1,3,−1 + f0,4,−1,−2 + f−1,4,0,−2 + f1,3,0,−3 + f0,3,1,−3)
)
(B.13)
The associated weight mask is shown in figure B.13.
B-coefficient c0410 is computed using (0, 2)-symmetry.
B-coefficient c1004 is computed using (1, 3)-symmetry.























































































Figure B.14: Weight mask for c1310. The associated domain point is shown in





6668(f1,0,0,0 + f0,0,1,0) + 3228(f−1,1,0,1 + f1,1,0,−1 + f0,1,−1,1 + f0,1,1,−1)
+ 1612(f0,2,−1,0 + f−1,2,0,0)− 488(f−1,0,2,0 + f2,0,−1,0)
− 316(f0,2,1,−2 + f1,2,0,−2 + f−1,2,−2,2 + f−2,2,−1,2)
− 272(f1,1,−2,1 + f−2,1,1,1 + f−1,1,2,−1 + f2,1,−1,−1)
− 196(f−1,3,0,−1 + f−1,3,−2,1 + f−2,3,−1,1 + f0,3,−1,−1)
− 180(f0,−1,1,1 + f2,−1,1,−1 + f1,−1,2,−1 + f1,−1,0,1)− 152(f−2,2,1,0 + f1,2,−2,0)
− 90(f2,−2,1,0 + f1,−2,2,0)
− 55(f0,−1,3,−1 + f−2,0,1,2 + f0,0,3,−2 + f−1,−1,2,1 + f1,0,−2,2 + f3,0,0,−2
+ f3,−1,0,−1 + f2,−1,−1,1)
− 50(f−2,1,−1,3 + f2,1,1,−3 + f1,1,2,−3 + f−1,1,−2,3)
− 45(f0,−1,−1,3 + f2,−2,3,−2 + f2,−1,3,−3 + f0,−2,1,2 + f1,−2,0,2 + f3,−1,2,−3
+ f−1,−1,0,3 + f3,−2,2,−2)
+ 36(f0,0,−1,2 + f1,0,2,−2 + f2,0,1,−2 + f−1,0,0,2)
− 15(f−3,3,0,1 + f−3,2,0,2 + f1,3,−2,−1 + f2,2,−1,−2 + f0,2,−3,2 + f−1,2,2,−2
+ f−2,3,1,−1 + f0,3,−3,1)
− 10(f−2,0,3,0 + f−3,2,2,0 + f3,1,−2,−1 + f−3,1,2,1 + f3,0,−2,0 + f−2,4,−1,0
+ f2,2,−3,0 + f−1,4,−2,0 + f2,1,−3,1 + f−2,1,3,−1)
− 5(f−2,4,−3,2 + f0,3,1,−3 + f−2,3,−3,3 + f1,3,0,−3 + f0,4,−1,−2 + f−1,4,0,−2
+ f−3,3,−2,3 + f−3,4,−2,2)
)
(B.14)
The associated weight mask is shown in figure B.14.
B-coefficient c1013 is computed using (1, 3)-symmetry.


















































































Figure B.15: Weight mask for c1301. The associated domain point is shown in





7720f1,0,0,0 + 5544(f0,1,−1,1 + f0,0,1,0) + 3368f−1,1,0,1 + 2104f1,1,0,−1
+ 1752(f0,1,1,−1 + f0,2,−1,0) + 1400f−1,2,0,0 − 454(f−1,0,2,0 + f−1,2,−2,2)
− 410(f2,−1,1,−1 + f2,0,−1,0)− 322(f−2,1,1,1 + f−2,2,−1,2)− 282f1,2,0,−2
− 278(f1,1,−2,1 + f1,−1,2,−1)− 246(f0,2,1,−2 + f0,3,−1,−1)− 210f−1,3,0,−1
− 202(f−1,1,2,−1 + f−1,3,−2,1)− 166(f−2,2,1,0 + f−2,3,−1,1) + 162f−1,0,0,2 − 102f1,−1,0,1
− 85(f2,−1,−1,1 + f2,−2,1,0 + f1,0,−2,2 + f1,−2,2,0)
− 65(f−1,1,−2,3 + f−2,0,1,2 + f−2,1,−1,3 + f−1,−1,2,1)− 62(f2,1,−1,−1 + f2,0,1,−2)
− 60(f0,−2,1,2 + f1,−2,0,2 + f0,−1,−1,3 + f−1,−1,0,3)− 50(f3,0,0,−2 + f3,−1,0,−1)
+ 30(f0,0,−1,2 + f0,−1,1,1 − f0,0,3,−2 − f0,−1,3,−1 − f0,2,−3,2 − f0,3,−3,1)
− 26(f1,2,−2,0 + f1,0,2,−2)
− 25(f2,2,−3,0 + f3,−2,2,−2 + f2,−2,3,−2 + f3,0,−2,0 + f3,1,−2,−1 + f3,−1,2,−3
+ f1,3,−2,−1 + f2,−1,3,−3 + f2,1,−3,1 + f2,2,−1,−2 + f1,1,2,−3 + f2,1,1,−3)
− 10(f−3,3,0,1 + f−3,2,0,2)
− 5(f−3,4,−2,2 + f−3,3,−2,3 + f−3,2,2,0 + f−1,2,2,−2 + f−1,4,−2,0 + f−3,1,2,1
+ f−2,0,3,0 + f−2,1,3,−1 + f−2,4,−3,2 + f−2,4,−1,0 + f−2,3,−3,3 + f−2,3,1,−1)
)
(B.15)
The associated weight mask is shown in figure B.15.
B-coefficient c0311 is computed using (0, 2)-symmetry.
B-coefficient c1103 is computed using (1, 3)-symmetry.



















































































Figure B.16: Weight mask for c1211. The associated domain point is shown in





8152(f1,0,0,0 + f0,0,1,0) + 3496(f0,1,−1,1 + f−1,1,0,1) + 1336(f0,1,1,−1 + f1,1,0,−1)
+ 1034(f−1,2,0,0 + f0,2,−1,0)− 603(f−1,0,2,0 + f2,0,−1,0) + 415(f−1,0,0,2 + f0,0,−1,2)
− 367(f−1,2,−2,2 + f−2,2,−1,2)− 323(f−2,1,1,1 + f1,1,−2,1)− 295(f1,−1,2,−1 + f2,−1,1,−1)
+ 233(f1,−1,0,1 + f0,−1,1,1)− 211(f0,2,1,−2 + f1,2,0,−2)− 167(f2,1,−1,−1 + f−1,1,2,−1)
− 165(f−1,3,0,−1 + f−2,3,−1,1 + f−1,3,−2,1 + f0,3,−1,−1)− 121(f1,2,−2,0 + f−2,2,1,0)
− 105(f2,−1,−1,1 + f−1,−1,2,1)− 100(f1,−2,0,2 + f0,−2,1,2)− 95(f−2,0,1,2 + f1,0,−2,2)
− 90(f−1,1,−2,3 + f0,−1,−1,3 + f−1,−1,0,3 + f−2,1,−1,3)− 45(f0,−1,3,−1 + f3,−1,0,−1)
+ 43(f1,0,2,−2 + f2,0,1,−2)− 42(f2,−2,1,0 + f1,−2,2,0)− 40(f2,−2,3,−2 + f3,−2,2,−2)
− 35(f3,0,0,−2 + f0,0,3,−2)− 30(f3,−1,2,−3 + f2,1,1,−3 + f2,−1,3,−3 + f1,1,2,−3)
− 10(f2,−3,3,−1 + f2,−3,1,1 + f3,−2,0,0 + f3,−3,2,−1 + f0,−2,3,0 + f1,−3,2,1)
− 5(f−3,1,2,1 + f−1,2,2,−2 + f−3,3,0,1 + f0,3,−3,1 + f−3,2,2,0 + f−3,2,0,2
+ f1,3,−2,−1 + f3,1,−2,−1 + f2,2,−3,0 + f0,2,−3,2 + f3,0,−2,0 + f−2,0,3,0
+ f−2,1,3,−1 + f−2,3,1,−1 + f2,1,−3,1 + f2,2,−1,−2)
)
(B.16)
The associated weight mask is shown in figure B.16.
B-coefficient c1112 is computed using (1, 3)-symmetry.
















































































Figure B.17: Weight mask for c1202. The associated domain point is shown in





4292f1,0,0,0 + 3052(f0,0,1,0 + f0,1,−1,1) + 1812f−1,1,0,1
+ 334(f−1,2,0,0 + f−1,0,0,2) + 309(f0,0,−1,2 + f0,−1,1,1 + f0,1,1,−1 + f0,2,−1,0)
+ 284(f1,1,0,−1 + f1,−1,0,1)− 258(f−1,0,2,0 + f−1,2,−2,2)− 244(f2,−1,1,−1 + f2,0,−1,0)
− 184(f−2,2,−1,2 + f−2,1,1,1)− 170(f1,1,−2,1 + f1,−1,2,−1)− 70(f1,2,0,−2 + f1,−2,0,2)
− 65(f0,3,−1,−1 + f0,−1,−1,3 + f−1,1,−2,3 + f−1,1,2,−1 + f−1,−1,2,1 + f0,−2,1,2
+ f0,2,1,−2 + f−1,3,−2,1)
− 60(f−1,−1,0,3 + f−1,3,0,−1 + f−2,2,1,0 + f−2,1,−1,3 + f−2,0,1,2 + f−2,3,−1,1)
− 31(f2,−1,−1,1 + f2,0,1,−2 + f2,1,−1,−1 + f2,−2,1,0)
− 26(f1,2,−2,0 + f1,−2,2,0 + f1,0,2,−2 + f1,0,−2,2)− 20f3,−1,0,−1
− 10(f2,−2,3,−2 + f3,−2,2,−2 + f3,−2,0,0 + f0,2,−3,2 + f2,1,−3,1 + f3,0,−2,0
+ f3,0,0,−2 + f0,−1,3,−1)
− 5(f3,−1,−2,1 + f0,0,3,−2 + f2,−3,1,1 + f2,−3,3,−1 + f2,−2,−1,2 + f3,1,−2,−1
+ f3,−1,2,−3 + f3,−3,2,−1 + f2,2,−3,0 + f2,2,−1,−2 + f1,3,−2,−1 + f0,1,−3,3
+ f0,−2,3,0 + f2,−1,3,−3 + f2,1,1,−3 + f0,3,−3,1 + f1,−1,−2,3 + f2,0,−3,2
+ f1,1,2,−3 + f1,−3,2,1)
)
(B.17)
The associated weight mask is shown in figure B.17.























































































Figure B.18: Weight mask for c0500. The associated domain point is shown





186(f0,0,1,0 + f1,1,0,−1 + f−1,1,0,1 + f−1,2,0,0 + f1,0,0,0 + f0,2,−1,0
+ f0,1,1,−1 + f0,1,−1,1)
− 11(f1,2,−2,0 + f−2,3,−1,1 + f−1,1,2,−1 + f−2,2,−1,2 + f1,−1,2,−1 + f1,1,−2,1
+ f−2,2,1,0 + f1,2,0,−2 + f2,1,−1,−1 + f−1,2,−2,2 + f−1,3,0,−1 + f−1,3,−2,1
+ f2,0,−1,0 + f2,0,1,−2 + f−2,1,1,1 + f2,−1,1,−1 + f0,2,1,−2 + f1,−1,0,1
+ f1,0,2,−2 + f0,0,−1,2 + f−1,0,2,0 + f−1,0,0,2 + f0,3,−1,−1 + f0,−1,1,1)
− 2(f0,0,3,−2 + f−3,2,0,2 + f2,−1,−1,1 + f0,−1,3,−1 + f−2,1,−1,3 + f2,1,1,−3
+ f3,−1,0,−1 + f2,−2,1,0 + f−2,0,1,2 + f2,2,−1,−2 + f3,0,0,−2 + f−2,3,1,−1
+ f−2,4,−1,0 + f−1,2,2,−2 + f−1,−1,2,1 + f1,0,−2,2 + f−1,1,−2,3 + f1,1,2,−3
+ f1,−2,2,0 + f0,3,−3,1 + f−3,3,0,1 + f1,3,−2,−1 + f−1,4,−2,0 + f0,2,−3,2)
− (f3,−2,2,−2 + f−3,1,2,1 + f−3,4,−2,2 + f3,0,−2,0 + f3,1,−2,−1 + f−3,3,−2,3
+ f−1,−1,0,3 + f−3,2,2,0 + f−2,4,−3,2 + f3,−1,2,−3 + f−2,3,−3,3 + f2,−2,3,−2
+ f2,2,−3,0 + f2,−1,3,−3 + f2,1,−3,1 + f−2,1,3,−1 + f0,−1,−1,3 + f0,−2,1,2
+ f−2,0,3,0 + f−1,4,0,−2 + f1,3,0,−3 + f0,3,1,−3 + f0,4,−1,−2 + f1,−2,0,2)
)
(B.18)
The associated weight mask is shown in figure B.18.
B-coefficient c0005 is computed using (1, 3)-symmetry.


















































































Figure B.19: Weight mask for c0401. The associated domain point is shown





1246(f−1,1,0,1 + f1,0,0,0 + f0,1,−1,1 + f0,0,1,0)
+ 614(f1,1,0,−1 + f0,1,1,−1 + f0,2,−1,0 + f−1,2,0,0)
− 78(f1,2,0,−2 + f0,3,−1,−1 + f0,2,1,−2 + f−1,3,0,−1)
− 76(f−2,2,−1,2 + f−1,2,−2,2 + f2,0,−1,0 + f1,1,−2,1 + f1,−1,2,−1 + f−2,1,1,1
+ f2,−1,1,−1 + f−1,0,2,0)
− 34(f1,0,2,−2 + f−2,2,1,0 + f2,1,−1,−1 + f−2,3,−1,1 + f2,0,1,−2 + f−1,3,−2,1
+ f1,2,−2,0 + f−1,1,2,−1)
− 32(f1,−1,0,1 + f0,0,−1,2 + f−1,0,0,2 + f0,−1,1,1)
− 15(f−1,1,−2,3 + f2,−2,1,0 + f−2,1,−1,3 + f1,0,−2,2 + f2,−1,−1,1 + f−1,−1,2,1
+ f−2,0,1,2 + f1,−2,2,0)
− 10(f−3,3,0,1 + f0,−1,−1,3 + f−1,−1,0,3 + f0,0,3,−2 + f0,−1,3,−1 + f0,−2,1,2
+ f1,−2,0,2 + f−3,2,0,2 + f3,0,0,−2 + f0,3,−3,1 + f3,−1,0,−1 + f0,2,−3,2)
− 5(f−2,4,−1,0 + f−2,4,−3,2 + f3,0,−2,0 + f−3,4,−2,2 + f−3,1,2,1 + f3,1,−2,−1
+ f3,−1,2,−3 + f−3,2,2,0 + f3,−2,2,−2 + f−3,3,−2,3 + f−2,3,−3,3 + f−2,3,1,−1
+ f2,−2,3,−2 + f2,2,−3,0 + f2,2,−1,−2 + f2,−1,3,−3 + f2,1,−3,1 + f−2,1,3,−1
+ f2,1,1,−3 + f−2,0,3,0 + f−1,4,−2,0 + f1,3,−2,−1 + f−1,2,2,−2 + f1,1,2,−3)
)
(B.19)
The associated weight mask is shown in figure B.19.



















































































Figure B.20: Weight mask for c0302. The associated domain point is shown





3052(f0,1,−1,1 + f0,0,1,0 + f−1,1,0,1 + f1,0,0,0)
+ 524(f0,1,1,−1 + f−1,2,0,0 + f0,2,−1,0 + f1,1,0,−1)
− 214(f−2,2,−1,2 + f2,−1,1,−1 + f−2,1,1,1 + f2,0,−1,0 + f−1,2,−2,2 + f1,1,−2,1
+ f1,−1,2,−1 + f−1,0,2,0)
+ 94(f0,0,−1,2 + f0,−1,1,1 + f−1,0,0,2 + f1,−1,0,1)
− 90(f−1,3,0,−1 + f1,2,0,−2 + f0,2,1,−2 + f0,3,−1,−1)
− 46(f−1,1,2,−1 + f2,1,−1,−1 + f−2,2,1,0 + f−2,3,−1,1 + f2,0,1,−2 + f1,2,−2,0
+ f1,0,2,−2 + f−1,3,−2,1)
− 45(f−1,−1,2,1 + f1,0,−2,2 + f2,−1,−1,1 + f−2,1,−1,3 + f−2,0,1,2 + f2,−2,1,0
+ f1,−2,2,0 + f−1,1,−2,3)
− 40(f0,−1,−1,3 + f1,−2,0,2 + f0,−2,1,2 + f−1,−1,0,3)
− 10(f−3,2,0,2 + f3,0,0,−2 + f−3,3,0,1 + f3,−1,0,−1 + f0,0,3,−2 + f0,3,−3,1
+ f0,−1,3,−1 + f0,2,−3,2)
− 5(f−2,4,−1,0 + f3,0,−2,0 + f−2,4,−3,2 + f−3,4,−2,2 + f−3,1,2,1 + f3,1,−2,−1
+ f3,−1,2,−3 + f−3,2,2,0 + f3,−2,2,−2 + f−3,3,−2,3 + f−2,3,−3,3 + f−2,3,1,−1
+ f2,−2,3,−2 + f2,2,−3,0 + f2,2,−1,−2 + f2,−1,3,−3 + f2,1,−3,1 + f−2,1,3,−1
+ f2,1,1,−3 + f−2,0,3,0 + f−1,4,−2,0 + f1,3,−2,−1 + f−1,2,2,−2 + f1,1,2,−3)
)
(B.20)
The associated weight mask is shown in figure B.20.
B-coefficient c0203 is computed using (1, 3)-symmetry.





This chapter contains the B-coefficient computation rules that define the
interpolating quasi-interpolation operator from section 3.3 of chapter 3. In
contrast to the two other quasi-interpolation operators developed in that
chapter, this one uses four set of rules, one for each class of tetrahedra. The
rules for class K1 start on page 192. From page 220 on, the rules for class K2
can be found. The rules for classes K3 and K4 begin on pages 253 and 284,
respectively.
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Figure C.1: Weight mask for c5000. This is shown only for the sake of com-
pleteness. The associated domain point is shown in the teterahedron on the
right.
B-coefficient computation rules for the class K1
c5000 := f1,0,0,0 (C.1)
Due to this rule, the operator interpolates the provided data values. The






+ 148(f−1,0,2,0 + f1,2,0,−2 + f−1,2,−2,2 − f1,−2,0,2 − f3,0,−2,0 − f3,−2,2,−2)
+ 44(f−3,2,0,2 + f−1,2,2,−2 + f−1,4,−2,0 − f5,−2,0,−2 − f3,−2,−2,2 − f3,−4,2,0)
+ 33(f5,−4,0,0 − f−3,4,0,0)
+ 24(f5,0,−4,0 + f5,−4,4,−4 + f1,−4,0,4 − f−3,0,4,0 − f−3,4,−4,4 − f1,4,0,−4)
+ 11(f1,−4,4,0 + f5,0,0,−4 + f1,0,−4,4 − f−3,0,0,4 − f1,4,−4,0 − f1,0,4,−4)
)
(C.2)
The associated weight mask is shown in figure C.2.





2880f1,0,0,0 + 148(f−1,0,2,0 − f3,0,−2,0) + 24(f5,0,−4,0 − f−3,0,4,0)
+ 22(f−1,−2,2,2 + f−1,2,2,−2 + f1,−2,4,−2 + f−3,2,0,2 − f5,−2,0,−2 − f1,2,−4,2
− f3,2,−2,−2 − f3,−2,−2,2)
+ 11(f5,−4,0,0 + f5,0,0,−4 + f1,4,−4,0 + f1,0,−4,4 − f−3,0,0,4 − f−3,4,0,0
− f1,−4,4,0 − f1,0,4,−4)
)
(C.3)


































Figure C.2: Weight mask for c4100. The associated domain point is shown in


























Figure C.3: Weight mask for c4010. The associated domain point is shown in





78960f1,0,0,0 + 7480(f−1,0,2,0 + f1,2,0,−2 + f−1,2,−2,2)
− 1992(f3,0,−2,0 + f1,−2,0,2 + f3,−2,2,−2)
+ 1762(f−1,2,2,−2 + f−3,2,0,2 + f−1,4,−2,0)− 1431f−3,4,0,0
− 1232(f1,4,0,−4 + f−3,4,−4,4 + f−3,0,4,0)
− 1054(f3,−2,−2,2 + f3,−4,2,0 + f5,−2,0,−2) + 681f5,−4,0,0
− 667(f1,4,−4,0 + f−3,0,0,4 + f1,0,4,−4) + 304(f1,−4,0,4 + f5,0,−4,0 + f5,−4,4,−4)
+ 37(f1,−4,4,0 + f5,0,0,−4 + f1,0,−4,4)
+ 6(f3,0,2,−4 + f1,2,−4,2 + f3,2,−2,−2 + f1,−2,4,−2 + f−1,−2,2,2 + f−1,0,−2,4)
)
(C.4)
The associated weight mask is shown in figure C.4.
B-coefficient c3002 is computed using (1, 3)-symmetry.





































Figure C.4: Weight mask for c3200. The associated domain point is shown in





125040f1,0,0,0 + 13352f−1,0,2,0 − 7960f3,0,−2,0
+ 6320(f1,2,0,−2 + f−1,2,−2,2) + 2877(f−1,2,2,−2 + f−3,2,0,2)− 2360f−3,0,4,0
− 1695f−3,4,0,0 − 1524f3,−4,2,0 − 1347(f5,−2,0,−2 + f3,−2,−2,2)
+ 1299(f−1,−2,2,2 + f1,−2,4,−2)− 1122(f−3,0,0,4 + f1,0,4,−4) + 1096f5,0,−4,0
− 956(f1,4,0,−4 + f−3,4,−4,4) + 945f5,−4,0,0 − 813(f1,2,−4,2 + f3,2,−2,−2)
− 784(f3,−2,2,−2 + f1,−2,0,2) + 588f−1,4,−2,0 − 549f1,−4,4,0
− 468(f3,0,2,−4 + f−1,0,−2,4) + 462(f5,0,0,−4 + f1,0,−4,4)
+ 196(f5,−4,4,−4 + f1,−4,0,4)− 21f1,4,−4,0
)
(C.5)
The associated weight mask is shown in figure C.5.





263280f1,0,0,0 + 16904(f−1,0,2,0 + f−1,2,−2,2)
− 11512(f3,0,−2,0 + f3,−2,2,−2) + 6222f−3,2,0,2
− 2936(f−3,4,−4,4 + f−3,0,4,0) + 2840(f1,2,0,−2 + f1,−2,0,2)
− 2580(f3,−4,2,0 + f3,2,−2,−2 + f3,−2,−2,2 + f3,0,2,−4)
− 2487(f−3,4,0,0 + f−3,0,0,4)− 2226f5,−2,0,−2 + 1737(f5,0,0,−4 + f5,−4,0,0)
+ 1672(f5,0,−4,0 + f5,−4,4,−4)
+ 1644(f−1,4,−2,0 + f−1,2,2,−2 + f−1,−2,2,2 + f−1,0,−2,4)
+ 954(f1,2,−4,2 + f1,−2,4,−2)− 285(f1,4,−4,0 + f1,−4,4,0 + f1,0,4,−4 + f1,0,−4,4)
− 128(f1,4,0,−4 + f1,−4,0,4)
)
(C.6)






































Figure C.5: Weight mask for c3110. The associated domain point is shown in





































Figure C.6: Weight mask for c3101. The associated domain point is shown in





27960f1,0,0,0 + 4900f−1,0,2,0 − 2204f3,0,−2,0
+ 1384(f3,−2,2,−2 + f1,−2,0,2 + f1,2,0,−2 + f−1,2,−2,2)− 892f−3,0,4,0
+ 780(f−1,−2,2,2 + f−1,2,2,−2 + f1,−2,4,−2 + f−3,2,0,2)
− 429(f−3,0,0,4 + f1,−4,4,0 + f1,0,4,−4 + f−3,4,0,0)
− 276(f3,−2,−2,2 + f1,2,−4,2 + f3,2,−2,−2 + f5,−2,0,−2) + 260f5,0,−4,0
− 234(f3,−4,2,0 + f3,0,2,−4 + f−1,4,−2,0 + f−1,0,−2,4)
− 190(f−3,4,−4,4 + f5,−4,4,−4 + f1,4,0,−4 + f1,−4,0,4)
+ 99(f1,4,−4,0 + f5,0,0,−4 + f5,−4,0,0 + f1,0,−4,4)
)
(C.7)





































Figure C.7: Weight mask for c3020. The associated domain point is shown in
the teterahedron on the right. The black triangle symbolizes the ring R2(v0).





32304f1,0,0,0 + 6202(f−1,0,2,0 + f1,2,0,−2 + f−1,2,−2,2)
+ 1574(f−3,2,0,2 + f−1,2,2,−2 + f−1,4,−2,0)− 1113f−3,4,0,0
− 960(f−3,4,−4,4 + f−3,0,4,0 + f1,4,0,−4)− 726(f3,−2,2,−2 + f1,−2,0,2 + f3,0,−2,0)
− 597(f−3,0,0,4 + f1,4,−4,0 + f1,0,4,−4)− 506(f5,−2,0,−2 + f3,−4,2,0 + f3,−2,−2,2)
+ 249f5,−4,0,0 + 124(f5,−4,4,−4 + f1,−4,0,4 + f5,0,−4,0)
− 119(f1,−4,4,0 + f5,0,0,−4 + f1,0,−4,4)
− 28(f−3,2,4,−2 + f3,2,−2,−2 + f−1,−2,2,2 + f−1,0,−2,4 + f−3,6,−4,2 + f1,−2,4,−2
+ f3,0,2,−4 + f1,2,−4,2 + f−5,2,2,2 + f−1,6,−2,−2 + f−5,4,−2,4 + f−1,4,2,−4)
)
(C.8)
The associated weight mask is shown in figure C.8.





208176f1,0,0,0 + 41488f−1,0,2,0 + 27688(f1,2,0,−2 + f−1,2,−2,2)
− 13472f3,0,−2,0 + 10626(f−3,2,0,2 + f−1,2,2,−2)− 7120f−3,0,4,0
− 5883f−3,4,0,0 − 4230f3,−4,2,0 − 4048(f−3,4,−4,4 + f1,4,0,−4)
− 3855(f−3,0,0,4 + f1,0,4,−4) + 2922f−1,4,−2,0 + 2886(f1,−2,4,−2 + f−1,−2,2,2)
− 2502(f3,−2,−2,2 + f5,−2,0,−2)− 1863f1,−4,4,0 − 1698(f3,0,2,−4 + f−1,0,−2,4)
+ 1677f5,−4,0,0 + 1616f5,0,−4,0 − 1506(f1,2,−4,2 + f3,2,−2,−2)
− 1455f1,4,−4,0 − 608(f1,−2,0,2 + f3,−2,2,−2) + 392(f5,−4,4,−4 + f1,−4,0,4)















































Figure C.8: Weight mask for c2300. The associated domain point is shown in










































Figure C.9: Weight mask for c2210. The associated domain point is shown in
the teterahedron on the right. The black triangle symbolizes the ring R3(v0).
The associated weight mask is shown in figure C.9.
B-coefficient c2012 is computed using (1, 3)-symmetry.







































Figure C.10: Weight mask for c2201. The associated domain point is shown in





55632f1,0,0,0 + 7991(f−1,0,2,0 + f−1,2,−2,2) + 4541f1,2,0,−2
+ 2952f−3,2,0,2 − 2431(f3,−2,2,−2 + f3,0,−2,0)− 1352(f−3,4,−4,4 + f−3,0,4,0)
− 1272f−3,4,0,0 − 1032f−3,0,0,4 + 1026(f−1,4,−2,0 + f−1,2,2,−2)
− 924(f3,−4,2,0 + f3,−2,−2,2) + 785f1,−2,0,2 − 759(f3,0,2,−4 + f3,2,−2,−2)
− 584f1,4,0,−4 − 492f5,−2,0,−2 + 465f5,−4,0,0 − 432(f1,4,−4,0 + f1,0,4,−4)
+ 387(f1,2,−4,2 + f1,−2,4,−2) + 339(f−1,−2,2,2 + f−1,0,−2,4)
+ 316(f5,0,−4,0 + f5,−4,4,−4) + 315f5,0,0,−4 − 219(f1,0,−4,4 + f1,−4,4,0)
− 42(f−5,2,2,2 + f−5,4,−2,4) + 10f1,−4,0,4
)
(C.10)
The associated weight mask is shown in figure C.10.





32496f1,0,0,0 + 8388f−1,0,2,0 + 3904(f1,2,0,−2 + f−1,2,−2,2)
− 2868f3,0,−2,0 + 1998(f−1,2,2,−2 + f−3,2,0,2)
+ 1556(f3,−2,2,−2 + f1,−2,0,2 − f−3,0,4,0) + 1234(f−1,−2,2,2 + f1,−2,4,−2)
− 971f−3,4,0,0 − 842f3,−4,2,0 − 827(f−3,0,0,4 + f1,0,4,−4)− 683f1,−4,4,0
− 598(f3,0,2,−4 + f−1,0,−2,4)− 504(f1,4,0,−4 + f−3,4,−4,4)− 354f−1,4,−2,0
− 338(f1,2,−4,2 + f3,2,−2,−2)− 326(f5,−2,0,−2 + f3,−2,−2,2) + 260f5,0,−4,0
+ 205f5,−4,0,0 − 148(f1,−4,0,4 + f5,−4,4,−4) + 105(f1,0,−4,4 + f5,0,0,−4)
− 28(f−5,4,−2,4 + f−3,2,4,−2 + f−5,2,2,2 + f−1,4,2,−4) + 5f1,4,−4,0
)
(C.11)
The associated weight mask is shown in figure C.11.











































Figure C.11: Weight mask for c2120. The associated domain point is shown in





111264f1,0,0,0 + 19258f−1,0,2,0 + 12706f−1,2,−2,2
− 8282f3,0,−2,0 + 5904f−3,2,0,2 + 5326(f1,−2,0,2 + f1,2,0,−2)
− 3514f−3,0,4,0 + 2967(f−1,−2,2,2 + f−1,2,2,−2)− 2304(f−3,0,0,4 + f−3,4,0,0)
+ 2034f1,−2,4,−2 − 2025(f3,0,2,−4 + f3,−4,2,0)− 1894f−3,4,−4,4
− 1442f3,−2,2,−2 − 1341(f3,−2,−2,2 + f3,2,−2,−2)− 1299(f1,−4,4,0 + f1,0,4,−4)
− 984f5,−2,0,−2 + 938f5,0,−4,0 + 780(f5,−4,0,0 + f5,0,0,−4)
− 574(f1,−4,0,4 + f1,4,0,−4)− 486f1,2,−4,2 + 326f5,−4,4,−4
− 237(f−1,0,−2,4 + f−1,4,−2,0)− 84(f−5,2,2,2 + f−5,4,−2,4)− 3(f1,0,−4,4 + f1,4,−4,0)
)
(C.12)






+ 5422(f3,−2,2,−2 + f1,−2,0,2 + f1,2,0,−2 + f−1,2,−2,2)− 4196f3,0,−2,0
+ 3288(f−3,2,0,2 + f−1,−2,2,2 + f−1,2,2,−2 + f1,−2,4,−2)− 2884f−3,0,4,0
− 1623(f−3,0,0,4 + f−3,4,0,0 + f1,−4,4,0 + f1,0,4,−4)
− 1326(f−1,4,−2,0 + f3,−4,2,0 + f−1,0,−2,4 + f3,0,2,−4)
− 598(f5,−4,4,−4 + f−3,4,−4,4 + f1,−4,0,4 + f1,4,0,−4)
− 444(f1,2,−4,2 + f3,−2,−2,2 + f3,2,−2,−2 + f5,−2,0,−2) + 260f5,0,−4,0
+ 117(f1,0,−4,4 + f1,4,−4,0 + f5,−4,0,0 + f5,0,0,−4)
− 42(f−1,−4,2,4 + f−1,−2,6,−2 + f−5,4,−2,4 + f−5,2,2,2 + f3,−4,6,−4 + f−1,4,2,−4
+ f−3,2,4,−2 + f−3,−2,4,2)
)
(C.13)
The associated weight mask is shown in figure C.13.







































Figure C.12: Weight mask for c2111. The associated domain point is shown in














































Figure C.13: Weight mask for c2030. The associated domain point is shown in





50562f1,0,0,0 + 16658(f−1,0,2,0 + f1,2,0,−2 + f−1,2,−2,2)
+ 4636(f−3,2,0,2 + f−1,4,−2,0 + f−1,2,2,−2)
− 2494(f−3,0,4,0 + f−3,4,−4,4 + f1,4,0,−4)− 2133f−3,4,0,0
− 1361(f1,4,−4,0 + f−3,0,0,4 + f1,0,4,−4)
− 878(f3,0,−2,0 + f1,−2,0,2 + f3,−2,2,−2)− 718(f3,−2,−2,2 + f3,−4,2,0 + f5,−2,0,−2)
− 331(f1,−4,4,0 + f5,0,0,−4 + f1,0,−4,4)
− 324(f3,2,−2,−2 + f3,0,2,−4 + f1,2,−4,2 + f1,−2,4,−2 + f−1,0,−2,4 + f−1,−2,2,2)
+ 249f5,−4,0,0
− 202(f−1,6,−2,−2 + f−5,4,−2,4 + f−5,2,2,2 + f−3,6,−4,2 + f−3,2,4,−2 + f−1,4,2,−4)


















































Figure C.14: Weight mask for c1400. The associated domain point is shown in
the teterahedron on the right. The black triangle symbolizes the ring R4(v0).
The associated weight mask is shown in figure C.14.





165732f1,0,0,0 + 55192f−1,0,2,0 + 40984(f1,2,0,−2 + f−1,2,−2,2)
+ 16029(f−3,2,0,2 + f−1,2,2,−2)− 10094f3,0,−2,0 − 8938f−3,0,4,0
− 6492f−3,4,0,0 − 5893(f−3,4,−4,4 + f1,4,0,−4) + 5202f−1,4,−2,0
− 4710(f1,0,4,−4 + f−3,0,0,4)− 3834f3,−4,2,0 − 2415(f3,0,2,−4 + f−1,0,−2,4)
− 2328f1,4,−4,0 − 2286f1,−4,4,0 + 2184(f1,−2,4,−2 + f−1,−2,2,2)
− 1881(f1,2,−4,2 + f3,2,−2,−2)− 1755(f3,−2,−2,2 + f5,−2,0,−2) + 996f5,−4,0,0
+ 836f5,0,−4,0 − 657(f−5,4,−2,4 + f−1,4,2,−4)− 588(f−3,2,4,−2 + f−5,2,2,2)
+ 235(f3,−2,2,−2 + f1,−2,0,2)− 207(f1,0,−4,4 + f5,0,0,−4)
− 135(f−3,6,−4,2 + f−1,6,−2,−2) + 122(f1,−4,0,4 + f5,−4,4,−4)− 66f−5,4,2,0
− 33(f−3,6,0,−2 + f−5,6,−2,2)
)
(C.15)
The associated weight mask is shown in figure C.15.
B-coefficient c1013 is computed using (1, 3)-symmetry.















































Figure C.15: Weight mask for c1310. The associated domain point is shown in





179778f1,0,0,0 + 46202(f−1,0,2,0 + f−1,2,−2,2) + 31994f1,2,0,−2
+ 18150f−3,2,0,2 − 7349(f−3,4,−4,4 + f−3,0,4,0)
+ 7323(f−1,2,2,−2 + f−1,4,−2,0)− 7225(f3,0,−2,0 + f3,−2,2,−2)− 6585f−3,4,0,0
− 5337f−3,0,0,4 − 4304f1,4,0,−4 − 3435(f3,−4,2,0 + f3,−2,−2,2)
− 3324(f3,2,−2,−2 + f3,0,2,−4) + 3104f1,−2,0,2 − 2955(f1,4,−4,0 + f1,0,4,−4)
− 1500(f1,−4,4,0 + f1,0,−4,4)− 1356f5,−2,0,−2 + 1275(f1,2,−4,2 + f1,−2,4,−2)
+ 1245f5,−4,0,0 + 790(f5,0,−4,0 + f5,−4,4,−4) + 741(f−1,−2,2,2 + f−1,0,−2,4)
− 639(f−5,2,2,2 + f−5,4,−2,4) + 579f5,0,0,−4 − 186(f−1,6,−2,−2 + f−1,4,2,−4)
− 117(f−3,2,4,−2 + f−3,6,−4,2) + 76f1,−4,0,4 − 33(f−5,4,2,0 + f−5,6,−2,2)
)
(C.16)
The associated weight mask is shown in figure C.16.





82137f1,0,0,0 + 30653f−1,0,2,0 + 17141(f−1,2,−2,2 + f1,2,0,−2)
+ 9246(f−3,2,0,2 + f−1,2,2,−2)− 7513f3,0,−2,0 − 5357f−3,0,4,0
+ 3632(f1,−2,0,2 + f3,−2,2,−2) + 3603(f1,−2,4,−2 + f−1,−2,2,2)− 3558f−3,4,0,0
− 3030(f1,0,4,−4 + f−3,0,0,4)− 2916f3,−4,2,0 − 2313f1,−4,4,0
− 2298(f−1,0,−2,4 + f3,0,2,−4)− 2144(f1,4,0,−4 + f−3,4,−4,4)
− 1110(f3,2,−2,−2 + f1,2,−4,2)− 807f−1,4,−2,0 − 675(f3,−2,−2,2 + f5,−2,0,−2)
+ 520f5,0,−4,0 + 465f5,−4,0,0 − 366f1,4,−4,0 − 354(f−1,4,2,−4 + f−5,4,−2,4)
− 285(f−3,2,4,−2 + f−5,2,2,2)− 194(f5,−4,4,−4 + f1,−4,0,4)

















































Figure C.16: Weight mask for c1301. The associated domain point is shown in











































Figure C.17: Weight mask for c1220. The associated domain point is shown in
the teterahedron on the right. The black triangle symbolizes the ring R4(v0).
The associated weight mask is shown in figure C.17.
B-coefficient c1022 is computed using (1, 3)-symmetry.











































Figure C.18: Weight mask for c1211. The associated domain point is shown in





372450f1,0,0,0 + 102794f−1,0,2,0 + 77162f−1,2,−2,2
+ 46778f1,2,0,−2 + 38370f−3,2,0,2 − 28498f3,0,−2,0
+ 19866f−1,2,2,−2 + 17888f1,−2,0,2 − 17834f−3,0,4,0
− 12999f−3,4,0,0 − 11751f−3,0,0,4 + 11208f−1,−2,2,2
− 11072f−3,4,−4,4 − 10062f3,−4,2,0 − 9390f3,0,2,−4 + 8976f1,−2,4,−2
− 8079f1,0,4,−4 − 6489f1,−4,4,0 − 5706f3,2,−2,−2 − 5600f1,4,0,−4
− 5256f3,−2,−2,2 − 4576f3,−2,2,−2 − 3198f−1,0,−2,4 + 2656f5,0,−4,0
+ 2607f5,−4,0,0 − 2448f5,−2,0,−2 − 2187f1,4,−4,0 + 1941f5,0,0,−4
− 1746f1,2,−4,2 − 1380f−5,4,−2,4 + 1308f−1,4,−2,0 − 1242f−5,2,2,2
+ 1228f5,−4,4,−4 − 1220f1,−4,0,4 − 867f1,0,−4,4 − 372f−1,4,2,−4
− 234f−3,2,4,−2 − 66f−5,4,2,0
)
(C.18)
The associated weight mask is shown in figure C.18.





32112f1,0,0,0 + 7296(f−1,0,2,0 + f−1,2,−2,2) + 3370f−3,2,0,2
+ 2464(f1,−2,0,2 + f1,2,0,−2)− 1552(f3,−2,2,−2 + f3,0,−2,0)
− 1184(f−3,4,−4,4 + f−3,0,4,0)− 1069(f−3,0,0,4 + f−3,4,0,0)
− 704(f3,0,2,−4 + f3,−2,−2,2 + f3,2,−2,−2 + f3,−4,2,0)
+ 544(f−1,0,−2,4 + f−1,4,−2,0 + f−1,2,2,−2 + f−1,−2,2,2) + 390(f1,2,−4,2 + f1,−2,4,−2)
− 363(f1,−4,4,0 + f1,4,−4,0 + f1,0,4,−4 + f1,0,−4,4) + 227(f5,0,0,−4 + f5,−4,0,0)
− 216(f1,−4,0,4 + f1,4,0,−4) + 192(f5,0,−4,0 + f5,−4,4,−4)− 182f5,−2,0,−2










































Figure C.19: Weight mask for c1202. The associated domain point is shown in
the teterahedron on the right. The black triangle symbolizes the ring R4(v0).





49260f1,0,0,0 + 23056f−1,0,2,0 + 9977(f1,2,0,−2 + f−1,2,−2,2)
+ 6805(f−3,2,0,2 + f−1,2,2,−2) + 5667(f3,−2,2,−2 + f1,−2,0,2)− 5480f3,0,−2,0
+ 4571(f−1,−2,2,2 + f1,−2,4,−2)− 4168f−3,0,4,0 − 2687f−3,4,0,0
− 2560(f−3,0,0,4 + f1,0,4,−4)− 2478f3,−4,2,0 − 2433f1,−4,4,0
− 2263(f−1,0,−2,4 + f3,0,2,−4)− 2048f−1,4,−2,0 − 1002(f−3,4,−4,4 + f1,4,0,−4)
− 641(f1,2,−4,2 + f3,2,−2,−2)− 414(f5,−4,4,−4 + f1,−4,0,4)
− 375(f3,−2,−2,2 + f5,−2,0,−2) + 260f5,0,−4,0 − 242(f−5,4,−2,4 + f−1,4,2,−4)
+ 183f5,−4,0,0 − 173(f−3,2,4,−2 + f−5,2,2,2) + 106(f1,0,−4,4 + f5,0,0,−4)
− 62(f3,−4,6,−4 + f−1,−4,2,4)− 39(f−1,−2,6,−2 + f−3,−2,4,2) + 29f1,4,−4,0
− 22f−5,4,2,0 − 11(f−5,0,2,4 + f−1,0,6,−4)
)
(C.20)
The associated weight mask is shown in figure C.20.
B-coefficient c1031 is computed using (1, 3)-symmetry.
















































Figure C.20: Weight mask for c1130. The associated domain point is shown in





114252f1,0,0,0 + 39832f−1,0,2,0 + 22744f−1,2,−2,2
+ 13370f−3,2,0,2 + 12826(f1,−2,0,2 + f1,2,0,−2)− 11216f3,0,−2,0
+ 8232(f−1,2,2,−2 + f−1,−2,2,2)− 7280f−3,0,4,0 + 5846f1,−2,4,−2
+ 4732f3,−2,2,−2 − 4629(f−3,4,0,0 + f−3,0,0,4)− 4162(f3,−4,2,0 + f3,0,2,−4)
− 3799(f1,0,4,−4 + f1,−4,4,0)− 2772f−3,4,−4,4 − 2756(f−1,4,−2,0 + f−1,0,−2,4)
− 1332(f3,−2,−2,2 + f3,2,−2,−2)− 1302f1,2,−4,2 − 1248(f1,4,0,−4 + f1,−4,0,4)
+ 780f5,0,−4,0 − 722f5,−2,0,−2 + 593(f5,−4,0,0 + f5,0,0,−4)− 472f−5,4,−2,4
− 380f−5,2,2,2 − 172f5,−4,4,−4 − 124(f−1,−4,2,4 + f−1,4,2,−4)
− 78(f−3,2,4,−2 + f−3,−2,4,2) + 39(f1,4,−4,0 + f1,0,−4,4)− 22(f−5,0,2,4 + f−5,4,2,0)
)
(C.21)















































Figure C.21: Weight mask for c1121. The associated domain point is shown in






+ 12622(f3,−2,2,−2 + f1,−2,0,2 + f1,2,0,−2 + f−1,2,−2,2)
+ 10488(f−3,2,0,2 + f−1,−2,2,2 + f−1,2,2,−2 + f1,−2,4,−2)− 8048f3,0,−2,0
− 6736f−3,0,4,0 − 4434(f−3,0,0,4 + f−3,4,0,0 + f1,−4,4,0 + f1,0,4,−4)
− 4137(f−1,4,−2,0 + f3,−4,2,0 + f−1,0,−2,4 + f3,0,2,−4)
− 928(f1,4,0,−4 + f5,−4,4,−4 + f−3,4,−4,4 + f1,−4,0,4)
− 636(f1,2,−4,2 + f5,−2,0,−2 + f3,−2,−2,2 + f3,2,−2,−2)
− 372(f−1,−4,2,4 + f−5,4,−2,4 + f3,−4,6,−4 + f−1,4,2,−4) + 260f5,0,−4,0
− 234(f−3,2,4,−2 + f−3,−2,4,2 + f−5,2,2,2 + f−1,−2,6,−2)
+ 84(f1,4,−4,0 + f1,0,−4,4 + f5,0,0,−4 + f5,−4,0,0)
− 33(f−5,0,2,4 + f−1,−4,6,0 + f−5,4,2,0 + f−1,0,6,−4)
)
(C.22)
The associated weight mask is shown in figure C.22.

















































Figure C.22: Weight mask for c1040. The associated domain point is shown in





83712f1,0,0,0 + 37028(f−1,0,2,0 + f1,2,0,−2 + f−1,2,−2,2)
+ 12902(f−1,4,−2,0 + f−1,2,2,−2 + f−3,2,0,2)
− 5228(f−3,4,−4,4 + f1,4,0,−4 + f−3,0,4,0)
− 2711(f−3,0,0,4 + f1,4,−4,0 + f1,0,4,−4)
− 1948(f3,−2,2,−2 + f1,−2,0,2 + f3,0,−2,0)− 1671f−3,4,0,0
− 1226(f3,2,−2,−2 + f3,0,2,−4 + f1,2,−4,2 + f1,−2,4,−2 + f−1,−2,2,2 + f−1,0,−2,4)
− 986(f5,−2,0,−2 + f3,−2,−2,2 + f3,−4,2,0)
− 864(f−1,6,−2,−2 + f−5,4,−2,4 + f−5,2,2,2 + f−3,6,−4,2 + f−3,2,4,−2 + f−1,4,2,−4)
− 599(f1,0,−4,4 + f5,0,0,−4 + f1,−4,4,0)− 256(f−3,6,0,−2 + f−5,4,2,0 + f−5,6,−2,2)
+ 249f5,−4,0,0 − 12(f5,0,−4,0 + f1,−4,0,4 + f5,−4,4,−4)
)
(C.23)
The associated weight mask is shown in figure C.23.
















































Figure C.23: Weight mask for c0500. The associated domain point is shown





67137f1,0,0,0 + 32203f−1,0,2,0 + 24163(f1,2,0,−2 + f−1,2,−2,2)
+ 10983(f−3,2,0,2 + f−1,2,2,−2)− 4753f−3,0,4,0 + 4341f−1,4,−2,0
− 3857f3,0,−2,0 − 3415(f−3,4,−4,4 + f1,4,0,−4)− 2340(f−3,0,0,4 + f1,0,4,−4)
− 1902f−3,4,0,0 − 1428f1,4,−4,0 − 1344f3,−4,2,0
− 1317(f3,0,2,−4 + f−1,0,−2,4)− 1149(f1,2,−4,2 + f3,2,−2,−2)− 957f1,−4,4,0
− 759(f−5,4,−2,4 + f−1,4,2,−4)− 621(f−5,2,2,2 + f−3,2,4,−2)
− 606(f5,−2,0,−2 + f3,−2,−2,2) + 249f5,−4,0,0
− 219(f1,0,−4,4 + f5,0,0,−4 + f−3,6,−4,2 + f−1,6,−2,−2)− 191(f1,−2,0,2 + f3,−2,2,−2)
− 183f−5,4,2,0 + 158f5,0,−4,0 + 141(f−1,−2,2,2 + f1,−2,4,−2)
− 117(f−3,6,0,−2 + f−5,6,−2,2)− 46(f1,−4,0,4 + f5,−4,4,−4)
)
(C.24)
The associated weight mask is shown in figure C.24.
B-coefficient c0014 is computed using (1, 3)-symmetry.















































Figure C.24: Weight mask for c0410. The associated domain point is shown





285960f1,0,0,0 + 114380(f−1,0,2,0 + f−1,2,−2,2) + 82220f1,2,0,−2
+ 49158f−3,2,0,2 + 22590(f−1,2,2,−2 + f−1,4,−2,0)
− 16988(f−3,4,−4,4 + f−3,0,4,0)− 11636f1,4,0,−4 − 10587f−3,0,0,4
− 10348(f3,0,−2,0 + f3,−2,2,−2)− 10203f−3,4,0,0
− 6939(f1,4,−4,0 + f1,0,4,−4)− 6186(f3,2,−2,−2 + f3,0,2,−4)
− 4842(f3,−2,−2,2 + f3,−4,2,0) + 4316f1,−2,0,2 − 2928(f−5,4,−2,4 + f−5,2,2,2)
− 2907(f1,−4,4,0 + f1,0,−4,4)− 1890f5,−2,0,−2 − 1320(f−1,4,2,−4 + f−1,6,−2,−2)
+ 1245f5,−4,0,0 − 1026(f−1,0,−2,4 + f−1,−2,2,2)− 768(f−3,2,4,−2 + f−3,6,−4,2)
+ 484(f5,0,−4,0 + f5,−4,4,−4)− 432(f−5,4,2,0 + f−5,6,−2,2)
− 354(f1,−2,4,−2 + f1,2,−4,2)− 332f1,−4,0,4 − 168f−3,6,0,−2 + 45f5,0,0,−4
)
(C.25)
The associated weight mask is shown in figure C.25.
















































Figure C.25: Weight mask for c0401. The associated domain point is shown





279048f1,0,0,0 + 140996f−1,0,2,0 + 80852(f1,2,0,−2 + f−1,2,−2,2)
+ 50166(f−3,2,0,2 + f−1,2,2,−2)− 25660f3,0,−2,0 − 21908f−3,0,4,0
− 11811(f−3,0,0,4 + f1,0,4,−4)− 10851f−3,4,0,0
− 10196(f1,4,0,−4 + f−3,4,−4,4)− 9810f3,−4,2,0
+ 9342(f−1,−2,2,2 + f1,−2,4,−2)− 9090(f3,0,2,−4 + f−1,0,−2,4)
+ 8564(f3,−2,2,−2 + f1,−2,0,2)− 7875f1,−4,4,0 − 4866(f1,2,−4,2 + f3,2,−2,−2)
− 3480(f−1,4,2,−4 + f−5,4,−2,4)− 2643f1,4,−4,0 − 2376(f−3,2,4,−2 + f−5,2,2,2)
− 1890(f3,−2,−2,2 + f5,−2,0,−2) + 1300f5,0,−4,0 + 1245f5,−4,0,0
− 696f−5,4,2,0 + 630f−1,4,−2,0 − 332(f5,−4,4,−4 + f1,−4,0,4)
− 168(f−5,6,−2,2 + f−3,6,−4,2 + f−3,6,0,−2 + f−1,6,−2,−2) + 45(f5,0,0,−4 + f1,0,−4,4)
)
(C.26)
The associated weight mask is shown in figure C.26.
B-coefficient c0023 is computed using (1, 3)-symmetry.















































Figure C.26: Weight mask for c0320. The associated domain point is shown





610512f1,0,0,0 + 251380f−1,0,2,0 + 195412f−1,2,−2,2
+ 130228f1,2,0,−2 + 107478f−3,2,0,2 + 56970f−1,2,2,−2
− 45848f3,0,−2,0 − 39784f−3,0,4,0 − 27064f−3,4,−4,4
+ 24796f1,−2,0,2 − 24123f−3,0,0,4 − 23835f−3,4,0,0
− 18339f1,0,4,−4 − 18162f3,0,2,−4 − 17478f3,−4,2,0
− 16900f1,4,0,−4 + 15522f−1,−2,2,2 − 12447f1,−4,4,0
+ 11898f1,−2,4,−2 − 11058f3,2,−2,−2 + 11034f−1,4,−2,0
− 9678f−1,0,−2,4 − 7542f3,−2,−2,2 − 7299f1,4,−4,0 − 6728f3,−2,2,−2
− 6708f−5,4,−2,4 − 6198f1,2,−4,2 − 5604f−5,2,2,2 − 3258f5,−2,0,−2
+ 3237f5,−4,0,0 + 2972f5,0,−4,0 − 2880f−1,4,2,−4 − 2511f1,0,−4,4
+ 1773f5,0,0,−4 − 1516f1,−4,0,4 − 1500f−3,2,4,−2 + 1340f5,−4,4,−4
− 828f−5,4,2,0 − 576f−1,6,−2,−2 − 300(f−3,6,−4,2 + f−5,6,−2,2)− 168f−3,6,0,−2
)
(C.27)
The associated weight mask is shown in figure C.27.
















































Figure C.27: Weight mask for c0311. The associated domain point is shown





81138f1,0,0,0 + 27254(f−1,0,2,0 + f−1,2,−2,2) + 14580f−3,2,0,2
+ 12002f1,2,0,−2 + 5120f1,−2,0,2 − 4109(f−3,4,−4,4 + f−3,0,4,0)
− 3985(f3,0,−2,0 + f3,−2,2,−2)− 3408f−3,4,0,0 − 3384f−3,0,0,4
+ 2853(f−1,4,−2,0 + f−1,2,2,−2)− 2106(f3,0,2,−4 + f3,2,−2,−2)
− 1917(f3,−4,2,0 + f3,−2,−2,2)− 1470(f1,4,−4,0 + f1,0,4,−4)− 1316f1,4,0,−4
− 1143(f1,−4,4,0 + f1,0,−4,4) + 987(f−1,0,−2,4 + f−1,−2,2,2)
− 807(f−5,2,2,2 + f−5,4,−2,4) + 801(f1,−2,4,−2 + f1,2,−4,2) + 498f5,−4,0,0
+ 432f5,0,0,−4 + 418(f5,0,−4,0 + f5,−4,4,−4)− 342f5,−2,0,−2 − 296f1,−4,0,4
− 102(f−1,6,−2,−2 + f−1,4,2,−4)− 33(f−3,2,4,−2 + f−3,6,−4,2 + f−5,4,2,0 + f−5,6,−2,2)
)
(C.28)
The associated weight mask is shown in figure C.28.
B-coefficient c0203 is computed using (1, 3)-symmetry.














































Figure C.28: Weight mask for c0302. The associated domain point is shown





65103f1,0,0,0 + 38899f−1,0,2,0 + 17350(f−1,2,−2,2 + f1,2,0,−2)
+ 13659(f−3,2,0,2 + f−1,2,2,−2)− 7535f3,0,−2,0 − 6223f−3,0,4,0
+ 5977(f3,−2,2,−2 + f1,−2,0,2) + 5400(f−1,−2,2,2 + f1,−2,4,−2)
− 3624(f1,0,4,−4 + f−3,0,0,4)− 3483f−3,4,0,0 − 3450f3,−4,2,0
− 3327(f−1,0,−2,4 + f3,0,2,−4)− 3234f1,−4,4,0 − 2673f−1,4,−2,0
− 1810(f−3,4,−4,4 + f1,4,0,−4)− 1035(f1,2,−4,2 + f3,2,−2,−2)
− 948(f−1,4,2,−4 + f−5,4,−2,4)− 534(f−5,2,2,2 + f−3,2,4,−2)
− 352(f5,−4,4,−4 + f1,−4,0,4)− 336(f3,−2,−2,2 + f5,−2,0,−2) + 260f5,0,−4,0
+ 216f5,−4,0,0 − 165f−5,4,2,0 − 147f1,4,−4,0 − 102(f−1,−4,2,4 + f3,−4,6,−4)
+ 84(f5,0,0,−4 + f1,0,−4,4)− 33(f−1,0,6,−4 + f−5,0,2,4 + f−3,−2,4,2 + f−1,−2,6,−2)
)
(C.29)
The associated weight mask is shown in figure C.29.

















































Figure C.29: Weight mask for c0230. The associated domain point is shown





49080f1,0,0,0 + 23184f−1,0,2,0 + 14088f−1,2,−2,2
+ 9550f−3,2,0,2 + 8906f1,2,0,−2 + 5720f−1,2,2,−2 − 5016f3,0,−2,0
+ 4630f1,−2,0,2 − 3860f−3,0,4,0 + 3520f−1,−2,2,2 + 2482f1,−2,4,−2
− 2363f−3,0,0,4 − 2347f−3,4,0,0 − 2122f3,−4,2,0 − 2118f3,0,2,−4
− 2073f1,0,4,−4 − 1849f1,−4,4,0 + 1776f3,−2,2,−2 − 1684f−3,4,−4,4
− 1632f−1,0,−2,4 − 1160f−1,4,−2,0 − 952f1,4,0,−4 − 750f1,2,−4,2
− 680f3,2,−2,−2 − 608f−5,4,−2,4 − 448f3,−2,−2,2 − 424f−5,2,2,2
− 352f1,−4,0,4 + 260(f5,0,−4,0 − f−1,4,2,−4) + 227f5,−4,0,0 − 226f5,−2,0,−2
+ 183f5,0,0,−4 − 171f1,4,−4,0 − 122f−3,2,4,−2 − 68f−1,−4,2,4
− 66f−5,4,2,0 − 39f1,0,−4,4 − 22(f−3,−2,4,2 + f−5,0,2,4)− 12f5,−4,4,−4
)
(C.30)
The associated weight mask is shown in figure C.30.
B-coefficient c0122 is computed using (1, 3)-symmetry.














































Figure C.30: Weight mask for c0221. The associated domain point is shown





81138f1,0,0,0 + 30578f−1,0,2,0 + 23930f−1,2,−2,2
+ 14580f−3,2,0,2 + 8561(f1,−2,0,2 + f1,2,0,−2)− 6634f3,0,−2,0
− 4946f−3,0,4,0 + 4209(f−1,2,2,−2 + f−1,−2,2,2)− 3396(f−3,4,0,0 + f−3,0,0,4)
− 3272f−3,4,−4,4 − 2646(f3,−4,2,0 + f3,0,2,−4) + 2094f1,−2,4,−2
− 2043(f1,0,4,−4 + f1,−4,4,0)− 1377(f3,−2,−2,2 + f3,2,−2,−2)− 1336f3,−2,2,−2
− 876f−5,4,−2,4 − 806(f1,−4,0,4 + f1,4,0,−4)− 738f−5,2,2,2
− 570(f1,0,−4,4 + f1,4,−4,0) + 520f5,0,−4,0 − 492f1,2,−4,2
+ 465(f5,0,0,−4 + f5,−4,0,0)− 369(f−1,4,−2,0 + f−1,0,−2,4)− 342f5,−2,0,−2
+ 316f5,−4,4,−4 − 102(f−1,−4,2,4 + f−1,4,2,−4)
− 33(f−3,−2,4,2 + f−3,2,4,−2 + f−5,0,2,4 + f−5,4,2,0)
)
(C.31)















































Figure C.31: Weight mask for c0212. The associated domain point is shown





232372f1,0,0,0 + 179964f−1,0,2,0 + 58170(f1,2,0,−2 + f−1,2,−2,2)
+ 53902(f−3,2,0,2 + f−1,2,2,−2) + 38538(f3,−2,2,−2 + f1,−2,0,2)
+ 34270(f1,−2,4,−2 + f−1,−2,2,2)− 30880f3,0,−2,0 − 28256f−3,0,4,0
− 17703f1,−4,4,0 − 17439(f−3,0,0,4 + f1,0,4,−4)− 17175f−3,4,0,0
− 17109f3,−4,2,0 − 16845(f3,0,2,−4 + f−1,0,−2,4)− 16581f−1,4,−2,0
− 4308(f−3,4,−4,4 + f1,4,0,−4)− 3196(f−5,4,−2,4 + f−1,4,2,−4)
− 2742(f1,2,−4,2 + f3,2,−2,−2)− 2004(f5,−4,4,−4 + f1,−4,0,4)
− 1938(f−3,2,4,−2 + f−5,2,2,2)− 1542(f3,−2,−2,2 + f5,−2,0,−2)
− 892(f−1,−4,2,4 + f3,−4,6,−4) + 780f5,0,−4,0 − 738(f−1,−2,6,−2 + f−3,−2,4,2)
+ 483f5,−4,0,0 − 279f−5,4,2,0 + 260f−5,0,6,0 + 249f−1,−4,6,0
+ 219(f5,0,0,−4 + f1,0,−4,4)− 45f1,4,−4,0 − 15(f−5,0,2,4 + f−1,0,6,−4)
)
(C.32)
The associated weight mask is shown in figure C.32.
B-coefficient c0041 is computed using (1, 3)-symmetry.


















































Figure C.32: Weight mask for c0140. The associated domain point is shown





527932f1,0,0,0 + 318300f−1,0,2,0 + 145026f−1,2,−2,2
+ 115498f−3,2,0,2 + 91038(f1,−2,0,2 + f1,2,0,−2)
+ 73966(f−1,2,2,−2 + f−1,−2,2,2)− 63760f3,0,−2,0 + 54042f3,−2,2,−2
− 53264f−3,0,4,0 + 49426f1,−2,4,−2 − 33297(f−3,0,0,4 + f−3,4,0,0)
− 32301(f1,−4,4,0 + f1,0,4,−4)− 31977(f3,−4,2,0 + f3,0,2,−4)
− 28869(f−1,4,−2,0 + f−1,0,−2,4)− 13740f−3,4,−4,4 − 8490f1,2,−4,2
− 6900(f1,4,0,−4 + f1,−4,0,4)− 6844f−5,4,−2,4 − 4686(f3,2,−2,−2 + f3,−2,−2,2)
− 4482f−5,2,2,2 − 2898f5,−2,0,−2 − 2452(f−1,4,2,−4 + f−1,−4,2,4)
+ 2340f5,0,−4,0 − 2076f5,−4,4,−4 + 1581(f5,0,0,−4 + f5,−4,0,0)
− 1470(f−3,2,4,−2 + f−3,−2,4,2)− 474f−1,−2,6,−2 − 411(f−5,0,2,4 + f−5,4,2,0)























































Figure C.33: Weight mask for c0131. The associated domain point is shown






+ 23110(f3,−2,2,−2 + f−3,2,0,2 + f1,−2,0,2 + f1,2,0,−2 + f−1,−2,2,2 + f−1,2,−2,2
+ f−1,2,2,−2 + f1,−2,4,−2)
− 14784(f3,0,−2,0 + f−3,0,4,0)
− 8571(f−1,0,−2,4 + f−1,4,−2,0 + f1,0,4,−4 + f3,0,2,−4 + f1,−4,4,0 + f3,−4,2,0
+ f−3,4,0,0 + f−3,0,0,4)
− 1300(f−5,4,−2,4 + f−3,4,−4,4 + f3,−4,6,−4 + f−1,4,2,−4 + f−1,−4,2,4 + f1,4,0,−4
+ f1,−4,0,4 + f5,−4,4,−4)
− 870(f−5,2,2,2 + f5,−2,0,−2 + f3,2,−2,−2 + f−3,2,4,−2 + f−3,−2,4,2 + f1,2,−4,2
+ f3,−2,−2,2 + f−1,−2,6,−2)
+ 260(f5,0,−4,0 + f−5,0,6,0)
+ 51(f1,0,−4,4 + f5,0,0,−4 + f−5,0,2,4 + f−1,0,6,−4 + f−1,−4,6,0 + f5,−4,0,0
+ f−5,4,2,0 + f1,4,−4,0)
)
(C.34)
The associated weight mask is shown in figure C.34.


















































Figure C.34: Weight mask for c0050. The associated domain point is shown
in the teterahedron on the right.






+ 23110(f0,−1,−1,3 + f0,−1,3,−1 + f0,3,−1,−1 + f4,−1,−1,−1 + f2,−3,1,1 + f−2,1,1,1
+ f2,1,1,−3 + f2,1,−3,1)
− 14784(f4,−3,3,−3 + f−2,3,−3,3)
− 8571(f2,3,−3,−1 + f4,−3,−1,1 + f4,1,−1,−3 + f−2,3,1,−1 + f0,1,3,−3 + f2,−1,−3,3
+ f−2,−1,1,3 + f0,−3,3,1)
− 1300(f−2,−1,5,−1 + f2,3,1,−5 + f0,5,−1,−3 + f4,1,−5,1 + f2,−5,1,3 + f6,−1,−3,−1
+ f0,−3,−1,5 + f−4,1,3,1)
− 870(f−2,5,−3,1 + f−4,3,−1,3 + f4,−5,3,−1 + f4,−1,3,−5 + f2,−3,5,−3 + f0,3,−5,3
+ f6,−3,1,−3 + f−2,1,−3,5)
+ 260(f−4,5,−5,5 + f6,−5,5,−5)
+ 51(f−4,5,−1,1 + f0,1,−5,5 + f−4,1,−1,5 + f6,−1,1,−5 + f2,−5,5,−1 + f0,5,−5,1
+ f6,−5,1,−1 + f2,−1,5,−5)
)
(C.35)






















































Figure C.35: Weight mask for c5000. The associated domain point is shown





232372f0,1,−1,1 + 179964f2,−1,1,−1 + 58170(f0,3,−1,−1 + f−2,1,1,1)
+ 53902(f0,−1,3,−1 + f2,1,1,−3) + 38538(f0,−1,−1,3 + f2,1,−3,1)
+ 34270(f4,−1,−1,−1 + f2,−3,1,1)− 30880f−2,3,−3,3 − 28256f4,−3,3,−3
− 17703f4,−3,−1,1 − 17439(f4,1,−1,−3 + f0,−3,3,1)− 17175f0,1,3,−3
− 17109f2,−1,−3,3 − 16845(f2,3,−3,−1 + f−2,−1,1,3)− 16581f−2,3,1,−1
− 4308(f−4,1,3,1 + f0,5,−1,−3)− 3196(f−2,−1,5,−1 + f2,3,1,−5)
− 2742(f−4,3,−1,3 + f−2,5,−3,1)− 2004(f4,1,−5,1 + f0,−3,−1,5)
− 1938(f4,−1,3,−5 + f2,−3,5,−3)− 1542(f−2,1,−3,5 + f0,3,−5,3)
− 892(f2,−5,1,3 + f6,−1,−3,−1) + 780f−4,5,−5,5 − 738(f6,−3,1,−3 + f4,−5,3,−1)
+ 483f0,1,−5,5 − 279f2,−1,5,−5 + 260f6,−5,5,−5 + 249f6,−5,1,−1
+ 219(f0,5,−5,1 + f−4,1,−1,5)− 45f−4,5,−1,1 − 15(f6,−1,1,−5 + f2,−5,5,−1)
)
(C.36)
The associated weight mask is shown in figure C.36.
B-coefficient c4001 is computed using (1, 3)-symmetry.





















































Figure C.36: Weight mask for c4100. The associated domain point is shown in





103084(f0,1,−1,1 + f2,−1,1,−1) + 32926(f0,−1,3,−1 + f−2,1,1,1)
+ 23110(f0,−1,−1,3 + f0,3,−1,−1 + f2,−3,1,1 + f2,1,1,−3)
− 14784(f4,−3,3,−3 + f−2,3,−3,3) + 13294(f4,−1,−1,−1 + f2,1,−3,1)
− 8703(f2,3,−3,−1 + f4,−3,−1,1 + f4,1,−1,−3 + f2,−1,−3,3)
− 8439(f−2,−1,1,3 + f−2,3,1,−1 + f0,1,3,−3 + f0,−3,3,1)
− 2452(f−2,−1,5,−1 + f−4,1,3,1)− 1470(f−4,3,−1,3 + f2,−3,5,−3)
− 1300(f2,−5,1,3 + f0,−3,−1,5 + f0,5,−1,−3 + f2,3,1,−5)
− 870(f−2,5,−3,1 + f4,−5,3,−1 + f4,−1,3,−5 + f−2,1,−3,5)− 270(f0,3,−5,3 + f6,−3,1,−3)
+ 260(f6,−5,5,−5 + f−4,5,−5,5) + 183(f0,1,−5,5 + f6,−1,1,−5 + f0,5,−5,1 + f6,−5,1,−1)
− 148(f4,1,−5,1 + f6,−1,−3,−1)− 81(f−4,5,−1,1 + f−4,1,−1,5 + f2,−5,5,−1 + f2,−1,5,−5)
)
(C.37)






















































Figure C.37: Weight mask for c4010. The associated domain point is shown in





65103f0,1,−1,1 + 38899f2,−1,1,−1 + 17350(f0,3,−1,−1 + f−2,1,1,1)
+ 13659(f0,−1,3,−1 + f2,1,1,−3)− 7535f−2,3,−3,3 − 6223f4,−3,3,−3
+ 5977(f0,−1,−1,3 + f2,1,−3,1) + 5400(f2,−3,1,1 + f4,−1,−1,−1)
− 3624(f4,1,−1,−3 + f0,−3,3,1)− 3483f0,1,3,−3 − 3450f2,−1,−3,3
− 3327(f−2,−1,1,3 + f2,3,−3,−1)− 3234f4,−3,−1,1 − 2673f−2,3,1,−1
− 1810(f−4,1,3,1 + f0,5,−1,−3)− 1035(f−4,3,−1,3 + f−2,5,−3,1)
− 948(f2,3,1,−5 + f−2,−1,5,−1)− 534(f2,−3,5,−3 + f4,−1,3,−5)
− 352(f4,1,−5,1 + f0,−3,−1,5)− 336(f−2,1,−3,5 + f0,3,−5,3) + 260f−4,5,−5,5
+ 216f0,1,−5,5 − 165f2,−1,5,−5 − 147f−4,5,−1,1 − 102(f2,−5,1,3 + f6,−1,−3,−1)
+ 84(f−4,1,−1,5 + f0,5,−5,1)− 33(f2,−5,5,−1 + f4,−5,3,−1 + f6,−1,1,−5 + f6,−3,1,−3)
)
(C.38)
The associated weight mask is shown in figure C.38.
B-coefficient c3002 is computed using (1, 3)-symmetry.



















































Figure C.38: Weight mask for c3200. The associated domain point is shown in





457636f0,1,−1,1 + 352820f2,−1,1,−1 + 164102f−2,1,1,1
+ 143110f0,−1,3,−1 + 110114f0,3,−1,−1 + 101578f2,1,1,−3
+ 70850f0,−1,−1,3 + 62314f2,−3,1,1 − 58280f−2,3,−3,3
− 53032f4,−3,3,−3 + 37774f4,−1,−1,−1 + 33854f2,1,−3,1
− 31569f0,−3,3,1 − 31437f2,3,−3,−1 − 30573f4,1,−1,−3
− 29841f2,−1,−3,3 − 28977f4,−3,−1,1 − 28917f0,1,3,−3
− 28329f−2,−1,1,3 − 25677f−2,3,1,−1 − 16196f−4,1,3,1
− 11524f−2,−1,5,−1 − 9356f0,5,−1,−3 − 9078f−4,3,−1,3 − 7132f2,3,1,−5
− 6678f2,−3,5,−3 − 5274f−2,5,−3,1 − 4748f0,−3,−1,5 − 3666f4,−1,3,−5
− 2874f−2,1,−3,5 − 2524f2,−5,1,3 − 1467f2,−1,5,−5 − 1395f−4,5,−1,1
+ 1300f−4,5,−5,5 − 1266f4,−5,3,−1 + 1113f0,1,−5,5 − 1086f0,3,−5,3
+ 981f0,5,−5,1 − 543f2,−5,5,−1 − 471f−4,1,−1,5 − 270f6,−3,1,−3




The associated weight mask is shown in figure C.39.






















































Figure C.39: Weight mask for c3110. The associated domain point is shown in





527932f0,1,−1,1 + 318300f2,−1,1,−1 + 145026f−2,1,1,1
+ 115498f0,−1,3,−1 + 91038(f0,−1,−1,3 + f0,3,−1,−1)
+ 73966(f2,−3,1,1 + f2,1,1,−3)− 63760f−2,3,−3,3 + 54042f2,1,−3,1
− 53264f4,−3,3,−3 + 49426f4,−1,−1,−1 − 33297(f0,1,3,−3 + f0,−3,3,1)
− 32301(f4,1,−1,−3 + f4,−3,−1,1)− 31977(f2,3,−3,−1 + f2,−1,−3,3)
− 28869(f−2,3,1,−1 + f−2,−1,1,3)− 13740f−4,1,3,1 − 8490f−4,3,−1,3
− 6900(f0,−3,−1,5 + f0,5,−1,−3)− 6844f−2,−1,5,−1 − 4686(f−2,5,−3,1 + f−2,1,−3,5)
− 4482f2,−3,5,−3 − 2898f0,3,−5,3 − 2452(f2,3,1,−5 + f2,−5,1,3)
+ 2340f−4,5,−5,5 − 2076f4,1,−5,1 + 1581(f0,5,−5,1 + f0,1,−5,5)
− 1470(f4,−1,3,−5 + f4,−5,3,−1)− 474f6,−3,1,−3 − 411(f2,−5,5,−1 + f2,−1,5,−5)




The associated weight mask is shown in figure C.40.





















































Figure C.40: Weight mask for c3101. The associated domain point is shown in





199060(f0,1,−1,1 + f2,−1,1,−1) + 87754(f0,−1,3,−1 + f−2,1,1,1)
+ 39994(f0,−1,−1,3 + f0,3,−1,−1 + f2,−3,1,1 + f2,1,1,−3)
− 26088(f4,−3,3,−3 + f−2,3,−3,3)
− 12801(f2,3,−3,−1 + f4,−3,−1,1 + f4,1,−1,−3 + f2,−1,−3,3)
− 11745(f0,1,3,−3 + f−2,3,1,−1 + f−2,−1,1,3 + f0,−3,3,1)
+ 9226(f2,1,−3,1 + f4,−1,−1,−1)− 8956(f−2,−1,5,−1 + f−4,1,3,1)
− 4938(f−4,3,−1,3 + f2,−3,5,−3)
− 3340(f0,−3,−1,5 + f2,−5,1,3 + f2,3,1,−5 + f0,5,−1,−3)
− 1530(f−2,5,−3,1 + f4,−1,3,−5 + f−2,1,−3,5 + f4,−5,3,−1)
− 807(f2,−5,5,−1 + f−4,1,−1,5 + f2,−1,5,−5 + f−4,5,−1,1)
+ 260(f6,−5,5,−5 + f6,−1,−3,−1 + f−4,5,−5,5 + f4,1,−5,1)
+ 249(f0,5,−5,1 + f0,1,−5,5 + f6,−1,1,−5 + f6,−5,1,−1)− 138(f6,−3,1,−3 + f0,3,−5,3)
)
(C.41)






















































Figure C.41: Weight mask for c3020. The associated domain point is shown in





279048f0,1,−1,1 + 140996f2,−1,1,−1 + 80852(f0,3,−1,−1 + f−2,1,1,1)
+ 50166(f0,−1,3,−1 + f2,1,1,−3)− 25660f−2,3,−3,3 − 21908f4,−3,3,−3
− 11811(f4,1,−1,−3 + f0,−3,3,1)− 10851f0,1,3,−3
− 10196(f0,5,−1,−3 + f−4,1,3,1)− 9810f2,−1,−3,3
+ 9342(f4,−1,−1,−1 + f2,−3,1,1)− 9090(f−2,−1,1,3 + f2,3,−3,−1)
+ 8564(f2,1,−3,1 + f0,−1,−1,3)− 7875f4,−3,−1,1 − 4866(f−4,3,−1,3 + f−2,5,−3,1)
− 3480(f−2,−1,5,−1 + f2,3,1,−5)− 2643f−4,5,−1,1 − 2376(f4,−1,3,−5 + f2,−3,5,−3)
− 1890(f−2,1,−3,5 + f0,3,−5,3) + 1300f−4,5,−5,5 + 1245f0,1,−5,5
− 696f2,−1,5,−5 + 630f−2,3,1,−1 − 332(f4,1,−5,1 + f0,−3,−1,5)
− 168(f−2,5,1,−3 + f−2,1,5,−3 + f−4,3,3,−1 + f0,3,3,−5) + 45(f−4,1,−1,5 + f0,5,−5,1)
)
(C.42)
The associated weight mask is shown in figure C.42.
B-coefficient c2003 is computed using (1, 3)-symmetry.

















































Figure C.42: Weight mask for c2300. The associated domain point is shown in





81660f0,1,−1,1 + 52496f2,−1,1,−1 + 32272f−2,1,1,1
+ 23494f0,−1,3,−1 + 21908f0,3,−1,−1 + 15834f2,1,1,−3
− 8568f−2,3,−3,3 − 7880f4,−3,3,−3 + 7272f0,−1,−1,3 + 5350f2,−3,1,1
− 4623f0,−3,3,1 − 4202f2,3,−3,−1 − 4043f4,1,−1,−3 − 3908f−4,1,3,1
− 3626f2,−1,−3,3 − 3567f0,1,3,−3 + 3274f4,−1,−1,−1 − 3239f4,−3,−1,1
− 3230f−2,−1,1,3 − 2444f0,5,−1,−3 − 1904f−2,−1,5,−1 − 1642f−4,3,−1,3
+ 1564f2,1,−3,1 − 1502f−2,5,−3,1 − 1260f2,−3,5,−3 − 1208f2,3,1,−5
− 1034f−2,3,1,−1 − 735f−4,5,−1,1 − 656f4,−1,3,−5 − 626f−2,1,−3,5
− 556f0,−3,−1,5 − 320f2,−1,5,−5 + 260f−4,5,−5,5 + 249f0,1,−5,5
− 239f−4,1,−1,5 + 205f0,5,−5,1 − 182f0,3,−5,3 − 136f2,−5,1,3
+ 124f4,1,−5,1 − 56(f−2,1,5,−3 + f0,3,3,−5 + f−4,3,3,−1 + f−2,5,1,−3)
− 44(f2,−5,5,−1 + f4,−5,3,−1)
)
(C.43)
The associated weight mask is shown in figure C.43.





















































Figure C.43: Weight mask for c2210. The associated domain point is shown in





49080f0,1,−1,1 + 23184f2,−1,1,−1 + 14088f−2,1,1,1
+ 9550f0,−1,3,−1 + 8906f0,3,−1,−1 + 5720f2,1,1,−3 − 5016f−2,3,−3,3
+ 4630f0,−1,−1,3 − 3860f4,−3,3,−3 + 3520f2,−3,1,1 + 2482f4,−1,−1,−1
− 2363f0,−3,3,1 − 2347f0,1,3,−3 − 2122f2,−1,−3,3 − 2118f2,3,−3,−1
− 2073f4,1,−1,−3 − 1849f4,−3,−1,1 + 1776f2,1,−3,1 − 1684f−4,1,3,1
− 1632f−2,−1,1,3 − 1160f−2,3,1,−1 − 952f0,5,−1,−3 − 750f−4,3,−1,3
− 680f−2,5,−3,1 − 608f−2,−1,5,−1 − 448f−2,1,−3,5 − 424f2,−3,5,−3
− 352f0,−3,−1,5 + 260(f−4,5,−5,5 − f2,3,1,−5) + 227f0,1,−5,5 − 226f0,3,−5,3
+ 183f0,5,−5,1 − 171f−4,5,−1,1 − 122f4,−1,3,−5 − 68f2,−5,1,3
− 66f2,−1,5,−5 − 39f−4,1,−1,5 − 22(f4,−5,3,−1 + f2,−5,5,−1)− 12f4,1,−5,1
)
(C.44)
The associated weight mask is shown in figure C.44.
B-coefficient c2102 is computed using (1, 3)-symmetry.
















































Figure C.44: Weight mask for c2201. The associated domain point is shown in





209832f0,1,−1,1 + 174748f2,−1,1,−1 + 107692f−2,1,1,1
+ 91854f0,−1,3,−1 + 48268f0,3,−1,−1 + 40542f2,1,1,−3
+ 30220f0,−1,−1,3 − 23524f4,−3,3,−3 − 22964f−2,3,−3,3
+ 22494f2,−3,1,1 − 12772f−4,1,3,1 − 12159f0,−3,3,1
− 11058f2,3,−3,−1 − 10671f4,1,−1,−3 − 9786f2,−1,−3,3 − 9399f4,−3,−1,1
− 9096f−2,−1,5,−1 − 8607f0,1,3,−3 − 7890f−2,−1,1,3 − 5784f2,−3,5,−3
− 5730f−4,3,−1,3 − 5140f0,5,−1,−3 + 4926f4,−1,−1,−1 − 4338f−2,3,1,−1
− 3768f2,3,1,−5 − 3004f0,−3,−1,5 − 2898f−2,5,−3,1 − 2175f−4,5,−1,1
− 1866f−2,1,−3,5 + 1756f2,1,−3,1 − 1632f2,−5,1,3 − 1560f4,−1,3,−5
− 1479f−4,1,−1,5 − 1224f2,−1,5,−5 − 528(f2,−5,5,−1 + f4,−5,3,−1)
+ 260(f4,1,−5,1 + f−4,5,−5,5) + 249(f0,5,−5,1 + f0,1,−5,5)
− 168(f−2,5,1,−3 + f0,3,3,−5 + f−2,1,5,−3 + f−4,3,3,−1)− 138f0,3,−5,3
)
(C.45)
The associated weight mask is shown in figure C.45.





















































Figure C.45: Weight mask for c2120. The associated domain point is shown in





82068f0,1,−1,1 + 52904f2,−1,1,−1 + 33608f−2,1,1,1
+ 24830f0,−1,3,−1 + 14246(f0,−1,−1,3 + f0,3,−1,−1)
+ 10248(f2,−3,1,1 + f2,1,1,−3)− 8848f−2,3,−3,3 − 8160f4,−3,3,−3
− 4791(f0,1,3,−3 + f0,−3,3,1)− 4318(f2,−1,−3,3 + f2,3,−3,−1) + 4082f4,−1,−1,−1
− 4045(f4,1,−1,−3 + f4,−3,−1,1)− 3964f−4,1,3,1 − 2828(f−2,3,1,−1 + f−2,−1,1,3)
+ 2372f2,1,−3,1 − 1960f−2,−1,5,−1 − 1698f−4,3,−1,3
− 1360(f0,5,−1,−3 + f0,−3,−1,5)− 1316f2,−3,5,−3 − 924(f−2,1,−3,5 + f−2,5,−3,1)
− 532(f2,3,1,−5 + f2,−5,1,3)− 459(f−4,5,−1,1 + f−4,1,−1,5) + 260f−4,5,−5,5
+ 227(f0,5,−5,1 + f0,1,−5,5)− 210(f4,−1,3,−5 + f4,−5,3,−1)− 182f0,3,−5,3
− 154(f2,−5,5,−1 + f2,−1,5,−5) + 124f4,1,−5,1
)
(C.46)





7730(f0,1,−1,1 + f2,−1,1,−1) + 4658(f0,−1,3,−1 + f−2,1,1,1)
+ 1282(f0,−1,−1,3 + f0,3,−1,−1 + f2,−3,1,1 + f2,1,1,−3)
− 850(f−2,3,−3,3 + f4,−3,3,−3)− 538(f−4,1,3,1 + f−2,−1,5,−1)
− 319(f4,1,−1,−3 + f2,−1,−3,3 + f4,−3,−1,1 + f2,3,−3,−1)− 274(f−4,3,−1,3 + f2,−3,5,−3)
− 198(f−2,−1,1,3 + f0,−3,3,1 + f−2,3,1,−1 + f0,1,3,−3)
− 143(f2,−5,1,3 + f0,5,−1,−3 + f0,−3,−1,5 + f2,3,1,−5)− 106(f4,−1,−1,−1 + f2,1,−3,1)
− 79(f4,−1,3,−5 + f−4,1,−1,5 + f−4,5,−1,1 + f4,−5,3,−1 + f2,−5,5,−1 + f−2,5,−3,1
+ f2,−1,5,−5 + f−2,1,−3,5)
− 7(f−2,5,1,−3 + f−2,−3,5,1 + f−4,−1,3,3 + f−2,−3,1,5 + f−2,1,5,−3 + f−4,3,3,−1
+ f0,−5,3,3 + f0,3,3,−5)
)
(C.47)
















































Figure C.46: Weight mask for c2111. The associated domain point is shown in



















































Figure C.47: Weight mask for c2030. The associated domain point is shown in
the teterahedron on the right. The black triangle symbolizes the ring R3(v0).


















































Figure C.48: Weight mask for c1400. The associated domain point is shown in





67137f0,1,−1,1 + 32203f2,−1,1,−1 + 24163(f0,3,−1,−1 + f−2,1,1,1)
+ 10983(f0,−1,3,−1 + f2,1,1,−3)− 4753f4,−3,3,−3 + 4341f−2,3,1,−1
− 3857f−2,3,−3,3 − 3415(f0,5,−1,−3 + f−4,1,3,1)− 2340(f0,−3,3,1 + f4,1,−1,−3)
− 1902f0,1,3,−3 − 1428f−4,5,−1,1 − 1344f2,−1,−3,3
− 1317(f2,3,−3,−1 + f−2,−1,1,3)− 1149(f−2,5,−3,1 + f−4,3,−1,3)− 957f4,−3,−1,1
− 759(f2,3,1,−5 + f−2,−1,5,−1)− 621(f2,−3,5,−3 + f4,−1,3,−5)
− 606(f−2,1,−3,5 + f0,3,−5,3) + 249f0,1,−5,5
− 219(f−4,3,3,−1 + f−2,5,1,−3 + f0,5,−5,1 + f−4,1,−1,5)− 191(f2,1,−3,1 + f0,−1,−1,3)
− 183f2,−1,5,−5 + 158f−4,5,−5,5 + 141(f4,−1,−1,−1 + f2,−3,1,1)
− 117(f−2,1,5,−3 + f0,3,3,−5)− 46(f4,1,−5,1 + f0,−3,−1,5)
)
(C.48)
The associated weight mask is shown in figure C.48.
B-coefficient c1004 is computed using (1, 3)-symmetry.

















































Figure C.49: Weight mask for c1310. The associated domain point is shown in





484680f0,1,−1,1 + 288236f2,−1,1,−1 + 224780f−2,1,1,1
+ 159596f0,3,−1,−1 + 131226f0,−1,3,−1 + 80718f2,1,1,−3
− 42056f4,−3,3,−3 − 36328f−2,3,−3,3 − 30812f−4,1,3,1
+ 24954f−2,3,1,−1 − 24003f0,−3,3,1 + 22328f0,−1,−1,3
− 20648f0,5,−1,−3 − 19038f2,3,−3,−1 − 18219f4,1,−1,−3
− 13083f0,1,3,−3 − 12894f2,−1,−3,3 − 12726f−2,5,−3,1
− 10959f4,−3,−1,1 − 10554f−2,−1,1,3 − 10152f−2,−1,5,−1
− 9411f−4,5,−1,1 − 9196f2,1,−3,1 − 8220f2,−3,5,−3 + 7914f2,−3,1,1
− 7866f−4,3,−1,3 − 6324f2,3,1,−5 − 5370f−2,1,−3,5 + 4290f4,−1,−1,−1
− 4116f4,−1,3,−5 − 3435f−4,1,−1,5 − 2372f0,−3,−1,5 − 2028f2,−1,5,−5
− 1788f−2,5,1,−3 − 1512f−4,3,3,−1 + 1245f0,1,−5,5 − 1104f−2,1,5,−3




The associated weight mask is shown in figure C.49.


















































Figure C.50: Weight mask for c1301. The associated domain point is shown in





610512f0,1,−1,1 + 251380f2,−1,1,−1 + 195412f−2,1,1,1
+ 130228f0,3,−1,−1 + 107478f0,−1,3,−1 + 56970f2,1,1,−3
− 45848f−2,3,−3,3 − 39784f4,−3,3,−3 − 27064f−4,1,3,1
+ 24796f0,−1,−1,3 − 24123f0,−3,3,1 − 23835f0,1,3,−3
− 18339f4,1,−1,−3 − 18162f2,3,−3,−1 − 17478f2,−1,−3,3
− 16900f0,5,−1,−3 + 15522f2,−3,1,1 − 12447f4,−3,−1,1
+ 11898f4,−1,−1,−1 − 11058f−2,5,−3,1 + 11034f−2,3,1,−1
− 9678f−2,−1,1,3 − 7542f−2,1,−3,5 − 7299f−4,5,−1,1 − 6728f2,1,−3,1
− 6708f−2,−1,5,−1 − 6198f−4,3,−1,3 − 5604f2,−3,5,−3 − 3258f0,3,−5,3
+ 3237f0,1,−5,5 + 2972f−4,5,−5,5 − 2880f2,3,1,−5 − 2511f−4,1,−1,5
+ 1773f0,5,−5,1 − 1516f0,−3,−1,5 − 1500f4,−1,3,−5 + 1340f4,1,−5,1
− 828f2,−1,5,−5 − 576f−2,5,1,−3 − 300(f−2,1,5,−3 + f−4,3,3,−1)− 168f0,3,3,−5
)
(C.50)
The associated weight mask is shown in figure C.50.
B-coefficient c1103 is computed using (1, 3)-symmetry.




















































Figure C.51: Weight mask for c1220. The associated domain point is shown in





212136f0,1,−1,1 + 159124f2,−1,1,−1 + 124900f−2,1,1,1
+ 90126f0,−1,3,−1 + 59008f0,3,−1,−1 + 35142f2,1,1,−3
− 21400f4,−3,3,−3 + 20344f0,−1,−1,3 − 17384f−2,3,−3,3
− 16192f−4,1,3,1 − 12435f0,−3,3,1 + 9342f−2,3,1,−1 − 8970f2,3,−3,−1
− 8583f4,1,−1,−3 − 8196f−2,−1,5,−1 + 7542f2,−3,1,1 − 7108f0,5,−1,−3
− 6540f2,−3,5,−3 − 6438f2,−1,−3,3 − 6051f4,−3,−1,1 − 5840f2,1,−3,1
− 5238f−2,5,−3,1 − 4827f0,1,3,−3 − 4758f−4,3,−1,3 − 4515f−4,5,−1,1
− 3762f−2,−1,1,3 − 3288f2,3,1,−5 − 2946f−2,1,−3,5 − 2559f−4,1,−1,5
− 2188f0,−3,−1,5 − 1632f4,−1,3,−5 − 1296f2,−1,5,−5 − 912f−2,5,1,−3
− 636(f−4,3,3,−1 + f−2,1,5,−3)− 504f0,3,3,−5 − 408f2,−5,1,3
+ 260(f−4,5,−5,5 + f4,1,−5,1) + 249(f0,1,−5,5 + f0,5,−5,1)− 138f0,3,−5,3
− 132(f2,−5,5,−1 + f4,−5,3,−1)− 78f4,−1,−1,−1
)
(C.51)
The associated weight mask is shown in figure C.51.





















































Figure C.52: Weight mask for c1211. The associated domain point is shown in





514716f0,1,−1,1 + 290416f2,−1,1,−1 + 232528f−2,1,1,1
+ 147378f0,−1,3,−1 + 105160f0,3,−1,−1 + 57508f0,−1,−1,3
+ 50910f2,1,1,−3 − 43684f4,−3,3,−3 − 41924f−2,3,−3,3
− 31096f−4,1,3,1 − 27789f0,−3,3,1 + 26778f2,−3,1,1
− 25005f0,1,3,−3 − 20550f2,3,−3,−1 − 18525f4,1,−1,−3
− 18522f2,−1,−3,3 − 15813f4,−3,−1,1 − 12148f0,5,−1,−3
− 10956f−2,−1,5,−1 + 10698f4,−1,−1,−1 − 10662f−2,5,−3,1
− 9024f2,−3,5,−3 − 8264f2,1,−3,1 − 8046f−2,1,−3,5 − 7485f−4,5,−1,1
− 6642f−4,3,−1,3 − 6234f−2,−1,1,3 − 5524f0,−3,−1,5 + 5466f−2,3,1,−1
− 5337f−4,1,−1,5 − 2952f2,3,1,−5 + 1820f−4,5,−5,5 + 1743f0,1,−5,5
+ 1611f0,5,−5,1 + 1412f4,1,−5,1 − 1296f4,−1,3,−5 − 1098f0,3,−5,3
− 960f2,−1,5,−5 − 816f2,−5,1,3 − 576f−2,5,1,−3 − 300(f−2,1,5,−3 + f−4,3,3,−1)
− 264(f2,−5,5,−1 + f4,−5,3,−1)− 168f0,3,3,−5
)
(C.52)
The associated weight mask is shown in figure C.52.
B-coefficient c1112 is computed using (1, 3)-symmetry.
















































Figure C.53: Weight mask for c1202. The associated domain point is shown in





81138f0,1,−1,1 + 30578f2,−1,1,−1 + 23930f−2,1,1,1
+ 14580f0,−1,3,−1 + 8561(f0,−1,−1,3 + f0,3,−1,−1)− 6634f−2,3,−3,3
− 4946f4,−3,3,−3 + 4209(f2,−3,1,1 + f2,1,1,−3)− 3396(f0,1,3,−3 + f0,−3,3,1)
− 3272f−4,1,3,1 − 2646(f2,3,−3,−1 + f2,−1,−3,3) + 2094f4,−1,−1,−1
− 2043(f4,1,−1,−3 + f4,−3,−1,1)− 1377(f−2,5,−3,1 + f−2,1,−3,5)− 1336f2,1,−3,1
− 876f−2,−1,5,−1 − 806(f0,5,−1,−3 + f0,−3,−1,5)− 738f2,−3,5,−3
− 570(f−4,1,−1,5 + f−4,5,−1,1) + 520f−4,5,−5,5 − 492f−4,3,−1,3
+ 465(f0,5,−5,1 + f0,1,−5,5)− 369(f−2,3,1,−1 + f−2,−1,1,3)− 342f0,3,−5,3
+ 316f4,1,−5,1 − 102(f2,−5,1,3 + f2,3,1,−5)
− 33(f2,−5,5,−1 + f2,−1,5,−5 + f4,−1,3,−5 + f4,−5,3,−1)
)
(C.53)




















































Figure C.54: Weight mask for c1130. The associated domain point is shown in





31286f0,1,−1,1 + 28298f2,−1,1,−1 + 22154f−2,1,1,1
+ 18998f0,−1,3,−1 + 6377f0,3,−1,−1 + 4609f2,1,1,−3 + 3863f0,−1,−1,3
− 3304f4,−3,3,−3 − 2728f−2,3,−3,3 − 2680f−4,1,3,1 + 2095f2,−3,1,1
− 1960f−2,−1,5,−1 − 1432f2,−3,5,−3 − 1367f0,−3,3,1 − 1240f2,1,−3,1
− 1144f−4,3,−1,3 − 1105(f4,1,−1,−3 + f2,3,−3,−1) + 959f−2,3,1,−1
− 895(f2,−1,−3,3 + f4,−3,−1,1)− 808f4,−1,−1,−1 − 750f0,5,−1,−3
− 592(f−2,5,−3,1 + f−4,5,−1,1)− 512f2,3,1,−5 − 456f0,−3,−1,5
− 448(f−2,1,−3,5 + f−4,1,−1,5)− 280(f2,−1,5,−5 + f4,−1,3,−5)− 233f0,1,3,−3
− 218f2,−5,1,3 − 175f−2,−1,1,3 − 138f−2,5,1,−3 − 136(f4,−5,3,−1 + f2,−5,5,−1)
− 104f0,3,3,−5 − 103(f−4,3,3,−1 + f−2,1,5,−3)− 48f−2,−3,1,5
− 25(f−4,−1,3,3 + f−2,−3,5,1)− 14f0,−5,3,3
)
(C.54)
The associated weight mask is shown in figure C.54.
B-coefficient c1031 is computed using (1, 3)-symmetry.
























































Figure C.55: Weight mask for c1121. The associated domain point is shown in





214872f0,1,−1,1 + 161860f2,−1,1,−1 + 129028f−2,1,1,1
+ 94254f0,−1,3,−1 + 37972(f0,−1,−1,3 + f0,3,−1,−1)− 22072f4,−3,3,−3
+ 19638(f2,−3,1,1 + f2,1,1,−3)− 18056f−2,3,−3,3 − 16528f−4,1,3,1
− 10863(f0,−3,3,1 + f0,1,3,−3)− 8532f−2,−1,5,−1
− 8184(f2,−1,−3,3 + f2,3,−3,−1)− 7797(f4,−3,−1,1 + f4,1,−1,−3)− 6876f2,−3,5,−3
− 5094f−4,3,−1,3 − 4880f2,1,−3,1 − 4312(f0,5,−1,−3 + f0,−3,−1,5)
− 3756(f−2,1,−3,5 + f−2,5,−3,1)− 3369(f−4,5,−1,1 + f−4,1,−1,5)
− 1512(f2,−5,1,3 + f2,3,1,−5) + 882f4,−1,−1,−1 + 558(f−2,3,1,−1 + f−2,−1,1,3)
− 546(f2,−5,5,−1 + f2,−1,5,−5 + f4,−5,3,−1 + f4,−1,3,−5)− 288(f−2,−3,1,5 + f−2,5,1,−3)
+ 260(f4,1,−5,1 + f−4,5,−5,5) + 249(f0,1,−5,5 + f0,5,−5,1)
− 150(f−2,−3,5,1 + f−4,3,3,−1 + f−4,−1,3,3 + f−2,1,5,−3)− 138f0,3,−5,3
− 84(f0,3,3,−5 + f0,−5,3,3)
)
(C.55)




















































Figure C.56: Weight mask for c1040. The associated domain point is shown in





7166(f0,1,−1,1 + f2,−1,1,−1) + 5630(f0,−1,3,−1 + f−2,1,1,1)
+ 836(f0,−1,−1,3 + f0,3,−1,−1 + f2,−3,1,1 + f2,1,1,−3)− 658(f−2,3,−3,3 + f4,−3,3,−3)
− 622(f−4,1,3,1 + f−2,−1,5,−1)− 406(f2,1,−3,1 + f4,−1,−1,−1)
− 370(f−4,3,−1,3 + f2,−3,5,−3)− 181(f4,−3,−1,1 + f2,−1,−3,3 + f4,1,−1,−3 + f2,3,−3,−1)
− 103(f4,−5,3,−1 + f4,−1,3,−5 + f−2,5,−3,1 + f−4,5,−1,1 + f2,−5,5,−1 + f−4,1,−1,5
+ f2,−1,5,−5 + f−2,1,−3,5)
− 99(f2,3,1,−5 + f2,−5,1,3 + f0,−3,−1,5 + f0,5,−1,−3)
+ 96(f−2,−1,1,3 + f0,1,3,−3 + f0,−3,3,1 + f−2,3,1,−1)
− 31(f0,−5,3,3 + f0,3,3,−5 + f−2,−3,1,5 + f−2,5,1,−3)
− 25(f−2,−3,5,1 + f−4,−1,3,3 + f−2,1,5,−3 + f−4,3,3,−1)
)
(C.56)





83712f0,1,−1,1 + 37028(f0,3,−1,−1 + f−2,1,1,1 + f2,−1,1,−1)
+ 12902(f0,−1,3,−1 + f−2,3,1,−1 + f2,1,1,−3)
− 5228(f−4,1,3,1 + f4,−3,3,−3 + f0,5,−1,−3)
− 2711(f4,1,−1,−3 + f−4,5,−1,1 + f0,−3,3,1)
− 1948(f2,1,−3,1 + f−2,3,−3,3 + f0,−1,−1,3)− 1671f0,1,3,−3
− 1226(f−2,−1,1,3 + f4,−1,−1,−1 + f−2,5,−3,1 + f2,3,−3,−1 + f2,−3,1,1 + f−4,3,−1,3)
− 986(f0,3,−5,3 + f−2,1,−3,5 + f2,−1,−3,3)
− 864(f4,−1,3,−5 + f2,3,1,−5 + f−4,3,3,−1 + f2,−3,5,−3 + f−2,5,1,−3 + f−2,−1,5,−1)
− 599(f4,−3,−1,1 + f−4,1,−1,5 + f0,5,−5,1)− 256(f2,−1,5,−5 + f−2,1,5,−3 + f0,3,3,−5)
+ 249f0,1,−5,5 − 12(f4,1,−5,1 + f0,−3,−1,5 + f−4,5,−5,5)
)
(C.57)

















































Figure C.57: Weight mask for c0500. The associated domain point is shown
in the teterahedron on the right.
The associated weight mask is shown in figure C.57.





116862f0,1,−1,1 + 62758(f2,−1,1,−1 + f−2,1,1,1) + 46678f0,3,−1,−1
+ 30024f0,−1,3,−1 + 16740(f−2,3,1,−1 + f2,1,1,−3)
− 8854(f−4,1,3,1 + f4,−3,3,−3)− 6178f0,5,−1,−3 − 5462(f−2,3,−3,3 + f2,1,−3,1)
− 5277f0,−3,3,1 − 3960(f−2,5,−3,1 + f2,3,−3,−1)− 3453(f4,1,−1,−3 + f−4,5,−1,1)
− 2154(f2,−3,5,−3 + f−2,−1,5,−1) + 1870f0,−1,−1,3 − 1746(f2,−1,−3,3 + f−2,1,−3,5)
− 1380(f2,−3,1,1 + f−2,−1,1,3)− 1359(f4,−3,−1,1 + f−4,1,−1,5)
− 1350(f2,3,1,−5 + f−2,5,1,−3)− 1209f0,1,3,−3 − 1074(f4,−1,3,−5 + f−4,3,3,−1)
− 1044(f−4,3,−1,3 + f4,−1,−1,−1)− 534(f2,−1,5,−5 + f−2,1,5,−3)− 402f0,3,3,−5
− 352f0,−3,−1,5 − 270f0,3,−5,3 + 249f0,1,−5,5 + 117f0,5,−5,1
+ 56(f4,1,−5,1 + f−4,5,−5,5)
)
(C.58)
The associated weight mask is shown in figure C.58.


















































Figure C.58: Weight mask for c0410. The associated domain point is shown





285960f0,1,−1,1 + 114380(f−2,1,1,1 + f2,−1,1,−1) + 82220f0,3,−1,−1
+ 49158f0,−1,3,−1 + 22590(f−2,3,1,−1 + f2,1,1,−3)
− 16988(f−4,1,3,1 + f4,−3,3,−3)− 11636f0,5,−1,−3 − 10587f0,−3,3,1
− 10348(f−2,3,−3,3 + f2,1,−3,1)− 10203f0,1,3,−3
− 6939(f4,1,−1,−3 + f−4,5,−1,1)− 6186(f2,3,−3,−1 + f−2,5,−3,1)
− 4842(f2,−1,−3,3 + f−2,1,−3,5) + 4316f0,−1,−1,3 − 2928(f−2,−1,5,−1 + f2,−3,5,−3)
− 2907(f4,−3,−1,1 + f−4,1,−1,5)− 1890f0,3,−5,3 − 1320(f2,3,1,−5 + f−2,5,1,−3)
+ 1245f0,1,−5,5 − 1026(f−2,−1,1,3 + f2,−3,1,1)− 768(f4,−1,3,−5 + f−4,3,3,−1)
+ 484(f4,1,−5,1 + f−4,5,−5,5)− 432(f2,−1,5,−5 + f−2,1,5,−3)
− 354(f4,−1,−1,−1 + f−4,3,−1,3)− 332f0,−3,−1,5 − 168f0,3,3,−5 + 45f0,5,−5,1
)
(C.59)
The associated weight mask is shown in figure C.59.
B-coefficient c0104 is computed using (1, 3)-symmetry.

















































Figure C.59: Weight mask for c0401. The associated domain point is shown





209400f0,1,−1,1 + 138580(f2,−1,1,−1 + f−2,1,1,1) + 85998f0,−1,3,−1
+ 70084f0,3,−1,−1 + 29262(f2,1,1,−3 + f−2,3,1,−1)
− 18292(f4,−3,3,−3 + f−4,1,3,1) + 12676f0,−1,−1,3 − 12327f0,−3,3,1
− 11756(f−2,3,−3,3 + f2,1,−3,1)− 8596f0,5,−1,−3
− 7626(f2,3,−3,−1 + f−2,5,−3,1)− 7032(f−2,−1,5,−1 + f2,−3,5,−3)
− 6903(f4,1,−1,−3 + f−4,5,−1,1)− 4026(f−2,1,−3,5 + f2,−1,−3,3)
− 3639(f4,−3,−1,1 + f−4,1,−1,5)− 2808(f2,3,1,−5 + f−2,5,1,−3)
− 2730(f−4,3,−1,3 + f4,−1,−1,−1)− 1704(f4,−1,3,−5 + f−4,3,3,−1)− 1372f0,−3,−1,5
− 1368(f2,−1,5,−5 + f−2,1,5,−3)− 1194(f2,−3,1,1 + f−2,−1,1,3)− 840f0,3,3,−5




The associated weight mask is shown in figure C.60.


















































Figure C.60: Weight mask for c0320. The associated domain point is shown





83652f0,1,−1,1 + 43664(f−2,1,1,1 + f2,−1,1,−1) + 23726f0,−1,3,−1
+ 22080f0,3,−1,−1 + 6452(f−2,3,1,−1 + f2,1,1,−3)
− 6242(f4,−3,3,−3 + f−4,1,3,1) + 6196f0,−1,−1,3 − 4483f0,−3,3,1
− 3946(f−2,3,−3,3 + f2,1,−3,1)− 3555f0,1,3,−3 − 2764f0,5,−1,−3
− 2654(f2,3,−3,−1 + f−2,5,−3,1)− 2303(f4,1,−1,−3 + f−4,5,−1,1)
− 1880(f−2,1,−3,5 + f2,−1,−3,3)− 1626(f−2,−1,5,−1 + f2,−3,5,−3)
− 1493(f−4,1,−1,5 + f4,−3,−1,1)− 556f0,−3,−1,5 + 480(f−2,−1,1,3 + f2,−3,1,1)
− 452(f2,3,1,−5 + f−2,5,1,−3) + 249f0,1,−5,5 − 222(f4,−1,3,−5 + f−4,3,3,−1)
+ 205f0,5,−5,1 + 192(f−4,5,−5,5 + f4,1,−5,1)− 182f0,3,−5,3
− 166(f2,−1,5,−5 + f−2,1,5,−3) + 100(f4,−1,−1,−1 + f−4,3,−1,3)− 56f0,3,3,−5
)
(C.61)
The associated weight mask is shown in figure C.61.
B-coefficient c0113 is computed using (1, 3)-symmetry.

















































Figure C.61: Weight mask for c0311. The associated domain point is shown





81138f0,1,−1,1 + 27254(f−2,1,1,1 + f2,−1,1,−1) + 14580f0,−1,3,−1
+ 12002f0,3,−1,−1 + 5120f0,−1,−1,3 − 4109(f−4,1,3,1 + f4,−3,3,−3)
− 3985(f−2,3,−3,3 + f2,1,−3,1)− 3408f0,1,3,−3 − 3384f0,−3,3,1
+ 2853(f−2,3,1,−1 + f2,1,1,−3)− 2106(f−2,5,−3,1 + f2,3,−3,−1)
− 1917(f2,−1,−3,3 + f−2,1,−3,5)− 1470(f−4,5,−1,1 + f4,1,−1,−3)− 1316f0,5,−1,−3
− 1143(f4,−3,−1,1 + f−4,1,−1,5) + 987(f−2,−1,1,3 + f2,−3,1,1)
− 807(f−2,−1,5,−1 + f2,−3,5,−3) + 801(f−4,3,−1,3 + f4,−1,−1,−1) + 498f0,1,−5,5
+ 432f0,5,−5,1 + 418(f−4,5,−5,5 + f4,1,−5,1)− 342f0,3,−5,3 − 296f0,−3,−1,5
− 102(f−2,5,1,−3 + f2,3,1,−5)− 33(f4,−1,3,−5 + f2,−1,5,−5 + f−4,3,3,−1 + f−2,1,5,−3)
)
(C.62)
The associated weight mask is shown in figure C.62.

















































Figure C.62: Weight mask for c0302. The associated domain point is shown





15484f0,1,−1,1 + 12454(f−2,1,1,1 + f2,−1,1,−1) + 9340f0,−1,3,−1
+ 3912f0,3,−1,−1 + 1943(f2,1,1,−3 + f−2,3,1,−1)− 1499(f4,−3,3,−3 + f−4,1,3,1)
+ 1398f0,−1,−1,3 − 995(f−2,3,−3,3 + f2,1,−3,1)− 872f0,−3,3,1
− 851(f2,−3,5,−3 + f−2,−1,5,−1)− 491(f4,−1,−1,−1 + f−4,3,−1,3)
− 467(f−4,5,−1,1 + f2,3,−3,−1 + f−2,5,−3,1 + f4,1,−1,−3)− 464f0,5,−1,−3
− 290(f−4,1,−1,5 + f4,−3,−1,1 + f−2,1,−3,5 + f2,−1,−3,3) + 262f0,1,3,−3
− 226(f2,3,1,−5 + f−2,5,1,−3)− 170f0,−3,−1,5
− 122(f2,−1,5,−5 + f−2,1,5,−3 + f−4,3,3,−1 + f4,−1,3,−5) + 119(f2,−3,1,1 + f−2,−1,1,3)
− 90f0,3,3,−5 − 34(f−2,−3,1,5 + f2,−5,1,3)
− 11(f−4,−1,3,3 + f2,−5,5,−1 + f−2,−3,5,1 + f4,−5,3,−1)
)
(C.63)
The associated weight mask is shown in figure C.63.
B-coefficient c0032 is computed using (1, 3)-symmetry.


















































Figure C.63: Weight mask for c0230. The associated domain point is shown





214872f0,1,−1,1 + 145444(f2,−1,1,−1 + f−2,1,1,1) + 94254f0,−1,3,−1
+ 47932f0,3,−1,−1 + 28012f0,−1,−1,3 − 19300(f4,−3,3,−3 + f−4,1,3,1)
+ 15222(f2,1,1,−3 + f−2,3,1,−1)− 12543f0,−3,3,1
− 11468(f2,1,−3,1 + f−2,3,−3,3)− 9183f0,1,3,−3
− 7704(f2,−3,5,−3 + f−2,−1,5,−1)− 6582(f2,3,−3,−1 + f−2,5,−3,1)
− 6195(f4,1,−1,−3 + f−4,5,−1,1)− 5620f0,5,−1,−3 − 5358(f2,−1,−3,3 + f−2,1,−3,5)
+ 4974(f−2,−1,1,3 + f2,−3,1,1)− 4971(f4,−3,−1,1 + f−4,1,−1,5)− 3004f0,−3,−1,5
− 2106(f−4,3,−1,3 + f4,−1,−1,−1)− 1392(f2,3,1,−5 + f−2,5,1,−3)
− 564(f2,−1,5,−5 + f−2,1,5,−3 + f4,−1,3,−5 + f−4,3,3,−1)− 408(f−2,−3,1,5 + f2,−5,1,3)
+ 260(f4,1,−5,1 + f−4,5,−5,5) + 249(f0,5,−5,1 + f0,1,−5,5)− 168f0,3,3,−5
− 138f0,3,−5,3 − 132(f2,−5,5,−1 + f−4,−1,3,3 + f−2,−3,5,1 + f4,−5,3,−1)
)
(C.64)
The associated weight mask is shown in figure C.64.
























































Figure C.64: Weight mask for c0221. The associated domain point is shown





65940f0,1,−1,1 + 32620(f2,−1,1,−1 + f−2,1,1,1) + 19050f0,−1,3,−1
+ 9730(f0,−1,−1,3 + f0,3,−1,−1)− 4666(f−4,1,3,1 + f4,−3,3,−3)
− 3585(f0,1,3,−3 + f0,−3,3,1)− 3314(f−2,3,−3,3 + f2,1,−3,1)
+ 2208(f2,−3,1,1 + f−2,−1,1,3 + f2,1,1,−3 + f−2,3,1,−1)
− 1911(f2,3,−3,−1 + f2,−1,−3,3 + f−2,5,−3,1 + f−2,1,−3,5)
− 1524(f4,−3,−1,1 + f−4,5,−1,1 + f−4,1,−1,5 + f4,1,−1,−3)
− 1278(f−2,−1,5,−1 + f2,−3,5,−3)− 964(f0,5,−1,−3 + f0,−3,−1,5)
+ 432(f−4,3,−1,3 + f4,−1,−1,−1) + 260(f4,1,−5,1 + f−4,5,−5,5)
+ 249(f0,5,−5,1 + f0,1,−5,5)− 138f0,3,−5,3
− 102(f2,−5,1,3 + f−2,5,1,−3 + f2,3,1,−5 + f−2,−3,1,5)
− 33(f2,−5,5,−1 + f−2,−3,5,1 + f−4,−1,3,3 + f4,−1,3,−5 + f2,−1,5,−5 + f−2,1,5,−3
+ f−4,3,3,−1 + f4,−5,3,−1)
)
(C.65)
The associated weight mask is shown in figure C.65.






















































Figure C.65: Weight mask for c0212. The associated domain point is shown





7166f0,1,−1,1 + 6398(f2,−1,1,−1 + f−2,1,1,1) + 5630f0,−1,3,−1
+ 1064f0,3,−1,−1 + 694(f−2,3,1,−1 + f2,1,1,−3)− 640(f−4,1,3,1 + f4,−3,3,−3)
+ 608f0,−1,−1,3 − 532(f−2,3,−3,3 + f2,1,−3,1)− 496(f2,−3,5,−3 + f−2,−1,5,−1)
− 388(f−4,3,−1,3 + f4,−1,−1,−1) + 324f0,1,3,−3 + 238(f−2,−1,1,3 + f2,−3,1,1)
− 160(f−4,5,−1,1 + f2,3,−3,−1 + f4,1,−1,−3 + f−2,5,−3,1)− 132f0,−3,3,1
− 124(f−2,1,−3,5 + f−4,1,−1,5 + f2,−1,−3,3 + f4,−3,−1,1)− 123f0,5,−1,−3
− 89(f2,3,1,−5 + f−2,5,1,−3)− 82(f2,−1,5,−5 + f4,−1,3,−5 + f−4,3,3,−1 + f−2,1,5,−3)
− 75f0,−3,−1,5 − 55f0,3,3,−5 − 46(f4,−5,3,−1 + f−4,−1,3,3 + f2,−5,5,−1 + f−2,−3,5,1)
− 41(f2,−5,1,3 + f−2,−3,1,5)− 7f0,−5,3,3
)
(C.66)
The associated weight mask is shown in figure C.66.




















































Figure C.66: Weight mask for c0140. The associated domain point is shown





31604f0,1,−1,1 + 25544(f−2,1,1,1 + f2,−1,1,−1) + 19316f0,−1,3,−1
+ 4930(f0,−1,−1,3 + f0,3,−1,−1)− 2986(f−4,1,3,1 + f4,−3,3,−3)
− 1978(f−2,3,−3,3 + f2,1,−3,1)− 1690(f−2,−1,5,−1 + f2,−3,5,−3)
+ 1682(f−2,−1,1,3 + f2,−3,1,1 + f−2,3,1,−1 + f2,1,1,−3)
− 990(f0,−3,3,1 + f0,1,3,−3)− 970(f−4,3,−1,3 + f4,−1,−1,−1)
− 763(f−4,1,−1,5 + f2,−1,−3,3 + f4,1,−1,−3 + f−2,5,−3,1 + f2,3,−3,−1 + f4,−3,−1,1
+ f−2,1,−3,5 + f−4,5,−1,1)
− 572(f0,5,−1,−3 + f0,−3,−1,5)− 198(f−2,−3,1,5 + f2,−5,1,3 + f−2,5,1,−3 + f2,3,1,−5)
− 139(f2,−5,5,−1 + f−2,−3,5,1 + f−4,−1,3,3 + f4,−1,3,−5 + f2,−1,5,−5 + f−2,1,5,−3
+ f−4,3,3,−1 + f4,−5,3,−1)
− 28(f0,−5,3,3 + f0,3,3,−5)
)
(C.67)
The associated weight mask is shown in figure C.67.



















































Figure C.67: Weight mask for c0131. The associated domain point is shown





6398(f0,−1,3,−1 + f0,1,−1,1 + f−2,1,1,1 + f2,−1,1,−1)
− 514(f−2,3,−3,3 + f4,−1,−1,−1 + f−2,−1,5,−1 + f2,−3,5,−3 + f4,−3,3,−3 + f−4,1,3,1
+ f−4,3,−1,3 + f2,1,−3,1)
+ 466(f2,−3,1,1 + f−2,3,1,−1 + f2,1,1,−3 + f−2,−1,1,3 + f0,−3,3,1 + f0,3,−1,−1
+ f0,1,3,−3 + f0,−1,−1,3)
− 103(f−2,5,−3,1 + f4,1,−1,−3 + f2,−5,5,−1 + f4,−5,3,−1 + f−4,1,−1,5 + f−4,−1,3,3
+ f4,−1,3,−5 + f4,−3,−1,1 + f−4,3,3,−1 + f−4,5,−1,1 + f−2,−3,5,1 + f2,3,−3,−1
+ f2,−1,5,−5 + f−2,1,5,−3 + f−2,1,−3,5 + f2,−1,−3,3)
− 65(f2,−5,1,3 + f−2,5,1,−3 + f2,3,1,−5 + f−2,−3,1,5 + f0,−5,3,3 + f0,5,−1,−3
+ f0,3,3,−5 + f0,−3,−1,5)
)
(C.68)




















































Figure C.68: Weight mask for c0050. The associated domain point is shown
in the teterahedron on the right.






+ 23110(f−1,−1,2,1 + f−1,1,2,−1 + f−1,1,−2,3 + f3,−3,2,−1 + f3,−1,−2,1 + f−1,3,−2,1
+ f3,−1,2,−3 + f3,1,−2,−1)
− 14784(f1,−3,0,3 + f1,3,0,−3)
− 8571(f−3,1,0,3 + f−3,3,0,1 + f5,−1,0,−3 + f1,3,−4,1 + f1,−3,4,−1 + f5,−3,0,−1
+ f1,1,−4,3 + f1,−1,4,−3)
− 1300(f−3,−1,4,1 + f−3,1,4,−1 + f5,−1,−4,1 + f−3,3,−4,5 + f−3,5,−4,3 + f5,−5,4,−3
+ f5,1,−4,−1 + f5,−3,4,−5)
− 870(f3,1,2,−5 + f−1,−1,−2,5 + f−1,−3,2,3 + f−1,3,2,−3 + f3,−5,2,1 + f−1,5,−2,−1
+ f3,3,−2,−3 + f3,−3,−2,3)
+ 260(f1,5,0,−5 + f1,−5,0,5)
+ 51(f−3,5,0,−1 + f5,1,0,−5 + f1,−5,4,1 + f1,5,−4,−1 + f1,1,4,−5 + f1,−1,−4,5
+ f5,−5,0,1 + f−3,−1,0,5)
)
(C.69)
The associated weight mask is shown in figure C.69.





















































Figure C.69: Weight mask for c5000. The associated domain point is shown





232372f1,1,0,−1 + 179964f1,−1,0,1 + 58170(f−1,1,2,−1 + f−1,3,−2,1)
+ 53902(f−1,−1,2,1 + f−1,1,−2,3) + 38538(f3,1,−2,−1 + f3,−1,2,−3)
+ 34270(f3,−3,2,−1 + f3,−1,−2,1)− 30880f1,3,0,−3 − 28256f1,−3,0,3
− 17703f5,−3,0,−1 − 17439(f1,1,−4,3 + f1,−3,4,−1)− 17175f−3,1,0,3
− 17109f5,−1,0,−3 − 16845(f1,3,−4,1 + f1,−1,4,−3)− 16581f−3,3,0,1
− 4308(f−3,5,−4,3 + f−3,1,4,−1)− 3196(f−3,3,−4,5 + f−3,−1,4,1)
− 2742(f−1,5,−2,−1 + f−1,3,2,−3)− 2004(f5,1,−4,−1 + f5,−3,4,−5)
− 1938(f−1,−3,2,3 + f−1,−1,−2,5)− 1542(f3,3,−2,−3 + f3,1,2,−5)
− 892(f5,−1,−4,1 + f5,−5,4,−3) + 780f1,5,0,−5 − 738(f3,−3,−2,3 + f3,−5,2,1)
+ 483f5,1,0,−5 − 279f−3,−1,0,5 + 260f1,−5,0,5 + 249f5,−5,0,1
+ 219(f1,5,−4,−1 + f1,1,4,−5)− 45f−3,5,0,−1 − 15(f1,−5,4,1 + f1,−1,−4,5)
)
(C.70)
The associated weight mask is shown in figure C.70.






















































Figure C.70: Weight mask for c4100. The associated domain point is shown in





103084(f1,1,0,−1 + f1,−1,0,1) + 32926(f−1,−1,2,1 + f−1,1,2,−1)
+ 23110(f−1,1,−2,3 + f3,−3,2,−1 + f−1,3,−2,1 + f3,−1,2,−3)
− 14784(f1,−3,0,3 + f1,3,0,−3) + 13294(f3,−1,−2,1 + f3,1,−2,−1)
− 8703(f5,−3,0,−1 + f5,−1,0,−3 + f1,3,−4,1 + f1,1,−4,3)
− 8439(f−3,1,0,3 + f−3,3,0,1 + f1,−3,4,−1 + f1,−1,4,−3)
− 2452(f−3,1,4,−1 + f−3,−1,4,1)− 1470(f−1,3,2,−3 + f−1,−3,2,3)
− 1300(f−3,3,−4,5 + f−3,5,−4,3 + f5,−5,4,−3 + f5,−3,4,−5)
− 870(f3,1,2,−5 + f−1,−1,−2,5 + f3,−5,2,1 + f−1,5,−2,−1)− 270(f3,−3,−2,3 + f3,3,−2,−3)
+ 260(f1,5,0,−5 + f1,−5,0,5) + 183(f1,5,−4,−1 + f5,1,0,−5 + f1,−1,−4,5 + f5,−5,0,1)
− 148(f5,−1,−4,1 + f5,1,−4,−1)− 81(f1,−5,4,1 + f−3,5,0,−1 + f1,1,4,−5 + f−3,−1,0,5)
)
(C.71)
The associated weight mask is shown in figure C.71.





















































Figure C.71: Weight mask for c4010. The associated domain point is shown in





65103f1,1,0,−1 + 38899f1,−1,0,1 + 17350(f−1,1,2,−1 + f−1,3,−2,1)
+ 13659(f−1,−1,2,1 + f−1,1,−2,3)− 7535f1,3,0,−3 − 6223f1,−3,0,3
+ 5977(f3,−1,2,−3 + f3,1,−2,−1) + 5400(f3,−3,2,−1 + f3,−1,−2,1)
− 3624(f1,−3,4,−1 + f1,1,−4,3)− 3483f−3,1,0,3 − 3450f5,−1,0,−3
− 3327(f1,3,−4,1 + f1,−1,4,−3)− 3234f5,−3,0,−1 − 2673f−3,3,0,1
− 1810(f−3,5,−4,3 + f−3,1,4,−1)− 1035(f−1,3,2,−3 + f−1,5,−2,−1)
− 948(f−3,3,−4,5 + f−3,−1,4,1)− 534(f−1,−1,−2,5 + f−1,−3,2,3)
− 352(f5,−3,4,−5 + f5,1,−4,−1)− 336(f3,3,−2,−3 + f3,1,2,−5) + 260f1,5,0,−5
+ 216f5,1,0,−5 − 165f−3,−1,0,5 − 147f−3,5,0,−1 − 102(f5,−1,−4,1 + f5,−5,4,−3)
+ 84(f1,5,−4,−1 + f1,1,4,−5)− 33(f3,−5,2,1 + f3,−3,−2,3 + f1,−5,4,1 + f1,−1,−4,5)
)
(C.72)
The associated weight mask is shown in figure C.72.




















































Figure C.72: Weight mask for c3200. The associated domain point is shown in





457636f1,1,0,−1 + 352820f1,−1,0,1 + 164102f−1,1,2,−1
+ 143110f−1,−1,2,1 + 110114f−1,3,−2,1 + 101578f−1,1,−2,3
+ 70850f3,−1,2,−3 + 62314f3,−3,2,−1 − 58280f1,3,0,−3
− 53032f1,−3,0,3 + 37774f3,−1,−2,1 + 33854f3,1,−2,−1
− 31569f1,−3,4,−1 − 31437f1,3,−4,1 − 30573f1,1,−4,3
− 29841f5,−1,0,−3 − 28977f5,−3,0,−1 − 28917f−3,1,0,3
− 28329f1,−1,4,−3 − 25677f−3,3,0,1 − 16196f−3,1,4,−1
− 11524f−3,−1,4,1 − 9356f−3,5,−4,3 − 9078f−1,3,2,−3 − 7132f−3,3,−4,5
− 6678f−1,−3,2,3 − 5274f−1,5,−2,−1 − 4748f5,−3,4,−5 − 3666f−1,−1,−2,5
− 2874f3,1,2,−5 − 2524f5,−5,4,−3 − 1467f−3,−1,0,5 − 1395f−3,5,0,−1
+ 1300f1,5,0,−5 − 1266f3,−5,2,1 + 1113f5,1,0,−5 − 1086f3,3,−2,−3
+ 981f1,5,−4,−1 − 543f1,−5,4,1 − 471f1,1,4,−5 − 270f3,−3,−2,3




The associated weight mask is shown in figure C.73.
B-coefficient c3011 is computed using (1, 3)-symmetry.





















































Figure C.73: Weight mask for c3110. The associated domain point is shown in






+ 67708(f−1,−1,2,1 + f−1,1,2,−1 + f−1,1,−2,3 + f−1,3,−2,1)
+ 28444(f3,−3,2,−1 + f3,−1,2,−3 + f3,1,−2,−1 + f3,−1,−2,1)
− 28140(f1,−3,0,3 + f1,3,0,−3)
− 16575(f1,3,−4,1 + f1,−3,4,−1 + f1,−1,4,−3 + f1,1,−4,3)
− 16041(f5,−3,0,−1 + f5,−1,0,−3)− 14985(f−3,3,0,1 + f−3,1,0,3)
− 5536(f−3,1,4,−1 + f−3,−1,4,1 + f−3,3,−4,5 + f−3,5,−4,3)
− 3036(f−1,−1,−2,5 + f−1,3,2,−3 + f−1,5,−2,−1 + f−1,−3,2,3)
− 928(f5,−3,4,−5 + f5,−1,−4,1 + f5,1,−4,−1 + f5,−5,4,−3)− 807(f−3,5,0,−1 + f−3,−1,0,5)
− 636(f3,−3,−2,3 + f3,3,−2,−3 + f3,1,2,−5 + f3,−5,2,1) + 260(f1,5,0,−5 + f1,−5,0,5)
+ 249(f5,1,0,−5 + f5,−5,0,1)− 81(f1,5,−4,−1 + f1,−5,4,1 + f1,1,4,−5 + f1,−1,−4,5)
)
(C.74)






















































Figure C.74: Weight mask for c3101. The associated domain point is shown in





199060(f1,1,0,−1 + f1,−1,0,1) + 87754(f−1,−1,2,1 + f−1,1,2,−1)
+ 39994(f−1,1,−2,3 + f3,−3,2,−1 + f−1,3,−2,1 + f3,−1,2,−3)
− 26088(f1,−3,0,3 + f1,3,0,−3)
− 12801(f1,1,−4,3 + f5,−3,0,−1 + f5,−1,0,−3 + f1,3,−4,1)
− 11745(f−3,1,0,3 + f−3,3,0,1 + f1,−3,4,−1 + f1,−1,4,−3)
+ 9226(f3,1,−2,−1 + f3,−1,−2,1)− 8956(f−3,1,4,−1 + f−3,−1,4,1)
− 4938(f−1,3,2,−3 + f−1,−3,2,3)
− 3340(f−3,3,−4,5 + f−3,5,−4,3 + f5,−5,4,−3 + f5,−3,4,−5)
− 1530(f3,1,2,−5 + f−1,−1,−2,5 + f3,−5,2,1 + f−1,5,−2,−1)
− 807(f1,−5,4,1 + f−3,5,0,−1 + f1,1,4,−5 + f−3,−1,0,5)
+ 260(f1,5,0,−5 + f1,−5,0,5 + f5,−1,−4,1 + f5,1,−4,−1)
+ 249(f1,5,−4,−1 + f5,1,0,−5 + f1,−1,−4,5 + f5,−5,0,1)− 138(f3,−3,−2,3 + f3,3,−2,−3)
)
(C.75)
The associated weight mask is shown in figure C.75.





















































Figure C.75: Weight mask for c3020. The associated domain point is shown in





279048f1,1,0,−1 + 140996f1,−1,0,1 + 80852(f−1,1,2,−1 + f−1,3,−2,1)
+ 50166(f−1,−1,2,1 + f−1,1,−2,3)− 25660f1,3,0,−3 − 21908f1,−3,0,3
− 11811(f1,1,−4,3 + f1,−3,4,−1)− 10851f−3,1,0,3
− 10196(f−3,5,−4,3 + f−3,1,4,−1)− 9810f5,−1,0,−3
+ 9342(f3,−1,−2,1 + f3,−3,2,−1)− 9090(f1,3,−4,1 + f1,−1,4,−3)
+ 8564(f3,1,−2,−1 + f3,−1,2,−3)− 7875f5,−3,0,−1 − 4866(f−1,5,−2,−1 + f−1,3,2,−3)
− 3480(f−3,−1,4,1 + f−3,3,−4,5)− 2643f−3,5,0,−1 − 2376(f−1,−1,−2,5 + f−1,−3,2,3)
− 1890(f3,1,2,−5 + f3,3,−2,−3) + 1300f1,5,0,−5 + 1245f5,1,0,−5
− 696f−3,−1,0,5 + 630f−3,3,0,1 − 332(f5,1,−4,−1 + f5,−3,4,−5)
− 168(f−5,1,2,3 + f−5,3,2,1 + f−5,3,−2,5 + f−5,5,−2,3) + 45(f1,1,4,−5 + f1,5,−4,−1)
)
(C.76)
The associated weight mask is shown in figure C.76.

















































Figure C.76: Weight mask for c2300. The associated domain point is shown in





81660f1,1,0,−1 + 52496f1,−1,0,1 + 32272f−1,1,2,−1
+ 23494f−1,−1,2,1 + 21908f−1,3,−2,1 + 15834f−1,1,−2,3
− 8568f1,3,0,−3 − 7880f1,−3,0,3 + 7272f3,−1,2,−3 + 5350f3,−3,2,−1
− 4623f1,−3,4,−1 − 4202f1,3,−4,1 − 4043f1,1,−4,3 − 3908f−3,1,4,−1
− 3626f5,−1,0,−3 − 3567f−3,1,0,3 + 3274f3,−1,−2,1 − 3239f5,−3,0,−1
− 3230f1,−1,4,−3 − 2444f−3,5,−4,3 − 1904f−3,−1,4,1 − 1642f−1,3,2,−3
+ 1564f3,1,−2,−1 − 1502f−1,5,−2,−1 − 1260f−1,−3,2,3 − 1208f−3,3,−4,5
− 1034f−3,3,0,1 − 735f−3,5,0,−1 − 656f−1,−1,−2,5 − 626f3,1,2,−5
− 556f5,−3,4,−5 − 320f−3,−1,0,5 + 260f1,5,0,−5 + 249f5,1,0,−5
− 239f1,1,4,−5 + 205f1,5,−4,−1 − 182f3,3,−2,−3 − 136f5,−5,4,−3
+ 124f5,1,−4,−1 − 56(f−5,1,2,3 + f−5,3,2,1 + f−5,3,−2,5 + f−5,5,−2,3)
− 44(f3,−5,2,1 + f1,−5,4,1)
)
(C.77)
The associated weight mask is shown in figure C.77.
B-coefficient c2012 is computed using (1, 3)-symmetry.




















































Figure C.77: Weight mask for c2210. The associated domain point is shown in





210912f1,1,0,−1 + 173980f1,−1,0,1 + 81688(f−1,1,2,−1 + f−1,3,−2,1)
+ 67818(f−1,−1,2,1 + f−1,1,−2,3)− 25748f1,3,0,−3 − 25372f1,−3,0,3
+ 17944(f3,1,−2,−1 + f3,−1,2,−3) + 16530(f3,−3,2,−1 + f3,−1,−2,1)
− 14187(f1,1,−4,3 + f1,−3,4,−1)− 13206(f1,3,−4,1 + f1,−1,4,−3)
− 11946f5,−1,0,−3 − 11559f5,−3,0,−1 − 10551f−3,1,0,3
− 8860(f−3,5,−4,3 + f−3,1,4,−1)− 6834f−3,3,0,1 − 5856(f−3,−1,4,1 + f−3,3,−4,5)
− 4566(f−1,5,−2,−1 + f−1,3,2,−3)− 3372(f−1,−1,−2,5 + f−1,−3,2,3)− 1767f−3,5,0,−1
− 1224f−3,−1,0,5 − 964(f5,1,−4,−1 + f5,−3,4,−5)− 534(f3,1,2,−5 + f3,3,−2,−3)
− 408(f5,−1,−4,1 + f5,−5,4,−3) + 260f1,5,0,−5 + 249f5,1,0,−5
− 168(f−5,1,2,3 + f−5,3,2,1 + f−5,3,−2,5 + f−5,5,−2,3)− 147(f1,5,−4,−1 + f1,1,4,−5)
− 132(f3,−5,2,1 + f3,−3,−2,3 + f1,−5,4,1 + f1,−1,−4,5)
)
(C.78)
The associated weight mask is shown in figure C.78.
























































Figure C.78: Weight mask for c2201. The associated domain point is shown in





209832f1,1,0,−1 + 174748f1,−1,0,1 + 107692f−1,1,2,−1
+ 91854f−1,−1,2,1 + 48268f−1,3,−2,1 + 40542f−1,1,−2,3
+ 30220f3,−1,2,−3 − 23524f1,−3,0,3 − 22964f1,3,0,−3
+ 22494f3,−3,2,−1 − 12772f−3,1,4,−1 − 12159f1,−3,4,−1
− 11058f1,3,−4,1 − 10671f1,1,−4,3 − 9786f5,−1,0,−3 − 9399f5,−3,0,−1
− 9096f−3,−1,4,1 − 8607f−3,1,0,3 − 7890f1,−1,4,−3 − 5784f−1,−3,2,3
− 5730f−1,3,2,−3 − 5140f−3,5,−4,3 + 4926f3,−1,−2,1 − 4338f−3,3,0,1
− 3768f−3,3,−4,5 − 3004f5,−3,4,−5 − 2898f−1,5,−2,−1 − 2175f−3,5,0,−1
− 1866f3,1,2,−5 + 1756f3,1,−2,−1 − 1632f5,−5,4,−3 − 1560f−1,−1,−2,5
− 1479f1,1,4,−5 − 1224f−3,−1,0,5 − 528(f1,−5,4,1 + f3,−5,2,1)
+ 260(f1,5,0,−5 + f5,1,−4,−1) + 249(f5,1,0,−5 + f1,5,−4,−1)
− 168(f−5,1,2,3 + f−5,3,2,1 + f−5,3,−2,5 + f−5,5,−2,3)− 138f3,3,−2,−3
)
(C.79)
The associated weight mask is shown in figure C.79.
B-coefficient c2021 is computed using (1, 3)-symmetry.




















































Figure C.79: Weight mask for c2120. The associated domain point is shown in





384892(f1,1,0,−1 + f1,−1,0,1) + 177838(f−1,−1,2,1 + f−1,1,2,−1)
+ 121174(f−1,1,−2,3 + f−1,3,−2,1)− 51120(f1,−3,0,3 + f1,3,0,−3)
+ 45814(f3,−3,2,−1 + f3,−1,2,−3)− 27645(f1,3,−4,1 + f1,1,−4,3)
− 27141(f1,−1,4,−3 + f1,−3,4,−1)− 23505(f5,−1,0,−3 + f5,−3,0,−1)
+ 23134(f3,−1,−2,1 + f3,1,−2,−1)− 17956(f−3,−1,4,1 + f−3,1,4,−1)
− 17385(f−3,1,0,3 + f−3,3,0,1)− 11476(f−3,5,−4,3 + f−3,3,−4,5)
− 10350(f−1,3,2,−3 + f−1,−3,2,3)− 5526(f−1,5,−2,−1 + f−1,−1,−2,5)
− 2991(f−3,−1,0,5 + f−3,5,0,−1)− 2596(f5,−5,4,−3 + f5,−3,4,−5)
− 1062(f3,1,2,−5 + f3,−5,2,1)− 675(f1,1,4,−5 + f1,−5,4,1)
− 336(f−5,5,−2,3 + f−5,1,2,3 + f−5,3,−2,5 + f−5,3,2,1)− 270(f3,3,−2,−3 + f3,−3,−2,3)
+ 260(f1,5,0,−5 + f1,−5,0,5) + 249(f5,1,0,−5 + f5,−5,0,1)
− 148(f5,1,−4,−1 + f5,−1,−4,1) + 117(f1,5,−4,−1 + f1,−1,−4,5)
)
(C.80)


























































Figure C.80: Weight mask for c2111. The associated domain point is shown in





7730(f1,1,0,−1 + f1,−1,0,1) + 4658(f−1,−1,2,1 + f−1,1,2,−1)
+ 1282(f−1,1,−2,3 + f3,−1,2,−3 + f3,−3,2,−1 + f−1,3,−2,1)
− 850(f1,−3,0,3 + f1,3,0,−3)− 538(f−3,−1,4,1 + f−3,1,4,−1)
− 319(f1,3,−4,1 + f5,−1,0,−3 + f5,−3,0,−1 + f1,1,−4,3)− 274(f−1,−3,2,3 + f−1,3,2,−3)
− 198(f1,−3,4,−1 + f−3,1,0,3 + f−3,3,0,1 + f1,−1,4,−3)
− 143(f−3,5,−4,3 + f−3,3,−4,5 + f5,−5,4,−3 + f5,−3,4,−5)− 106(f3,1,−2,−1 + f3,−1,−2,1)
− 79(f3,1,2,−5 + f−1,−1,−2,5 + f1,1,4,−5 + f−1,5,−2,−1 + f3,−5,2,1 + f−3,5,0,−1
+ f1,−5,4,1 + f−3,−1,0,5)
− 7(f3,−3,6,−5 + f3,−5,6,−3 + f−1,−3,6,−1 + f−5,1,2,3 + f−1,−1,6,−3 + f−5,3,2,1
+ f−5,3,−2,5 + f−5,5,−2,3)
)
(C.81)
The associated weight mask is shown in figure C.81.



















































Figure C.81: Weight mask for c2030. The associated domain point is shown in





67137f1,1,0,−1 + 32203f1,−1,0,1 + 24163(f−1,1,2,−1 + f−1,3,−2,1)
+ 10983(f−1,−1,2,1 + f−1,1,−2,3)− 4753f1,−3,0,3 + 4341f−3,3,0,1
− 3857f1,3,0,−3 − 3415(f−3,1,4,−1 + f−3,5,−4,3)− 2340(f1,1,−4,3 + f1,−3,4,−1)
− 1902f−3,1,0,3 − 1428f−3,5,0,−1 − 1344f5,−1,0,−3
− 1317(f1,3,−4,1 + f1,−1,4,−3)− 1149(f−1,5,−2,−1 + f−1,3,2,−3)− 957f5,−3,0,−1
− 759(f−3,−1,4,1 + f−3,3,−4,5)− 621(f−1,−3,2,3 + f−1,−1,−2,5)
− 606(f3,3,−2,−3 + f3,1,2,−5) + 249f5,1,0,−5
− 219(f−5,3,2,1 + f−5,5,−2,3 + f1,5,−4,−1 + f1,1,4,−5)− 191(f3,−1,2,−3 + f3,1,−2,−1)
− 183f−3,−1,0,5 + 158f1,5,0,−5 + 141(f3,−3,2,−1 + f3,−1,−2,1)
− 117(f−5,1,2,3 + f−5,3,−2,5)− 46(f5,1,−4,−1 + f5,−3,4,−5)
)
(C.82)
The associated weight mask is shown in figure C.82.

















































Figure C.82: Weight mask for c1400. The associated domain point is shown in





484680f1,1,0,−1 + 288236f1,−1,0,1 + 224780f−1,1,2,−1
+ 159596f−1,3,−2,1 + 131226f−1,−1,2,1 + 80718f−1,1,−2,3
− 42056f1,−3,0,3 − 36328f1,3,0,−3 − 30812f−3,1,4,−1
+ 24954f−3,3,0,1 − 24003f1,−3,4,−1 + 22328f3,−1,2,−3
− 20648f−3,5,−4,3 − 19038f1,3,−4,1 − 18219f1,1,−4,3
− 13083f−3,1,0,3 − 12894f5,−1,0,−3 − 12726f−1,5,−2,−1
− 10959f5,−3,0,−1 − 10554f1,−1,4,−3 − 10152f−3,−1,4,1
− 9411f−3,5,0,−1 − 9196f3,1,−2,−1 − 8220f−1,−3,2,3 + 7914f3,−3,2,−1
− 7866f−1,3,2,−3 − 6324f−3,3,−4,5 − 5370f3,1,2,−5 + 4290f3,−1,−2,1
− 4116f−1,−1,−2,5 − 3435f1,1,4,−5 − 2372f5,−3,4,−5 − 2028f−3,−1,0,5
− 1788f−5,5,−2,3 − 1512f−5,3,2,1 + 1245f5,1,0,−5 − 1104f−5,1,2,3




The associated weight mask is shown in figure C.83.
B-coefficient c1013 is computed using (1, 3)-symmetry.
















































Figure C.83: Weight mask for c1310. The associated domain point is shown in





216132f1,1,0,−1 + 159424f1,−1,0,1 + 95536(f−1,1,2,−1 + f−1,3,−2,1)
+ 62040(f−1,−1,2,1 + f−1,1,−2,3)− 23044f1,−3,0,3 − 20900f1,3,0,−3
− 12070(f−3,1,4,−1 + f−3,5,−4,3)− 11751(f1,1,−4,3 + f1,−3,4,−1)
− 9528(f1,−1,4,−3 + f1,3,−4,1) + 7590f−3,3,0,1 − 7518f5,−1,0,−3
+ 7330(f3,−1,2,−3 + f3,1,−2,−1)− 7131f5,−3,0,−1 − 5700(f−1,5,−2,−1 + f−1,3,2,−3)
+ 5538(f3,−3,2,−1 + f3,−1,−2,1)− 5475f−3,1,0,3 − 5202(f−3,−1,4,1 + f−3,3,−4,5)
− 3699f−3,5,0,−1 − 3684(f−1,−1,−2,5 + f−1,−3,2,3)− 1296f−3,−1,0,5
− 804(f3,3,−2,−3 + f3,1,2,−5)− 774(f−5,3,2,1 + f−5,5,−2,3)
− 760(f5,1,−4,−1 + f5,−3,4,−5)− 570(f−5,1,2,3 + f−5,3,−2,5)
− 417(f1,5,−4,−1 + f1,1,4,−5) + 260f1,5,0,−5 + 249f5,1,0,−5
)
(C.84)
The associated weight mask is shown in figure C.84.

















































Figure C.84: Weight mask for c1301. The associated domain point is shown in





212136f1,1,0,−1 + 159124f1,−1,0,1 + 124900f−1,1,2,−1
+ 90126f−1,−1,2,1 + 59008f−1,3,−2,1 + 35142f−1,1,−2,3
− 21400f1,−3,0,3 + 20344f3,−1,2,−3 − 17384f1,3,0,−3
− 16192f−3,1,4,−1 − 12435f1,−3,4,−1 + 9342f−3,3,0,1 − 8970f1,3,−4,1
− 8583f1,1,−4,3 − 8196f−3,−1,4,1 + 7542f3,−3,2,−1 − 7108f−3,5,−4,3
− 6540f−1,−3,2,3 − 6438f5,−1,0,−3 − 6051f5,−3,0,−1 − 5840f3,1,−2,−1
− 5238f−1,5,−2,−1 − 4827f−3,1,0,3 − 4758f−1,3,2,−3 − 4515f−3,5,0,−1
− 3762f1,−1,4,−3 − 3288f−3,3,−4,5 − 2946f3,1,2,−5 − 2559f1,1,4,−5
− 2188f5,−3,4,−5 − 1632f−1,−1,−2,5 − 1296f−3,−1,0,5 − 912f−5,5,−2,3
− 636(f−5,1,2,3 + f−5,3,2,1)− 504f−5,3,−2,5 − 408f5,−5,4,−3
+ 260(f5,1,−4,−1 + f1,5,0,−5) + 249(f5,1,0,−5 + f1,5,−4,−1)− 138f3,3,−2,−3
− 132(f3,−5,2,1 + f1,−5,4,1)− 78f3,−1,−2,1
)
(C.85)
The associated weight mask is shown in figure C.85.
B-coefficient c1022 is computed using (1, 3)-symmetry.




















































Figure C.85: Weight mask for c1220. The associated domain point is shown in





399516f1,1,0,−1 + 342808f1,−1,0,1 + 210904f−1,1,2,−1
+ 173838f−1,−1,2,1 + 144304f−1,3,−2,1 + 114378f−1,1,−2,3
− 46396f1,−3,0,3 − 44252f1,3,0,−3 + 26812f3,−1,2,−3
− 24819f1,−3,4,−1 − 24736f−3,1,4,−1 − 22899f1,1,−4,3
− 22602f1,3,−4,1 − 20670f1,−1,4,−3 + 20406f3,−3,2,−1
− 16860f−3,−1,4,1 − 16732f−3,5,−4,3 − 16110f5,−1,0,−3
− 15723f5,−3,0,−1 − 12726f−1,3,2,−3 − 11616f−1,−3,2,3
− 10872f−3,3,−4,5 − 8826f−1,5,−2,−1 + 8790f3,−1,−2,1 + 7014f−3,3,0,1
− 6051f−3,1,0,3 + 5968f3,1,−2,−1 − 5955f−3,5,0,−1 − 5904f−1,−1,−2,5
− 3552f−3,−1,0,5 − 2188f5,−3,4,−5 − 1602f3,1,2,−5 − 1584f−5,5,−2,3
− 1308(f−5,3,2,1 + f−5,1,2,3)− 1215f1,1,4,−5 − 1176f−5,3,−2,5
− 816f5,−5,4,−3 − 270f3,3,−2,−3 − 264(f3,−5,2,1 + f1,−5,4,1) + 260f1,5,0,−5
+ 249f5,1,0,−5 − 148f5,1,−4,−1 + 117f1,5,−4,−1
)
(C.86)
The associated weight mask is shown in figure C.86.





















































Figure C.86: Weight mask for c1211. The associated domain point is shown in






+ 6839(f−1,−1,2,1 + f−1,1,2,−1 + f−1,1,−2,3 + f−1,3,−2,1)
− 1946(f1,−3,0,3 + f1,3,0,−3)
− 1009(f1,−1,4,−3 + f1,1,−4,3 + f1,3,−4,1 + f1,−3,4,−1)
+ 755(f3,1,−2,−1 + f3,−3,2,−1 + f3,−1,2,−3 + f3,−1,−2,1)
− 722(f−3,5,−4,3 + f−3,3,−4,5 + f−3,−1,4,1 + f−3,1,4,−1)− 716(f5,−1,0,−3 + f5,−3,0,−1)
− 423(f−1,5,−2,−1 + f−1,3,2,−3 + f−1,−3,2,3 + f−1,−1,−2,5)− 188(f−3,−1,0,5 + f−3,5,0,−1)
− 56(f−5,1,2,3 + f−5,3,2,1 + f−5,3,−2,5 + f−5,5,−2,3)− 48(f−3,3,0,1 + f−3,1,0,3)
− 34(f5,1,−4,−1 + f5,−3,4,−5 + f5,−1,−4,1 + f5,−5,4,−3)
− 11(f3,−5,2,1 + f3,3,−2,−3 + f3,−3,−2,3 + f3,1,2,−5 + f1,−1,−4,5 + f1,1,4,−5
+ f1,5,−4,−1 + f1,−5,4,1)
)
(C.87)
The associated weight mask is shown in figure C.87.





















































Figure C.87: Weight mask for c1202. The associated domain point is shown in





31286f1,1,0,−1 + 28298f1,−1,0,1 + 22154f−1,1,2,−1
+ 18998f−1,−1,2,1 + 6377f−1,3,−2,1 + 4609f−1,1,−2,3 + 3863f3,−1,2,−3
− 3304f1,−3,0,3 − 2728f1,3,0,−3 − 2680f−3,1,4,−1 + 2095f3,−3,2,−1
− 1960f−3,−1,4,1 − 1432f−1,−3,2,3 − 1367f1,−3,4,−1 − 1240f3,1,−2,−1
− 1144f−1,3,2,−3 − 1105(f1,1,−4,3 + f1,3,−4,1) + 959f−3,3,0,1
− 895(f5,−1,0,−3 + f5,−3,0,−1)− 808f3,−1,−2,1 − 750f−3,5,−4,3
− 592(f−1,5,−2,−1 + f−3,5,0,−1)− 512f−3,3,−4,5 − 456f5,−3,4,−5
− 448(f3,1,2,−5 + f1,1,4,−5)− 280(f−3,−1,0,5 + f−1,−1,−2,5)− 233f−3,1,0,3
− 218f5,−5,4,−3 − 175f1,−1,4,−3 − 138f−5,5,−2,3 − 136(f3,−5,2,1 + f1,−5,4,1)
− 104f−5,3,−2,5 − 103(f−5,1,2,3 + f−5,3,2,1)− 48f3,−3,6,−5
− 25(f−1,−1,6,−3 + f−1,−3,6,−1)− 14f3,−5,6,−3
)
(C.88)
The associated weight mask is shown in figure C.88.




















































Figure C.88: Weight mask for c1130. The associated domain point is shown in















































Figure C.89: Weight mask for c1121. The associated domain point is shown in





30446(f1,1,0,−1 + f1,−1,0,1) + 18598(f−1,−1,2,1 + f−1,1,2,−1)
+ 8093(f−1,1,−2,3 + f−1,3,−2,1)− 3546(f1,−3,0,3 + f1,3,0,−3)
+ 2571(f3,−3,2,−1 + f3,−1,2,−3)− 2054(f−3,1,4,−1 + f−3,−1,4,1)
− 1584(f1,1,−4,3 + f1,3,−4,1)− 1583(f1,−3,4,−1 + f1,−1,4,−3)
− 1250(f−1,3,2,−3 + f−1,−3,2,3)− 1162(f5,−3,0,−1 + f5,−1,0,−3)
− 888(f−3,5,−4,3 + f−3,3,−4,5)− 449(f−1,5,−2,−1 + f−1,−1,−2,5)
− 393(f−3,−1,0,5 + f−3,5,0,−1)− 238(f5,−5,4,−3 + f5,−3,4,−5)
+ 143(f−3,3,0,1 + f−3,1,0,3)− 134(f3,1,−2,−1 + f3,−1,−2,1)
− 133(f3,1,2,−5 + f3,−5,2,1 + f1,−5,4,1 + f1,1,4,−5)− 118(f−5,3,−2,5 + f−5,5,−2,3)
− 106(f−5,1,2,3 + f−5,3,2,1)
)
(C.89)
The associated weight mask is shown in figure C.89.



















































Figure C.90: Weight mask for c1040. The associated domain point is shown in





7166(f1,1,0,−1 + f1,−1,0,1) + 5630(f−1,−1,2,1 + f−1,1,2,−1)
+ 836(f−1,1,−2,3 + f3,−3,2,−1 + f3,−1,2,−3 + f−1,3,−2,1)− 658(f1,−3,0,3 + f1,3,0,−3)
− 622(f−3,1,4,−1 + f−3,−1,4,1)− 406(f3,−1,−2,1 + f3,1,−2,−1)
− 370(f−1,3,2,−3 + f−1,−3,2,3)− 181(f5,−3,0,−1 + f1,3,−4,1 + f5,−1,0,−3 + f1,1,−4,3)
− 103(f−1,−1,−2,5 + f3,−5,2,1 + f−3,5,0,−1 + f3,1,2,−5 + f1,1,4,−5 + f−3,−1,0,5
+ f−1,5,−2,−1 + f1,−5,4,1)
− 99(f5,−5,4,−3 + f5,−3,4,−5 + f−3,5,−4,3 + f−3,3,−4,5)
+ 96(f−3,1,0,3 + f−3,3,0,1 + f1,−3,4,−1 + f1,−1,4,−3)
− 31(f3,−3,6,−5 + f3,−5,6,−3 + f−5,3,−2,5 + f−5,5,−2,3)
− 25(f−1,−3,6,−1 + f−5,1,2,3 + f−5,3,2,1 + f−1,−1,6,−3)
)
(C.90)





83712f1,1,0,−1 + 37028(f−1,1,2,−1 + f1,−1,0,1 + f−1,3,−2,1)
+ 12902(f−1,−1,2,1 + f−1,1,−2,3 + f−3,3,0,1)
− 5228(f−3,5,−4,3 + f1,−3,0,3 + f−3,1,4,−1)
− 2711(f−3,5,0,−1 + f1,1,−4,3 + f1,−3,4,−1)
− 1948(f3,1,−2,−1 + f3,−1,2,−3 + f1,3,0,−3)− 1671f−3,1,0,3
− 1226(f3,−3,2,−1 + f3,−1,−2,1 + f−1,5,−2,−1 + f1,3,−4,1 + f−1,3,2,−3 + f1,−1,4,−3)
− 986(f3,1,2,−5 + f5,−1,0,−3 + f3,3,−2,−3)
− 864(f−3,3,−4,5 + f−5,5,−2,3 + f−5,3,2,1 + f−1,−1,−2,5 + f−1,−3,2,3 + f−3,−1,4,1)
− 599(f1,5,−4,−1 + f1,1,4,−5 + f5,−3,0,−1)− 256(f−5,1,2,3 + f−5,3,−2,5 + f−3,−1,0,5)
+ 249f5,1,0,−5 − 12(f5,1,−4,−1 + f1,5,0,−5 + f5,−3,4,−5)
)
(C.91)
The associated weight mask is shown in figure C.91.

















































Figure C.91: Weight mask for c0500. The associated domain point is shown





116862f1,1,0,−1 + 62758(f−1,1,2,−1 + f1,−1,0,1) + 46678f−1,3,−2,1
+ 30024f−1,−1,2,1 + 16740(f−1,1,−2,3 + f−3,3,0,1)
− 8854(f−3,1,4,−1 + f1,−3,0,3)− 6178f−3,5,−4,3 − 5462(f3,1,−2,−1 + f1,3,0,−3)
− 5277f1,−3,4,−1 − 3960(f1,3,−4,1 + f−1,5,−2,−1)− 3453(f−3,5,0,−1 + f1,1,−4,3)
− 2154(f−1,−3,2,3 + f−3,−1,4,1) + 1870f3,−1,2,−3 − 1746(f5,−1,0,−3 + f3,1,2,−5)
− 1380(f3,−3,2,−1 + f1,−1,4,−3)− 1359(f5,−3,0,−1 + f1,1,4,−5)
− 1350(f−5,5,−2,3 + f−3,3,−4,5)− 1209f−3,1,0,3 − 1074(f−5,3,2,1 + f−1,−1,−2,5)
− 1044(f3,−1,−2,1 + f−1,3,2,−3)− 534(f−3,−1,0,5 + f−5,1,2,3)− 402f−5,3,−2,5
− 352f5,−3,4,−5 − 270f3,3,−2,−3 + 249f5,1,0,−5 + 117f1,5,−4,−1
+ 56(f1,5,0,−5 + f5,1,−4,−1)
)
(C.92)
The associated weight mask is shown in figure C.92.
B-coefficient c0014 is computed using (1, 3)-symmetry.
















































Figure C.92: Weight mask for c0410. The associated domain point is shown





216312f1,1,0,−1 + 139948f1,−1,0,1 + 107788(f−1,1,2,−1 + f−1,3,−2,1)
+ 54822(f−1,−1,2,1 + f−1,1,−2,3) + 28254f−3,3,0,1 − 19732f1,−3,0,3
− 16004f1,3,0,−3 − 14380(f−3,5,−4,3 + f−3,1,4,−1)
− 9327(f1,1,−4,3 + f1,−3,4,−1)− 7002(f1,−1,4,−3 + f1,3,−4,1)
− 6330(f−1,3,2,−3 + f−1,5,−2,−1)− 5679f−3,5,0,−1 − 4416(f−3,3,−4,5 + f−3,−1,4,1)
− 4026f5,−1,0,−3 − 3864(f−1,−3,2,3 + f−1,−1,−2,5)− 3639f5,−3,0,−1
− 2256(f−5,3,2,1 + f−5,5,−2,3)− 1368f−3,−1,0,5 − 1340(f3,−1,2,−3 + f3,1,−2,−1)
− 1170(f3,−3,2,−1 + f3,−1,−2,1)− 1104(f−5,1,2,3 + f−5,3,−2,5)
− 1074(f3,1,2,−5 + f3,3,−2,−3)− 687(f1,5,−4,−1 + f1,1,4,−5)
− 556(f5,1,−4,−1 + f5,−3,4,−5) + 260f1,5,0,−5 + 249f5,1,0,−5 + 177f−3,1,0,3
)
(C.93)
The associated weight mask is shown in figure C.93.

















































Figure C.93: Weight mask for c0401. The associated domain point is shown





209400f1,1,0,−1 + 138580(f−1,1,2,−1 + f1,−1,0,1) + 85998f−1,−1,2,1
+ 70084f−1,3,−2,1 + 29262(f−1,1,−2,3 + f−3,3,0,1)
− 18292(f−3,1,4,−1 + f1,−3,0,3) + 12676f3,−1,2,−3 − 12327f1,−3,4,−1
− 11756(f1,3,0,−3 + f3,1,−2,−1)− 8596f−3,5,−4,3
− 7626(f1,3,−4,1 + f−1,5,−2,−1)− 7032(f−1,−3,2,3 + f−3,−1,4,1)
− 6903(f1,1,−4,3 + f−3,5,0,−1)− 4026(f3,1,2,−5 + f5,−1,0,−3)
− 3639(f1,1,4,−5 + f5,−3,0,−1)− 2808(f−3,3,−4,5 + f−5,5,−2,3)
− 2730(f3,−1,−2,1 + f−1,3,2,−3)− 1704(f−5,3,2,1 + f−1,−1,−2,5)− 1372f5,−3,4,−5
− 1368(f−3,−1,0,5 + f−5,1,2,3)− 1194(f3,−3,2,−1 + f1,−1,4,−3)− 840f−5,3,−2,5




The associated weight mask is shown in figure C.94.
B-coefficient c0023 is computed using (1, 3)-symmetry.
















































Figure C.94: Weight mask for c0320. The associated domain point is shown





401568f1,1,0,−1 + 303412f1,−1,0,1 + 239956f−1,1,2,−1
+ 167284f−1,3,−2,1 + 160866f−1,−1,2,1 + 100530f−1,1,−2,3
+ 44766f−3,3,0,1 − 41188f1,−3,0,3 − 36164f1,3,0,−3
− 29944f−3,1,4,−1 − 21759f1,−3,4,−1 − 21256f−3,5,−4,3
− 18366f1,3,−4,1 − 18207f1,1,−4,3 − 15822f1,−1,4,−3
− 14460f−3,−1,4,1 − 13926f−1,3,2,−3 − 12528f−1,−3,2,3
− 12054f−1,5,−2,−1 + 10504f3,−1,2,−3 − 9666f5,−1,0,−3 − 9399f−3,5,0,−1
− 9279f5,−3,0,−1 − 9228f−3,3,−4,5 − 9032f3,1,−2,−1 + 7305f−3,1,0,3
− 6192f−1,−1,−2,5 − 4692f−5,5,−2,3 − 3768f−3,−1,0,5 − 3588f−5,3,2,1
− 2844f−5,1,2,3 + 2646f3,−3,2,−1 − 2316f−5,3,−2,5 − 2142f3,1,2,−5
− 1780f5,−3,4,−5 − 1770f3,−1,−2,1 − 1755f1,1,4,−5 − 270f3,3,−2,−3
+ 260f1,5,0,−5 + 249f5,1,0,−5 − 148f5,1,−4,−1 + 117f1,5,−4,−1
)
(C.95)
The associated weight mask is shown in figure C.95.

















































Figure C.95: Weight mask for c0311. The associated domain point is shown





15438f1,1,0,−1 + 13622f1,−1,0,1 + 7986(f−1,1,2,−1 + f−1,3,−2,1)
+ 6323(f−1,−1,2,1 + f−1,1,−2,3)− 1788f1,−3,0,3 − 1680f1,3,0,−3
+ 1376f−3,3,0,1 − 935(f−3,5,−4,3 + f−3,1,4,−1)− 888(f1,1,−4,3 + f1,−3,4,−1)
− 841(f1,−1,4,−3 + f1,3,−4,1)− 619(f−3,−1,4,1 + f−3,3,−4,5) + 594f−3,1,0,3
− 555(f−1,5,−2,−1 + f−1,3,2,−3)− 470(f5,−3,0,−1 + f5,−1,0,−3)
− 458(f−1,−3,2,3 + f−1,−1,−2,5)− 310f−3,5,0,−1 − 200f−3,−1,0,5
+ 173(f3,1,−2,−1 + f3,−1,2,−3)− 157(f−5,3,2,1 + f−5,5,−2,3)
+ 134(f3,−3,2,−1 + f3,−1,−2,1)− 123(f−5,1,2,3 + f−5,3,−2,5)
− 34(f5,1,−4,−1 + f5,−3,4,−5)− 11(f3,3,−2,−3 + f3,1,2,−5 + f1,5,−4,−1 + f1,1,4,−5)
)
(C.96)
The associated weight mask is shown in figure C.96.
B-coefficient c0203 is computed using (1, 3)-symmetry.














































Figure C.96: Weight mask for c0302. The associated domain point is shown





15484f1,1,0,−1 + 12454(f−1,1,2,−1 + f1,−1,0,1) + 9340f−1,−1,2,1
+ 3912f−1,3,−2,1 + 1943(f−1,1,−2,3 + f−3,3,0,1)− 1499(f−3,1,4,−1 + f1,−3,0,3)
+ 1398f3,−1,2,−3 − 995(f1,3,0,−3 + f3,1,−2,−1)− 872f1,−3,4,−1
− 851(f−3,−1,4,1 + f−1,−3,2,3)− 491(f−1,3,2,−3 + f3,−1,−2,1)
− 467(f1,3,−4,1 + f−3,5,0,−1 + f−1,5,−2,−1 + f1,1,−4,3)− 464f−3,5,−4,3
− 290(f5,−3,0,−1 + f3,1,2,−5 + f1,1,4,−5 + f5,−1,0,−3) + 262f−3,1,0,3
− 226(f−3,3,−4,5 + f−5,5,−2,3)− 170f5,−3,4,−5
− 122(f−5,1,2,3 + f−3,−1,0,5 + f−5,3,2,1 + f−1,−1,−2,5) + 119(f3,−3,2,−1 + f1,−1,4,−3)
− 90f−5,3,−2,5 − 34(f3,−3,6,−5 + f5,−5,4,−3)
− 11(f3,−5,2,1 + f1,−5,4,1 + f−1,−3,6,−1 + f−1,−1,6,−3)
)
(C.97)
The associated weight mask is shown in figure C.97.





15256f1,1,0,−1 + 13594f1,−1,0,1 + 10742f−1,1,2,−1
+ 8996f−1,−1,2,1 + 4835f−1,3,−2,1 + 3603f−1,1,−2,3 − 1674f1,−3,0,3
− 1488f1,3,0,−3 + 1453f−3,3,0,1 − 1240f−3,1,4,−1 − 892f−3,−1,4,1
− 863f1,−3,4,−1 + 759f3,−1,2,−3 − 754f−1,−3,2,3 − 712f−1,3,2,−3
− 666(f1,3,−4,1 + f1,1,−4,3) + 625f−3,1,0,3 − 609f1,−1,4,−3 − 588f−3,5,−4,3
− 526f3,1,−2,−1 − 384f−3,3,−4,5 − 380(f5,−1,0,−3 + f5,−3,0,−1)− 355f−1,5,−2,−1
+ 333f3,−3,2,−1 − 327f−3,5,0,−1 − 322f3,−1,−2,1 − 211f−1,−1,−2,5
− 186f−5,5,−2,3 − 183f−3,−1,0,5 − 128(f−5,1,2,3 + f−5,3,2,1)− 118f−5,3,−2,5
− 102f5,−3,4,−5 − 89(f3,1,2,−5 + f1,1,4,−5)− 34f5,−5,4,−3





















































Figure C.97: Weight mask for c0230. The associated domain point is shown















































Figure C.98: Weight mask for c0221. The associated domain point is shown
in the teterahedron on the right.
The associated weight mask is shown in figure C.98.





14530(f1,1,0,−1 + f1,−1,0,1) + 8594(f−1,−1,2,1 + f−1,1,2,−1)
+ 5715(f−1,1,−2,3 + f−1,3,−2,1)− 1734(f1,−3,0,3 + f1,3,0,−3)
+ 985(f−3,1,0,3 + f−3,3,0,1)− 922(f−3,1,4,−1 + f−3,−1,4,1)
− 889(f1,−1,4,−3 + f1,−3,4,−1)− 840(f1,1,−4,3 + f1,3,−4,1)
− 646(f−1,−3,2,3 + f−1,3,2,−3)− 632(f−3,3,−4,5 + f−3,5,−4,3)
− 470(f5,−3,0,−1 + f5,−1,0,−3) + 389(f3,−3,2,−1 + f3,−1,2,−3)
− 367(f−1,5,−2,−1 + f−1,−1,−2,5)− 255(f−3,−1,0,5 + f−3,5,0,−1)
− 146(f−5,3,−2,5 + f−5,5,−2,3)− 134(f−5,3,2,1 + f−5,1,2,3)
− 82(f3,−1,−2,1 + f3,1,−2,−1)− 34(f5,−3,4,−5 + f5,−5,4,−3)
− 11(f3,−5,2,1 + f3,1,2,−5 + f1,−5,4,1 + f1,1,4,−5)
)
(C.99)















































Figure C.99: Weight mask for c0212. The associated domain point is shown
in the teterahedron on the right.





7166f1,1,0,−1 + 6398(f−1,1,2,−1 + f1,−1,0,1) + 5630f−1,−1,2,1
+ 1064f−1,3,−2,1 + 694(f−1,1,−2,3 + f−3,3,0,1)− 640(f−3,1,4,−1 + f1,−3,0,3)
+ 608f3,−1,2,−3 − 532(f3,1,−2,−1 + f1,3,0,−3)− 496(f−3,−1,4,1 + f−1,−3,2,3)
− 388(f3,−1,−2,1 + f−1,3,2,−3) + 324f−3,1,0,3 + 238(f3,−3,2,−1 + f1,−1,4,−3)
− 160(f1,3,−4,1 + f−3,5,0,−1 + f−1,5,−2,−1 + f1,1,−4,3)− 132f1,−3,4,−1
− 124(f3,1,2,−5 + f5,−3,0,−1 + f5,−1,0,−3 + f1,1,4,−5)− 123f−3,5,−4,3
− 89(f−3,3,−4,5 + f−5,5,−2,3)− 82(f−1,−1,−2,5 + f−3,−1,0,5 + f−5,1,2,3 + f−5,3,2,1)
− 75f5,−3,4,−5 − 55f−5,3,−2,5 − 46(f1,−5,4,1 + f−1,−3,6,−1 + f3,−5,2,1 + f−1,−1,6,−3)
− 41(f3,−3,6,−5 + f5,−5,4,−3)− 7f3,−5,6,−3
)
(C.100)
The associated weight mask is shown in figure C.100.





28346(f1,1,0,−1 + f1,−1,0,1) + 22202(f−1,−1,2,1 + f−1,1,2,−1)
+ 5703(f−1,1,−2,3 + f−1,3,−2,1)− 2878(f1,−3,0,3 + f1,3,0,−3)
− 2254(f−3,1,4,−1 + f−3,−1,4,1) + 2053(f−3,3,0,1 + f−3,1,0,3)
− 1726(f−1,−3,2,3 + f−1,3,2,−3)− 1390(f3,−1,−2,1 + f3,1,−2,−1)
+ 1365(f3,−3,2,−1 + f3,−1,2,−3)− 982(f1,3,−4,1 + f1,1,−4,3)
− 905(f1,−3,4,−1 + f1,−1,4,−3)− 670(f−3,3,−4,5 + f−3,5,−4,3)
− 628(f5,−3,0,−1 + f5,−1,0,−3)− 469(f−3,−1,0,5 + f−1,−1,−2,5 + f−1,5,−2,−1 + f−3,5,0,−1)
− 296(f−5,5,−2,3 + f−5,3,−2,5)− 292(f−5,3,2,1 + f−5,1,2,3)
− 184(f5,−5,4,−3 + f5,−3,4,−5)− 181(f1,1,4,−5 + f3,−5,2,1 + f1,−5,4,1 + f3,1,2,−5)
− 70(f−1,−3,6,−1 + f−1,−1,6,−3)− 14(f3,−5,6,−3 + f3,−3,6,−5)
)
(C.101)




















































Figure C.100: Weight mask for c0140. The associated domain point is shown



















































Figure C.101: Weight mask for c0131. The associated domain point is shown





6398(f1,1,0,−1 + f−1,−1,2,1 + f−1,1,2,−1 + f1,−1,0,1)
− 514(f3,−1,−2,1 + f−3,1,4,−1 + f−3,−1,4,1 + f3,1,−2,−1 + f−1,3,2,−3 + f−1,−3,2,3
+ f1,3,0,−3 + f1,−3,0,3)
+ 466(f−1,1,−2,3 + f3,−3,2,−1 + f−3,3,0,1 + f3,−1,2,−3 + f1,−1,4,−3 + f−3,1,0,3
+ f1,−3,4,−1 + f−1,3,−2,1)
− 103(f−5,3,2,1 + f5,−3,0,−1 + f−5,1,2,3 + f5,−1,0,−3 + f3,−5,2,1 + f−3,5,0,−1
+ f−1,5,−2,−1 + f−1,−1,6,−3 + f1,1,4,−5 + f−1,−1,−2,5 + f3,1,2,−5 + f1,3,−4,1
+ f1,1,−4,3 + f−3,−1,0,5 + f−1,−3,6,−1 + f1,−5,4,1)
− 65(f−5,5,−2,3 + f5,−3,4,−5 + f−5,3,−2,5 + f5,−5,4,−3 + f3,−5,6,−3 + f−3,5,−4,3
+ f3,−3,6,−5 + f−3,3,−4,5)
)
(C.102)
The associated weight mask is shown in figure C.102.



















































Figure C.102: Weight mask for c0050. The associated domain point is shown
in the teterahedron on the right.





6398(f0,2,−1,0 + f0,0,−1,2 + f2,0,1,−2 + f2,−2,1,0)
− 514(f0,−2,−1,4 + f−2,2,−3,4 + f0,4,−1,−2 + f4,−4,3,−2 + f−2,4,−3,2 + f2,2,1,−4
+ f4,−2,3,−4 + f2,−4,1,2)
+ 466(f4,−2,−1,0 + f4,0,−1,−2 + f2,2,−3,0 + f−2,2,1,0 + f2,0,−3,2 + f−2,0,1,2
+ f0,−2,3,0 + f0,0,3,−2)
− 103(f2,−4,5,−2 + f−4,4,−1,2 + f−4,2,−1,4 + f4,2,−1,−4 + f6,−4,1,−2 + f4,−4,−1,2
+ f6,−2,1,−4 + f−2,−2,1,4 + f0,2,3,−4 + f0,2,−5,4 + f0,−4,3,2 + f0,4,−5,2
+ f2,4,−3,−2 + f2,−2,−3,4 + f2,−2,5,−4 + f−2,4,1,−2)
− 65(f−4,2,3,0 + f−2,−2,5,0 + f4,2,−5,0 + f−2,0,5,−2 + f4,0,−5,2 + f6,0,−3,−2
+ f−4,0,3,2 + f6,−2,−3,0)
)
(C.103)





7166f0,2,−1,0 + 6398(f0,0,−1,2 + f2,0,1,−2) + 5630f2,−2,1,0
+ 1064f−2,2,1,0 + 694(f0,0,3,−2 + f−2,0,1,2)− 640(f0,−2,−1,4 + f4,−2,3,−4)
+ 608f2,2,−3,0 − 532(f0,4,−1,−2 + f−2,4,−3,2)− 496(f2,−4,1,2 + f4,−4,3,−2)
− 388(f−2,2,−3,4 + f2,2,1,−4) + 324f0,−2,3,0 + 238(f2,0,−3,2 + f4,0,−1,−2)
− 160(f−2,4,1,−2 + f−4,4,−1,2 + f−4,2,−1,4 + f0,2,3,−4)− 132f4,−2,−1,0
− 124(f2,4,−3,−2 + f4,2,−1,−4 + f0,4,−5,2 + f0,2,−5,4)− 123f−4,2,3,0
− 89(f−2,0,5,−2 + f−4,0,3,2)− 82(f2,−2,5,−4 + f2,−4,5,−2 + f−2,−2,1,4 + f0,−4,3,2)
− 75f4,2,−5,0 − 55f−2,−2,5,0 − 46(f2,−2,−3,4 + f4,−4,−1,2 + f6,−2,1,−4 + f6,−4,1,−2)
− 41(f4,0,−5,2 + f6,0,−3,−2)− 7f6,−2,−3,0
)
(C.104)
The associated weight mask is shown in figure C.104.



















































Figure C.103: Weight mask for c5000. The associated domain point is shown


















































Figure C.104: Weight mask for c4100. The associated domain point is shown






6398(f0,0,−1,2 + f0,2,−1,0 + f2,−2,1,0 + f2,0,1,−2)
+ 922(f−2,0,1,2 + f−2,2,1,0 + f0,−2,3,0 + f0,0,3,−2)
− 514(f0,4,−1,−2 + f4,−2,3,−4 + f4,−4,3,−2 + f−2,4,−3,2 + f0,−2,−1,4 + f2,−4,1,2
+ f2,2,1,−4 + f−2,2,−3,4)
− 139(f−4,4,−1,2 + f−4,2,−1,4 + f2,−2,5,−4 + f2,−4,5,−2 + f−2,4,1,−2 + f−2,−2,1,4
+ f0,2,3,−4 + f0,−4,3,2)
− 113(f−2,−2,5,0 + f−2,0,5,−2 + f−4,0,3,2 + f−4,2,3,0)
− 67(f6,−4,1,−2 + f6,−2,1,−4 + f4,−4,−1,2 + f0,2,−5,4 + f4,2,−1,−4 + f0,4,−5,2
+ f2,4,−3,−2 + f2,−2,−3,4)
− 17(f4,0,−5,2 + f4,2,−5,0 + f6,0,−3,−2 + f6,−2,−3,0)
+ 10(f4,−2,−1,0 + f4,0,−1,−2 + f2,0,−3,2 + f2,2,−3,0)
)
(C.105)


















































Figure C.105: Weight mask for c4010. The associated domain point is shown
in the teterahedron on the right. The black triangle symbolizes the ring
R1(v0).





15484f0,2,−1,0 + 12454(f0,0,−1,2 + f2,0,1,−2) + 9340f2,−2,1,0
+ 3912f−2,2,1,0 + 1943(f0,0,3,−2 + f−2,0,1,2)− 1499(f0,−2,−1,4 + f4,−2,3,−4)
+ 1398f2,2,−3,0 − 995(f−2,4,−3,2 + f0,4,−1,−2)− 872f4,−2,−1,0
− 851(f4,−4,3,−2 + f2,−4,1,2)− 491(f2,2,1,−4 + f−2,2,−3,4)
− 467(f−4,4,−1,2 + f0,2,3,−4 + f−4,2,−1,4 + f−2,4,1,−2)− 464f−4,2,3,0
− 290(f0,4,−5,2 + f4,2,−1,−4 + f0,2,−5,4 + f2,4,−3,−2) + 262f0,−2,3,0
− 226(f−4,0,3,2 + f−2,0,5,−2)− 170f4,2,−5,0
− 122(f2,−4,5,−2 + f2,−2,5,−4 + f−2,−2,1,4 + f0,−4,3,2) + 119(f4,0,−1,−2 + f2,0,−3,2)
− 90f−2,−2,5,0 − 34(f4,0,−5,2 + f6,0,−3,−2)
− 11(f4,−4,−1,2 + f2,−2,−3,4 + f6,−2,1,−4 + f6,−4,1,−2)
)
(C.106)
The associated weight mask is shown in figure C.106.


















































Figure C.106: Weight mask for c3200. The associated domain point is shown






28028f0,2,−1,0 + 24956(f0,0,−1,2 + f2,0,1,−2) + 21884f2,−2,1,0
+ 7150f−2,2,1,0 + 4980(f0,0,3,−2 + f−2,0,1,2) + 2810f0,−2,3,0
− 2572(f0,−2,−1,4 + f4,−2,3,−4)− 2140(f−2,4,−3,2 + f0,4,−1,−2)
− 1996(f4,−4,3,−2 + f2,−4,1,2)− 1564(f2,2,1,−4 + f−2,2,−3,4)− 1282f4,−2,−1,0
− 848f−4,2,3,0 − 811(f−4,4,−1,2 + f−2,4,1,−2 + f0,2,3,−4 + f−4,2,−1,4)
− 610(f−2,0,5,−2 + f−4,0,3,2)− 492(f2,0,−3,2 + f4,0,−1,−2)
− 433(f−2,−2,1,4 + f2,−2,5,−4 + f0,−4,3,2 + f2,−4,5,−2)− 372f−2,−2,5,0
− 313(f2,4,−3,−2 + f4,2,−1,−4 + f0,4,−5,2 + f0,2,−5,4) + 298f2,2,−3,0
− 68f4,2,−5,0 − 67(f2,−2,−3,4 + f4,−4,−1,2 + f6,−2,1,−4 + f6,−4,1,−2)
− 34(f4,0,−5,2 + f6,0,−3,−2)
)
(C.107)
The associated weight mask is shown in figure C.107.





28346(f0,0,−1,2 + f0,2,−1,0) + 22202(f2,0,1,−2 + f2,−2,1,0)
+ 5703(f−2,0,1,2 + f−2,2,1,0)− 2878(f0,4,−1,−2 + f0,−2,−1,4)
− 2254(f4,−4,3,−2 + f4,−2,3,−4) + 2053(f0,−2,3,0 + f0,0,3,−2)
− 1726(f2,−4,1,2 + f2,2,1,−4)− 1390(f−2,4,−3,2 + f−2,2,−3,4)
+ 1365(f2,0,−3,2 + f2,2,−3,0)− 982(f−4,4,−1,2 + f−4,2,−1,4)
− 905(f4,−2,−1,0 + f4,0,−1,−2)− 670(f−4,2,3,0 + f−4,0,3,2)
− 628(f0,4,−5,2 + f0,2,−5,4)− 469(f−2,−2,1,4 + f−2,4,1,−2 + f0,−4,3,2 + f0,2,3,−4)
− 296(f−2,−2,5,0 + f−2,0,5,−2)− 292(f2,−2,5,−4 + f2,−4,5,−2)
− 184(f4,0,−5,2 + f4,2,−5,0)− 181(f4,2,−1,−4 + f2,4,−3,−2 + f4,−4,−1,2 + f2,−2,−3,4)
− 70(f6,−2,1,−4 + f6,−4,1,−2)− 14(f6,0,−3,−2 + f6,−2,−3,0)
)
(C.108)

















































Figure C.107: Weight mask for c3110. The associated domain point is shown



















































Figure C.108: Weight mask for c3101. The associated domain point is shown
in the teterahedron on the right. The black triangle symbolizes the ring
R2(v0).















































Figure C.109: Weight mask for c3020. The associated domain point is shown






1520(f0,2,−1,0 + f0,0,−1,2 + f2,0,1,−2 + f2,−2,1,0)
+ 392(f0,0,3,−2 + f0,−2,3,0 + f−2,0,1,2 + f−2,2,1,0)
− 130(f2,2,1,−4 + f4,−2,3,−4 + f−2,4,−3,2 + f2,−4,1,2 + f4,−4,3,−2 + f−2,2,−3,4
+ f0,4,−1,−2 + f0,−2,−1,4)
− 64(f2,0,−3,2 + f2,2,−3,0 + f4,−2,−1,0 + f4,0,−1,−2)
− 48(f−4,2,3,0 + f−2,−2,5,0 + f−2,0,5,−2 + f−4,0,3,2)
− 43(f0,2,3,−4 + f−4,4,−1,2 + f−4,2,−1,4 + f2,−4,5,−2 + f−2,−2,1,4 + f−2,4,1,−2
+ f2,−2,5,−4 + f0,−4,3,2)
− 7(f4,−4,−1,2 + f6,−2,1,−4 + f6,−4,1,−2 + f4,2,−1,−4 + f2,4,−3,−2 + f2,−2,−3,4
+ f0,4,−5,2 + f0,2,−5,4)
)
(C.109)





209400f0,2,−1,0 + 138580(f0,0,−1,2 + f2,0,1,−2) + 85998f2,−2,1,0
+ 70084f−2,2,1,0 + 29262(f0,0,3,−2 + f−2,0,1,2)
− 18292(f0,−2,−1,4 + f4,−2,3,−4) + 12676f2,2,−3,0 − 12327f4,−2,−1,0
− 11756(f−2,4,−3,2 + f0,4,−1,−2)− 8596f−4,2,3,0
− 7626(f−4,4,−1,2 + f−2,4,1,−2)− 7032(f4,−4,3,−2 + f2,−4,1,2)
− 6903(f−4,2,−1,4 + f0,2,3,−4)− 4026(f0,4,−5,2 + f2,4,−3,−2)
− 3639(f4,2,−1,−4 + f0,2,−5,4)− 2808(f−2,0,5,−2 + f−4,0,3,2)
− 2730(f−2,2,−3,4 + f2,2,1,−4)− 1704(f2,−2,5,−4 + f−2,−2,1,4)− 1372f4,2,−5,0
− 1368(f2,−4,5,−2 + f0,−4,3,2)− 1194(f4,0,−1,−2 + f2,0,−3,2)− 840f−2,−2,5,0



















































Figure C.110: Weight mask for c2300. The associated domain point is shown
in the teterahedron on the right. The black triangle symbolizes the ring
R3(v0).
The associated weight mask is shown in figure C.110.





15028f0,2,−1,0 + 11882(f0,0,−1,2 + f2,0,1,−2) + 8652f2,−2,1,0
+ 5758f−2,2,1,0 + 3113(f0,0,3,−2 + f−2,0,1,2)− 1415(f0,−2,−1,4 + f4,−2,3,−4)
− 1019(f0,4,−1,−2 + f−2,4,−3,2) + 988f0,−2,3,0 − 854f4,−2,−1,0
− 795(f4,−4,3,−2 + f2,−4,1,2)− 712f−4,2,3,0 − 554(f−4,4,−1,2 + f−2,4,1,−2)
− 543(f2,2,1,−4 + f−2,2,−3,4)− 526(f0,2,3,−4 + f−4,2,−1,4)
− 395(f2,0,−3,2 + f4,0,−1,−2)− 344(f−2,0,5,−2 + f−4,0,3,2)
− 217(f2,−2,5,−4 + f−2,−2,1,4)− 189(f2,−4,5,−2 + f0,−4,3,2)
− 179(f2,4,−3,−2 + f0,4,−5,2 + f4,2,−1,−4 + f0,2,−5,4)− 146f−2,−2,5,0
+ 120f2,2,−3,0 − 34f4,2,−5,0
)
(C.111)
The associated weight mask is shown in figure C.111.











































Figure C.111: Weight mask for c2210. The associated domain point is shown






15256f0,2,−1,0 + 13594f0,0,−1,2 + 10742f2,0,1,−2
+ 8996f2,−2,1,0 + 4835f−2,2,1,0 + 3603f−2,0,1,2 − 1674f0,−2,−1,4
− 1488f0,4,−1,−2 + 1453f0,0,3,−2 − 1240f4,−2,3,−4 − 892f4,−4,3,−2
− 863f4,−2,−1,0 + 759f2,2,−3,0 − 754f2,−4,1,2 − 712f2,2,1,−4
− 666(f−4,4,−1,2 + f−4,2,−1,4) + 625f0,−2,3,0 − 609f4,0,−1,−2 − 588f−4,2,3,0
− 526f−2,4,−3,2 − 384f−4,0,3,2 − 380(f0,4,−5,2 + f0,2,−5,4)− 355f−2,4,1,−2
+ 333f2,0,−3,2 − 327f0,2,3,−4 − 322f−2,2,−3,4 − 211f−2,−2,1,4
− 186f−2,0,5,−2 − 183f0,−4,3,2 − 128(f2,−2,5,−4 + f2,−4,5,−2)− 118f−2,−2,5,0
− 102f4,2,−5,0 − 89(f4,2,−1,−4 + f2,4,−3,−2)− 34f4,0,−5,2
− 11(f4,−4,−1,2 + f2,−2,−3,4)
)
(C.112)
The associated weight mask is shown in figure C.112.





3310f0,2,−1,0 + 2897(f0,0,−1,2 + f2,0,1,−2) + 2484f2,−2,1,0
+ 1302f−2,2,1,0 + 977(f0,0,3,−2 + f−2,0,1,2) + 652f0,−2,3,0
− 302(f0,−2,−1,4 + f4,−2,3,−4)− 275(f0,4,−1,−2 + f−2,4,−3,2)
− 237(f4,−4,3,−2 + f2,−4,1,2)− 210(f2,2,1,−4 + f−2,2,−3,4)− 180f4,−2,−1,0
− 158f−4,2,3,0 − 157(f2,0,−3,2 + f4,0,−1,−2)− 134f2,2,−3,0
− 119(f−4,4,−1,2 + f−2,4,1,−2)− 117(f−2,0,5,−2 + f−4,0,3,2)
− 112(f0,2,3,−4 + f−4,2,−1,4)− 82(f2,−2,5,−4 + f−2,−2,1,4)− 76f−2,−2,5,0
− 75(f2,−4,5,−2 + f0,−4,3,2)− 14(f2,4,−3,−2 + f0,4,−5,2 + f4,2,−1,−4 + f0,2,−5,4)
)
(C.113)














































Figure C.112: Weight mask for c2201. The associated domain point is shown











































Figure C.113: Weight mask for c2120. The associated domain point is shown
in the teterahedron on the right. The black triangle symbolizes the ring
R3(v0).
The associated weight mask is shown in figure C.113.















































Figure C.114: Weight mask for c2111. The associated domain point is shown






27254(f0,2,−1,0 + f0,0,−1,2) + 20878(f2,−2,1,0 + f2,0,1,−2)
+ 8783(f−2,2,1,0 + f−2,0,1,2) + 4013(f0,0,3,−2 + f0,−2,3,0)
− 2778(f0,−2,−1,4 + f0,4,−1,−2)− 2210(f4,−4,3,−2 + f4,−2,3,−4)
− 1682(f2,2,1,−4 + f2,−4,1,2)− 1562(f−2,2,−3,4 + f−2,4,−3,2)
− 1361(f4,−2,−1,0 + f4,0,−1,−2)− 1080(f−4,4,−1,2 + f−4,2,−1,4)
− 1056(f−4,2,3,0 + f−4,0,3,2)− 683(f−2,−2,1,4 + f−2,4,1,−2)
− 627(f0,2,3,−4 + f0,−4,3,2)− 490(f−2,−2,5,0 + f−2,0,5,−2)
− 406(f2,−4,5,−2 + f2,−2,5,−4)− 387(f2,0,−3,2 + f2,2,−3,0)
− 358(f0,2,−5,4 + f0,4,−5,2)− 67(f2,4,−3,−2 + f4,2,−1,−4 + f2,−2,−3,4 + f4,−4,−1,2)
− 34(f4,0,−5,2 + f4,2,−5,0)
)
(C.114)





459(f0,2,−1,0 + f0,0,−1,2 + f2,0,1,−2 + f2,−2,1,0)
+ 195(f0,0,3,−2 + f0,−2,3,0 + f−2,0,1,2 + f−2,2,1,0)
− 42(f4,−4,3,−2 + f4,−2,3,−4 + f−2,4,−3,2 + f2,−4,1,2 + f−2,2,−3,4 + f2,2,1,−4
+ f0,−2,−1,4 + f0,4,−1,−2)
− 31(f2,2,−3,0 + f2,0,−3,2 + f4,0,−1,−2 + f4,−2,−1,0)
− 23(f−2,0,5,−2 + f−2,−2,5,0 + f−4,2,3,0 + f−4,0,3,2)
− 18(f2,−4,5,−2 + f−4,4,−1,2 + f0,2,3,−4 + f−4,2,−1,4 + f−2,−2,1,4 + f0,−4,3,2
+ f−2,4,1,−2 + f2,−2,5,−4)
)
(C.115)
The associated weight mask is shown in figure C.115.






































Figure C.115: Weight mask for c2030. The associated domain point is shown






116862f0,2,−1,0 + 62758(f0,0,−1,2 + f2,0,1,−2) + 46678f−2,2,1,0
+ 30024f2,−2,1,0 + 16740(f0,0,3,−2 + f−2,0,1,2)
− 8854(f0,−2,−1,4 + f4,−2,3,−4)− 6178f−4,2,3,0 − 5462(f−2,4,−3,2 + f0,4,−1,−2)
− 5277f4,−2,−1,0 − 3960(f−4,4,−1,2 + f−2,4,1,−2)− 3453(f−4,2,−1,4 + f0,2,3,−4)
− 2154(f4,−4,3,−2 + f2,−4,1,2) + 1870f2,2,−3,0 − 1746(f0,4,−5,2 + f2,4,−3,−2)
− 1380(f2,0,−3,2 + f4,0,−1,−2)− 1359(f0,2,−5,4 + f4,2,−1,−4)
− 1350(f−4,0,3,2 + f−2,0,5,−2)− 1209f0,−2,3,0 − 1074(f2,−2,5,−4 + f−2,−2,1,4)
− 1044(f−2,2,−3,4 + f2,2,1,−4)− 534(f2,−4,5,−2 + f0,−4,3,2)− 402f−2,−2,5,0
− 352f4,2,−5,0 − 270f−2,6,−3,0 + 249f0,6,−5,0 + 117f−4,6,−1,0
+ 56(f0,6,−1,−4 + f−4,6,−5,4)
)
(C.116)
The associated weight mask is shown in figure C.116.





32028f0,2,−1,0 + 22184(f0,0,−1,2 + f2,0,1,−2) + 16200f−2,2,1,0
+ 12478f2,−2,1,0 + 7231(f0,0,3,−2 + f−2,0,1,2)
− 2879(f0,−2,−1,4 + f4,−2,3,−4)− 2110f−4,2,3,0 − 1807(f−2,4,−3,2 + f0,4,−1,−2)
− 1572f4,−2,−1,0 + 1296f0,−2,3,0 − 1264(f−2,4,1,−2 + f−4,4,−1,2)
− 1150(f−4,2,−1,4 + f0,2,3,−4)− 1077(f4,−4,3,−2 + f2,−4,1,2)
− 899(f2,0,−3,2 + f4,0,−1,−2)− 853(f−2,2,−3,4 + f2,2,1,−4)
− 692(f−2,0,5,−2 + f−4,0,3,2)− 531(f2,−2,5,−4 + f−2,−2,1,4)− 362f2,2,−3,0
− 323(f2,−4,5,−2 + f0,−4,3,2)− 313(f2,4,−3,−2 + f4,2,−1,−4 + f0,4,−5,2 + f0,2,−5,4)
− 246f−2,−2,5,0 − 68f4,2,−5,0 − 34(f0,6,−1,−4 + f−4,6,−5,4)


















































Figure C.116: Weight mask for c1400. The associated domain point is shown















































Figure C.117: Weight mask for c1310. The associated domain point is shown
in the teterahedron on the right. The black triangle symbolizes the ring
R4(v0).
The associated weight mask is shown in figure C.117.
B-coefficient c1013 is computed using (1, 3)-symmetry.















































Figure C.118: Weight mask for c1301. The associated domain point is shown






401568f0,2,−1,0 + 303412f0,0,−1,2 + 239956f2,0,1,−2
+ 167284f−2,2,1,0 + 160866f2,−2,1,0 + 100530f−2,0,1,2
+ 44766f0,0,3,−2 − 41188f0,−2,−1,4 − 36164f0,4,−1,−2
− 29944f4,−2,3,−4 − 21759f4,−2,−1,0 − 21256f−4,2,3,0
− 18366f−4,4,−1,2 − 18207f−4,2,−1,4 − 15822f4,0,−1,−2
− 14460f4,−4,3,−2 − 13926f2,2,1,−4 − 12528f2,−4,1,2
− 12054f−2,4,1,−2 + 10504f2,2,−3,0 − 9666f0,4,−5,2 − 9399f0,2,3,−4
− 9279f0,2,−5,4 − 9228f−4,0,3,2 − 9032f−2,4,−3,2 + 7305f0,−2,3,0
− 6192f−2,−2,1,4 − 4692f−2,0,5,−2 − 3768f0,−4,3,2 − 3588f2,−2,5,−4
− 2844f2,−4,5,−2 + 2646f2,0,−3,2 − 2316f−2,−2,5,0 − 2142f2,4,−3,−2
− 1780f4,2,−5,0 − 1770f−2,2,−3,4 − 1755f4,2,−1,−4 − 270f−2,6,−3,0
+ 260f0,6,−1,−4 + 249f0,6,−5,0 − 148f−4,6,−5,4 + 117f−4,6,−1,0
)
(C.118)
The associated weight mask is shown in figure C.118.











































Figure C.119: Weight mask for c1220. The associated domain point is shown






14203f0,2,−1,0 + 10811(f0,0,−1,2 + f2,0,1,−2) + 7587f−2,2,1,0
+ 7455f2,−2,1,0 + 4583(f0,0,3,−2 + f−2,0,1,2) + 2095f0,−2,3,0
− 1241(f0,−2,−1,4 + f4,−2,3,−4)− 1085(f0,4,−1,−2 + f−2,4,−3,2)− 929f−4,2,3,0
− 711(f4,−4,3,−2 + f2,−4,1,2)− 701f2,2,−3,0 − 675(f2,2,1,−4 + f−2,2,−3,4)
− 669f4,−2,−1,0 − 643(f2,0,−3,2 + f4,0,−1,−2)− 611(f−4,4,−1,2 + f−2,4,1,−2)
− 517(f0,2,3,−4 + f−4,2,−1,4)− 495(f−2,0,5,−2 + f−4,0,3,2)
− 391(f2,−2,5,−4 + f−2,−2,1,4)− 273(f2,−4,5,−2 + f0,−4,3,2)− 241f−2,−2,5,0
− 56(f2,4,−3,−2 + f0,4,−5,2 + f4,2,−1,−4 + f0,2,−5,4)
)
(C.119)
The associated weight mask is shown in figure C.119.





29231f0,2,−1,0 + 25777f0,0,−1,2 + 19609f2,0,1,−2
+ 16107f2,−2,1,0 + 13345f−2,2,1,0 + 10276f−2,0,1,2
+ 5116f0,0,3,−2 + 3083f0,−2,3,0 − 3034f0,−2,−1,4 − 2794f0,4,−1,−2
− 2278f4,−2,3,−4 − 1644f4,−4,3,−2 − 1641f−4,2,3,0 − 1523f4,−2,−1,0
− 1414f−2,4,−3,2 − 1392f2,2,1,−4 − 1374f4,0,−1,−2 − 1368f2,−4,1,2
− 1327f−4,4,−1,2 − 1289f−4,2,−1,4 − 1127f−4,0,3,2 − 1044f−2,2,−3,4
− 1003f−2,4,1,−2 − 797f0,2,3,−4 − 758f−2,−2,1,4 − 702f2,0,−3,2
− 581f2,2,−3,0 − 551f−2,0,5,−2 − 528f0,−4,3,2 − 458f2,−2,5,−4
− 403(f0,4,−5,2 + f0,2,−5,4)− 396f2,−4,5,−2 − 387f−2,−2,5,0
− 67(f2,4,−3,−2 + f4,2,−1,−4)− 34f4,2,−5,0
)
(C.120)
The associated weight mask is shown in figure C.120.
B-coefficient c1112 is computed using (1, 3)-symmetry.










































Figure C.120: Weight mask for c1211. The associated domain point is shown






14530(f0,2,−1,0 + f0,0,−1,2) + 8594(f2,−2,1,0 + f2,0,1,−2)
+ 5715(f−2,2,1,0 + f−2,0,1,2)− 1734(f0,−2,−1,4 + f0,4,−1,−2)
+ 985(f0,0,3,−2 + f0,−2,3,0)− 922(f4,−4,3,−2 + f4,−2,3,−4)
− 889(f4,−2,−1,0 + f4,0,−1,−2)− 840(f−4,4,−1,2 + f−4,2,−1,4)
− 646(f2,2,1,−4 + f2,−4,1,2)− 632(f−4,2,3,0 + f−4,0,3,2)
− 470(f0,4,−5,2 + f0,2,−5,4) + 389(f2,0,−3,2 + f2,2,−3,0)
− 367(f−2,−2,1,4 + f−2,4,1,−2)− 255(f0,2,3,−4 + f0,−4,3,2)
− 146(f−2,−2,5,0 + f−2,0,5,−2)− 134(f2,−4,5,−2 + f2,−2,5,−4)
− 82(f−2,4,−3,2 + f−2,2,−3,4)− 34(f4,0,−5,2 + f4,2,−5,0)
− 11(f2,4,−3,−2 + f4,2,−1,−4 + f2,−2,−3,4 + f4,−4,−1,2)
)
(C.121)





3994f0,2,−1,0 + 3420(f2,0,1,−2 + f0,0,−1,2) + 2846f2,−2,1,0
+ 2318f−2,2,1,0 + 1836(f0,0,3,−2 + f−2,0,1,2) + 1354f0,−2,3,0
− 349(f0,4,−1,−2 + f−2,4,−3,2)− 345(f0,−2,−1,4 + f4,−2,3,−4)− 288f2,2,−3,0
− 279(f2,2,1,−4 + f−2,2,−3,4)− 275(f4,−4,3,−2 + f2,−4,1,2)− 264f−4,2,3,0
− 252(f2,0,−3,2 + f4,0,−1,−2)− 216f4,−2,−1,0 − 204(f−2,0,5,−2 + f−4,0,3,2)
− 195(f−2,4,1,−2 + f−4,4,−1,2)− 169(f−4,2,−1,4 + f0,2,3,−4)
− 167(f2,−2,5,−4 + f−2,−2,1,4)− 144f−2,−2,5,0 − 141(f2,−4,5,−2 + f0,−4,3,2)
)
(C.122)
The associated weight mask is shown in figure C.122.















































Figure C.121: Weight mask for c1202. The associated domain point is shown







































Figure C.122: Weight mask for c1130. The associated domain point is shown






12611(f0,2,−1,0 + f0,0,−1,2) + 9237(f2,−2,1,0 + f2,0,1,−2)
+ 6081(f−2,2,1,0 + f−2,0,1,2) + 3335(f0,0,3,−2 + f0,−2,3,0)
− 1267(f0,−2,−1,4 + f0,4,−1,−2)− 976(f4,−4,3,−2 + f4,−2,3,−4)
− 880(f−2,4,−3,2 + f−2,2,−3,4)− 797(f2,−4,1,2 + f2,2,1,−4)
− 712(f−4,2,3,0 + f−4,0,3,2)− 700(f2,0,−3,2 + f2,2,−3,0)
− 684(f4,0,−1,−2 + f4,−2,−1,0)− 564(f−4,2,−1,4 + f−4,4,−1,2)
− 497(f−2,4,1,−2 + f−2,−2,1,4)− 391(f0,−4,3,2 + f0,2,3,−4)
− 368(f−2,−2,5,0 + f−2,0,5,−2)− 332(f2,−2,5,−4 + f2,−4,5,−2)
− 56(f0,4,−5,2 + f0,2,−5,4)
)
(C.123)
The associated weight mask is shown in figure C.123.








































Figure C.123: Weight mask for c1121. The associated domain point is shown







































Figure C.124: Weight mask for c1040. The associated domain point is shown






99(f0,2,−1,0 + f0,0,−1,2 + f2,0,1,−2 + f2,−2,1,0)
+ 66(f0,0,3,−2 + f0,−2,3,0 + f−2,0,1,2 + f−2,2,1,0)
− 9(f4,−4,3,−2 + f4,−2,3,−4 + f−2,4,−3,2 + f2,−4,1,2 + f−2,2,−3,4 + f2,2,1,−4
+ f0,−2,−1,4 + f0,4,−1,−2)
− 8(f2,2,−3,0 + f2,0,−3,2 + f4,0,−1,−2 + f4,−2,−1,0)
− 7(f−2,0,5,−2 + f−2,−2,5,0 + f−4,2,3,0 + f−4,0,3,2)
− 6(f2,−4,5,−2 + f−4,4,−1,2 + f0,2,3,−4 + f−4,2,−1,4 + f−2,−2,1,4 + f0,−4,3,2
+ f−2,4,1,−2 + f2,−2,5,−4)
)
(C.124)
















































Figure C.125: Weight mask for c0500. The associated domain point is shown





83712f0,2,−1,0 + 37028(f0,0,−1,2 + f−2,2,1,0 + f2,0,1,−2)
+ 12902(f0,0,3,−2 + f2,−2,1,0 + f−2,0,1,2)
− 5228(f0,−2,−1,4 + f4,−2,3,−4 + f−4,2,3,0)
− 2711(f0,2,3,−4 + f−4,2,−1,4 + f4,−2,−1,0)
− 1948(f2,2,−3,0 + f−2,4,−3,2 + f0,4,−1,−2)− 1671f0,−2,3,0
− 1226(f4,0,−1,−2 + f−4,4,−1,2 + f−2,4,1,−2 + f−2,2,−3,4 + f2,2,1,−4 + f2,0,−3,2)
− 986(f0,4,−5,2 + f−2,6,−3,0 + f2,4,−3,−2)
− 864(f−4,0,3,2 + f4,−4,3,−2 + f−2,0,5,−2 + f2,−4,1,2 + f−2,−2,1,4 + f2,−2,5,−4)
− 599(f4,2,−1,−4 + f0,2,−5,4 + f−4,6,−1,0)− 256(f2,−4,5,−2 + f0,−4,3,2 + f−2,−2,5,0)
+ 249f0,6,−5,0 − 12(f0,6,−1,−4 + f4,2,−5,0 + f−4,6,−5,4)
)
(C.125)
The associated weight mask is shown in figure C.125.
B-coefficient c0005 is computed using (1, 3)-symmetry.














































Figure C.126: Weight mask for c0410. The associated domain point is shown





16575f0,2,−1,0 + 10185(f0,0,−1,2 + f2,0,1,−2 + f−2,2,1,0)
+ 4133(f0,0,3,−2 + f2,−2,1,0 + f−2,0,1,2)
− 1367(f0,−2,−1,4 + f4,−2,3,−4 + f−4,2,3,0)
− 675(f0,2,3,−4 + f−4,2,−1,4 + f4,−2,−1,0)− 535(f2,2,−3,0 + f−2,4,−3,2 + f0,4,−1,−2)
− 451(f4,0,−1,−2 + f−2,4,1,−2 + f−4,4,−1,2 + f−2,2,−3,4 + f2,2,1,−4 + f2,0,−3,2)
− 331(f−4,0,3,2 + f4,−4,3,−2 + f−2,0,5,−2 + f2,−4,1,2 + f−2,−2,1,4 + f2,−2,5,−4)
+ 231f0,−2,3,0
− 134(f2,4,−3,−2 + f−2,6,−3,0 + f0,4,−5,2 + f4,2,−1,−4 + f0,2,−5,4 + f−4,6,−1,0)
− 117(f2,−4,5,−2 + f0,−4,3,2 + f−2,−2,5,0)− 34(f0,6,−1,−4 + f4,2,−5,0 + f−4,6,−5,4)
)
(C.126)
The associated weight mask is shown in figure C.126.
















































Figure C.127: Weight mask for c0401. The associated domain point is shown





216312f0,2,−1,0 + 139948f0,0,−1,2 + 107788(f−2,2,1,0 + f2,0,1,−2)
+ 54822(f2,−2,1,0 + f−2,0,1,2) + 28254f0,0,3,−2 − 19732f0,−2,−1,4
− 16004f0,4,−1,−2 − 14380(f−4,2,3,0 + f4,−2,3,−4)
− 9327(f−4,2,−1,4 + f4,−2,−1,0)− 7002(f4,0,−1,−2 + f−4,4,−1,2)
− 6330(f2,2,1,−4 + f−2,4,1,−2)− 5679f0,2,3,−4 − 4416(f−4,0,3,2 + f4,−4,3,−2)
− 4026f0,4,−5,2 − 3864(f−2,−2,1,4 + f2,−4,1,2)− 3639f0,2,−5,4
− 2256(f−2,0,5,−2 + f2,−2,5,−4)− 1368f0,−4,3,2 − 1340(f−2,4,−3,2 + f2,2,−3,0)
− 1170(f−2,2,−3,4 + f2,0,−3,2)− 1104(f2,−4,5,−2 + f−2,−2,5,0)
− 1074(f−2,6,−3,0 + f2,4,−3,−2)− 687(f4,2,−1,−4 + f−4,6,−1,0)
− 556(f4,2,−5,0 + f−4,6,−5,4) + 260f0,6,−1,−4 + 249f0,6,−5,0 + 177f0,−2,3,0
)
(C.127)
The associated weight mask is shown in figure C.127.
B-coefficient c0104 is computed using (1, 3)-symmetry.












































Figure C.128: Weight mask for c0320. The associated domain point is shown





7446f0,2,−1,0 + 4957(f0,0,−1,2 + f2,0,1,−2 + f−2,2,1,0)
+ 2602(f0,0,3,−2 + f−2,0,1,2 + f2,−2,1,0) + 741f0,−2,3,0
− 600(f0,−2,−1,4 + f4,−2,3,−4 + f−4,2,3,0)− 459(f2,2,−3,0 + f0,4,−1,−2 + f−2,4,−3,2)
− 303(f4,0,−1,−2 + f−2,4,1,−2 + f−2,2,−3,4 + f−4,4,−1,2 + f2,0,−3,2 + f2,2,1,−4)
− 293(f0,2,3,−4 + f4,−2,−1,0 + f−4,2,−1,4)
− 244(f−2,−2,1,4 + f2,−2,5,−4 + f−2,0,5,−2 + f2,−4,1,2 + f4,−4,3,−2 + f−4,0,3,2)
− 106(f−2,−2,5,0 + f2,−4,5,−2 + f0,−4,3,2)
− 28(f−4,6,−1,0 + f0,2,−5,4 + f4,2,−1,−4 + f0,4,−5,2 + f−2,6,−3,0 + f2,4,−3,−2)
)
(C.128)
The associated weight mask is shown in figure C.128.





30906f0,2,−1,0 + 23998f0,0,−1,2 + 18014(f−2,2,1,0 + f2,0,1,−2)
+ 11443(f−2,0,1,2 + f2,−2,1,0) + 6196f0,0,3,−2 − 3024f0,−2,−1,4
− 2544f0,4,−1,−2 − 2255(f−4,2,3,0 + f4,−2,3,−4) + 2130f0,−2,3,0
− 1372(f−4,2,−1,4 + f4,−2,−1,0)− 1261(f4,0,−1,−2 + f−4,4,−1,2)
− 1215(f−2,4,1,−2 + f2,2,1,−4)− 1107(f−4,0,3,2 + f4,−4,3,−2)
− 1099(f−2,4,−3,2 + f2,2,−3,0)− 950f0,2,3,−4 − 946(f−2,−2,1,4 + f2,−4,1,2)
− 850(f−2,2,−3,4 + f2,0,−3,2)− 561(f2,−2,5,−4 + f−2,0,5,−2)− 412f0,−4,3,2
− 358(f0,4,−5,2 + f0,2,−5,4)− 335(f−2,−2,5,0 + f2,−4,5,−2)
− 67(f4,2,−1,−4 + f−2,6,−3,0 + f2,4,−3,−2 + f−4,6,−1,0)− 34(f4,2,−5,0 + f−4,6,−5,4)
)
(C.129)
The associated weight mask is shown in figure C.129.














































Figure C.129: Weight mask for c0311. The associated domain point is shown





15438f0,2,−1,0 + 13622f0,0,−1,2 + 7986(f−2,2,1,0 + f2,0,1,−2)
+ 6323(f2,−2,1,0 + f−2,0,1,2)− 1788f0,−2,−1,4 − 1680f0,4,−1,−2
+ 1376f0,0,3,−2 − 935(f4,−2,3,−4 + f−4,2,3,0)− 888(f−4,2,−1,4 + f4,−2,−1,0)
− 841(f4,0,−1,−2 + f−4,4,−1,2)− 619(f4,−4,3,−2 + f−4,0,3,2) + 594f0,−2,3,0
− 555(f−2,4,1,−2 + f2,2,1,−4)− 470(f0,4,−5,2 + f0,2,−5,4)
− 458(f−2,−2,1,4 + f2,−4,1,2)− 310f0,2,3,−4 − 200f0,−4,3,2
+ 173(f−2,4,−3,2 + f2,2,−3,0)− 157(f2,−2,5,−4 + f−2,0,5,−2)
+ 134(f−2,2,−3,4 + f2,0,−3,2)− 123(f−2,−2,5,0 + f2,−4,5,−2)
− 34(f4,2,−5,0 + f−4,6,−5,4)− 11(f4,2,−1,−4 + f−2,6,−3,0 + f2,4,−3,−2 + f−4,6,−1,0)
)
(C.130)
The associated weight mask is shown in figure C.130.





4275f0,2,−1,0 + 3127(f0,0,−1,2 + f−2,2,1,0 + f2,0,1,−2)
+ 2071(f0,0,3,−2 + f2,−2,1,0 + f−2,0,1,2) + 1107f0,−2,3,0
− 345(f2,2,−3,0 + f−2,4,−3,2 + f0,4,−1,−2)− 337(f4,−2,3,−4 + f−4,2,3,0 + f0,−2,−1,4)
− 239(f2,0,−3,2 + f−4,4,−1,2 + f2,2,1,−4 + f−2,2,−3,4 + f4,0,−1,−2 + f−2,4,1,−2)
− 207(f4,−4,3,−2 + f−4,0,3,2 + f2,−4,1,2 + f2,−2,5,−4 + f−2,−2,1,4 + f−2,0,5,−2)
− 177(f4,−2,−1,0 + f−4,2,−1,4 + f0,2,3,−4)− 121(f2,−4,5,−2 + f−2,−2,5,0 + f0,−4,3,2)
)
(C.131)
The associated weight mask is shown in figure C.131.
B-coefficient c0032 is computed using (1, 3)-symmetry.













































Figure C.130: Weight mask for c0302. The associated domain point is shown






































Figure C.131: Weight mask for c0230. The associated domain point is shown





6757f0,2,−1,0 + 5854f0,0,−1,2 + 4242(f2,0,1,−2 + f−2,2,1,0)
+ 3417(f−2,0,1,2 + f2,−2,1,0) + 1981f0,0,3,−2 + 1354f0,−2,3,0
− 641f0,−2,−1,4 − 626f0,4,−1,−2 − 485(f4,−2,3,−4 + f−4,2,3,0)
− 434(f−2,4,−3,2 + f2,2,−3,0)− 359(f4,−4,3,−2 + f−4,0,3,2)
− 356(f−2,2,−3,4 + f2,0,−3,2)− 340(f2,2,1,−4 + f−2,4,1,−2)
− 324(f−4,4,−1,2 + f4,0,−1,−2)− 307(f−2,−2,1,4 + f2,−4,1,2)
− 300(f−4,2,−1,4 + f4,−2,−1,0)− 224f0,2,3,−4 − 199(f2,−2,5,−4 + f−2,0,5,−2)
− 167f0,−4,3,2 − 151(f2,−4,5,−2 + f−2,−2,5,0)− 28(f0,4,−5,2 + f0,2,−5,4)
)
(C.132)
The associated weight mask is shown in figure C.132.









































Figure C.132: Weight mask for c0221. The associated domain point is shown








































Figure C.133: Weight mask for c0212. The associated domain point is shown






+ 3735(f−2,0,1,2 + f2,0,1,−2 + f2,−2,1,0 + f−2,2,1,0)
+ 1009(f0,0,3,−2 + f0,−2,3,0)− 761(f0,−2,−1,4 + f0,4,−1,−2)
− 416(f4,−4,3,−2 + f4,−2,3,−4 + f−4,2,3,0 + f−4,0,3,2)
− 360(f−4,4,−1,2 + f−4,2,−1,4 + f4,0,−1,−2 + f4,−2,−1,0)
− 295(f−2,−2,1,4 + f2,2,1,−4 + f−2,4,1,−2 + f2,−4,1,2)
− 224(f2,0,−3,2 + f2,2,−3,0 + f−2,2,−3,4 + f−2,4,−3,2)− 161(f0,2,3,−4 + f0,−4,3,2)
− 112(f0,4,−5,2 + f2,−4,5,−2 + f2,−2,5,−4 + f0,2,−5,4 + f−2,−2,5,0 + f−2,0,5,−2)
)
(C.133)
The associated weight mask is shown in figure C.133.






































Figure C.134: Weight mask for c0140. The associated domain point is shown





429f0,2,−1,0 + 363(f0,0,−1,2 + f−2,2,1,0 + f2,0,1,−2)
+ 297(f0,0,3,−2 + f2,−2,1,0 + f−2,0,1,2) + 231f0,−2,3,0
− 37(f2,2,−3,0 + f−2,4,−3,2 + f0,4,−1,−2)− 35(f4,−2,3,−4 + f−4,2,3,0 + f0,−2,−1,4)
− 31(f2,0,−3,2 + f−4,4,−1,2 + f2,2,1,−4 + f−2,2,−3,4 + f4,0,−1,−2 + f−2,4,1,−2)
− 29(f4,−4,3,−2 + f−4,0,3,2 + f2,−4,1,2 + f2,−2,5,−4 + f−2,−2,1,4 + f−2,0,5,−2)
− 25(f4,−2,−1,0 + f−4,2,−1,4 + f0,2,3,−4)− 23(f2,−4,5,−2 + f−2,−2,5,0 + f0,−4,3,2)
)
(C.134)
The associated weight mask is shown in figure C.134.






+ 2611(f−2,0,1,2 + f2,0,1,−2 + f2,−2,1,0 + f−2,2,1,0)
+ 1601(f0,0,3,−2 + f0,−2,3,0)− 353(f0,−2,−1,4 + f0,4,−1,−2)
− 292(f2,2,−3,0 + f−2,4,−3,2 + f−2,2,−3,4 + f2,0,−3,2)
− 272(f4,−4,3,−2 + f4,−2,3,−4 + f−4,2,3,0 + f−4,0,3,2)
− 235(f−2,−2,1,4 + f2,2,1,−4 + f−2,4,1,−2 + f2,−4,1,2)
− 208(f−4,4,−1,2 + f−4,2,−1,4 + f4,0,−1,−2 + f4,−2,−1,0)
− 164(f−2,0,5,−2 + f2,−4,5,−2 + f2,−2,5,−4 + f−2,−2,5,0)− 161(f0,2,3,−4 + f0,−4,3,2)
)
(C.135)







































Figure C.135: Weight mask for c0131. The associated domain point is shown






































Figure C.136: Weight mask for c0050. The associated domain point is shown





11(f0,0,3,−2 + f0,2,−1,0 + f0,0,−1,2 + f0,−2,3,0 + f−2,0,1,2 + f2,0,1,−2
+ f−2,2,1,0 + f2,−2,1,0)
− (f−4,2,−1,4 + f−2,4,1,−2 + f2,−4,1,2 + f−2,4,−3,2 + f2,−4,5,−2 + f4,0,−1,−2
+ f−4,0,3,2 + f4,−2,−1,0 + f4,−4,3,−2 + f−4,2,3,0 + f4,−2,3,−4 + f−4,4,−1,2
+ f2,−2,5,−4 + f−2,−2,5,0 + f−2,2,−3,4 + f2,2,−3,0 + f2,2,1,−4 + f−2,−2,1,4
+ f−2,0,5,−2 + f2,0,−3,2 + f0,−4,3,2 + f0,4,−1,−2 + f0,2,3,−4 + f0,−2,−1,4)
)
(C.136)
The associated weight mask is shown in figure C.136.
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Appendix D
A program used in the proofs of
several theorems for the
quasi-interpolation operators
We used the computer algebra system Mathematica R© by Wolfram Research
(http://www.wolfram.com/mathematica) to write a computer program which
performs certain calculations involving the B-coefficient computation rules of
our quasi-interpolation operators. The program verifies that all smoothness
conditions referred to in the proofs of theorems 3.18, 3.23 and 3.34, are sat-
isfied. It further verifies the reproduction properties of the operators by
performing the calculations described in the proofs of theorems 3.21, 3.26
and 3.38. In this appendix, we provide a complete listing of the source code
of our program, as well as a detailed description of all functions. For the
documentation of Mathematica R©, which contains the documentation of its
syntax, we refer to [88]. All functions used in the following source code that
are not explicitly discussed in this appendix, like Flatten or Table, are part
of the Mathematica R© software package. These functions are also documented
in [88].
The calculations in our program involve only rational numbers, which are
represented in Mathematica R© by a ratio of two integer values. The integer
values, in turn, are exact and can be of arbitrary length. Thus, no rounding
occurs during the calculations, and the results produced by the program are
exact.
Basic functions for Bernstein-Bézier techniques
The functions in this section are the basic tools needed to perform the calcu-
lations. They provide a way to generate indices of the form i+ j+ k+ l = d,
an implementation of the Bernstein basis polynomials, and the degree raising
311
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technique described in lemma 2.41.
bivIndices
This function generates a list of all 3-tuples of the form (i, j, k) with i+j+k =
d.
1. bivIndices[d_]:=Flatten[
2. Table[{i, j, d-i-j}, {i, d, 0, -1}, {j, d-i, 0, -1}], 1]
triIndices
Analogously to the function bivIndices, this function generates a list of all
4-tuples of the form (i, j, k, l) with i+ j + k + l = d.
1. triIndices[d_] := Flatten[
2. Table[{i, j, k, d-i-j-k}, {i, d, 0, -1}, {j, d-i, 0, -1},
3. {k, d-i-j, 0, -1}], 2]
mypow
The expression 00 is undefined in Mathematica R©. In the context of definition
2.33, we defined 00 := 1. This function takes two numbers m, e as input, and
returns 1 if m = 0 and e = 0, and me otherwise.
1. mypow[m_, e_] := If[m == 0 && e == 0, 1, mˆe]
BPoly
This implements the Bernstein basis polynomials defined in 2.33. The func-
tion takes two parameters, ind and bary, which are both 4-tuples. The
first parameter represents indices i, j, k, l. The second parameter is a tuple(
ϕ0(v), ϕ1(v), ϕ2(v), ϕ3(v)
)
of barycentric coordinates. The function returns
Bijkl(v).
1. BPoly[ind_, bary_] :=
2. Total[ind]!*Product[




This function takes two parameters, a positive integer d and a coefficient vec-
tor coeffs. The coefficient vector is interpreted as the vector of B-coefficients
of a trivariate polynomial p of degree d in B-form. It is assumed that the
order of the B-coefficients corresponds to the order of the indices generated
by triIndices[d]. The function generates and returns a coefficient vector
res which represents the B-coefficients of p written as a polynomial of degree
d+ 1. These coefficients are calculated in the loop in lines 7-32, according to
the formula of lemma 2.41.
In lines 3 and 4, the local variables indices1 and indices2 are initial-
ized as trivariate index lists of degrees d and d + 1, respectively, such that
coeffs[pos] is the B-coefficient with indices indices1[pos], and res[m]
is the B-coefficient with indices indices2[m]. The coefficient vector res is
initialized as the zero vector in line 6. In the first step of the main loop
(line 8), an index tuple ind2 is taken from the index list indices2. This
tuple corresponds to the indices i, j, k, l of the sum in lemma 2.41. The four
if -statements correspond to the four terms in the lemma. We look in detail
at the first of these statements. The value ind2[[1]] represents the value
i in the lemma. If this is zero, then i − 1 is negative and the first term of
the lemma does not contribute to cijkl. In line 11, the index tuple ind1 is
initialized and represents the indices i − 1, j, k, l. The contribution of the
term ici−1,j,k,l to cijkl is calculated in line 13. The contribution of the other
terms is calculated in the remaining three if -statements.
1. raiseDegree[d_, coeffs_] := Module[
2. {indices1, indices2, ind1, ind2, pos, res},
4. indices1 = triIndices[d];
5. indices2 = triIndices[d + 1];
6. res = Table[0, {Dimensions[indices2][[1]]}];
7. Do[
8. ind2 = indices2[[m]];
10. If[ind2[[1]] > 0,
11. ind1 = ind2 - {1, 0, 0, 0};
12. pos = Position[indices1, ind1][[1, 1]];
13. res[[m]] += ind2[[1]]*coeffs[[pos]]
14. ];
15. If[ind2[[2]] > 0,
16. ind1 = ind2 - {0, 1, 0, 0};
17. pos = Position[indices1, ind1][[1, 1]];
18. res[[m]] += ind2[[2]]*coeffs[[pos]]
19. ];
20. If[ind2[[3]] > 0,
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21. ind1 = ind2 - {0, 0, 1, 0};
22. pos = Position[indices1, ind1][[1, 1]];
23. res[[m]] += ind2[[3]]*coeffs[[pos]]
24. ];
25. If[ind2[[4]] > 0,
26. ind1 = ind2 - {0, 0, 0, 1};
27. pos = Position[indices1, ind1][[1, 1]];
28. res[[m]] += ind2[[4]]*coeffs[[pos]]
29. ];






This function calls raiseDegree repeatedly. to generate the B-form of a
polynomial p of degree startd, written as a polynomial of degree endd. The
initial B-coefficients of p are supplied as the parameter coeffs.
1. raiseToDegree[startd_, endd_, coeffs_] := Module[{res},
2. res = coeffs;
3. For[d = startd, d < endd, ++d, res = raiseDegree[d, res]];
4. res
5. ]
B-Coefficient computation rule manipulation func-
tions
The functions in this section are related to the B-coefficient computation
rules defined in 3.2. Each rule is represented in Mathematica R© by a list
containing four entries. The first entry is a 4-tuple representing the indices
i, j, k, l of the B-coefficient which is calculated by the rule. The second entry
is a factor by which all weights are multiplied. This is usually the least
common multiple of the denominators of the weights. The third entry is a
list of the weights, divided by the common factor. The final entry is a list of
the barycentric coordinates of the sample points, as defined in 3.4.
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findRule
This function takes two parameters, a list rulelist of B-coefficient compu-
tation rules, which are assumed to be in the format described above, and
an index tuple ind. If the list contains a rule associated with the specified
index, this rule is returned. Otherwise, an the value False is returned.
In line 2, the first entry of all rules in the list is compared to the index.
If one or more entries match the index, rind is not empty, and the local
variable res is set to the first rule in the list that matches the specified index
in line 6. Otherwise, res is set to False in line 4.
1. findRule[rulelist_, ind_] := Module[{res, rind},
2. rind = Position[rulelist[[All, 1]], ind_];
3. If[rind == {},
4. res = False,
5. (* else *)





This function takes two B-coefficient computation rules, r1 and r2, as input
and generates a pseudo-rule representing the sum of the rules. The output
is in the format described in the beginning of this section, but the first entry
of the output, which usually defines the B-coefficient which is calculated by
the rule, is meaningless.
In lines 4 and 5, the weights of the rules are multiplied by the common
factors, and the results are stored in w1 and w2.
In the main loop (lines 8-17), the sum of the rules is calculated. The
resulting weights are stored in w1, while the associated sample points are
stored in sp1. Each sample point of r2 is examined. If this sample point is
also a sample point of s1, then the weights are added in line 11 and stored
in w1. Otherwise, The sample point and associated weight are appended to
the sum in lines 14 and 13, respectively.
At the end of the loop, w1 holds the weights of the sum of r1 and r2, but
some of these weights may be zero. The weights and sample points of the
final result are initialized as empty lists in lines 18 and 19, respectively. In
the loop in lines 20-26, each weight in w1 is examined, and if it is non-zero,
the weight and associated sample point are appended to the final result in
lines 22 and 23, respectively.
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In line 27, the least common multiple of the denominators of the weights
of the sum is calculated. Line 28 defines the output.
1. addRules[r1_, r2_] := Module[
2. {w1, w2, wres, sp1, sp2, spres, j, denom},
3.
4. w1 = r1[[2, 1]]*r1[[3]];
5. w2 = r2[[2, 1]]*r2[[3]];
6. sp1 = r1[[4]];
7. sp2 = r2[[4]];
8. Do[
9. If[MemberQ[sp1, sp2[[i]]],
10. j = Position[sp1, sp2[[i]]][[1, 1]];
11. w1[[j]] = w1[[j]] + w2[[i]],






18. wres = {};
19. spres = {};
20. Do[






27. denom = LCM @@ Denominator[wres];
28. {r1[[1]] + r2[[1]], {1/denom}, wres*denom, spres}
29. ]
rewriteRule
This function rewrites the B-coefficient computation rule in the parameter
rule by multiplying each sample point of the rule with the transpose of the
matrix M. We use this process to compare two B-coefficient computation rules
defined relative to two neighboring tetrahedra, as first described in case 1 of
the proof of theorem 3.18. In that case, the row vector (ϕ0, ϕ1, ϕ2, ϕ3) is
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multiplied by the transpose of the matrix
M :=

1 0 0 1
0 1 0 0
0 0 1 1
0 0 0 −1
 ,
resulting in (ϕ0 + ϕ3, ϕ1, ϕ2 + ϕ3,−ϕ3).
1. rewriteRule[rule_, M_] := Module[{spres},
2. spres = rule[[4]].Transpose[M];
3. {rule[[1]], rule[[2]], rule[[3]], spres}
4. ]
rulesEqual
This function compares two rules or pseudo-rules, r1 and r2. It return True
if the rules are equal, which means that they use the same set of sample
points and the same weights, and False otherwise. The local variables w1,
w2, sp1 and sp2 are initialized exactly as in the function addRules. The
local variable res is set to True. The first test in line 7 makes sure that the
number of sample points of both rules is equal. Otherwise, the rules are not
equal and res is set to False. In the main loop (lines 9-16), each sample
point in sp2 is examined. If it is not a member of sp1, then the rules are not
equal and res is set to False. Otherwise, the weights associated with these
sample points are compared, and again, res is set to False if they are not
equal. Finally, res is returned.
1. rulesEqual[r1_, r2_] := Module[{w1, w2, sp1, sp2, res, j},
2. w1 = r1[[2, 1]]*r1[[3]];
3. w2 = r2[[2, 1]]*r2[[3]];
4. sp1 = r1[[4]];
5. sp2 = r2[[4]];
6. res = True;
7. If[Dimensions[sp1] != Dimensions[sp2],
8. res = False,
9. Do[
10. If[MemberQ[sp1, sp2[[i]]],
11. j = Position[sp1, sp2[[i]]][[1, 1]];
12. If[w1[[j]] != w2[[i]], res = False],
13. res = False
14. ],
15. {i, Dimensions[sp2][[1]]}






This function is an implementation of (3.1). It calculates the B-coefficient
specified in first entry of the parameter rule. The sample values fTφ are
hereby the values of the Bernstein basis polynomial BTijkl with the index
specified by the parameter ind.
1. applyRuleToBPoly[rule_, ind_] := Module[{res, w, sp, indices},
2. w = rule[[3]];
3. sp = rule[[4]];
4. res = rule[[2, 1]] * Sum[




Functions to test smoothness conditions and re-
production of Bernstein basis polynomials
In this section we discuss the two main functions of this program. The first
function tests if all smoothness conditions (3.4)-(3.6) between two neighbor-
ing tetrahedra of the BCC partition are satisfied. The second function tests
if Bernstein basis polynomials are reproduced by a quasi-interpolation op-
erator defined by a set of B-coefficient computation rules. We use the first
functions to proof some of our claims in theorems 3.18, 3.23 and 3.34, and
the second funtion to proof theorems 3.21, 3.26 and 3.38.
smoothnessTest
This functions performs all calculations necessary to verify that all smooth-
ness conditions (3.4)-(3.6) between two neighboring tetrahedra T and T˜ of
the BCC partition are satisfied. These calculations are described in detail
in the proof of theorem 3.18. The function takes four parameters. The pa-
rameters rules1 and rules2 are two sets of B-coefficient computation rules
which define a quasi-interpolation operator on T and T˜ , respectively. The
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parameters ind1 and ind2 are 4-tuples that define two permutations σ1, σ2
that are used in conjunction with lemma 2.40 to align the vertices of T and
T˜ to reflect the situation described in theorem 2.53
In lines 5 and 6, permutation matrices are generated to reflect the permu-
tations σ1 and σ2. Line 7 defines a matrix M that is used to rewrite the sample
points of rules2 relative to T , using the function rewriteRule. This matrix,
applied to a vector of barycentric coordinates, implements (3.7). The index
rearrangement of the vertices of T and T˜ , defined by σ1 and σ2, together with
the sample point transformation defined by M, results in the matrix defined
in line 8. The output generated in lines 9-19 prints information about the
vertex alignment and index transformation which confirms that the tests are
performed correctly.
In lines 23-44, the C0 conditions (3.4) are verified. In line 23, the indices
i + j + k = 5 are generated. These indices are transformed in lines 27 and
29, using the permutations σ1 and σ2. The associated rules are obtained in
lines 28 and 30. The test in line 32 ascertains that both rules are present in
the rule sets rules1 and rules2. If one of the rules is not found, the test
fails. Otherwise, rule2 is rewritten in line 38, and line 39 tests if the rules
are equal.
The same technique is used in lines 48-76 to verify the C1 conditions







in these conditions, respectively, using the function addRules introduced in
the previous section. The C2 conditions (3.6) are verified in lines 80-119.
The output of this function, generated in lines 43,44,75,76,117 and 118,
is a list of values True or False which represent that a test passes or fails,
respectively.
1. smoothnessTest[rules1_, ind1_, rules2_, ind2_] := Module[
2. {P1, P2, M, rule1, rule2, rule3, rule4, rule5, rule6, ind,
3. rind, indices, res, phi, tphi},
4.
5. P1 = IdentityMatrix[4][[ind1]];
6. P2 = IdentityMatrix[4][[ind2]];
7. M = {{1, 0, 0, 1}, {0, 1, 0, 0}, {0, 0, 1, 1}, {0, 0, 0, -1}};
8. M = P1.M.Transpose[P2];
9. phi = (Transpose[P1].{"v0", "v1", "v2", "v3"})[[1 ;; 3]];
10. tphi = (Transpose[P2].{"v0", "v1", "v2", "v3"})[[1 ;; 3]];
11. Print["Vertices ", phi, " of T correspond to vertices ",
12. tphi, " of T"];
13. phi = {"phi0", "phi1", "phi2", "phi3"};
14. tphi = M.phi;
15. Print["Rewrite sample points: fˆ T", phi, "=fˆT", tphi];
16. tphi = P1.{"i", "j", "k", "l"};
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17. Print["Rearrange indices for T:", tphi];
18. tphi = P2.{"i", "j", "k", "l"};
19. Print["Rearrange indices for T:", tphi];
20.
21. (* Cˆ0 tests *)
22.
23. indices = bivIndices[5];
24. res = {};
25. Do[
26. ind = indices[[i]];
27. rind = P1.{ind[[1]], ind[[2]], ind[[3]], 0};
28. rule1 = findRule[rules1, rind];
29. rind = P2.{ind[[1]], ind[[2]], ind[[3]], 0};
30. rule2 = findRule[rules2, rind];
31.




36. (* else *)
37.
38. rule2 = rewriteRule[rule2, M];




43. Print["results of the Cˆ0 tests:"];
44. Print[" ", res];
45.
46. (* Cˆ1 tests *)
47.
48. indices = bivIndices[4];
49. res = {};
50. Do[
51. ind = indices[[i]];
52. rind = P1.{ind[[1]], ind[[2]], ind[[3]], 1};
53. rule1 = findRule[rules1, rind];
54. rind = P1.{ind[[1]] + 1, ind[[2]], ind[[3]], 0};
55. rule2 = findRule[rules1, rind];
56. rind = P1.{ind[[1]], ind[[2]], ind[[3]] + 1, 0};
57. rule3 = findRule[rules1, rind];
58. rind = P2.{ind[[1]], ind[[2]], ind[[3]], 1};
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59. rule4 = findRule[rules2, rind];
60.
61. If[Dimensions[rule1] == {} || Dimensions[rule2] == {} ||




66. (* else *)
67.
68. rule4 = rewriteRule[rule4, M];
69. rule1 = addRules[rule1, rule4];
70. rule2 = addRules[rule2, rule3];




75. Print["results of the Cˆ1 tests:"];
76. Print[" ", res];
77.
78. (* Cˆ2 tests *)
79.
80. indices = bivIndices[3];
81. res = {};
82. Do[
83. ind = indices[[i]];
85. rind = P1.{ind[[1]], ind[[2]], ind[[3]], 2};
86. rule1 = findRule[rules1, rind];
87. rind = P1.{ind[[1]] + 1, ind[[2]], ind[[3]], 1};
88. rule2 = findRule[rules1, rind];
89. rind = P1.{ind[[1]], ind[[2]], ind[[3]] + 1, 1};
90. rule3 = findRule[rules1, rind];
91. rind = P2.{ind[[1]], ind[[2]], ind[[3]], 2};
92. rule4 = findRule[rules2, rind];
93. rind = P2.{ind[[1]] + 1, ind[[2]], ind[[3]], 1};
94. rule5 = findRule[rules2, rind];
95. rind = P2.{ind[[1]], ind[[2]], ind[[3]] + 1, 1};
96. rule6 = findRule[rules2, rind];
97.
98. If[Dimensions[rule1] == {} || Dimensions[rule2] == {} ||
99. Dimensions[rule3] == {} || Dimensions[rule4] == {} ||
100. Dimensions[rule5] == {} || Dimensions[rule6] == {},
101.
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102. AppendTo[res, False],
103.
104. (* else *)
105.
106. rule4 = rewriteRule[rule4, M];
107. rule5 = rewriteRule[rule5, M];
108. rule6 = rewriteRule[rule6, M];
109. rule1 = addRules[rule1, rule5];
110. rule1 = addRules[rule1, rule6];
111. rule2 = addRules[rule2, rule3];
112. rule2 = addRules[rule2, rule4];




117. Print["results of the Cˆ2 tests:"];
118. Print[" ", res];
119. ]
reproductionTest
This function performs the calculations that are necessary to verify that
Bernstein basis polynomials of a certain degree are reproduced by a quasi-
interpolation operator. It takes to parameters, rules, which is a set of
B-coefficient computation rules that represent a quasi-interpolation operator
Q, and degree, which is the degree of the Bernstein basis polynomials that
are tested.
In line 4, the function generates a list of indices i+ j+k+ l = degree. In
the main loop of the function (lines 7-18), the B-form of each Bernstein basis
polynomial Bijkl is generated in lines 8 and 9. Note that the B-coefficients
of this B-form are all zero except for the B-coefficient cijkl which is 1. The
B-coefficients are stored in the local variable Pcoeffs. Then the degree of the
polynomial is raised to 5 in line 10, using the function raiseToDegree, which
is discussed earlier in this appendix. In lines 11 and 12, the B-coefficients
of Q(Bijkl) are calculated using the B-coefficient computation rules speci-
fied in rules. Lines 13-16 perform the test by comparing the B-coefficients
of the polynomial to the B-coefficients calculated by the operator. If they
match, the value True is appended to the result, otherwise the value False
is appended.
1. reproductionTest[rules_, degree_] := Module[
2. {indices, numPolys, Qcoeffs, Pcoeffs, res},
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3.
4. indices = triIndices[degree];
5. numPolys = Dimensions[indices][[1]];
6. res = {};
7. Do[
8. Pcoeffs = Table[0, {numPolys}];
9. Pcoeffs[[m]] = 1;
10. Pcoeffs = raiseToDegree[degree, 5, Pcoeffs];
11. Qcoeffs = Table[
12. applyRuleToBPoly[ rules[[i]], indices[[m]] ], {i, 56}];









The final section of this appendix contains the commands we used to perform
the tests, as well as the output of our functions. Preceding these tests, we cre-
ated the following sets of B-coefficient computation rules in Mathematica R©.
• rulesconv, containing the rules (A.1)-(A.20).
• rulesopt, containing the rules (B.1)-(B.20).
• rulesinter1, containing the rules (C.1)-(C.34).
• rulesinter2, containing the rules (C.35)-(C.68).
• rulesinter3, containing the rules (C.69)-(C.102).
• rulesinter4, containing the rules (C.103)-(C.136).
All rules were created using the format described in the second section of
this appendix.
Throughout this section, the bold statements in the listings below are
the commands we invoked in Mathematica R©, while the lines following these
commands are the output that the functions produced.
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Tests for the convex quasi-interpolation operator
The tests described here verify that all smoothness conditions (3.4)-(3.6) are
satisfied by the convex quasi-interpolation operator developed in section 3.1
of chapter 3. The tests in lines 1 and 16 perform the calculations referred
to in cases 1 and 2, respectively, of the proof of theorem 3.18. The text in
line 31 performs the calculations which are described in the proof of theorem
3.21.
The output of lines 2-6, and in particular of line 4, shows that the situation
described in case 1 of the proof of theorem 3.18 is recreated during the test.
Likewise, the output of lines 17-21 mirrors the situation described in case 2
of that proof.
The output shows that all tests passed, which completes the proofs of
theorems 3.18 and 3.21.
1. smoothnessTest[rulesconv, {1, 2, 3, 4}, rulesconv, {1, 2, 3, 4}]
2. Vertices {v0,v1,v2} of T correspond to vertices {v0,v1,v2} of ˜T
3. Rewrite sample points:
4. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{phi0+phi3,phi1,phi2+phi3,-phi3}
5. Rearrange indices for T:{i,j,k,l}
6. Rearrange indices for ˜T:{i,j,k,l}
7. results of the Cˆ0 tests:
8. {True,True,True,True,True,True,True,True,True,True,True,
9. True,True,True,True,True,True,True,True,True,True}
10. results of the Cˆ1 tests:
11. {True,True,True,True,True,True,True,True,True,True,True,
12. True,True,True,True}
13. results of the Cˆ2 tests:
14. {True,True,True,True,True,True,True,True,True,True}
15.
16. smoothnessTest[rulesconv, {4, 1, 2, 3}, rulesconv, {4, 1, 2, 3}]
17. Vertices {v1,v2,v3} of T correspond to vertices {v1,v2,v3} of ˜T
18. Rewrite sample points:
19. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{-phi0,phi0+phi1,phi2,phi0+phi3}
20. Rearrange indices for T:{l,i,j,k}
21. Rearrange indices for ˜T:{l,i,j,k}
22. results of the Cˆ0 tests:
23. {True,True,True,True,True,True,True,True,True,True,True,
24. True,True,True,True,True,True,True,True,True,True}
25. results of the Cˆ1 tests:
26. {True,True,True,True,True,True,True,True,True,True,True,
27. True,True,True,True}





32. {True, True, True, True}
Tests for the optimal quasi-interpolation operator
The tests performed in lines 1 and 16 of the following listing verify that all
smoothness conditions (3.4)-(3.6) are satisfied by the optimal quasi-interpolation
operator developed in section 3.2 of chapter 3. These tests complete the proof
of theorem 3.23. The tests are the same as in the listing above, but use a
different set of rules.
The test is line 31 verifies that the operator reproduces cubic polynomials,
and thus completes the proof of theorem 3.26.
1. smoothnessTest[rulesopt, {1, 2, 3, 4}, rulesopt, {1, 2, 3, 4}]
2. Vertices {v0,v1,v2} of T correspond to vertices {v0,v1,v2} of ˜T
3. Rewrite sample points:
4. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{phi0+phi3,phi1,phi2+phi3,-phi3}
5. Rearrange indices for T:{i,j,k,l}
6. Rearrange indices for ˜T:{i,j,k,l}
7. results of the Cˆ0 tests:
8. {True,True,True,True,True,True,True,True,True,True,True,
9. True,True,True,True,True,True,True,True,True,True}
10. results of the Cˆ1 tests:
11. {True,True,True,True,True,True,True,True,True,True,True,
12. True,True,True,True}
13. results of the Cˆ2 tests:
14. {True,True,True,True,True,True,True,True,True,True}
15.
16. smoothnessTest[rulesopt, {4, 1, 2, 3}, rulesopt, {4, 1, 2, 3}]
17. Vertices {v1,v2,v3} of T correspond to vertices {v1,v2,v3} of ˜T
18. Rewrite sample points:
19. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{-phi0,phi0+phi1,phi2,phi0+phi3}
20. Rearrange indices for T:{l,i,j,k}
21. Rearrange indices for ˜T:{l,i,j,k}
22. results of the Cˆ0 tests:
23. {True,True,True,True,True,True,True,True,True,True,True,
24. True,True,True,True,True,True,True,True,True,True}
25. results of the Cˆ1 tests:
26. {True,True,True,True,True,True,True,True,True,True,True,
27. True,True,True,True}
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32. {True, True, True, True, True, True, True, True, True, True,
33. True, True, True, True, True, True, True, True, True, True}
Tests for the interpolating quasi-interpolation operator
The interpolating quasi-interpolation operator developed in section 3.3 of
chapter 3 is far more complex than the other two operators, because it uses
four different sets of B-coefficient computation rules instead of just one. The
complexity is reflected in the number of tests that need to be performed in
order to verify that all smoothness conditions are satisfied.
In case 1 of the proof of theorem 3.34, three situations are discussed.
These situations are reflected by the tests performed in lines 1, 16, and
31. The output of these tests contains the arrangement of the vertices of the
neighboring tetrahedra, as well as the formula by which the sample points are
rewritten. This makes it easy to match each test to the associated situation
in the proof. The following two tests in lines 46 and 61 reflect the situations
described in case 2 of the proof. The tests in lines 76 and 91 are related to
the situations described in case 3, while the tests in lines 106 and 121 verify
the situations of case 4.
For each set of rules, a test is performed to verify the reproduction of
cubic polynomials claimed in theorem 3.38. These tests can be found in lines
136, 140, 144 and 148.
The output shows that all tests pass, completing the proofs of theorems
3.34 and 3.38.
1. smoothnessTest[rulesinter1, {4,1,2,3}, rulesinter2, {2,1,4,3}]
2. Vertices {v1,v2,v3} of T correspond to vertices {v1,v0,v3} of ˜T
3. Rewrite sample points:
4. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{-phi2,phi1+phi2,phi0,phi2+phi3}
5. Rearrange indices for T:{l,i,j,k}
6. Rearrange indices for ˜T:{j,i,l,k}
7. results of the Cˆ0 tests:
8. {True,True,True,True,True,True,True,True,True,True,True,
9. True,True,True,True,True,True,True,True,True,True}
10. results of the Cˆ1 tests:
11. {True,True,True,True,True,True,True,True,True,True,True,
12. True,True,True,True}




16. smoothnessTest[rulesinter1, {2,1,4,3}, rulesinter1, {2,1,4,3}]
17. Vertices {v1,v0,v3} of T correspond to vertices {v1,v0,v3} of ˜T
18. Rewrite sample points:
19. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{phi0,phi1+phi2,-phi2,phi2+phi3}
20. Rearrange indices for T:{j,i,l,k}
21. Rearrange indices for ˜T:{j,i,l,k}
22. results of the Cˆ0 tests:
23. {True,True,True,True,True,True,True,True,True,True,True,
24. True,True,True,True,True,True,True,True,True,True}
25. results of the Cˆ1 tests:
26. {True,True,True,True,True,True,True,True,True,True,True,
27. True,True,True,True}
28. results of the Cˆ2 tests:
29. {True,True,True,True,True,True,True,True,True,True}
30.
31. smoothnessTest[rulesinter1, {1,2,3,4}, rulesinter1, {1,2,3,4}]
32. Vertices {v0,v1,v2} of T correspond to vertices {v0,v1,v2} of ˜T
33. Rewrite sample points:
34. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{phi0+phi3,phi1,phi2+phi3,-phi3}
35. Rearrange indices for T:{i,j,k,l}
36. Rearrange indices for ˜T:{i,j,k,l}
37. results of the Cˆ0 tests:
38. {True,True,True,True,True,True,True,True,True,True,True,
39. True,True,True,True,True,True,True,True,True,True}
40. results of the Cˆ1 tests:
41. {True,True,True,True,True,True,True,True,True,True,
42. True,True,True,True,True}
43. results of the Cˆ2 tests:
44. {True,True,True,True,True,True,True,True,True,True}
45.
46. smoothnessTest[rulesinter2, {4,1,2,3}, rulesinter2, {4,1,2,3}]
47. Vertices {v1,v2,v3} of T correspond to vertices {v1,v2,v3} of ˜T
48. Rewrite sample points:
49. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{-phi0,phi0+phi1,phi2,phi0+phi3}
50. Rearrange indices for T:{l,i,j,k}
51. Rearrange indices for ˜T:{l,i,j,k}
52. results of the Cˆ0 tests:
53. {True,True,True,True,True,True,True,True,True,True,True,
54. True,True,True,True,True,True,True,True,True,True}
55. results of the Cˆ1 tests:
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56. {True,True,True,True,True,True,True,True,True,True,True,
57. True,True,True,True}
58. results of the Cˆ2 tests:
59. {True,True,True,True,True,True,True,True,True,True}
60.
61. smoothnessTest[rulesinter2, {1,2,3,4}, rulesinter3, {1,2,3,4}]
62. Vertices {v0,v1,v2} of T correspond to vertices {v0,v1,v2} of ˜T
63. Rewrite sample points:
64. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{phi0+phi3,phi1,phi2+phi3,-phi3}
65. Rearrange indices for T:{i,j,k,l}
66. Rearrange indices for ˜T:{i,j,k,l}
67. results of the Cˆ0 tests:
68. {True,True,True,True,True,True,True,True,True,True,True,
69. True,True,True,True,True,True,True,True,True,True}
70. results of the Cˆ1 tests:
71. {True,True,True,True,True,True,True,True,True,True,True,
72. True,True,True,True}
73. results of the Cˆ2 tests:
74. {True,True,True,True,True,True,True,True,True,True}
75.
76. smoothnessTest[rulesinter3, {4,1,2,3}, rulesinter4, {2,1,4,3}]
77. Vertices {v1,v2,v3} of T correspond to vertices {v1,v0,v3} of ˜T
78. Rewrite sample points:
79. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{-phi2,phi1+phi2,phi0,phi2+phi3}
80. Rearrange indices for T:{l,i,j,k}
81. Rearrange indices for ˜T:{j,i,l,k}
82. results of the Cˆ0 tests:
83. {True,True,True,True,True,True,True,True,True,True,True,
84. True,True,True,True,True,True,True,True,True,True}
85. results of the Cˆ1 tests:
86. {True,True,True,True,True,True,True,True,True,True,True,
87. True,True,True,True}
88. results of the Cˆ2 tests:
89. {True,True,True,True,True,True,True,True,True,True}
90.
91. smoothnessTest[rulesinter3, {2,1,4,3}, rulesinter3, {2,1,4,3}]
92. Vertices {v1,v0,v3} of T correspond to vertices {v1,v0,v3} of ˜T
93. Rewrite sample points:
94. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{phi0,phi1+phi2,-phi2,phi2+phi3}
95. Rearrange indices for T:{j,i,l,k}
96. Rearrange indices for ˜T:{j,i,l,k}




100. results of the Cˆ1 tests:
101. {True,True,True,True,True,True,True,True,True,True,True,
102. True,True,True,True}
103. results of the Cˆ2 tests:
104. {True,True,True,True,True,True,True,True,True,True}
105.
106. smoothnessTest[rulesinter4, {4,1,2,3}, rulesinter4, {4,1,2,3}]
107. Vertices {v1,v2,v3} of T correspond to vertices {v1,v2,v3} of ˜T
108. Rewrite sample points:
109. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{-phi0,phi0+phi1,phi2,phi0+phi3}
110. Rearrange indices for T:{l,i,j,k}
111. Rearrange indices for ˜T:{l,i,j,k}
112. results of the Cˆ0 tests:
113. {True,True,True,True,True,True,True,True,True,True,True,
114. True,True,True,True,True,True,True,True,True,True}
115. results of the Cˆ1 tests:
116. {True,True,True,True,True,True,True,True,True,True,True,
117. True,True,True,True}
118. results of the Cˆ2 tests:
119. {True,True,True,True,True,True,True,True,True,True}
120.
121. smoothnessTest[rulesinter4, {1,2,3,4}, rulesinter4, {1,2,3,4}]
122. Vertices {v0,v1,v2} of T correspond to vertices {v0,v1,v2} of ˜T
123. Rewrite sample points:
124. fˆ˜T{phi0,phi1,phi2,phi3}=fˆT{phi0+phi3,phi1,phi2+phi3,-phi3}
125. Rearrange indices for T:{i,j,k,l}
126. Rearrange indices for ˜T:{i,j,k,l}
127. results of the Cˆ0 tests:
128. {True,True,True,True,True,True,True,True,True,True,True,
129. True,True,True,True,True,True,True,True,True,True}
130. results of the Cˆ1 tests:
131. {True,True,True,True,True,True,True,True,True,True,True,
132. True,True,True,True}




137. {True, True, True, True, True, True, True, True, True, True,
138. True, True, True, True, True, True, True, True, True, True}
139.
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140. reproductionTest[rulesinter2, 3]
141. {True, True, True, True, True, True, True, True, True, True,
142. True, True, True, True, True, True, True, True, True, True}
143.
144. reproductionTest[rulesinter3, 3]
145. {True, True, True, True, True, True, True, True, True, True,
146. True, True, True, True, True, True, True, True, True, True}
147.
148. reproductionTest[rulesinter4, 3]
149. {True, True, True, True, True, True, True, True, True, True,
150. True, True, True, True, True, True, True, True, True, True}
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