Abstract-The design of self-sustainable base station (BS) deployments is addressed in this paper. We target deployments featuring small BSs with energy harvesting (EH) and storage capabilities. These BSs can use ambient energy to serve the local traffic or store it for later use. A dedicated power packet grid is utilized to transfer energy across them, compensating for imbalance in the harvested energy or in the traffic load. Some BSs are offgrid, i.e., they can only use the locally harvested energy and that transferred from other BSs, whereas others are ongrid, i.e., they can additionally purchase energy from the power grid. Within this setup, an optimization problem is formulated where: harvested energy and traffic processes are estimated (at runtime) at the BSs through Gaussian processes, and a model predictive control framework is devised for the computation of energy allocation and transfer across BSs. The combination of prediction and optimization tools leads to an efficient and online solution that automatically adapts to EH and load dynamics. Numerical results, obtained using real EH and traffic profiles, show substantial improvements with respect to the case where the optimization is carried out without predicting future system dynamics. The main improvements are in the outage probability (zero in most cases), and in the amount of energy purchased from the power grid, that is more than halved for the same served load.
I. INTRODUCTION

T HE MASSIVE use of Information and Communications
Technologies (ICT) is increasing the amount of energy drained by the telecommunication infrastructure and its footprint on the environment. Forecast values for 2030 are that 51% of the global electricity consumption and 23% of the carbon footprint by human activity will be due to ICT [1] . As such, energy efficiency and self-sufficiency are becoming key considerations for any development in the ICT sector.
In this paper, we advocate future networks where small Base Stations (BSs) are densely deployed to offer coverage and high data rates, and Energy Harvesting (EH) hardware (e.g., solar panels and energy storage units) is installed to power them [2] . BSs collect energy from the environment, and have a local energy storage, which they can use to accumulate energy when the harvested inflow is abundant. This local energy reserve can be utilized to serve the local traffic and can be transferred to other BSs (energy routing) to compensate for imbalance in the harvested energy or in the traffic load, see Fig. 1 . Some of the BSs, referred to as ongrid, are connected to the power grid, whereas the others are offgrid and, as such, rely on either the locally harvested energy or on the energy transferred from other BSs. Within this setup, intelligent policies are to be devised to transfer the surplus energy to offgrid BSs, to ensure the self-sustainability of the mobile system. Energy transfer is an important feature of these networks and can be accomplished in two ways: i) through Wireless Power Transfer (WPT) or ii) using a Power Packet Grid (PPG) [3] . For i), previous studies [4] have shown that its transfer efficiency is too low for it to be a viable solution when distances exceed a few meters, but ii) looks promising.
In analogy with communications networks, in a PPG a number of power sources and power consumers exchange power (Direct Current, DC) in the form of "packets", which flow from sources to consumers thanks to power lines and electronic switches. The energy routing process is controlled by a special entity called the energy router [5] . Following this architecture, a local area packetized power network consisting of a group of energy subscribers and a core energy router is 2473-2400 c 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. presented in [6] , where a strategy to match energy suppliers and consumers is devised. Within this setting, in the present paper the allocation and transfer of energy among the BSs is performed through the PPG infrastructure, where a centralized energy router is responsible for deciding the power allocation and transfer among the BSs over time (Fig. 1 ). This energy allocation and transfer problem is solved devising an online framework combining: 1) pattern learning (time series forecasting), 2) Model Predictive Control (MPC), 3) energy allocation and 4) energy routing, see Fig. 2 . Pattern learning is performed via Gaussian Processes (Gaussian Processes (GPs)), to learn the BS energy harvesting and consumption (load) patterns over time. This knowledge is utilized within the multi-step ahead MPC block, that is in charge of determining the role of each BS, i.e., whether it should act as an energy source or consumer, and the maximum energy amount that it can either supply (if acting as a source) or demand (consumer), in order to keep the BS system as much as possible energetically self-sufficient over time. The energy allocation block computes the actual amount of energy to transfer from energy sources to consumers: two schemes are proposed, one based on convex optimization and one, used as a benchmark, based on an optimal assignment problem, that is solved via the Hungarian method. Finally, once the energy allocations are computed, the energy transfer block schedules in time the energy routes, by transferring the energy among nodes. Since the PPG is operated in a Time Division Multiplexing (TDM) fashion, each power link can only be used for a single energy transfer operation at a time. An optimal algorithm to allocate routing schedules is put forward, ensuring that routes between energy sources and consumers do not interfere in time and space, while minimizing the total time needed to complete the energy transfers. Further details are provided in Section IV.
The solution extends our previous work in [7] , adding online control and foresighted optimization, and obtaining remarkable improvements, see Section V. Although the considered online optimization problem can be solved with other tools, such as a monolithic formulation or dynamic programming, the presented decomposition into four sub-problems makes it possible to deal with low-complexity convex problems, without introducing significant approximations and/or quantization to the involved variables. The resulting approach is practical and appealing for real-world applications.
Numerical results, obtained with real-world harvested energy traces and traffic load patterns, show that the proposed approach effectively keeps the outage probability 1 to nearly zero for a wide range of traffic load and system configurations. Also, the amount of energy purchased from the power grid to operate the mobile network is reduced by more than 50% with respect to computing energy schedules solely based on the present network status [7] , i.e., disregarding future energy arrivals and load conditions. As we elaborate in Section II, we have not identified previous works coping with distributed BS deployments with energy harvesting, storage and transfer capabilities (via PPGs), and proposing an energy management solution based on statistical learning and predictive control. The main contributions of the present paper are:
• We present an online statistical learning framework based on Gaussian Processes, which is customized to learn the EH and consumption (load) patterns over time. Specifically, a specific composite kernel is designed and tuned with optimal hyperparameters to cope with local quasi-periodic structures in the data, with noise operating at different scales. GPs are then utilized to predict these processes in future time slots, in an online and adaptive fashion (based on the most recent samples).
• We formulate an online and predictive optimization problem for the energy transfer across EH BSs with the goal of making the mobile network energetically self-sustainable.
• We provide numerical results, quantifying the effectiveness of the proposed solution with real-world harvested energy and load traces. An important finding is that the combination of forecasting and predictive control can substantially reduce the total amount of energy that the BS system drains from the power grid, halving it in most cases. This descends from a more intelligent redistribution of the harvested energy. The paper is organized as follows. In Section II, we present the literature on energy cooperation, the mathematical tools used in this work and highlight the novel aspects of our design. The network scenario is described in Section III. Our optimization framework is detailed in Section IV. The numerical results are presented in Section V, and final remarks are provided in Section VI.
II. RELATED WORK
Energy transfer in mobile cellular networks: The concept of energy transfer, also referred to as energy cooperation [8] - [10] or energy exchange [11] , is motivated by the fact that the distributed renewable energy generated at the BSs can be leveraged upon through a microgrid connecting them [12] , with the aim of improving the network self-sustainability, while reducing the cost entailed in purchasing the energy from the power grid. Energy sharing among BSs is investigated in [9] through the analysis of several multiuser network structures. A two-dimensional and directional water-filling-based offline algorithm is proposed to control the harvested energy flows in time and space, with the objective of maximizing the system sum-rate throughput. Xu and Zhang [10] introduce a new entity called the aggregator, which mediates between the grid operator and a group of BSs to redistribute the energy flows, reusing the existing power grid infrastructure: one BS injects power into the aggregator and, simultaneously, another one draws power from it. This scheme does not consider the use of energy storage devices, and for this reason some of the harvested energy can be lost if none of the base stations drains it when it is injected. Huang et al. [13] consider BSs with energy harvesting capabilities connected to the power grid as a means to carry out the energy trading. A joint optimization tackling BS operation and power distribution is performed to minimize the on-grid power consumption of the BSs. Wired energy transfer to/from the power grid, and a user-BS association scheme based on cell zooming are investigated. The problem is solved using heuristics. A similar approach is considered in [14] , where two problems are addressed: the first one consists of optimizing the energy allocation at individual BSs to accommodate for the temporal dynamics of harvested energy and mobile traffic. Considering the spatial diversity of mobile traffic patterns, the second problem amounts to balancing the energy consumption among BSs, by adapting the cell size (radio coverage) to reduce the on-grid energy consumption of the cellular network. Again, the solutions are obtained through heuristic algorithms. Also, in these works, differently to what we propose here, BSs do not perform any actual energy transfer among them.
A two-cell renewable-energy-powered system is studied in [15] , where the sum-rate over all users is maximized while determining the direction and amount of energy to be transferred between the two BSs. Energy can be transferred across the network either through power lines or wireless transfer and the energy transfer efficiency is taken into account. This resource allocation problem is formulated under a Frequency Division Multiple Access (FDMA) setup and is solved numerically. A low-complexity heuristic approach is also proposed as a practical near-optimal strategy when the transfer efficiency is sufficiently high and the channel gains are similar for all users. A similar two-BS scenario is considered in [8] , where BSs gather energy from the power grid and from renewable energy sources, have a limited energy storage capability, and are connected through power lines. The authors study the case where renewable energy and energy demand profiles are deterministically known ahead of time, and find the optimal energy cooperation policy by solving a linear program. They then consider a more realistic case where the profiles are stochastic and propose an online greedy algorithm. Finally, an intermediate scenario is addressed, where the energy profiles are obtained from a deterministic pattern, adding a small amount of random noise at each time step.
Leithon et al. [11] consider a setup similar to ours, i.e., multiple BSs, energy harvesting with local storage devices and energy exchange among BSs through the power grid. The main differences are that perfect knowledge of hourly varying energy demand profile (BS load) and hourly harvested energy is assumed, and energy routing is not studied. An optimal constrained problem is formulated, assessing its performance via simulation. Other relevant papers are [12] and [16] . There, energy sharing takes place either via physical power lines or through the power grid (virtual energy exchange). Interestingly, the authors investigate the impact of the power line infrastructure topology: agglomerative and divisive hierarchical clustering algorithms are utilized to determine it. Upon establishing the physical connections among BSs, an optimization framework for day-to-day cost optimization is developed for the cases of 1) zero knowledge, 2) perfect knowledge, and 3) partial future knowledge of the harvested energy process. The main differences with respect to our work are: for the partial future knowledge case, a static model is adopted, where the amount of energy harvested through the day is given by an average value for each time slot, plus a random displacement. Average values are obtained from historical data, but are kept fixed during the day. In contrast to this, we devise an online estimation algorithm through which future harvested energy incomes are estimated based on those measured in the most recent time slots, providing online adaptation and tracking capabilities. Also, in [12] perfect knowledge of the BS consumption pattern across a whole day is assumed, whereas we estimate and track it at runtime. Online predictive control takes these estimates into account for the computation of optimal energy transfers, making our solution applicable to real settings.
Techniques exploiting energy trading / sharing through, e.g., spectrum sharing or Coordinated MultiPoint (CoMP), are combined for energy cost reduction in EH BS networks and a power grid in [17] . While the authors discuss interesting future research directions, their system model does not consider time dynamics. Following the idea of energy trading and CoMP, a framework focusing on beamforming designs for CoMP downlink communication systems is introduced in [18] . Formulated as a convex problem, the proposed scheme provides an offline ahead-of-time beamformer and energy schedule over a finite time horizon. Online solutions are left for future research. The joint energy purchase and wireless load sharing among mobile network operators is exploited in [19] to reduce energy costs. The authors of this paper propose a scheme named energy group buying with load sharing, where the two operators are aggregated into a single group to implement a day-ahead and real-time energy purchase, and their BSs share the wireless traffic to maximally put lightly-loaded BSs into sleep mode. This scenario is tackled using two-stage stochastic programming. The scenario that we consider here is different, as we focus on actual energy exchange among BSs belonging to the same operator. Gurakan et al. [20] consider a delay minimization problem in an energy harvesting communication network with energy cooperation. Their study considers fixed data and energy routing topologies, determining optimum data rates, transmit powers, and energy transfers through an iterative algorithm, subject to flow and energy conservation constraints, to minimize the network delay. Two last papers are [21] and [22] . Wang et al. [21] consider multiple EH transmitters communicating with multiple receivers, with the goal of maximizing the weighted throughput within a data broadcasting setup. They put forward an iterative algorithm that solves the energy and bandwidth allocation sub-problems optimally. Reference [22] presents an energy-bandwidth allocation problem for a multiuser network where each node is powered with renewable and grid energy and the aim is to maximize the weighted sum throughput for transmitter-receiver pairs, while minimizing the use of grid energy. Differently from our present paper, in this prior work energy harvesting flows are considered to be deterministically known beforehand, and the energy transfer between nodes is not explicitly modeled in terms of architecture, physical layer technology and (possibly multi-hop) energy routing.
On combining pattern learning with multi-step optimization techniques: Next, we briefly review the mathematical tools that we use in the present paper, namely, MPC and GPs.
MPC has its roots in optimal control theory. The main idea is to use a dynamic model to forecast the system behavior, and exploit the forecast state sequence to obtain the control at the current time. The system usually evolves in slotted time, the control action is obtained by solving, at each time slot, a finite horizon optimal control problem where the initial state is the current state of the system. The optimization yields a finite control sequence, and the first control action in this sequence is applied [23] . MPC has the ability to anticipate future events and makes control decisions accordingly. It has been widely used in industrial processes, including chemical plants [24] - [26] and oil refineries [27] , [28] and, recently, to balance energy consumption in smart energy grids [29] - [31] . Moreover, it has been applied to supply chain management problems, with promising results [32] - [35] .
It is known that using time-series forecasting within an MPC framework can improve the quality of the control actions by providing insight into the future [36] . Over the last decades, numerous forecasting approaches have been developed, including Autoregressive Integrated Moving Average (ARIMA) processes and Artificial Neural Networks (ANNs). ARIMA models (introduced by Box and Jenkins in [37] ) are known for their prediction accuracy, but their main limitation lies in the assumption that the data follows a linear model. Conversely, ANNs capture non-linear models and, in turn, can be a good alternative to ARIMA [38] . Nonetheless, ANNs give rise to mixed results for purely linear correlation structures. In [39] and [40] , hybrid schemes that combine them are put forward to take advantage of their unique strengths. Experimental results with real-world data indicate that their combined use can improve the prediction accuracy achieved by either of the techniques when used in isolation.
Several authors have proposed the use of non-linear models to build non-linear adaptive controllers. In most applications, however, these non-linearities are unknown, and non-linear parameterization must be used instead. In time-series analysis, where the underlying structure is largely unknown, one of the main challenges is to define an appropriate form of non-linear parameterization for the forecasting model. Some implementations claim to be non-parametric, such as GPs, which can be considered (in some sense) as equivalent to models based on an infinite set of non-linear basis functions [41] . The basic idea of GPs is to place a prior distribution directly on the space of functions, without finding an appropriate form of non-linear parameterization for the forecasting model. This can be thought of as a generalization of a Gaussian distribution over functions. Moreover, a GP is completely specified by the mean function and the covariance function or kernel, which has a particular (but simple) parametric structure, defined through a small number of hyperparameters. The term non-parametric does not mean that there are no parameters, but that the parameters can be conveniently adapted from data. While GPs have been used in time-series forecasting [42] , to the best of the authors' knowledge, [43] is the first application of GPs to electrical load forecasting [44] - [47] .
The electricity supply is mainly influenced by meteorological conditions and daily seasonality. Nevertheless, forecasting for short-term horizons of about a day is often performed using univariate prediction models, which are considered to be sufficient because the weather tends to change in a smooth fashion, which is reflected in the electricity demand itself. Also, in a real-world online forecasting scenario, multivariate modeling is usually considered impractical [45] . Due to daily seasonality, we can say that the electrical load data bears some similarities with the time series that we consider in this paper, i.e., the harvested energy profile of Section III-B and the traffic load of Section III-C.
The idea of combining MPC and GPs was first proposed in [48] , where the framework is evaluated by means of a simple (simulated) first order non-linear process. Other practical implementations can be found in application domains such as greenhouse temperature control systems [49] , gas-liquid separation plant control systems [50] , combustion power plants control systems [51] and in a number of other cases [52] - [55] . To the best of our knowledge, the present work is the first where MPC and GPs are combined to control an energy harvesting mobile network. Our purpose is thus to demonstrate the feasibility of application and realization of a GP based control algorithm for online power management, highlighting its potentials for the development of greener technologies, with the aim of improving the network self-sustainability.
Novelty of the present work: Despite the existence of previous works on energy cooperation, here we consider a more complete setup, where: (i) EH BSs are equipped with storage capabilities, (ii) the harvesting process and traffic load in the system are unknown and fully stochastic, (iii) the harvested energy and traffic load in BSs that we use for GP training and for our numerical results come from real-world traces, and (iv) the physical power grid is based on the novel concept of PPG. The combination of MPC and GPs has already been considered in the literature. However, to the best of our knowledge, this is the first time where this tool chain is used in an energy-aware mobile network scenario. Also, in the proposed optimization architecture, the overall problem is split into sub-blocks, where optimization problems are convex, can be solved at runtime and have low-complexity. This makes it possible to implement the presented solution in real systems.
III. SYSTEM MODEL
We consider a mobile network comprising a set S of n s = |S| BSs, each with energy harvesting capabilities, i.e., a solar panel, an energy conversion module and an energy storage device. Some of the BSs are ongrid (termed ongrid BSs, being part of set S on ) and, in turn, can obtain energy from the power grid. The remaining BSs are offgrid (set S off ). The proposed optimization process evolves in slotted time t = 1, 2, . . . , where the slot duration corresponds to the time granularity of the control and can be changed without requiring any modifications to the following algorithms.
A. Power Packet Grids
A PPG is utilized to distribute energy among the BSs. The grid architecture is similar to that of a multi-hop network, see Fig. 1 , where circles are BSs and the square is the energy router, which is in charge of energy routing decisions and power allocation. As assumed in [6] , BSs are connected through Direct Current (DC) power links (electric wires) and the transmission of energy over them is operated in a TDM fashion. Energy transfer occurs by first establishing an energy route, which corresponds to a sequence of power links between the energy source and the destination. Each power link can only be used for a single transfer operation at a time. Power distribution losses along the power links follow a linear function of the distance between the source and the destination [6] . They depend on the resistance of the considered transmission medium and are defined by [56] : R = ρ /A, where ρ is the resistivity of the wire in Ωmm 2 /m, is the length of the power link in meters, and A is the cross-sectional area of the cable in mm 2 . In this paper, we consider a PPG with a single energy router in the center of the topology. A number of sub-trees originates from the router and, without loss of generality, each hop is assumed to have the same length , i.e., the same power loss.
B. Harvested Energy Profiles
Solar energy generation traces have been obtained using the SolarStat tool [57] . For the solar modules, the commercially available Panasonic N235B photovoltaic technology is considered. Each solar panel has 25 solar cells, leading to a panel area of 0.44 m 2 , which is deemed practical for installation in a urban environment, e.g., on light-poles. As discussed in [2] and [57] , the EH inflow is generally bell-shaped with a peak around mid-day, whereas the energy harvested during the night is negligible. Here, the framework in [57] is utilized to obtain the amount of energy harvested for each BS n ∈ {1, . . . , n s } in time slot t, which is denoted by H n (t).
C. Traffic Load and Power Consumption
Traffic load traces have been obtained using real mobile data from the Big Data Challenge organized by Telecom Italia Mobile (TIM) [58] . The dataset is the result of a computation over Call Detail Records (CDRs), logging the user activity within the TIM cellular network for the city of Milan during the months of November and December 2013. For the traffic load traces we use the CDRs related to SMS, calls and Internet activities, performing spatial and temporal aggregation. In this way, we obtain a daily traffic load profile for each BS.
Clustering techniques have been applied to the dataset to understand the behavior of the mobile data. To this end, we use DBSCAN unsupervised clustering [59] to classify the load profiles into several categories. In Fig. 3 , we show the typical traffic behavior of two clusters, corresponding to the heaviest (cluster 1) and lightest (cluster 2) daily load. As noted in previous works, the traffic is time-correlated (and daily periodic) [2] , [60] . In our numerical results, each BS has an associated load profile, which is picked at random as one of the two clusters in Fig. 3 . Depending on the cluster association probabilities, there is some imbalance in the load distribution across BSs that, as we shall see, plays a key role in the performance of energy transfer algorithms. Given the traffic load profile L n (t), intended as the percentage of the total bandwidth that a BS n allocates to serve the users in its radio cell, the BS energy consumption (energy outflow), referred to in the following as O n (t), is computed through the linear model in [2] (see Eq. (1) in that paper).
D. Energy Storage Units
Energy storage units are interchangeably referred to as Energy Buffers (EBs). The EB level for BS n ∈ {1, . . . , n s } is denoted by B n (t) and three thresholds are defined: B up , B ref and B low , respectively termed the upper, reference and lower energy threshold, with
B max is the EB capacity, B ref is the desired (reference) EB level and B low is the lowest energy level that any BS should ever reach. B up is used in the energy purchase process from the power grid, as detailed shortly below. For an offgrid BS, i.e., n ∈ S off , if t is the current time slot, B n (t) is the EB level at the beginning of time slot t, which is updated at the beginning of the next time slot t + 1 as:
where T n (t) is the amount of energy transferred to/from BS n in time slot t, which is positive if BS n is a consumer or negative if BS n acts as an energy source. In fact, for a source we have T n (t) < 0, as this models the outflow energy, i.e., the energy that the BS transfers, which is drained from its energy buffer, while for a consumer we use T n (t) > 0, as this models inflow energy, i.e., the new energy that is injected into the buffer. H n (t), O n (t) are the amount of energy harvested and the energy that is locally drained (to support the local data traffic), respectively. Finally, ξ n (t) represents the losses in the EB due to charging and discharging. It depends upon the current state of charge of the EB, which is a realistic assumption. For example, using the model in [61] , we have:
where β loss > 1 is a constant depending upon the technology in use. Note that, as β loss increases, the storage losses decrease, whereas β loss → ∞ models an ideal battery. The EB level of an ongrid BS n ∈ S on is updated as:
where θ n (t) ≥ 0 represents the energy purchased by BS n from the power grid during time slot t. The behavior of a BS (i.e., T n (t) and θ n (t)) depends on its EB level. If the BS behaves as an energy source, it is eligible for transferring a certain amount of energy T n (t) to other BSs. In this work, we assume that if the total energy in the buffer at the beginning of the current time slot t is B n (t) < B up and the BS n is ongrid, then the difference θ n (t) = B up − B n (t) is purchased from the power grid in slot t, as an ongrid BS should always be a source, i.e., in the position of transferring energy to other BSs. If instead the BS behaves as an energy consumer, it demands energy from the sources. For example, the energy demand in time slot t may be set to 
is updated at the beginning of time slot t, whereas H n (t) and O n (t) are only known by the end of it. To cope with this, the theory of Sections IV-B and IV-C computes T n (t) accounting for the expected behavior
is the expectation operator.
IV. OPTIMIZATION FOR ONLINE ENERGY MANAGEMENT
An optimal energy transfer is sought as follows. At time t, let i and j respectively be an energy source (T i (t) < 0) and a consumer (T j (t) > 0). |T i (t)| is the amount of energy that source i offers to the other BSs and with T j i (t) > 0 we indicate the amount of energy that i transfers to j in time slot t, we must have
, ∀i , j , and T i i (t) = 0, ∀i . Once i and j are selected, the energy routing path is unique, which descends from the PPG network model, and we refer to a ij ∈ [0, 1] as the energy loss coefficient between i and j, which depends on the routing path (number of hops and their length). Due to routing losses, the energy received at node j is T j i (t)a ij . A first objective function f 1 (t) weighs the energy losses incurred in the energy exchange,
The second objective is to transfer energy among BSs such that all EB levels are kept as close as possible to B ref , at all times. This is evaluated through a second objective function 2
With π we indicate an energy transfer policy, which specifies
An optimal policy π * is found as:
In Eq. (6), the two objectives are combined through weight ζ ∈ [0, 1] and the expectation is needed as harvested energy and traffic load are random processes. j ∈S T j i (t) is the net flow for node i, which can either be positive or negative and the corresponding bounds have to be enforced accordingly. In real settings, optimally solving Eq. (6) is difficult, as energy and load statistics are non-stationary. A possible approach consists of modeling the problem as a sequence of stationary dynamics of the environment, using a dedicate Markov Decision Process (MDP) for each, and detecting the change points [62] . While of theoretical value, such approaches are still preliminary and impractical. Next, we develop an online approach based on MPC, with tracking capabilities over a finite time horizon, whose objective is to approximate π * .
A. Overview of the Online Optimization Framework
A diagram of the optimization process is shown in Fig. 2 , involving the following steps:
1) Pattern learning (Section IV-B):
The harvested energy and traffic load processes are statistically modeled through Bayesian non-parametric tools. This allows each BS to independently track its own harvested energy and load processes, capturing their statistical behavior and obtaining multi-step ahead forecasts. These forecasts are then fed into the MPC optimization approach of Section IV-C. 2) Model predictive control (Section IV-C): The goal of the MPC block is to determine the BS role (source/consumer) and obtain T n (t), for all BSs n and t. The MPC block considers the current system state, i.e., traffic load, harvested energy and EB levels, but also future ones (based on the forecasts from MPC). This improves upon [7] , where BS energy roles are solely determined based on the current system state at time t.
3) Energy allocation (Section IV-D):
A convex optimization problem is formulated to assess how the available energy |T i (t)| from the sources i is to be split among the consumers j in time slot t, these energy shares are referred to as T j i (t).
4) Energy routing (Section IV-E):
For every time t, once the energy allocations T j i (t) are obtained, this block finds a feasible and optimal schedule implementing the required energy transfers (energy routing) from sources to consumers. Since the PPG is operated in a TDM fashion, each power link can only be used for a single energy transfer operation at a time. Thus, routes must be allocated so that they do not overlap in time. We remark that, solving MPC (step 2) and the following energy allocation (step 3) as two separate steps provides an approximation to the combined objective ζf 1 (t)+(1−ζ)f 2 (t). On the other hand, energy allocation (step 3) and routing (step 4) can be executed as two separate optimization problems without incurring any inter-dependency as long as, for any optimal solution for the first problem, the number of slots needed to schedule the involved energy routing paths is smaller than the maximum number of slots that the system can devote to the energy transfer. In this case, separability holds for the energy allocation and routing problems. With the system parameters that we use in this paper (see Table III ), this holds when the number of BSs is n s ≤ 48.
The list of symbols that we use in the mathematical framework is provided in Table I .
B. Pattern Learning
In this section, we present statistical models to automatically capture the hidden structure in harvested energy and load processes. GPs have become popular for regression and classification, often showing impressive performance [63] . Hereinafter, we will focus on GPs for regression, according to the function-space view applied to the Bayesian linear model [63] . The Bayesian linear model for regression is defined as:
where w is a vector of weights, also known as model parameters, f x is the function value, which is linear in the weights w, r is the observed real value, and φ(·) : R D → R F maps the D-dimensional input column vector x into an F-dimensional feature vector φ(x ) = φ. Assume we are given with a training dataset with N observations,
, where each pair (x i , r i ) consists of the D-dimensional input column vector x i and the scalar target r i . We can aggregate inputs and targets in a D × N matrix X and an N-dimensional column vector r, so that D = (X , r ), and φ(X ) = Φ becomes an F × N matrix in the feature space. We are interested in the conditional distribution of the targets, given the inputs in the feature space and the model parameters. We further assume that r differs from f x by additive noise, which follows an independent identically distributed (i.i.d.) Gaussian distribution with zero mean and variance σ 2 n , i.e., ∼ N (0, σ 2 n ). From the i.i.d. assumption, it follows that the likelihood (i.e., the conditional distribution of the targets given the inputs in the feature space and the model parameters) is factorized over cases for the N observations, i.e., r |X , w ∼ N (Φ w , σ 2 n I N ). We can perform regression in the function-space view by using a GP, modeling a distribution over functions. Formally: a GP is a collection of random variables, any finite number of which have a joint Gaussian distribution. Moreover, it is completely specified by the mean function and the covariance function (or kernel). We define the mean function and the covariance function of process
Next, we consider the zero mean function, i.e., m(x ) = 0, which is a very typical choice [63] . In the Bayesian linear model of Eq. (7), the prior distribution is set to be Gaussian with zero mean and covariance matrix Σ w , i.e., w ∼ N (0, Σ w ). Thus, we can derive an example GP as:
Assume the training dataset has N observations, then vector
] has a joint Gaussian distribution, i.e., f |X ∼ N (0, K ), where the N × N covariance matrix K can be computed evaluating the covariance function or kernel for the N observations, i.e.,
, it follows from the i.i.d. assumption that a diagonal matrix σ 2 n I N must be added to K, as compared to the noise-free model in the GP literature [63] . To make prediction for the test case f (x * ) = f * given φ(x * ) = φ * , we consider the joint Gaussian prior distribution over functions
where we define the N-dimensional column vector k * such that the i-th element equals φ(x i ) Σ w φ(x * ). To derive the posterior distribution over functions we need to condition the joint Gaussian prior distribution over functions on the data, so that we get the key predictive equations of GPs for regression:
In practice, the predictive mean μ is used as a point estimate for the function output, while the variance Σ can be translated into uncertainty bounds (predictive error-bars) on this point estimate, thus making Gaussian Process (GP) for regression very appealing for MPC applications (see [48] , [64] - [66] ).
For any set of basis functions in the feature space, we can compute the corresponding covariance function or kernel; conversely, for every (positive definite) covariance function or kernel, there exists a (possibly infinite) expansion in terms of basis functions in the feature space. As we show shortly, the choice of the kernel deeply affects the performance of a GP for a given task, as much as the choice of the parameters (architecture, activation functions, learning rate, etc.) does for a neural network. Specifically, the hyperparameters of the kernel must be set in order to optimize the marginal likelihood,
Under the Gaussian assumption, the prior distribution is Gaussian, f |X ∼ N (0, K ), and the likelihood is a factorized Gaussian, r |f , X ∼ N (f , σ 2 n I N ), thus r |X ∼ N (0, K + σ 2 n I N ). Extensive derivation for the formulation of f * |x * , X , r and generalization to more that one test case can be found in [63] .
Suppose we have N * observations in the test set, i.e., (X * , r * ), to make prediction for the test cases f (X * ) = f * given φ(X * ) = Φ * , we consider the joint Gaussian prior distribution over functions
where we define the N × N * matrix K * similarly to k * , such that
. . , N * , and x * ,j is a column vector in X * . Finally, we define the
. . , N * , thus we get the key predictive equations of GPs for regression:
The choice of the kernel: This choice deeply affects the performance of a GP for a given task, as it encodes the similarity between pairs of outputs in the function domain. There has been significant work on constructing base and composite kernels [67] . Common base kernels include the Squared Exponential (SE) kernel, the Rational Quadratic (RQ) kernel, and the Standard Periodic (SP) kernel, defined as:
The properties of the functions under a GP with a SE kernel can display long range trends, where the length-scale SE determines how quickly a process varies with the inputs. The RQ kernel is derived as a scale mixture of SE kernels with different length-scales. The SP kernel is derived by mapping the two dimensional variable (cos(x ); sin(x )) through the SE kernel. Derivations for the RQ and SP kernels are in [63] .
Note that valid kernels (i.e., those having a positive-definite covariance function) are closed under the operators + and ×. This allows one to create more representative (and composite) kernels from well-understood basic components, according to the following key rules [67] :
• Any subexpression 3 P can be replaced with P +B, where B is any base kernel family.
• Any subexpression P can be replaced with P × B, where B is any base kernel family.
• Any base kernel B can be replaced with any other base kernel family B . In time series, summing kernels can express superpositions of different processes, operating at different scales, whereas multiplying kernels may be a way of converting global data properties onto local data properties. From here on, we will use one-dimensional kernels in the form RQ × SP with period p SP , which correspond to a local quasi-periodic structure in the data, with noise operating at different scales. Note that kernels over multidimensional inputs can be constructed via the operators + and × over individual dimensions. Next, we consider models based on zero-mean GPs for the runtime multi-step ahead forecasting of time series, with application to a) Harvested Energy Profile H n (t) (defined in Section III-B) and b) Traffic Load L n (t) (Section III-C).
The basic routine for prediction: We use models based on zero-mean GPs for the runtime forecasting of time series, with application to H n (t) and L n (t), n ∈ {1, . . . , n s }, t = 1, . . . , T . The strong daily seasonality of the data is evident for both time series, as well as the presence of noise at different scales. Therefore, we define composite kernels for H n (t) and L n (t) in the form RQ × SP with period p SP , i.e.,
where σ = σ RQ σ SP and d = |x − x | is the Euclidean distance between inputs. At this point, the hyperparameters of the kernel must be set in order to optimize the marginal likelihood, which is defined in Eq. (12), and here implemented using the toolbox of [68] . For compactness, we aggregate the hyperparameters of the kernel in the initialization set θ (s) = {σ, p SP , SP , α RQ , RQ }. Here, we opt for σ = 1, p SP = 24, and select the free parameters ( SP , α RQ , RQ ) via a grid search, scanning combinations in the range [10 −2 , 10 2 ].
To model the strong daily seasonality in the data, we also opt for a prior distribution on the period p SP , which is a delta function, i.e., δ(p SP − 24) = 1 if and only if p SP = 24, so that we treat the period p SP as a constant, excluding it from the optimization (see [68] ). 4 Algorithm 1 describes the basic routine for the pre-training phase (line 1), training phase (line 7), and forecasting phase (line 9) for both zero-mean GPs, i.e., the same basic reasoning holds for H n (t) and L n (t), where x t contains the time indices (in either the training or test dataset) and r t refers to either process H n (t) or L n (t), at time t and BS n. Also, we assume that we can access the N values in the training dataset, and we wish to predict the N * values in the test set, where D (t) = (X (t) , r (t) ) refers to the training dataset and Algorithm 1 Pseudo-Code for the Basic Routine 1: Pre-training phase: find the optimal hyperparameters θ (0) for the kernel k (·, ·), starting from θ (s) and minimizing the marginal likelihood on the training dataset {(
if (t − 1 mod S) = 0 then % t − 1 is a multiple of S 7: Training phase: find the optimal hyperparameters θ (t) for the kernel k (·, ·), starting from θ (0) and minimizing the marginal likelihood on the training dataset (X (t) , r (t) ) 8: end if 9: Forecasting phase: get (μ,˚) with test set (X (t) * , r (t) * ) and using the key predictive equations of GPs in Eq (14) 10:
Set t = t + 1 12: end while
(t) * ) refers to the test set, at time t, respectively. According to the pre-training phase, we first have to find the optimal hyperparameters θ (0) for the kernel k (·, ·), starting from θ (s) and minimizing the marginal likelihood on the training dataset {(
. Note that θ (0) will serve as initialization for the optimal hyperparameters θ (t) at each step of the online forecasting routine, as the optimal hyperparameters θ (t) are found over the training dataset (X (t) , r (t) ), which changes at each step of the online forecasting routine. Assuming Gaussian noise with variance σ 2 n , thus Gaussian likelihood, it follows that we can perform exact inference. To do it, we use the Conjugate Gradients (CG) optimization tool implemented in toolbox [68] . We get (μ, Σ) via Eq. (14) given the test set (X (t) * , r (t) * ) with N * test cases, at time t. Finally, we derive the Root Mean Square Error (RMSE) RMSE (t) * over the N * test cases, starting from residuals e, at time t, and iterating the procedure (except for the pre-training phase) up to time T − (N + N * ). For the numerical results, the training phase (line 7) is performed once every S steps: in Algorithm 1, we write (t − 1 mod S ) = 0, i.e., t − 1 is a multiple of S. Thus, the training phase (line 7) is performed when t = 1.
C. Model Predictive Control
System dynamics: The system to be controlled is described by means of a discrete-time model:
B(t + 1) = ξ (t) • (B(t) + T (t) + W (t) + θ (t)), (17)
where t is the current time slot and • is the element-wise matrix product. All matrices ξ , B, T , W , θ have size M ×n s . B(t) has elements [B(t)] k ,n = B n (k ) (the system state), representing the energy buffer level for BS n in time slot k, with k = t, t + 1, . . . , t + M − 1, were M is the optimization horizon. ξ accounts for EB losses, whose n-th column is [ξ n (t), ξ n (t + 1), . . . , ξ n (t + M − 1)] T . Note that the system state in the first time slot t is known, whereas those in the following M − 1 time slots have to be estimated. Referring to Section IV-B, we thus have M = N * + 1. Matrix T(t) with elements [T (t)] k ,n = T n (k ) denotes the control matrix, representing the amount of energy that each BS n shall either transfer (if T n (k ) < 0) or receive (T n (k ) > 0) in time slot k = t, . . . , t +M −1. θ has elements [θ (t)] k ,n = θ n (k ), which can be greater than zero only for ongrid BSs. Matrix W(t), with elements [W (t)] k ,n = H n (k ) − O n (k ), models the effective energy income, i.e., the stochastic behavior of the forecast profiles (harvested and consumed energy), with:
where W (t) and Σ W (t) contain the mean and variance of the forecast estimates, respectively. Note that processes H n (k ) and O n (k ) are statistically characterized through the prediction framework of Section IV-B, and their difference is still a Gaussian r.v. (in fact, O n (k ) is derived from L n (k ) through a linear model, and as such is still Gaussian distributed). Following [69] , due to the stochastic nature of Eq. (18), the system state B(t) can also be written in a probabilistic way:
where B(t) and Σ B(t) are the mean and the variance of B(t), respectively.
Objective functions: The goal of the MPC controller is to determine the amount T n (k ) that each BS n should either transfer or receive in time slots k = t, . . . , t + M − 1, so that all the energy buffers remain as close as possible to the reference value B ref . A first quadratic cost function tracks the total amount of energy that is to be exchanged among BSs in time slot k, with k = t, . . . , t + M − 1:
Through a second objective function, f MPC 2 (·), the MPC controller seeks to equalize the BS energy buffer levels as close as possible to the reference threshold B ref (see Section III-D):
Control problem: The following finite-horizon and multi-objective optimization problem is formulated: 
where α ∈ [0, 1] is a weight to balance the relative importance of the two cost functions and α c = 1 − α. B low and B max are the energy buffer limitations defined in Section III-D, constraint Eq. (22e) defines the amount of energy that each BS n ∈ S can exchange in slot k and depends on the system state, i.e., the energy buffer level B n (k ), the expected harvested energy and expected traffic load: the system state defines the limits of the control action for each k. Note that f MPC 1 (·) (Eq. (20)) differs from Eq. (4) in that the energy losses due to the routing are not considered; this makes it possible to decouple energy allocation and routing problems. Instead, f MPC 2 (·) (Eq. (21)) and Eq. (5) track the same exact cost, with the only difference that the time horizon M in Eq. (22) is finite. Hence, Eq. (22) departs from a global optimal solution in two respects: 1) the number of optimization steps M is finite (the optimality gap is expected to be small for increasing M), 2) f 1 (·) is upper bounded by neglecting the energy routing losses, which allows for a fast and efficient solution through a decomposition of energy allocation and routing.
For any fixed value of α, and since the optimization problem must be solved at runtime, it is strongly preferable to choose a convex optimization formulation such as Eq. (22), which can be solved through standard techniques. Here, we have used the CVX tool [70] to obtain the optimal solution T (t) * = [T n (k ) * ], which represents the amount of energy that BS n ∈ S shall either offer or demand in time slot k = t, . . . , t+M −1.
Optimization algorithm: The MPC controller performs as follows [71] : 1)
Step 1: At the beginning of time slot k, the system state is obtained, that is energy buffer levels for all BSs, the harvested energy and traffic load forecasts for the next M time slots (the optimization horizon).
2)
Step 2: The control problem in Eq. (22) is solved yielding a sequence of control actions over the horizon M.
3)
Step 3: Only the first control action is performed and the system state is updated upon implementing the required energy transfers.
4)
Step 4: Forecasts are updated and the optimization cycle is repeated from Step 1.
D. Energy Allocation
Solving Eq. (22), we obtain T n (t) for each BS n in any given slot t. In this section, we solve the energy allocation problem, i.e., we compute for each source n, how to split T n (t) among the consumers. Note that this also depends on the distribution losses between sources and consumers and, in turn, on the electrical PPG topology.
Notation: At time t, we use indices i and j to respectively denote an arbitrary BS source (set Y s ) and an arbitrary BS consumer (set Y c ). g ij is the number of hops in the PPG topology between source i ∈ Y s and consumer j ∈ Y c , in matrix notation G = [g ij ]. We assume that all hops have the same physical length and a ij = ϕ(g ij ) ∈ [0, 1] is the energy loss attenuation coefficient between i and j and ϕ(·) is a suitable loss function (depending on the number of hops, i.e., on the physical distance that the energy has to travel, see Section III-A). Let i be a source, the maximum amount of energy that a consumer j can receive from i is defined as e ij
For notation compactness, we collect the energy demands from all consumers j into a demand vector
Objective functions: As a first objective, we seek to minimize the difference between the amount of energy that the BS sources i ∈ Y s deliver to the BS consumers j ∈ Y c and the consumers' energy demand. The energy amount |T i (t)| can possibly be distributed among multiple consumers and we denote by y ij ∈ [0, 1] the fraction of |T i (t)| that is allocated from source i to consumer j, in matrix notation Y = [y ij ]. The actual amount of energy that consumer j receives from i is y ij e ij = y ij |T i (t)|a ij . We write a first cost function as:
Due to the existence of a single path between any source and consumer pair and due to the fact that each power link can only be used for a single transfer operation at a time, a desirable solution shall: i) pick source and consumer pairs (i, j) in such a way that the physical distance (g ij ) between them is minimized and ii) achieve the best possible match between sources and consumers, i.e., use source i, whose available energy is the closest to that required by consumer j, for all (i, j) pairs. Ideally, for each i we would like y ij to be equal to 1 for a single value of j and zero for any other consumer (i.e., 1-of-|Y c | coding scheme, where |Y c | gives the number of consumers). If this is infeasible, multiple sources will supply the consumer, leading to y ij > 0 for multiple values of j and j y ij ≤ 1.
Minimizing the following cost function, amounts to minimizing the number of hops g ij between sources and consumers and favoring solutions with 1-of-|Y c | coding for y:
With this cost function we are looking for a sparse solution (i.e., a small number of sources with y ij close to 1). Note that when y ij → 1 and g ij is minimized, the argument y ij /g ij is maximized and the negative exponential is minimized. Also, the exponential function was picked as it is convex, but any increasing and convex function would do. Solution through convex optimization: At each time slot t, each BS n updates its buffer level B n (t), using either Eq. (1) or Eq. (3) (note that B n (t −1), H n (t −1), O n (t −1), T n (t −1) and θ n (t −1) are all known in slot t, see Section III). The MPC problem of Section IV-C is solved. Each source i evaluates e ij for all j ∈ Y c through e ij = |T i (t)|a ij , and each consumer j sets its energy demand as d j = T j (t). Hence, using Eq. (23) and Eq. (24), the following convex optimization problem is formulated:
where β ∈ [0, 1] is a weight used to balance the relative importance of the two cost functions. The first constraint represents the fact that y ij is a fraction of the available energy from source i, and the second constraint encodes the fact that the total energy i that each source transfers cannot exceed its offer |T i (t)|. For any fixed value of β, Eq. (25) is a convex minimization problem which can be solved through standard techniques. The optimal solution Y * = [y * ij ] specifies the energy fraction tat any source i must send to consumer j.
Solution as an assignment problem: At any time t, the energy distribution problem from sources to consumers can alternatively be modeled as an assignment problem, where each source i ∈ Y s has to be matched with a consumer j ∈ Y c . This approach can be solved through the Hungarian method [72] , an algorithm capable of finding an optimal assignment for a given square m × m cost matrix, where m = max(|Y s |, |Y c |). An assignment is a set of m entry positions in the cost matrix, no two of which lie in the same row or column. The sum of the m entries of an assignment is its cost. An assignment with the smallest possible cost is referred to as optimal. Let C = [c ij ] be the cost matrix, where rows and columns respectively correspond to sources i and consumers j. Hence, c ij is the cost of assigning the i-th source to the j-th consumer and is obtained as follows:
where β ∈ [0, 1], the first term weighs the quality of the match (d j should be as close as possible to e ij ) and the second the quality of the route. To ensure the cost matrix is a square matrix, additional rows or columns are to be added when the number of sources and consumers differs. As typically assumed, each element in the added row or column is set equal to the largest number in the matrix. The main difference between the optimal solution found by solving the convex optimization problem (Eq. (25)) and that found by the Hungarian method is that the latter always returns a one-to-one match between sources and consumers, i.e., each consumer can only be served by a single source (1-of-|Y c | coding). While this is desirable to diminish losses, it is not always optimal and can lead to inefficient allocations in some cases, as we shall see shortly.
E. Energy Routing
Next, we present an optimal sequential allocation algorithm to implement the energy transfers from sources i ∈ Y s to consumers j ∈ Y c , in time slot t. Through the previous analysis, the allocation matrix Y * = [y * ij ] is known and an energy transfer is to be implemented for each entry y * ij for which y * ij > 0. Note that, in the considered topology each energy transfer y * ij has a single associated routing path r, connecting the energy source i to the energy consumer j. Such energy route consists of the collection of: source node i, destination node j and the intermediate nodes (if any) connecting i to j in the considered topology (Fig. 1) . Let R be the number of such routing paths, which are collected through the set of indices R = {1, 2, . . . , R} (see the example in Fig. 4a) . The problem to be solved is to schedule in time these energy transfers so that:
• The time needed to complete the R energy transfers is minimized.
• The destinations j are prioritized according to the residual energy in their local buffers B j , i.e., the smaller B j , the higher the priority. This induces a corresponding priority mechanism on the routes in R. This problem bears similarities with the literature on optimal airplane landing schedules, e.g., [73] . Specifically, a parallel may be drawn between the runaways of [73] and our routing classes (see below). The main difference is that in our case routing classes may contain common (and thus interfering) routes: this makes the analysis more involved, requiring major modifications in the definition of the system state, in the calculation of route serving and completion times and single-stage costs. Below, we report the optimal and original analysis addressing our technical scenario.
Mini-Slots: Each time slot is further split into a number of mini-slots of equal duration, where e max is the maximum transmission energy capacity (system parameter) for a power link in a mini slot. Given an energy route r ∈ R with source node i and consumer node j, the required number of mini slots to transfer the amount of energy y ij e ij from i to j is Δ r = y ij e ij /e max .
System Model for Sequential Allocation: We refer to the example network of Fig. 4a . There, we have three source nodes i 1 , i 2 , i 3 and two destination nodes j 1 , j 2 . R = 3 energy routing paths are to be allocated, with R = {1, 2, 3}, where route 1 connects i 1 to j 1 , route 2 connects i 2 to j 1 and route 3 connects i 3 to j 2 . The dependencies among routes are modeled through the bipartite graph of Fig. 4b : the nodes in the left hand side represent the three routes and the nodes in the right hand side represent the routing classes. A routing class contains the routes that have at least one link in common, and that for this reason cannot be allocated in overlapping time intervals, i.e., only one route can be active in any mini-slot for each routing class. The routes within a routing class are referred to as interfering. In our analysis, variable Q represents the number of routing classes. Routing classes q 1 , q 2 (Q = 2) suffice to track the dependencies in Fig. 4a and they have route 2 in common. The following properties are key to our analysis. P1) Disjoint routes from different classes can be allocated concurrently: this is the case for paths 1 and 3. P2) Common routes, i.e., route 2, can also be allocated, but this entails that both classes will be busy for the whole serving time of route 2: during this serving period both classes will be prevented from any further allocation.
In the following analysis, a generic route is indicated by variable r, i and j are the corresponding source and destination nodes, R r is the set collecting all routing classes that contain route r.t r and t r respectively denote the mini-slot at the end of which route r is allocated and the completion time, i.e., the mini-slot at the end of which the energy transfer for route r is complete. All time variables are expressed in terms of number of mini-slots and we assume that energy transfers occur from allocation to completion, without interruption. (n 1 , t 1 ), (n 2 , t 2 ) , . . . , (n Q , t Q )), where (n q , t q ) indicates the index n q of the route that is currently allocated for routing class q, with associated energy transfer completion time t q . Let s be the current system state, a system transition due to the allocation of any route r = 1, . . . , R is feasible if: 1) If r belongs to a single routing classq, we have R r = {q}, and its allocation is feasible if v r = 0 and its serving time ist r = tq , i.e., we need to wait for the current transfer for classq to finish before we can allocate the new one for route r. 2) If r belongs to multiple routing classes, collected through set R r , then its allocation is feasible if v r = 0 and it serving time ist r = max q∈Rr t q , i.e., in this case we need the transfers for all the classes in R r to finish. This leads to a transition from state s to state s :
where,
Note that if route r is contained in multiple routing classes, the completion time for all such classes must bet r + Δ r , as the transfer will concurrently involve all of them. The feasibility set encoding these conditions for any state s is denoted by F(s). Transition s ⇒ s ∈ F(s) has an entangled single-stage cost:
where j is the destination node of the current route r and B j is its residual battery. The term (1 − B j /B max ) prioritizes the destination (consumer) j according to B j . The termt r −t q +Δ r is the amount of time during which routing class q will be busy to serve route r. Note that, when r is in multiple classes, i.e., |R r | > 1, there may be a temporal inefficiency due to waiting for the class with the longest completion time (t r = max q∈Rr t q ). This inefficiency is weighed through the term t r − t q , which is greater than zero in case class q ∈ R r is freed before the serving timet r , i.e., t q <t r . The optimal policy in the next paragraph minimizes these inefficiencies, achieving the fastest allocation.
Optimal policy: The accumulated cost from a state s can be obtained through the following Bellman equation:
The initial state
, and the routing classes terms (n q , t q ) = (0, 0) for q = 1, . . . , Q and has cost Ω(s 0 ) = 0. The optimal schedule is found by finding:
where Π is the set of final states, a final state being any state with v end = (1, 1, . . . , 1) (all-ones) and the remaining terms (n q , t q ) depending on the outcome of the Bellman recursion. The optimal schedule is derived by tracking the sequence of transitions that transform the initial state s 0 into all possible and feasible final states s ∈ Π which are recursively evaluated through Eq. (29), inducing s * through Eq. (30).
V. NUMERICAL RESULTS
The forecasting approach based on GPs is evaluated in Section V-A, whereas results of the proposed optimization framework are provided in Section V-B, using the algorithm of [7] as a benchmark.
A. Performance Evaluation of the Pattern Learning Scheme
The proposed GP-based forecasting method proposed in Section IV-B is here assessed for the runtime multi-step ahead forecasting of time series H(t) and L(t). The time slot duration is set to one hour, N = 24 × 14 = 336 hours (i.e., two weeks of data), T = 24 × 60 = 1,440 hours (i.e., two months of data), and σ n = 10 −5 . This choice of parameters is valid for both time series, as well as the use of the kernel k (·, ·) in Eq. (16), whereas the hyperparameters differ, depending on the nature of data. 
In Table IIa and Table IIb we show the average RMSE for H(t) and L(t), computed evaluating the mean of the RMSE measures up to time T − (N + N * ), where we track RMSE (t) * over the N * test cases, given N * = 1, 2, 12, 24. Also, as we perform the training phase once every S steps, comparing the numerical results when S = 1 and S = T, i.e., when we update the free GP parameters at each step of the online forecasting routine (S = 1), or just once every T steps (S = T), at time t = 1. In general, the average RMSE (t) * increases as we increase the N * test cases up to 24, which corresponds to predicting the time series one day into the future. However, the worst performance is 0.0743, which is still rather small if we consider that both time series are normalized in [0, 1] prior to processing. Also, predictions for H(t) (Fig. 5a ) are more precise than predictions for L(t) (Fig. 5b) , and this is due to the nature of the data, given that we use the same kernel for both time series. In fact, values in H(t) (Fig. 5a ) follow a more regular behavior than those in L(t) (Fig. 5b) , with quasi-periodic streams of zero values corresponding to zero solar energy income during the night. These quasi-periodic streams of zero values help reinforcing prediction, while allowing for a higher confidence at nighttime (see Fig. 6a ). Finally, tuning parameter S explains the impact of re-optimizing the hyperparameters according to the most recent history (i.e., two weeks of data), but with a longer execution time. Numerical results suggest that tuning parameter S could be reasonable when data exhibit multiple strong local behaviors rather than just a strong daily seasonality, and the kernel has to adapt to these. However, S = 1 could not be the obvious optimal choice (see Table IIa ).
In Fig. 5a and Fig. 5b we show real values and predictions for two weeks of data, where we track the one-step (i.e., N * = 1) predictive mean value at each time slot of the online forecasting routine. The strong daily seasonality is evident, as well as the quasi-periodic structure in data with noise operating at different scales. Note that predictions for H(t) (Fig. 5a ) are more accurate than those for L(t) (Fig. 5b) , and this result can be confirmed by comparing the average RMSE (t) * in Tables IIa and IIb for N * = 1. As expected, predictions may be far from real values when some unusual events occur, see, for example, the low solar energy income within hours 456 and 480 (sixth peak from the left), in Fig. 5a , or the sudden peaks in the traffic load profile of Fig. 5b , which are very day-specific.
In Fig. 6a and 6b we show real and predicted values for three days of data, i.e., the last two days of the training dataset, and 24 hours for the test set, plotting the multi-step predictive mean value with N * = 24. Here, we compare the use of the kernel k (·, ·) in Eq. (16) with common base kernels from the literature, such as the popular Squared Exponential (SE) kernel, the Rational Quadratic (RQ) kernel, and the Standard Periodic (SP) kernel, see Eq. (16) . Also, we compare the use of the kernel k (·, ·) in Eq. (16) in terms of generalization capabilities over the training dataset and the test set, i.e., we perform forecasting over the training dataset and the test set, after the optimization of the hyperparameters given the observations. Note that the proposed kernel (solid line) shows the best performance in terms of forecasting, since composite kernels are more representative than base ones. Specifically, the RMSE is close to zero over the training dataset (due to the fact that we set σ n = 10 −5 , i.e., σ n = 0), and this result also holds for both the SE and RQ cases. However, the generalization capabilities over the test set are quite limited for SE and RQ. In fact, these base kernels have limited expressive power, and simply act like smoothers. Finally, the SP kernel succeeds in recovering the strong daily seasonality in the data, but it fails to model noise at different scales. Again, its expressive power is quite limited, with respect to our proposed kernel in Eq. (16) .
B. Performance Evaluation of the Optimization Framework
In this section, the following schemes are compared: i) no energy exchange (NOEE), i.e., the offline BSs only have to rely on the locally harvested energy, ii) convex solution (CONV): this is the scheme of [7] , which computes energy allocations solely based on the system configuration in the current time slot. This approach is myopic, as no knowledge into the future behavior of the system is exploited. iii) Hungarian solution (HUNG): the energy allocation is found through the Hungarian method of Section IV-D; this is also a myopic approach. iv) Convex solution with model predictive control (GPs+MPC+CONV): this is the combined optimization approach of Sections IV-B-IV-D and V) Hungarian solution with model predictive control (GPs+MPC+HUNG). ii) and iii) carry out energy allocation and routing only considering the current time slot, while iv) and v) also take into account the future system evolution, exploiting pattern learning and multi-step ahead adaptive control.
Before discussing the numerical results, some considerations are in order. All the algorithms purchase some energy from the power grid, although the way in which they use it differs. With NOEE, the energy purchased is exclusively used to power the base stations that are ongrid, whereas those being offgrid have to uniquely rely on the harvested energy. Convex and Hungarian solutions allow some energy redistribution among the base stations. With these schemes, an energy rich BS can transfer energy to other BSs whose energy buffer is depleted. Note that an energy rich base station may belong to either the ongrid set or to the offgrid one. The latter case occurs when, for instance, a BS experiences no traffic during the day and all the energy it harvests is stored locally. In this case, this BS is likely to be "energy rich", and energy transfer schemes consider it as an energy source for other BSs. Looking at the whole BS network, it can gather energy in two ways: i) harvesting it from the environment and ii) purchasing it from the power grid. The harvested energy is basically free of charge and shall be utilized to the best extent: energy transfer among BSs makes this possible. The energy bought by the ongrid BSs is costly and shall also be utilized as efficiently as possible. Below, we shall evaluate both aspects.
For the numerical results, we consider the scenario of Section III. For the EBs, we set B max = 360 kJ, which corresponds to a battery capacity of 100 Wh (e.g., a small size Li-Ion battery). The slot time is set to one hour, solar EH traces are obtained using SolarStat [57] for the city of Chicago, and the BS topology is that of Fig. 1 , with 6 ongrid BSs and a total of n s = 18 BSs. The other simulation parameters are listed in Table III . The curves plotted in Figs. 7, 8, 10 and 11 are obtained averaging over 1,000 simulation instances. Each simulation instance accounts for 168 hours, i.e., one week. The harvested energy profile for each BS is set at the beginning of each simulation instance starting from a specific date, which is picked at random from the real-trace dataset. For the traffic load, each BS picks one of the two available load clusters at random, with probability p (in the abscissa). Moreover, In Fig. 7 , we show the average BS energy buffer level over different traffic load configurations. For the load assignment, each BS independently picks one of the two traffic clusters in Section III-C: cluster 2 (low traffic load) is picked with probability p and cluster 1 (high load) is picked with probability 1 − p. p is then varied as a free parameter along the abscissa. As expected, the average energy buffer level when p = 0 is lower than that with p = 1, as the traffic load in cluster 1 is higher. Regarding the approaches, the highest difference in the energy buffer levels is found between NOEE and GPs+MPC+HUNG, with an increment of around 60% (on average) when MPC is adopted. Moreover, the Hungarian methods outperform convex solutions because, with their assignment policy, any consumer is matched to a single source and this reduces the amount of energy that is distributed, leaving more energy in the energy rich buffers. As we show shortly, this behavior is not really desirable as, e.g., it leads to higher outage probabilities.
As a proxy to the network Quality of Service (QoS), the outage probability at time t, γ(t), is here defined as the ratio between the number of BSs whose energy buffer level gets completely depleted, and the total number of BSs in the system n s . The outage probability γ(t) as a function of the traffic load is plotted in Fig. 8 . For all schemes, γ(t) is an increasing function of the load. The probability that a BS runs out of service due to energy scarcity is higher when energy cannot be transferred among BSs (NOEE) and is in general very high across the whole day for HUNG-based solutions. However, applying MPC to the Hungarian method leads to a reduction in the average outage probability of about 54%. Moreover, from Fig. 9 we see that with the Hungarian method, γ(t) increases when the amount of energy harvested is very little (i.e., nighttime). The problem is that the Hungarian allocation technique returns a matching of source-consumer pairs, where each source is allocated to a single consumer and, in turn, some of the BSs may not be allocated in some time slots (due to the imbalance between number of sources and number of consumers). This leads to high outage probabilities for the considered scenario. CONV-based techniques are more flexible in this respect, as they allow energy transfer from multiple BSs and in different amounts. This translates into a zero outage probability in both cases, with and without MPC.
From the previous graphs, one may conclude that CONV and GPs+MPC+CONV (foresighted optimization) provide the same benefits, being both capable of lowering the outage probability down to zero. However, looking at additional metrics reveals that the two approaches show important differences. For example, in Fig. 10 we compare these solutions in terms of amount of energy that ongrid BSs purchase from the power grid. A big gap can be observed between the two schemes, proving that the application of pattern learning and MPC is indeed highly beneficial, leading to a reduction of more that 55% in the amount of energy purchased from the power grid.
Along these lines, we perform another set of simulations by putting a cap on the maximum amount of energy that can be bought during a full day by the ongrid BSs. Specifically, we define a purchased energy threshold η as the ratio between the amount of energy that each ongrid BS is allowed to purchase and the total amount of energy it would require to serve a fully loaded scenario across an entire day, i.e., the BS purchases energy up to B max every time slot. A plot of γ(t) against threshold η is shown in Fig. 11 . From this graph, we see that predictive control (GPs+MPC+CONV) leads to a much smaller outage probability than CONV. Moreover, as η increases beyond 0.5 the outage probability drops to zero, which is a big improvement with respect to CONV, for which γ is about 10%. Similar results are obtained for GPs+MPC+HUNG when compared with HUNG, although in this case the gain is slightly smaller.
The use of non-ideal energy buffers is evaluated in Figs. 10 and 11 , using β loss = 3. In this case, the energy losses incurred in the charging and discharging processes lead to an increase in the energy purchased from the power grid (≈10%) and in the outage probability (≈15%) over time, due to the smaller EB levels with respect to the ideal EB scenario.
VI. CONCLUSION
In this paper, we have considered small cell deployments where energy harvesting and packet power networks are combined to provide energy self-sustainability through the use of own-generated energy and carefully planned power transfers among network elements. This amounts to a combined learning and optimization problem (resource scheduling), where learning is carried out on energy arrival (harvested ambient energy) and traffic load traces and this knowledge is exploited, at runtime, for the computation of optimal energy transfer policies among the distributed energy buffers. This foresighted optimization is performed combining model predictive control and convex optimization techniques. Numerical results reveal great advantages over the case where energy transfer schedules are optimized disregarding future energy and load forecasts: the amount of energy purchased from the power grid is reduced by more than 50% and the outage probability is lowered to zero in nearly all scenarios.
