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New orthonormal bases of improved time frequency atoms are
constructed. These atoms are similar to R. Baraniuk’s chirplets.
These new bases are used to unfold frequency modulated sig-
nals in the time frequency plane. The selection of the best basis
amounts to nding an optimal covering with Heisenberg boxes
with arbitrary eccentricities and orientations. This analysis is as
sharp as the one provided by the Wigner transform. c© 1997 Academic
Press
1. INTRODUCTION
1.1. Time-Frequency Analysis
Finding an optimal unfolding of a given signal in the
time-frequency plane is an inspiring challenge. Several al-
gorithms have been proposed to dene such an unfolding
and to measure its optimality. We will illustrate this dis-
cussion on four such algorithms, named A, B, C, and D:
A. The rst and most usual option is the short-time
Fourier transform (or sliding window Fourier). As stressed
in Daubechies’ book [5], this approach uses an a priori seg-
mentation of the given signal. This segmentation is uniform
and the results are biased by this arbitrary choice. A short-
time or windowed Fourier transform amounts to writing the
signal as a linear combination of Gabor wavelets. These
Gabor wavelets are the rst examples of the more general
time-frequency atoms which will be used now.
B. The second option is described in Wickerhauser’s
book [22]. It amounts to writing the signal as a linear
combination of time-frequency atoms. Roughly speaking
these atoms are obtained by applying arbitrary dilations to
the above-mentioned Gabor wavelets. These time-frequency
atoms (wavelet packets or MalvarWilson wavelets) are re-
grouped into two libraries of orthonormal bases. The best
basis search is then achieved through an entropy criterion
which selects a basis in the library. This approach depends
on the choice of the library.
C. The third option is the sharpest one. It uses the
Wigner transform W(f) of the given signal f. This trans-
form is nonlinear in f and W(f)[t; !] is a real-valued con-
tinuous function in the time-frequency plane whenever f is
a nite energy signal. This function W(f)[t; !] gives access
to the instantaneous frequency after a ltering in the time-
frequency plane. This ltering wipes out some unpleasant
artifacts and is denitively needed if the signal is compos-
ite (distinct frequency modulation laws show up at distinct
times). This ltering is signal dependent and should be op-
timized [812].
D. The matching pursuit algorithm combines ideas
coming from A and B. It amounts to iteratively comput-
ing scalar products between the given signal and the most
energetic time-frequency atoms that might be found in this
signal. After some atom is extracted, it is subtracted from
the signal (with the correct coecient) and the algorithm is
iterated on the residual [13].
1.2. Best Basis Search
In B, one is using a minimal description length criterion.
This means that the choice of the best orthonormal basis is
the one in which the signal admits the most concise descrip-
tion. This is only possible if, for each of the many signals
that need to be processed, one can nd an orthonormal ba-
sis in the library which is adapted to this specic signal.
Therefore one is led to large libraries. But we do not want
the library to contain too many bases since we want real-
time processing. We are led to a tradeo which is discussed
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now. Up to now the options which have been proposed can
be grouped into two classes.
The rst library is the wavelet-packet library. Using a
best basis search with a wavelet-packet library is equivalent
to performing an optimal filtering on the given signal (or
splitting the time-frequency plane into horizontal strips).
The second library is the Malvar–Wilson library. This
amounts to an optimal segmentation (vertical strips).
It is clear that these two options [19, 22] suer from an
obvious limitation. Indeed in both cases, the time-frequency
plane will be paved only using horizontal or vertical rect-
angles (Heisenberg boxes), with arbitrary eccentricities.
Many authors [13, 1418] are using more flexible
pavings in order to compete with a pseudo-Wigner dis-
tribution analysis. Indeed frequency-modulated signals are
poorly decomposed by any paving of the time-frequency
plane with horizontal or vertical Heisenberg boxes while
they are beautifully analyzed by a Wigner transform.
1.3. Chirplets
Frequency-modulated signals play an important role in
signal processing. One of the most spectacular example
is given by the gravitational waves which are predicted
by Einstein’s general relativity. These waves have not yet
been observed and two international programs have been
launched to obtain some evidence of their existence. They
are expected to be emitted by the collapse of a binary star.
Their analytical description is explicitly given by
f(t) = (t0 − t)−1=4 cos[ + !(t0 − t)5=8];
where  and ! are two parameters and t0 is the time when
the collapse is occurring. The signal which will be mea-
sured in the experiments is corrupted by a large noise. If
one follows Donoho’s paradigm [7], one is led (in the ideal
case when the noise is a Gaussian white noise) to building
orthonormal bases in which these gravitational waves have
a minimal description length. This is what we are doing in
this paper.
The time-frequency atoms which are adapted to
frequency-modulated signals are called chirplets by Bara-
niuk and Mann. The BaraniukMann chirplets are Gabor-
type wavelets with an extra modulation which is given by a
linear chirp. Roughly speaking, decomposing a given signal
into a series of chirplets means nding an optimal covering
of its unfolding in the time-frequency plane with oblique
Heisenberg boxes with arbitrary eccentricities and orienta-
tions.
The weakness of this approach to chirplets is the lack of
algorithms. The situation is similar to the one in the early
1940s, when Gabor wavelets were used for the rst time
and when the MalvarWilson wavelets did not exist.
We will reshape the BaraniukMann chirplets. This re-
shaping is needed for constructing the chirplet library (The-
orem 1). Indeed, our approach mimics the construction
of the MalvarWilson wavelets. Then a best-basis search
makes sense inside the chirplet library (which contains the
MalvarWilson library.
Finally, this library is large enough to optimally decom-
pose frequency modulated signals: the best-basis search will
provide an optimal unfolding of a frequency modulated sig-
nal in the time-frequency plane, which is as sharp as the
output of an optimal pseudo-Wigner distribution.
In other terms algorithms B and C are reconciliated. The-
orem 1 is proved in the next section. Examples will be de-
tailed in a forthcoming paper but we will not resist (Section
3) the pleasure of announcing the results in the gravitational
waves case.
2. ATOMIC DECOMPOSITIONS
We would like to build large collections of orthonormal
bases which will be used to eciently decompose many
frequency modulated signals.
Let tk; k 2 Z, be an increasing sequence of real num-
bers such that limk!+1 tk = +1; limk!−1 tk = −1. We
denote by ‘k the dierence tk+1 − tk.
We are also given a sequence (k) of positive numbers
such that k > 0 and k + k+1 à ‘k; (k 2 Z). We now
introduce bell functions wk(t) such that 0 à wk(t) à
1;
∑1
−1 w
2
k(t) = 1; wk(t) 2 C10 (R); wk(t) is supported by
[tk − k; tk+1 + k+1] and nally
wk(tk + s) = wk−1(tk − s) whenever jsj à k: (2.1)
Finally let (ak); (bk) be two sequences of real numbers
such that the piecewise ane function dened by (t) =
akt + bk; tk à t < tt+1, be continuous on the real line.
With these notations in mind, we have the following.
Theorem 1. The collection of functions
wj;k(t) =
√
2
‘k
ei(akt
2=2+bkt)
 sin
[

(
j +
1
2
)
t − tk
‘k
]
wk(t); (2.2)
j = 0; 1; 2; : : : ; k 2 Z, is an orthonormal basis for L2(R).
The assumptions on ak; bk and tk imply the following:
there exists a quadratic spline function ’(t) belonging to
C1(R) and such that ’(t) = 12 akt
2 + bkt + ck on [tk; tk+1].
However, we do not have wj;k(t) = ei’(t)wj;k(t), where wj;k(t)
is the usual local trigonometric basis (K. Wilson wavelets)
described in [22]. If it were the case, Theorem 1 would have
been a trivial statement.
Let us begin with the orthogonality. If jk0 − kj Æ 2,
the product wk0 (t)wk0 (t) vanishes identically. If k0 = k, the
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linear chirp cancels out in wj;k wj0;k and one is reduced to
the Wilson wavelets case.
The only nontrivial situation is k0 = k − 1. Then
wj;k(t) wj0;k0 (t) =
2p
‘k‘k0
exp(i’k(t))wj;k(t)wj0;k0 (t):
The crucial observations are
’k(t) = (ak − ak−1) (t − tk)
2
2
+ γk; (2.3)
where γk is a constant and
wj;k(t)wj0;k0 (t) is an odd function of s = t − tk: (2.4)
Then wj;k(t) wj0;k0 (t) is also an odd function of s and its in-
tegral vanishes.
We now turn to the proof of the completeness.
Let us assume that f is an L2-function such that
hf; wj;ki = 0 for every j 2 N and every k 2 Z:
Since wj;k; j 2 N; k 2 Z, is an orthonormal basis for L2(R)
and wj;k(t) = eik(t)wj;k(t), we have f = 0 on [tk + k;
tk+1 − k+1].
Let us now consider the situation of the interval [tk −
k; tk + k]: We will use the following obvious remark
Lemma 1. Let u(x) belong to L2[−‘; ‘] and assume that∫ ‘
−‘ u(x) sin[(j+1=2)(x=‘)]dx = 0 for j = 0; 1; 2; : : :. Then
u(x) is an even function.
Similarly if
∫ ‘
−‘ u(x) cos[(j + 1=2)(x=‘)]dx = 0 for j =
0; 1; 2; : : : then u(x) is an odd function.
Indeed one writes these integrals under the form∫ ‘
−‘(u(x)−u(−x)) sin[(j+1=2)x]dx and one uses the com-
pleteness of
√
2=‘ sin[(j + 1=2)x] on L2[0; ‘].
Returning to the proof of the completeness, we obtain
that f(t)wk(t). e−ik(t) is an even function of t − tk while
f(t)wk−1(t)e−ik−1(t) is an odd function of t−tk. Let us denote
by q(t) the product f(t)e−ik(t). Since k(t) − k−1(t) is an
even function of t − tk, this implies that f(t)wk−1(t). e−ik(t)
is also an odd function of t − tk. Finally, if jsj à k,
q(tk + s)wk(tk + s) − q(tk − s)wk(tk − 2) = 0
q(tk + s)wk−1(tk + 2) − q(tk − s)wk−1(tk − s) = 0; (2.5)
and these two conditions imply q(tk + s) = 0 on [−k; k].
Therefore f(t) = 0, which proves Theorem 1.
3. EXAMPLES
In the examples which are discussed, the best-basis search
algorithm is used. The asymptotic signals which are ana-
lyzed contain a large parameter  or ! which tends to in-
nity. A suboptimal basis is a basis for which the entropy
is of the same order of magnitude as the absolute minimum
when  tends to innity.
Let us begin with an obvious example of a frequency-
modulated signal dened as f(t) = w(t) exp[i(t)], where
(t) is a smooth real-valued function with 00(t) Æ 1;  is a
large parameter, and the window w(t) is a compactly sup-
ported smooth function. Then the search for a suboptimal
basis inside the MalvarWilson library leads to a segmen-
tation which is uniform with a step size h = c−1=2. On
the other hand, if the chirplet library is being used, the
segmentation will still be uniform with a larger step size
h = c−1=3, which means a better compression. The con-
stant c is of the order of magnitude of the inverse of the
cubic root of the third derivative of (t), which explains
that c is innite if the signal happens to be a linear chirp.
The second example we discuss is given by a signal which
is a rst approximation to the gravitational waves case. We
consider a signal of the form f(t) = w(t) cos(!t1=2), where
! is a large parameter and w(t) is a windowing function.
In order to nd a suboptimal segmentation in the chirplet
library, one uses a new variable x = !2t which leads to
a segmentation of cos(x1=2) over the large interval [0; !2].
Then a suboptimal segmentation is given by tk = ck6, where
c is a numerical constant. The values of the integer k are
0; 1; : : : ; k0, where k0 = !1=3. Returning to the t variable
yields a nonuniform segmentation, where the largest inter-
val is !−1=3 and the smallest one is !−2.
Let us nally consider the gravitational waves. Let us as-
sume that the parameter ! is large. We still use the chirplet
library. Then a suboptimal segmentation is no longer uni-
form and becomes ner and ner as one approaches the
blowup of the instantaneous frequency (which is the time
when the binary star collapses). The segmentation points
are tk = c!−8=5k24=5, where c is a constant. This means
that the size step of the segmentation ranges from !−1=3 to
!−8=5 when one reaches 0, which corresponds here to the
time of the collapse. These computations will be detailed
in a forthcoming paper.
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