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If a planar system has a center at the origin, then it is interesting to ask if limit cycles appear 
near the origin after a small autonomous perturbation. One possibility is to study Hopf t)ifur- 
cation. However, a more subtle notion is the cyclicity of the center relative to a multiparameter 
perturbation. In this paper, a family of differential equations of the form 
5c = Hy + ef(x, y, a), y = -H~ + eg(x, y, a) (1) 
is considered, where the unperturbed Hamiltonian system has an elementary center at the origin 
and a is an n-dimensionM vector of parameters. Let a0 E 7~ n. The origin of this system is said 
to have "Hopf cyclicity" k for ]e[ + la - a01 small if, for some #0 > 0 and 50 > 0, every system in 
the family with le] + la -ao l  < #0 has at most k limit cycles in the open 50-ball at the origin, and 
for each (#, 5) such that 0 < p < #0 and 0 < 5 < 50, there is some choice of the parameters (e_, a) 
with lel + la -a01 < # such that the corresponding system has exactly k limit cycles in the &ball. 
The origin is said to have Hopf cyclicity k for the family (1), if for any given N > 0, there exist 
tt0 > 0 and 50 > 0 such that every system in the family with lel < #0 and lat < N has at most 
k limit cycles in the open 50-ball at the origin, and there exists a0 E T~ n such that the origin has 
Hopf cyclicity k for le[ + la - a01 small. 
It is not so easy to determine the "Hopf cyclicity". In fact, this has only been done in .:t few 
cases. The most famous is Bautin's result on the cyclicity of a quadratic planar center under 
perturbation by quadratic vector fields. Such a center has cyclicity 3, see [1]. For some special 
polynomial systems of Lienard type, certain results also have been obtained, see [2-5]. 
For general system (1), the following theorem was proved in [5]. 
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THEOREM 1. Suppose the functions H, f ,  and g are Coo in their variables with H(O, O) = 0 and 
H(x ,y )  > 0 for 0 < x 2 + y2 << 1. Let M(h,a)  denote the first-order Melnikov function of ( i ) ,  
M(h,  a) = Jg=h g dx - f dy. (2) 
Then we have the following. 
(i) The function M is C °O with respect to h at h -- O. Hence, we can write for any integer 
k>_l ,  
M(h,a)  = bx(a)h + b2(a)h 2+. . .  + bk(a)h k + 0 (hk+l) . (3) 
(ii) I f  there exist k > 1 and ao E T¢n such that bj(ao) = O, j = 1, . . .  ,k - 1, bk(ao) ~ O, then 
the Hopf cyclicity of the origin for [el + [a - a0[ small is at most k - 1. 
(iii) I f  there exist k > 1 and ao E T¢n such that  
bj(ao)=O, 1 < j < k, O(bx,... ,bk) ao det 0(-~1,- ,ak) ¢ 0, n_> k, 
and if there exists a vector valued function ¢(e, ak+l , . . . ,  an) such that (1) has a center 
at the origin for (a l , . . . ,  ak) = ¢(e, ak+l , . . . ,  an), then the origin of (1) has Hopf cyclicity 
k - 1 for [e I + la - ao[ sma11. 
Using the above theorem, we can prove the following. 
THEOREM 2. Consider the C °o system (1). Let the functions f and g in (1) be linear in a. 
Suppose we have the following. 
(i) 
rank O(bl , . . . ,bk)  _ k, n > k. 
0(a l , . . .  ,an) 
(ii) When bj(a) = 0, j = 1 , . . . ,  k, (1) has a center at the origin. Then the origin of (1) has 
Hopf cyclicity k - 1. 
PROOF. Since f and g are linear in a, the coefficients bj in (3) are also linear in a. Hence, by (i), 
without loss of generality, we can suppose 
O(bl , . . . ,bk)  
det 0 (al,  , ak) ~ 0, (4) 
which follows that  the linear equations bj(a) = O, j = 1 , . . . ,  k, have a vector valued solution 
(a l , . . . ,  ak) = ¢(ak+l , . . . ,  an). Note that  ¢ is constant if n -- k. Choose a0 = (a l0 , . . . ,  an0) with 
ajo : 0 for j > k and (a l0 , . . . ,  ako) = ¢(0 , . . . ,  0). Notice that  (1) has a center at the origin when 
(a l , . . . ,  ak) = ¢(ak+l , . . . ,  an) by (ii). Thus, by Theorem 1 (iii), we know that  the origin has Hopf  
cyclicity k -  1 for ]e] + ]a -  a0] small. Hence, if the conclusion is not true, then there exist N > 0 
and sequences em -~ 0, a (m) E T¢n with ]a (m)] <_ N such that  for (e,a) = (em,a(m)), system (1) 
has k limit cycles which approach the origin as m -~ oo. We may suppose a (m)  ~ ao E ~f~n aS 
m --+ oc. If there exists 1 < k' < k such that  bj(ao) = O, j = 1 , . . . , k '  - 1, bk,(ao) ~ O, then by 
Theorem 1 (ii), (1) has at most k' - 1(_< k - 1) limit cycles near the origin for all H + I a - aol 
small. In particular, for (e,a) = (em,a (m)) with m sufficiently large, (1) has at most k - 1 limit 
cycles near the origin, a contradiction. Thus, we must have bj(ao) = 0, j -- 1 , . . . ,  k. As above, 
we can suppose (4) holds so that  the linear equations bj(a) = O, j = 1, . . . , k ,  have a vector 
valued solution (a l , . . . ,  ak) = ¢(ak+l , .  • •, an). Therefore, by Theorem 1 (iii), the origin has Hopf  
cyclicity k - 1 for lel + la - a0] small, a contradiction again as before. The proof is completed. 
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Generally speaking, it is not easy to obtain the Hopf cyclicity since the coefficients bj in (3) 
are difficult to calculate for general system (1). Fortunately, for a Lienard system of the form 
Jc = p(y) - eF(x, a), ~) = -g(x),  a E T~ ~, (5) 
the following theorem establishes an algebraic method to compute the Hopf cyclicity. 
FHEOREM 3. Suppose F, g, and p are C ~ functions atisfying 
p(O) = O, p'(O) > O, g(O) = O, g'(O) > O, F(O,a) = O. (6) 
Let F t)e linear in a and let formally 
F(~(z), a) - f (x ,  a) = ~ Be(a)x', Ixl << 1, (7) 
where (t(x) = -x  + O(x 2) satisfies G(a(x)) = G(x), G(x) = Jo ~ g(u) du. If there exists k _> 1 
~uch that 
(i) 
rank O(B1,Ba, . . . ,B2k-1)  = k, 'n >_ k; 
0 (al, a2, . . .  , an) 
(ii) F(c~(x),a) = F(x,a) when B2j-1 = O, j = 1 , . . . , k ,  then the origin has Hopf cyclicity 
k -1  for (5). 
PROOF. By (2), we have for (5), 
/L fY'° M(h,a )  -- Fdy  = [F (z2(y ,h ) ,a )  - F (x t (y ,h ) ,a ) ]  dy, (8) 
h a Y20 
where x2 <_ 0 < Xl and Y20 < 0 < Yt0 satisfy G(x~(y,h)) + P(y) - h > O, P(Ym) ~ h, i := 1,2 
with P(y) = fYp(u) du. We mention that since we develop our proof near the origin, we will 
suppose h is sufficiently small below, which implies that both x and y are sufficiently small. 
Let y,2(x, h) < 0 < yl(x, h) satisfy 
G(x)=- - t t -P (y i (x ,h ) ) ,  O<_x<<l, i=1 ,2 .  (9) 
Then we have G(x,(yy,h)) -~ G(x), i , j  = 1,2, for 0 _< x << 1, which implies that x2(y j ,h))  
~,(:r), :r l(y3,h)) - x, j = 1,2 for 0 _< x << 1. Hence, making the integral transformation 
G(.r) = h - P(y), we have 
fyo fo~,,(h) [F (x2, a) - F (xl, a)] dy = 
20 
Ylo [F (x2, a) - F (Xl, a)] dy = 
dO JO 
[F(c~(x) a) - F(x, a)] -g(x)  dx. , 
~(~) 
IF(or(x), a) - F(x, a)] ~ dx. 
(10) 
wh(,re x0(h) = v/2h/g'(0) + O(h) satisfies O(xo(h)) = h. By (6) and (9), we know that y., = 
( -1 )  ' -1V/(2(h - G)/p'(O))(1 + O(v/ -h-  G)), i = 1, 2. It follows that 
1 _~ ~ (~+O(~_~)) .  ( , )  
v(yl) p(y2) v'(0)(h-G) 
Hence, by (8), (10), (11), and (7), we obtain 
.~1(h, a ) .£xo(h)  ~p rig--G) ( l+O(  hx/-h-L-G-G)) dG = [F(c~(x),a) - F(x,a)] ,(0)(~ 
=~-'~Bi(a)Ni(h), 
(~2) 
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where 
Jo (13) 
: Nio h(i+l)/2 + 0(h(i+2)/2), Nio > O, 
by making the change G(x) = hsin 2 t. Note that  the function M is linear in 13j by (7) and (12). 
Subst i tut ing (13) into (12) and then comparing it with (3) yields that  
bl = NloB1, B2 = LI(B1),  b2 = N30B3 + L2(B1,B2), 
(14) 
B4 = L3 (B1,  B2,133) ,. • •, bk = N2k-l,oB2k-1 + L2k-2 (B1 , .  • •, 132k-2) ,  
where L j (B1 , . . . ,By)  = O([B1, . . . ,B j l  ) are linear in 131,.. . ,Bj,  j = 1 , . . . ,  2k -2 .  By (14), we 
have 
bj = N2 j - l ,O132 j -1  -~- L~ (Ba, B3, . . . ,  132j-3) , j = 1 , . . . ,  k, 
with L~(B1, B3,...,132j-3) = 0(1131, 133,...,132j_3[) being linear in t31,133,...,132j_3, j = 
1, . . . ,  k. Therefore, 
det 
0 (bl, b2, • • •, bk) 
O (B1,  B3 , . . . ,B2k-1)  
N10 
where *s are constants. It follows that  
O • ' * 0 
N3o . . .  0 
• • • - N2k-  1,o 
= N loN3o"""  N2k-l,o > O, 
B2j-1 = 0, j = 1,. .•,  k ~ bj = O, j = 1, . . . ,  k. 
Now by Theorem 2 to complete the proof, it suffices to show that  if F(a(x),  a) = F(x, a) for 
0 < x << 1, then (5) has a center at the origin• In fact, in the region 0 < x << 1, (5) is equivalent 
to 
d_x = F(x,a) - p(y) 0 < x << 1. (15) 
dv g(x) ' 
In the region 0 < -x  << 1, we make the change of variables G(u) = G(x) or u = a(x)  for 
0 < u << 1 so that  we obtain from (5), 
du = F(c~(u), a) - p(y) F(u, a) - p(y) 
= 0<u<<l ,  
dy g(u) g(u) ' 
which has the same form as (15)• Hence, by (6), the origin is a center. This ends the proof. 
COROLLARY 1. Suppose, formally, 
F(a(x),a) -F(x,a) = (a(x) -x )  EA j+ lx J  , 
jko 
Ixl <<1. (16) 
If Conditions (i) and (ii) of Theorem 3 are satisfied when the coei~cients B2j-1 are replaced by 
A2j-1, then the conclusion of the theorem holds. 
PROOF. Since c~(x) = -x  + O(x2), by comparing (7) and (16), we have 
B1 = -2A1, . . . ,Bk  = -2Ak + 0 ( [A1 , . . . ,Ak - l l ) ,  k >_ 2. (17) 
By (14), we have B2k = O(IB1,B3,.. .  ,B2k-ll), k _> 1. Hence, by (17), it is easy to see that  
Ask = O([A1,A3,.. .  ,A2k- l l ) ,  k > 1, 
B2k+l = --2A2k+l +O(tA1,A3,. . . ,A2k-1]) ,  k >_ 1. 
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Here, as before, A2k and B2k+l are linear in A1, A3,. • •, A2k-l. Then the conclusion follows from 
'rheore,n 3. The proof is completed. 
Next we give a method to compute the coefficients Aj+I  in (16). Let formally F( : r ,a)  = 
~, :z l  Fix~' G(x) = Y-~i>>_'2 G*x~, G2 > 0. Then 
a(~,) - a ( . )  = (~ - x )Q(x ) ,  
Z-- 1 
Q(x) = E EGi°[i-I-3"T3" 
~>2 3=0 
(18) 
Let 
where 
a(x)  : x ( -1  + Cgllg' -4- o:12x '2 -1-'" "), 
~"~(x) = ~m Z ~,~',  ~,,,o = ( -1p,  
i>_o 
i 
1 
ami = - -  E ( jm + j - i)a13Ozrn,i-3, 
j= l  
Substitut ing (19) into Q in (18), we can obtain 
m _> 2, 
i>1 .  
(19) 
(2o) 
Q(X) : E aJCtk'a-d+l -'}'- 
' j=2 k=l 
(21) 
Then the fact that  Q = 0 implies that  
(±" ) 1 1 (1 + ( -1 ) ' )  G,+I 
Ctl' i - I  -- G2 E GjOlk'i-j+l -}- -2 
j=3 k=l 
i > '2. ('22) 
By formulas (20) and (22), we can compute akj with k, j  _< i - 1 and ~ld-1 ,  
first by (22), and then (20), and then (22) again, we have 
> 2. For instance, 
G3 G3 (G3~ 2 
~" - a~'  ~ = 2~,  <2 = - \ ~ ;  . 
Let. F(a(x),  a) - F(x,  a) = (a(x)  - x)S(x). Then similar to (21), we have 
(~ j-1 1 (1 + (--1)*)F~+I) x". s(x) : < + Z Z Fj~k,.,_,+~ + 
i>2 3:2 k~l 
which gives that  
A1 = F~, A2 = 0, 
i j--1 1 (1 ~- (--1) i) Fi+l, 
j=2 k=l 
i > 2. (23) 
As an application, we consider the following system: 
= p(y) - e (al:c + a2x 2 + a3P)  K (x ) ,  
~) = -x  (1 + blX Jr- b2x 2 + b3 x3 A- x4L(x ) )  , 
(24) 
where p, K,  and L are C °o functions satisfying p(0) = 0, p'(0) > 0, and K(0) # 0. We have the 
following. 
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COROLLARY 2. If 3b3 7 £ 5bib2, then for any N > 0, there exists eo > 0 such that (24) has Hop[ 
cycBcity 2 at the origin for a/ /0  < [e I < e0 and [a~ l _< N,  i = 1,2,3. 
PROOF. Note that  G2 = 1/2. By (20) and (22), we can obtain 
a l l  = -2Ga,  am1 = (-1)"~2rnG3, m _> 2, a12 = -4G32, 
am2 = ( -1 )m2m(m + 1)G32, m ~ 2, oz13 = -2  [863 - 4a3a4 d- G5] .  
Hence, by (23), AI = Yl,  A5 = alaN2 + SG32F'3, and 
det 0(A1,A3,  Ah) = 2 (G5 - 4G3G4).  
O(F~,F2,F3) 
Notice that  F1 = a lK (0) ,  F2 = a2K(0) + O(at), F3 = a3K(O) + O([al,a21), G3 = (1/3)ba, 
G4 = (1/4)b2, Ga = (1/5)b3. The conclusion is direct from Corollary 1. The proof is ended. 
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