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transfer	 performance	 of	 these	 devices	 are	 promising.	 Under	 these	 considerations,	 the	
present	research	is	focused	on	the	design	and	analysis	of	a	different	type	of	synthetic	jet	
device	 with	 respect	 to	 its	 classical	 configuration.	 Such	 a	 device	 is	 experimentally	
characterized	through	the	study	of	its	free	and	impinging	flow	field.	Furthermore	the	heat	



































Ibatm	 Radiation	 intensity	 corresponding	 to	 a	 black	 body	 at	 the	 temperature	 of	 the	
atmosphere	Tatm	(W/m3)	















































ݑ෤	 Instantaneous	 radial	 phase‐correlated	 organized	 contribution	 to	 the	 velocity	
(along	the	x	axis)	(m/s)	















ݓ෥	 Instantaneous	 axial	 phase‐correlated	 organized	 contribution	 to	 the	 velocity	
(along	the	z	axis)	(m/s)	
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The	 continuous	 technology	 improvement	 is	 causing	 a	 proliferation	 of	 electronic	
systems	 in	 our	 society.	 Nowadays	 human	 society	 is	 completely	 dependent	 on	 such	
electronic	 devices;	 hence,	 the	 reliability	 of	 these	 systems	 is	 mandatory.	 The	 failure	 of	
these	 systems	 can	 be	 caused	 by	 many	 factors	 such	 as	 high	 temperature,	 electrical	
overstress	and	material	fatigue.	
The	 system	 failure	 is	mostly	 due	 to	 the	 thermal	 overstress	 caused	 by	 a	 continuous	
request	 of	 intense	 work.	 Although	 the	 majority	 of	 the	 electronic	 devices	 have	 a	 high	
efficiency,	 a	 continuous	 use	 can	 cause	 an	 increase	 in	 temperature	which	 can	 affect	 the	




According	to	Moore’s	 law	(1965),	 the	number	of	 transistors	on	an	 integrated	circuit	
doubles	every	one	and	a	half	year	and	the	transistor	density	is	expected	to	be	very	high.	
Moreover,	the	size	of	these	transistors	decreases	exponentially	as	silicon	microfabrication	
processes	 are	 improved.	 These	 two	 components	 lead	 to	 an	 increase	 in	 the	 heat	 power	


















Synthetic	 jets	 are	 jets	 with	 zero‐net‐mass‐flux	 synthesized	 directly	 from	 the	 fluid	
present	in	the	system	in	which	the	jet	device	is	embedded	(Smith	and	Glezer,	1998).	Such	
a	 feature	obviates	 the	need	 for	an	external	 input	piping,	making	them	ideal	 for	 low	cost	
and	 low	 space	 applications.	A	 synthetic	 jet	 is	 generated	by	 a	membrane	oscillation	 in	 a	




ring	 can	 form	 near	 the	 orifice	 and,	 under	 certain	 operating	 conditions	 (Holman	 et	 al.,	
2005),	convects	away	from	the	orifice	to	form	a	time‐average	jet	(Smith	and	Glezer,	1998).	




practical	 applications,	 some	 recent	 studies	 are	 focused	 on	 the	 design	 of	 different	
configurations.	 For	 instance,	 Rylatt	 and	 O’Donovan	 (2013)	 decided	 to	 confine	 the	
impinging	synthetic	air	 jet	asserting	 that,	with	such	a	 configuration,	 cold	air	was	drawn	
from	 a	 remote	 location	 into	 the	 jet	 flow.	 Chaudhari	 et	 al.	 (2011)	 realized	 a	 particular	
synthetic	jet	device	by	means	of	a	centre	orifice	surrounded	by	multiple	satellite	orifices.	
Laxmikant	 and	 Chaudhari	 (2015)	 designed	 also	 synthetic	 jets	 with	 diamond	 and	 oval	
shape	orifice.	Luo	et	al.	 (2006)	proposed	a	new	generation	of	 synthetic	 jet	consisting	 in	
two	 cavities	 sharing	 the	 same	 piezoelectric	 actuator.	 Lasance	 ans	 Aarts	 (2008)	 and	
Lasance	et	al.	(2008)	replaced	the	two	slots	with	two	orifices	and	the	piezoelectric	with	a	
loudspeaker	creating	the	so‐called	“dipole	cooler”.	This	double	configuration	was	found	to	
be	 advantageous	 because	 of	 noise	 reduction	 (Russell	 et	 al.,	 1999)	 and	 improvement	 of	















free	 synthetic	 jets	 insufficient	 knowledge	 is	 available	 for	 impinging	 synthetic	 jets,	which	
could	be	 the	 focus	of	 future	research.”,	 thus	 a	 study	 on	 the	 classical	 single	 synthetic	 jet	
impinging	 flow	 field	behaviour,	varying	the	operating	parameters,	has	also	been	carried	
out.	











The	 generation	 of	 synthetic	 jets	 is	 based	 on	 the	 phenomenon	 that	 an	 oscillating	
boundary	or	transmission	of	sound	can	induce	a	fluid	stream.	
The	first	to	develop	a	theory	on	this	topic	has	been	Lord	Rayleigh	(1883)	who	stated:	
“Experimenters	 in	acoustics	have	discovered	more	 than	one	 set	of	phenomena,	apparently	
depending	for	their	explanation	upon	the	existence	of	regular	currents	of	air	resulting	from	




Lord	 Rayleigh	 (1896)	 performed	 the	 following	 experiment:	 ".	 .	 .	 .	 when	 the	
corresponding	 fork,	 strongly	 excited,	was	held	 to	 the	mouth	of	 the	Helmholtz	 resonator	a	
wind	of	considerable	force	issued	from	the	nipple	at	the	opposite	side.	This	effect	may	rise	to	
such	 intensity	as	 to	blow	out	a	 candle	upon	whose	wick	 the	 stream	 is	directed.	 .	 .	 .	Closer	
examination	revealed	the	fact	that	at	the	sides	of	the	nipple	the	outward	flowing	stream	was	
replaced	by	one	 in	the	opposite	direction,	so	that	a	tongue	of	 flame	 from	a	suitable	placed	






synthetic	 jet	 flow	 was	 first	 observed	 by	 Ingard	 and	 Labate	 (1950).	 They	 studied	 the	
acoustical	 streaming	phenomena	around	the	orifice	by	 the	use	of	smoke	particles.	Their	
study	employed	diameters	ranging	from	3.5	mm	to	20	mm	and	velocities	ranging	from	0	














Coe	 et	 al.	 (1994)	 and	 then	 Allen	 and	 Glezer	 (1995)	 proposed	 for	 the	 first	 time	 an	
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Such	 a	 characteristic	 velocity	was	defined	by	 Smith	 and	Glezer	 (1998)	 as	 the	mean	
velocity	over	the	ejection	half	of	the	cycle:	
	





where	 τ	 is	 the	 actuation	 period	 and	 UA	 is	 the	 velocity	 at	 the	 exit	 plane	 of	 the	 orifice.	
Differently	 Cater	 and	 Soria	 (2002)	 defined	 their	 characteristic	 velocity	 as	 the	 mean	
squared	 integral	 of	 the	 velocity	 profile	 over	 an	 oscillation	 period	 (momentum	 flow	
velocity):	
	







where	w	 is	 the	 axial	 velocity	 at	 the	 exit	 plane	 of	 the	 orifice/nozzle	 and	 r	 is	 the	 radial	
coordinate.	
Several	 studies	 have	 been	 carried	 out	 during	 last	 decades	 aiming	 at	 the	










found	 also	 by	 Smith	 and	 Glezer	 (1998).	 They	 studied	 the	main	 properties	 of	 slot	 (2‐D)	
synthetic	 jets	 comparing	 them	 to	conventional	2‐D	 jets.	They	 found	 that	 the	 increase	of	
the	width	of	synthetic	 jets	and	the	volume	flow	rate	are	 lower	than	those	of	continuous	
jets.	 Furthermore	 they	 obtained	 that	 the	 streamwise	 decrease	 of	 the	 jet	 centreline	
velocity,	for	synthetic	jets,	is	lower	than	that	of	the	continuous	jets.	Differently	from	those,	
Cater	and	Soria	(2002)	investigated	experimentally	a	round	synthetic	jet	observing	that	it	
had	a	 cross‐stream	velocity	distribution	 similar	 to	 that	of	 a	 conventional	 continuous	 jet	
but	with	a	larger	spreading	rate.	They	also	characterized	the	near	field	of	a	synthetic	jet	as	




jets	 flow	 field	 (composed	 by	 the	 near	 and	 far	 field).	 They	 found	 that	 the	 near	 field	
“depends	critically	on	the	details	of	the	 formation	and	advection	of	the	discrete	vortices	 in	
the	presence	of	the	time‐periodic	reversed	flow”.	They	 characterized	 the	 vortex	behaviour	
determining	 the	 trajectory	and	celerity.	They	also	observed,	 in	 the	near	 field,	 that:”	The	
time‐periodic	 reversal	 in	 flow	 direction	 along	 the	 jet	 centreline	 during	 the	 blowing	 and	
suction	strokes	leads	to	the	time‐periodic	appearance	of	a	stagnation	(saddle)	point	on	the	
centreline	(between	the	recent	vortex	and	the	jet	exit	plane)	that	moves	along	the	centreline	
during	 the	 suction	 stroke.”	 In	 the	 far	 field	 they	 highlighted	 the	 difference	 between	
synthetic	 and	 continuous	 jets,	 stating	 that	 :	 “although	 cross‐stream	 distributions	 of	 the	
time‐averaged	streamwise	and	cross‐stream	velocity	components	and	the	corresponding	rms	
velocity	 fluctuations	appear	 to	collapse	 in	 the	usual	similarity	coordinates,	the	streamwise	
scaling	of	other	variables	(e.g.,	 the	centreline	velocity,	 jet	width,	volume	 flow	rate,	etc.)	do	
not	 match	 corresponding	 scaling	 for	 conventional	 jets.”.	 The	 comparison	 between	 the	
synthetic	 and	 continuous	 jets	 was	 also	 presented	 by	 Smith	 and	 Swift	 (2003).	 They	
compare	synthetic	 jets	to	continuous	jets	at	the	same	Reynolds	number	showing	that,	 in	
the	 far	 field,	 they	have	 the	same	velocity	 shape,	 as	occurs	 in	Glezer	and	Amitay	 (2002).	
Moreover	 they	 observed	 that,	 in	 the	 near	 field,	 synthetic	 jets	 are	 dominated	 by	 vortex	





obtained	 by	 Smith	 and	 Glezer	 (1998)	 because	 of	 the	 different	 operating	 condition	
(Reynolds	number	 and	Strouhal	 number).	 Shuster	 and	Smith	 (2007)	demonstrated	 that	
the	round	synthetic	jet	is	uniquely	identified	by	the	dimensionless	stroke	length	L0/D	and	
showed	 that	 for	 a	distance	 from	 the	nozzle	 lower	 than	L0	 the	 flow	 is	 dominated	by	 the	





its	streamwise	convection	 is	a	 linear	 function	of	such	a	parameter.	The	effect	of	varying	
stroke	length	on	the	flow	morphology	of	free	synthetic	jets	was	studied	by	McGuinn	et	al.	
(2013)	with	high	speed	PIV	and	hot	wire	anemometry.	According	to	Gharib	et	al.	(1998),	
the	power	of	a	vortex	ring	is	enhanced	with	stroke	 length	 increasing	up	to	L0/D	=	4;	 for	
higher	L0/D	 a	 trailing	 jet	 is	 formed	which	 adversely	 affects	 the	 stability	 of	 the	 primary	
vortex.	 Analogously,	 synthetic	 jets	 without	 impingement	 (McGuinn	 et	 al.,	 2013)	 are	
characterized	by	a	monotonous	increase	in	vortex	strength	up	to	L0/D	=4.	For	L0/D	higher	
than	 4	 and	 up	 to	 8	 the	 flow	 field	 is	 characterized	 by	 additional	 fluid	 ejected	 after	 the	
formation	of	the	vortex	ring	and	forming	a	trailing	jet	following	and	widening	the	vortex	
ring.	A	maximum	ejection	velocity	occurs	in	the	trailing	jet	and	destabilizes	the	vortex	ring	
promoting	mixing	 for	 L0/D	 between	 8	 and	 16.	 For	 higher	 L0/D	 the	most	 relevant	 flow	
feature	 is	 represented	 by	 the	 trailing	 jet:	 the	 ejected	 fluid	 remaining	 once	 the	 primary	
vortex	was	 fully	 formed	 and	 propagated,	 overtook	 the	 vortex	 ring	 resulting	 in	 a	 highly	
turbulent	intermittent	jet	flow.	
1.2	Heat	Transfer	and	Impinging	Flow	Field	
The	 characterization	 of	 synthetic	 jets	 flow	 field	 has	 been	 used	 by	 researchers	 to	
understand	 the	 behaviour	 of	 these	 devices.	 Such	 studies	 have	 led	 to	 several	 fields	 of	
applications	 for	 synthetic	 jets	 as:	 flow	 control,	 heat	 transfer,	 enhancement	 of	 mixing	
between	fluid	currents	and	generation	of	microthrust	for	propulsion.	
Focusing	 the	 attention	 on	 the	 heat	 transfer	 field	 many	 works	 in	 literature	 have	
showed	promising	performances	of	synthetic	jets	used	as	cooling	devices	in	an	impinging	
configuration.	 Indeed	 the	 high	 heat	 transfer	 rate	 obtainable	with	 impinging	 continuous	





reasons	 the	most	 intuitive	 application	 of	 synthetic	 jets	 in	 the	 heat	 transfer	 field	 is	 the	
impinging	configuration.		
The	 first	 literature	work	on	synthetic	 jets	used	as	cooling	devices	was	presented	by	
Gutmark	 et	 al.	 (1982)	 that	 showed	 heat	 transfer	 data	 on	 synthetic	 jet	 used	 to	 enhance	
both	 natural	 and	 forced	 convection.	 The	 results	 revealed	 that	 the	 acoustically	 excited	
airflow	 can	 increase	 the	 overall	 heat‐transfer	 coefficient	 by	 a	 factor	 of	 four.	 Later	
Mahalingam	and	Glezer	(2005)	studied	the	design	and	thermal	performance	of	a	heat	sink	
for	high	power	dissipation	 in	 electronics	 enhanced	with	 synthetic	 jet	 impingement.	The	
results	 revealed	 a	 case	 temperature	 decrease	 from	 71.5	 to	 36°C	 with	 synthetic	 jets	
operation	and	a	power	dissipation	of	20‐40%	higher	with	respect	 to	the	same	heat	sink	
with	 a	 fan	 in	 the	 flow	 rate	 range	 of	 3‐5	 cubic	 feet	 per	 minute.	 Valiorgue	 et	 al.	 (2009)	




time‐average	 recirculating	 vortex	 located	 at	 r/D	≃	 2	 for	 L0/H	 =	 2.5.	 The	 promising	





to	 4000),	 expecting	 it	 to	 be	 higher	 at	 greater	 values	 of	 Reynolds	 number.	 Furthermore	
Chaudhari	 et	 al.	 (2010b)	 investigated	 also	 the	 effect	 of	 the	 orifice	 on	 the	 heat	 transfer	
behaviour	of	an	impinging	synthetic	jet.	Several	kind	of	orifices	were	considered:	square,	
circular	and	rectangular	(of	different	ratio	raging	between	1	and	20).	Experiments	were	
undertaken	 at	 a	 Reynolds	 number	 ranging	 between	 950	 and	 4000	while	 the	 nozzle‐to‐
plate	 distance	 varied	 between	 1	 and	 25.	 They	 found	 that	 for	 nozzle‐to‐plate	 distance	
higher	 than	5	diameters	 the	square	orifice	enhances	 the	heat	 transfer	while,	 for	smaller	
distances,	the	rectangular	orifice	with	a	ratio	of	3	and	5	shows	the	best	performance.	
As	 for	 steady	 jets,	heat	 transfer	correlations	have	been	developed	also	 for	 synthetic	








becomes	 stronger	 as	 the	 jet	 driving	 frequency	 increases.	 The	 empirical	 correlation	
proposed	 by	 Arik	 and	 Icoz	 (2012)	 is	 valid	 for	Re	 <	 2900,	 5	 <	H/D	 <	 20	 and	 actuation	






Persoons	 et	 al.	 (2011)	 defined	 four	 heat	 transfer	 regimes,	 each	 one	 identified	 by	 a	
different	range	of	values	acquired	by	the	ratio	(L0‐L0(f))/H	(where	L0(f)	 is	the	synthetic	jet	
formation	stroke	length,	i.e.,	practically	the	escape	length	of	the	vortex	ring	in	order	to	not	
be	 swallowed	 again	 in	 the	orifice	during	 the	 suction	phase).	McGuinn	 et	 al.	 (2013)	 also	
studied	 the	 impinging	 flow	 field	 of	 synthetic	 jets	 with	 high	 speed	 PIV	 and	 hot	 wire	
anemometry.	They	also	accounted	for	the	presence	of	the	plate	with	the	non‐dimensional	
parameter	 (L0‐L0(f))/H,	 as	 previously	 done	 by	 Persoons	 et	 al.	 (2011).	 In	 the	 study	 by	
McGuinn	et	al.	(2013)	L0(f)	was	constant	and	equal	to	2	D,	H/D	varied	between	2	and	16,	
L0/D	between	3	and	32	and	Reynolds	number	was	equal	to	1500.	The	first	regime	is	 for	
(L0‐L0(f))/H<0.5,	which	corresponds	to	a	stroke	 length	slightly	higher	 than	the	 formation	




















causes	a	decrease	 in	 the	heat	transfer	performance.	Such	a	region	disappears	 for	higher	
nozzle‐to‐plate	 distances	 leading	 to	 an	 increase	 of	 the	 heat	 transfer.	 This	 recirculation	





increases	 promoting	 a	 higher	 heat	 transfer	 rate.	 Indeed,	 for	 high	 frequencies,	 such	 an	
improvement	provides	an	heat	transfer	rate	greater	than	a	steady	jet	whose	velocity	is	the	
same	of	 the	maximum	expulsion	velocity	of	 the	synthetic	 jet	 (during	 its	ejection	phase).	
Moreover	they	stated	that	the	vortex	motion	 influences	the	heat	transfer:	an	 increase	 in	
the	 local	heat	 transfer	 is	obtained	while	 the	vortex	ring	 is	 sweeping	 the	 impinging	wall.	
Such	 an	 enhancement	 decreases	 as	 the	 vortex	 ring	 moves	 farther	 from	 the	 stagnation	
point.		
These	 studies	 tried	 to	 understand	 how	 the	 operating	 parameters	 (i.e.	 Reynolds	
number,	 Strouhal	 number,	 nozzle‐to‐plate	 distance	 etc.)	 of	 an	 impinging	 synthetic	 jets	
influence	 the	 heat	 transfer	 in	 order	 to	 enhance	 it.	 The	 same	 scope	 (i.e.	 heat	 transfer	
enhancement)	 has	 been	 seek	 by	 other	 authors	 who	 focused	 on	 the	 design	 of	 devices	
different	 from	 the	 classical	 single	 configuration	 of	 synthetic	 jets.	 Several	 innovative	
configurations	 were	 based	 on	 the	 generation	 of	 two	 synthetic	 jets	 by	 using	 a	 unique	
device.	Luo	et	al.	(2006)	proposed	a	new	generation	of	synthetic	jet	actuators	consisting	in	
two	cavities	sharing	the	same	wall	equipped	with	a	single	piezoelectric	diaphragm	and	a	
slide	 block	 separating	 the	 two	 exit	 slots	 at	 an	 appropriate	 distance.	 Their	 numerical	






out	 PIV	 measurements	 of	 such	 a	 dual	 synthetic	 jets	 actuator	 at	 Reynolds	 number	 and	
Strouhal	number	equal	to	2500	and	0.17,	respectively.	In	the	near	field,	they	found	a	more	
complex	 flow	 field	 characterized	 by	 a	 “self‐support”	 phenomenon	 between	 the	 two	
synthetic	 jets	 while	 in	 the	 far	 field	 the	 two	 jets	 merged	 in	 a	 single	 and	 more	 stable	
synthetic	jet.	Differently	from	Luo	et	al.	(2006	and	2011),	Persoons	et	al.	(2009)	studied	
two	adjacent	synthetic	jets,	with	slot	orifice,	which	allowed	directing	the	flow	by	changing	
the	phase	between	 the	 jets.	Both	PIV	and	 IR	 thermography	heat	 transfer	measurements	
were	 carried	 out,	 at	 a	 fixed	 Reynolds	 number,	 equal	 to	 600,	 and	 dimensionless	 stroke	
length	L0/D	=29	in	order	to	quantify	the	local	convective	heat	transfer	and	flow	field	for	
different	 values	 of	 phase	 and	 jet‐to‐surface	 spacing	 H/D	 (6,	 12	 and	 24).	 This	 work	
reported	a	90%	enhancement	of	the	maximum	and	the	overall	cooling	rate,	compared	to	a	
single	jet,	for	a	phase	equal	to	120°	and	a	jet‐to‐surface	spacing	H/D	equal	to	12.	Lasance	
and	 Aarts	 (2008)	 replaced	 the	 classical	 circular	 single	 jet	 configuration	 with	 a	 double	
circular	configuration.	The	double	configuration	was	found	to	be	advantageous	because	of	




of	 a	 centre	 orifice	 surrounded	 by	 multiple	 satellite	 orifices.	 All	 the	 experiments	 were	
carried	 out	 varying	both	 the	Reynolds	number	 (1000	<	Re	 <	 2600)	 and	 the	normalized	
axial	distance	 (1	<	H/D	<	30).	 Such	an	 innovative	configuration	shows	a	maximum	heat	
transfer	 coefficient	which	 is	 approximately	 30%	more	 than	 the	 one	of	 the	 conventional	
single	 orifice	 jet.	 A	 different	 configuration	 was	 employed	 by	 Rylatt	 et	 al.	 (2013)	 who	
decided	to	confine	the	impinging	synthetic	air	jet	asserting	that,	with	such	a	configuration,	
cold	air	was	drawn	from	a	remote	location	into	the	jet	flow.	The	experiments	showed	that	
the	 ducted	 configuration,	 achieves	 an	 heat	 transfer	 enhancement	 of	 up	 to	 36%	 in	 the	
stagnation	region.	Bhapkar	et	al.	 (2014)	studied	the	acoustical	aspects	and	average	heat	
transfer	 characteristics	 of	 an	 elliptic	 impinging	 synthetic	 jet	 comparing	 it	with	 circular,	
rectangular	 and	 square	 orifice.	Acoustically	 the	 synthetic	 jet	 shows	 the	 same	behaviour	
independently	from	the	orifice	shape.	The	elliptical	case	shows	its	maximum	heat	transfer	
rate	for	an	orifice‐to‐plate	distance	equal	to	3	diameters.	For	an	orifice‐to‐plate	distance	






by	 Laxmikant	 and	 Chaudhari	 (2015).	 They	 studied	 the	 heat	 transfer	 and	 acoustic	
behaviour	 of	 these	 two	 different	 shapes	 comparing	 to	 the	 circular	 case.	 They	 found	 an	
average	 heat	 transfer	 enhancement	 of	 17%	 and	 7%,	 for	 diamond	 and	 oval	 orifices	
respectively	and	a	decrease	of	7	dB	of	the	sound	pressure	level	for	both	cases.	




field	 of	 synthetic	 jets.	 Some	 studies	 have	 found	 similar	 aspects	 between	 synthetic	 and	
continuous	jets.	For	this	reason	a	brief	review	on	the	behaviour	of	impinging	continuous	
jets	is	reported	in	the	following.	
The	flow	field	of	an	 impinging	continuous	 jet	 is	sketched	in	Fig	1.2.	The	 jet	emerges	
from	a	nozzle	or	an	opening	with	a	velocity	and	temperature	profile	and	with	turbulence	
characteristics	 dependent	on	 the	upstream	 flow	and	on	nozzle	 shape	 (Schetz	 and	Fuhs,	
1999).	 For	 a	 pipe‐shaped	 nozzle	 the	 flow	 develops	 into	 the	 parabolic	 velocity	 profile	
common	 to	 pipe	 flow	 plus	 a	 moderate	 amount	 of	 turbulence	 developed	 upstream.	 In	
contrast,	 a	 flow	 delivered	 by	 the	 application	 of	 differential	 pressure	 across	 a	 thin,	 flat	
orifice	will	 create	an	 initial	 flow	with	a	 fairly	 flat	 velocity	profile,	 less	 turbulence,	 and	a	
downstream	 flow	 contraction	 (vena	 contracta).	 Typical	 jet	 nozzle	 designs	 use	 either	 a	
round	 jet	 with	 an	 axis‐symmetric	 flow	 profile	 or	 a	 slot	 jet,	 a	 long,	 thin	 jet	 with	 a	 two‐
dimensional	flow	profile.		
After	 it	 exits	 the	 nozzle,	 the	 emerging	 jet	 may	 pass	 through	 a	 region	 where	 it	 is	
sufficiently	 far	 from	 the	 impingement	 surface	 to	 behave	 as	 a	 free	 submerged	 jet.	 In	 the	
free	 jet	region,	 the	velocity	gradients	 lead	to	a	shear‐driven	 interaction	of	the	exiting	 jet	
with	 the	 ambient	 that	 produces	 entrainment	 of	mass,	momentum,	 and	 energy.	 The	 net	
effects	include	the	development	of	a	non‐uniform	radial	velocity	profile	within	the	jet,	the	
expansion	of	 the	 jet,	 an	 increase	of	 total	mass	 flow	 rate,	 and	 the	modification	of	 the	 jet	













stagnation	 region	 for	 this	pressure	 to	 influence	 the	 flow	 immediately	 at	 the	nozzle	 exit.	
According	to	Viskanta	(1993),at	small	separation	distances,	the	velocity	profile	of	the	jet	
does	not	have	 sufficient	 room	to	develop	and	 the	arrival	 velocity	 is	 essentially	uniform.	
Thus,	 impingement	 occurs	 within	 the	 potential	 core	 of	 the	 jet	 and	 the	 pressure	
distribution	well	agrees	with	the	inviscid	solution.		
If	 the	shear	 layer	expands	 toward	 the	centre	of	 the	 jet	before	 reaching	 the	 target,	 a	
region	 of	 core	 decay	 forms.	 The	 length	 of	 the	 potential	 core	 is	 dependent	 on	 the	




exit	 for	axis‐symmetric	 jets	and	4.7‐7.7	slot	widths	 for	slot	 jets.	This	decaying	 jet	begins	
four	 to	 eight	 nozzle	 diameters	 or	 slot‐widths	 downstream	 of	 the	 nozzle	 exit.	 In	 the	
decaying	jet,	the	axial	velocity	component	decreases	and	according	to	Reichardt	(1943),	a	




As	 the	 flow	 approaches	 the	wall,	 it	 loses	 axial	 velocity	 and	 turns	 in	 a	 region	 called	
stagnation	 region.	 The	 flow	 builds	 up	 a	 higher	 static	 pressure	 on	 and	 above	 the	 wall,	
transmitting	 the	 effect	 of	 the	wall	 upstream.	The	non‐uniform	 turning	 flow	experiences	
high	normal	and	 shear	 stresses	 in	 the	deceleration	 region,	which	greatly	 influence	 local	
transport	properties.	After	turning,	the	flow	enters	a	wall	jet	region	where	the	flow	moves	





the	height	at	which	wall‐parallel	 flow	speed	in	the	wall	 jet	 is	maximum	at	a	given	radial	
position.	The	boundary	layer	within	the	wall	jet	begins	in	the	stagnation	region,	where	it	
has	a	typical	thickness	of	no	more	than	1%	of	the	jet	diameter.	As	the	wall	jet	progresses,	
it	 entrains	 flow	 and	 grows	 in	 thickness,	 and	 its	 average	 flow	 speed	 decreases	 as	 the	
location	 of	 highest	 flow	 speed	 shifts	 progressively	 farther	 from	 the	 wall;	 thus	 the	
maximum	 speed	 in	 the	 wall	 jet	 finally	 tends	 to	 zero	 in	 the	 fully	 developed	 wall	 jet	
proportionally	 with	 the	 distance	 from	 the	 centre	 of	 impingement	 r‐1	 for	 the	 axis‐
symmetric	jet.	Whereas	the	stabilizing	effect	of	the	acceleration	keeps	the	boundary	layer	
laminar	 in	 the	 stagnation	 zone,	 transition	 to	 turbulence	 generally	 occurs	 in	 the	
decelerating	flow	region	 immediately	after	 the	coordinate	at	which	the	 flow	reaches	 the	
maximum	velocity.	The	 turbulent	kinetic	energy,	gives	a	measure	of	 the	 intensity	of	 the	
turbulent	flow	field.	The	downstream	flow	and	heat	transfer	characteristics	are	sensitive	
to	 both	 the	 steady	 time‐average	 nozzle	 velocity	 profile	 and	 fluctuations	 in	 the	 velocity	
over	 time.	 Knowledge	 of	 these	 turbulent	 fluctuations	 and	 the	 ability	 to	 model	 them,	









forces	 may	 overcome	 the	 stabilizing	 effect	 of	 fluid	 viscosity/momentum	 diffusion.	 The	
position	 of	 the	 shear	 layer	 and	 its	 velocity	 profile	 may	 develop	 oscillations	 in	 space,	
seemingly	wandering	 from	 side	 to	 side	 over	 time.	 Downstream	 the	magnitude	 and	 the	
spatial	extent	of	the	oscillations	grow	to	form	large‐scale	vortices	along	the	sides	of	the	jet.	
The	 largest	 eddies	 have	 a	 length	 scale	 of	 the	 same	 order	 of	 magnitude	 as	 the	 jet	
diameter	and	persist	until	they	either	independently	break	up	into	smaller	eddies	or	meet	
and	interact	with	other	downstream	flow	features	(vortex	pairing).	The	pressure	field	of	
the	stagnation	region	 further	stretches	and	distorts	 the	eddies,	displacing	 them	laterally	
until	 they	 arrive	 at	 the	 wall	 (Violato	 et	 al.,	 2011).	 Clearly,	 as	 shown	 already	 in	 the	
seventies	by	Hoogendorn	(1977),	the	development	of	turbulence	in	the	free	jet	is	critical	
in	influencing	the	arrival	conditions	of	the	flow	on	the	plate.	In	the	decaying	jet	region	the	
shear	 layer	 extends	 throughout	 the	 centre	 of	 the	 jet	 and	 this	 shearing	 promotes	 flow	
turbulence,	but	on	smaller	scales.	The	flow	in	the	decaying	jet	may	form	small	eddies	and	
turbulent	pockets	within	the	centre	of	 the	 jet,	eventually	developing	into	a	unstructured	
turbulent	 flow	 field	 with	 little	 or	 no	 coherent	 structures	 in	 the	 entire	 jet	 core.	 In	 the	
deceleration	region,	additional	mechanisms	take	part	in	influencing	flow	field	turbulence.	
The	pressure	gradients	within	the	flow	field	cause	the	flow	to	turn,	influencing	the	shear	
layer	 and	 turning	 and	 stretching	 large‐scale	 structures	 thus	 increasing	 the	 turbulence;	
also	 the	 deceleration	 of	 the	 flow	 creates	 normal	 strains	 and	 stresses,	 which	 promote	
turbulence.	Large‐scale	turbulent	 flow	structures	 in	the	 free	 jet	have	a	great	effect	upon	
transfer	in	the	stagnation	and	the	wall	jet	region.	The	vortices	formed	in	the	free	jet‐shear	
layer	 may	 penetrate	 into	 the	 boundary	 layer	 and	 exchange	 fluids	 of	 differing	 kinetic	
energy	 and	 temperature	 (or	 concentration).	 This	 vortex	 dynamically	 scrubs	 away	 the	
boundary	layer,	as	it	travels	against	and	along	the	wall.	The	turbulent	flow	field	along	the	
wall	may	 also	 cause	 formation	 of	 additional	 vortices	 categorized	 as	 secondary	 vortices.	




















its	 related	 thermo‐physical	model)	 and	 temperature	 transducers.	Where	 temperature	 is	
measured	with	sensors	such	as	thermocouples,	resistance	temperature	detectors	(RTDs)	
etc.,	 each	 transducer	 yields	 either	 the	 heat	 flux	 at	 a	 single	 point,	 or	 the	 space‐averaged	
one;	hence,	 in	terms	of	spatial	resolution,	 the	sensor	 itself	has	to	be	considered	as	zero‐
dimensional.	This	limitation	makes	measurements	particularly	troublesome	whenever	the	
temperature,	and/or	heat	flux,	 fields	exhibit	high	spatial	variations.	Instead,	the	infrared	




When	 compared	 to	 standard	 techniques,	 the	 use	 of	 the	 infrared	 camera	 as	 a	
temperature	transducer	in	convective	heat	transfer	measurements	appears	advantageous	
from	 several	 points	 of	 view.	 In	 fact,	 since	 IR	 camera	 is	 fully	 two‐dimensional	 (up	 to	 1	
Mpixels),	besides	producing	a	whole	temperature	field,	it	permits	an	easier	evaluation	of	





The	 first	 IR	 cameras	 were	 developed	 in	 the	 1960s	 as	 offshoots	 of	 military	
programmes	 but	 without	 accuracy	 features,	 not	mandatory	 for	 the	 existing	 needs.	 The	
1970s	energy	crisis	brought	government	support	 in	Sweden	and	so	the	first	radiometric	
thermal	 imagers	 were	 developed	 by	 AGA	 and	 Bofors,	 both	 Swedish	 companies.	 These	
cameras	used	a	single	detector,	the	image	two‐dimensionality	being	achieved	by	rotating,	






is	 directly	 associated	 with	 photon	 absorption,	 its	 main	 features	 being	 a	 quite	 short	
response	time	and	 limited	spectral	response.	Such	detector	requires	cooling,	well	below	




used	 cooled	photon	 single	detectors	with	optomechanical	 scanning	well	 into	 the	1980s,	
when	 (staring)	 infrared	 Focal	 Plane	 Array	 (FPA)	 detectors,	 having	 quite	 adequate	 time	
constants	to	achieve	30‐60	Hz	frame	rates,	were	introduced.	By	using	these	staring	arrays,	
the	 infrared	 camera,	 long	 restricted	 to	 a	 point	 sensing	 instrument,	 became	 an	 effective	
two	 dimensional	 transducer.	 IR	 cameras	 based	 on	 non‐cooled	 FPA	 thermal	 detectors	
(such	 as	microbolometers)	 emerged	 in	 the	mid	 1990s	 and	 led	 to	 the	 development	 and	
diffusion	of	thermal	imagers	requiring	no	cooling.		
The	 earliest	 attempts	 to	measure	 heat	 transfer	 coefficients	 arose	 in	 the	 hypersonic	
regime	and	were	performed	by	using	scanners	operating	in	the	middle	IR	band	(3÷6	μm)	





other	 techniques,	 and	 was	 encouraging	 in	 view	 of	 using	 IR	 systems	 for	 heat	 flux	
measurements.	 Once	 the	 method	 was	 shown	 to	 work,	 efforts	 were	 mainly	 oriented	
towards	 comprehension	 of	 potential	 errors	 sources	 which	 could	 affect	 measurement	
accuracy	and	especially	to	developing	devices	which	could	ease	IR	camera	use.	Compton	
(1972),	 at	 NASA	 Ames,	 realized	 that	 the	 bottleneck	 of	 IR	 thermography	 was	 data	
acquisition,	 storage	and	processing.	The	solution	was	devised	 in	 the	automation	of	data	
processing	and	this	concept	finally	brought	to	the	systems	currently	in	use.	
Apart	 from	 heat	 flux	 evaluation,	 the	 characterization	 of	 flow	 field	 behaviour,	 with	




were	 devoted	 to	 acquire	 information	 on	 IR	 camera	 capability	 to	 deal	 with	 these	
phenomena.	The	boundary	layer	transition	over	a	flat	plate	was	examined	by	Peake	et	al.	
(1977),	 who	 detected	 the	 different	 adiabatic	 wall	 temperatures	 that	 occur	 amongst	
laminar	and	turbulent	flows.	
A	 first	analysis	of	heat	 transfer	measurements	by	 IR	 thermography	and	a	 review	of	
some	of	their	applications	were	presented	by	Carlomagno	and	de	Luca	(1989).	Gartenberg	
and	Roberts	 (1992)	 reported	 an	 extensive	 retrospective	 on	 aerodynamic	 research	with	
infrared	 cameras.	 In	 this	 Chapter,	 the	 principles	 of	 radiation	 necessary	 to	 perform	 IR	
thermography	are	briefly	discussed	and	the	IR	camera	with	its	main	features	are	revised.	
2.1.1	Fundamental	principles	of	radiation	heat	transfer	




body,	with	ρr	 the	 fraction	being	reflected	by	 it	and	with	τr	the	fraction	being	transmitted	
(which	passes	through),	energy	conservation	requires:	
	
ߙ௥ ൅ ߩ௥ ൅ ߬௥ ൌ 1 (2.1)	
	
where	 αr,	 ρr	 and	 τr	 are	 respectively	 called	 absorptivity,	 reflectivity	 and	 transmissivity	





The	 law	 that	 prescribes	 the	 energy	 flux	 (energy	 rate	 per	 unit	 body	 area)	 per	









C1	 and	 C2	 the	 first	 and	 the	 second	 universal	 radiation	 constants,	 respectively	 equal	 to	









generally	 sub‐divided	 into	 four	 smaller	 bands	with	 arbitrarily	 chosen	 boundaries:	 near	
infrared	 (0.75÷3	 μm),	 middle	 infrared	 (3÷6	 μm),	 far	 or	 long	 infrared	 (6÷15	 μm)	 and	
extreme	infrared	(15÷1000	μm).	Most	currently	used	IR	camera	detectors	are	sensitive	in	








Wien’s	 displacement	 law:	 the	 wavelength	 λ*	 at	 which	 the	 black	 body	 emits	 its	
maximum	spectral	emissive	power	 is	a	 function	of	 the	absolute	black	body	temperature	
according	to:	
	











ܧ௕ ൌ ߪܶସ	 (2.4)	
	
where	 σ	 is	 the	 Stefan‐Boltzmann’s	 constant,	 which	 is	 equal	 to	 5.6704	 x	 10‐8	W/m2K4.	
However,	 since	 infrared	 camera	 detectors	 capture	 only	 a	 limited	 band	 of	 the	 whole	
electromagnetic	 spectrum,	while	making	measurements	with	 IR	 thermography,	Planck’s	
law	(Eq.	2.2),	rather	than	Stefan‐Boltzmann’s	law	(Eq.	2.4),	has	to	be	applied.	Real	objects	
almost	never	comply	with	the	above‐described	laws	even	if	they	may	approach	the	black	
body	 behaviour	 in	 certain	 spectral	 bands	 and	 conditions.	 A	 real	 object	 generally	 emits	



















states	 that	 the	 spectral	 emissivity	 coefficient	 is	 equal	 to	 the	 spectral	 absorptivity	
coefficient	αr	(λ),	that	is	the	absorbed	fraction	of	the	radiation	of	wavelength	λ.	Therefore,	
for	 non‐transparent	 bodies,	 such	 as	 those	 generally	 used	 in	 infrared	 thermography,	 Eq.	
2.1	becomes:	
	
ߝሺߣሻ ൅ ߩሺߣሻ ൌ 1	 (2.7)	
	
Therefore,	materials	with	low	emissivity	ε	 (such	as	metallic	ones)	not	only	emit	 less	






mainly	 separated	 into	 two	 classes:	 thermal	 detectors,	 that	 are	 sensitive	 to	 the	 incident	
energy	 flux,	and	quantum	detectors,	whose	sensitivity	depends	on	photon	absorption.	A	
currently	 common	 type	 of	 thermal	 detector	 is	 the	 uncooled	 microbolometer,	 made	 of	
metal	 compound	 or	 semiconductor	material.	 The	microbolometer	 typically	 has	 a	 lower	
cost	and	broadband	IR	spectral	response,	but	is	less	sensitive	and	quite	slower	(response	
time	in	the	milliseconds	domain)	than	quantum	detectors.	The	latter	ones	are	made	from	
materials	 such	 as	 InSb,	 HgCdTe	 (MCT),	 and	 layered	 GaAs/AlGaAs	 for	 QWIP	 (Quantum	








curves	 are	 shown	 in	 terms	 of	 D*	 (detectivity	 star)	 for	 a	 specific	 exposure	 time,	 as	 a	
function	 of	 the	 spectral	wavelength.	D*	 is	 the	 sensitivity	 figure	 of	merit	 of	 the	 infrared	
detector	detectivity,	so	that	higher	D*s	indicate	better	performance.	
Modern	 quantum	 detectors	 and	 QWIP	 tend	 to	 approach	 the	 ideal	 (top	 curves)	
detector	 behaviour.	 Nowadays,	 non‐cooled	 microbolometers	 are	 typically	 employed	 in	




nature	 and	 to	 atmospheric	 absorption.	 Cameras	 in	 LWIR	 band,	 because	 of	 their	 band,	




their	 lower	 cost	 detectors	 and	 optics,	 higher	 detectivity	D*	 for	 quantum	 detectors	 and	
since	some	surfaces	have	a	higher	emissivity	coefficient	in	the	middle	infrared	band.	It	has	
to	 be	 noted	 that,	 for	 temperatures	 higher	 than	 about	 10°C,	 temperature	 sensitivity	 is	
generally	better	 for	MWIR	than	 for	LWIR	quantum	detectors.	When	high	sensitivity	and	
very	short	response	time	are	not	required,	the	best	and	most	cost‐effective	actual	choice	is	
a	 camera	with	non‐cooled	microbolometers.	The	 standard	 instantaneous	output	of	 each	
thermal	image	is	generally	constituted	by	a	matrix	of	data	from	105	up	to	106	elements.	





expander	 lenses	 and	 supplementary	 close‐up	 microscope	 lenses,	 i.e.,	 the	 possibility	 of	
changing	their	optics,	in	order	to	adapt	working	distances	to	the	scene	one	is	looking	at.	
The	 performance	 of	 an	 infrared	 camera	 is	 conventionally	 evaluated	 in	 terms	 of	
thermal	 sensitivity,	 scan	 speed,	 image	 resolution	 and	 intensity	 resolution.	 Thermal	
sensitivity	 is	 generally	 defined	 in	 terms	 of	 (mean)	 noise	 equivalent	 temperature	
Chapter	2	‐	Measurement	Techniques	
22	








is	 expressed	 in	 terms	 of	 frame	 rate	 (Hz).	 FPA	 systems	 of	 the	 last	 generation	 are	
characterized	 by	 high	 standard	 frame	 rates	 (often	 greater	 than	 100	 Hz)	 and,	 by	 the	
reduction	 of	 the	 number	 of	 acquired	 pixels	 (i.e.,	 by	 windowing	 the	 frame)	 and	 their	
integration	time	(i.e.,	detector	sensitivity).	Frame	rates	can	currently	go	up	to	several	ten	
thousands	 of	 Hz.	 The	 image	 resolution,	 that	 is	 the	 capability	 of	 a	 system	 to	 measure	
surface	 temperature	 of	 small	 objects,	 is	 usually	 defined	 as	 instantaneous	 field	 of	 view	
(IFOV),	which	 is	 expressed	 in	 terms	of	mrad;	 theoretically,	 IFOV	 is	 the	 ratio	of	detector	
pixel	width	 over	 lens	 focal	 length.	However,	 this	 is	 only	 an	 ideal	 design	 parameter	 and	





FOV	 gives	 a	 better	 description	 of	 the	 image	 resolution.	 Modern	 systems	 are	 able	 to	
produce	 images	composed	of	up	 to	 several	hundreds	of	 thousands	of	pixels	at	 standard	
frame	 rates.	More	 rigorously,	 the	 spatial	 resolution	of	 the	 IR	 camera	may	be	defined	 in	
terms	of	the	Modulation	Transfer	Function	(MTFIR),	which	is	the	mathematical	description	
of	 the	 detected	 signal	modulation	 (also	 due	 to	 the	 pixel	 finiteness)	 as	 a	 function	 of	 the	
spatial	 frequency	 (de	 Luca	 and	 Cardone,	 1991).	 The	 intensity	 resolution,	 or	 dynamic	
range,	 is	 expressed	 in	 terms	 of	 number	 of	 digital	 intensity	 levels	 the	 thermal	 image	 is	
composed	of.	The	latest	generation	of	cameras	provides	typically	14‐bit	A/D	conversion,	
which	 allows	measuring	 small	 temperature	 differences	 even	 in	 the	 presence	 of	 a	 large	
temperature	range	in	the	viewed	scene.	
The	 energy	 actually	 detected	 by	 an	 IR	 system	 depends	 not	 only	 on	 the	 emissivity	
coefficient	 of	 the	 surface	 under	measurement,	 but	 also	 on	 environmental	 conditions.	 In	
fact,	the	total	radiation	I’	detected	by	the	camera	can	be	written	as:	
	
ܫᇱ ൌ ߬௥ߝܫ௢௕௝௕ ൅ ߬௥ሺ1 െ ߝሻܫ௔௠௕௕ ൅ ሺ1 െ ߬௥ሻܫ௔௧௠௕ 	 (2.8)	
	
where:	 r	 is	 the	 transmissivity	 of	 the	 atmosphere	between	 the	 surface	 and	 the	 camera,	
Ibobj	is	the	radiation	intensity	corresponding	to	a	black	body	at	the	object	temperature	Tobj	,	
Ibamb	is	the	black	body	radiation	intensity	corresponding	to	the	(effective)	temperature	of	




the	 surface	 reflectivity	 (Tamb	 is	 assumed	 constant	 for	 all	 emitting	 surfaces	 of	 the	 half	
sphere	 seen	 from	 the	 object	 surface).	 The	 term	 (1–r)	 Ibatm	 is	 the	 emission	 from	 the	
atmosphere,	with	(1‐r)	being	the	atmosphere	emissivity.	For	the	sake	of	simplicity	in	the	
Eq.	2.8,	the	dependence	from	T	and	wavelength	is	not	indicated.	




the	 Planck’s	 law	with	 the	 parameters	R,	B,	 and	F	 can	 be	 found.	 The	 typical	 calibration	
function	of	an	IR	camera	can	be	put	in	the	form:	
	
ܷ஽ ൌ ߝ ܴ݁஻ ்೚್ೕ⁄ െ ܨ ൅ ሺ1 െ ߝሻ
ܴ




calibration	 is	 a	 black	 body,	 the	 calibration	 constants	 R,	 B	 and	 F,	 besides	 taking	 into	
account	the	sensed	wavelength	band	and	the	radiation	constants,	consider	only	emission	
and	absorption	from	atmosphere.	
A	 simpler	 way	 to	 perform	 the	 calibration,	 which	 does	 not	 take	 in	 account	 Tamb	
variations,	 is	 the	 in	situ	calibration	 proposed	 by	 Sargent	 et	 al.	 (1998),	which	 practically	
neglects	the	second	term	of	the	second	member	of	Eq.	2.9.	
Needless	to	say	that,	if	a	window	(or	a	mirror)	exists	in	the	optical	path	between	test	
section	 and	 IR	 camera	 the	 constants	 of	 Eq.	 2.9	 depend	 also	 on	 the	 transmissivity	
(reflectivity)	through	such	a	window	(mirror).	
2.2	Particle	Image	Velocimetry	
Particle	 Image	Velocimetry	 is	 a	measurement	 technique,	most	 commonly	 known	 as	
PIV	(Adrian,	1991	and	Rafael	et	al.,	2007).	PIV	permits	to	obtain	two	components	of	 the	









delay	 between	 the	 two	 pulses	 depends	 on	 the	 flow	 velocity	 and	 the	magnification.	 The	
displacement	is	evaluated	by	means	of	scattered	light	of	the	seeding	particles	recorded	on	
a	 single	 frame	or	on	 two	separate	 frames.	The	camera	output	 is	 then	 transferred	 to	 the	
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Whole	 field	 technique.	 PIV	 is	 a	 technique	which	 allows	 to	 record	 images	 of	 large	
part	of	flow	fields.	Several	are	the	applications	(in	gaseous	and	liquid	media)	where	it	 is	
possible	 to	 extract	 the	 velocity	 information	out	of	 these	 images.	 Such	a	 characteristic	 is	
unique	 to	 the	 PIV	 technique.	 All	 other	 techniques	 allow	 only	 a	 velocity	 punctual	
measurement	 but	 with	 a	 high	 temporal	 resolution.	 Instead	 PIV	 temporal	 resolution	 is	
restricted	due	to	the	technological	limitations	(recording	frame	rate).	Differently	from	its	
temporal	resolution,	PIV	spatial	resolution	is	very	large.	Instantaneous	image	capture	and	
high	 spatial	 resolution	of	PIV	 allow	 the	detection	of	 spatial	 structures	 even	 in	unsteady	
flow	fields.	
Temporal	 resolution.	 Usually	 the	 PIV	 systems	 are	 characterized	 by	 a	 high	 spatial	
resolution,	 but	 by	 a	 relative	 low	 frame	 rates.	 However,	 nowadays	 this	 technological	
limitation	has	been	overcome	by	the	development	of	high‐speed	lasers	and	cameras	which	
permit	to	perform	time	resolved	measurements.	
Spatial	resolution.	 The	 PIV	 spatial	 resolution	 is	 related	 to	 the	 interrogation	 areas.	
The	interrogation	areas	have	to	be	large	enough	to	include	at	least	a	number	of	particles	
which	permits	to	have	reliable	statistical	values,	but	they	have	also	to	be	small	enough	to	
avoid	 that	 velocity	 gradients	 affect	 the	 measurement.	 The	 interrogation	 area	 also	
determines	the	number	of	independent	velocity	vectors.	
Velocity	 lag.	 As	 previously	 said	 PIV	 technique	 needs	 to	 use	 tracer	 particles	 to	
measure	the	fluid	velocity.	Such	tracer	particles	have	to	faithfully	follow	the	fluid	elements	
motion.	In	order	to	check	if	such	a	condition	is	satisfied	the	relaxation	time	concept	has	to	
be	 introduced.	 The	mismatch	 between	 the	 fluid	 velocity	 and	 tracer	 particles	 velocity	 is	





௚ܷ ൌ ݀௣ଶ ሺߩ௣ െ ߩሻ18ߤ ݃	 (2.10)	
	
where	g	is	the	acceleration	due	to	gravity,	μ	the	dynamic	viscosity	of	the	fluid	and	dP	the	




ௌܷ ൌ ܷ௉ െ ௙ܷ ൌ ݀௣ଶ ሺߩ௣ െ ߩሻ18ߤ ܽ	 (2.11)	
	
where	Up	 is	 the	 tracer	particle	velocity,	Uf	 the	 fluid	velocity	and	a	 the	 fluid	acceleration.	
The	 step	 response	 of	Up	 usually	 has	 an	 exponential	 law	 if	 the	 particle	 density	 is	much	
greater	than	the	fluid	density:	
	




߬ௌ ൌ ݀௣ଶ ߩ௣18ߤ	 (2.13)	
	
Such	solution	 is	not	valid	when	the	 fluid	acceleration	 is	not	constant	or	Stokes	drag	










on	 several	 parameters	 as:	 ratio	 between	 the	 particles	 refractive	 index	 and	 surrounding	
medium,	 particles’	 size,	 their	 shape	 and	 the	 observation	 angle.	 Mie’s	 scattering	 theory	
(van	 de	 Hulst,	 1957)	 can	 be	 applied	 to	 show	 the	 light	 scattering	 pattern	 of	 a	 spherical	















ݍ ൌ ߨ݀௣ߣ௟ 	 (2.14)	
	



















Time	 delay	 between	 illumination	 pulses.	 The	 delay	 time	 between	 the	 two	
illumination	 pulses	 is	 a	 function	 of	magnification	 and	mean	 fluid	 velocity.	 Such	 a	 delay	
time	has	to	be	set	long	enough	to	have	a	clear	detectable	tracer	particles	displacement	but	
short	enough	to	avoid	out‐of‐plane	tracer	particles	motion.	
Density	 of	 tracer	 particle	 images.	 Fig.	 2.7	 shows	 three	 different	 kind	 of	 image	
density.	 Low	 image	 density	 is	 depicted	 in	 Fig.	 2.7	 a);	 each	 individual	 particle	 can	 be	
detected	 and	 images	 corresponding	 to	 the	 same	 particle	 originating	 from	 different	
illuminations	 can	 be	 identified.	 Such	 a	 type	 of	 image	 needs	 to	 be	 analysed	 by	 using	 a	
tracking	methods.	Therefore,	 this	 condition	 is	 stated	as	 “Particle	Tracking	Velocimetry”,	
abbreviated	“PTV”.	The	images	of	individual	particles	can	be	detected	even	in	the	case	of	
medium	image	density	(Fig.	2.7	b)).	
However,	 it	 is	no	 longer	possible	 to	 identify	 image	pairs	by	visual	 inspection	of	 the	
recording.	Hence	 for	medium	 image	density	 is	 required	 to	apply	 the	standard	statistical	
PIV	evaluation	techniques.	For	the	case	of	high	image	density	(Fig.	2.7	c)),	it	is	not	possible	















Fig.	 3.1	 shows	 the	 schematic	 of	 the	 twin	 circular	 air	 synthetic	 jets	 device.	 The	
loudspeaker,	 whose	 diameter	 is	 270	 mm,	 splits	 the	 cavity	 in	 two	 sub‐cavities	 with	 a	
volume	Vol	equal	to	2	dm3.	The	two	nozzles,	attached	to	both	sub‐cavities,	have	a	length	L	
of	210	mm,	a	thickness	of	1	mm	and	an	inner	diameter	D	of	21	mm.	The	distance	between	
the	 two	nozzle	axes	 l	is	varied	during	 the	 tests	 (the	distances	 l	=	1.1	D,	3	D	 and	5	D	are	
considered).	The	related	dimensionless	parameter	∑	 is	defined	as	the	ratio	between	the	
jet‐axes‐distance	 (l)	 and	 the	 exit	 nozzle	 diameter	 (D).	 Such	 a	 jet‐axes‐distance	 is	 the	




equal	 for	 both	 the	 synthetic	 jets	 and	 the	 same	 cavity	 volume	 is	 achieved	 by	 filling	 the	
upper	 and	 the	 bottom	 sub‐cavity	 using	 particular	 geometrical	 items.	 The	 single	 jet	
configuration	is	obtained	deflecting	one	of	the	two	synthetic	jets	by	using	a	bended	tube	at	
the	 exit	 of	 the	 orifice	 (checking	 through	 the	 pressure	 transducers	 that	 no	 pressure	
variations	are	induced	in	the	sub‐cavities).	










where	 fH	 is	 the	Helmholtz	resonance	 frequency,	c	 is	 the	air	speed	of	sound,	πD2/4	 is	 the	
nozzle	 cross	 section	 area,	Vol	 is	 the	 cavity	 volume	 and	 L’	 is	 the	 effective	 nozzle	 length	
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subchapters	 3.1.1	 and	 3.1.2.	 The	 difference	 is	 only	 due	 to	 the	 diverse	 loudspeaker	
resonance	 frequency.	 In	 the	 free	 synthetic	 jets	 configuration	 (subchapter	 3.1.1)	 the	
loudspeaker	 has	 a	 resonance	 frequency	 of	 56	 Hz,	 while	 in	 the	 impinging	 synthetic	 jets	








The	 small	 discrepancy	 between	 the	 resonance	 frequencies	 evaluated	 according	 to	





The	 single	 and	 twin	 air	 synthetic	 jets	 device	 (characterized	 by	 10	 Hz	 and	 196	 Hz	



















The	 acquisition	 is	 carried	 out	 sampling	 the	 phenomenon	 every	 n	 =	 10	 periods	 of	
membrane	oscillation	with	a	phase	shift	of	360°/NDiv	(where	NDiv	=	30	is	the	number	of	
the	phases	which	are	sampled),	 in	this	way	the	synthetic	 jet	 is	sampled	at	each	12°.	The	
average	of	each	phase	 is	performed	on	200	instantaneous	flow	fields.	Air	 is	seeded	with	
olive	 oil	 droplets	with	 a	 nominal	 diameter	 of	 about	 1	 µm.	 Particle	 images	 are	 acquired	
with	 a	 PCO	 SensiCam	 CCD	 camera	 lens	 with	 50	 mm	 focal	 length	 and	 with	 a	 relative	
aperture	f/#	equal	to	8.	The	pixel	array	size	is	1280	x	1024	pixels	and	each	pixel	depth	is	
12	bits.	The	resulting	resolution	for	the	digital	images	is	6	pixels/mm	in	the	illumination	






with	 window	 deformation	 by	 using	 the	 Blackman	 weighting	 windows	 according	 to	
Astarita	 and	 Cardone	 (2005)	 and	 Astarita	 (2006,	 2007,	 2008).	 The	 final	 interrogation	
window	size	is	24	x	24	pixels	with	an	overlap	of	75%	thus	producing	a	vector	pitch	of	1	
mm	 (21	 vectors/D).	 The	 uncertainty	 in	 displacement,	 related	 to	 the	 interrogation	 area	










ݑ௜൫ݔ, ݐ൯ ൌ ௜ܷ൫ݔ൯ ൅ ݑ෤௜൫ݔ, ݐ൯ ൅ ݑ௜൫ݔ, ݐ൯	 (3.3)	
	
where	 u1	=	 u,	 u2	=	 v,	 u3	=	 w	 and	ݔ ൌ ሺݔ, ݕ, ݖሻ.	 Ui	 is	 the	 time‐average,	ݑ෤௜	is	 the	 phase‐
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where	N	 is	the	number	of	 flow	fields	of	the	same	phase,	τ	 is	the	period	of	the	organised	
contribution,	whose	reciprocal	coincides	with	the	actuation	frequency	f.	Hence	the	phase‐
average	velocity	is	the	average	in	any	spatial	point	for	a	fixed	phase	φ	in	the	synthetic	jet	
generation	 cycle.	 The	 phase‐correlated	 organised	 contribution	 to	 the	 velocity	 is	 then	
defined	as:	
	

























The	 single	 and	 twin	 air	 synthetic	 jets	 device	 (characterized	 by	 4	 Hz	 and	 210	 Hz	
resonance	frequencies)	has	been	employed	to	study	the	flow	field	and	heat	transfer	in	an	
impinging	configuration.	
For	 the	 flow	 field	measurements	 the	experimental	apparatus	 is	 sketched	 in	Fig.	3.4.	
The	operating	conditions	are:	Reynolds	number	equal	to	5100,	Strouhal	number	equal	to	
0.024	and	 the	 jet‐axes‐distance	of	1.1,	and	3	nozzle	diameter	 for	 five	different	values	of	
dimensionless	nozzle‐to‐plate	distance	H/D	(2,	4,	6,	8	and	10).	
Instantaneous	velocity	fields	were	measured	using	PIV	as	shown	in	the	experimental	
setup	 (Fig.	 3.4).	 Illumination	 is	 provided	 by	 a	 Quantel	 Evergreen	 laser	 (Nd‐YAG,	 200	
mJ/pulse)	with	 a	 separation	of	 65	µs	 between	 the	 first	 and	 the	 second	 laser	 pulse.	 The	
pulse	duration	is	of	5	ns,	the	sheet	thickness	is	of	0.5	mm	and	the	illuminated	region	has	a	




Analog	 Discovery™).	 In	 order	 to	 perform	 phase‐average	 PIV	 measurements,	 the	 same	
signal	generator	is	used	as	external	trigger	with	frequency	f2	equal	to	3.87	Hz.	
The	 acquisition	 is	 carried	 out	 sampling	 the	 phenomenon	 every	 period	 (n	 =	 1)	 of	
membrane	oscillation	with	a	phase	shift	of	360°/NDiv	(where	NDiv	=	30	is	the	number	of	




olive	 oil	 droplets	with	 a	 nominal	 diameter	 of	 about	 1	 µm.	 Particle	 images	 are	 acquired	
with	a	Zyla	5.5	sCMOS	camera	lens	with	50	mm	focal	length	and	with	a	relative	aperture	
f/#	equal	to	11.	The	pixel	array	size	is	2560	x	2160	pixels	and	each	pixel	depth	is	16	bits.	







with	 window	 deformation	 by	 using	 the	 Blackman	 weighting	 windows	 according	 to	
Astarita	 and	 Cardone	 (2005)	 and	 Astarita	 (2006,	 2007,	 2008).	 The	 final	 interrogation	
window	 size	 is	 24x	 24	 pixels	with	 an	 overlap	 of	 75%	 thus	 producing	 a	 vector	 pitch	 of	
about	0.55	mm	(38	vectors/D).	
The	 uncertainty	 in	 displacement,	 related	 to	 the	 interrogation	 area	 size,	 is	 the	main	
contribution	 to	 uncertainty	 in	 velocity.	 According	 to	 the	 works	 describing	 the	 PIV	
software	by	Astarita	(Astarita	and	Cardone	2005	and	Astarita	2006,	2007,	2008),	for	the	
given	 particle	 size	 (approximately	 2	 pixel),	 noise	 level	 (signal	 to	 noise	 ratio	 ≥	 5)	 and	
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displacement	 field	 the	uncertainty	was	 found	 to	be	almost	everywhere	smaller	 than	0.1	
pixel	providing	a	velocity	uncertainty	of	2%	in	the	jet.	
For	 the	 heat	 transfer	measurements	 the	 experimental	 apparatus	 is	 sketched	 in	 Fig.	
3.5.	 It	 includes	 a	 stainless	 steel	 foil	 (243	 mm	 wide,	 715	 mm	 long	 and	 40	 µm	 thick),	
constituting	 the	 target	 plate,	 which	 is	 steadily	 and	 uniformly	 heated	 by	 Joule	 effect	 by	
passing	an	electric	current	through	it	and	is	cooled	by	the	synthetic	air	jets	impinging	on	
it.	Two	couples	of	bus	bars,	made	of	copper,	clamped	at	the	shortest	sides	of	the	foil	are	
maintained	 at	 constant	 potential	 difference	 by	 using	 a	 stabilized	DC	power	 supply.	 The	
electrical	contact	between	bus	bars	and	foil	is	enhanced	by	putting	there	an	indium	wire	






of	 the	Reynolds	number	 (5,100)	 and	 Strouhal	 number	 (0.024).	 Such	 values	 of	Reynolds	
number	and	Strouhal	number	are	evaluated	according	to	Persoons	and	O’Donovan	(2007)	














free	 synthetic	 jets.	 The	 transducers	 used	 to	 measure	 the	 cavity	 pressure	 are	 two	




Discovery™).	 In	 order	 to	 perform	phase‐average	 heat	 transfer	measurements,	 the	 same	
signal	 generator	 is	 used	 as	 external	 trigger	 with	 frequency	 f2	 equal	 to	 120	 Hz	 for	 the	
infrared	 camera	 (whose	 integration	 time	 is	 590	 μs),	 thus	 sampling	 the	 investigated	
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high	 emissivity	 paint	 (ε	 =	 0.95)	 in	 order	 to	 increase	 accuracy	 of	 temperature	






ᇱ െ ݍ௥ᇱ െ ݍ௞ᇱ െ ݍ௡ᇱ െ ߩ௙௢௜௟ ܿ௣ ݏ ݀ ௪ܶ ݀ݐൗ
ௐܶ െ ௔ܶ௪ 	
(3.11)	
	
with	q’j	 the	 Joule	heat	 flux,	q’r	 the	 radiation	heat	 flux,	q’k	 the	 tangential	 conduction	heat	
flux,	q’n	 the	 natural	 convection	 heat	 flux,	ρfoil	 the	 stainless	 steel	 density,	 cp	 the	 stainless	
steel	specific	heat,	s	the	foil	thickness,	dTw/dt	the	time	derivative	of	wall	temperature,	Tw	
the	wall	temperature	and	Taw	the	adiabatic	wall	temperature.	














small	 with	 respect	 to	 unity,	 the	 time‐average	 and	 phase‐average	 temperature	 can	 be	
considered	 as	 uniform	 across	 the	 foil	 thickness	 (Astarita	 and	 Carlomagno,	 2013).	 The	
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ߩ௙௢௜௟	ܿ௣	ݏ	 ௣݂	ܰܧܶܦ ≫ 1	 (3.13)	
	




temperature	 (i.e.	Tw‐Taw	 equal	 to	about	14	K	 in	 the	stagnation	point)	chosen	 in	order	 to	












ݍ௥ᇱ ൌ ߝߪሺ ௪ܶସ െ ௔ܶ௠௕ସ ሻ	 (3.14)	
	
with	Tamb	 the	ambient	 temperature	(ݍ௥ᇱ 	it	 is	 found	being	at	worst	45%	of	q’j	at	distances	
from	the	centre	of	impingement	higher	than	4	diameters).	
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s		 40	10‐6 m 8	10‐7 m	
dTw/dt	 ‐3.9	– 2.5	K/s 0.21	K/s	
ρ	 1.225	Kg/m3 1.225	10‐2	Kg/m3	
pc‐pamb	 ‐100	–	100	Pa 7.5	Pa
D	 0.021	m	 0.1	10‐3 m	
µ	 1.8	10‐5	Pa	s 1.8	10‐7	Pa	s	
kloss	 0.47 0.047	
L	 0.21	m 0.1	10‐3 m	
Table	3.1	Control	parameters	and	their	uncertainty	
The	 experimental	data	are	 reduced	 in	dimensionless	 form	 in	 terms	of	 time‐average	
Nusselt	 number	ܰݑതതതത ൌ ത݄ܦ/݇	(k	 is	 the	 thermal	 conductivity	 of	 air	 at	 film	 temperature	
defined	 as	 (Tw+Taw)/2),	 phase‐average	 Nusselt	 number	 Nuφ=h(φ)D/k	 and	 standard	
deviation	of	Nusselt	number	phase‐average	fields	Nu’.	
The	uncertainty	 for	 time	and	phase‐average	measurements	are	 reported	 in	Table	1.	
Such	 an	 uncertainty	 analysis	 is	 based	 on	 the	method	 of	Moffat	 (1998):	 the	 error	 in	Re,	
considering	 Eqs.	 1.1	 and	 3.10	 and	 Table	 3.1,	 is	 less	 than	 ±4%,	 the	 error	 for	 the	ܰݑതതതത,	
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considering	Eq.	3.12	and	Table	3.1,	 is	 less	 than	±3.5%,	 the	error	of	Nuφ	 considering	Eq.	
3.11	and	Table	3.1,	is	less	than	±12.5%	and	the	error	of	Nu’	is	less	than	±7.4%.	
3.2	Water	Jet	Facility	
The	 experimental	measurements	 of	 the	 high	 Reynolds	 number	 impinging	 synthetic	
jets	were	undertaken	in	an	acrylic	tank	1000	mm	long,	500	mm	wide	and	500	mm	deep,	




circular	 cylinder	 with	 inner	 diameter	 Dp	=	 50	 mm	 through	 an	 orifice	 plate	 of	 a	 given	
diameter	D	=	10	mm	and	thickness	of	2	mm,	positioned	in	the	centre	of	the	tank	wall	at	the	
exit	 of	 the	 jet.	 On	 the	 top	was	 located	 a	 linear	 bearing	which	 supported	 the	 impinging	
plate.	The	distance	(H)	between	the	orifice	plate	and	the	impinging	plate	was	adjusted	by	
using	such	a	linear	bearing.	The	piston	was	connected	to	an	AC	motor	through	a	flexible	
coupling	 and	 an	 eccentric	 plate.	 The	 rotating	 speed	 of	 the	 AC	 motor	 was	 adjustable	





μs	 and,	 hence,	 faithfully	 re‐appearing	 the	 water	 velocity.	 Prior	 to	 the	 experiments	 the	
seeding	 particles	 were	 prepared	 following	 the	 process	 described	 in	 Soria	 and	 Parker	
(2005).	A	pump	was	used	to	homogenize	the	water	and	particles	inside	the	tank	to	reach	a	
high	uniformity.	
The	 particles	 were	 illuminated	 by	 a	 Quantronix	 Nd:	 YLF	 twin	 cavity	 laser	 system	
capable	of	supplying	30	mJ/pulse	at	a	wavelength	of	527	nm.	The	thickness	of	 the	 laser	
sheet	was	adjusted	to	1	mm	and	the	laser	sheet	was	aligned	horizontally	including	the	jet	
axis	 through	 using	 several	 optical	 lenses	 and	mirrors	 (4	 high	 energy	mirrors,	 a	 convex	
lens	 with	 ‐25	 mm	 focal	 length,	 a	 concave	 lens	 with	 100	 mm	 focal	 length	 and	 one	
cylindrical	lens	with	‐150	mm	focal	length).	The	time	difference	between	two	laser	pulses	





acquisition	 rate	 of	 624	Hz	 (in	 a	 double	 frame	 configuration)	 and	 the	 field	 of	 view	was	
approximately	6.3	D	x	6.3	D.	
The	resulting	resolution	for	the	digital	images	is	31.33	pixels/mm	in	the	illumination	
plane.	 Both	 camera	 and	 laser	 were	 synchronized	 by	 a	 delay	 generator	 (DG645)	 which	
started	generating	signals	when	the	hall	sensor	detected	the	lowest	piston	position	during	







Case	 Re Sr f	(Hz) lp (mm) H/D	
A	 16000 0.025 4	 8 2‐4‐6	
B	 16000 0.05 8	 4 2‐4‐6	








The	 vector	 field	was	 obtained	 processing	 images	with	 a	multigrid	 cross‐correlation	
digital	particle	velocimetry	(MCCD‐PIV)	analysis	which	is	described	in	Soria	(1996a,b	and	











In	 this	Chapter	 the	 free	 flow	 field	 for	 single	 and	 twin	 synthetic	 jets	 is	 analysed	and	
discussed.	The	 influence	of	 the	dimensionless	 jet‐axes	distance	 (Σ)	on	 the	 flow	 field	has	
been	evaluated.	
As	 reported	 in	 Chapter	 3	 and	 subchapter	 3.1.1,	 experiments	 are	 carried	 out	 at	
Reynolds	 number	 equal	 to	 6700,	 Strouhal	 number	 equal	 to	 0.046	 and	 non‐dimensional	
spacing	equal	 to	1.1,	3	and	5.	The	employed	device	and	 the	experimental	apparatus	are	
sketched	in	Figs.	3.1	and	3.4.	
In	 subchapter	 4.1	 the	 time‐average	 measurements	 are	 reported	 for	 the	 single	





Fig.	 4.1	 presents	 the	 time‐average	 axial	 velocity	 and	 the	 time‐average	 turbulent	
kinetic	 energy	 (ܶܭܧതതതതതത)	 obtained	 for	 a	 single	 jet	 configuration.	 Differently	 from	 what	
reported	 in	Greco	et	al.	 (2013),	here	ܶܭܧതതതതതത	has	been	evaluated	considering	 (as	defined	 in	
Eq.	 3.8)	 only	 the	w’	 and	u’	 as	 the	 oscillation	with	 respect	 to	 the	 phase‐average	 velocity	
(<u>	and	<w>)	and	not	as	the	oscillation	with	respect	to	the	time‐average	velocity	(U	and	




ܶܭܧ ൌ ቀݑ′ଶ ൅ ݓ′ଶቁ ܷ଴ଶൗ 	 (4.1)	
	
The	synthetic	 jet	 shows	 that	near	 the	nozzle	exit	 the	 time‐average	 turbulent	kinetic	




al.	 2007)).	ܶܭܧതതതതതത	values	 increase	 along	 the	 shear	 layer	 and	 penetrate	 in	 the	 jet	 axis	 at	
approximately	z/D	equal	to	3.5,	defining	the	existence	of	a	region	where	the	time‐average	
turbulent	kinetic	energy	level	is	very	low	as	occurs	in	a	potential	core	for	continuous	jets	











time‐average	 centreline	 axial	 velocity	 shows	 an	 approximately	 constant	 profile	while	 in	
the	last	region	the	velocity	decay	is	different	from	the	typical	1/x	law	approached	in	the	
far	 field	(Glezer	and	Amitay,	2002).	 Indeed,	according	to	Cater	and	Soria	(2002),	 the	 far	
field	of	the	 jets	 is	defined	from	the	axial	 location	at	which	the	Reynolds	stresses	show	a	
self‐similarity	behaviour,	which	 is	 further	downstream	at	approximately	z/D	=	25.	After	
the	time‐average	centreline	axial	velocity	peak,	according	to	Shuster	and	Smith	(2007),	a	
region	 where	 the	 flow	 makes	 the	 transition	 from	 discrete	 vortex	 rings	 to	 a	 nominally	
steady	turbulent	jet	exists	and	this	region	occurs	over	a	greater	streamwise	extent	when	
L0/D	>	3	(in	the	present	experiments	L0/D	≅	22).	





velocity	 profile).	 According	 to	 the	 b	 streamwise	 profile	 two	 different	 regions	 can	 be	
observed.	As	a	matter	of	 fact	 the	 jet	width	shows	a	 constant	behaviour	up	 to	z/D	=	3.5,	
which	is	ascribed	to	a	cinematic	motion	of	the	vortex	ring	at	the	beginning	of	the	blowing	
cycle.	After	this	station,	where	the	transition	to	a	steady	turbulent	jet	begins,	the	jet	width	











Fig.	 4.3	 shows	 the	 time‐average	axial	 velocity	 (left)	 and	ܶܭܧതതതതതത	(right)	 for	 the	 twin	 jet	
configurations.	For	∑	=	1.1,	there	is	an	abrupt	interaction	between	the	two	averaged	jets	
which	leads	to	obtain	an	almost	merged	jet	on	the	symmetry	axis	of	the	field	close	to	the	
nozzle	 exit	 plane.	 It	 has	 to	 be	 highlighted	 that	ܶܭܧതതതതതത	shows	 a	maximum	 on	 the	 axis	 x/D	
equal	to	0.	Such	a	maximum	is	due	to	the	180°	phase	shift	between	the	two	synthetic	jets	
which	 causes	 a	 stronger	 shear	 layer.	 The	ܶܭܧതതതതതത	values	 acquired	 by	 the	 TSJ	 configuration	
with	∑	=	1.1	are	definitely	higher	than	that	attained	by	other	configurations.		
In	the	twin	jet	configuration	with	a	jet‐axes‐distance	of	3	diameters	the	two	averaged	











investigated	 region.	 This	 result	 is	 obtained,	 according	 to	 Shuster	 and	 Smith	 (2007),	
because	 the	 flow	 conditions	 are	 relative	 to	 the	 same	 Reynolds	 number	 and	 Strouhal	
number.	This	finding	leads	to	consider	that	the	twin	jet	configurations	with	∑	=	3	and	∑	=	
5	 show	 the	 same	 behaviour	 of	 the	 single	 jet	 configuration.	 Regarding	 to	 the	 twin	 jet	
configuration	 with	 ∑	 =	 1.1,	 although	 it	 has	 the	 same	 stroke	 length	 of	 the	 other	 jet	
configurations,	its	jet	centreline	velocity	values	are	higher	and	the	linear	decrease	shows	a	
lower	slope	because	of	the	strong	interaction	between	the	two	jets.	As	a	matter	of	fact	the	






same	 jet	width.	Hence,	 also	 the	beginning	point	 of	 the	 jet	width	 spread	 for	 the	 twin	 jet	
configurations	 is	 the	 same	 of	 the	 single	 jet	 one	 for	 the	 same	 reasons,	 related	 to	 the	
turbulent	kinetic	energy	and	the	axial	velocity	profile,	previously	explained.	The	twin	jet	
configuration	with	∑	=	1.1	shows	the	same	beginning	point	of	the	jet	width	spread	but	a	
lower	 jet	 width	 rate	 because	 of	 two	main	 reasons:	 on	 the	 symmetry	 axis,	 the	 two	 jets	
interact	with	each	other,	not	being	able	to	spread	as	a	single	 jet	and	the	presence	of	the	





















in‐plane	 components	 u’	 and	 w’	 as	 reported,	 for	 the	 sake	 of	 clarity,	 in	 Eq.	 4.2)	 are	






























white	spot)	 that	divides	 the	 flow	field	 in	 two	subparts,	which	show	opposite	sign	of	 the	
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For	each	configuration,	 the	180°	phase	shift	 existing	between	 the	 two	 jets	 is	 clearly	
detectable.	 Indeed,	 in	 each	 figure	 it	 is	 possible	 to	 note	 that,	while	 the	 top	 sub‐cavity	 is	
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generating	 its	 synthetic	 jet,	 the	bottom	one	 is	 starting	 the	 suction	 cycle.	Also	 in	 the	TSJ	






In	 Fig.	 4.9	 contour	 plots	 of	 the	 phase‐average	 turbulent	 kinetic	 energy	 and	 axial	
velocity	profiles	are	shown	at	φ	=	72°.	For	the	tested	twin	jet	configurations	it	is	possible	
to	detect	the	triangular	region	where	the	<TKE>	is	very	low,	which	has	the	same	extension	




by	 identifying	 the	position	of	peak	 centreline	 velocity,	which	 reflects	 the	passage	of	 the	















The	 comparison	 between	 the	 trajectory	 of	 the	 vortex	 ring	 for	 the	 single	 jet	
configuration	and	the	one	for	the	twin	jet	configurations	with	∑	=	3	and	∑	=	5	is	shown	in	
Fig.	 4.10.	 The	 curves	 show	 a	 linear	 growth	 very	 similar	 to	 the	 one	 of	 the	 single	 jet	
configuration.	The	correlation	coefficient	R2	with	respect	to	the	regression	line	(Eq.	4.3),	is	
estimated	 to	 be	 equal	 to	 0.9931.	 These	 results	 lead	 to	 consider,again,	 that	 the	 twin	 jet	
























Consequently	 at	 φ	 =	 108°	 it	 is	 possible	 to	 detect	 three	 footprints,	 which	 are	 the	
evidence	of	the	presence	of	a	double	vortex	ring	structure.	The	three	footprint	positions	




ring	 structure	 is	 analogue	 to	 that	 described	 by	Webster	 and	 Longmire	 (1998)	 in	 their	
study	of	the	evolution	of	vortex	rings	issued	from	cylindrical	pipes	with	inclined	exit.	This	
structure	is	the	reason	why	the	axial	velocity	peak	is	located	upstream	with	respect	to	the	










The	 present	 Chapter	 is	 divided	 in	 two	 main	 subchapters:	 low	 Reynolds	 number	
(subchapter	5.1)	and	high	Reynolds	number	(subchapter	5.2)	impinging	synthetic	jets.	
The	 first	 subchapter	deals	with	 the	analysis	of	 the	 impinging	 flow	 field	 (subchapter	
5.1.1)	and	heat	transfer	(subchapter	5.1.2)	of	a	single	synthetic	jet	compared	to	the	twin	
one	 at	 the	 same	 operating	 condition	 (i.e	 Strouhal	 number	 equal	 to	 0.024	 and	Reynolds	
number	 equal	 to	 5100).	 The	 influence	 of	 the	dimensionless	 jet‐axes	distance	 (Σ)	 on	 the	
flow	field	and	the	heat	transfer	has	been	evaluated.	








jets	 (for	Σ	 equal	 to	 1.1,	 3	 and	 5)	 is	 shown.	 The	 time‐average	 heat	 transfer	 features	 are	
discussed	 in	 subchapter	 5.1.2.1	 for	 both	 configurations	 and	 the	 phase‐average	 heat	
transfer	behaviour	is	described	in	subchapter	5.1.2.2.	
In	subchapter	5.2,	 the	 impinging	 flow	field	of	a	single	synthetic	 jet	at	high	Reynolds	
number	(equal	to	16000)	has	been	analysed.	The	effect	of	the	Strouhal	number	(equal	to	
0.025,	0.05	and	0.1)	on	the	flow	field	has	been	studied.	Such	a	study	could	be	useful	 for	
several	 industrial	 applications	 where	 high	 Reynolds	 number	 impinging	 continuous	 jets	
are	employed	(i.e.	blade	cooling,	paper	drying,	glass	tempering	etc.).	
The	time‐average	flow	field	of	the	single	synthetic	jet	is	discussed	in	subchapter	5.2.1.	










subchapter	 5.1.1.1	 the	 time‐average	 flow	 fields	 and	 turbulent	 statistics	 are	 shown	 as	
maps.	Only	the	maps	for	H/D	equal	to	2	and	6	are	shown	for	the	sake	of	brevity	while	the	
behaviour	over	the	plate	of	all	the	quantities	(mean	and	statistics)	is	plotted.		
Then	 in	subchapter	5.1.1.2	 the	time‐average	 flow	fields	 for	the	several	values	of	 jet‐
axes‐distance	 are	 depicted	 (always	 only	 for	 H/D	 equal	 to	 2	 and	 6).	 Even	 for	 these	
configurations	the	behaviour	of	flow	field	parameters	near	the	wall	is	reported.		










The	 time‐average	 axial	 and	 radial	 velocity	maps	are	 shown	only	 for	H/D	 equal	 to	2	
and	 6,	 in	 Fig.	 5.1.	 (other	 maps	 are	 not	 reported	 for	 the	 sake	 of	 brevity).	 These	 two	
configurations	 are	 chosen	because	 the	 flow	 field	behaviour	 is	different	 for	H/D	 <	4	 and	
H/D	 >	4.	The	mean‐squared	axial	 and	 radial	phase‐correlated	organised	 contribution	 to	
the	velocity,	axial	and	radial	turbulence	and	the	time‐average	Reynolds	stress	(for	phase‐
correlated	and	turbulent	components)	are	depicted	in	Figs.	5.2‐5.4.	As	it	is	possible	to	see	









The	 time‐average	 radial	 velocity	 over	 the	 plate	 is	 higher	 for	 the	 shortest	
configuration;	moreover,	 their	distributions	are	completely	different.	As	a	matter	of	 fact	
for	H/D	equal	to	2	the	time‐average	radial	velocity	component	shows	a	region	(in	the	axial	
direction)	of	high	velocity	which	 increases	 from	the	stagnation	point	up	to	x/D	 equal	 to	









the	 same	 considerations	 can	 be	 drawn.	 Furthermore	 the	 mean‐squared	 axial	 phase‐
correlated	organized	contribution	to	the	velocity	component	attains	values	which	are	ten	






This	 can	 be	 explained	 considering	 that	 these	 two	 variables	 are	 related	 to	 the	
sinusoidal	 external	 force	 which	 generates	 the	 flow	 field.	 This	 sinusoidal	 external	 force	
perturbs	the	flow	field	much	more	in	the	axial	direction	than	the	radial	one	and,	also	for	
this	 reason,	 the	maximum	 value	 of	 the	mean‐squared	 axial	 phase‐correlated	 organized	
contribution	 to	 the	 velocity	 component	 is	 located	 on	 the	 nozzle	 exit.	 It	 is	 important	 to	
highlight	 how	 the	 jet	 approaches	 the	 impinging	 plate.	 Indeed	 in	 the	 shortest	 H/D	
configuration,	the	axial	profile	(for	both	the	variables	W	and	ݓ෥ଶതതതത)	presents	a	double	peak	















at	 z/D	 equal	 to	 about	 3.8.	 Differently,	 the	 mean‐squared	 radial	 turbulent	 component	
attains	 its	 maximum	 value	 near	 the	 wall	 for	 the	 shortest	 nozzle‐to‐plate	 distance.	
Moreover	the	mean‐squared	radial	turbulent	fluctuation	starts	at	z/D	equal	to	about	0.4	D	
because	(as	visible	 in	subchapter	5.1.1.3)	 in	this	region	the	fully‐formation	of	 the	vortex	
ring	occurs.		
These	 mean‐squared	 turbulent	 velocity	 component	 maps	 are	 very	 similar	 to	 what	
presented	 in	 Narayanan	 et	 al.	 (2004)	 and	 Roux	 et	 al.	 (2011)	 for	 a	 turbulent	 slot	 and	
circular	continuous	impinging	jet,	respectively.	




































(2005)	 and	 Roux	 et	 al.	 (2011),	 the	 impinging	 plate	 influences	 the	 flow	 field	 up	 to	
approximately	1	D	upstream.	As	 told	before	 the	H/D	 equal	 to	2	and	4	configurations	do	
not	attain	the	maximum	value	which	is	reached	by	other	configurations	at	approximately	
3.5	D.	 For	 each	 configuration	 both	Wc	and	 b	starts	 diverging	 from	 the	 other	 curves	 at	
about	 1	 D	 before	 the	 impinging	 plate.	 Obviously	 the	 decrease	 of	 the	 time‐average	
centreline	axial	velocity	component,	as	the	jet	width	increases,	is	related	to	the	impinging	
plate	presence	which	 affects	 the	 approaching	 synthetic	 jet	 causing	 a	 deceleration	 and	 a	
suddenly	 spreading	 of	 the	 jet	 itself.	 Such	 effects	 are	much	more	 visible	 at	 shorter	H/D	





In	 Figs.	 5.7‐5.10	 the	 profiles	 of	 these	 velocity	 components	 near	 the	 wall	
(approximately	0.05	D	far	from	the	impinging	plate)	are	depicted.	


















For	 the	 time‐average	 radial	 velocity	 component,	 at	H/D	 equal	 to	 2,	 a	 maximum	 is	
found	at	x/D	equal	to	about	0.75	and	its	value	is	about	0.8	U0.	Such	a	value	is	higher	than	
that	obtained	by	Roux	et	al.	(2011)	and	O’Donovan	(2005).	Then	lateral	oscillations	can	be	
barely	 visible	 around	 x/D	 equal	 to	 2.	 Such	 oscillations	 are	 located	 in	 the	 same	position	
where	the	counter	rotating	ring	vortex	near	the	impinging	plate	is	located	(as	shown	and	
discussed	 in	 subchapter	5.1.1.3).	At	H/D	 equal	 to	4	 the	maximum	has	decreased	and	 its	
radial	 location	 is	 at	 about	0.9	D.	 After	 that	 the	 curve	 shows	 the	 same	 shape	of	 the	H/D	
equal	 to	 2	 configuration.	 Indeed	 also	 for	 this	 configuration	 the	 very	 small	 lateral	
oscillations,	 caused	 by	 the	 counter	 rotating	 ring	 vortex	 generation	 near	 the	 impinging	
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For	 both	 components	 the	 high	 values	 (the	 ones	 included	 in	 the	 region	 where	 the	
synthetic	 jets	 impinges)	are	mainly	originated	by	 the	 column	of	 fluid	behind	 the	vortex	
ring,	while,	the	lateral	oscillations	are	caused	by	the	vortex	ring	that	sweeps	the	impinging	
plate.	 Indeed	 for	Strouhal	number	 lower	 than	0.25	 the	 synthetic	 jet	 (as	describe	also	 in	






As	 stated	 before	 also	 the	 profile	 of	 the	 mean‐squared	 phase‐correlated	 organized	
contribution	 to	 the	velocity	 (Fig.	5.8)	over	 the	plate	 resemble	 those	of	 the	 time‐average	
velocity	components.	The	mean‐squared	axial	phase‐correlated	organized	contribution	to	
the	velocity	component	profile	shows	two	peaks	at	x/D	equal	 to	0.5	and	about	2	at	H/D	
equal	 to	 2	 (as	 occurs	 for	W).	 For	 this	 configuration,	 a	 local	minimum	 is	 present	 in	 the	
stagnation	 point.	 As	H/D	 increases	 the	 first	 peak	 decreases	 and	 shifts	 towards	 the	 x/D	
equal	 to	 0	 position	 while	 the	 second	 one	 tends	 to	 x/D	equal	 to	 2.	 For	H/D	 equal	 to	 4	




For	 the	 radial	 component,	 the	 first	 peak	 and	 the	 lateral	 oscillation	 are	 clearly	







Considering	 the	mean‐squared	 axial	 turbulent	 velocity	 component	 (Fig.	 5.9)	 at	H/D	
equal	to	2,	it	is	possible	to	highlight	that	a	minimum	is	present	on	the	jet	axis	because	this	
value	of	nozzle‐to‐plate	distance	is	lower	than	the	potential	core‐like	region	extension.	At	














(2005).	 For	 H/D	equal	 to	 6,	 the	 first	 peak	 has	 almost	 arrived	 to	 the	 stagnation	 point	
because	 the	 shear	 layer	 is	 completely	 inside	 the	 jet.	 The	 second	 peak	 (radial	 position	
equal	 to	 2.2	 D)	 value	 is	 a	 third	 lower	 than	 H/D	 equal	 to	 4	 case	 because	 the	 counter	
rotating	vortex	 ring	near	 the	wall	 is	 partially	 generated.	 For	 this	 reason,	 as	 reported	 in	
subchapter	5.1.2,	the	second	maximum	of	the	heat	transfer	distribution	is	not	detected	(as	
also	 reported	 by	 Roux	 et	 al.(2011)	 for	H/D	equal	 to	 5).	 Such	 a	 peak	 is	 not	 present	 for	
continuous	 impinging	 jet	 (Roux	et	al.	 (2011))	because	 the	 ring	vortex,	generated	by	 the	
Kelvin‐Helmholtz	 instability	 in	 continuous	 jet,	 is	 not	 so	 energetic	 to	 create	 a	 strong	
enough	counter	rotating	vortex	ring	on	the	wall	differently	from	the	ring	vortex	generated	
by	 the	 synthetic	 jet	 ejection	 phase.	 Anyway	 this	 peak	 is	 located	 in	 a	 position	where	 no	
more	detection	of	the	second	heat	transfer	maximum	is	present	but	only	a	change	 in	 its	
slope	(as	also	reported	by	Narayanan	et	al.	(2004)).	At	H/D	equal	to	8	the	maximum	value	
in	 the	 stagnation	 point	 is	 reached	 because	 of	 the	 completely	mixing	 of	 the	 shear	 layer	
while	the	second	peak	is	disappeared.	In	the	maximum	nozzle‐to‐plate	configuration	the	
stagnation	value	starts	decreasing.	Differently	 from	what	reported	by	Roux	et	al.	 (2011)	
for	 a	 circular	 impinging	 continuous	 jet,	 the	 heat	 transfer	 distribution	 for	 an	 impinging	
synthetic	 jet	at	H/D	 greater	 than	4	does	not	resemble	 the	mean‐squared	axial	 turbulent	
velocity	component	distribution.	
Considering	H/D	 equal	 to	 2	 it	 is	 possible	 to	 note	 that	 a	 plateau,	 for	mean‐squared	
radial	turbulent	velocity	component	(Fig.	5.9),	is	present	from	x/D	equal	to	0	to	0.5,	then	
an	abrupt	increase	is	present	with	a	peak	at	approximately	1.6	D	(similar	to	what	shown	
in	 O’Donovan	 (2005)).	 A	 second	 mild	 peak	 is	 present	 at	 x/D	 equal	 to	 2	 and	 then	 a	
monotonically	decrease	characterizes	the	curve.	As	H/D	 increases	two	main	features	can	
be	 inferred:	 the	 value	 on	 the	 jet	 axis	 increases	 because	H/D	 becomes	 higher	 than	 the	
potential	 core‐like	 region	 (the	 maximum	 is	 attained	 at	 H/D	 equal	 to	 8)	 and	 the	 peak	
























For	 the	 time‐average	 phase‐correlated	 organized	 contribution	 to	 the	 velocity	
Reynolds	stress,	a	first	peak	is	detected	at	x/D	equal	to	0.6	then	lateral	oscillations,	with	a	
minimum	located	at	x/D	equal	to	about	1.9,	are	observable.	The	maximum	located	at	x/D	






configuration.	 As	H/D	increases	 the	 region	where	 the	 velocity	 is	 higher	 than	 1	 is	wider	
than	the	SSJ	case.	Even	for	the	radial	velocity	component	the	values	are	higher	because	the	
wall	 jet	 is	 related	 of	 the	 contribution	 of	 two	 wall	 jets	 generated	 by	 both	 impinging	
synthetic	jets.	Furthermore,	varying	the	nozzle‐to‐plate	distance,	the	same	considerations	
about	the	maps	morphology,	as	for	SSJ	configuration,	can	be	drawn.	
The	 mean‐squared	 axial	 and	 radial	 phase‐correlated	 organized	 contribution	 to	 the	











in	 that	region.	Differently,	 for	x/D	higher	and	 lower	than	0.55	the	values	are	 lower	 than	
SSJ	case	because	of	 the	same	direction	of	 the	 two	wall	 jets.	At	H/D	equal	 to	6	 the	radial	












In	 Fig.	 5.13	 the	 mean‐squared	 axial	 and	 radial	 turbulent	 velocity	 components	 are	
shown.	The	axial	component	value	is	higher	than	that	in	SSJ	case.	At	x/D	equal	to	0	such	a	
value	 is	more	 than	twice	of	SSJ	case	one	because,	due	to	 the	180°	phase	shift,	 the	shear	
layer	 between	 the	 two	 synthetic	 jets	 is	 stronger	 and	 because	 it	 is	 given	 by	 the	
superimposition	 of	 the	 axial	 turbulence	 two	 impinging	 synthetic	 jets.	 Moreover	 it	 is	
possible	 to	 detect	 that	 a	 value	 of	 mean‐squared	 axial	 turbulent	 velocity	 component,	
different	 from	 zero,	 on	 the	 jet	 axis	 (at	 x/D	 =±	 0.55)	 occurs	 at	 z/D	 equal	 to	 about	 2	
differently	from	the	SSJ	case.	This	is	not	related	to	the	potential	core‐like	region	extension	
(which	is	always	the	same	of	the	SSJ	case	as	visible	in	subchapter	5.1.1.4)	but	to	the	slight	










synthetic	 jet,	 its	 left	 side	passes	 from	a	negative	value	(as	 for	 the	SSJ	case)	 to	a	positive	
value	which	is	caused	by	the	right	side	of	the	left	synthetic	jet.		As	H/D	increases,	the	inner	
contribution	 of	 the	 time‐average	 turbulent	 Reynolds	 stress	 damps	 and	 disappears	
merging	the	outer	contribution	at	z/D	equal	to	about	3.8.	After	z/D	higher	than	4	such	a	
distribution	 resembles	 that	 of	 the	 SSJ	 configuration.	 Differently	 from	 the	 SSJ	 case	 these	
region	of	high	and	low	turbulent	Reynolds	stress	are	not	parallel.	 Indeed,	as	reported	in	
subchapter	 5.1.1.4,	 synthetic	 jets	 are	 deflected	 towards	 x/D	 equal	 to	 0	 because	 of	 their	
interaction	(as	also	reported	in	subchapter	4.2.2).	
For	 the	 time‐average	 phase‐correlated	 organized	 contribution	 to	 the	 velocity	






























synthetic	 jets	 are	 located	 at	 x/D	 =	 ±	 0.55,	 it	 is	 possible	 to	 assert	 that,	 as	 for	 SSJ	
configuration,	a	minimum	of	the	axial	component	is	found	near	the	jet	axis	(at	x/D	equal	to	
‐0.6)	 while	 two	 peaks	 are	 detectable	 at	 x/D	 equal	 to	 0	 and	 ‐0.9.	 If	 one	 considers	 the	





also	 a	 deflection	 which	 is	 more	 evident	 for	 higher	 H/D	 (as	 visible	 in	 phase‐average	
measurements	 –	 subchapter	 5.1.1.4).	 For	 higher	 radial	 position	 (about	 2.2	 D)	 some	
oscillations	are	barely	visible.	As	H/D	increases	these	later	oscillations	damp	and	a	unique	








case	 but	 with	 lower	 amplitude,	 are	 barely	 visible.	 As	 H/D	 increases,	 as	 for	 the	 single	





























to	 0.9	 and	 then,	 again,	 a	maximum	 is	 observable	 at	 x/D	 equal	 to	 1.2.	 For	 higher	 radial	
position	 (x/D	 >	 1.5)	 lateral	 oscillations	 are	 present.	 AS	 H/D	 increases	 the	 first	 peak	
decreases	and	the	lateral	oscillations	are	damped.	For	both	components,	as	stated	before,	












is	 disappeared	 differently	 from	 the	 SSJ	 case.	 For	 H/D	 greater	 than	 6,	 the	 values	 start	
decreasing.	Differently	from	the	SSJ	case,	the	value	of	the	turbulent	axial	on	the	x/D	equal	







(for	H/D	equal	 to	6)	decreasing	 its	value.	For	H/D	equal	 to	8	this	peak	 is	very	weak	and	
then	disappears	at	H/D	equal	to	10.	The	value	at	x/D	equal	to	0	increases	up	to	H/D	equal	
to	8	and	then	starts	decreasing	as	occurs	also	in	SSJ	case.	
In	 Fig.	 5.20	 the	 turbulent	 and	 mean‐squared	 phase‐organized	 contribution	 to	 the	
velocity	 Reynolds	 stress	 are	 shown.	 For	 the	 time‐average	 turbulent	 Reynolds	 stress	 a	
maximum	can	be	detected	at	x/D	 equal	 to	2.	As	H/D	increases	 this	maximum	decreases	
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peak	disappears	while	 the	 first	minimum	shifts	 towards	x/D	 equal	 to	 0	 and	 the	 second	
maximum	decreases.	As	H/D	increases	the	peak	and	the	tough	decrease	and	disappear	(at	
H/D	 higher	 than	 6).	 These	 values	 are	 lower	 than	 the	 SSJ	 case	 for	 the	 destructive	
interference	generated	by	the	two	180°	phase	shift	impinging	synthetic	jets.		
The	 time‐average	 and	mean‐squared	 quantities	 characterizing	 the	 TWJ	 case	with	 Σ	
equal	to	3	are	shown	in	Figs.	5.21‐5.24.	
In	 Fig.	 5.21	 the	 time‐average	 axial	 and	 radial	 velocity	 components	 are	 depicted.	
Comparing	these	maps	to	the	SSJ	case	and	the	other	TWS	case	it	is	easily	noticeable	that	a	
very	 weak	 interaction	 is	 present	 between	 these	 two	 impinging	 synthetic	 jets	 (as	 also	












the	 highest	 value	 near	 the	 impinging	 plate	 in	 the	 overlap	 region	 between	 the	 two	
impinging	 synthetic	 jets	 (‐1.5	 <	 x/D	 <	 1.5).	 Such	 a	 region	 is	 more	 extended	 than	 the	
previous	TSJ	case.	Furthermore	this	high	value,	differently	from	the	other	TSJ	case,	is	still	
very	high	at	H/D	equal	to	6.	This	can	be	explained	by	the	fact	that	in	this	configuration	the	
opposite	direction	of	 the	 two	wall	 jets	 is	 still	 influent.	For	 the	same	reason	 the	external	
values	(x/D	higher	and	lower	than	1.5)	are	higher	than	the	previous	TSJ	case.	
The	mean‐squared	 turbulent	 velocity	 components	 are	 shown	 in	 Fig.	 5.23.	 For	 both	
components	the	maps	are	the	equivalent	of	the	superimposition	of	two	SSJ	located	at	x/D	
=	±	1.5.	At	H/D	equal	to	2	the	maximum	values	are	included	in	1.5	<	x/D	<	1.5	which	is	the	






















of	 the	 other	 impinging	 synthetic	 jet,	 hence,	 two	 are	 the	 axial	 turbulence	 contributions.	
Moreover	 the	 internal	 one	 is	 higher	 than	 the	 external	 one	 because	 the	 axial	 turbulence	
related	to	the	wall	jet	tends	to	decreases	for	a	radial	position,	from	the	jet	axis,	higher	than	
2	(see	Fig.	5.9).	
In	 Fig.	 5.24	 the	 time‐average	 turbulent	 and	 phase‐organized	 contribution	 to	 the	





case	 the	 internal	 turbulent	 Reynolds	 stress	 arrives	 very	 close	 to	 the	 impinging	 plate	
(easily	 detectable	 for	 the	 H/D	 equal	 to	 6	 configuration).	 The	 time‐average	 phase‐
organized	contribution	to	the	velocity	Reynolds	stress	shows,	at	H/D	equal	to	2,	 internal	
values,	 near	 the	 impinging	 plate,	which	 are	 slightly	 greater	 than	 the	 SSJ	 case,	 and	 such	
values	are	still	barely	visible	at	H/D	equal	to	6.	
In	 Fig.	 5.25	 the	 time‐average	 centreline	 axial	 velocity	 is	 depicted.	 The	 behaviour	 is	
completely	similar	to	the	SSJ	case.	Some	differences	can	be	detected	through	the	jet	width,	
reported	in	Fig.	5.26.	These	differences	are	visible	only	for	high	nozzle‐to‐plate	distance.	
At	H/D	 equal	 to	10	a	 steep	slope	 (starting	at	z/D	 equal	 to	about	9.5)	 is	 visible	near	 the	
impinging	plate	due	to	the	interaction	and	merging	of	the	two	synthetic	jets.	
Time‐average	 axial	 and	 radial	 velocity	 components	 near	 the	 impinging	 plate	 are	
depicted	 in	 Fig.	 5.27.	 The	 axial	 component	 at	 H/D	 equal	 to	 2	 is	 similar	 to	 the	 SSJ	
configuration.	Indeed	the	minimum	of	this	profile	is	located	at	x/D	equal	to	‐1.5	and	then	














The	 difference	 between	 the	maximum	and	minimum	value	 is	 related	 to	 the	 second	
synthetic	jets	impinging	on	the	opposite	side	which	increases	the	maximum	and	decreases	
the	minimum.	As	H/D	increases,	as	for	the	SSJ	configuration,	the	peak	decreases	and	shifts	





















case,	 the	 maximum	 value	 on	 the	 jet	 axis	 is	 attained	 at	 H/D	 equal	 to	 6	 instead	 of	 4.	
Moreover	at	H/D	 equal	 to	2	 it	 is	possible	 to	see	 that	 the	external	peak	 is	slightly	higher	
than	the	internal	one	because	the	destructive	interference	(which	is	much	lower	than	the	















the	 SSJ	 outer	 peak.	 The	 third	peak,	 at	 x/D	 equal	 to	 about	 ‐2.2	 is	 generated	by	 the	peak	
located	at	x/D	equal	 to	 ‐0.65	of	 the	SSJ	configuration.	At	H/D	equal	 to	4	three	peaks	are	
detectable	 at	 x/D	 equal	 to	 approximately	 ‐0.9,	 ‐2.1	 and	 ‐3.3.	 These	 three	 peaks	 are	
generated	by	the	two	peaks	present	in	the	SSJ	case.	Indeed	the	first	two	peaks	are	located	































The	 phase‐correlated	 organized	 contribution	 to	 the	 velocity	 Reynolds	 stress	 shows	
two	peaks	at	0.9	and	2.1	D	which	are	located	a	radial	position	from	the	jet	axis	of	 .0.5	D.	
These	 two	peaks,	 at	H/D	 equal	 to	4,	 are	 shifted	 towards	 the	 jet	 axis	 of	 about	0.1	D	 and	













at	 x/D	 equal	 to	 about	 0.75	 (where	 the	 complete	 rotation	 of	 the	 impinging	 synthetic	 jet	
occurs)	and	at	the	position	of	the	convective	primary	vortex	ring.	From	this	phase	to	φ	=	
120°	the	effect	of	the	impinging	plate	on	the	impinging	synthetic	jet	is	clearly	observable.	
Indeed	 the	 morphology	 of	 the	 axial	 velocity	 is	 characterized	 by	 a	 hemispherical	 axial	


















value	different	 from	zero	 is	also	detected	at	x/D	 equal	 to	 ‐0.5	and	along	 the	shear	 layer	
(only	for	z/D	>	1).	The	radial	turbulent	velocity	shows	high	values	also	along	the	last	zone	










ring	 core,	 are	 out	 of	 the	measurement	 zone	 and	 the	 other	 high	 values	 start	 decreasing	
(still	visible	is	the	maximum	of	axial	turbulence	near	the	impinging	plate	at	x/D	equal	to	
approximately	2).	 It	 is	 important	 to	highlight	 that	 for	 this	nozzle‐to‐plate	 configuration,	
from	 φ	 equal	 to	 48°	 until	 φ	 equal	 to	 120°	 the	 zone	 between	 ‐0.5	 <	 x/D	 <	 0.5	 is	









the	 synthetic	 jet	 generation	 (φ	=	0°).	 Indeed	 at	φ	=	24°	 near	 the	 vortex	 ring	 core	 the	

















5.34	 the	phase‐average	axial	 and	 radial	velocity	maps	are	 reported.	 It	 is	possible	 to	 see	
how	 the	 vortex	 ring	 is	 generated	 (by	 the	 roll‐up	of	 the	 shear	 layer	 sheet)	 and	 convects	
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downstream	 (first	 three	 phases).	 Then	 (at	φ	 =	 72°)	 it	 impinges	 on	 the	 plate	 and	 still	
generates	 a	 smaller	 counter	 rotating	 vortex	 ring	 (than	 that	 generated	 in	 the	 shortest	
nozzle‐to‐distance	 configuration,	 as	 also	 visible	 in	 Fig.	 5.37).	 For	 this	 latter	 phase	 it	 is	
possible	 to	highlight	 that	 a	maximum	 in	 the	 radial	 velocity,	 near	 the	 impinging	plate,	 is	
detectable	 at	 a	 radial	 position	 of	 about	 1.3	 D	 from	 the	 jet	 axis.	 The	 axial	 velocity,	










the	 shear	 layer	 and	 near	 the	 front	 boundary	 of	 the	 vortex	 ring.	 The	 radial	 turbulence	
shows	its	maximum	along	the	shear	 layer,	as	well,	and	near	the	vortex	ring	core.	At	φ	=	
72°	 it	 is	 possible	 to	 point	 out	 that	 the	mean‐squared	 axial	 turbulent	 velocity	 has	 high	
value	all	 along	 the	shear	 layer	 (until	 the	nozzle	exit)	and	 in	 the	 counter	 rotating	vortex	
ring.	 The	 radial	 turbulence	 shows,	 basically,	 the	 same	 characteristics	 of	 the	 axial	 one.	
Differently	from	the	shortest	nozzle‐to‐plate	configuration,	the	axial	and	radial	turbulence	
start	 merging	 on	 the	 jet	 axis	 at	 z/D	 equal	 to	 about	 3.8.	 That	 zone,	 featured	 by	 a	 zero	
turbulence	value,	is	the	so‐called	potential	core‐like	region.	At	φ	=	96°	the	axial	turbulence	





the	 turbulence	 values	 start	 decreasing	 and	 the	 vortex	 ring	 is	 moved	 out	 of	 the	
measurement	region.	
In	Fig.	5.36	the	phase‐average	turbulent	Reynolds	stress	 is	depicted.	At	φ	=	24°	 it	 is	


































occurs.	 At	H/D	 equal	 to	 2	 the	 counter	 rotating	 vortex	 ring	 is	 easily	 detectable	 and	 its	
centre	is	quite	far	from	the	impinging	plate.	As	H/D	increases,	the	counter	rotating	vortex	
ring	becomes	less	wide	and	more	attached	to	the	impinging	plate	until	it	disappears	(H/D	













cooler.	 Indeed	 in	 this	 condition,	 during	 the	 suction	 phase,	 the	 device	 could	 ingest	 air	
coming	 from	the	hot	plate	which	has	 to	be	cooled.	This	behaviour	could	deteriorate	 the	
heat	transfer	performance	of	the	electronic	cooling	device.	
5.1.1.4	Phase‐average	flow	field	for	TSJ	








near	 the	 plate	 the	 negative	 radial	 velocity	 is	 higher	 and	 more	 extended	 (in	 the	 axial	
direction)	 than	 the	positive	one.	At	φ	=	72°	 the	axial	distribution	 is	not	 symmetric	with	
respect	 to	 the	 right	 synthetic	 jet	 centreline	 (located	 at	 x/D	 equal	 to	 0.55)	 but	 the	
maximum	 is	 attained	 along	 x/D	 equal	 to	 0.	 This	 is	 due	 to	 the	 interaction	 of	 the	 two	 jet	
which	 is	 stronger	 near	 the	 x/D	 equal	 to	 0	 axis.	 The	 radial	 velocity	 still	 presents	 two	
maxima:	 the	 first	near	 the	plate	where	 the	 jet	 has	 its	 complete	 rotation	 and	 the	 second	
between	the	plate	and	the	sweeping	vortex	ring.	At	φ	=	96°	the	right	synthetic	jet	seems	to	









In	 Figs.	 5.41	 and	 5.42	 the	 phase‐average	 mean‐squared	 axial	 and	 radial	 turbulent	
velocity	are	shown	respectively.	At	φ	=	0°	no	zero	values	of	axial	and	radial	turbulence	are	
still	present	due	to	the	trailing	part	of	the	left	synthetic	jet.	At	φ	=	24°	the	axial	turbulence	
attains	 high	 value	 on	 the	 front	 of	 the	 vortex	 ring	while	 the	 radial	 one	 is	 located	 in	 the	
vortex	 ring	 core	 and	 between	 the	 two	 jets.	 At	φ	 =	 48°	 the	 axial	 turbulence	 shows	 high	
values	along	the	internal	shear	layer	which	are	higher	than	the	external	one.	This	is	due	to	
the	interaction	of	the	two	180°	phase‐shift	jets.	Indeed	the	extension	of	the	turbulence	of	
the	 internal	 shear	 layer	 arrives	 until	 the	 nozzle	 exit,	 differently	 from	 the	 external	 one.	
Moreover	the	axial	turbulence	of	the	left	vortex	ring	footprint	is	lower	than	the	right	one	




external	 one.	 The	 axial	 turbulence	 attains	 also	 high	 value	 in	 the	 vortex	 core	 and	 in	 the	
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zone	near	 the	plate	between	 the	vortex	 ring	and	 the	 shear	 layer.	The	 radial	 component	
acts	as	the	axial	one	apart	from	the	region	near	the	vortex	ring.	Indeed	here	the	maximum	




the	 phases	 it	 is	 possible	 to	 see	 that,	 as	 previously	 described,	 the	 right	 synthetic	 jet	 is	


















exit.	 The	 saddle	 point	 is	 not	 located	 along	 the	 left	 synthetic	 jet	 axis	 but	 on	 its	 left	 side	
because	the	right	synthetic	jet	is	starting	its	ejection.	At	φ	=	48°	two	saddle	points	can	be	
detected.	The	 first	one	continues	moving	 towards	higher	radial	position	(because	of	 the	
formation	and	convection	of	the	right	ring	vortex)	and	a	second	one	created	between	the	
left	vortex	ring	footprint	and	the	suction	of	the	left	synthetic	jet.	At	φ	=	72°	the	first	saddle	














In	 Figs.	 5.45	 and	 5.46	 the	 phase‐average	 axial	 and	 radial	 velocity	 components	 are	
depicted.	At	φ	=	0°	the	footprint	of	the	trailing	part	of	the	left	synthetic	jet	is	still	present.	
At	φ	=	24°	the	right	synthetic	jet	is	issued	and	the	behaviour	is	similar	to	what	shown	in	
the	 shortest	 nozzle‐to‐plate	 case.	 At	φ	 =	 48°	 the	 jet	 is	 going	 to	 approach	 the	 impinging	
plate	but,	as	it	is	possible	to	observe,	the	ring	vortex	is	deflected	because	of	the	interaction	
with	the	left	synthetic	jet	which	is	acting	like	a	sink.	At	φ	=	72°	the	jet	is	impinging	and	the	
axial	profile	 is	bell‐shaped,	differently	 from	the	H/D	equal	 to	2	case.	Moreover	 the	 jet	 is	
considerably	deflected	toward	the	x/D	equal	to	0	axis.	Focusing	our	attention	to	the	radial	





φ	≥	120°	 the	velocity	values	decrease	and	 the	vortex	 ring	goes	out	of	 the	measurement	
zone.	 Furthermore	 the	 radial	 velocity	over	 the	plate,	 for	 these	phases,	 does	not	 show	a	
peak	 where	 the	 impinging	 jet	 rotates.	 Indeed	 this	 value	 has	 the	 magnitude	 of	 the	 one	






In	 Figs.	 5.47	 and	 5.48	 the	 phase‐average	 mean‐squared	 axial	 and	 radial	 turbulent	
velocity,	respectively,	are	shown.	At	φ	=	0°	no‐zero	values	of	turbulence	are	still	present	
because	 of	 the	 trailing	 part	 of	 the	 impinging	 left	 synthetic	 jet.	 At	 φ	 =	 24°	 the	 axial	














At	φ	 =	 48°	 the	 axial	 turbulence	 along	 the	 internal	 shear	 layer	 has	 increased	 and	 is	
thicker	 than	 the	 external	 one.	 Furthermore	 the	 two	 shear	 layers	 start	 merging	 at	 z/D	
equal	to	about	3.8	and	coalesce	with	the	axial	turbulent	developed	on	the	front	boundary	




left	 synthetic	 jet	 which	 damps	 partially	 the	 oscillations.	 At	φ	 =	 72°	 the	 turbulent	 axial	
component	shows	higher	value	along	the	internal	shear	(than	the	external	one)	and	also	a	
maximum	located	in	the	vortex	ring	core	(with	a	greater	value	in	the	right	footprint).	The	
turbulent	 radial	 component	 acts	 as	 the	 axial	 one	 along	 the	 shear	 layer	 but,	 near	 the	
impinging	plate,	shows	a	maximum	between	the	plate	itself	and	the	convecting	vortex	ring	
(where	the	counter	rotating	is	placed).	Furthermore	both	components	start	merging	at	a	
axial	 position	 of	 about	 3.8	 diameters	 from	 the	 nozzle	 exit.	 Such	 a	 zone	 is	 the	 so‐called	
potential	 core‐like	 region.	At	φ	 =	96°	 the	vortex	 ring	continues	 sweeping	 the	 impinging	






In	 Fig.	 5.49	 the	 phase‐average	 turbulent	 Reynolds	 stress	 is	 depicted.	 After	 the	
beginning	 of	 the	 ejection	 phase	 for	 the	 right	 synthetic	 jet	 (at	φ	 =	 0°)	 the	 zones	 of	 high	
Reynolds	 stress	 (at	φ	 =	24°)	 are	 located	along	 the	 shear	 layer	and	near	 the	 vortex	 ring	
(front	 side).	 At	φ	 =	 48°	 the	 shear	 layer	 is	 developing	 and	 the	 Reynolds	 stress	 attains	
higher	absolute	 values	along	 the	 inner	 shear	 layer	 than	 the	outer	one.	 Furthermore	 the	






















ܰݑതതതത	and	Nu’	maps	and	profiles	 (time‐average)	 for	 single	and	 twin	circular	 impinging	
synthetic	air	jets	with	∑	equal	to	1.1,	3	and	5	are	shown	in	Figs.	5.50‐5.54.	Since	the	time‐
average	flow	field	of	all	tested	configurations	is	symmetric	with	respect	to	x	and	y	axes,	ܰݑതതതത	




synthetic	 air	 jets	 with	 ∑	 equal	 to	 1.1,	 3	 and	 5	 are	 depicted.	 In	 order	 to	 reduce	 the	
measurement	 noise,	 owing	 to	 the	 fact	 that	 phase‐average	 flow	 field	 is	 symmetric	 with	
respect	to	the	x	axis,	ܰݑఝ	maps	are	obtained	averaging	the	positive	y	region	with	negative	
one.	 With	 the	 objective	 to	 compare	 heat	 transfer	 distribution	 at	 different	 phases	 and	
different	value	of	H/D,	 it	 is	necessary	to	set	a	reference	phase	zero.	The	reference	phase	
zero	is	set	to	correspond	with	the	phase	in	which	the	heat	transfer	time	derivative	in	the	





At	 short	 distance	 from	 the	 nozzle	 (inside	 the	 potential	 core‐like	 region),	 many	















region	 is	 not	 present	 for	 nozzle‐to‐plate	 distances	 higher	 than	 4	 (after	 the	 end	 of	 the	
potential	 core‐like	 region),	 as	 detectable	 from	ܰݑതതതത	and	 Nu’	 profiles	 in	 Fig.	 5.54.	 This	
behaviour	 is	 also	 detectable	 in	 the	 axial	 velocity	 components	 profiles	 (W,	ݓ෥ଶതതതത	and	ݓ′ଶതതതതത)	





reattachment	 as	 shown	 by	 Hadziabdic	 and	 Hanjalic	 (2008)	 and	 Rohlfs	 et	 al.	 (2012).	
According	 to	Rohlfs	et	al.	 (2012)	 the	unsteady	separation	 is	due	to	 the	 formation	of	 the	
secondary	counter	 rotating	vortex	on	 the	wall	which	 is	generated	by	 the	passage	of	 the	
ring	 vortex	 (as	 seen	 in	 subchapter	 5.1.1.3).	 In	 these	 experiments	 the	 formation	 of	 the	
counter	 rotating	 vortex	 is	 visible	 until	 H/D	 equal	 to	 6.	 The	 size	 and	 vorticity	 of	 this	
counter	rotating	vortex	decreases	as	H/D	 increases.	This	behaviour	agrees	with	the	heat	
transfer	 profiles.	 Furthermore	 the	 presence	 of	 such	 a	 counter	 rotating	 vortex	 is	 even	
detectable	from	the	velocity	profile	over	the	plate.	Indeed	the	second	peak	present	in	Figs.	
5.8	 (ݓ෥ଶതതതത	and	ݑ෤ଶതതത)	 and	 5.9	 (ݓ′ଶതതതതത	and	ݑ′ଶതതതത)	 are	 related	 to	 the	 counter	 rotating	 vortex	
generation.	It	has	to	be	point	out	that	such	a	second	heat	transfer	peak	is	not	only	related	
to	the	phase‐average	measured	counter	rotating	vortex	caused	by	the	primary	vortex	ring.	




stagnation	point	 is	 detected,	 in	 agreement	with	what	happens	 for	 continuous	 jets.	 Seen	
that	the	stagnation	heat	transfer	is	influenced	by	all	the	velocity	components,	such	a	result	




Nu’	 resembles	 the	ܰݑതതതത	profile	 and	 is	 strictly	 related	 to	 the	 axial	 fluctuating	 velocity	
profile	 (phase‐correlated	and	turbulent	components).	 Indeed	 the	peaks	 location	and	the	
profiles	 of	Nu’	 are	 very	 similar	 to	 what	 shown	 in	 Figs.	 5.8	 and	 5.9	 for	 the	 fluctuating	
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velocity	 components.	 Moreover	 the	 value	 of	 Nu’	 map	 becomes	 more	 uniform	 and	 its	
maximum	value	decreases	at	high	H/D	because,	as	the	distance	from	the	nozzle	increases	
(Shuster	and	Smith,	2007),	synthetic	 jets	act	 like	 turbulent	continuous	 jets.	As	matter	of	
fact	all	the	fluctuating	velocity	values	decrease	for	H/D	higher	than	6.	
The	ܰݑതതതത	maps	 for	 twin	 synthetic	 jets	 with	 ∑	 =	 1.1	 (Fig.	 5.51)	 show	 two	 distinct	
stagnation	points	only	for	H/D	=	2.	As	a	matter	of	fact,	considering	Fig.	5.54,	the	relative	
ܰݑതതതത	profile	shows	a	 first	peak	at	x/D	=	0	and	a	symmetric	second	peak	at	approximately	
x/D	 ≈	 1.05.	 The	 first	 and	 the	 second	peak	are	 related	 to	 the	 existence	 of	 the	 inner	 ring	
shaped	region.	Such	a	ring	occurs	around	the	two	stagnation	points,	located	at	x/D	≈	0.55,	
and	 shows	 a	 diameter	 equal	 to	 1	D.	 The	 superimposition	 of	 the	 two	 inner	 ring	 shaped	
regions	at	x/D	=	0	is	the	reason	why	the	first	peak	is	higher	than	the	second	one.	This	can	
be	 related	 to	 the	behaviour	 of	 the	 time‐average	 axial	 velocity	 component	 and	 the	 time‐
average	 phase‐correlated	 organized	 contribution	 to	 the	 velocity	 axial	 component	 (Figs.	
5.17‐5.18).	 Indeed	 a	 peak	 of	 these	 parameters,	 for	 this	 nozzle‐to‐plate	 configuration,	 is	





ring.	Due	 to	 the	 superimposition	of	 the	 two	 inner	 ring	 shaped	 regions,	 the	 value	 of	Nu’	
acquired	at	x/D	=	0	is	not	equal	to	the	one	attained	at	x/D	≈	1.05	(see	also	Fig.	5.54)	as	also	
occurs	for	the	axial	velocity	fluctuation	behaviour	(Figs.	5.18‐5.19).	As	H/D	increases	the	
strong	 interaction	 between	 the	 two	 adjacent	 jets	 produces	 a	 different	 heat	 transfer	
behaviour	 characterized	 by	 a	maximum	ܰݑതതതത	value	 at	H/D	 =	 4	 as	 visible	 in	 Fig.	 5.54.	 As	
previously	said	for	the	single	synthetic	jet,	such	a	maximum	could	be	explained	focusing	
on	 the	 attained	 values	 of	 the	 velocity	 component	 on	 the	 jet	 axis.	 The	 H/D	 equal	 to	 4	










fact	 at	H/D	 equal	 to	 4	 the	Nu’	 profile	 shows	 the	 peak	 relative	 to	 the	 inner	 ring	 shaped	
region	but	 the	second	peak	 is	 strongly	reduced.	Such	a	 second	peak	disappears	 for	H/D	
higher	 than	 4	 differently	 from	 the	 first	 one.	 Such	 a	 behaviour	 can	 be	 observed	 for	 the	
mean‐squared	 axial	 turbulent	 velocity	 components	 (Fig.	 5.19)	 but	 it	 is	 not	 so	 easily	
detectable	for	the	other	fluctuating	variables.	This	could	be	related	to	the	presence	of	the	
second	wall	jet	which	passes	over	the	same	zone	of	the	plate	(already	swept	by	the	vortex	





all	 the	nozzle‐to‐plate‐distances	 the	values	of	ܰݑതതതത	measured	are	higher	 than	the	SSJ	case.	
Moreover	it	is	worth	nothing	that	the	values	attained	by	Nu’	for	such	a	twin	synthetic	jets	
configuration	are	lower	than	the	one	acquired	by	the	single	synthetic	jet	(Figs.	5.51,	5.52	




Regarding	 the	 twin	 synthetic	 jets	with	∑	 =	 3	 (Fig.	 5.52)	 the	 Nusselt	 number	maps	
show	two	clearly	distinct	stagnation	regions,	approximately	at	x/D	≈	1.5	with	its	inner	and	
outer	 ring	 shaped	 regions.	 In	 this	 configuration,	 for	 H/D	 =	 2,	 the	 peak	 located	
approximately	at	x/D	≈	1	is	higher	than	the	peak	at	x/D	≈	2.	This	effect	is	related	to	the	fact	
that	the	peak	which	is	closer	to	the	centre	is	more	affected	by	the	presence	of	the	other	jet	
and	 a	 beneficial	 effect	 is	 attained.	 Such	 a	 phenomenon	 decreases	 with	 H/D	 increase,	
disappearing	already	for	H/D	=	4.	Also	in	this	case	Nu’	and	ܰݑതതതത	maps	and	profiles	present	a	
similar	 behavior.	 As	 matter	 of	 fact	 at	 H/D	 =	 2	 the	 Nu’	 profile	 shows	 two	 peaks	 at	
approximately	 x/D	 ≈	 2.1	 and	 x/D	 ≈	 3.5	 showing	 the	 presence	 of	 the	 inner	 and	 outer	
shaped	 regions,	 as	 also	 visible	 in	 the	 velocity	 components	 (Figs.	 5.27‐5.29).	 The	
relationship	between	the	velocity	component	and	the	heat	transfer	behaviour	is	the	same	





where	 the	 synthetic	 jet	 impinges	 (as	 occurs	 for	ݓ෥ଶതതതത	and	ݓ′ଶതതതതത	in	 Figs.	 5.28	 and	 5.29,	
respectively).	The	behaviour	 of	 twin	 synthetic	 circular	 air	 jets	with	∑	 =	 5	 (Fig.	 5.53)	 is	
very	similar	to	the	one	shown	for	∑	=	3.		

















as	occurs	 for	 the	 twin	configuration	at	∑	=	3.	 In	 this	 figure	a	mild	plateau	at	x/D	=	0	 is	
detectable	 for	 values	 of	H/D	 equal	 to	 2,	 4	 and,	 barely,	 6.	 Such	a	plateau	decreases	with	












φ	=	 168°.	 As	 previously	 assumed,	 at	φ	=	 0°	 the	 jet	 reaches	 the	 target	 plate	 and	 starts	
spreading	over	the	foil,	as	visible	at	φ	=	24°.	At	φ	=	48°	the	jet	is	sweeping	the	surface	and	
the	inner	ring	shaped	region	arises	at	radial	distance	(r)	from	the	stagnation	point	of	0.5	D	
from	 the	 centre	 of	 impingement.	 This	 result	 is	 in	 agreement	 with	 DNS	 simulation	 of	 a	
continuous	circular	impinging	jet	by	Rohlfs	et	al.	(2012).	
This	inner	ring	shaped	region	is	caused	by	the	radial	wall	acceleration	(see	Rohlfs	et	
al.,	 2012	 and	 Gardon	 and	 Akfirat,	 1965).	 According	 to	 Rohlfs	 et	 al.	 (2012)	 this	 radial	
acceleration	 generates	 an	 increase	 of	 the	 spatial	 gradient	 of	 axial	 velocity	 near	 the	







the	wall,	 generated	 by	 the	 passage	 of	 the	 primary	 vortex	 ring	 and	 subsequently	 vortex	
rings	 caused	 by	 the	 Kelvin‐Helmholtz	 instability.	 Hence	 the	 delay	 between	 the	
appearances	 of	 the	 two	 ring	 shaped	 regions	 can	 be	 ascribed	 to	 the	 travelling	 time	
necessary	 to	 the	 primary	 vortex	 ring	 to	 assume	 the	 requested	 vorticity	 in	 order	 to	
generate,	 for	 the	 first	 time,	 the	 secondary	 counter	 rotating	 vortex.	 Indeed,	 such	 ring	
structures	is	already	present	at	φ	=	24°	but	is	not	so	clearly	visible	as	in	the	next	phases.	
At	φ	=	24°	 the	outer	 ring	 is	 the	one	 formed	by	 the	passage	of	 the	sweeping	vortex	 ring	
which	 creates	 the	 counter	 rotating	 one	 (as	 seen	 in	 subchapter	 5.1.1.3).	 After	 the	 ring	
vortex	 is	passed	 (indeed	 the	 zone	 featured	by	high	heat	 transfer	 is	widening)	 the	outer	
ring	shaped	region	is	still	present.	This	one	could	be	ascribed	to	the	column	of	fluid	which	
follows	 the	 ring	 vortex	 (as	 described	 for	 a	L0/D	 higher	 than	4	 in	McGuinn	 et	 al.,	 2014).	
Higher	 is	 the	dimensionless	stroke	 length	(L0/D)	 longer	 is	 the	 following	column	of	 fluid.	






The	 outer	 ring	 shaped	 region	 moves	 from	 r/D	 equal	 to	 about	 1.8	 to	 r/D	 equal	 to	
approximately	 2.	 Such	 a	 motion	 is	 caused	 because	 the	 synthetic	 jet	 is	 still	 impinging,	
indeed	 vortex	 ring	 is	 still	 travelling,	 so	 the	 location	 of	 the	 secondary	 vortex	 ring	
separation	 is	 moved	 towards	 higher	 radial	 position	 At	 φ	 =	 96°	 the	 Nusselt	 number	
acquires	 its	maximum	value.	After	φ	=	96°,	phase‐average	Nusselt	number	values	in	this	




Fig.	 5.56.	 In	 agreement	with	what	 seen	 in	 the	ܰݑതതതത	map	 at	H/D	 =	 6,	 the	 two	 ring	 shaped	
regions	 are	 not	 present.	 The	 absence	 of	 the	 inner	 ring	 shaped	 region	 is	 caused	 by	 two	
main	features:	the	value	of	H/D	which	is	greater	than	the	synthetic	jet	potential	core‐like	
region	 (as	 reported	 in	 subchapters	 5.1.1.1	 and	 5.1.1.3);	 the	 ring	 vortex	 does	 not	 have	




for	H/D	 =	 6	 than	 the	 case	 with	H/D	 =	 2	 where	 such	 a	 cooling	 occurs	 inside	 the	 area	
enclosed	by	the	outer	ring	shaped	region.	
For	 all	 the	H/D	 values,	 the	 phase‐average	 Nusselt	 number	maps	 for	φ	>	 168°	 (not	
shown	herein	 for	the	sake	of	brevity	but	present	 in	 the	attached	movie	1	 to	Greco	et	al.	





similar	 to	 that	 of	 the	 twin	 synthetic	 jets	with	∑	 =5.	 (All	 phase‐average	Nusselt	 number	
maps	are	attached	to	Greco	et	al.	(2014)	as	video	sequences	in	movie	2,	3	and	4	for	∑	=	
1.1,	3	and	5,	 respectively).	The	phase‐average	ܰݑఝ	maps	 (Fig.	5.56)	of	TSJ	 for	∑	=1.1	at	
H/D	 equal	 to	 2	 show	 a	 different	 behaviour	 with	 respect	 to	 SSJ	 (Fig.	 5.53).	 During	 the	
ejection	 phase,	 at	φ	=	 0°,	 a	 higher	 heat	 transfer	 (ܰݑఝ	in	 the	 stagnation	 point	 is	 about	
double	 with	 respect	 to	 the	 single	 synthetic	 jet),	 is	 shown	mainly	 due	 to	 the	 strong	 jet	
interaction	 (as	 shown	 in	 subchapters	 5.1.1.2	 and	5.1.1.4).	 At	φ	=	24°	 the	phase‐average	
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ܰݑఝ	map	of	TSJ	already	shows,	with	respect	 to	SSJ,	 the	 inner	ring	shaped	region;	at	φ	=	
48°	 such	 a	map	 shows	 an	 higher	 value	 of	ܰݑఝ	at	 the	 inner	 ring	 shaped	 region	 and	 the	
presence	 of	 the	 outer	 ring	 shaped	 region	 differently	 from	 SSJ.	 These	 phenomena	 are	
caused	 by	 the	 higher	 centreline	 velocity	 of	 the	 TSJ	 with	 respect	 to	 SSJ	 (as	 reported	 in	
Chapter	 4	 and	 subchapter	 5.1.1).	 In	 fact	 such	 a	 higher	 velocity	 generates	 a	 faster	




=	 120°)	 than	 those	 of	 SSJ	 in	 the	 same	 phase.	 Finally	 the	 inner	 and	 outer	 ring	 shaped	
regions	disappear	approximately	at	the	same	phase	for	both	configurations.	For	H/D	equal	
to	6	the	outer	and	inner	ring	shaped	regions	for	both	configurations	(Figs.	5.56	and	5.58)	










configurations	 show	 a	 behaviour	 close	 to	 SSJ	 one	 during	 the	 ejection	 phase	 but	with	 a	
different	 position	 of	 stagnation	 point.	 For	 all	 the	H/D	 values,	 in	 each	 twin	 synthetic	 jet	
configuration,	 the	phase‐average	Nusselt	number	maps	for	φ	>	168°	(not	shown	herein)	


























In	 this	 chapter	 the	 investigation	 of	 an	 high	 Reynolds	 number	 (16000)	 impinging	
synthetic	 jet	 is	 undertaken.	 Three	 different	 values	 of	 Strouhal	 number	 (0.025,	 0.05	 and	
0.1)	and	of	orifice‐to‐plate	distance	(2,	4	and	6)	are	employed.	As	stated	in	Chapter	3.2	the	
results	 are	 shown	 following	 the	 triple	 decomposition.	 In	 subchapter	 5.2.1	 the	 time‐
average	 flow	 fields	 and	 their	 turbulent	 statistics	 are	 shown	as	maps.	Only	 the	maps	 for	
H/D	equal	to	2	and	6	are	shown	while	the	behaviour	over	the	plate	of	all	the	quantities,	at	
all	 the	 orifice‐to‐plate	 distances,	 is	 plotted.	 Then	 in	 subchapter	 5.2.2	 the	 phase‐average	




region	 of	 high	 velocity	 is	 more	 extended	 (in	 the	 axial	 direction)	 as	 Strouhal	 number	
decreases.	 As	 matter	 of	 fact,	 according	 to	 McGuinn	 et	 al.	 (2013),	 the	 Strouhal	 number	
affects	the	synthetic	jet	flow	field.	For	high	Strouhal	number	the	synthetic	jet	flow	field	is	
more	similar	to	a	simply	vortex	ring	which	convects	downstream	while,	for	low	Strouhal	
number,	 it	 starts	 acting	more	 like	 a	 continuous	 jet.	 For	 this	 reason,	 when	 the	 Strouhal	
number	 increases,	 the	 column	 of	 fluid	 which	 follows	 the	 starting	 vortex	 ring	 (formed	
during	 the	 beginning	 of	 the	 ejection	 phase)	 decreases.	 This	 can	 also	 explain	 the	 time‐
average	centreline	axial	velocity	(Fig.	5.62)	and	the	jet	width	(Fig.	5.63)	behaviour.	Indeed	





the	 vena	 contracta	 phenomena	 which	 develops	 along	 the	 orifice	 edge	 when	 the	 ratio	




























velocity	 is	 more	 extended	 in	 the	 axial	 direction.	 This	 could	 be	 ascribed	 to	 two	 main	
reasons:	the	vortex	ring	trajectory	(in	such	a	region,	is	closer	to	the	impinging	plate	lower	
is	 the	 Strouhal	 number,	 as	 shown	 in	 subchapter	 5.2.2)	 and	 the	 synthetic	 jet	 behaviour	
resembling	 more	 a	 continuous	 one	 at	 lower	 Strouhal	 number.	 Furthermore	 when	 the	
orifice‐to‐plate	distance	increases	such	a	region	decreases.	This	can	be	related	to	jet	width	
(Fig.	5.63)	and	to	the	vortex	ring	 trajectory.	As	matter	of	 fact	 the	 jet	width	 increases,	as	




orifice	 exit,	 increases	 as	 the	 Strouhal	 number	 decreases	 and	 is	 not	 influenced	 by	 the	
orifice‐to‐plate	distance.	Furthermore	at	high	orifice‐to‐plate	distance	(i.e.	H/D	equal	to	6)	
one	can	notice	that	the	region	influenced	by	high	values	of	such	a	parameter	decreases	its	
extension	 as	 Strouhal	 number	 increases.	 The	 explanation	 is	 related	 to	 the	 half	 piston	
stroke	 lp.	As	matter	of	 fact	 this	value	 influences	 the	amplitude	of	 the	oscillating	external	



























In	 Fig.	 5.68	 the	mean‐squared	 axial	 turbulent	 velocity	maps	 are	 reported.	 For	 each	
configuration	 the	maximum	 values	 are	 attained	 along	 the	 shear	 layer	 emanated	 by	 the	
orifice	edge.	At	H/D	equal	to	2,	the	unique	difference	between	these	maps	can	be	detected	
only	near	 the	 impinging	plate	 far	 from	 the	 stagnation	point	 (x/D	 greater	 than	about	1).	
The	 value,	 in	 this	 region,	 is	 higher	 for	 lower	 Strouhal	 number.	 This	 is	 ascribed	 to	 the	
vortex	ring	dynamics.	As	matter	of	fact,	higher	is	the	Strouhal	number	slower	is	the	vortex	
ring	 convection	 velocity	 (Shuster	 and	 Smith,	 2007),	 so	 the	 vortex	 ring	 stays	more	 time	
near	the	impinging	plate	(for	one	actuation	cycle)	considering	our	field	of	view.	Seen	that	
the	maximum	 of	 the	mean‐squared	 axial	 turbulent	 velocity	 component	 is	 in	 the	 vortex	
ring	 centre	 (as	 shown	 in	 subchapter	 5.2.2)	 this	 leads	 to	 higher	 value	near	 the	plate	 for	
higher	Strouhal	number	configurations.	At	H/D	equal	to	6	the	same	consideration	can	be	
drawn	 near	 the	 impinging	 plate	 but	 other	 differences	 can	 be	 highlighted.	 Indeed,	 the	
region	 interested	 by	 high	 value	 (along	 the	 shear	 layer),	 decreases	 its	 extension	 as	 the	
Strouhal	number	increases.	As	matter	of	fact	the	synthetic	jet	starts	impinging	on	the	plate	
while	the	actuator	 is	still	 in	 its	ejection	phase	(i.e.	 the	 first	part	of	 the	ejection	phase,	as	
visible	in	subchapter	5.2.2)	for	lower	Strouhal	number	(Sr	equal	to	0.025).	Differently,	in	
the	highest	Strouhal	number	configuration	the	synthetic	 jet	starts	approaching	the	plate	






it	 is	 possible	 to	 point	 out	 that	 the	 extension	 of	 the	 region	 interested	 by	 a	 low	 axial	
turbulence	 level	 increases	as	 the	Strouhal	number	decreases.	This	 is	ascribed	 to	a	main	











for	 both	 orifice‐to‐plate	 configurations.	 As	 H/D	 increases	 the	 values	 near	 the	 wall	
decreases.	Furthermore	it	is	possible	to	see	some	waves	along	the	shear	layer	boundary	as	
Strouhal	number	 increases.	Such	waves	are	related	to	the	presence	of	 the	vortex	ring	 in	














Hence,	 the	 vortex	 ring	 influences	 on	 the	 mean‐squared	 radial	 turbulent	 velocity	 is	
greater	 for	 higher	 Strouhal	 number.	Moreover,	 it	 has	 to	 be	 taken	 into	 account	 that	 the	
number	of	samples	in	the	case	with	the	lowest	Strouhal	number	is	double	of	the	second	
configuration	 (Sr	 equal	 to	0.05)	and	 four	 times	 the	 third	 configuration	 samples	number	
(Sr	 equal	 to	 0.1),	 as	 reported	 in	 subchapter	 3.2.	 This	 difference	 in	 the	 samples	number	
contributes	to	promote	this	effect	without	corrupting	the	values.	
The	time‐average	turbulent	Reynolds	stress	maps	are	shown	in	Fig.	5.70.	They	show	





In	 Figs.	 5.71‐5.74	 all	 the	 variables	 profile	 near	 the	 impinging	 plate	 (0.1	D	 from	 the	
impinging	 plate)	 for	 the	 three	 Strouhal	 numbers	 and	 orifice‐to‐plate	 distances	 are	
depicted.	
The	 time‐average	 axial	 velocity	 component	 (Fig	 5.71)	 at	 H/D	 equal	 to	 2	 shows	 a	
profile	with	a	local	minimum	on	the	jet	axis.	Such	minimum	attains	its	maximum	value	for	
the	highest	Strouhal	number	configuration.	Then,	at	x/D	equal	to	0.35,	a	local	maximum	is	
detected.	After	 that,	 the	value	starts	decreasing.	At	x/D	equal	 to	about	1.75	a	very	small	
oscillation	 can	be	observed.	The	 amplitude	of	 this	oscillation	 is	damped	as	 the	Strouhal	
number	decreases	because	such	an	oscillation	 is	caused	by	 the	vortex	ring	sweeping	on	
the	 plate	 which	 is	 more	 influencing	 for	 higher	 Strouhal	 number.	 As	H/D	 increases	 the	
profile	becomes	bell‐shaped	and	near	the	jet	axis	a	switch	in	the	maximum	is	observable.	
Indeed	 in	 the	 highest	 orifice‐to‐plate	 distance	 the	 maximum	 value	 is	 attained	 by	 the	
lowest	 Strouhal	 number	 configuration.	 This	 agrees	 with	 the	 centreline	 velocity	 and	 jet	
width	behaviour,	as	shown	 in	Figs.	5.62	and	5.63	respectively.	As	matter	of	 fact,	as	H/D	
increases,	 a	 substantial	 difference	 is	 detected	 related	 to	 the	 Strouhal	 number.	 In	 the	











2.	 The	 highest	 Strouhal	 number	 configuration	 shows	 the	minimum	 value	 at	 this	 radial	
position	but,	 after	x/D	 equal	 to	about	1.5,	 it	 attains	 the	highest	value.	This	behaviour	 is	
completely	opposite	 to	 the	 lowest	 Strouhal	 number	 case.	 This	 could	be	 ascribed	 to	 two	
main	reasons:	the	vortex	ring	(which	influences	more	the	flow	field,	higher	is	the	Strouhal	
number)	causes	a	radial	velocity	which	is	higher	than	the	wall	jet	velocity	and	the	vortex	
ring	 trajectory	 (shown	 in	 subchapter	 5.2.2)	 is	 closer	 to	 the	 wall	 higher	 is	 the	 Strouhal	
number	for	a	radial	position	higher	than	about	1.5	diameters.	
Moreover	all	the	curves	show	another	local	maximum	at	approximately	2.2	diameters	
from	the	 jet	axis.	At	H/D	equal	 to	4	the	 first	peak	decreases	and	shifts	 towards	a	higher	
radial	 position,	 according	 to	 the	 jet	 width	 behaviour,	 while	 the	 second	 one	 is	 barely	
visible.	 The	 highest	 Strouhal	 number	 case	 still	 presents	 the	 highest	 value	 for	 a	 radial	
position	higher	than	about	1.5	diameters	according	to	the	vortex	ring	trajectory.	For	H/D	
equal	 to	 6	 the	 highest	 Strouhal	 number	 case	 shows	 the	 maximum	 time‐average	 radial	
velocity	with	a	peak	located	at	about	1.3.	Furthermore	the	peak	is	closer	to	the	jet	axis	and	
decreases	as	the	Strouhal	number	decreases.	




values.	 These	 axial	 values	decrease	 as	H/D	 increases.	At	x/D	 equal	 to	 ‐1.4	 and	 ‐1.7	 two	
peaks	are	detected.	These	peaks	decrease	as	the	Strouhal	number	reduces	and	the	orifice‐
to‐plate	 distance	 increases.	 The	 axial	 values	 are	 30%	of	 the	 radial	 one.	 Even	 the	 radial	
component	shape	is	similar	to	the	time‐average	radial	velocity	component.	At	H/D	equal	
to	2	the	switch	between	the	curves,	present	at	x/D	equal	to	1.5	for	the	time‐average	radial	
velocity	 component,	 is	 only	 present	 for	 the	 radial	 position	 included	 between	 1.5	 and	 2	
diameters.	As	H/D	increases	this	switch	is	not	present	and	higher	is	the	Strouhal	number,	
lower	 are	 the	 attained	 values.	Moreover	 as	H/D	 increases	 the	 first	 peak	 shifts	 towards	
higher	radial	position.	Such	a	shifting	is	higher	for	greater	Strouhal	number.	
The	mean‐squared	 turbulent	 velocity	 components	 are	 shown	 in	 Fig.	 5.73.	 The	 axial	











The	 first	peak	 is	related	to	the	shear	 layer	which	 impinges	on	the	plate.	 Indeed	this	
peak	shifts	towards	the	jet	axis	as	H/D	increases.	At	H/D	equal	to	4	higher	is	the	Strouhal	
number,	greater	is	the	value	on	the	jet	axis.	This	is	related	to	the	extension	region	seen	in	








while	 at	 x/D	 equal	 to	 1.25	 and	 1.8	 for	 Sr	 equal	 to	 0.1.	 Moreover	 the	 first	 two	 curves	
collapse	and	shows	higher	values.	As	H/D	increases	this	difference	decreases	and	for	H/D	





peak	 at	 around	 x/D	 equal	 to	 ‐0.7	 and	 then	 a	 second	 one	 located	 at	 approximately	 at	 2	




increases,	 the	 first	 peak	decreases	 and	 shifts	 towards	 the	 jet	 axis	while	 the	 second	one	
slightly	 (the	 lowest	 Strouhal	 number	 cases)	 or	 not	 (the	 highest	 Strouhal	 number	 case)	
decreases	maintaining	its	position.	
The	phase‐correlated	organized	contribution	to	the	velocity	Reynolds	stress	shows	a	
peak	at	about	0.5	diameters	 from	the	 jet	axis.	This	peak	has	 lower	value	as	the	Strouhal	
























equal	 to	0.025,	 are	depicted.	At	φ	=	0°	 the	ejection	phase	starts	while	 at	φ	=	18.46°	 the	
vortex	ring	is	completely	formed	and	the	following	column	of	fluid	is	easily	detectable	on	
its	behind.	Then	the	synthetic	jet	impinges	and	at	φ	=	36.92°	it	is	sweeping	the	impinging	
plate.	At	 this	phase,	 it	 is	possible	 to	see	 that	 the	axial	velocity	profile	 is	not	bell‐shaped	
near	the	impinging	plate	because	of	the	presence	of	the	plate	itself.	Indeed	a	minimum	of	
the	 local	axial	velocity	 is	observable	on	the	 jet	axis	 (x/D	 equal	 to	0)	near	 the	stagnation	
zone.	The	radial	velocity	component	shows	two	maxima:	the	first	one	where	the	complete	









a	 value	 different	 from	 zero	 is	 observable	 along	 the	 shear	 layer.	 The	 radial	 component	





between	 the	 vortex	 ring	 and	 the	 impinging	 plate	 (where	 the	 counter	 rotating	 vortex	
should	be).	At	φ	=	55.38°	the	axial	turbulent	velocity	component	still	shows	its	maximum	



























by	 alternating	 value	 of	 the	 Reynolds	 stress	 region	 are	 observable.	 Furthermore	 an	













depicted	 for	 a	Sr	 equal	 to	0.1	 at	H/D	 equal	 to	2.	As	 for	 the	previous	 case,	 at	φ	=	0°	 the	




the	 impinging	 synthetic	 jet	 (at	x/D	 equal	 to	 0.5)	 and	between	 the	 sweeping	 vortex	 ring	
and	 the	 impinging	plate.	The	 axial	 velocity	 component	near	 the	plate	 exhibits	 the	usual	
profile	with	a	local	minimum	on	the	jet	axis	(x/D	equal	to	0).	At	φ	≥	92.30	the	axial	velocity	
starts	decreasing	while	the	vortex	ring	is	still	in	the	measurement	zone.	At	φ	=	110.76°	the	
first	peak	of	 radial	 velocity	at	x/D	 equal	 to	about	0.5	 is	decreasing	because	 the	 jet	 axial	
velocity	is	reducing	while	the	second	peak	is	still	clearly	visible	and	high.	As	matter	of	fact	
at	φ	=	129.22°	 the	second	radial	peak	 is	much	higher	 than	 the	 first	one	which	 is	almost	
disappeared.	Only	for	φ	≥	147.68°	the	vortex	ring	is	moved	completely	out	of	the	region	of	
measurement.	 Such	 a	 behaviour	 is	 strictly	 related	 to	 the	 Strouhal	 number.	 As	 stated	
before,	for	high	Strouhal	number	the	column	of	fluid,	following	the	vortex	ring,	decreases.	





axial	 turbulent	 velocity	 values	 are	mainly	 located	 in	 the	 vortex	 ring	 core	 and	 along	 the	
shear	 layer.	Even	for	this	Strouhal	number	case,	 it	 is	possible	to	highlight	that	a	no	zero	




the	 primary	 vortex	 ring	 passage.	 A	 similar	 behaviour	 characterizes	 also	 the	 radial	
turbulent	 component	 that	also	has	another	high	value	 in	 the	 jet	 rotation	zone	 (near	 the	
plate).	For	both	components,	high	values	are	still	observable	along	the	shear	layer.	At	φ	=	















At	 φ	=	 110.76°	 the	 values	 along	 the	 shear	 layer	 are	 slightly	 decreased	 while	 the	
maxima	 near	 the	 vortex	 ring	 core	 are	 still	 visible.	 Furthermore	 the	 region	 near	 the	
impinging	plate,	 featured	by	high	 radial	 turbulent	value,	 extends	more.	For	φ	≥	129.22°	

















own	 distribution	 around	 the	 vortex	 ring.	 Indeed	 at	φ	=	 73.84°	 a	 coherent	 value	 can	 be	
detected	near	 the	vortex	ring	(negative	 for	x/D	>0	and	positive	 for	x/D	<0)	while	at	φ	=	
92.30°	 an	 alternating	 distribution	 is	 observable	with	 a	 presence	 of	 an	 external	 peak	 as	
also	seen	in	Fig.	5.77.	Such	a	distribution	characterizes	the	zone	near	the	vortex	ring	core	
until	φ	=	129.22°	 (last	phase	where	 the	vortex	 is	detectable).	At	φ	=	110.76°	 the	values	
near	the	vortex	ring	core	and	the	ones	along	the	shear	layer	start	decreasing.	




18.46°)	but	at	φ	=	36.92°	 this	maximum	is	 located	on	 the	 jet	axis	(in	 the	 following	 fluid	
column)	 but	 not	 in	 the	 vortex	 ring	 centre.	 This	 agrees	with	McGuinn	 et	 al.	 (2013)	who	
found	 that	 the	maximum	velocity	 of	 a	 synthetic	 jet	was	 not	 detected	 in	 the	 vortex	 ring	
centre	but	in	the	following	trailing	jet	for	high	L0/D	values.	At	φ	=	55.38°	the	synthetic	jet	
has	 already	 spread	 over	 the	 plate.	 In	 this	 phase	 the	 radial	 velocity	 shows	 a	 maximum	
between	 the	 plate	 and	 the	 vortex	 ring	 which	 is	 higher	 than	 the	 one	 located	 in	 the	
maximum	rotation	of	the	impinging	synthetic	jet.	This	is	also	related	to	the	axial	velocity	






In	 Fig.	 5.82	 the	 phase‐average	 mean‐squared	 axial	 and	 radial	 turbulent	 velocity	
component,	 for	St	equal	 to	0.025	at	H/D	equal	 to	6,	are	depicted.	At	φ	=	18.46°	 the	 first	
values,	different	from	zero,	are	observable.	As	usual,	the	high	turbulent	values	are	located	
near	the	vortex	core	and	along	the	all	shear	layer	(axial	turbulence)	or	a	part	of	it	(radial	








also	 on	 the	 front	 boundary	 of	 the	 vortex	 ring	 but	 not	 in	 its	 centre,	 differently	 from	 the	
radial	component.	At	φ	=	55.38°	the	peak	of	axial	turbulence	is	always	near	the	vortex	ring	








At	φ	=	73.84°	 the	 vortex	 ring	 is	 out	 of	measurement	 zone	while	 the	 high	 turbulent	
values	 are	 located	 along	 the	 shear	 layer	 and,	 only	 for	 the	 radial	 component,	 near	 the	





zero	 axial	 turbulence	 and	 very	 low	 radial	 one.	 For	 φ	 >	 92.30°	 these	 values	 start	
decreasing.	
In	Fig.	5.83	the	phase‐average	turbulent	Reynolds	stress	maps,	for	St	equal	to	0.025	at	





















period	of	 the	cycle	 the	maximum	of	 the	axial	velocity	can	be	detected	 in	 the	vortex	ring	
centre.	At	φ	=	92.30°	 the	axial	velocity	values	start	slightly	decreasing.	For	 this	 reasons,	
differently	from	the	 lowest	Strouhal	number	case	(Fig.	5.81),	 the	difference	between	the	
axial	velocity	of	the	vortex	ring	and	the	following	column	of	fluid	is	not	observable.	Indeed	
the	 vortex	 ring	 starts	 decelerating	 for	 the	 impinging	 plate	 presence	 (as	 in	 the	 previous	




high	 values	 of	 the	 radial	 component	 can	 be	 detected	 near	 the	 wall	 at	 a	 radial	 location	
where	 the	 vortex	 ring	 is	 placed.	 Then	 (φ	 =	 147.68°),	 when	 the	 axial	 velocity	 is	 still	
decreasing,	the	high	radial	velocity	region	is	still	moving	with	the	sweeping	vortex	ring.	





the	 vortex	 ring	 (0°	≤	φ	≤	92.30°)	 the	high	values	of	 the	 turbulence	are	 located	near	 the	
vortex	ring	and	along	the	shear	layer.	Furthermore,	as	in	the	previous	case,	high	values	of	
axial	 turbulence	can	be	observed	on	the	front	boundary	of	 the	vortex	ring	but	not	 in	 its	
centre,	differently	 from	the	radial	one.	 In	 this	configuration,	 the	region	characterized	by	
zero	axial	 turbulence	and	very	 low	radial	one	extends,	 in	 the	axial	direction,	 lower	 than	
the	 previous	 case.	 At	φ	=	 110.76°	 the	 synthetic	 jet	 is	 impinging	 and	 the	 region	 of	 high	
turbulent	values	increases	for	both	component.	Then	(φ	=	129.22°)	the	high	value	of	axial	
turbulence	is	still	located	near	the	vortex	ring	while	the	radial	one	shows	high	values	near	
the	 vortex	 ring	 and	 also	 in	 the	 region,	 near	 the	 impinging	 plate,	 where	 the	 counter	
rotating	vortex	should	be.	In	this	phase	the	shear	layer,	with	its	high	turbulent	values,	has	
not	 arrived	 near	 the	 impinging	 plate	 yet	 and	 the	 synthetic	 jet	 starts	 decelerating.	 As	
matter	of	 fact	 it	 is	 possible	 to	 see	 that	near	 the	orifice	plate,	 along	 the	orifice	 edge,	 the	
turbulent	 values	 start	 decreasing.	 At	 φ	 =	 147.68°	 the	 high	 turbulent	 values	 are	 still	
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vortex	 ring	 is	 still	 visible	 differently	 from	 the	 ones	 along	 the	 shear	 layer	 that	 are	
disappeared.	
In	 Fig.	 5.87	 the	 vortex	 ring	 trajectory	 (in	 the	 last	 diameter	 upstream	 the	 impinging	
plate)	for	the	three	different	Strouhal	numbers	at	any	orifice‐to‐plate	distances	are	shown.	
The	 location	 of	 the	 vortex	 ring	 centre	 has	 been	 detected	 by	 using	 the	maximum	 value	
attains	by	the	Q‐criterion	(as	defined	in	Jeong	and	Hussain,	1995)	applied	to	the	velocity	
maps	 for	 each	 phase.	 For	H/D	 equal	 to	 2	 it	 is	 possible	 to	 highlight	 that	 the	 trajectories	
start	from	the	same	point	(x/D	equal	to	about	0.7)	but	then	(at	higher	axial	position)	the	
highest	 Strouhal	number	 trajectory	 shows	a	wider	path.	For	x/D	 between	1.5	and	2	 the	
highest	Strouhal	number	vortex	ring	path	shows	the	closest	position	to	the	plate.	Then	the	
three	curves	seem	to	collapse.	The	same	behaviour	can	be	observed	at	H/D	equal	to	4.	The	
unique	 difference	 is	 that	 for	 x/D	 higher	 than	 2	 the	 difference	 between	 the	 vortex	 ring	
location	is	still	present.	Indeed	it	is	possible	to	detect	that	higher	is	the	Strouhal	number,	
closer	to	the	impinging	plate	is	the	vortex	ring	position.	At	H/D	equal	to	6	the	curves	at	Sr	




saddle	 point	 form	 the	 orifice	 exit	 increases	 as	 the	 Strouhal	 number	 decreases.	 This	 is	
related	to	 the	half	piston	stroke	(lp)	because	higher	 is	 lp	 (lower	 is	 the	Strouhal	number)	



















jet	 compared	 to	 a	 single	 synthetic	 jet.	 Firstly	 this	 device	 has	 been	 designed	 and	







The	 side‐by‐side	 condition	 has	 led	 to	 a	 higher	 value	 of	 the	 time‐average	 centreline	
axial	 velocity	 and	 turbulent	 kinetic	 energy	 than	 the	 single	 classical	 configuration.	 The	
other	two	cases	(jet‐axes‐distances	equal	to	3	and	5)	have	shown	a	behaviour	similar	to	
the	single	case.	Moreover	a	potential	core‐like	region	of	low	turbulence	has	been	defined	
and	 the	 evolution	 of	 the	 synthetic	 jet	 flow	 field	 has	 been	 described	 through	 the	 phase‐
average	measurements.	
Seen	these	results,	the	investigation	of	the	impinging	flow	field	of	both	twin	and	single	
synthetic	 jet	 has	 been	 carried	 out.	 The	 study	 has	 been	 performed	only	 for	 the	 jet‐axes‐
distances	of	1.1	and	3.	As	obtained	for	the	free	configuration,	the	turbulence	level	and	the	
axial	velocity	for	the	side‐by‐side	case	are	definitely	higher	than	the	single	case.	Moreover	
the	 jet‐axes‐distance	 equal	 to	 3	 configuration,	 again,	 resembles	 the	 single	 configuration	
behaviour.	 For	 the	 first	 time	 a	 deeply	 investigation	 on	 the	 impinging	 flow	 field	 of	 a	
classical	 single	 synthetic	 jet	 has	 been	 performed	 providing	 a	 careful	 insight	 on	 its	
behaviour.	 All	 the	 mean	 velocities	 and	 their	 statistics	 have	 been	 quantified	 and	
characterized.	 Moreover	 the	 time‐average	 and	 phase‐average	 behaviours	 of	 such	
quantities	 have	 been	 discussed.	 Other	 differences	 have	 been	 found	 during	 the	 suction	









single	 case,	 has	 been	 evaluated.	 The	 twin	 synthetic	 jet	 device	 (in	 its	 side‐by‐side	
configuration)	 has	 shown	 a	 heat	 transfer	 enhancement	 for	 all	 the	 nozzle‐to‐plate	
distances.	 Its	heat	 transfer	 rate	has	been	 compared	 to	 the	 single	one.	The	 time‐average	
heat	transfer	behaviour	of	the	single	and	twin	synthetic	 jets	has	been	explained	through	
the	 results	obtained	 in	 the	 impinging	 flow	 field	 study.	A	strong	correlation	between	 the	
axial	velocity	components	and	the	heat	transfer	distribution	has	been	found.	Some	aspects	





synthetic	 jet	 flow	 field	 at	 high	 Reynolds	 number	 has	 been	 carried	 out.	 Any	 sensitive	
differences	have	been	detected	between	low	(5100)	and	high	(16000)	Reynolds	number	
for	 a	 similar	 Strouhal	 number	 (0.024	 for	 the	 low	 case	 and	 0.025	 for	 the	 high	 case).	
Differently	 the	 Strouhal	 number	 deeply	 affects	 the	 flow	 field	 of	 a	 single	 synthetic	 jet.	 It	
influences	the	jet	centreline	velocity	(higher	for	lower	Sr).	the	jet	width	(higher	for	greater	
Sr	 number)	and	also	 the	vortex	 ring	 trajectory	 (wider	 and	closer	 to	 the	plate,	 at	 higher	
radial	position,	for	higher	Sr	number).	Moreover	the	extension	of	a	region,	featured	by	low	
turbulence,	decreases	as	the	Strouhal	number	increases	because	at	high	Strouhal	number	
the	 influence	of	 the	 vortex	 ring	 is	 greater.	 The	 evolution	of	 the	 all	 velocity	 components	
(mean	and	statistics)	have	been	described	through	 the	phase‐average	measurements.	 In	
this	study	 it	has	been	pointed	out	 that	the	 turbulence	 is	 located,	above	all,	 in	the	vortex	
ring	 core	 and	along	 the	 shear	 layer.	 Such	 shear	 layer	has	 a	 lower	 contribution	 than	 the	
vortex	 ring	 as	 the	 Strouhal	 number	 increases.	 Furthermore	 an	 important	 consideration	
has	been	drawn	for	the	suction	phase.	The	saddle	point	is	located	farther	from	the	plate	as	
the	 Strouhal	 number	 decreases.	 This	 result	 is	 important	 for	 the	 choice	 of	 an	 operating	






The	 results	 obtained	 by	 this	 research	 have	 led	 to	 a	 better	 knowledge	 about	 the	
behaviour	of	a	 single	and	 twin	synthetic	 jet	device.	These	 results	on	 the	 impinging	 flow	




obtained	 conclusions	 several	 future	works,	 on	 single	 and	 twin	 synthetic	 jets,	 should	 be	
addressed:	




 a	comparison	between	the	180°	phase	shift	 twin	synthetic	 jets	and	a	0°shift	
phase	twin	synthetic	 jets	 in	order	to	finally	understand	if	 this	device	can	be	
defined	as	a	definite	improvement	in	the	heat	transfer	field;	
 an	acoustic	study	of	this	device	to	quantify	the	actual	noise	reduction;	
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