We investigate the one-dimensional quantum XXZ model in the presence of diagonal disorder. Recently the model has been analyzed with the help of field-theoretical renormalization group methods, and a phase diagram has been predicted. We study the model with exact diagonalization techniques up to chain lengths of 16 sites. Using finite-size scaling methods we estimate critical exponents and the phase diagram and find reasonably good agreement with the field-theoretical results, namely, that any amount of disorder destroys the superfluidity for XXZ anisotropy ∆ between −1/2 and 1, while the superfluidity persists to finite disorder strength for −1 < ∆ < −1/2 and then undergoes a Kosterlitz-Thouless type transition.
I. INTRODUCTION
The two focal points of many-body physics in recent times are the study of strongly interacting systems and the exotic phenomena induced by the presence of disorder. The repeated refinements of the analytic and numerical tools and the accumulation of experience in these major areas have set the stage for the quest of understanding strongly interacting disordered systems. For fermionic problems the attack started in the field of disordered semiconductors [1, 2] . On the other hand, bosonic studies were delayed by the haunting puzzles raised by their classical counterpart, the spin-glass problem; and by the relative inaccessibility of such systems experimentally. The past few years brought breakthroughs in both of these directions. A fairly comprehensive picture of the spin-glass state has been developed [3] , and elaborate techniques established the dirty superconductors [4] [5] [6] , helium in vycor [7, 8] , and quantum spin chains [9] as well controllable experimental realizations of the model, posing many challenges for theoretical studies.
We concentrate on the phenomena at zero temperature, as the most profound differences between the ordered and disordered systems manifest themselves at that point. At T = 0 the ordered models undergo a quantum phase transition, which occurs as a parameter of the Hamiltonian is tuned across some critical value. In this case quantum fluctuations drive the transition instead of the usual thermal ones. Ordered d dimensional quantum systems are equivalent to a corresponding d + 1 dimensional classical systems and as such their critical phenomena are well understood. Whereas for disordered quantum systems the classical analogues are much less worked out -e.g., the McCoy-Wu model [10] is the single exactly solved model -and as such their study demands genuinely new theoretical approaches. The subject of our paper is the numerical study of this competition between quantum ordering tendencies and the disruptive effects of disorder on the example of the one-dimensional disordered XXZ model.
The ordered one-dimensional XXZ model with spin 1/2, described by the Hamiltonian:
is one of the most-studied quantum systems and many of its properties are well known [11, 12] . For the values of the anisotropy parameter −1 < ∆ ≤ 1 the system develops quasilong-range order (quasi-LRO). Expectation values of the spin-operators vanish, but the spin-spin correlation functions decay only as a power-law in the ground state. For ∆ > 1 the excitation spectrum is gapped and long range antiferromagnetic order of the Ising-type is established, and similarly for ∆ ≤ −1 ferromagnetic Ising long range order sets in.
As it is well known, the spin 1/2 XXZ model is equivalent to a lattice gas of hard core bosons, which is thought of as an approximate representation of 4 He [13, 14] . The zcomponent of total magnetization and boson particle number are related by M z + L/2 = N b .
The above antiferromagnetic phase corresponds to the solid phase of helium. Ordering in the XY plane maps onto the superfluid phase.
The disorder will be represented by adding a random magnetic field to the Hamiltonian:
where h
In the equivalent hard-core boson problem this corresponds to the inclusion of a random site-energy. For other types of disorder, such as random bonds, see
Refs. [15] and [16] . The effect of disorder in the Ising regimes is well understood. According to the Imry-Ma argument the long range order is destroyed by the addition of a weak random magnetic field in the z-direction, however it is expected to persist in the presence of a weak random exchange term [17] .
The quasi-LRO regime has been first studied by Giamarchi and Shulz (GS) in the presence of disorder [18] , who developed a powerful scaling scheme for the problem. They utilize the Haldane representation for the bosons [19] , when writing down the effective action:
Here Φ is the phase field, representing the bosons and η and ρ are the Fourier components of the disorder fields at momenta k ≈ 0 and k ≈ πρ 0 , respectively, where ρ 0 is the average density of the bosons. In the general picture of disordered systems, the backscattering (i.e., the large momentum component) is driving the localization phenomena and this expectation is borne out by explicit calculation in the present case as well. In Eq. (3) κ is a spin-stiffness of the ordered system. It can be related to the original parameters by analyzing the Betheansatz solution of the problem for zero disorder to arrive at [20] :
Upon integrating out the disorder one arrives at an action similar to that of the sine-Gordon problem:
where the α and β sums are over the n replicas. [21] The infrared singularities are then taken care of by a renormalization group analysis, which yields:
where l = ln b, and b is the scale change ratio. For small values of the randomness and interactions not too strong, so that κ < κ c = 1/6π, D renormalizes towards a line of fixed points at D = 0, and thus the quasi-LRO persists in the presence of disorder. However above that critical value of κ c the disorder becomes a relevant operator, destroying the ordering tendencies already for arbitrary small values of D. The phase transition is analogous to the Kosterlitz-Thouless (KT) type. This scaling analysis can be viewed as the quantumgeneralization of the Harris criterion.
Recently Doty and D. Fisher gave an exhaustive study of the phase diagram [15] . By utilizing several scaling arguments in different parameter regimes, they constructed a schematic phase diagram for the case of weak random z−fields. In particular, the GS phase transition occurs at ∆ = −1/2. For −1/2 < ∆ the disorder is relevant and in very small amounts it destroys the quasi-LRO. Nagaosa has also come to this conclusion [22] . This result is not surprising for the ∆ = 0 (XY -model) case which maps exactly onto noninteracting fermions in a disordered potential [23] and is well-known to become localized with infinitesimal disorder. In the −1 < ∆ < −1/2 regime the quasi-LRO is argued by Doty and Fisher to be stable against the disorder up to a finite value of D = D c . The disordered phase was identified as a "bose-glass" by M. Fisher et al. [24] . The main physical feature of the bose-glass phase is that all of its low-lying excitations are localized. Consequently, it has a vanishing superfluid density and a finite compressibility. In other words, the localization is achieved not by the opening of a gap in the spectrum, i.e. via the Mott scenario, but rather by the Anderson mechanism, which localizes the particles by the interference of their wavefunctions. In the localized state the spin-spin correlations decay exponentially with spatial separation. By integrating the recursion relations Eqs. (6) away from the Kosterlitz-Thouless critical regime the following relation is obtained for the correlation length in the region −1/2 < ∆ < 1:
where
is a crossover exponent. κ is that of the pure system (Eq. (4)) and so depends only on the anisotropy ∆. Eq. (8) is essentially the the scaling dimension of the Born-scattering amplitude. On the other hand, in the −1 < ∆ < −1/2 region spin-correlations should still decay as a power-law for small D > 0, however the exponent of the spin-spin correlation function is modified by the presence of disorder. The KT transition occurs when disorder increases the stiffness to κ = 1/6π. In our work we set out to perform an extensive numerical survey of the above ideas. The superfluid density -which is related to the helicity modulus -is computed from the formula [26] 
via finite differencing with respect to θ, where θ is the angle of a phase twist applied at the boundary. A boson hopping to the right through the boundaries acquires a phase e iθ , while one hopping in the opposite direction acquires e −iθ . One may think of ρ s as a measure of the "degree of sensitivity to boundary conditions": in the quasi-LRO superfluid state phase coherence is long-ranged enough to yield a finite ρ s , whereas in the localized phase ρ s drops off exponentially with system size L.
For each (∆, D) pair, 300 to 5, 000 realizations of disorder are used for averaging. The system sizes we study are L = 4, 6, . . . , 14, 16, with the smallest number of realizations for the larger systems.
III. ANALYSIS OF DATA
First we checked the accuracy of our numerical procedure on the clean system. We calculated the spin-spin correlation function Γ ij ≡ S ij where η = 2πκ. For a finite-size system one would expect the correlation at separation L/2 should go as L −η , and so one may estimate η by:
where L and L ′ are two different system sizes [27] . Indeed,using this method [28] we find an exponent within one percent of the value given by the Bethe-ansatz solution for nearly all values of anisotropy ∆ (except near ∆ = 1, the isotropic HAF point, where logarithmic corrections complicate our extrapolation scheme). We also find these estimates for η agree closely with that predicted from the thermodynamical quantities via 2πη = 1/ √ ρ s K.
Results for η, ρ s , and the compressibility K are shown in Fig. (1). Note that while ρ s is nearly constant in the entire −1 < ∆ < 1 range, K varies strongly, and diverges at the isotropic ferromagnetic point ∆ = −1 (where all bosons occupation number sectors have the same ground state energy, thereby making the system infinitely compressible). The prediction [18, 15] as to whether the system's quasi-LRO will be stable or unstable with respect to the addition of infinitesimal disorder depends only on the pure system quantity
As the compressibility increases the superfluid phase correlations become stronger (i.e. decay more slowly) until the point is reached where a D c > 0 is required to drive ρ s to zero.
We started the study of the disordered system by computing the universal scaling function for the superfluid density. Utilizing the relation between the current-current correlation function and ρ s [29] it is straightforward to derive the finite-size scaling ansatz:
whereρ s (x) is a universal function. As shown by Giamarchi and Shulz [18] , the dynamical critical exponent z is one in one dimension, thus in fact the superfluid density itself is expected to be a universal function in our case [30] .
We determined ρ s for roughly 1000 points (8a) and (8b). Before delving into the detailed analysis, some qualitative statements can be made. In the large disorder regime (i.e. √ D > 0.30), ρ s vanishes quickly with L, whereas for D = 0 it clearly extrapolates to a non-zero value, indicating the presence of a phasetransition. Thus the system is much more susceptible to the addition of disorder than is its two-dimensional (2D) analog. The 2D case with ∆ = 0 and Hamiltonian given by the sum of Eqs. (1) and (2) was considered by Runge [25] , where it was found that the critical value of disorder was √ D c = 1.3. We will see below that for the one dimensional (1D) case in the whole range Power-law regime: −1/2 < ∆ < 1
To our knowledge the first numerical work on the spin 1/2 XXZ model in the presence of disorder is due to Nagaosa [22] who studied 0 ≤ ∆ and utilized a transfer matrix method based on the Suzuki-Trotter breakup to deduce the finite temperature properties of a long (L = 200 and 10 Trotter time slices) chain. Nagaosa predicted scaling relations and obtained very good scaling functions for the superfluid and charge density wave susceptibilities as 1/kT ≡ β → ∞. Our work complements his, as we explicitly have β = ∞ and study finite system sizes. We focus on the quantities ρ s , K, and ξ. For some properties it is advantageous to have β = ∞ since this is where the quantum critical phenomenon is more naturally described, that is to say, the phase transition occurs in the ground state as a parameter in the Hamiltonian is varied.
1) For −1/2 < ∆ < 1 the correlation length is predicted to depend on the disorder according to Eqs. (7), that is, ξ ∼ D −φs . Therefore as a first method, motivated by this form and by and D c is hampered, however, as the KT region at ∆ = −1/2 is approached. This is not too surprising as we are using small systems to discern a crossover between different forms of critical behavior rather than the critical behavior alone. To underpin the above results we conducted several further analyses, discussed in the following. it is much larger then the system sizes considered. A log-log plot of ξ(D) against D displays a linear region from which one can extract an estimate of φ s ; the results are displayed as crosses in Fig. (3) . The values of φ s are close to, and, unfortunately, not more accurate than those computed with method 1) of constrained data collapse. This is not surprising since the two analyses are closely related.
We note in passing that we have also extracted a "system size dependent" correlation length from an equation similar to Eq. (10):
where L ′ is a system size close to L. We have found ξ L (D) does behave as D −φs for a range of D, however, when ξ L becomes comparable to L it, of course, deviates from the D −φs form.
The finite-size scaling ansatz for Fig (7) [37]. The straight lines in the plots is the prediction of Doty and Fisher [15] . The φ s are extracted via a linear least squares fit and are plotted as squares in Fig. (3) . There is very good agreement between our numerical results and the predictions of Ref. [15] : they agree within 4%, 3%, and 2% at ∆ = 0.0, 0.5 and 1.0, respectively. When ∆ is close to −1/2, however, the analysis is less accurate since the critical phenomenon is evidently crossing over to a different form. On the basis of the above four different methods we can declare with good deal of certainty that the predictions of the scaling theory are confirmed by our data in the −1/2 < ∆ < 1 regime.
Kosterlitz-Thouless regime: −1 < ∆ < −1/2
Next we study the −1 < ∆ < −1/2 region, where it is predicted [18, 15] that weak disorder is not relevant so that there is a finite region in the parameter space where the quasi-long-range-order survives. Here one extracts the dependence of the correlation length on the disorder by fully integrating the renormalization group Eqs. (6) . In this case we have to represent that the disorder D itself is strongly modified by the scaling. Close to the critical point the integration gives a Kosterlitz-Thouless-type formula [15] :
for D > D c . The Kosterlitz-Thouless (KT) behavior is difficult to extract even in clean systems, and even more so for disordered ones. Thus we confine ourselves to show that the data are consistent with a KT form, and attempt to estimate the phase boundary. We analyze the critical behavior with the same methods as above. It is unfortunate that the present model requires L much larger than 16 for accurate results
[39], since this is near the limit of the exact diagonalization method.
We try two fitting forms for ξ(D) in addition to Eq. (1) is equivalent to Eq (13). We observe for ∆ = −0.8 and −0.6 the use of form (1) lowers the optimal χ 2 by about 30% from that we achieve from use of Eq. (13). This observation points to the fact that D c is so small, higher order terms in ξ play a large role in describing the data. Use of form (2), ξ ∼ |D − D c | −ν , yields over a factor of two increase in the value of χ 2 relative to that we find with Eq. (13). This is somewhat promising because it at least suggests the mechanism for the transition in −1 < ∆ < −1/2 is of the Kosterlitz-Thouless form. Similarly, in the region 0 ≤ ∆ < 1 we find the use of the KT ξ(D) (Eq. (13)) fitting form yields χ 2 values 3 to 8 times larger than that from the power-law form for ξ(D), thereby bolstering the belief that the power-law is the correct form for −1/2 < ∆ < 1.
2) For completeness, we apply method 2) of the previous section involving ρ s vs ln L
shifting to obtain the scaling function to the −1 < ∆ < −1/2 data. The scaling function for ∆ = −0.5 is shown in Fig. (9) . Once again, although a reasonable scaling function is obtained, the extraction of D c values from the resulting ξ(D) proves difficult. The correlation length ξ(D) does appear to grow much more rapidly than the data for 0 ≤ ∆, which at least hints at the expected KT behavior.
3) We apply the maximum slope method as well. Setting ξ ∼ L yields the finite-size Fig. (10) Near ∆ = −1 there is a large renormalization of the compressibility K as disorder is turned on. For example, at ∆ = −0.95 the pure system K is near 9, whereas in the transition region it is reduced to around 4. This rapid variation introduces a large extrapolation of d * (L) to the thermodynamic limit. As an aside, we mention that all of our numerical data strongly imply a finite compressibility K at the transition points in accordance with the general predictions of the transition to the Bose Glass phase [24] .
5) The final method is very similar to the previous one. It utilizes the interesting property of the KT recursion relations that the finite-size corrections to κ in Eqs. (6) at the transition point are universal [38] . This result may be derived by expanding κ near the transition point as κ = 1/6π + ε, then Eqs. (6) become:
where α = 18π. These yield dD/dε = 2αε which may be integrated to give D = αε 2 + const.
The critical manifold has const = 0, which upon integrating from a starting length scale l 0 to the system size l = ln L gives
or ǫ(l) = −2/(αl) as l gets large. Thus at the transition point D c we expect the finite-size
Note that the presence of the cutoff l = ln L is (necessarily) asymptotically independent of the fraction of L one selects, since ln(aL) = ln L + ln a ≈ ln L. This method has been used for the 2D classical XY model to locate T c [38] , and so we attempt to use it here on our disordered quantum XXZ model. should exist a certain value of U at which the η of the pure system will be 1/3, and above this value of U infinitesimal disorder destroys the superfluidity.
In conclusion we studied the quantum spin 1/2 XXZ model in one-dimension with diagonal disorder via exact diagonalization techniques. By employing different finite-size scaling methods we mapped out the phase diagram shown in Fig. (11) . We found that weak disorder is relevant in the −1/2 < ∆ < 1 regime, or equivalently the critical value of the disorder is zero. Our estimate of the power-law exponent φ s was found in agreement with the predictions of Doty and Fisher [15] . For −1 < ∆ < −1/2 the results suggest that a small, but finite disorder is needed to destroy the quasi-LRO. Thus at small disorder the superfluidity prevails as shown in Fig. (11) . Our data in the transition region can be described by the Kosterlitz-Thouless form. Therefore, the overall picture emerging from our analysis is in agreement with the field theoretical and renormalization group predictions of Refs. [15] , [18] , and [22] .
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