This paper derives a variety of properties and bounds on the accuracy performance of hyperbolic multilateration systems. The results are applicable to systems in which the ranging errors can be treated as uncorrelated zero-mean random variables. The paper treats both two-dimensional and three-dimensional geometries that are representative of practical ground-based and satellite-based systems.
All results are direct consequences of a procedure for assessing the accuracy of a hyperbolic multilateration system which was developed in a companion paper [1] . Basically, the procedure links the covariance matrix for the positional errors to the moments and products of inertia of a mass configuration that is easily derivable from the system geometry. The power of the procedure lies in the fact that it enables one to bring intuition concerning moments of inertia to bear on the accuracy problem.
Where accuracy bounds are derived it is assumed that the transmitter/receiver locations satisfy suitable geometrical constraints. The bounds then are developed simply by positioning the associated masses so as to maximize moments of inertia (or functions of the moments of inertia).
Satellite-based systems are modelled by assuming that the transmitter/receiver locations (or the visible satellites) are confined to a "viewing cone" of half angle A, as shown in Fig. 1 . The angle 4 can be selected to reflect the cutoff angle of the aircraft antenna pattern, or a cutoff angle imposed by software (e.g., to eliminate ground-reflected multipath).
Ground-based systems are modelled by several distinct geometrical constraints. One model assumes that the transmitter/receiver locations are confined to a "viewing sector" of half angle X, as shown in Fig. 2 . Two additional models are described in Section VIII for the case where beacons 'surround" the aircraft.
The main results are as follows:
1) It is shown that the rms accuracy measures of an N-station system typically are proportional to 1/VAN7 Thus, for example, to double accuracy by the expedient of adding transmitter/receiver stations it is necessary to increase the number of stations by a factor of four (Section V).
2) New bounds are derived for the altitude accuracy of satellite-based and ground-based systems. The bounds quantify the extent to which altitude errors exceed ranging errors in both types of systems. It is also shown that the altitude discrimination of ground-based systems is due almost entirely to the nearest transmitter/receiver (Sections VII and VIII).
3) The problem of determining the minimum attainable error given N transmitting/receiving stations is solved for a variety of geometries. The cases treated include sectorrestricted and cone-restricted geometries. The resulting minimum-error expressions provide useful yardsticks against which to measure the performance of candidate systems (Section IX). 
Assumptions
Following [1] , we view a hyperbolic multilateration system as consisting of a number N of beacons (e.g., transmitting/receiving stations) and a subject (e.g., an aircraft).
To facilitate determination of the subject position, the beacons transmit timing signals to the subject (or, equivalently, the subject transmits timing signals to the beacons). Differences in the times of arrival (TOA) of all available signals are then used to optimally estimate the subject position.
Throughout, it is assumed that TOA errors (data errors) can be modelled by uncorrelated zero-mean random variables. That is, if el, , eN denote, respectively, the TOA errors between beacons 1, ..., N and the subject, then it is assumed that where E denotes expectation.'
To simplify the development, we make the additional assumption that the rms TOA errors are equal. That is, we assume that ' Note that the assumption (1) presupposes that the TOA have been corrected for all mean TOA errors. This assumption is not needed for most results, and is dropped in Section X.
For the purpose of assessing accuracy, we take the errors in the calculated subject position to be those for the (optimal) least-squares procedure, as described in [11.
Error Covariance Matrix
Let PAR denote the (3 X 3) covariance matrix for the errors in calculated position, expressed in terms of any Cartesian coordinate system (X, Y', Z') centered at the subject. For the purpose of assessing accuracy, it is convenient to factor out of PARthe quantity (a*c)2, where c denotes the velocity of signal propagation and (a*)2 denotes the mean-squared TOA error defined by N (a*)2 = (1/N) ;S (a1)2. 
The accuracy measure (9) is frequently called the geometric dilution of precision (or GDOP). Note that the measures (6) through (9) can be regarded as magnification factors that indicate how much the beaconsubject geometry magnifies the basic ranging error (u*c). Obviously, the smaller the measures (6) through (9) for a particular system, the better.
IV. Calculation of r-F Let L denote the inverse of the matrix r in (5). The L matrix takes the form
According to [I] , the elements of L can be interpreted as the moments and products of inertia of a configuration of masses, whenever conditions (1) and (2) are satisfied. The procedure for constructing the mass configuration is quite simple; it is as follows. Fig. 3 illustrates the construction for a satellite application. 3) The r matrix in (5) decreases by a factor of k. 4) The right-hand members of (6) through (9) decrease by Nk.
Thus, for example, the accuracy measure (9) for any scaled version of C satisfies the relationship
where GDOP(C) denotes GDOP for the original constellation, and GDOP(kC) denotes GDOP for the k-scaled constellation. Analogous relationships hold for the accuracy measures (6) through (8).
To answer question 1, let C1 be scaled by a factor N2 to produce a constellation N2 C1, and let C2 be scaled by a factor N1 to produce a constellation N1 C2 . According to (13), the GDOP's for the resulting constellations are Question 2 can be answered in a similar manner. After scaling to a common size, the accuracies of the resulting constellations are proportional to GDOP (C1 )/V4f/j and GDOP (C2)/,/~N1. Thus, the "efficiencies" of the initial Evidently, the smaller the normalized GDOP for a constellation, the better.
VI. Preliminaries to Accuracy Bounds
We next use the moment of inertia result (12) to develop bounds on the accuracy of hyperbolic multilateration systems. Before proceeding to the bounds, however, we first summarize some conventions and elementary results that will be needed.
Conventions:
1) The coordinate notation described in Sections III and IV is used in all cases. That is, the quantities X!' Y!, and Z ' are taken to be the coordinates of mass m, measured with respect to the center of the unit circle or sphere. The quantities Xi, Yj, and Z. are taken to be the coordinates of m1 in a parallel coordinate system with origin at the center of mass.
2) The "bar" notation is used to denote the result of averaging over all of the masses. Thus, for example, so that r(N2 C1) [ r(N C2 ). (1 6a)
The corresponding result for three-dimensional applications
2) According to the parallel axis theorem of mechanics That is, the mass is placed at the two end points in such a manner as to achieve the prescribed centroid a'.
VII . Bounds on Directional Accuracy
with analogous results holding for the other coordinate directions. Consequently, the moments of inertia LXX'
LYY and Lzz can be expressed as
(1 7a)
(1 7c)
3) The accuracy measures (6) through (9) It is well known from Loran work that if all the beacons lie in roughly the same direction from the subject, as shown in Fig. 2 , then the position discrimination in the direction of the beacons is poor. This circumstance can easily be understood in terms of the moment of inertia picture by considering a typical distribution of mass on the unit circle, as shown in Fig. 5 . Basically, the geometry of the circular sector forces the Y-directed moment arms to be small so that the moment of inertia LYY is small and the (squared) error magnifier ryy is correspondingly large. Consequently, the basic ranging error is highly magnified.
The following examples quantify this observation for two-dimensional applications, and show that an analogous situation occurs in three-dimensional applications. unit sphere is shown in Fig. 7 . Let Z' and Z axes be chosen to coincide with the vertical as shown.
The argument leading from (20) Consider a ground-based system consisting of N beacons and an aircraft. Assume that no beacons are in the immediate vicinity of the aircraft, so that the N masses lie within a band of the unit sphere, as shown in Fig. 8 .
Let the coordinate system (2.. Y', Z') be selected so that the Z' axis coincides with the vertical, as shown.
According to (1 8) Assume that one beacon B1 is in the vicinity of the aircraft, but that all other beacons B2 BN are far removed from the aircraft. In this case the masses ml mN on the unit sphere are as shown in Fig. 9 . Let the coordinate system (X', Y', Z') be selected as shown.
The Z' coordinate of the center of mass is given by Z=-(1/N) sin 0. Inequality (28) shows that only the beacon B1 nearest to the aircraft is effective in providing altitude discrimination. Moreover, the effectiveness of B1 decreases rapidly as the beacon to aircraft distance exceeds the aircraft altitude.
End of Example.
IX. Bounds on Over-All Accuracy
The preceding bounds relate to accuracy in specific directions. We next develop bounds on the over-all accuracy, or GDOP [see (9)]. We treat the following four cases: 1) unconstrained two-dimensional constellations 2) unconstrained three-dimensional constellations 3) two-dimensional constellations confined to a sector 4) three-dimensional constellations confined to a cone.
Once again, the bounds are developed in the context of examples. 
(34c) It is easy to identify beacon constellations that satisfy the minimizing conditions (34a) through (34c). The simplest constellations are the "equally spaced constellations," wherein succesive beacons are separated by 3600/N in azimuth. Note, however, that select constellations that are not equally spaced also satisfy (34a) through (34c). For example, the superposition of any pair of equally spaced constellations (which is not necessarily equally spaced) also satisfies (34a) through (34c).
End of Example.
(29) Example 6: Unconstrained Three-Dimensional Constellation where use has been made of (18). Inequality (29) now can be developed as follows with the assistance of (1 7a), (1 6a), and (17b):
+ l/[(y')2-(y')2 I} (31) The denominators in (31) are placed at the vertices of the appropriate regular solid inscribed within the unit sphere. For example, the "tetrahedral" constellation in Fig. 10 satisfies (36a 
The quantity Y2, as given by (40), must be non-negative. Therefore, Y' is located within the interval cos 4' < Ii < 1. It follows straightforwardly from (41) 
Consequently, (37) can be rewritten as 6 See Appendix III for an interpretation of (39) and of the subsequent inequality manipulations that lead to the final bound (46a) and (46b). 
which is the final bound. Once again the bound is "tight." For < 2ir/3, the constellation C*(f) of masses m1 nMN, shown in Moreover, a careful review of the inequalities (37) through (46a) shows that C*(f) is the only constellation that does achieve the bound.
For > 2iT/3, any minimizing constellation of Example 5 that is consistent with the sector constraint achieves the bound (46b). For example, the N= 3 "equal angle" constellation, and multiples of it, achieves the bound.
It is interesting to note that, for < 27r/3, the "uniformly spaced" constellation is not the minimizing constellation. Rather, the minimizing constellation is that shown in Fig. 6 Consider any constellation C consisting of N beacons confined in any way to a cone of half angle 0. A representative configuration of the associated masses ml --M is shown in Fig. 7 . Let the Z' axis be selected to coincide with the cone axis as shown.
An analysis similar to that leading to (37) in Example 7 shows that 
The conditions (52c) through (52e) are identical to the optimizing conditions (34a) through (34c) for unrestricted planar arrays, except for the factor sin2 4. Thus, (52c) through (52e) asserts that the projection of the ring of the N2masses into the X'-Y' plane comprises an optimum two-dimensional array, except that the masses are distributed along a circle of radius sin 4, rather than the unit circle.
A careful review of the inequalities shows that the constellations satisfying (52a) through (52e) are the only constellations that achieve the bound (5 la).
For >. cos-(-1/3), any minimizing constellation of Example 6 that is consistent with the cone restriction achieves the bound (Sib). For example, the minimizing N = 4 (tetrahedral) constellation shown in Fig. 10 achives the bound. Fig. 10 .
)
The angular dependence of GDOP for the minimizing constellation is shown in Fig. 12 . In principle, high positional accuracy can be obtained for small values of by using a sufficient number of beacons. Fig. 12 Here, the first four TOA's are error-free so that the subject position can be determined exactly. Consequently, the ' The three constellations were configured for possible navigation or surveillance service over the Continental United States (see Section 5 of [21 ) .
'One method of reducing the GDOP based upon moment of inertia considerations is described in Section 8 through II of [2] .
bounds must allow for the possibility of zero errors in the case (53a), (53b). 
Xl. Concluding Remarks
In the preceding sections we have exploited the moment of inertia result (12) to derive a variety of properties of hyperbolic multilateration systems. The importance of the moment of inertia picture to the development should be evident. It is doubtful that many of the bounds [particularly inequalities (46) and (51)] could have been obtained by the matrix manipulations common to conventional accuracy analyses.
The results presented are intended to be representative rather than exhaustive. Undoubtedly others will find ways of exploiting (12) to further clarify the accuracy characteristics of hyperbolic systems.
The moment of inertia methodology used herein also is applicable to a variety of other multilateration techniques (eg. range-range multilateration, range-sum multilateration). The details will be described in a forthcoming paper.
Appendix I
The covariance matrix (5) The following notes are helpful in interpreting the sequence of steps leading from (39) to (45a) and (45b) in Section IX. In these notes the term "end point constellation" is to denote a constellation for which the masses m1 mN are restricted to the center and the extreme ends of a sector S. as shown in Fig. 14 T as C and which (consequently) produces the same value of GDOP2 as C. Equation (39) asserts that C, (4') (nor-t mally) is confined to a sector S with a half angle 4' smaller than 4, as shown in Fig. 14. 2) In effect, (42) says that since C produces the same value of GDOP2 as one end point constellation for S [namely, C, (0')], it must produce a value of GDOP2 that is greater than (or equal to) that for the "best" end point constellation C2(4') for S. The right-hand member of (43) is the "best" value of GDOP2 for end point constellations in S.
3) The step involved in (44) amounts to saying that since GDOP2 is greater than (or equal to) that for the best end point constellation C2 (4)') available from the sector S, it must be greater than (or equal to) GDOP2 for the "best" end point constellation when all angles in the interval 0 <4' <, are considered. The right-hand member of (45a) and (45b) is the best value of GDOP2 for end point constellations available in the interval 0 .4)' .4). 
