The paper is concerned with the fault detection filter design requirements that relax the existing conditions reported in the previous literature by adapting the unitary system principle in approximation of fault detection filter transfer function matrix for continuoustime linear MIMO systems. Conditions for the existence of a unitary construction are presented under which the fault detection filter with a unitary transfer function can be designed to provide high residual signals sensitivity with respect to faults. Otherwise, reflecting the emplacement of singular values in unitary construction principle, an associated structure of linear matrix inequalities with built-in constraints is outlined to design the fault detection filter only with a Hurwitz transfer function. All proposed design conditions are verified by the numerical illustrative examples.
Introduction
A conventional control for complex systems may result in unsatisfactory performances in the event of system component malfunctions. In order to remedy these weaknesses, different approaches to control system design are developed to tolerate component malfunctions and to maintain acceptable performances of the system with faults. The proposed control structures are known as fault-tolerant control (FTC) systems and they force the ability to accommodate component failures. In that sense, research in FTC is subject of a wide range of publications reflecting faults effect on control structure reconfiguration [1, 2] and fault estimation [3, 4] , as well as fault residuals generation, analysis, and evaluation [5, 6] . The ideal approach would be to construct disturbance-decoupled residuals, with responsiveness and sensibility to the faults, as shown in [7] .
To scale up accuracy of fault detection, it is eligible to craft residuals with high sensitivity to faults under robustness to disturbances. One of the options is the use of ∞ / − optimization principle [8] [9] [10] [11] . The restriction of this method is mainly the necessity of existence of a full rank directfeed external gain matrix from faults to residuals [12] , which limits them to be used only to residuals revealing actuator faults. One of the other methods, based on unitary system properties, is proposed in [13, 14] , where optimization is realized inherently in the sense that if the singular values of a unitary system are assigned as the magnitude frequency response of a first-order transfer function then strictly ∞ norm is the maximum and − index is the minimum of the generalized gain value of the transfer function. It should be noted that such approximation does not always exist, the construction is not unique, and the proposed design algorithm, exploiting the Riccati equation based formulation, can be often infeasible. The remarks, which admitted more properties of ∞ norm and − index, as well as other comments found to be very valuable in designing the unitary systems, are presented in Section 2.
Reflecting the basic results in unitary approximation of a square system transfer function matrix [13, 15] , the principle was applied in [16] to design a unitary construction of the fault detection filter transfer function matrix. This technique, like that based on the classical procedure [14] , is applicable to multivariable systems if the matching conditions are satisfied, that is, the unobservable modes of the used unitary approximation of the fault transform function matrix are stable. If these conditions are not satisfied, a feedback configuration of the fault detection filter, which optimizes sensitivity between the fault input and the output residuals, does not exist.
Mathematical Problems in Engineering
To the best of our knowledge, so far, no more results than those given above on application of unitary approximations in the fault detection filter design are available in the literature, probably because the standard progression may not have a solution. This motivates this study, reflecting the matrix parameters implying an unstable unitary construction of the fault detection filter, to reformulate the design conditions in such a way that the fault detection filter with a Hurwitz transfer function matrix can be designed. The result is an associated structure of linear matrix inequalities, reflecting the principle of singular values emplacement in unitary construction, the associated state, and output variable constraints as well as an additive stabilizing feedback in fault detection filter. In this sense the proposed method attempts to combine the unitary approximation principle with the singular value placement to obtain a simple but practical algorithm for designing suboptimal performances of the fault detection filter transfer function matrix, that is, for a particular combination of three matrix parameters designed by the proposed method to find a fault detection filter with acceptable sensitivity, which cannot be reduced below some limiting value merely by manipulating stability of the filter.
Searching for gain matrices of the fault detection filter state-space description and ensuring the unitary model gain matrix values for a stable fault detection filter, the proposed design task is with unitary conditions reaching approximately the theoretical limits for the prescribed set of singular values. To analyze stability of the observer-based fault detection filter, the proposed conditions use standard arguments and require to solve only LMIs with the built-in prescribed constraints depending on the system output and fault input matrix structures. Within unitary solutions, the results are similar with those obtained by the method proposed in [17] , but with reducing the ranges of all problem variables as much as possible.
The paper is organized as follows. Placed immediately after Introduction, Section 2 presents the problem statement and Section 3 summarizes in the basic preliminaries the auxiliary lemmas on the issue of the design task. The enhanced structure of unitary fault detection filter transfer function matrix, as well as the sets of LMIs, reflecting the quadratic Lyapunov function to describe the filter stability, is theoretically explained in Section 4 and the structures of the fault detections filters are given in Section 5. Two examples are provided to demonstrate the proposed approach in Section 6 and, finally, Section 7 draws some concluding remarks.
Used notations are conventional so that x , X denote transpose of the vector x and matrix X, respectively, X = X > 0 means that X is a symmetric positive definite matrix, the symbol I marks the th order unit matrix, (X) and rank(X) indicate the eigenvalue spectrum and rank of a square matrix X, Y ⊥ designates the orthogonal complement to a rank-deficient matrix Y, (Z) labels the th singular value of matrix Z, R denotes the set of real numbers, and R , R × refer to the set of all dimensional real vectors and × real matrices, respectively.
The Problem Statement
The systems under consideration are linear MIMO continuous-time dynamic systems represented as follows:
where q( ) ∈ R , u( ) ∈ R , and y( ) ∈ R are vectors of the state, input, and output variables, respectively, f( ) ∈ R is fault vector, and d( ) ∈ R is vector of disturbance. The real matrices A ∈ R × , B ∈ R × , C ∈ R × , F ∈ R × , and E ∈ R × are finite values, satisfying the rank conditions rank(F) = , rank(C) = , = , and < . Moreover, it is supposed that the matrix V = CF is regular matrix such that V ∈ R × .
Problem of the interest is a unitary representation of the fault detection filter for the system with the square transfer function matrix of unknown fault input and the residuals. Note that such construction of unitary systems to given linear system, with respect to the singular values of the system transfer function matrix, is not a unique task also for square linear systems [13, 15] . 
Basic Preliminaries
is called the linear system. The underlying Krein space H is called the state space and the auxiliary Krein space E is called the coefficient space or the external space [19] . The transformation A, B, C is the main input and output transformation, respectively, and the operator D is called the external operator. The transfer function G( ) of the linear system is defined by
where A ∈ R × , B ∈ R × , C ∈ R × , and D ∈ R × are real matrices, I ∈ R × is the identity matrix, and a complex number is the transform variable (Laplace variable) of the Laplace transform [20] .
The eigenvalues of A are typically either real or complexconjugate pairs. If A has no imaginary eigenvalues then G( ) is defined for all ∈ R, where is the frequency variable and fl √ −1. The singular values of the transfer function matrix G( ), evaluated on the imaginary axis, are (G( )), where the th singular value of the complex matrix G( ) is the nonnegative square-root of the th largest eigenvalue of G( )G * ( ), where G * ( ) is the adjoint of G( ). It is usually assumed that the singular values are ordered such that ≥ +1 , = 1, 2, . . . , − 1.
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Expressing the generalized gain of the system transfer function matrix G( ) as the 2-norm ratio of the input and output vectors, then the maximum and minimum singular values of G( ) will constitute upper and lower bounds on this gain. The ratio between the maximum and minimum singular value is denoted by the condition number ; that is,
The condition number plotted versus frequency variable outlines the system sensitivity to the direction of the input vector. If ≫ 1, the generalized gain of the transfer function matrix will vary considerably with the input vector direction and G( ) is said to be ill-conditioned. Conversely, if ≈ 1, the generalized gain of the transfer function matrix will be insensitive to the input direction and the system is said to be well-conditioned [21] . The ∞ norm of the transfer function matrix G( ) is [22] 
The ∞ norm expresses the maximum of generalized gain of the system transfer function matrix for a class of input signals characterized by their 2-norm [23] . The − index of the transfer function matrix G( ) is defined as [8] 
The − index expresses the minimum of generalized gain of the system transfer function matrix for a class of input signals characterized by their 2-norm. Note that − index of a nonsquare system transfer function matrix is associated with rank of this matrix, that is, that − index is not completely dual to ∞ norm [24, 25] . It is evident that using the singular values, a system is assessed in more detail. Some other reflections can be found, for example, in [26] [27] [28] [29] . Definition 1. A stable linear time-invariant system ofinputs and -outputs (square system) is defined as a unitary system if the singular values of its transfer function (transfer function matrix) G( ) satisfy [13] 
where is the th singular value of G( ).
Definition 2 (see [30] ). Let F ∈ R ℎ×ℎ , rank(F) = < ℎ be a rank-deficient matrix. Then the null space U of F is the orthogonal complement of the row space of F. An orthogonal complement F ⊥ of F is
where F ∘ is an arbitrary matrix of appropriate dimension.
Considering the regular matrix V = CF, the following state coordinate transformation of system (1) can be done.
Lemma 3.
If there are requirements for a regular matrix V, defined as product of the matrix parameters C and F of the square system (1) , to apply
then the transform matrix T ∈ R × takes the form
respectively, and F
⊥ is the left orthogonal complement to F.
Proof. Rewriting the first term of (9) as
it is evident that
Analyzing the second term of (9) , that is,
the following condition results:
Thus, (12) and (14) imply (10) . It is easily verified using (11) and (14) that
respectively. This concludes the proof.
Structures of Unitary Fault Transfer Function Matrices.
The basic structure of the unitary fault transfer function matrix is introduced by the following lemma.
Lemma 4.
For system (1) with = , the transform matrix T of the structure (10) , and a prescribed positive scalar ∈ R there exists the matrix L ∈ R × such that the fault transfer function matrix can be approximated as
where
Proof (compare [13, 16] ). Since
is the fault transfer function matrix of dimension × , then (22) can be rewritten by using (9), (16), and (20) as
Specifying the matrix product A = TMCT −1 , where M ∈ R × is a real matrix then, by exploiting (10) and (16) , it yields
and accepting the block matrix structure of (21) and (24), it can define
Setting
where ∈ R is a prescribed positive real value, and rewriting (26) as
then, with
it is
Moreover, for (24) and (25), the following yields
and (25) takes the form
Defining the transfer function matrix G Δ ( ) as
then with (32) it is
Since
substituting (36) into (34) it can obtain
which implies (18) . The transfer function (33) together with (31) and (22) can be written the way that
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the expression for G Δ ( ) as follows:
where G ( ), introduced in (22), is the fault transfer function matrix. After some manipulations,
and G Δ ( ) can be approximated as
Thus, using (19) and then (41) implies (17) . This concludes the proof.
With existence of such transformation, the structure of (24) really means that there exist the subset of transformed state variables whose dynamics is explicitly affected by the fault f( ) and a second one, whose dynamics is not affected explicitly by the fault f( ).
Remark 5.
It is important to note the fact that the eigenvalues of A and of A are the same whenever A is related to A as A = TAT −1 for any invertible T, as it is defined in (20) [31] . But this does not mean that if eigenvalues of the matrix A are stable then eigenvalues of the matrix A 22 are also stable. This is a limitation of the methodology based on (32) and for a stable system it can lead to an unstable structure (35) . It requires an additional stabilization, but this stabilization generally violates the desired unitary form of the fault transfer function matrix.
Defined by (7), a linear time-invariant system is considered as unitary if all singular values of its transfer function matrix are equal. Because the construction given in Lemma 4 is not unique, some equivalent structures can be used. One is introduced by the following lemma.
Lemma 6. An equivalent structure of the fault transfer function matrix of system (1) takes the form
where, for a matrix
Proof (compare [15] ). Considering the associated system (44), it can be written for the resolvent matrix of a matrix (A − NC) that
Therefore, the substitution of (9) and (46) in (44) leads to
and it yields with (47)
Since using equality (39) , it can obtain
and CG ⬦ Δ ( ) can be approximated as
and then the substitution of (51) into (49) gives
Thus, (52) implies (43). This concludes the proof.
Corollary 7.
Considering that M = N, (19) and (45) imply
, it has to be satisfied with respect to (43) that
which gives, with (18) , Mathematical Problems in Engineering that is
This corollary gives the possibility to combine the results of Lemmas 4 and 6 in the design of unitary fault transfer function matrix by the way specified in the following section.
State-Space Description of Enhanced Structures
To exploit the properties of the structures presented above, the enhanced form of unitary fault transfer matrix is proposed in the form
where M is introduced in (20) and N is designed in such a way that F + NV = 0.
To formulate the stability condition of the unitary system, approximated by the equivalent transform function matrix (56), the following theorems are given.
Theorem 8. The state-space representation of the enhanced structure of transfer function matrix (56) in the form of a closed-loop system iṡ
where w ∘ ( ) is the performance evaluation signal,
and the system constraint is
Proof. Use the Laplace transform property [32] ; then (57) with the zero state vector initial condition implies
respectively, and
while (64) implies (56). Considering that
premultiplying the right side of (65) by V leads to
which implies that
Since V is a regular matrix, postmultiplying the right side of (67) by VF gives
Thus, (59) implies
it is evident that (69) is the constraint given on q ∘ ( ) and using the Schur complement property (68) implies quadratic constraint (61).
Finally, since V is regular, (65) implies (60). This concludes the proof.
Theorem 9. The equivalent system (57) and (58) is stable if there exists a symmetric positive definite matrix P ∈ R
× such that
[
and the common gain matrix is given in (60).
Proof. Since the Lyapunov function candidate can be considered in the form
where P ∈ R × is a symmetric, positive, and definite matrix, then the time derivative of (72) can be written aṡ
Substituting (69), as well as (57) for the fault-free regime, into (73), then inequality (73) can be rewritten aṡ
which implies
Thus, using the Schur complement, (75) implies (71). This concludes the proof.
If the set of eigenvalues of A 22 contains an unstable eigenvalue, the conditions have to be extended to design a stable fault detection filter (a fault detection filter with the Hurwitz transfer function [33] ). Because the matrix block A 22 is unstable and unobservable in the form of the statespace description (57), the synthesis of an additional observer gain is required to use a dual form, considering that the couple (A, C) is observable. Moreover, to obtain sufficient dynamic range of residual signals, in the solution could be included system output constraints.
Theorem 10. The equivalent system (57) and (58) with unstable matrix block A 22 is stabilizable if there exists a symmetric positive definite matrix Q ∈ R
× , a regular matrix S ∈ R × , and a matrix U ∈ R × such that
where the matrix J is given in (60).
If (76)-(78) are admissible, then
Proof. Writing autonomous, fault-free free model (1) in the dual state-space form [34] aṡ
and then considering the Lyapunov function candidate of the form
where Q ∈ R × is a positive definite matrix, it has to bė
and by substituting (80) into (83) it can obtaiṅ
Introducing the notation
then (84) can be redefined using the Krasovskii theorem (see, e.g., [35] ), aṡ
where R ∘ is given in (61). Then (86) implieṡ
Inserting A ← (A − JC − HC), where H ∈ R × is an additive observer gain then 
where S ∈ R × is a regular matrix and
then (89) implies (77) and (91) gives (78). This concludes the proof.
Fault Detection Filters
Denoting e ( ) = q ∘ ( ) ,
it yields in the fault-free regimė
which is the autonomous equation of the estimation error of Luenberger observer to the nominal noise and fault-free system (1), defined in the form [4] q ( ) = Aq ( ) + Bu ( ) + JC (q ( ) − q ( )) .
Introducing e( ) = q( ) − q ( ), then with (1) and (94) it yieldṡ 
then the fault detection filter transfer function matrices of the fault and the disturbance are
It is evident that, with J of the structure (60), G ( ) is a unitary transfer function matrix with optimized singular values related properties.
Illustrative Examples
To illustrate the design principles, two examples are presented. First, Theorems 9 and 10 are applied to study the unitary fault detection transfer function matrix design problems in Example 1. Then, considering a real world model of the chemical reactor [36] , the directional residuals properties are demonstrated in Example 2. 
where the stable eigenvalue spectrum
gives the possibility to obtain a unitary fault detection filter. Thus, choosing = 5, it is obtained using (20) and (60) 
For completeness it can be verified that in sense of Lyapunov stability there exists the positive definite matrix P such that (70) and (71) are affirmative. Considering the sign (−) in F, that is, F = B, it changes signum of the (2, 1) element of V that is
and the parameters of the matrix T are now computed as follows: 
Computing (20) 
where the unstable eigenvalue spectrum
does not give the possibility to obtain a strictly unitary fault detection filter.
As above, choosing = 5, it is obtained using (20) and (60) It is evident that using the coordinate transformation defined by the transform matrix (10) and the block matrix A 22 in the matrix structure (20) is unobservable in the structure (57)-(58), while the eigenvalues of A 22 determine the unprescribed subset of eigenvalues of (A ) (compare (A ) and A 22 in this part of example).
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To stabilize the fault detection filter, an additive gain H ∈ R × is computed solving the set of inequalities (76) 
This ensures the stable eigenvalues spectrum of A as follows: 
but the fault detection filter transfer function matrix is not unitary and works with the steady-state value
It is obvious that for a stable A 22 the fault detection filter with a unitary transfer function can be designed, while for an unstable A 22 the fault detection filter only with a Hurwitz transfer function can be nominated.
Because the matrix A is not Hurwitz, for the simulation purpose, the system is stabilized using the state feedback control law
where K ∈ R 3×4 is the gain matrix. Since, according to the separation principle, the control gain matrix can be designed independently of the fault detection filter parameters design, the MATLAB function = place(⋅) is used. Designing, for simplicity, with the prescribed desired set of closed-loop system matrix eigenvalues (A − BK) = {−1, −2, −3, −4}, the gain matrix is 
Note the control law design could be created, for example, using the bounded real lemma LMI to reflect the ∞ norm of the disturbance transfer function matrix (see, e.g., [37] ), though this still does not solve completely the problem of integrated design of fault detection and FTC. But such a task is significantly beyond the scope of this paper.
In the simulation, the initial conditions are q(0) = [1 0 0 0] and q (0) = 0 and the variance of the disturbance noise ( ) is 2 = 0.01. The single fault 2 ( ) is considered in both cases, while this fault is modeled as the step function with amplitude equal to one and continuing from the starting time instant = 50 s.
In Figures 1 and 2 are shown the singular values plot (a) and the fault detection filter response (b), both for the systems under state control in autonomous regime. The value = 5 was chosen in order to not decelerate the observer dynamics conditioned by the stable eigenvalues of A 22 .
Example 2. The unstable system is represented by the chemical reactor model [36] in the form (1). The system model matrices are given as follows: 
with the corresponding parameters, as defined in (9) and (10), 
Referring to (20) , for the blocks of A ∘ , the following terms are computed: 
implying that the fault detection filter with a unitary transfer function can be designed. Choosing = 9, it is obtained using (21) 
respectively. It is evident that for all diagonal elements of G (0) it yields the relation ( + 1) −1 = 0.1. Also in this example the matrix A is not Hurwitz and the system is stabilized using the state feedback control law. Designing, for simplicity, with the prescribed set of closedloop system matrix eigenvalues (A − BK) = {−2, −3, −3, −4}, the gain matrix is computed as follows: 
In the simulation, the initial conditions are q(0) = [0 1 0 0] and q (0) = 0 and the variance of the disturbance noise ( ) is 2 = 0.01, while a single fault on the second actuator is considered. The fault is initialized at the time instant = 50s as an additive step function with the amplitude equal to one.
In Figure 3 are shown the singular values plot (a) and the fault detection filter response (b), both for the system under state control in autonomous regime. Since the stable eigenvalue of A 22 determines the sufficiently fast estimator dynamics, the value = 9 is chosen only from the numerical point of view. Moreover, it is possible to see in Figure 3 the directional properties of the output signals of the fault detection filter.
Concluding Remarks
The approach of solving a unitary approximation of a square fault detection filter transfer function matrix is presented in the context of multiple singular values design, where the conditions for existence of a unitary construction are presented. If the design conditions are satisfied, by choosing one related singular value, the explicit relations for the filter gain matrix design are obtained, which gives a stable fault detection filter with a unitary transfer function to provide high residual signals sensitivity with respect to faults.
Otherwise, reflecting the emplacement of singular values in unitary construction principle and combining the resulting filter gain matrix but for a structure with unstable set of observer system matrix eigenvalues, an associated structure of linear matrix inequalities, as well as one matrix equality together with built-in state and output variable constraints, is outlined to compute an additive stabilizable gain matrix and, in consequence, to design the fault detection filter but only with a Hurwitz transfer function. Formulated in sense of the second Lyapunov method, stability conditions guaranteeing the asymptotic convergence of fault detection filter state are derived for continuous-time linear systems. The numerical simulation results show very good approximation performances.
Although the results represent an improvement on solutions, some conservatism may exist since a common matrix variable is required to satisfy the LMI with a quadratic constraint, but only for systems which do not satisfy the matching condition, that is, when the fault detection filter with a Hurwitz transfer function matrix has to be designed. Although the design conditions are not formulated in terms of robust stability, under nominal occasions, the robustness is flattened to comparable design methods [38] [39] [40] . The robustness still remains an open and challenging problem.
