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Abstract— In this paper, we develop a position estimation
system for Unmanned Aerial Vehicles formed by hardware and
software. It is based on low-cost devices: GPS, commercial
autopilot sensors and dense optical flow algorithm implemented
in an onboard microcomputer. Comparative tests were con-
ducted using our approach and the conventional one, where only
fusion of GPS and inertial sensors are used. Experiments were
conducted using a quadrotor in two flying modes: hovering and
trajectory tracking in outdoor environments. Results demon-
strate the effectiveness of the proposed approach in comparison
with the conventional approaches presented in the vast majority
of commercial drones.
Index Terms— UAV position estimation; Extended Kalman
Filter; optical flow; GPS, trajectory tracking.
I. INTRODUCTION
In many outdoor Unmanned Aerial Vehicles (UAV aka
drones) applications such as: inspection & monitoring, map-
ping, precision agriculture and civil engineering, just to
mention a few, precision in the drone position estimation is
crucial. Hence commercial drones use to use high-precision
Global Positioning System (GPS) or even Real-Time Kine-
matic (RTK) devices [1], [2]. In this paper an easy-to-
implement application is proposed as a low-cost option to
the commercial technology available in the market. Such
implementation is based on the combination of two popular
technologies: conventional low-cost GPS and a camera-based
system endowed with optical flow algorithm. On one hand,
GPS provides to drone the capability to follow a specific
trajectory in global coordinates, however low-cost GPS have
intrinsic sources that induce errors in the UAV position.
This results in an insufficient accuracy for several of the
aforementioned applications. On the other hand, optical flow
devices provide information about UAV relative position
w.r.t. a fixed reference frame. However, optical flow devices
by itself are unable to provide global coordinates, which are
necessary in the vast majority of outdoor applications, for
instance in 3D reconstruction and mapping.
The vast majority of the works available in the literature
shows recent developments in the position estimation in
denied GPS environments [3], [4], [5], [6]. A comparative
study of optical flow and a combination of measurements
from GPS-INS sensors through UAV flight tests is presented
in [7], where inaccuracies in the optical flow are evident
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Fig. 1: The quadrotor unmanned aerial vehicle used in
this study. It has a camera at the bottom connected to a
microcomputer to compute optical flow algorithm on-board.
compared with the position provided by the GPS. The group
of the authors of the last paper continues their research in
[8], where they present an Unscented Information Filter for
estimating the vehicle speed of GPS-denied navigation. In
that work the authors use GPS measurements as reference
values for the fusion algorithm using INS and optical flow
information. In [9] a nonlinear observer for UAV velocity
based on INS and optical flow data is implemented. The
results do not show visible improvements in the accuracy
of UAV position estimation w.r.t classical filter approaches.
One of the most recent works presented at [10], proposes
a fusion of the PX4Flow sensor [11] and INS system; the
authors show some results with considerable error in position
estimation (around 5 meters) from the desired trajectory,
which is insufficient for various applications. The use of
RTK or PPK (Post-Processing Kinematic) systems for global
navigation satellite systems (GNSS) nowadays are the most
accurate for outdoor applications, this is due to the accuracy
they own, which ranges between 20mm and 50mm [12], [13].
Although these technologies are one of the best options in the
market for UAV position estimation in outdoor environments,
they can be very expensive due to the amount of equipment
needed compared to low-cost commercial drones.
In this paper we have conducted several outdoor exper-
iments in the task of trajectory tracking and hovering at a
given outdoor environment. Such experiments are compared
with the classical approach where only GPS and inertial
navigation sensors (INS) information are used to estimate
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the current UAV position. Such experiments show that the
accuracy of the proposed system improves considerably UAV
position estimation, and hence the accuracy in tracking a
given trajectory. This works continues a research presented
in [14], where a GPS/INS/Optic flow data fusion for position
and velocity estimation is presented. In such a work the
algorithm presents a considerable error in the estimation, also
it has not been compared with any well-known approach.
The contribution of this work w.r.t to our past paper is: a)
the implementation of our approach in a quadrotor shown
at Fig. 1; b) improvement in the optical flow algorithm; and
c) enhancement of the data fusion algorithm. The presented
results are compared with the data obtained by the classical
Kalman Filter, which uses only GPS and INS information.
This is provided by the PX4 firmware for quadrotors, a
firmware very popular nowadays. Also, experiments were
conducted in hovering and in trajectory tracking, in both
cases the results are highly satisfactory in comparison with
classical approaches presented in the literature. The results
we have obtained demonstrate a considerable efficiency w.r.t.
to standard GPS and INS systems; such approaches usually
have position errors around 2.5m [15], which results in an
insufficient accuracy for certain applications. Therefore our
approach results in a viable alternative for limited budget.
The remainder of this paper is organized as follows. In
Section II it is described the general approach and the archi-
tecture of the system. Section III presents flight experiments
with a quadrotor, in hover and in trajectory tracking, by using
the proposed approach to estimate the quadrotor position.
Finally, Section IV presents some concluding remarks and
an outline of future directions of the presented research.
II. SYSTEM DESCRIPTION
In this section we describe the main software components
of the quadrotor system. Also the hardware description of
such a system is explained next.
A. Hardware
The quadrotor used in this paper is shown at Fig. 1.
This drone is equipped with a flight controller, a GPS,
a camera rig, four ESCs, a set of four motors and their
corresponding propellers, a Li-ion battery, telemetry kit, a
microcomputer Odroid XU4 and a voltage regulator. The
quadrotor specifications are listed in Table I.
UAV design
Parameter Value
Span 70 [cm]
Height 26 [cm]
Weight ≈ 2 [kg]
Propulsion Brushless motor 330 [kv]
Propeller 17x5.5 [in]
Max. Load ≈ 3.5 [kg]
Battery type Li-Ion 6s
Capacity 9500 [mAh]
Flight controller Pixhack v3
Firmware ArduCopter 3.5.5
Estimated flight time 15 [min]
TABLE I: Quadrotor UAV parameters.
B. Dense optical flow algorithm
The Optical Flow (OF) is the pattern of apparent motion
of an object between two consecutive frames. This motion
can be caused by the movement of the object or the camera
trough time. Mathematically, the optical flow consists in a 2D
vector field. This 2D motion results from the projection of
moving 3D objects in the image plane. Each vector contains
the data that shows the movement of the detected objects
from one frame to the next, as can be seen at Fig. 2. Optical
flow method is based in two main assumptions given next:
Assumption 1: The pixel intensity of a detected object do
not change between consecutive frames.
Assumption 2: Pixels near to the detected object have
similar motions.
The 2D motion equations establishes that I(x, y, t) is the
center voxel (a pixel in three dimension) on an m × n
neighborhood, then it moves by ∆x and ∆y in a determined
time ∆t to (x+ ∆x, y + ∆y, t+ ∆t), so the next equation
is assumed [16]
I(x, y, t) = I(x+ ∆x, y + ∆y, t+ ∆t). (1)
Since the displacements are differential, it implies that they
are very small, so the Taylor approach is used around
I(x, y, t) to simplify (1) as follows
I(x+ ∆x, y + ∆y, t+ ∆t) = I(x, y, t) + (2)
∆I
∆x
∆x+
∆I
∆y
∆y +
∆I
∆t
∆t+H.O.T.
where H.O.T. means higher-order terms. From (2) and
considering Assumptions 1 and 2 we obtain
∆I
∆x
vx +
∆I
∆y
vy +
∆I
∆t
= 0 (3)
where vx = ∆x∆t and vy =
∆y
∆t are the optical flow, or in other
words, the (vx, vy) are the components of the image velocity,
and the ∆I∆x ,
∆I
∆y ,
∆I
∆t are the image intensity derivatives of
(x, y, t) aka Ix, Iy and Iz [17]. Clearly (vx, vy) are unknown
and we cannot solve (3) with two unknown variables, for that
we use the so-called Gunnar-Farneback algorithm.
The Gunnar-Farneback algorithm [18] is designed to pro-
duce dense optical flow techniques. This technique is based
on producing dense grid of points, which is very useful for
applications like learning or recognition. It consists in two-
frame motion estimation algorithm. This method approxi-
mate each neighborhood of both frames by quadratic polyno-
mials. From observing how an exact polynomial transforms
under translation, a method to estimate displacement fields
from the polynomial expansion coefficients is derived to lead
an algorithm. In this paper we omit the details of Gunnar-
Farneback algorithm derivation, the reader who is interested
on that, please see reference [18].
Some experiments were conducted to show the effective-
ness of this dense optical flow algorithm. A sequence of four
pictures are depicted in Fig. 2 showing the vectors indicating
the OF direction. The complete video of this experiment can
be seen at
https://youtu.be/_0NjOPtnJsU
(a) (b)
(c) (d)
Fig. 2: A sequence of ordered optical flow images taken from
the drone. It can be observed in green the estimated velocity
vectors.
1) Extended Kalman Filter algorithm: The Kalman Fil-
ter is the most famous method for prediction in systems
with random noise. The key idea behind Kalman Filter is
presented in two steps: Prediction and Update. Prediction
step consists in the prediction of the state variables of the
system based on the inputs and previous values of system
states. In the update step, the prediction is improved using the
data of external measurements [19]. The Extended Kalman
Filter (EKF) is the nonlinear version of the Kalman Filter,
since most realistic problems in robotics involves nonlinear
functions, in this paper we have implemented EKF for
position estimation; we have taken into account the data
obtained from the optical flow algorithm to improve UAV
position accuracy. In order to implement the EKF we need a
mathematical model that represents the quadrotor nonlinear
dynamics. First we present the classical Kalman Filter linear
model
xk = Akxk−1 +Bkuk + wk
yk = Ckxk + vk
(4)
where xk is the state vector given at time k; yk is the
output vector given at time k; uk is the control input at
time k; wk and vk are process noise and measurement
noise, respectively; Ak is the transition matrix; Bk is the
input matrix; and Ck is the output matrix that describes
the mapping from state xk to an output yk. The nonlinear
representation of the Kalman Filter aka EKF is
xk = f(xk−1, uk) + wk
yk = g(xk) + vk
(5)
where f and g are nonlinear states and output functions
respectively. EKF is conformed by subsequent linearization
of model (5) around system’s equilibrium point, resulting in
a sequence of models similar to (4). For the implementation,
the state vector is defined as follows
• Quaternions: (q0, q1, q2, q3).
• Velocity (North, East, Down).
• Position (North, East, Down).
• Delta Angle bias (x, y, z).
• Delta Velocity bias.
• Wind Vector (North, East).
• Earth Magnetic Field Vector (North, East, Down).
• Body Magnetic Field Vector (x, y, z).
And the output vector consists in:
• Roll angle φ.
• Pitch angle θ.
• Yaw angle ψ.
• Velocities in North, Down and East, (VN , VD, VE).
• Positions IN North, Down and East relative to UAV
takeoff position (PN , PD, PE).
• (x, y, z) gyro biases, (Gx, Gy, Gz).
III. EXPERIMENTS
In this Section, the experiments are presented. Such ex-
periments are in two steps:
1) Hovering flight. The first part of the experiment con-
sists of making flight tests in hovering mode.
2) Trajectory tracking flight. In this experiment the UAV
must follow a predefined path given as waypoints.
In the next subsections we explain the obtained results of
both aforementioned cases.
A. Hovering
The first experiment consists of flying the UAV in the flight
mode called hovering, aka loiter. When this flight mode is
activated, the UAV should keep flying in the actual position
in which it is initially located. For comparison purposes
we first tested this mode in the quadrotor platform shown
at Fig. 1, considering only GPS and INS data fusion by
using the well-known Arducopter firmware, which uses a
Kalman Filter to estimate the quadrotor states. A video of
the obtained results can be seen at
https://youtu.be/FTjoCMh64NQ
The video consists in two clips with the UAV flying in hover
mode. The first clip does not use the OF implementation,
while the second clip does use it. Fig. 3 shows the perfor-
mance of the flying test. In the first experiment, the flight
was performed without the use of the DOF algorithm, in
order to visualize the normal behavior of this flight mode.
Regarding the second experiment, it is performed with the
optical flow implementation. It can be appreciate smoother
movements without considerable variations, so the position
error is minimized due the optical flow measurements.
B. Trajectory tracking
Now, a given trajectory must be followed by the drone,
in order to investigate the performance of the fusion of
DOF algorithm together with GPS and INS devices. The
trajectory is conformed by a line. Two waypoints are chosen
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Fig. 3: Loiter stability comparison. Above: Loiter mode
without using DOF algorithm, only GPS and INS infor-
mation is fused in the Kalman Filter. Below: Loiter mode
using DOF algorithm and GPS-INS information. Both of
them have the same axis limits (1.25m) to appreciate the
differences.
to form the line; also two waypoints indicate take-off and
landing position as can be seen at Fig. 4. To replicate
the common way to execute this flight path, first, such
flight path was performed by the quadrotor without using
dense optical flow algorithm. Some variations in height
occurred during the flight path execution, this is due that
only GPS and barometer information are fused to estimate
drone’s altitude. The flight path without optical flow was
expected to have en error around 2.5 meters, this value is
very close to the edge of the GPS error indicated by the
manufacturer. The roll (φ) and pitch (θ) were in constant
variations, showing inability to maintain a fixed course.
Then, the same trajectory was performed but this time with
the influence of optical flow data into the EKF. In this test it
can be observed that the movements are smoother w.r.t. the
common approach. Also, the UAV position is smooth with
minimal variations, demonstrating an improvement in the
trajectory tracking. This performances can be seen at Figs.
5 and 6, respectively. Further, a pair of videos showing the
execution of the path can be seen at:
https://youtu.be/jiyyPWVV3nE (Experiment
with no OF implementation.)
https://youtu.be/rzISpDJs4t8 (Experiment
Fig. 4: Google Earth view of the desired path. Such path
consists of four waypoints located in a soccer field. The
quadrotor UAV must take-off automatically from a given
waypoint (home position). The first waypoint is in the center
of the field and the UAV must go to that waypoint after
takeoff. Second waypoint is in the bottom of the image. After
reach this waypoint, the UAV turns 180 degrees and return
again to the home position for landing.
with OF implementation.)
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Fig. 5: Angle displacement in roll (φ), pitch (θ) and yaw (ψ)
during the trajectory tracking without OF implementation.
More interesting are the results in position estimation
using dense optical flow algorithm. A graph in 2D is depicted
at Fig. 9 which shows the performance of the proposed
approach. In the performance without OF algorithm it can
be appreciate a couple of details:
• The drone take the turn of 180 degrees beyond the
reference trajectory with an approximate difference of
1m in the x axis.
• In the second part of the trajectory, there is a maximum
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Fig. 6: Angle displacement in roll (φ), pitch (θ) and yaw (ψ)
during the trajectory tracking with the OF implementation.
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Fig. 7: Velocities in the UAV north and east direction during
trajectory tracking without using OF.
error (difference between reference and actual trajec-
tory) of approximate 2.5m in the y axis.
In the performance with OF algorithm it can be observed
that
• The UAV position in the turn of 180 degrees is in the
same position as the reference trajectory.
• The maximum error noted is in the y axis during the
first part of the path, that error is approximately equal
to 1.5m.
In Figs. 7 and 8, the velocities in the north and east
directions are shown. Such figures correspond to the cases
with and without the use of the OF algorithm. Since the UAV
desired trajectory is given as a complete straight line from
home position to a predefined point, and then return to the
home position, it is expected that in Fig. 8 can be observe a
sinusoidal behavior. Fig. 7 also tries to emulate this behavior,
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Fig. 8: Velocities in the UAV north and east direction during
the during the trajectory tracking using optical flow.
but not as good as Fig. 8 where OF is implemented.
Figs. 10 and 11 shows the three-dimensional view of
the paths performed by the UAV. In both cases, using and
not using OF algorithm, there was some height variations,
this is due to the fact that only information of GPS and
barometer is used to estimate quadrotor altitude. As one can
see from aforementioned figures, the improvement in the
execution of the route when the optical flow is implemented
is considerable smoother and more precise than the classical
approach.
IV. CONCLUSIONS
The implementation of dense optical flow algorithm has
significantly improved the UAV position estimation. Exper-
iments we have conducted demonstrate its effectiveness.
Since the quadrotor UAV is a underactuated system, the
movements in roll and pitch were smoother when the optical
flow is implemented. The yaw movements are very similar
in both approaches, as one can see at Figs. 5 and 6, since it
is only used to initiate the return trajectory. Two flight modes
have been tested: hovering aka loiter and trajectory tracking.
In both cases the drone presented minimal error with the
use of the OF algorithm compared to the conventional EKF
approaches where no optical flow algorithm is implemented.
As a consequence the quadrotor flies more stable in x − y
position.
Future works include: a) improving the UAV altitude
estimation adding lidar or vision-based altitude systems; b)
testing the proposed approach in fixed-wing aircraft; and c)
compare the results in an specific application, for instance:
orthomosaics generations and NDVI indexes for precision
agriculture.
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