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EQUIVARIANT VECTOR BUNDLES ON DRINFELD’S UPPER
HALF SPACE
SASCHA ORLIK
Abstract. Let X ⊂ PdK be Drinfeld’s upper half space over a finite extension K of
Qp.We construct for every GLd+1-equivariant vector bundle F on PdK , a GLd+1(K)-
equivariant filtration by closed subspaces on the K-Fre´chet H0(X ,F). This gives
rise by duality to a filtration by locally analytic GLd+1(K)-representations on the
strong dual H0(X ,F)′. The graded pieces of this filtration are locally analytic in-
duced representations from locally algebraic ones with respect to maximal parabolic
subgroups. This paper generalizes the cases of the canonical bundle due to Schneider
and Teitelbaum [ST1] and that of the structure sheaf by Pohlkamp [P].
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Introduction
LetK be a finite extension ofQp. We denote by X Drinfeld’s upper half space of di-
mension d ≥ 1 over K. Explicitly, X is the complement of all K-rational hyperplanes
in projective space PdK , i.e.,
X = PdK \
⋃
H Kd+1
P(H).
The interest for studying the rigid analytic variety X is manifold. The first is its
connection to formal groups, since it is the generic fibre of a formal scheme classifying
certain p-divisible groups due to Drinfeld [D]. Another aspect is its role for the
uniformization of certain Shimura varieties [RZ]. On the other hand, as conjectured
by Drinfeld, the e´tale coverings of X realize the supercuspidal spectrum of the local
Langlands correspondence by considering the ℓ-adic cohomology of these spaces. Our
interest is connected with the latter aspect. In [S1] Schneider studies the cohomology
of local systems on projective varieties which are uniformized by X . For this purpose,
he defines the notion of a p-adic holomorphic discrete series representation. These
representations can be realized by the space of rigid analytic holomorphic sections
F(X ) of GLd+1-equivariant vector bundles F on P
d
K . They appear naturally in the
theory of p-adic modular forms [T1], [T2]. The dual of a holomorphic discrete series
representation is a locally analytic GLd+1(K)-representation in the sense of Schneider
and Teitelbaum [ST3]. Those representations come up in the p-adic Langlands theory
of Breuil and Schneider [BS] as the locally analytic part of certain Banach space
representations. Our aim in this paper is a description of p-adic holomorphic discrete
series representations by considering a GLd+1(K)-equivariant filtration on them. We
determine the graded pieces in terms of locally analytic GLd+1(K)-representations.
In [SS] Schneider and Stuhler computed the e´tale and the de Rham cohomology
of Drinfeld’s upper half space. The cohomology is equipped with an action of the
general linear group G = GLd+1(K), which is induced by the natural action on
X . It turns out that the cohomology groups are duals of certain smooth elliptic
representations having Iwahori fix vectors. In particular, the top cohomology group
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is the dual of the Steinberg representation. In contrast, the space of holomorphic
sections Ωd(X ) = H0(X ,Ωd) of the canonical bundle Ωd on PdK is a much bigger
object, it is a reflexive K-Fre´chet space with a continuous G-action. Its strong dual
Ωd(X )′ is a locally analytic G-representation. In order to describe this latter space,
Schneider and Teitelbaum construct in [ST1] a G-equivariant decreasing filtration by
closed K-Fre´chet spaces
Ωd(X )0 ⊃ Ωd(X )1 ⊃ · · · ⊃ Ωd(X )d−1 ⊃ Ωd(X )d ⊃ Ωd(X )d+1 = {0}
on Ωd(X )0 = Ωd(X ). The definition of the filtration involves the geometry of X being
the complement of an hyperplane arrangement. Further they construct isomorphisms
I [j] : (Ωd(X )j/Ωd(X )j+1)′
∼
−→ Can(G,Pj;V
′
j )
j=0
of locally analytic G-representations, which they call (partial) boundary value maps.
Here, Pj=P(j,d+1−j) ⊂ G is the (lower) standard-parabolic subgroup attached to the
decomposition (j, d+1− j) of d+1. The right hand side is a locally analytic induced
representation. The Pj-representation V
′
j is a locally algebraic representation. It is
isomorphic to the tensor product Symj(Kd+1−j)⊗Std+1−j of the irreducible algebraic
GLd+1−j-representation Sym
j(Kd+1−j) and the Steinberg representation Std+1−j of
GLd+1−j(K). Here the factor GLd+1−j(K) of the Levi subgroup L(j,d+1−j) = GLj(K)×
GLd+1−j(K) acts through the way just described. The action of GLj(K) is given by
the inverse of the determinant character. The operation of the unipotent radical of
Pj on V
′
j is trivial. Finally, j denotes a system of differential equations which is
here a submodule of a generalized Verma module. In particular, the case j = 0,
i.e., the first subquotient of the above filtration is isomorphic to HddR(X ) and yields
the Steinberg representation of G. Their paper presents consequently in a sense a
generalization of the computation [SS] since it computes not only the top cohomology
of X . Further, it generalizes pioneering work by Morita (e.g. [Mo2]) who considered
such representations in the SL2-case. We refer to the introduction of [ST1] for a more
comprehensive background on this topic.
Pohlkamp [P] considers the other extreme, that of the structure sheaf Ω0 = O
on PdK . Again, by using a similar construction, Pohlkamp defines a G-equivariant
increasing filtration by closed K-Fre´chet spaces
K = O(X )0 ⊂ O(X )1 ⊂ · · · ⊂ O(X )d−1 ⊂ O(X )d
on O(X )d = H
0(X ,O) together with isomorphisms
(O(X )j)/O(X )j−1)
′ ∼−→ Can(G,Pd+1−j ;W
′
j)
j=0
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of locally analytic G-representations. Analogously to the above case, the Pd+1−j-
representation W ′j is a tensor product of a Steinberg representation and an irreducible
algebraic representation.
Our goal in this paper is to construct a decreasing G-equivariant filtration on
F(X ) for all G-equivariant vector bundles F on X , which are induced by restriction
of a homogeneous vector bundle on PdK
∼= G/P(1,d). The latter objects are defined
by finite-dimensional algebraic representations of the parabolic subgroup P(1,d). Our
approach is different from [ST1], [P]. We use local cohomology of coherent sheaves on
rigid analytic varieties as a technical ingredient. In fact, F(X ) = H0(X ,F) appears
in an exact sequence
0→ H0(PdK ,F)→ H
0(X ,F)→ H1Y(P
d
K ,F)→ H
1(PdK ,F)→ 0.
We consider the K-Fre´chet space H1Y(P
d
K ,F), where Y ⊂ P
d
K is the ”closed” comple-
ment of X in PdK . By a technique used in [O3], we are able to compute this latter
module as a G-representation. Here, we use an acyclic resolution of the constant sheaf
Z on Yad, where Yad
i
→֒ (PdK)
ad is the closed complement of the adic space X ad in
(PdK)
ad. By applying the functor Hom(i∗( − ),F) to this complex, we get a spectral
sequence converging to H1
Yad
((PdK)
ad,Fad) = H1Y(P
d
K ,F). The canonical filtration on
H1Y(P
d
K ,F) coming from this spectral sequence gives rise to a decreasing filtration by
closed K-Fre´chet spaces
F(X )0 ⊃ F(X )1 ⊃ · · · ⊃ F(X )d−1 ⊃ F(X )d = H0(Pd,F)
on F(X )0 = H0(X ,F). Our first main theorem is:
Theorem 1: Let F be a homogeneous vector bundle on PdK . For j = 0, . . . , d − 1,
there are extensions of locally analytic G-representations
0→ vGP(j+1,1,...,1)(H
d−j(PdK ,F)
′)→ (F(X )j/F(X)j+1)′ → Can(G,Pj+1;U
′
j)
dj=0 → 0.
Here the module vGP(j+1,1,...,1)(H
d−j(PdK ,F)
′) is a generalized Steinberg representation
with coefficients in the finite-dimensional algebraic G-module Hd−j(PdK ,F)
′. The
Pj+1-representation U
′
j is a tensor product N
′
j⊗Std−j of an algebraic Pj+1-representa-
tion N ′j and the Steinberg representation Std−j . The symbol dj indicates again a
system of differential equations depending on Nj . Indeed, the representation Nj is
not uniquely determined. It is characterized by the property that it generates the
kernel of the natural homomorphism Hd−j
PjK
(PdK ,F)→ H
d−j(PdK ,F) as a module with
respect to the universal enveloping algebra U(g) of the Lie algebra of G. By enlarging
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the module Nj we have to enlarge dj, as well. In either case, the locally analytic
G-representations Can(G,Pj+1;U
′
j)
dj remains the same.
In the case where F arises from an irreducible representation of the Levi subgroup
L(1,d), we can make our result more precise. Let λ
′ = (λ1, . . . , λd) ∈ Z
d be a dominant
integral weight of GLd and a let λ0 ∈ Z. Set λ := (λ0, λ1, . . . , λd) ∈ Z
d+1. Denote
by Fλ the homogeneous vector bundle on P
d
K such that its fibre in the base point is
the irreducible algebraic L(1,d)-representation corresponding to λ. Put wj := sj · · · s1,
where si ∈ W is the (standard) simple reflection in the Weyl group W ∼= Sd+1 of G.
Then the above representation Nj can be characterized as follows. By Bott [Bo] we
know that there is at most one integer i ≥ 0 with H i(PdK ,F) 6= 0. Denote this integer
by i0 if it exists. Otherwise, there is an i0 ≤ d − 1 with wi0 ∗ λ = wi0+1 ∗ λ, where ∗
is the dot operator of W on the set of weights. For j = 1, . . . , d, we set
µj,λ :=
{
wj−1 ∗ λ : j ≤ i0
wj ∗ λ : j > i0
.
Write µj,λ = (µ
′, µ′′) with µ′ ∈ Zj and µ′′ ∈ Zd−j+1. For j = 1, . . . , d, let
Ψj,λ =
|µ′′|⋃
k=0
{ (
µ′′ + (c1, . . . , cd−j+1), µ
′ − (dj, . . . , d1)
)
|
∑
lcl =
∑
ldl = k, c1 = 0
or d1 = 0, cl+1 ≤ µ
′′
l − µ
′′
l+1, l = 1, . . . , d− j, dl+1 ≤ µ
′
j−l − µ
′
j−l+1,
l = 1, . . . , j − 1
}
.
Here |µ′′| = µ′′1−µ
′′
d−j+1. The elements in the finite set Ψj,λ are dominant with respect
to the Levi subgroup L(d−j+1,j) and (µ
′′, µ′) is its highest weight. Hence, for µ ∈ Ψj,λ,
we may consider the irreducible algebraic L(d−j+1,j)-representation Vµ attached to it.
Theorem 2: Let F = Fλ be the homogeneous vector bundle on P
d
K with respect to the
dominant integral weight λ ∈ Zd+1 of L(1,d). Then we can choose Nj to be a quotient
of
⊕
µ∈Ψd−j,λ
Vµ.
We want to point out that for some weights λ, it happens that all irreducible con-
stituents in the direct sum apart from the module Vµ with µ = (µ
′′, µ′) vanish under
the corresponding quotient map. But also the other extreme is possible, i.e., the
quotient map can be an isomorphism, as well.
Our filtration coincides with the filtrations in [ST1], [P]. More precisely, in the
case of the structure sheaf F = O the increasing filtration of Pohlkamp is related
to our decreasing filtration by F(X )j = O(X )d−j, j = 0, . . . , d. In the case F = Ω
d
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the filtration of Schneider and Teitelbaum is related to ours by a shift, i.e., we have
F(X )i = Ωd(X )i+1 for i ≥ 1. For i = 0, we get an extension
0→ Ωd(X )1/Ωd(X )2 → F(X )0/F(X )1 → Ωd(X )0/Ωd(X )1 → 0.
The dual sequence coincides with the corresponding one of Theorem 1.
The content of this paper is organized as follows. The first part deals with algebraic
and analytic local cohomology of equivariant vector bundles F on PdK . In the first
section we recall some facts on the restriction of these bundles to X . Amongst other
things, we explain the structure of the strong dual H0(X ,F)′ as a locally analytic
G-representation. In the following section we treat the algebraic local cohomology of
G-equivariant vector bundles on PdK . We study the cohomology groups H
d−j
PjK
(PdK ,F)
as representations of U(g) and Pj+1. In Section 1.3 we turn to the analytic local
cohomology groups Hd−j
PjK(ǫ)
(PdK ,F) with support in the rigid analytic tube P
j
K(ǫ).
These groups are naturally equipped with a topology of a locally convex K-vector
space. One of our focal points is to see that they are Hausdorff. Further, we prove
a local duality theorem which is similar to a result obtained by Morita [Mo3]. It
describes the dual of ker(Hd−j
PjK
(PdK ,F) → H
d−j(PdK ,F)) for ǫ → 0, by means of
analytic functions on certain polydiscs. In the final section of the first part we compute
this kernel as representation of U(g) and Pj+1 when F = Fλ is defined by a dominant
integral weight λ ∈ Zd+1 of L(1,d). Here we make use of the Grothendieck-Cousin
complex with respect to the covering by Schubert cells. The second part of this paper
deals with the computation of H0(X ,F) as G-representation. First we repeat the
construction of an acyclic resolution of the constant sheaf Z on the closed complement
Yad [O3]. In Section 2.2 we evaluate the spectral sequence obtained by applying the
functor Hom(i∗( − ),F) to this acyclic complex. In Part 3 we compare our result
to that of [ST1] and [P]. Further, we provide with the cotangent bundle Ω1 another
example for our computation. Finally, in the Appendix we present an alternative
way for the computation avoiding adic spaces. It is based purely on rigid analytic
varieties.
Notation: We denote by p a prime, by K ⊃ Qp a finite extension of the field
of p-adic integers Qp, by OK its ring of integers and by π a uniformizer of K. Let
| | : K → R be the normalized norm, i.e., |π| = #(OK/(π))
−1. We denote by
Cp the completion of an algebraic closure K of K. Let S := K[X0, . . . , Xd] be the
polynomial ring in d+ 1 indeterminates and denote by PdK := Proj(S) the projective
space over K. If Y ⊂ PdK is a closed algebraic K-subvariety and F is a sheaf on
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PdK we write H
∗
Y (P
d
K ,F) for the corresponding local cohomology. If Y is a rigid
analytic subvariety (resp. pseudo-adic subspace) of (PdK)
rig (resp. (PdK)
ad) we also
write H∗Y (P
d
K ,F) instead of H
∗
Y ((P
d
K)
rig,F rig) (resp. H∗Y ((P
d
K)
ad,Fad)) to simplify
matters. For a locally convex K-vector space V , we denote by V ′ its strong dual, i.e.,
the K-vector space of continuous linear forms equipped with the strong topology of
bounded convergence.
We use bold letters G,P, . . . to denote algebraic group schemes over K, whereas
we use normal letters G,P, . . . for their K-valued points of p-adic groups. We use
Gothic letters g, p, . . . for their Lie algebras. The corresponding enveloping algebras
are denoted as usual by U(g), U(p), . . . . Finally, we set G := GLd+1. If H ⊂ G is any
closed linear algebraic subgroup and R is a OK-algebra, then we denote for simplicity
by H(R) the set of R-valued points of the schematic closure of H in GLd+1,OK.
Acknowledgments: I am much obliged to M. Strauch for pointing out to me the
topic treated in this paper and for all the discussions we had during our stay at the
IHE´S in 2004. I wish to thank M. Rapoport and P. Schneider for their numerous
and interesting remarks on this paper. Further, I would like to thank Benjamin
Schraen for indicating a mistake in a previous version. Finally, thanks goes to Istva´n
Heckenberger for helpful discussions.
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1. Local cohomology of equivariant vector bundles on PdK
1.1. The rigid analytic variety X . In this section we recall some geometric prop-
erties of Drinfeld’s upper half space X . We explain its rigid analytic structure making
it into a Stein space. Furthermore, we treat briefly G-equivariant vector bundles on
X which are induced by homogeneous vector bundles on PdK . We discuss how we can
associate to to such a sheaf a locally analytic G-representation in the sense of [ST3].
In what follows, we denote for a variety X over K by Xrig the rigid analytic variety
attached to X [BGR].
Let ǫ ∈
⋃
n∈N
n
√
|K×| = |K×| be a n-th square root of some absolute value in
|K×|. Recall the definition of an open respectively closed ǫ-neighborhood of a closed
K-subvariety Y ⊂ PdK . Let f1, . . . , fr ∈ S = K[X0, . . . , Xd] be finitely many homoge-
neous polynomials with integral coefficients generating the vanishing ideal of Y . We
suppose that each polynomial has at least one coefficient in O×K . Let | | be the unique
extension of our fixed norm | | on K to Cp. A tuple (z0, . . . , zd) ∈ A
d+1
K (Cp) is called
unimodular if |zi| ≤ 1 for i = 0, . . . , d, and |zi| = 1 for at least one i with 0 ≤ i ≤ d.
The open ǫ-neighborhood of Y is defined by
Y (ǫ) =
{
z ∈ (PdK)
rig | for any unimodular representative z˜ of z, we have
|fj(z˜)| ≤ ǫ for all 1 ≤ j ≤ r
}
.
This definition is independent of the chosen unimodular representatives, so it is well-
defined. By using the standard covering (D+(Xi))i=0...,d of P
d
K , one verifies that Y (ǫ) is
a finite union of K-affinoid spaces, cf. [BGR] 7.2. In particular, it is a quasi-compact
open rigid analytic subspace of (PdK)
rig. On the other hand, the set
Y −(ǫ) =
{
z ∈ (PdK)
rig | for any unimodular representative z˜ of z, we have
|fj(z˜)| < ǫ for all 1 ≤ j ≤ r
}
is called the closed ǫ-neighborhood of Y. Again, it is an admissible open subset of
(PdK)
rig, but which is in general not quasi-compact.
Remark 1.1.1. We use the terminology open respectively closed, since the corre-
sponding neighborhoods for adic spaces [H] are open respectively closed in the adic
space (PdK)
ad. 
For a non-trivial linear K-subspace U ( Kd+1 = V, let YU be the closed linear
K-subvariety P(U) of PdK . Set ǫn := |π
n|, n ∈ N.
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Proposition 1.1.2. For every n ∈ N, both
(PdK)
rig \ YU(ǫn), for U ( V,
and
Yn :=
⋃
U V
YU(ǫn) resp. X
−
n := (P
d
K)
rig \ Yn
are admissible open subsets of (PdK)
rig, where Yn is quasi-compact. The covering
X =
⋃
n∈N
X−n
is admissible open and X is defined over K.
Proof. See [SS] Proposition 1. 
As in [ST1] we also work with the closed ǫ-neighborhoods Y −U (ǫ). Similar to the
above proposition, we have for these spaces, the following statements.
Proposition 1.1.3. For every n ∈ N, both
(PdK)
rig \ Y −U (ǫn), for U ( V,
and
Y−n :=
⋃
U V
Y −U (ǫn) resp. Xn := (P
d
K)
rig \ Y−n
are admissible open subsets of (PdK)
rig, where Xn is quasi-compact. The covering
X =
⋃
n∈N
Xn
is admissible open. Furthermore, this covering induces on X the structure of a Stein
space. The K-algebra of global sections O(X ) is a K-Fre´chet space. More precisely,
we have O(X ) = lim←−n∈NO(Xn), where the K-algebras O(Xn) are K-Banach spaces.
Proof. See [SS] Proposition 4 resp. [ST1] chapter 1. 
We follow the convention in [ST1] and consider the algebraic action m : G×PdK →
PdK of G on P
d
K given by
g · [q0 : · · · : qd] := m(g, [q0 : · · · : qd]) := [q0 : · · · : qd]g
−1.
Let F be a G-equivariant vector bundle on PdK . This is a vector bundle F on P
d
K
together with a G-linearization, i.e., an isomorphism of sheaves
m∗(F)
∼
→ pr∗(F)(1.1)
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on G×PdK satisfying a certain cocycle condition, cf. [MFK] Definition 1.6. Here pr :
G× PdK → P
d
K is the projection map onto the second factor. We get by functoriality
an induced Grig-equivariant vector bundle on (PdK)
rig, which we denote for simplicity
by F , as well.
Alternatively, there is the following description of G-equivariant vector bundles
on PdK , cf. [Bo], [Ja] where they are called homogeneous vector bundles. Denote by
P(1,d) the stabilizer of the base point [1 : 0 : · · · : 0] ∈ P
d
K(K), which is a parabolic
subgroup of G. Let
π : G→ G/P(1,d)
be the projection map and identify G/P(1,d) with P
d
K . Let V be a finite-dimensional
algebraic representation of P(1,d). For a Zariski open subset U ⊂ P
d
K , put
FV (U) :=
{
algebraic morphisms f : π−1(U)→ V | f(gp) = p−1f(g) for all
g ∈ G(K), p ∈ P(1,d)(K)
}
.
Then FV defines a homogeneous vector bundle on P
d
K with fibre V. If F is a G-
equivariant vector bundle with fibre V in the base point, one has a natural identifi-
cation F ∼= FV .
Our p-adic group G stabilizes X . Therefore, we obtain an induced action of G
on the K-vector space of rigid analytic holomorphic sections F(X ). Let O be the
structure sheaf on PdK . Since X is contained in the rigid analytic variety attached to
affine scheme D+(X0) ∼= A
d
K , we may choose a K-linear isomorphism
(1.2) O(X )n
∼
−→ F(X ).
Here the integer n = rk(F) ∈ N is the rank of F . We transfer the natural topology
of the former one onto F(X ). The topology on F(X ) is independent of the chosen
isomorphism. Thus F(X ) inherits the structure of a K-Fre´chet space. Similarly, the
sets F(Xn) are K-Banach spaces and we get
1
F(X ) = lim←−
n
F(Xn).
Applying the same arguments as in [ST1] Lemma 1.3, Proposition 1.4 and Propo-
sition 2.1, we conclude that F(X ) is a reflexive K-Fre´chet space and its strong dual
F(X )′ = lim−→
n∈N
F(Xn)
′
1Hence the O(X )-module F(X ) is coadmissible in the sense of Schneider and Teitelbaum [ST2],
cf. p. 152.
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is a locally convex inductive limit of duals of K-Banach spaces. Furthermore, the
action
G× F(X )→ F(X )
is continuous and the orbit maps
G → F(X )′
g 7→ g · f
are locally analytic for f ∈ F(X )′. Thus, the strong dual F(X )′ is a locally analytic
G-representation in the sense of Schneider and Teitelbaum [ST3]. By definition it is a
barrelled locally convex Hausdorff K-vector space together with a continuous action
of G such that the orbit maps are locally analytic functions on G.
1.2. Algebraic local cohomology I. This section deals with the algebraic local
cohomology H∗
PjK
(PdK ,F) of G-equivariant vector bundles F on P
d
K . We will study
these K-vector spaces as representations of g and of the parabolic subgroup fixing
PjK .
Denote by B ⊂ G the Borel subgroup of lower triangular matrices and let U be
its unipotent radical. Let T ⊂ G be the diagonal torus and denote by T its im-
age in PGLd+1. For 0 ≤ i ≤ d, let ǫi : T → Gm be the character defined by
ǫi(diag(t1, . . . , td)) = ti. Put αi,j := ǫi− ǫj for i 6= j, and αi := αi+1,i for 0 ≤ i ≤ d−1.
Then
∆ := {αi | 0 ≤ i ≤ d− 1}
are the simple roots and
Φ := {αi,j | 0 ≤ i 6= j ≤ d− 1}
are the roots of G with respect to T ⊂ B. For a decomposition (i1, . . . , ir) of d +
1, let P(i1,...,ir) be the corresponding standard-parabolic subgroup of G, U(i1,...,ir)
its unipotent radical, U+(i1,...,ir) its opposite unipotent radical and L(i1,...,ir) its Levi
component.
Fix a G-equivariant vector bundle F on PdK . Let F be a graded G-module which
is projective and of finite type over S = K[X0, . . . , Xd], such that its associated sheaf
on PdK is just F , cf. [H] ch. 2, §5. Then F is naturally a g-module, i.e., there is a
homomorphism of Lie algebras
g→ End(F)(1.3)
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defined in the following way. Restrict the linearization (1.1) to G(1)×PdK , where G
(1)
is the first infinitesimal neighborhood of the identity. Let x ∈ g and let f ∈ F(U) be
a section for a Zariski open subset U ⊂ PdK . Then
x · f :=
d
dT
((1 + T x) · f)T=0.
Further, there is the following Leibniz rule concerning the multiplication with func-
tions Ξ ∈ OPdK (U),
x · (Ξ · f) = Ξ · (x · f) + (x · Ξ) · f.(1.4)
Here we consider the structure sheaf O = OPdK with its natural G-linearization. In
this case we can specify the action of g on O. Indeed, for a root α = αi,j ∈ Φ, let
Lα := L(i,j) ∈ gα
be the standard generator of the weight space gα in g. Let µ ∈ X
∗(T) be a character of
the torusT.Write µ in the shape µ =
∑d
i=0miǫi with
∑d
i=0mi = 0. Define Ξµ ∈ O(X )
by
Ξµ(q0, . . . , qd) = q
m0
0 · · · q
md
d .
For these functions, the action of g is given by
(1.5) L(i,j) · Ξµ = mj · Ξµ+αi,j
and
t · Ξµ = (
∑
i
miti) · Ξµ, t ∈ t.
Fix an integer 0 ≤ j ≤ d− 1. Let
PjK = V (Xj+1, . . . , Xd) ⊂ P
d
K
be the closed K-subvariety defined by the vanishing of the coordinates Xj+1, . . . , Xd.
The algebraic local cohomology modules H i
PjK
(PdK ,F), i ∈ N, sit in a long exact
sequence
· · · → H i−1(PdK \ P
j
K ,F)→ H
i
PjK
(PdK ,F)→ H
i(PdK ,F)→ H
i(PdK \ P
j
K ,F)→ · · ·
Let H∗
PjK
(PdK ,F) be the local cohomology sheaf with support in the closed subvariety
PjK . It is related to the local cohomology groups by a spectral sequence (cf. [SGA2],
Theorem 2.6.)
Ep,q2 = H
p(PdK ,H
q
PjK
(PdK ,F)) =⇒ H
p+q
PjK
(PdK ,F).
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Since PjK and P
d
K are both smooth, the local cohomology groups H
i
PjK
(PdK ,F) vanish
for i 6= d− j [SGA2]. It follows that
Hp(PdK ,H
d−j
PjK
(PdK ,F))
∼= H
p+d−j
PjK
(PdK ,F)
for all p ∈ N. In particular,
H i
PjK
(PdK ,F) = 0 for i < d− j.
On the other hand, the cohomology groups H∗(PdK \ P
j
K ,F) can be computed by the
Cˇech complex⊕
j+1≤k≤d
F(D+(Xk))→
⊕
j+1≤k1<k2≤d
F(D+(Xk1 ·Xk2)) → · · · →F(D+(Xj+1 · · ·Xd))
(1.6)
=
⊕
j+1≤k≤d
(FXk)
0 →
⊕
j+1≤k1<k2≤d
(FXk1 ·Xk2 )
0 → · · · →(FXj+1···Xd)
0.
Here for a homogeneous polynomial f ∈ S, the set D+(f) ⊂ P
d
K denotes as usual
the Zariski open subset of PdK , where f does not vanish. The symbol
0 indicates the
degree zero contribution of a graded module.
Alternatively, we may compute Hd−j−1(PdK \P
j
K ,F) for j ≤ d−2, by the inductive
limit
lim
−→
n∈N
(F/(Xnj+1, . . . , X
n
d )F )
0,(1.7)
cf. [EGAIII] Prop. 2.1.5. In the case j = d− 1, we have merely an exact sequence
0→ H0(PdK ,F)→ H
0(PdK \ P
d−1
K ,F)→ lim−→
n∈N
(F/XndF )
0 → 0.
Here, the (twisted) degree of a coset [f ] ∈ F/(Xnj+1, . . . , X
n
d ) is by definition
deg([f ])− n · (d− j),
where deg([f ]) is the ordinary degree of [f ], cf. loc.cit. 2.1. Sometimes, when we
write down elements of lim−→n∈N F/(X
n
j+1, . . . , X
n
d )F, we use generalized fractions. This
terminology arises from the natural embedding of K-vector spaces
lim−→
n∈N
(F/(Xnj+1, . . . , X
n
d )F )
0 →֒ (FXj+1·...·Xd)
0.
For [f ] ∈ (F/(Xnj+1, . . . , X
n
d )F )
0, we use the symbol[
[f ]
Xnj+1 · . . . ·X
n
d
]
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for its image in (FXj+1·...·Xd)
0. The transition maps are then simply given by[
[f ]
Xnj+1 · . . . ·X
n
d
]
7→
[
[Xj+1 · . . . ·Xd · f ]
Xn+1j+1 · . . . ·X
n+1
d
]
.
We deduce from (1.6) that H∗(PdK \ P
j
K ,F) = 0 for i ≥ d− j and consequently
H i
PjK
(PdK ,F) = H
i(PdK ,F)
for i > d− j. In the case i = d− j, we get an exact sequence
0→ Hd−j−1(PdK ,F) → H
d−j−1(PdK \ P
j
K ,F)→ H
d−j
PjK
(PdK ,F)
→ Hd−j(PdK ,F) → 0.(1.8)
There is a natural algebraic action of P(j+1,d−j) on each of the entries in this sequence,
since the parabolic subgroup stabilizes PjK . In particular, this sequence is equivariant
with respect to this action. Furthermore, by (1.3) the Lie algebra g acts by functo-
riality on all the cohomology groups, so that the sequence is equivariant for g, too.
We set
H˜d−j
PjK
(PdK ,F) := ker
(
Hd−j
PjK
(PdK ,F)→ H
d−j(PdK ,F)
)
which is consequently a P(j+1,d−j) ⋉ U(g)-module. Here the semi-direct product is
defined via the adjoint action of P(j+1,d−j) on g. Indeed, for a section f of F and z ∈ g
resp. p ∈ P(j+1,d−j), we compute
d
dT
((1 + zT )(p · f)) =
d
dT
(p · (p−1 · (1 + zT ) · p) · f)) = p ·
d
dT
((1 + (p−1 · z · p)T ) · f)).
This compatibility transfers by functoriality onto the cohomology groups.
Lemma 1.2.1. There exists a finite-dimensional P(j+1,d−j)-invariant K-subspace
Nj ⊂ H˜
d−j
PjK
(PdK ,F)
which generates H˜d−j
PjK
(PdK ,F) as U(g)-module.
Proof. Consider the formula (1.7). The parabolic subgroup P(j+1,d−j) acts on each
entry appearing in the inductive limit separately. Each entry is a finite-dimensional
K-vector space. Let S/(Xj+1 . . . Xd) → S be the K-linear section of the projec-
tion, given by Xi 7→ Xi for i ≤ j, and Xi 7→ 0 for i ≥ j + 1. This map induces a
K-linear section F/(Xj+1, . . . , Xd)F → F. Denote by F
′ the image of this section
which forms consequently a system of representatives of F/(Xj+1, . . . , Xd)F. Then
(F/(Xj+1, . . . , Xd)F )
0 may be identified with the homogeneous elements f ∈ F1 := F
′
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of degree d− j. Similarly, (F/(X2j+1, . . . , X
2
d)F )
0 may be identified with the homoge-
neous elements
f ∈ F2 := F
′ ⊕
d⊕
k≥j+1
Xk · F
′ ⊕
d⊕
k,l≥j+1
k 6=l
Xk ·Xl · F
′ ⊕ · · · ⊕Xj+1 · · ·Xd · F
′
of degree 2(d − j), etc. Under this identification the outer term Xj+1 · · ·Xd · F
′
coincides with the image of the first transition map in (1.7). Since F is a finitely
generated graded S-module, there is an integer n ∈ N, such that any homogeneous
representative f ∈ F ′ of degree n(d−j) is divisible by some monomialXk00 ·X
k1
1 ·· · ·X
kj
j
of degree d− j. Set
Nj = im
(
(F/(Xn−1j+1 , . . . , X
n−1
d ))
0 −→ (FXj+1···Xd)
0
)
.
Thus
Nj =
{[ [f ]
Xn−1j+1 · . . . ·X
n−1
d
]
| f ∈ Fn−1 homogeneous of degree (n− 1)(d− j)
}
.
We claim that this finite-dimensional P(j+1,d−j)-invariant K-subspace satisfies the
condition of our lemma. In fact, let f ∈ Fn be a homogeneous element of degree
n(d− j). By assumption, we may assume that
f = Xk00 ·X
k1
1 · · · ·X
kj
j ·X
kj+1
j+1 · · ·X
kd
d · g
with g ∈ Fn−1 and
∑
l kl = d − j. Further, we may assume that ki ≥ 1 for at least
one i ≤ j. Consider the identity
L(i,j+1) ·
[
[g]
Xn−1j+1 · . . . ·X
n−1
d
]
=
[
[L(i,j+1) · g]
Xn−1j+1 · . . . ·X
n−1
d
]
−(n−1)
[
[Xi ·Xj+2 · · · ·Xd · g]
Xnj+1 · . . . ·X
n
d
]
.
The left hand side and the first summand are contained in U(g) ·Nj . It follows that[
[Xi·Xj+2····Xd·g]
Xnj+1·...·X
n
d
]
is contained in U(g) · Nj . By induction on the indices l ≤ j with
kl ≥ 1, we see that
[
[f ]
Xnj+1·X
n
j+2·...·X
n
d
]
∈ U(g) ·Nj. The case where F ∈ Fn′ with n
′ > n
follows inductively, as well. 
Remark 1.2.2. Alternatively we can prove Lemma 1.2.1 by using Corollary 1.4.9
in section 1.4. This section is independent of the results in 1.2 and 1.3. In the case
where U = U(1,d) acts trivially on the fibre V of F , it produces an explicit candidate.
In the general case, we know that the fix point set V U 6= 0 is non-trivial since U is
unipotent, cf. [Ja] ch.I, 2.14 (8). Consider the exact sequence
0→ V U → V → V/V U → 0
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of algebraic P(1,d)-modules, which induces an exact sequence of homogeneous vector
bundles
0→ FVU → FV → FV/V U → 0
on PdK . We get an equivariant long exact sequence
0→ Hd−j
PjK
(PdK ,FVU) → H
d−j
PjK
(PdK ,FV )→ H
d−j
PjK
(PdK ,FV/V U)
→ Hd−j+1
PjK
(PdK ,FVU) → · · ·
of P(j+1,d−j) ⋉ U(g)-modules. The groups H
d−j
PjK
(PdK ,FW ) and H˜
d−j
PjK
(PdK ,FW ), W ∈
{V, V U, V/V U}, differ only by the finite-dimensional K-vector space Hd−j(PdK ,FW ).
By Corollary 1.4.9 and by induction on the dimension of V , there are finite-dimensional
P(i+1,d−i)-submodules of the outer terms generating them as U(g)-modules. But then
the statement is true for the middle term Hd−j
PjK
(PdK ,FV ) of the exact sequence and
thus for H˜d−j
PjK
(PdK ,FV ) . 
1.3. Analytic local cohomology. In the following we study the analytic local co-
homology groups Hd−i
PiK(ǫ)
(PdK ,F) as topological K-vector spaces. We shall prove a
local duality theorem which describes the topological dual of ker
(
Hd−i
PiK(ǫ)
(PdK ,F) →
Hd−i(PdK ,F)
)
for ǫ→ 0, by means of analytic functions on certain polydiscs.
Let X be a rigid analytic variety over K and consider a coherent sheaf G on X .
Let U ⊂ X be an admissible open subset and let Y := X \ U be its set theoretical
complement. Then the local algebraic cohomology groups H∗Y (X,G) are defined by
the right derived functors of
ker
(
Γ(X,G)→ Γ(U,G)
)
.
If X is a separated rigid analytic variety of countable type one can equip these co-
homology groups with a locally convex topology as follows, cf. [vP]. For a rigid
analytic variety X of countable type, the space of global sections G(X) = Γ(X,G)
has a natural structure of a K-Fre´chet space. If X is an arbitrary separated rigid
analytic variety of countable type with an admissible covering X =
⋃
iXi by affinoids
resp. by (quasi-) Stein spaces [K2], one considers the corresponding Cˇech complex∏
i
G(Xi)→
∏
i<j
G(Xi ∩Xj)→ · · ·
computing H∗(X,G). All contributions are K-Fre´chet spaces, in particular, they are
locally convex Hausdorff K-vector spaces. Hence they induce on the cohomology
groups H∗(X,G) in a natural way a locally convex topology. This topology does not
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depend on the covering X =
⋃
Xi, cf. [Ba] Lemma 1.32. We point out that the
topology on the cohomology is in general not Hausdorff. Finally, we consider the long
exact cohomology sequence
· · · −→ H iY (X,G) −→ H
i(X,G) −→ H i(U,G)
δi
−→ H i+1Y (X,G) −→ · · ·
The cohomology groups H iY (X,G) are equipped with the finest locally convex topol-
ogy such that the boundary maps δi become continuous. It turns out that the long
exact cohomology sequence is then even topological2 exact, cf. Lemma 5.1 in [S2].
We are interested in the analytic cohomology groups H∗
PjK(ǫn)
(PdK ,F) where F is
our fixed homogenous vector bundle. Recall that ǫn = |π
n|, n ∈ N. By GAGA (cf.
[K2] §4), we know that
H i(PdK ,F) = H
i((PdK)
rig,F)
for i ≥ 0. The cohomology group H i
PjK(ǫn)
(PdK ,F) sits in the long exact cohomology
sequence
· · · → H i−1((PdK)
rig \ PjK(ǫn),F)→ H
i
PjK(ǫn)
(PdK ,F)→ H
i(PdK ,F)
→ H i((PdK)
rig \ PjK(ǫn),F)→ · · · .
As for the computation of H i((PdK)
rig \ PjK(ǫn),F), we consider the Cˇech complex
⊕
j+1≤k≤d
F(D+(Xk)
−
ǫn)→
⊕
j+1≤k1<k2≤d
F(D+(Xk1)
−
ǫn ∩D+(Xk2)
−
ǫn)→ · · ·
· · · → F(D+(Xj+1)
−
ǫn ∩ · · · ∩D+(Xd)
−
ǫn)
with respect to the covering of Stein spaces
(PdK)
rig \ PjK(ǫn) =
d⋃
k=j+1
D+(Xk)
−
ǫn,
where
D+(Xk)
−
ǫn :=
{
[x0 : . . . : xd] ∈ (P
d
K)
rig | |xk| > |xl| · ǫn ∀ l
}
.
For 1 ≥ ǫ > 0, we set
D+(Xk)ǫ :=
{
[x0 : . . . : xd] ∈ (P
d
K)
rig | |xk| ≥ |xl| · ǫ ∀ l
}
.
2 A topological exact sequence (or topological complex) of topological vector spaces is an algebraic
exact sequence (complex) · · · → Ei−1 → Ei → Ei+1 → · · · , such that all homomorphisms are
continuous.
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These are affinoid rigid analytic varieties and we can write
(PdK)
rig \ (PjK)(ǫ)
− =
d⋃
k=j+1
D+(Xk)ǫ.
Thus, we get an admissible covering
(PdK)
rig \ PjK(ǫn) =
⋃
ǫ→ǫn
ǫn<ǫ∈|K∗|
(PdK)
rig \ PjK(ǫ)
−
by quasi-compact admissible open subsets. Consider the Cˇech complex computing
H∗((PdK)
rig \ PjK(ǫ)
−,F) :
(1.9)
⊕
j+1≤k≤d
F(D+(Xk)ǫ)→
⊕
j+1≤k1<k2≤d
F(D+(Xk1)ǫ ∩D+(Xk2)ǫ)→ · · ·
· · · → F(D+(Xj+1)ǫ ∩ · · · ∩D+(Xd)ǫ)
Lemma 1.3.1. The cohomology groups H i((PdK)
rig\PjK(ǫ)
−,F) (resp. H i
PjK(ǫ)
−
(PdK ,F)),
i, j = 0, . . . , d, are K-Banach spaces in which the algebraic cohomologyH i(PdK\P
j
K ,F)
(resp. H i
PjK
(PdK ,F)) is a dense subspace.
Proof. First we treat the case F = O. Set ǫ′ = 1
ǫ
. Consider the Gauss-Norm | |ǫ′ on
the homogenous localization (K[X0, . . . , Xd]X0···Xd)
0 = O(D+(X0 · . . . ·Xd)) given as
follows. Let f ∈ K[X0, . . . , Xd] be a homogeneous polynomial of degree n(d+1) , n ∈
N. Write
f =
∑
i0+···+id=n(d+1)
ai0···idX
i0
0 · . . . ·X
id
d .
Then
|
f
(X0 · · ·Xd)n
|ǫ′ = max
i0,...,id
|ai0···id|(ǫ
′)r(i0,··· ,id)
Here r(i0, · · · , id) =
∑
ij≥n
(ij − n). Then for every subset {i1, . . . , ir+1} ⊂ {0, . . . , d},
the restriction maps
O(D+(Xi1) ∩ · · · ∩ D̂+(Xij ) ∩ · · · ∩D+(Xir+1))→ O(D+(Xi1) ∩ · · · ∩D+(Xir+1))
are isometries. Here the symbol D̂+(Xij ) indicates that we omit the open subset
D+(Xij ) from the intersection. The images of the differentials in (1.6) are closed, in
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particular the differentials are strict3 . In fact, it suffices to show that the image of
the maps
r+1⊕
j=1
O(D+(Xi1) ∩ · · · ∩ D̂+(Xij ) ∩ · · · ∩D+(Xir+1))
δ
→ O(D+(Xi1) ∩ · · · ∩D+(Xir+1))
are closed. But
im(δ) =
{ ∑
i0+···+id=0
ai0···idX
i0
0 · · ·X
id
d | ai0···id = 0 if ik < 0 for some k 6∈ {i1, . . . , ir+1}
resp. if ij < 0 for all j = 1, . . . , r + 1
}
.
Further, the completion of (1.6) with respect to the norm | |ǫ′ is exactly (1.9). By
[BGR] section 1.2, Cor. 6, the completion functor is exact for strict homomorphism.
Hence the statement of our lemma follows in the case F = O.
For an arbitrary vector bundle F , we use the fact that it splits on the affine sets
D+(Xi) as a direct sum of rkF copies of O. Again the complex (1.9) is the completion
of (1.6) and the images of the differentials are closed. 
Now we treat the situation of the open tubes PdK(ǫn) ⊂ (P
d
K)
rig. We shall see that
H i((PdK)
rig\PjK(ǫn),F) respectively H
i
PjK(ǫn)
(PdK ,F) are naturally K-Fre´chet spaces in
which the algebraic cohomology H i(PdK \ P
j
K ,F) respectively H
i
PjK
(PdK ,F) is a dense
subset. More precisely, we can write these cohomology groups as projective limits of
K-Banach spaces:
Lemma 1.3.2. We have
H i((PdK)
rig \ PjK(ǫn),F) = lim←−
ǫ→ǫn
ǫn<ǫ∈|K∗|
H i((PdK)
rig \ PjK(ǫ)
−,F)
respectively
H i
PjK(ǫn)
(PdK ,F) = lim←−
ǫ→ǫn
ǫn<ǫ∈|K∗|
H i
PjK(ǫ)
−(P
d
K ,F).
Proof. In fact, the compatibility with the projective limit follows from the following
propositions. Here, the density condition follows from the previous lemma. 
3Recall that a homomorphism f : V → W of topological vector spaces is strict if the induced
homomorphism V/kerf → imf of topological vector spaces with the inherited topologies is a home-
omorphism, cf. [BGR].
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Proposition 1.3.3. Let G be a coherent sheaf on a rigid analytic variety X. Consider
a decreasing family of subsets Y1 ⊃ Y2 ⊃ · · · ⊃ Yk ⊃ Yk+1 ⊃ · · · in X, such that every
subset X \ Yi is admissible open in X. Set Y :=
⋂
k∈N Yk and assume that X \ Y is
admissible open in X, as well. Suppose that all cohomology groups H i−1Yk (X,G) are K-
Fre´chet spaces, such that the images of the transition maps H i−1Yk+1(X,G)→ H
i−1
Yk
(X,G)
are dense for k ∈ N. Then there is a topological isomorphism
lim←−k∈NH
i
Yk
(X,G) ∼= H iY (X,G)
of K-Fre´chet spaces.
Proof. By the same reasoning as in Proposition 4 on §2 of [SS] (cf. also Proposition
2.2.1), we have a short exact sequence
0→ lim
←−
(1)
k
H i−1Yk (X,G)→ H
i
Y (X,G)→ lim←−
k
H iYk(X,G)→ 0.
But the projective system (H i−1Yk (X,G))k∈N of K-Fre´chet spaces has the topological
Mittag-Leffler property by our condition on the density, cf. [EGAIII] 13.2.4. Thus
we get by loc.cit. 13.2.3 an algebraic isomorphism p : H iY (X,G)
∼
→ lim
←−k
H iYk(X,G).
But p is continuous and lim←−kH
i
Yk
(X,G) is a K-Fre´chet space. It follows from the
bijectivity that H iY (X,G) has to be Hausdorff. Since it is a quotient of a K-Fre´chet
space it has to be a K-Fre´chet space, as well. Now the claim follows from the open
mapping theorem [S2] 8.6. 
Analogously one proves the ”dual” version of this Proposition.
Proposition 1.3.4. Let G be a coherent sheaf on a rigid analytic variety X. Let U ⊂
X be an admissible open subset and consider an increasing family of open admissible
subsets U1 ⊂ U2 ⊂ · · · ⊂ Uk ⊂ Uk+1 ⊂ · · · ⊂ U of U with
⋃
k∈N Uk = U. Suppose that
all cohomology groups H i−1(Uk,G) are K-Fre´chet spaces and that the images of the
transition maps H i−1(Uk+1,G) → H
i−1(Uk,G) are dense for k ∈ N. Then there is a
topological isomorphism
lim
←−k∈N
H i(Uk,G) = H
i(U,G).
Remark 1.3.5. In [SS] Corollary 5 the authors consider a similar question concerning
the compatibility with projective limits. They deal with constant coefficients in which
all the cohomology groups are finitely generated modules over an artinian ring, so that
the usual Mittag-Leffler property holds. 
Remark 1.3.6. An alternative way for proving Lemma 1.3.2 is to apply the following
Lemma to the Cˇech complex (1.9).
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Lemma 1.3.7. Let 0 → V 1n → V
2
n → V
3
n → 0, n ∈ N, be a projective system
of topological exact sequences of K-Banach spaces (or more generally of K-Fre´chet
spaces). Suppose that the transition maps V 1n+1 → V
1
n , n ∈ N, have dense image.
Then the sequence
0→ lim←−
n
V 1n → lim←−
n
V 2n → lim←−
n
V 3n → 0
is topological exact, too.
Proof: The exactness follows from the topological Mittag-Leffler property, cf. [EGAIII],
13.2.4. 

It follows from Lemma 1.3.2 that
(1.10) H i
PjK(ǫn)
(PdK ,F) = 0 for i < d− j
and
H i
PjK(ǫn)
(PdK ,F) = H
i(PdK ,F) for i > d− j.
Put G0 = G(OK). For any positive integer n ∈ N, we consider the reduction map
(1.11) pn : G0 → G(OK/(π
n)).
Put
P n(j+1,d−j) := p
−1
n
(
P(j+1,d−j)(OK/(π
n))
)
.
This is a compact open subgroup of G0 which stabilizes P
j
K(ǫn). Again, as in the
algebraic setting, we have an exact P n(j+1,d−j)⋉U(g)-equivariant topological complex
0 → Hd−j−1(PdK ,F)→ H
d−j−1((PdK)
rig \ PjK(ǫn),F)→ H
d−j
PjK(ǫn)
(PdK ,F)
→ Hd−j(PdK ,F)→ 0.
Proposition 1.3.8. The action P n(j+1,d−j) × H
d−j
PjK(ǫn)
(PdK ,F) → H
d−j
PjK(ǫn)
(PdK ,F) is
continuous.
Proof. We follow the proof of Lemma 1.3 in [ST1]. Since Hd−j
PjK(ǫn)
(PdK ,F) is a K-
Fre´chet space it is by the same reasoning as there enough to show that for m > n, the
orbit maps (into K-Banach spaces) Pm(j+1,d−j) → H
d−j
PjK(ǫn)
−
(PdK ,F) are locally analytic.
We may assume that F = O, cf. Prop. 2.1’ in loc.cit. The cohomology group
Hd−j
PjK(ǫ)
−
(PdK ,O) is a quotient of H
0(g · (D+(Xj+1)ǫ ∩ · · · ∩ D+(Xd)ǫ),O) for all g ∈
Pm(j+1,d−j). Let g ∈ P
m
(j+1,d−j) and F ∈ H
0(D+(Xj+1)ǫ ∩ · · · ∩D+(Xd)ǫ,O). We choose
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an open neighborhood Q of g in Pm(j+1,d−j) such that h · (D+(Xj+1)ǫ∩· · ·∩D+(Xd)ǫ) =
g · (D+(Xj+1)ǫ ∩ · · · ∩D+(Xd)ǫ) ∀h ∈ Q. Then it suffices to see that the induced map
Q → H0(p · (D+(Xj+1)ǫ ∩ · · · ∩D+(Xd)ǫ),O), h 7→ hF, is locally analytic. We may
assume that g = 1. Then we apply the same argument as in Prop. 2.1’ loc.cit. 
Corollary 1.3.9. The dual space Hd−j
PjK(ǫn)
(PdK ,F)
′ is a locally analytic P n(j+1,d−j)-
representation.
Proof. The dual space Hd−j
PjK(ǫn)
(PdK ,F)
′ is by Lemma 1.3.2 the locally convex inductive
limit
Hd−j
PjK(ǫn)
(PdK ,F)
′ = lim−→
ǫ→ǫn
ǫn<ǫ∈|K∗|
H i
PjK(ǫ)
−(P
d
K ,F)
′
of duals of K-Banach spaces. In the proof of the previous proposition we have seen
that the orbit maps Pm(j+1,d−j) → H
i
PjK(ǫ)
−
(PdK ,F) are locally analytic. Thus the orbit
maps on the dual space are locally analytic. The claim follows. 
Set
H˜d−j
PjK(ǫn)
(PdK ,F) := ker
(
Hd−j
PjK(ǫn)
(PdK ,F)→ H
d−j(PdK ,F)
)
.
This K-Fre´chet space has the structure of a P n(j+1,d−j) ⋉ U(g)-module in which the
algebraic cohomology H˜d−j
PjK
(PdK ,F) is a dense subspace.
We apply Lemma 1.2.1 to obtain a P(j+1,d−j)-invariant finite-dimensionalK-subspace
Nj ⊂ H˜
d−j
PjK
(PdK ,F)
which generates H˜d−j
PjK
(PdK ,F) as U(g)-module. Thus H˜
d−j
PjK
(PdK ,F) is a quotient of a
generalized Verma module [Le]. More precisely, there is an epimorphism
ϕj : U(g)⊗U(p(j+1,d−j)) Nj → H˜
d−j
PjK
(PdK ,F)
of U(g)-modules. Since the universal enveloping algebra splits into a tensor product
U(g) = U(u+(j+1,d−j))⊗K U(p(j+1,d−j)), we may regard ϕj as an epimorphism
ϕj : U(u
+
(j+1,d−j))⊗K Nj → H˜
d−j
PjK
(PdK ,F).(1.12)
Denote by dj = ker(ϕj) the kernel of this map.
Consider the affine algebraic group U+(j+1,d−j). The Levi subgroup L(j+1,d−j) stabi-
lizes U+(j+1,d−j) with respect to the action of conjugation. Let
Φj = {β1, . . . , βr}
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be the set of roots of u+(j+1,d−j). The K-algebra O(U
+
(j+1,d−j)) of algebraic functions
on U+(j+1,d−j) may be viewed as the polynomial K-algebra in the indeterminates
Xβ1, . . . , Xβr . Consider the L(j+1,d−j) · U
+
(j+1,d−j)-equivariant pairing
O(U+(j+1,d−j))× U(u
+
(j+1,d−j)) → K(1.13)
(f, z) 7→ z · f(1).
This is a non-degenerate pairing and induces therefore aK-linear L(j+1,d−j) ·U
+
(j+1,d−j)-
equivariant injection
O(U+(j+1,d−j)) →֒ HomK(U(u
+
(j+1,d−j)), K).
More concretely, this map is given by
X i1β1 · · ·X
ir
βr
7→ (i1)! · · · (ir)! · (L
i1
β1
· · ·Lirβr)
∗
where {
(Li1β1 · · ·L
ir
βr
)∗ | (i1, . . . , ir) ∈ N
r
0
}
is the dual basis of {Li1β1 · · ·L
ir
βr
| (i1, . . . , ir) ∈ N
r
0}.
Put
U+,n(j+1,d−j) = ker
(
U+(j+1,d−j)(OK)→ U
+
(j+1,d−j)(OK/(π
n))
)
.
Thus we have the identity
P n(j+1,d−j) = P(j+1,d−j)(OK) · U
+,n
(j+1,d−j).
Further, we may interpret U+,n(j+1,d−j) ⊂ U
+
(j+1,d−j) as an open K-affinoid polydisc,
since all entries x in U+,n(j+1,d−j) apart from the diagonal have norm |x| ≤ |π
n|. Hence
the ring of K-analytic functions O(U+,n(j+1,d−j)) is a K-Banach algebra. The pairing
(1.13) extends by continuity to a non-degenerate L(j+1,d−j)(OK)·U
+,n
(j+1,d−j)-equivariant
pairing
O(U+,n(j+1,d−j))× U(u
+
(j+1,d−j))→ K(1.14)
which in turn extends to a P n(j+1,d−j)-equivariant pairing
(1.15) ( , ) : (O(U+,n(j+1,d−j))⊗N
′
j)× (U(u
+
(j+1,d−j))⊗Nj)→ K.
(f ⊗ φ, z⊗ n) 7→ φ(n) · z · f(1)
Here, the subgroup U(j+1,d−j)(OK) ⊂ P
n
(j+1,d−j) acts by definition trivially on the
K-Banach space O(U+(j+1,d−j)) respectively on U(u
+
(j+1,d−j)). We put
O(U+,n(j+1,d−j), N
′
j)
dj :=
{
f ∈ O(U+,n(j+1,d−j))⊗N
′
j | (f, dj) = 0
}
.
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We obtain an equivariant injection
O(U+,n(j+1,d−j), N
′
j)
dj →֒ HomK(U(u
+
(j+1,d−j))⊗Nj/dj, K)
∼= HomK(H˜
d−j
PjK
(PdK ,F), K).
On the other hand, we have an injection of the duals
H˜d−j
PjK(ǫn)
(PdK ,F)
′ →֒ HomK(H˜
d−j
PjK
(PdK ,F), K),
since H˜d−j
PjK
(PdK ,F) is dense in H˜
d−j
PjK(ǫn)
(PdK ,F). The following proposition says that for
n → ∞, these two topological K-vector spaces coincide in HomK(H˜
d−j
PjK
(PdK ,F), K).
It is based on the same principle as the duality theorem of Morita, cf. [Mo3] Theorem
2.
Proposition 1.3.10. For n ∈ N tending to infinity, we get an isomorphism of (Haus-
dorff) locally convex K-vector spaces
lim
−→
n∈N
O(U+,n(j+1,d−j), N
′
j)
dj ∼−→ lim
−→
n∈N
H˜d−j
PjK(ǫn)
(PdK ,F)
′
compatible with the action of lim←−n P
n
(j+1,d−j) = P(j+1,d−j)(OK).
Proof. Recall that we can express the K-Fre´chet space Hd−j
PjK(ǫn)
(PdK ,F) by Lemma
1.3.2 as the projective limit of the K-Banach spaces Hd−j
PjK(ǫ)
−
(PdK ,F), where ǫ → ǫn
and ǫn < ǫ. Since H
d−j(PdK ,F) is finite-dimensional, we see that H˜
d−j
PjK(ǫn)
−
(PdK ,F) is
closed in Hd−j
PjK(ǫn)
−
(PdK ,F).We deduce the same compatibility for the K-Fre´chet space
H˜d−j
PjK(ǫn)
(PdK ,F), i.e.,
H˜d−j
PjK(ǫn)
(PdK ,F) = lim←−
ǫ→ǫn
ǫn<ǫ∈|K∗|
H˜d−j
PjK(ǫ)
−
(PdK ,F).
Therefore, we can replace the K-Fre´chet spaces in the statement by the K-Banach
spaces H˜d−j
PjK(ǫn)
−
(PdK ,F). We set for ǫ ∈ |K
∗|,
U(u+(j+1,d−j))ǫ :=
{ ∑
(i1,...,ir)∈Nr0
ai1,...,irL
i1
β1
· · ·Lirβr | ai1,...,ir ∈ K,
|(i1)! · · · (ir)! · ai1,...,ir |ǫ
i1+···+ir → 0, i1 + · · ·+ ir →∞
}
.
This is a K-Banach algebra in which the universal enveloping algebra U(u+(j+1,d−j))
is a dense subset. We get an epimorphism of K-Banach spaces (use [BGR] Cor. 6 in
1.2),
(1.16) U(u+(j+1,d−j)) 1ǫn
⊗Nj −→ H˜
d−j
PjK(ǫn)
−
(PdK ,F).
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On the other hand, let
Ob(U
+,n
(j+1,d−j)) :=
{ ∑
(i1,...,ir)∈Nr0
ai1,...,irX
i1
β1
· · ·X irβr | ai1,...,ir ∈ K, sup
(i1,...,ir)
|ai1,...,ir |ǫ
i1+···+ir
n <∞
}
resp.
Ob(U
+,n
(j+1,d−j), N
′
j)
dj :=
{
f ∈ Ob(U
+,n
(j+1,d−j))⊗N
′
j | (f, dj) = 0
}
be the K-Banach spaces of bounded functions on U+,n(j+1,d−j). Then
lim−→nOb(U
+,n
(j+1,d−j)) = lim−→nO(U
+,n
(j+1,d−j))
resp.
lim
−→n
Ob(U
+,n
(j+1,d−j), N
′
j)
dj = lim
−→n
O(U+,n(j+1,d−j), N
′
j)
dj
are identities of locally convex K-vector spaces. But Ob(U
+,n
(j+1,d−j)) is the topological
dual of U(u+(j+1,d−j)) 1ǫn
(cf. Example in [S2] ch. I, §3). We deduce from (1.15) together
with (1.16) that Ob(U
+,n
(j+1,d−j), N
′
j)
dj is the topological dual of H˜d−j
PjK(ǫn)
−
(PdK ,F). The
claim follows now from [Mo1] Theorem 3.4 respectively [S2] Prop. 16.10 on the duality
of projective limits of K-Fre´chet spaces and injective limits of K-Banach spaces with
compact transition maps. 
Remark 1.3.11. The inductive limit lim
−→n∈N
H˜d−j
PjK(ǫn)
(PdK ,F)
′ identifies by Proposition
1.3.3 with the strong dual of the analytic local cohomology group H˜d−j
(PjK)
rig
((PdK)
rig,F).
In particular, the action of P(j+1,d−j)(OK) on lim−→n∈N H˜
d−j
PjK(ǫn)
(PdK ,F)
′ extends to one
of P(j+1,d−j). On the other hand, the expression lim−→n∈NO(U
+,n
(j+1,d−j), N
′
j)
dj can been
thought as the stalk in the point PjK of the Grassmannian Grj+1(K
d+1) of a certain
”sheaf”. Here the action extends to one of P(j+1,d−j), as well. It is easily seen that the
isomorphism of Proposition 1.3.10 is even P(j+1,d−j)-equivariant, where the unipotent
radical U(j+1,d−j) acts on the pairings (1.15) via N
′
j . Furthermore, it follows from 1.3.9
that the map is even an isomorphism of locally analytic P(j+1,d−j)-representations. 
1.4. Algebraic local cohomology II. Let F be a homogeneous vector bundle on
PdK which arises by a representation of the Levi subgroup L(1,d) of P(1,d), i.e., such
that the unipotent radicalU(1,d) acts trivially on the fibre. In this section we compute
explicit formulas for the K-vector spaces.
H˜ i
Pd−iK
(PdK ,F) = ker
(
H i
Pd−iK
(PdK ,F)→ H
i(PdK ,F)
)
as representations of P(d−i+1,i)⋉U(g). First we consider the local cohomology groups
with respect to the closed subschemes V (X0, . . . , Xi−1) ⊂ P
d
K defined by the vanishing
of the first i coordinate functions. Note that the stabilizer of this subvariety is the
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upper triangular parabolic subgroupP+(i,d+1−i) ⊂ G. Afterwards, we use the conjugacy
of V (X0, . . . , Xi−1) and V (Xd−i+1, . . . , Xd) within P
d
K via the action of G on P
d
K . The
reason is that we follow the notation used by Kempf in [Ke].
Let π : G → G/P(1,d) be the projection map and identify G/P(1,d) ∼= P
d
K as
described in section one. Let
λ′ = (λ1 ≥ . . . ≥ λd) ∈ Z
d
be a dominant integral weight of GLd. This gives rise to a finite-dimensional irre-
ducible algebraic representation Vλ′ of GLd. Let λ0 ∈ Z be arbitrary and put
λ = (λ0, λ1, . . . , λd) ∈ Z
d+1.
Extend the action of L(1,d) on Vλ′ to one of P(1,d) on the same space Vλ := Vλ′, such
that U(1,d) acts trivially on it and such that Gm acts via multiplication
(x, v) 7→ xλ0 · v,
v ∈ Vλ ⊗K K, x ∈ Gm(K). Denote by Fλ = FVλ the corresponding homogeneous
vector bundle on PdK , cf. (1.2). Furthermore, if we add to λ the tuple r ·(1, . . . , 1), r ∈
N, then the G-linearization on Fλ is twisted by det
⊗r . Finally, we point out that
H0(D+(X0),Fλ) is isomorphic to K[
X1
X0
, . . . , Xd
X0
]⊗ Vλ as P
+
(1,d) ⋉ U(g)-module.
Example 1.4.1. The following identifications can be seen by the procedure used
in [Ja], part II, 2.16. Note that we work with the contragredient identification of
G/P(1,d) with P
d
K .
(1) Let λ = (0, . . . , 0). Then Fλ = O is the structure sheaf on P
d
K .
(2) Let λ = (r, 0, . . . , 0), r ∈ Z. Then Fλ = O(r) is a twisted sheaf.
(3) Let λ = (−1, 1, 0, . . . , 0). Then Fλ = Ω
1 is the cotangent sheaf on PdK .
(4) Let λ = (−d, 1, . . . , 1). Then Fλ = Ω
d is the canonical bundle on PdK . 
Let W be the Weyl group of G. Set
wi := si · si−1 · · · · · s1 ∈ W,
where si ∈ W is the simple reflection with respect to the simple root αi ∈ ∆. We
put w0 = 1. Let WL(1,d) be the Weyl group of L(1,d). Then the reflections wi , i =
0, . . . , d − 1, are just the representatives of shortest length in W with respect to
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W/WL(1,d). Let B
+ ⊂ G be the Borel subgroup of upper triangular matrices. The
Schubert cells in PdK are given by
Xw0 := B
+w0P(1,d)/P(1,d) = D+(X0)
Xw1 := B
+w1P(1,d)/P(1,d) = V (X0) ∩D+(X1)
Xw2 := B
+w2P(1,d)/P(1,d) = V (X0, X1) ∩D+(X2)
...
Xwd := B
+wdP(1,d)/P(1,d) = V (X0, X1, . . . , Xd−1) ∩D+(Xd) = {[0 : 0 : · · · : 1]}
The corresponding Schubert varieties Xwi, i.e., the Zariski closures of the cells Xwi
are just the closed subschemes V (X0, . . . , Xi−1) ⊂ P
d
K , 0 ≤ i ≤ d.
Denote by ∗ the dot action of W on X∗(T)Q given by
w ∗ χ = w(χ+ ρ)− ρ,
where ρ = 1
2
∑
α∈Φ− α. Note that the set of negative roots Φ
− correspond to the set
of positive roots with respect to the Borel subgroup B+. We get
w0 ∗ λ = λ
w1 ∗ λ = (λ1 − 1, λ0 + 1, λ2, . . . , λd)
w2 ∗ λ = (λ1 − 1, λ2 − 1, λ0 + 2, λ3, . . . , λd)
...
wi ∗ λ = (λ1 − 1, λ2 − 1, . . . , λi − 1, λ0 + i, λi+1, . . . , λd)
...
wd ∗ λ = (λ1 − 1, λ2 − 1, . . . , λd − 1, λ0 + d) .
In particular, there is at most one integer 0 ≤ i ≤ d, such that wi ∗ λ is dominant
with respect to B+. This integer is characterized by the non-vanishing of H i(PdK ,Fλ),
cf. [Bo] Theorem IV’. We denote this integer by i0 if it exists. Otherwise, there is a
unique integer i0 < d with wi0 ∗ λ = wi0+1 ∗ λ. We get
(1.17) wi ∗ λ ≻ wi+1 ∗ λ
28 SASCHA ORLIK
for all i ≥ i0 (resp. i > i0 if wi0 ∗ λ = wi0+1 ∗ λ), and
(1.18) wi ∗ λ ≺ wi+1 ∗ λ
for all i < i0, with respect to the dominance order ≻ on X
∗(T)Q. We put
µi,λ :=
{
wi−1 ∗ λ : i ≤ i0
wi ∗ λ : i > i0.
This is a L(i,d−i+1)-dominant weight. Let Vi,λ be the finite dimensional L(i,d−i+1)-
module with highest weight µi,λ. By considering the trivial action of U
+
(i,d−i+1) on it,
we may view it as a P+(i,d−i+1)-module.
Proposition 1.4.2. For 1 ≤ i ≤ d, the P+(i,d−i+1) ⋉ U(g)-module H˜
i
Xwi
(PdK ,Fλ) is a
quotient of the P+(i,d−i+1)-module
4
⊕
k0,...,ki−1≤0
ki,...,kd≥0
k0+···+kd=0
K ·Xk00 X
k1
1 · · ·X
kd
d ⊗ Vi,λ.
Proof. Set F = Fλ. We consider the Grothendieck-Cousin complex of F with respect
to the covering (Xwi)i=0,...,d of P
d
K , i.e., the complex
0→ H0Xw0 (P
d
K ,F)
δ0→ H1Xw1 (P
d
K ,F)
δ1→ · · ·
δd−1
→ HdXwd (P
d
K ,F)→ 0.
The i-th cohomology of this complex yields exactly H i(PdK ,F), cf. [Ke] Theorem
8.7. Furthermore, it is compatible with the action of B+ and g. We have for each
0 ≤ i ≤ d− 1, an exact sequence
0 → H i
Xwi
(PdK ,F)→ H
i
Xwi
(PdK ,F)→ H
i+1
Xwi+1
(PdK ,F)
→ H i+1
Xwi
(PdK ,F)→ 0.
Since H i+1
Xwi+1
(PdK ,F) → H
i+1
Xwi+1
(PdK ,F) is injective, we see that H
i
Xwi
(PdK ,F) is the
kernel of H iXwi
(PdK ,F)
δi→ H i+1Xwi+1
(PdK ,F). It follows that
H˜ i
Xwi
(PdK ,F) = ker (H
i
Xwi
(PdK ,F)→ H
i(PdK ,F))
is isomorphic to the image of the boundary homomorphism
H i−1Xwi−1
(PdK ,F)
δi−1
→ H iXwi (P
d
K ,F)
resp. to the cokernel of
H i−2Xwi−2
(PdK ,F)
δi−2
→ H i−1Xwi−1
(PdK ,F)
4As for the P+(i,d−i+1)-module structure on
⊕
K · Xk00 X
k1
1 · · ·X
kd
d we refer to 3.1. In the proof
we will see that we can realize Vi,λ as a submodule of H˜
i
Xwi
(PdK ,Fλ).
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if H i−1(PdK ,F) 6= 0. Here we put H
−1
Xw−1
(PdK ,F) = H
0(PdK ,F). By excision we get the
following chain of T⋉ g-isomorphisms
H iXwi (P
d
K ,F)
∼= H iV (X0,...,Xi−1)∩D+(Xi)(D+(Xi),F)
∼= H iV (X0,...,Xi−1)∩D+(Xi)(D+(Xi),O)⊗F(wi),
where F(wi) denotes the fibre of F in wi ·P(1,d). A simple computation gives
H iV (X0,...,Xi−1)∩D+(Xi)(D+(Xi),O) =
⊕
k0,...,ki−1<0
ki+1,...,kd≥0
ki∈Z
k0+···+kd=0
K ·Xk00 X
k1
1 · · ·X
kd
d .
We can rewrite this expression as follows. Recall that for a root α = αk,l ∈ Φ the
symbol L(k,l) denotes the standard generator of the weight space gα ⊂ g. Analogously,
we put
X(k,l) := Xαk,l :=
Xk
Xl
∈ K[X0, . . . , Xd]X0···Xd.
Then we get (compare [Ke] Corollary 11.10)
H iXwi (P
d
K ,O) = K[X(i+1,i), . . . , X(d,i)]⊗
∑
(n0,...,ni−1)∈Ni
Ln0(i,0) · L
n1
(i,1) · · ·L
ni−1
(i,i−1) ·
X ii
X0 · · ·Xi−1
.
Thus we obtain
H iXwi (P
d
K ,F) = H
i
Xwi
(PdK ,O)⊗F(wi)
= K[X(i+1,i), . . . , X(d,i)]⊗
∑
(n0,...,ni−1)
Ln0(i,0) · · ·L
ni−1
(i,i−1) ·
X ii
X0 · · ·Xi−1
⊗F(wi).
The weights of H iXwi (P
d
K ,O) are given by{
wi∗(0, . . . , 0)−n0·α0,i−· · ·−ni−1·αi−1,i−ni·αi,i+1−· · ·−nd−1·αi,d | n0, . . . , nd−1 ∈ N
}
.
Here the highest weight is wi ∗ (0, . . . , 0). The highest weight of the fibre F(wi) is
given by wi ·λ.We conclude that the highest weight of H
i
Xwi
(PdK ,F) is given by wi ∗λ.
A highest weight vector is given by
vi,λ =
X ii
X0 · · ·Xi−1
⊗ wi(vλ),
where vλ = v0,λ is a highest weight vector of Vλ.
Reconsider the homomorphism
H i−1Xwi−1
(PdK ,F)
δi−1
→ H iXwi (P
d
K ,F).
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If i < i0 then by (1.18) the highest weight of the image is wi−1 ∗ λ. If i ≥ i0 then by
(1.17) the highest weight of the image is wi ∗ λ. Thus the highest weight of the image
is µi,λ ∈ X
∗(T). Furthermore, the weight vectors δi−1(vi−1,λ) and vi,λ differ by the
factor ( Xi
Xi−1
)λ0−λi+i. More precisely, we conclude by weight reasons
δi−1(vi−1,λ) = (
Xi
Xi−1
)λ0−λi+ivi,λ if wi−1 ∗ λ  wi ∗ λ,
δi−1((
Xi
Xi−1
)λ0−λi+ivi−1,λ) = vi,λ if wi−1 ∗ λ  wi ∗ λ.(1.19)
Since H˜ i
Xwi
(PdK ,F) is also a P
+
(i,d−i+1)-module, it follows that it contains the irre-
ducible algebraic L(i,d−i+1) = GLi × GLd−i+1-representation Vi,λ corresponding to
the highest weight µi,λ. One checks that im(δi−1) = H˜
i
Xwi
(PdK ,F) is equal to
5
(1.20)
U(L(i−1,0), . . . , L(i−1,i−2))(K[
Xi
Xi−1
, . . . , Xd
Xi−1
] · Vi,λ) =
⊕
k0,...,ki−1≤0
ki,...,kd≥0
k0+···+kd=0
K ·Xk00 · · ·X
kd
d · Vi,λ.
Here U(L(i−1,0), . . . , L(i−1,i−2)) denotes the subalgebra of U(g) generated by L(i−1,0), . . . ,
L(i−1,i−2). Indeed, the above expression is contained in the image. As for the other
inclusion, we note that
Vλ = U(Lie(Ru(L(1,d) ∩ B)))vλ,
where Ru(L(1,d)∩B) denotes the unipotent radical of L(1,d)∩B, cf. [Ja] p. 204. Thus,
if L(k,l) is a root of g contained in Lie(Ru(L(1,d) ∩ B)) then k > l, k ≥ 2 and l ≥ 1.
Let wi−1 ∗ λ ≺ wi ∗ λ. Then
X i−1i−1
X0 · · ·Xi−2
· wi−1(L(k,l)vλ) =
X i−1i−1
X0 · · ·Xi−2
· L(wi−1(k),wi−1(l))wi−1(vλ)
= L(wi−1(k),wi−1(l))(vi−1,λ)−
(
L(wi−1(k),wi−1(l))
X i−1i−1
X0 · · ·Xi−2
)
· wi−1(vλ).
Since k > l ≥ 1, we conclude that wi−1(k) > wi−1(l). If wi−1(l) 6∈ {0, . . . , i − 2}
or wi−1(k) ∈ {0, . . . , i − 2} we deduce that (L(wi−1(k),wi−1(l))
Xi−1i−1
X0···Xi−2
) · wi−1(vλ) = 0.
Otherwise, we get
(
L(wi−1(k),wi−1(l))
X i−1i−1
X0 · · ·Xi−2
)
· wi−1(vλ) = −
Xwi−1(k)
Xwi−1(l)
· vi−1,λ.
5Note that U(L(i−1,0), . . . , L(i−1,i−2)) leaves Vi,λ invariant, since Vi,λ is a P
+
(i,d−i+1)-module.
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In any case, since L(wi−1(k),wi−1(l))(vi−1,λ) is contained in (1.20), we see that
Xi−1i−1
X0···Xi−2
·
wi−1(L(k,l)vλ) is contained in (1.20) as well. The case wi−1 ∗ λ ≻ wi ∗ λ is treated
similarly by using identity (1.19). 
Example 1.4.3. Let λ = (0, . . . , 0). Then µ1,λ = w1 ∗ λ = (−1, 1, 0 . . . , 0) and
V1,λ = K
X1
X0
⊕ · · · ⊕KXd
X0
. So H˜1
Xw1
(PdK ,O) is a quotient of K[
X1
X0
, . . . , Xd
X0
]⊗ V1,λ with
non-trivial kernel. On the other hand, if λ = (−1, 1, 0, . . . , 0) then µ1,λ = w0 ∗ λ = λ
and V1,λ = Vλ = Kd(
X1
X0
)⊕ · · · ⊕Kd(Xd
X0
). In this situation the map K[X1
X0
, . . . , Xd
X0
] ⊗
V1,λ → H˜
1
Xw1
(PdK ,Ω
1) is an isomorphism.
We shall determine a P+(i,d−i+1)-submodule of (1.20) generating it as U(g)-module.
We make use of the following statement which can be found in various descriptions
in [FH].
Lemma 1.4.4. Let ν ∈ (Zn)+ = {(ν1, . . . , νn) | ν1 ≥ ν2 ≥ · · · ≥ νn} be a dominant
weight, n ∈ N. Let Vν be the irreducible algebraic representation of GLn of highest
weight ν. For k ∈ N, we consider the irreducible algebraic representation Vk of highest
weight (k, 0, . . . , 0) ∈ (Zn)+, i.e., Vk ∼= Sym
k(Kn). Then6
Vk ⊗ Vν =
⊕
(c1,...,cn)∈N
n
0
ci+1≤νi−νi+1, i=1,...,n−1
Vν+(c1,...,cn).
Proof. By tensoring Vν with det
−νn, we may suppose that νn = 0. Set ai := νi −
νi+1, i = 1, . . . , n − 1. Then we have Vν = Γa1,...,an−1 and Vk = Γk,0...,0 with the
terminology in [FH] §15. By loc.cit. Prop. 15.25 a) we deduce the decomposition (as
SLn-modules)
Vk ⊗ Vν =
⊕
b1,...,bn−1
Γb1,...,bn−1,
where the sum is over all non-negative integers b1, . . . , bn−1 for which there are non-
negative integers c1, . . . , cn with
∑
i ci = k, with ci+1 ≤ ai and with bi = ai+ ci− ci+1
for 1 ≤ i ≤ n−1. The highest weight of Γb1,...,bn−1 is ν+(c1−cn, c2−cn, . . . , cn−1−cn, 0).
Since we deal with GLn-modules of total weight ν1 + · · ·+ νn + k, we have to replace
Vν+(c1−cn,c2−cn,...,cn−1−cn,0) by Vν+(c1,...,cn). 
We start to investigate the extreme cases i = 1 and i = d. For k ≥ 0, let
K[X1
X0
, · · · , Xd
X0
]k be the set of polynomials of degree k in the indetermines
X1
X0
, . . . , Xd
X0
.
Then we get identifications
K[X1
X0
, · · · , Xd
X0
]k ∼= Sym
k(KX1
X0
⊕ · · · ⊕KXd
X0
) ∼= V(−k,k,0...,0).
6Note that the condition ci+1 ≤ νi − νi+1, i = 1, . . . , n− 1, implies that ν + (c1, . . . , cn) ∈ (Zn)+
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For an integral vector ν = (ν1, . . . , νn) ∈ (Z
n)+, we set
|ν| = ν1 − νn.
Lemma 1.4.5. (i) Let µ1,λ = (µ0, µ
′) with µ0 ∈ Z and µ
′ ∈ (Zd)+. Then H˜
1
Xw1
(PdK ,Fλ)
= K[X1
X0
, · · · , Xd
X0
] · V1,λ is generated as U(g)-module by ⊕k≤|µ′|K[
X1
X0
, · · · , Xd
X0
]k · V1,λ.
(ii) The module H˜d
Xwd
(PdK ,Fλ) = K[
Xd
X0
, · · · , Xd
Xd−1
]·Vd,λ is generated as U(g)-module
by Vd,λ.
Proof. (i) We identify K[X1
X0
, . . . , Xd
X0
] ⊗ V1,λ with
⊕
k≥0 V(−k,k,0...,0) ⊗ V1,λ. We may
apply the previous lemma with n = d and ν = µ′. We deduce that the number of
irreducible summands in V(−k,k,0...,0) ⊗ V1,λ is the same for k ≥ a1 + a2 + · · · + an−1
with ai = µ
′
i − µ
′
i+1. But the latter sum is exactly µ
′
1 − µ
′
d = |µ
′|. The Lie algebra g
maps V(−k,k,0...,0) · V1,λ to V(−k−1,k+1,0...,0) · V1,λ and its image is again a P
+
(1,d)-module.
The claim follows since irreducible submodules are mapped to different irreducible
submodules by weight reasons.
(ii) By (1.20) it is enough to show that K[ Xd
Xd−1
] · Vd,λ ⊂ U(g) · Vd,λ. We consider
the following two cases.
Case 1: wd ∗ λ 4 wd−1 ∗ λ. Then vd,λ is a highest weight vector of Vd,λ. We compute
Xd
Xi
· vd,λ =
Xd
Xi
·
Xd
X0 · · ·Xd−1
· wd(vλ) = −(L(d,i)
Xd
X0 · · ·Xd−1
) · wd(vλ)
= −L(d,i)(
Xd
X0 · · ·Xd−1
· wd(vλ)) +
Xd
X0 · · ·Xd−1
· L(d,i)wd(vλ).
But L(d,i)wd(vλ) = wd(L(0,i+1)vλ) = 0 since L(0,i+1)vλ = 0. Thus we obtain
Xd
Xi
· vd,λ =
−L(d,i)vd,λ. On the other hand, the module Vd,λ is equal to U(Lie(Ru(L(d,1)∩B)))vd,λ.
If L(k,l) is a root contained in Lie(Ru(L(d,1) ∩ B)) we necessarily have l < k < d. We
deduce that
Xd
Xd−1
· L(k,l)vd,λ = L(k,l)(
Xd
Xd−1
· vd,λ) = −L(k,l)(L(d,d−1)vd,λ)
= −L(d,d−1)(L(k,l)vd,λ) + [L(k,l), L(d,i)] · vd,λ
= −L(d,d−1)(L(k,l)vd,λ) + δi,kL(d,l) · vd,λ
is contained in U(g) · Vd,λ. The case of polynomials of higher degree is treated in the
same way.
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Case 2: wd ∗ λ ≻ wd−1 ∗ λ. Then δd−1(vd−1,λ) is a highest weight vector of Vd,λ. We
get δd−1(vd−1,λ) = (
Xd
Xd−1
)n · vd,λ for some n > 0, cf. (1.19). We compute
Xd
Xi
· δd−1(vd−1,λ) =
Xd
Xi
· (
Xd
Xd−1
)n · vd,λ
= (
Xd
Xd−1
)n ·
Xd
Xi
· vd,λ = −(
Xd
Xd−1
)n · L(d,i)vd,λ (by case 1)
= −L(d,i)((
Xd
Xd−1
)n · vd,λ) + (L(d,i)(
Xd
Xd−1
)n) · vd,λ
= −L(d,i)(δd−1(vd−1,λ)) + (L(d,i)(
Xd
Xd−1
)n) · vd,λ.
But L(d,i)(
Xd
Xd−1
)n · vd,λ = 0 if i 6= d− 1. If i = d− 1 then
L(d,i)(
Xd
Xd−1
)n · vd,λ = −n(
Xd
Xd−1
)n+1 · vd,λ
= −n
Xd
Xi
· δd−1(vd−1,λ),
so (n + 1)Xd
Xi
· δd−1(vd−1,λ) = −L(d,i)δd−1(vd−1,λ). If w ∈ Vd,λ is an arbitrary vector we
argue as in case 1. 
Now we treat the general case which is a mixture between the above extreme cases.
Note that K[X(m,n) | m ≥ i, n ≤ i− 1] =
⊕
k0,...,ki−1≤0
ki,...,kd≥0
k0+···+kd=0
K ·Xk00 X
k1
1 · · ·X
kd
d .
Lemma 1.4.6. Write µi,λ = (µ
′, µ′′) with µ′ ∈ (Zi)+ and µ
′′ ∈ (Zd+1−i)+. Then the
P+(i,d−i+1) ⋉ U(g)-module H˜
i
Xwi
(PdK ,Fλ) = K[X(m,n) | m ≥ i, n ≤ i − 1] · Vi,λ is
generated by the P+(i,d−i+1)-submodule ⊕k≤|µ′′|K[X(m,n) | m ≥ i, n ≤ i− 1]k · Vi,λ.
Proof. Write Vi,λ = Vµ′ ⊠ Vµ′′ . We may identify K[X(m,n) | m ≥ i, n ≤ i − 1]k with
the outer tensor product representation V(0,...,0,−k) ⊠ V(k,0...,0) of L
+
(i,d−i+1). We get
K[X(m,n) | m ≥ i, n ≤ i− 1]k ⊗ Vi,λ ∼= (V(0,...,0,−k) ⊗ Vµ′)⊠ (V(k,0...,0) ⊗ Vµ′′).
By the proof of Proposition 1.4.2 we saw that K[X(k,l) | k ≥ i, l ≤ i − 1] · Vi,λ is
already generated as U(g)-module by K[ Xi
Xi−1
, . . . , Xd
Xi−1
] ·Vi,λ. Now we apply the proof
of part (i) of the previous lemma to deduce the claim. 
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For µi,λ = (µ
′, µ′′) with µ′ ∈ (Zi)+ and µ
′′ ∈ (Zd−i+1)+, we define
Φi,λ =
|µ′′|⋃
k=0
{ (
µ′ − (di, . . . , d1), µ
′′ + (c1, . . . , cd−i+1)
)
|
∑
jcj =
∑
jdj = k, c1 = 0
or d1 = 0, cj+1 ≤ µ
′′
j − µ
′′
j+1, j = 1, . . . , d− i, dj+1 ≤ µ
′
i−j − µ
′
i−j+1,
j = 1, . . . , i− 1
}
.
We let
Mi,λ :=
⊕
µ∈Φi,λ
Vµ ⊂ K[X(m,n) | m ≥ i, n ≤ i− 1]⊗ Vi,λ
be the sum of the irreducible P+(i,d−i+1)-modules with respect to the weights appearing
in Φi,λ. Let
pi : K[X(m,n) | m ≥ i, n ≤ i− 1]⊗ Vi,λ → H˜
i
Xwi
(PdK ,Fλ)
be the quotient map.
Corollary 1.4.7. Then for 1 ≤ i ≤ d, the P+(i,d−i+1)⋉U(g)-module H˜
i
Xwi
(PdK ,Fλ) is
generated as U(g)-module by pi(Mi,λ).
Proof. We write V(0,...,0,−k) ⊗ Vµ′ = (V(0,...,0,−k) ⊗ Vµ′)
∗∗ = (V(k,...,0,0) ⊗ V(µ′)∗)
∗ where
(µ′)∗ = (−µi, . . . ,−µ1) and
∗ indicates the dual representation, cf. [FH] Ex. 15.50.
By Lemma 1.4.4 we have a decomposition
V(k,...,0,0) ⊗ V(µ′)∗ =
⊕
(d1,...,di)∈N
i
0
dj+1≤(µ
′)∗
j
−(µ′)∗
j+1
, j=2,...,i
V(µ′)∗+(d1,...,di).
Thus we get
V(0,...,0,−k) ⊗ Vµ′ =
( ⊕
(d1,...,di)∈N
i
0
dj+1≤(µ
′)∗
j
−(µ′)∗
j+1
, j=2,...,i
V(µ′)∗+(d1,...,di)
)∗
=
⊕
(d1,...,di)∈N
i
0
dj+1≤(µ
′)∗
j
−(µ′)∗
j+1
, j=2,...,i
Vµ′−(di,...,d1)
But (µ′)∗j − (µ
′)∗j+1 = µ
′
i−j − µ
′
i−j+1. Finally, if c1 > 0 and d1 > 0 then
pi(Vµ′−(di,...,d1) ⊠ Vµ′′+(c1,...,cd−i+1)) = g · pi(Vµ′−(di,...,d1−1) ⊠ Vµ′′+(ci−1,...,cd−1+1)).
The claim follows. 
Remark 1.4.8. We point out that for some weights λ, some of the irreducible sub-
modules Vµ ⊂ Mi,λ, µ ∈ Φi,λ, apart from µi,λ are mapped to zero under the quotient
map pi. We refer to section 3 for examples.
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Now we translate the above result for the computation of H˜ i
Pd−iK
(PdK ,F). Consider
the block matrix
zi :=
(
0 Ii
Id+1−i 0
)
∈ G,
where Ij ∈ GLj denotes the j × j-identity matrix. Then V (X0, . . .Xi−1) = Xwi is
transformed into V (Xd−i+1, . . . , Xd) = P
d−i
K under the action of zi. We have
zi ·P(d−i+1,i) · z
−1
i = P
+
(i,d+1−i)
and on the Levi subgroups the conjugacy map is given by
L(d−i+1,i) ∋
(
A 0
0 B
)
7→
(
B 0
0 A
)
∈ L(i,d−i+1).
Thus we get an isomorphism
H˜ i
Pd−iK
(PdK ,F)
∼
→ H˜ i
Xwi
(PdK ,F)
compatible with the action of the parabolic subgroups. Hence in order to determine
theP(d−i+1,i)⋉U(g)-representation of H˜
i
Pd−iK
(PdK ,F) in terms of highest weight vectors,
we have to apply zi - regarded as an element in the Weyl group W - to them. Clearly
the dominant weights are respected by this transformation. We set
Ψi,λ = z
−1
i · Φi,λ
=
|µ′′|⋃
k=0
{
(µ′′ + (c1, . . . , cd−i+1), µ
′ − (di, . . . , d1)) |
∑
jcj =
∑
jdj = k, c1 = 0
or d1 = 0, cj+1 ≤ µ
′′
i − µ
′′
j+1, j = 1, . . . , d− i, dj+1 ≤ µ
′
i−j − µ
′
i−j+1,
j = 1, . . . , i− 1
}
and
Ni,λ =
⊕
µ∈Ψi,λ
Vµ ⊂ K[X(m,n) | m ≤ d− i, n ≥ d− i+ 1]⊗ Vz−1i µi,λ .
Let
qi : K[X(m,n) | m ≤ d− i, n ≥ d− i+ 1]⊗ Vz−1i µi,λ → H˜
i
Pd−iK
(PdK ,Fλ)
be the quotient map. We obtain:
Corollary 1.4.9. For 1 ≤ i ≤ d, the P(d−i+1,i) ⋉ U(g)-module H˜
i
Pd−iK
(PdK ,Fλ) is
generated by qi(Ni,λ).
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2. The G-representation H0(X ,F)
2.1. The fundamental complex. In this section we recall the construction [O3] of
an acyclic resolution of the constant sheaf Z on the boundary of X considered as an
object in the category of pseudo-adic spaces [H].
In order to determine the structure of F(X )′ = H0(X ,F)′ as a locally analytic
G-representation, we proceed as follows. Let
Y = (PdK)
rig \ X
be the set-theoretical complement of X . Consider the topological exact sequence of
locally convex K-vector spaces with continuous G-action
0→ H0(PdK ,F)→ H
0(X ,F)→ H1Y(P
d
K ,F)→ H
1(PdK ,F)→ 0.
Note that the higher cohomology groups H i(X ,F), i > 0, vanish since X is a Stein
space [K2]. TheG-representationsH0(PdK ,F), H
1(PdK ,F) are finite-dimensional alge-
braic. A more delicate problem is to understand the structure of the G-representation
H1Y(P
d
K ,F) which is a K-Fre´chet space. More precisely, it is by Proposition 1.3.3 and
Proposition 1.1.3 a projective limit of K-Banach spaces
H1Y(P
d
K ,F) = lim←−n
H1
Y−n
(PdK ,F).
In [O3] we constructed acyclic resolutions of overconvergent e´tale sheaves on the
boundary of period domains. We want to apply this construction to our situation.
The construction makes use of Huber’s adic spaces [H]. In the appendix we give an
alternative approach avoiding these spaces. In the following, the symbol Xad indicates
the adic space attached to a scheme X or to a rigid analytic variety X defined over
K.
We take the complement of X in the category of adic spaces, i.e., we set
Yad := (PdK)
ad \ X ad.
This is a closed pseudo-adic subspace of PdK . Let {e0, . . . , ed} be the standard basis
of V = Kd+1. For any αi ∈ ∆, put
Vi =
i⊕
j=0
K · ej and Yi = P(Vi)
For any subset I ⊂ ∆ with ∆\I = {αi1 < . . . < αir}, let YI be the closedK-subvariety
of PdK defined by
YI = P(Vi1).
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Furthermore, let PI be the lower parabolic subgroup of G, such that I coincides with
the simple roots appearing in the Levi factor of PI . Hence the group PI stabilizes YI .
We obtain
Yad =
⋃
I⊂∆
⋃
g∈G/PI
g · Y adI =
⋃
g∈G
g · Y ad∆\{αd−1}.(2.1)
For any compact open subset W ⊂ G/PI , put
ZWI :=
⋃
g∈W
gY adI .
We proved in [O3], Lemma 3.2, that ZWI is a closed pseudo-adic subspace of (P
d
K)
ad.
By (2.1) it follows that
Yad =
⋃
I⊂∆
|∆\I|=1
Z
G/PI
I = Z
G/P∆\{αd−1}
∆\{αd−1}
.
Starting from the constant e´tale sheaf Z on Yad we constructed a sheaf of locally
constant sections on the same space. We recall the definition. Consider the natural
closed embeddings of pseudo-adic spaces
Φg,I : gY
ad
I −→ Y
ad
resp.
Φ˜g,I,W : gY
ad
I −→ Z
W
I
resp.
ΨI,W : Z
W
I −→ Y
ad.
Put
Zg,I := (Φg,I)∗(Φ
∗
g,I Z)
resp.
ZZWI := (ΨI,W )∗(Ψ
∗
I,W Z)
and let
Φ˜#g,I,W : ZZWI −→ Zg,I
be the natural homomorphism given by restriction. Let CI be the category of compact
open disjoint coverings of G/PI where the morphisms are given by the refinement-
order. For a covering c = (Wj)j ∈ CI , we denote by Zc the sheaf on Y
ad defined
by
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Zc(U) :=
{
(sg)g ∈
∏
g∈G/PI
Zg,I(U) | there are sections sj ∈ ZZWjI
(U), such
that Φ˜#g,I,Wj(sj) = sg for all g ∈ Wj
}
.
Note that Zc is just the image of the natural morphism of sheaves⊕
j∈A
Z
Z
Wj
I
→֒
∏
g∈G/PI
Zg,I .
We put ∏′
g∈G/PI
Zg,I = lim−→
c∈CI
Zc,(2.2)
We obtain the following complex of sheaves on Yad,
0→ Z→
⊕
I⊂∆
|∆\I|=1
∏′
g∈G/PI
Zg,I →
⊕
I⊂∆
|∆\I|=2
∏′
g∈G/PI
Zg,I → · · · →
⊕
I⊂∆
|∆\I|=i
∏′
g∈G/PI
Zg,I → · · ·
(2.3)
· · · →
⊕
I⊂∆
|∆\I|=d−1
∏′
g∈G/PI
Zg,I →
∏′
g∈G/P∅
Zg,∅ → 0.
Theorem 2.1.1. The complex (2.3) is acyclic.
Proof. This is Theorem 3.3 in [O3]. Strictly speaking, we treated in loc.cit. the case
of the constant e´tale sheaf Z/nZ. But the proof is the same. 
2.2. Evaluation of the spectral sequence. In this section we evaluate the spectral
sequence which is induced by the complex (2.3) applied to Ext∗(i∗(−), F). Here
i : Yad →֒ (PdK)
ad denotes the closed embedding.
By [SGA2] Proposition 2.3 bis., we conclude that
Ext∗(i∗(ZYad),F) = H
∗
Yad(P
d
K ,F),
Further, we have H∗Yad(P
d
K ,F) = H
∗
Y(P
d
K ,F) since the topoi of X and X
ad are equiva-
lent, cf. [H], Prop. 2.1.4. Recall that G0 = G(OK) denotes the compact p-adic group
of OK-valued points of G.
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Proposition 2.2.1. For all I ⊂ ∆, there is an isomorphism
Ext∗(i∗(
∏′
g∈G/PI
Zg,I),F) = lim←−
n∈N
⊕
g∈G0/PnI
H∗gYI(ǫn)(P
d
K ,F).
Proof. Consider the family {
gP nI | g ∈ G0, n ∈ N
}
of compact open subsets in G/PI which yields cofinal coverings in CI . We obtain by
(2.2) the identity ∏′
g∈G/PI
Zg,I = lim−→
c∈CI
Zc = lim−→
n∈N
⊕
g∈G0/PnI
Z
Z
gPn
I
I
.
Choose an injective resolution I• of F . We get
Exti(i∗(
∏′
g∈G/PI
Zg,I),F) = H
i(Hom(i∗(
∏′
g∈G/PI
Zg,I), I
•))
= H i(Hom(lim−→
n∈N
⊕
g∈G0/PnI
i∗(Z
Z
gPn
I
I
), I•)) = H i(lim←−
n∈N
⊕
g∈G0/PnI
Hom(i∗(Z
Z
gPn
I
I
), I•))
= H i(lim
←−
n∈N
⊕
g∈G0/PnI
H0
Z
gPn
I
I
(PdK , I
•)) .
We make use of the following lemma. Here lim←−
(r)
n∈N
is the r-th right derived functor of
lim←−n∈N.
Lemma 2.2.2. Let I be an injective sheaf on (PdK)
ad. Then
lim←−
(r)
n∈N
⊕
g∈G0/PnI
H0
Z
gPn
I
I
(PdK , I) = 0 for r ≥ 1.
Proof. It suffices to show that the projective systems( ⊕
g∈G0/PnI
H0(PdK , I)
)
n∈N
and ( ⊕
g∈G0/PnI
H0((PdK)
ad \ Z
gPnI
I , I)
)
n∈N
are lim
←−n∈N
-acyclic. Clearly the maps G0/P
n
I → G0/P
m
I are surjective for n ≥ m. It
follows that the first projective system is lim←−n∈N-acyclic. Since I is injective, we have
surjections
H0((PdK)
ad \ Z
hPnI
I , I)→ H
0((PdK)
ad \ Z
gPmI
I , I)
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for n ≥ m and hP nI ⊂ gP
m
I . Thus we see that the transition maps⊕
h∈G0/PnI
H0((PdK)
ad \ Z
hPnI
I , I)→
⊕
g∈G0/PmI
H0((PdK)
ad \ Z
gPmI
I , I)
are surjective, as well. The claim follows. 
Thus we get by applying a spectral sequence argument (note that lim
←−
(r) = 0 for r ≥ 2
[Je]) short exact sequences, i ∈ N,
0→ lim←−
n
(1)
⊕
g∈G0/PnI
H i−1
Z
gPn
I
I
(PdK ,F)→ Ext
i(i∗(
∏′
g∈G/PI
Zg,I),F)→ lim←−
n
⊕
g∈G0/PnI
H i
Z
gPn
I
I
(PdK ,F)→ 0.
Lemma 2.2.3. The projective system
(⊕
g∈G0/PnI
H i−1
Z
gPn
I
I
(PdK ,F)
)
n∈N
consists of K-
Fre´chet spaces and satisfies the (topological) Mittag-Leffler property for all i ≥ 1 (cf.
[EGAIII] 13.2.4).
Proof. By the same methods as those used in Propositions 1.1.2 and 1.1.3, we can
choose a decreasing sequence of admissible open subsets
· · · ⊃ Dm−1 ⊃ Dm ⊃ Dm+1 ⊃ · · ·
in (PdK)
rig with ⋂
m
(Dm)
ad = Z
PnI
I ,
and such that the complements (PdK)
rig \ Dm are admissible open. In fact, we can
choose these subsets to be coverings of the shape
Dm =
⋃
h∈Rm
h · Y −I (ǫm),
where Rm ⊂ P
n
I are finite subsets. Here we may assume that Rm ⊂ Rm+1 and 1 ∈ Rm
for all m. By translation with g ∈ G0 we obtain admissible open subsets g · Dm of
(PdK)
rig with
(2.4)
⋂
m
g · (Dm)
ad = Z
gPnI
I .
We shall see that the cohomology groups H∗((PdK)
rig \Dm,F) are K-Fre´chet spaces
and that the transition maps
H∗((PdK)
rig \Dm+1,F)→ H
∗((PdK)
rig \Dm,F)
have dense image. Let ∆\ I = {αi1 < · · · < αir}. If ∆\ I = {αd−1}, i.e., YI ⊂ P
d
K is a
hyperplane, then the covering ((PdK)
rig\Dm)m is of the type considered in Proposition
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1.1.3 and the statement is a priori clear since it holds for Stein spaces. In general, we
may write
Y −I (ǫm) =
⋂
j>i1
H−j (ǫm)
where Hj is the hyperplane V (Xj) ⊂ P
d
K . Then
(2.5) (PdK)
rig \Dm =
⋂
h∈Rm
h ·
( ⋃
j>i1
(PdK)
rig \H−j (ǫm)
)
.
For a hyperplane H ⊂ PdK , let ℓH ∈ S be a unimodular linear polynomial with
V (ℓH) = H. Thus a point z ∈ (P
d
K)
rig is contained in (2.5) if for all h ∈ Rm, there is
an index j > i1 with |ℓh·Hj(z)| ≥ ǫm. For each h ∈ Rm, let jh > i1 be some integer.
Set
U(jh)h = {z ∈ (P
d
K)
rig | |ℓh·Hjh (z)| ≥ ǫm ∀h ∈ Rm}.
Then for varying (jh)h, the sets U(jh)h form an open covering of (P
d
K)
rig\Dm consisting
of K-affinoid subsets. In fact, let
H(jh)h = {h ·Hjh | h ∈ Rm}.
By the same reasoning as in [SS] Prop. 4, we see that the K-algebra O(U(jh)h) of
analytic functions on U(jh)h is isomorphic to the K-affinoid algebra
K〈THi,H , TH,H′ | 0 ≤ i ≤ d, H,H
′ ∈ H(jh)h}〉/Im,
where Im is the closed ideal generated by the elements
TH,H − π
m, H ∈ H(jh)h
TH,H′ · TH′,H′′ − π
m · TH,H′′ , H
′, H ′′ ∈ H(jh)h , H ∈ H(jh)h ∪ {Hi | 0 ≤ i ≤ d}
TH,Hj1 −
d∑
i=0
λi · THi,Hj1 if ℓH(z) =
d∑
i=0
λizi, H ∈ H(jh)h .
The isomorphism is given by TH,H′ 7→ π
mℓH/ℓH′ ∈ O(U(jh)h).
From now on, it suffices to treat the case F = O. We consider the Cˇech complex
with respect to the covering U(jh)h for varying (jh)h. The analytic functions on the
intersections of the various sets U(jh)h are described in the same manner. It is checked
that the boundary maps are closed. In particular, the cohomology groupsH∗((PdK)
rig\
Dm,O) are K-Fre´chet spaces. Furthermore the transition maps are dense. Thus by
Proposition 1.3.4 we get7
H∗((PdK)
ad \ Z
PnI
I ,F) = lim←−m
H∗((PdK)
ad \Dadm ,F).(2.6)
7Note that H∗((PdK)
ad \ Dadm+1,F) = H
∗((PdK)
rig \ Dm+1,F) resp. H∗((PdK)
ad \ Z
Pn
I
I ,F) =
H∗((PdK)
rig \ PnI · Y
rig
I ,F) since the corresponding topoi are equivalent cf. [H] Prop. 2.1.4.
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Furthermore, the transition maps
H∗((PdK)
ad \ Z
Pn+1I
I ,F)→ H
∗((PdK)
ad \ Z
PnI
I ,F)
are dense. Thus, taking (2.4) into account, our projective system consists ofK-Fre´chet
spaces and satisfies the topological Mittag-Leffler property. 
We deduce from [EGAIII] 13.2.4 that
lim←−
(1)
n∈N
( ⊕
g∈G0/PnI
H i−1
Z
gPn
I
I
(PdK ,F)
)
n∈N
= 0.
We obtain the identity
Exti(i∗(
∏′
g∈G/PI
Zg,I),F) ∼= lim←−
n∈N
⊕
g∈G0/PnI
H i
Z
gPn
I
I
(PdK ,F).
On the other hand, we have
⋂
n∈N Z
PnI
I =
⋂
n∈N YI(ǫn)
ad = Y adI . Again, by applying
Proposition 1.3.3, we deduce the identity lim
←−n
H∗
Z
Pn
I
I
(PdK ,F) = lim←−n
H∗YI(ǫn)ad(P
d
K ,F).
We get
lim
←−
n
⊕
g∈G0/PnI
H∗
Z
gPn
I
I
(PdK ,F) = lim←−
n
⊕
g∈G0/PnI
H∗gYI(ǫn)ad(P
d
K ,F)
= lim←−
n
⊕
g∈G0/PnI
H∗gYI(ǫn)(P
d
K ,F).
Thus the statement of our proposition is proved. 
Consider the spectral sequence
(2.7) E−p,q1 = Ext
q(
⊕
I⊂∆
|∆\I|=p+1
i∗(
∏′
g∈G/PI
Zg,I),F)⇒ Ext
−p+q(i∗(ZYad),F) = H
−p+q
Yad
(PdK ,F)
induced by the acyclic complex (2.3), cf. Theorem 2.1.1. By applying the previous
proposition to it we compute for the rows E•,q1 , q ∈ N, the following complexes of
K-Fre´chet spaces. Note that we have
H∗
Pd−jK (ǫn)
(PdK ,F) = H
j
Pd−jK (ǫn)
(PdK ,F)⊕
d⊕
k=j+1
Hk(PdK ,F)
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by (1.10).
E•,d1 : lim←−
n
⊕
g∈G0/Pn∅
HdgP0K(ǫn)
(PdK ,F)→
⊕
I⊂∆
#I=1
lim←−
n
⊕
g∈G0/PnI
Mdg,I →
⊕
I⊂∆
#I=2
lim←−
n
⊕
g∈G0/PnI
Mdg,I
→ . . .→ lim
←−
n
⊕
g∈G0/Pn(1,d)
Mdg,I ,
where
Mdg,I =


Hd
gP0K(ǫn)
(PdK ,F) ; α0 /∈ I
Hd(PdK ,F) ; α0 ∈ I
,
E•,d−11 : lim←−
n
⊕
g∈G0/Pn(2,1,...,1)
Hd−1
gP1K(ǫn)
(PdK ,F)→
⊕
I⊂∆
#I=2
α0∈I
lim←−
n
⊕
g∈G0/PnI
Md−1g,I →
⊕
I⊂∆
#I=3
α0∈I
lim←−
n
⊕
g∈G0/PnI
Md−1g,I
→ . . .→ lim←−
n
⊕
g∈G0/Pn(2,d−1)
Md−1g,I ,
where
Md−1g,I =


Hd−1
gP1K(ǫn)
(PdK ,F) ; α1 /∈ I
Hd−1(PdK ,F) ; α1 ∈ I
,
...
E•,j1 : lim←−
n
⊕
g∈G0/Pn(d+1−j,1,...,1)
Hj
gPd−jK (ǫn)
(PdK ,F)→
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
lim
←−
n
⊕
g∈G0/PnI
M jg,I →
⊕
I⊂∆
#I=d−j+2
α0...αd−j−1∈I
lim
←−
n
⊕
g∈G0/PnI
M jg,I
→ . . .→ lim
←−
n
⊕
g∈G0/Pn(d+1−j,j)
M jg,I ,
where
M jg,I =


Hj
gPd−jK (ǫn)
(PdK ,F) ; αd−j /∈ I
Hj(PdK ,F) ; αd−j ∈ I
,
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...
E0,11 : lim←−
n
⊕
g∈G0/Pn(d,1)
H1
gPd−1K (ǫn)
(PdK ,F).
Here, the very left term in each row E•,j1 sits in degree −j + 1. We can rewrite these
complexes in terms of induced representations. Here we abbreviate
(d+ 1− j, 1j) := (d+ 1− j, 1, . . . , 1)
for any decomposition (d+ 1− j, 1, . . . , 1) of d+ 1.
E•,d1 : lim←−
n
IndG0Pn
∅
HdP0K(ǫn)
(PdK ,F)→ lim←−
n
⊕
I⊂∆
#I=1
IndG0PnI
Mdg,I → lim←−
n
⊕
I⊂∆
#I=2
IndG0PnI
Mdg,I
→ . . .→ lim
←−
n
IndG0Pn
(1,d)
Mdg,I ,
E•,d−11 : lim←−
n
IndG0Pn
(2,1d−1)
Hd−1
P1K(ǫn)
(PdK ,F)→ lim←−
n
⊕
I⊂∆
#I=2
α0∈I
IndG0PnI
Md−1g,I → lim←−
n
⊕
I⊂∆
#I=3
α0∈I
IndG0PnI
Md−1g,I
→ . . .→ lim←−
n
IndG0Pn
(2,d−1)
Md−1g,I
...
E•,j1 : lim←−
n
IndG0Pn
(d+1−j,1j )
Hj
Pd−jK (ǫn)
(PdK ,F)→ lim←−
n
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
IndG0PnI
M jg,I → lim←−
n
⊕
I⊂∆
#I=d−j+2
α0...αd−j−1∈I
IndG0PnI
M jg,I
→ . . .→ lim
←−
n
IndG0Pn
(d+1−j,j)
M jg,I
...
E0,11 : lim←−
n
IndG0Pn
(d,1)
H1
Pd−1K (ǫn)
(PdK ,F).
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Proposition 2.2.4. Each of the complexes E•,j1 , j = 1, . . . , d, is acyclic apart from
the very left and right position.
Proof. We can write each of the complexes in the shape E•,j1 = lim←−nK
•
j,n, whereK
•
j,n is
a complex of K-Fre´chet spaces which appears in a short exact sequence of complexes
of K-Fre´chet spaces
0→ K•,
′
j,n → K
•
j,n → K
•,′′
j,n → 0.(2.8)
Here, K•,
′
j,n is the complex
IndG0Pn
(d+1−j,1j )
H˜j
Pd−jK (ǫn)
(PdK ,F)→
⊕
I⊂∆
#I=d−j+1
α0,...,,αd−j−1∈I,αd−j /∈I
IndG0PnI
H˜j
Pd−jK (ǫn)
(PdK ,F)
→
⊕
I⊂∆
#I=d−j+2
α0,...,αd−j−1∈I,αd−j /∈I
IndG0PnI
H˜j
Pd−jK (ǫn)
(PdK ,F)→ . . .→ Ind
G0
Pn
(d+1−j,j)
H˜j
Pd−jK (ǫn)
(PdK ,F).
Furthermore, the complex K•,
′′
j,n is given by
IndG0Pn
(d+1−j,1j)
Hj(PdK ,F) →
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
IndG0PnI
Hj(PdK ,F)→
⊕
I⊂∆
#I=d−j+2
α0,...,αd−j−1∈I
IndG0PnI
Hj(PdK ,F)→
. . . →
⊕
I⊂∆
#(∆\I)=1
α0,...,αd−j−1∈I
IndG0PnI
Hj(PdK ,F).
Since Hj(PdK ,F) is a G-module, this complex is isomorphic to(
IndG0Pn
(d+1−j,1j )
K →
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
IndG0PnI
K → . . .→
⊕
I⊂∆
#(∆\I)=1
α0,...,αd−j−1∈I
IndG0PnI
K
)
⊗Hj(PdK ,F).
It suffices to prove that the complexes lim
←−n
K•,
′
j,n and lim←−n
K•,
′′
j,n are acyclic apart from
the very left and right position. We deduce this property for K•,
′′
j,n by applying the
first part of the following lemma to its dual.
Lemma 2.2.5. (i) For each integer 0 ≤ j ≤ d − 1, the following complex is acyclic
apart from the very left and right position:(
IndG0Pn
(d+1−j,1j )
K →
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
IndG0PnI
K → . . .→
⊕
I⊂∆
#(∆\I)=1
α0,...,αd−j−1∈I
IndG0PnI
K
)
⊗Hj(PdK ,F).
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(ii) Let W be any P(d+1−j,j)(OK/(π
n))-module. Consider W as a P n(d+1−j,j)-module
via the inflation map (1.11). Then for each integer 0 ≤ j ≤ d − 1, the following
complex is acyclic apart from the very left and right position:
IndG0Pn
(d+1−j,j)
W → . . .→
⊕
I⊂∆
#I=d−j+2
α0,...,αd−j−1∈I,αd−j 6∈I
IndG0PnI
W →
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I,αd−j 6∈I
IndG0PnI
W → IndG0Pn
(d+1−j,1j )
W
Proof. For a subset I ⊂ ∆, there is a natural isomorphism
G0/P
n
I
∼
−→ G(OK/(π
n))/PI(OK/(π
n)).
Via this identification the representation IndG0PnI
W coincides with Ind
G(OK/(π
n))
PI(OK/(πn))
W.
Then statement (i) follows from Theorem 2.5, ch. III in [OR]. In fact, loc.cit. treats
the dual complex in the case n = 1, but the proof for n > 1 is the same. The proof of
part (ii) works by the same reasoning as in loc.cit. In particular, it does not depend
on the coefficient system. 
Since the complex K•,
′′
j,n consists of finite-dimensional K-vector spaces, we conclude
by the Mittag-Leffler condition that lim←−nK
•,′′
j,n is acyclic apart from the very left and
right position. The dual complex (lim←−nK
•,′′
j,n )
′ of lim←−nK
•,′′
j,n is given by
lim
−→
n
IndG0Pn
(d+1−j,1j)
Hj(PdK ,F)
′ ←
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
lim
−→
n
IndG0PnI
Hj(PdK ,F)
′ ←
⊕
I⊂∆
#I=d−j+2
α0,...,αd−j−1∈I
lim
−→
n
IndG0PnI
Hj(PdK ,F)
′
← . . . ←
⊕
I⊂∆
#(∆\I)=1
α0,...,αd−j−1∈I
lim−→
n
IndG0PnI
Hj(PdK ,F)
′
= Ind∞,GP
(d+1−j,1j)
Hj(PdK ,F)
′ ←
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
Ind∞,GPI H
j(PdK ,F)
′ ←
⊕
I⊂∆
#I=d−j+2
α0,...,αd−j−1∈I
Ind∞,GPI H
j(PdK ,F)
′
← . . . ←
⊕
I⊂∆
#(∆\I)=1
α0,...,αd−j−1∈I
Ind∞,GPI H
j(PdK ,F)
′.
Here Ind∞,GP denotes the (unnormalized) smooth induction functor for a parabolic
subgroup P ⊂ G, cf. [Ca]. Again, since Hj(PdK ,F) is even a G-module, this complex
coincides with(
Ind∞,GP
(d+1−j,1j )
K ←
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
Ind∞,GPI K ← . . .←
⊕
I⊂∆
#(∆\I)=1
α0,...,αd−j−1∈I
Ind∞,GPI K
)
⊗Hj(PdK ,F)
′.
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Let
vGP
(d+1−j,1j )
(K) := Ind∞,GP
(d+1−j,1j )
K/
∑
Q)P
(d+1−j,1j)
Ind∞,GQ K
be the smooth generalized Steinberg representation with respect to the parabolic
subgroup P(d+1−j,1j). It is known that this is an irreducible smooth G-representation,
cf. [BW] ch. X. Put
vGP
(d+1−j,1j )
(Hj(PdK ,F)
′) := vGP
(d+1−j,1j )
(K)⊗Hj(PdK ,F)
′
The only non-vanishing cohomology groups of the dual complex (lim
←−n
K•,
′′
j,n )
′ are there-
fore given by
H∗((lim←−
n
K•,
′′
j,n )
′) = vGP
(d+1−j,1j )
(Hj(PdK ,F)
′)⊕Hj(PdK ,F)
′ for j ≥ 2
resp.
H∗((lim←−
n
K•,
′′
j,n )
′) = Ind∞,GP(d,1)H
1(PdK ,F)
′ for j = 1.
Now, we turn to the complexes lim←−nK
•,′
j,n. Each entry in lim←−nK
•,′
j,n is a compact
projective limit ofK-Fre´chet spaces, hence nuclear, cf. [S2] Proposition 19.9 (compare
also the example at the end of chapter 16). By loc.cit. Corollary 19.3 these objects
are reflexive. The duality functor is exact on the category of K-Fre´chet spaces, cf.
[Ba] ch I, Cor. 1.4. So, it suffices to show that the dual complexes (see [S2] Prop.
16.10)
lim
−→
n
IndG0Pn
(d+1−j,1j )
H˜j
Pd−jK (ǫn)
(PdK ,F)
′ ←
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I,αd−j /∈I
lim
−→
n
IndG0PnI
H˜j
Pd−jK (ǫn)
(PdK ,F)
′
←
⊕
I⊂∆
#I=d−j+2
α0...αj−1∈I,αd−j /∈I
lim−→
n
IndG0PnI
H˜j
Pd−jK (ǫn)
(PdK ,F)
′ ← . . .← lim−→
n
IndG0Pn
(d+1−j,j)
H˜j
Pd−jK (ǫn)
(PdK ,F)
′
consisting of compact inductive limits of locally convex K-vector spaces are exact
apart from the very left and right position. But this follows by the exactness of lim
−→
from Lemma 2.2.5, as well. Thus Proposition 2.2.4 is proved. 
Remark 2.2.6. Alternatively, on could prove the acyclicity of lim
←−n
K•,
′
j,n as follows.
By the same reasoning as in the proof of Lemma 2.2.5 one shows that even the
complex K•,
′
j,n is exact apart from the very left and right position. Then we apply the
topological Mittag-Leffler condition to the projective limit to deduce the claim, cf.
Lemma 1.3.7. 
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By Proposition 2.2.4 we deduce that the only non-vanishing entries in Ep,q2 are
given by the indices (p, q) = (−j + 1, j), j = 1, . . . , d, and (p, q) = (0, j), j ≥ 2. For
the latter indices, we get
E0,q2 = H
q(Pd,F).
For the other indices, we obtain
E−j+1,j2 = ker(E
−j+1,j
1 → E
−j+2,j
1 ) =
ker
(
lim←−
n
IndG0Pn
(d+1−j,1j)
Hj
Pd−jK (ǫn)
(PdK ,F)→ lim←−
n
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
IndG0PnI
M jg,I
)
.
Thus our spectral sequence has apart from stretching the y-axis the same structure
as in the case of constant coefficients, cf. p.70 [SS]. Further, the composed maps
E0,s2 → H
s
Y(P
d
K ,F)→ H
s(Pdk,F) where the first map is the edge homomorphism are
isomorphisms for s > 1 and surjective for s = 1. By the same reasoning as in loc.cit.
we conclude that our spectral sequence degenerates at E2. By duality, i.e., by taking
the strong dual of these K-Fre´chet spaces, we get locally analytic (cf. [ST3] Cor. 3.3)
G0-representations
(E−j+1,j2 )
′ = coker
(
lim
−→
n
⊕
I⊂∆
#I=d−j+1
α0,...,αd−j−1∈I
IndG0PnI
(M jg,I)
′ → lim
−→
n
IndG0Pn
(d+1−j,1j)
Hj
Pd−jK (ǫn)
(PdK ,F)
′
)
,
which are by (2.8) extensions of locally analytic G0-representations
(2.9)
0→ vGP
(d+1−j,1j )
(Hj(PdK ,F)
′)→ (E−j+1,j2 )
′ → lim−→
n
IndG0Pn
(d+1−j,j)
(H˜j
Pd−jK (ǫn)
(PdK ,F)
′⊗Stj)→ 0.
Here, Stj = v
GLj
B∩GLj
(K) denotes the smooth Steinberg representation of the p-adic
Lie group GLj viewed as one of the factors of the Levi subgroup L(d−j+1,j). Now, we
plug in the result of Proposition 1.3.10. We obtain isomorphisms of locally analytic
G0-representations:
lim−→
n
IndG0Pn
(d+1−j,j)
(H˜j
Pd−jK (ǫn)
(PdK ,F)
′ ⊗ Stj) ∼= lim−→
n
IndG0Pn
(d−j+1,j)
(O(U+,n(d−j+1,j), N
′
d−j)
dd−j ⊗ Stj)
= lim
−→
n
IndG0Pn
(d−j+1,j)
(O(U+,n(d−j+1,j), N
′
d−j)⊗ Stj)
dd−j .
The latter equality holds since Stj is smooth. On the other hand,
lim
−→
n
IndG0Pn
(d−j+1,j)
(O(U+,n(d−j+1,j), N
′
d−j)⊗ Stj)
∼= Can(G,P(d−j+1,j);N
′
d−j ⊗ Stj).
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Here Can(G,P(d−j+1,j);N
′
d−j⊗Stj) denotes the locally analytic inducedG-representation
[F] with values in N ′d−j ⊗ Stj:
Can(G,P(d−j+1,j);N
′
d−j ⊗ Stj) =
{
locally analytic maps f : G→ N ′d−j ⊗ Stj |
f(g · p) = p−1f(g) ∀g ∈ G, p ∈ P(d−j+1,j)
}
.
In the above formula, we have made use of the canonical identity
Can(G0,P(d−j+1,j)(OK);N
′
d−j ⊗ Stj) = C
an(G,P(d−j+1,j);N
′
d−j ⊗ Stj)
as locally analytic G0-representations. This identity follows from the Iwasawa de-
composition G = G0 · P(d−j+1,j) and by [F] 4.1.4. Hence, the above space possesses
even the structure of a locally analytic G-representation. We claim that the above
isomorphisms and the resulting extensions (2.9) are even G-equivariant. In fact, this
follows essentially from the Iwasawa decomposition and Remark 1.3.11. Altogether,
we get an isomorphism
lim
−→
n
IndG0Pn
(d+1−j,j)
(H˜j
Pd−jK (ǫn)
(PdK ,F)
′ ⊗ Stj) ∼= C
an(G,P(d−j+1,j);N
′
d−j ⊗ Stj)
dd−j .
In the following, we also use for a parabolic subgroup P ⊂ G and a locally analytic
P -representation U , the symbol Indan,GP (U) instead of C
an(G,P ;U).
Lemma 2.2.7. Let V • = V −d+1 ⊃ V −d+2 ⊃ · · · ⊃ V −1 ⊃ V 0 ⊃ V 1 = (0) be the
canonical filtration on V −d+1 = H1Y(P
d
K ,F) defined by our spectral sequence (2.7).
Then the subspaces V j are closed in the K-Fre´chet space H1Y(P
d
K ,F).
Proof. Recall the definition of V •. Let K• be the simple complex attached to the dou-
ble complex E•,•0 − the 0-th term of our spectral sequence. Let F
p(K•) =
∑
j≥pE
j,•
0
be the sum of the columns E•,j0 with j ≥ p. Then V
−d+i is by definition the kernel
of the natural homomorphisms H1(K•) → H1(K•/F−d+i(K•)), or equivalently, it
is the image of the natural homomorphism H1(F−d+i(K•)) → H1(K•), cf. 11.2.2
[EGAIII]. We consider the pull-back of V • to H0(X ,F) under the boundary map
H0(X ,F) → H1Y(P
d
K ,F). On X the vector bundle F splits, cf. (1.2). Since the
canonical filtrations with respect to OrkF and F differ topologically at most by finite-
dimensional Hausdorff K-vector spaces, it is enough to treat the case of F = OrkF
and hence of F = O. In this case one sees by the definition of our spectral sequence
that the algebraic part of V −d+i consists of functions having at most d− i+ 1 poles,
cf. also Proposition 3.1.1. Thus, our filtration coincides up to the numbering with
Pohlkamps (3.3) which consists of closed subspaces. 
Summarising the computation of this chapter we obtain the following theorem.
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Theorem 2.2.8. Let
V −d+1 ⊃ V −d+2 ⊃ · · · ⊃ V −1 ⊃ V 0 ⊃ V 1 = (0)
be the canonical G-equivariant filtration by closed K-Fre´chet spaces on H1Y(P
d
K ,F)
defined by the spectral sequence (2.7). For j = 1, . . . , d − 1, there are extensions of
locally analytic G-representations
0→ vGP
(d−j,1j+1)
(Hj+1(PdK ,F)
′)→ (V −j/V −j+1)′ → Indan,GP(d−j,j+1)(N
′
d−j−1⊗Stj+1)
dd−j−1 → 0.
In the case j = 0, there is an extension
0→ Ind∞,GP(d,1)(H
1(PdK ,F)
′)→ (V 0)′ → Indan,GP(d,1)(N
′
d−1 ⊗ St1)
dd−1 → 0.
Proof. This follows from the above computation 
Consider the topological exact G-equivariant sequence of K-Fre´chet spaces
0→ H0(PdK ,F)→ H
0(X ,F)
p
→ H1Y(P
d
K ,F)→ H
1(PdK ,F)→ 0.
For i = 0, . . . ,−d, we set
W i := p−1(V i+1).
Thus we get a G-equivariant filtration by closed K-Fre´chet spaces
W−d ⊃W−d+1 ⊃ · · · ⊃ W−1 ⊃W 0
on W−d = H0(X ,F).
Corollary 2.2.9. For j = 1, . . . , d, there are extensions of locally analytic G-represen-
tations
0→ vGP
(d−j+1,1j )
(Hj(PdK ,F)
′)→ (W−j/W−j+1)′ → Indan,GP(d+1−j,j)(N
′
d−j ⊗ Stj)
dd−j → 0.
In the case j = 0, we get
W 0 = H0(Pd,F).

For vector bundles, where the unipotent radical U(1,d) acts trivially on the fibre,
we can make our result more precise using the main result Corollary 1.4.9.
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Theorem 2.2.10. Let F = Fλ be a homogeneous vector bundle on P
d
K corresponding
to the L(1,d)-dominant weight λ ∈ Z
d+1. Let i0 ∈ N be the unique integer with wi ∗λ 
wi+1 ∗ λ for all i ≥ i0, and wi ∗ λ ≺ wi+1 ∗ λ for all i < i0. For 1 ≤ j ≤ d, let
µj,λ :=
{
wj−1 ∗ λ : j ≤ i0
wj ∗ λ : j > i0
.
Write µj,λ = (µ
′, µ′′) with µ′ ∈ Zj and µ′′ ∈ Zd−j+1. Further, set
Ψj,λ =
|µ′′|⋃
k=0
{
(µ′′ + (c1, . . . , cd−j+1), µ
′ − (dj, . . . , d1)) |
∑
ici =
∑
idi = k, c1 = 0
or d1 = 0, ci+1 ≤ µ
′′
i − µ
′′
i+1, i = 1, . . . , d− j, di+1 ≤ µ
′
j−i − µ
′
j−i+1,
i = 1, . . . , j − 1
}
and let
Nj,λ =
⊕
µ∈Ψj,λ
Vµ ⊂ K[X(m,n) | m ≤ d− j, n ≥ d− j + 1]⊗ V(µ′′,µ′)
be the sum of the irreducible algebraic P(d+1−j,j)-representations Vµ attached to µ. Let
qj : K[X(m,n) | m ≤ d− j, n ≥ d− j + 1]⊗ V(µ′′,µ′) → H˜
j
Pd−jK
(PdK ,Fλ)
be the quotient map of Corollary 1.4.9. Then we can choose Nd−j to be qj(Nj,λ).
Proof. This follows from Corollary 1.4.9 . 
Remark 2.2.11. By renumbering the filtration W • on H0(X ,F), i.e., if we set
F(X )i := W−d+i
for i = 0, . . . d, we get the filtration on H0(X ,F) mentioned in the introduction. 
Conclusion: Although we have generalized the cases of F = Ωd [ST1] respectively
F = O [P] to arbitrary homogeneous vector bundles on PdK , our result has the lack
that it does not yield explicit isomorphisms (partial boundary value maps) as in loc.
cit. We hope to determine these isomorphisms in a future paper.
3. Examples
3.1. F = OPdK . In this chapter we compare our result in the case F = O = OPdK to
that of [P]. For this purpose, we have to recall some more notation used there.
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In loc.cit. there is defined a filtration by closed K-Fre´chet spaces on O(X ) as
follows. For a character µ =
∑d
l=0mlǫl ∈ X∗(T ), we set
J−(µ) = {l | 0 ≤ l ≤ d and ml < 0}.
For a subset J ⊂ {0, . . . , d}, we put
aJ :=
∑
{µ |J−(µ)⊂J}
K · µ.
This is a U(g)-submodule of
Oinf(X ) :=
∑
µ∈X∗(T )
K · Ξµ ⊂ O(X )
and we have
J ′ ⊂ J ⇐⇒ aJ ′ ⊂ aJ .
The extreme cases are
a∅ = K · Ξ0 resp. a{0,...,d} = Oinf(X ).
We set a<J :=
∑
J ′(J aJ ′ for J 6= ∅ and a
<
∅ = 0. We obtain K-vector space isomor-
phisms
aJ/a
>
J
∼
−→
∑
{µ |J=J−(µ)}
K · Ξµ.
Put
A(J) := {µ ∈ X∗(T ) | mj = −1 for j ∈ J−(µ) and J−(µ) = J}
MJ :=
∑
µ∈A(J)
K · Ξµ + a
<
J /a
<
J
pJ = {(gi,j) | gi,j = 0, if i 6∈ J and j ∈ J}.
Then MJ ⊂ aJ/a
<
J is a pJ -submodule of Oinf(X ). For 0 ≤ j ≤ d, we set
aj =
∑
{µ |#J−(µ)≤ j}
K · Ξµ.
We get a filtration by g-submodules
K = a0 ⊂ a1 ⊂ · · · ⊂ ad−1 ⊂ ad = Oinf(X )(3.1)
on Oinf(X ). For 0 ≤ j ≤ d, we put
j := {d− j + 1, . . . , d}.
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Let Pj ⊂ G be the parabolic subgroup with Lie algebra pj. Let Uj ⊂ Pj be its
unipotent radical and let Lj ⊂ Pj be its standard Levi subgroup. The group Lj splits
into a product
Lj = L(j)× L
′(j)
with L′(j) ∼= GLj and L(j) ∼= GLd−j+1. We get
lj = l(j)× l
′(j).
In [P], chapter 1, it is shown that l(j) acts on Mj via the j-th symmetric power on
the K-vector space Kd+1−j . Further l′(j) acts on Mj by the trace character, i.e., by
t · Ξµ = (−
∑
i∈j
ti) · Ξµ, t ∈ l
′(j).
Denote by dj := ker ϕj the kernel of the epimorphism
ϕj : U(g)⊗U(pj) Mj → aj/a
<
j
.
Let Oalg(X ) ⊂ O(X ) be the subspace of algebraic functions. More concretely,
Oalg(X ) =
{
F =
P
Q
| Q =
r∏
j=1
(
d∑
i=0
cijXi)
lj | cij ∈ K,
P is a homogeneous polynomial of degree
r∑
j=1
lj
}
.
This is a dense subset of the K-Fre´chet algebra O(X ), comp. [ST1] 3.3. We denote
by
ı : Oalg(X )→ N
the index function. This is a G-invariant map taking values in the interval [0, d]. For
a function F = P
Q
∈ Oalg(X ), with (P,Q) = 1 and pairwise different (c0,j, . . . , cd,j) ∈
Kd+1, j = 1, . . . , r, it is defined by ı(P
Q
) = ıo(
P
Q
) = r . In general, it is given by
ı(F ) = minmax
{
ıo(
Pk
Qk
) | k
}
,
where the minimum is taken over all representations F =
∑
k
Pk
Qk
with Pk
Qk
∈ Oalg(X ).
Put
(3.2) Oalg(X )j :=
{
F ∈ Oalg(X ) | ı(F ) ≤ j
}
.
We obtain a filtration
K = Oalg(X )0 ⊂ Oalg(X )1 ⊂ · · · ⊂ Oalg(X )d−1 ⊂ Oalg(X )d = Oalg(X )
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on Oalg(X ). The relation between the filtration (3.1) on Oinf(X ) and this one is
Oalg(X )j =
∑
g∈G
g · aj , j = 0, . . . , d.
This follows from some of the results in [GV] and is explained in [P] resp. [ST1].
Finally, for j = 1, . . . , d, let
O(X )j := Oalg(X )j ⊂ O(X )
be the topological closure of Oalg(X )j in O(X ). We get a G-equivariant filtration by
closed K-Fre´chet spaces
(3.3) K = O(X )0 ⊂ O(X )1 ⊂ · · · ⊂ O(X )d = O(X )
on O(X ). Each subquotient is a reflexive K-Fre´chet space with a continuous G-action
(see [ST1] Prop. 6) and its dual is a locally analytic G-representation. Similarly to
[ST1], Pohlkamp constructs for 1 ≤ j ≤ d, isomorphisms
(O(X )j/O(X )j−1)
′ ∼−→ Can(G,Pj ;M
′
j ⊗ Stj)
dj=0
of locally analytic G-representations. Here, the unipotent radical of Pj acts trivially
on M ′
j
⊗ Stj . The group L(j) acts in the obvious way. The action of L
′(j) is given by
the inverse of the determinant character and on Stj by the Steinberg representation.
We return to our computation. First of all, the cohomology of the structure sheaf
O is given by
H∗(PdK ,O) = H
0(PdK ,O) = K.
So, in this case all the contributions vGP(d+j+1,1,...,1)(H
−j(PdK ,O)), j = −1, . . . ,−d, in
Theorem 2.2.10 vanish. Moreover, we have O(X )0 = K = W
0. It remains to compute
the locally analytic part of our formula. The structure sheaf corresponds to the weight
λ = (0, . . . , 0) ∈ Zd+1. We get8
wj ∗ λ = (−1, . . . ,−1︸ ︷︷ ︸
j
| j, 0, . . . , 0)
and
µj,λ = wj ∗ λ for all j = 1, . . . , d.
Further we compute
Φj,λ =
j⋃
k=0
{(−1, . . . ,−1︸ ︷︷ ︸
j−1
,−1 − k | j, k, 0 . . . , 0)}
8Instead of a further comma, we use the symbol | for a better distinction of the individual vectors.
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resp.
Ψj,λ =
j⋃
k=0
{(j, k, 0 . . . , 0 | −1, . . . ,−1︸ ︷︷ ︸
j−1
,−1− k)}.
By Corollary 1.4.9 we deduce that the U(g)-module H˜d−j
PjK
(PdK ,O) = H
d−j
PjK
(PdK ,O)
is generated by a quotient of the P(j+1,d−j)-representation Nd−j,λ =
⊕
µ∈Ψd−j,λ
Vµ,
where Vµ is the irreducible algebraic L(j+1,d−j)-representations with highest weight µ.
Actually, by the following proposition and the U(g)-structure with respect to O, cf.
(1.5), it turns out that the representation to the one with highest weight
z−1d−j · µd−j,λ = (d− j, 0, . . . , 0 | −1, . . . ,−1)︸ ︷︷ ︸
d−j
generates Hd−j
PjK
(PdK ,O) as U(g)-module.
Proposition 3.1.1. For 0 ≤ j ≤ d− 1, we have
Hd−j
PjK
(PdK ,O) =
⊕
k0,...,kj≥0
kj+1,...,kd<0
k0+...+kd=0
K ·Xk00 X
k1
1 · · ·X
kd
d
Proof. The proof follows easily from the formula (1.7). 
Hence we can choose Nj to be the P(j+1,d−j)-module isomorphic to the outer tensor
product
Symd−j(Kj+1)⊠ det −1.
By the proposition above, we may identify Nj with the K-vector space generated by
the elements
P
Xj+1 · · ·Xd
∈
⊕
k0,...,kj≥0
kj+1,...,kd<0
k0+...+kd=0
K ·Xk00 X
k1
1 · · ·X
kd
d ,
where P is homogeneous polynomial in X0, . . . , Xj of degree d−j. These are precisely
the elements
Ξµ ∈ O(X ) where µ ∈ A(d− j).
In particular, we have
Nj = Md−j
as subspaces of Oinf(X ). Further, the set of differential equations dj = dd−j coincide.
By Theorem 2.2.10 we have a filtration W−d ⊃ W−d+1 ⊃ · · · ⊃ W−1 ⊃ W 0 on
H0(X ,O) with
(W j/W j+1)′ ∼= Can(G,P(d+j+1,j);N
′
d+j ⊗ St−j)
dd+j , j = −1, . . . ,−d.
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Hence we have shown that the graded pieces of our filtration coincides with that in
[P]. Moreover, by definition of the canonical filtration on H1Y(P
d
K ,O) induced by the
spectral sequence (2.7) (cf. Lemma 2.2.7), we see that both filtrations are the same.
In fact, this follows from Proposition 3.1.1 and (3.1).
3.2. F = Ωd
PdK
. In this chapter we compare our result in the case F = Ωd = Ωd
PdK
to that of Schneider and Teitelbaum. In [ST1] the authors define a G-equivariant
decreasing filtration by closed K-Fre´chet spaces
Ωd(X )0 ⊃ Ωd(X )1 ⊃ · · · ⊃ Ωd(X )d−1 ⊃ Ωd(X )d ⊃ Ωd(X )d+1 = 0
on Ωd(X )0 = H0(X ,Ωd). As in [P] this construction involves an index function ı on the
algebraic differential forms Ωdalg(X ), which counts the negative prime divisors without
multiplicities of a given differential form. For any integer j ∈ N, the filtration step
Ωd(X )j is defined by the topological closure in H0(X ,Ωd) of its algebraic differential
forms
Ωdalg(X )
j :=
{
η ∈ Ωdalg(X ) | ı(η) ≤ d+ 1− j
}
.
Furthermore, they construct explicit isomorphisms (boundary value maps)
(Ωd(X )j/Ωd(X )j+1)′
∼
−→ Can(G,Pj;M
′
j ⊗ Std+1−j)
j=0
of locally analytic G-representations. Here, Pj=P(j,d+1−j) ⊂ G is the (lower) standard-
parabolic subgroup to the decomposition (j, d+ 1− j) of d+ 1 and
j := {0, . . . , j − 1}.
The K-vector space Mj ⊂ U(g) is given by the sum
Mj =
∑
µ∈B(j)
K · Lµ,
where
B(j) =
{
µ =
∑
k
mkǫk ∈ X
∗(T ) | mk = 1 for k ∈ j, mk ≤ 0 for k /∈ j
}
.
Further, the symbol Lµ denotes a (sorted) element of U(g), cf. [ST1] p. 31. It is of
weight µ and satisfies Lµ · ξ = −Ξµ · ξ, where
ξ =
Xd0
X1 · · ·Xd
· d(
X1
X0
) ∧ d(
X2
X0
) ∧ · · · ∧ d(
Xd
X0
).
The unipotent radical of Pj acts trivially on the tensor product M
′
j ⊗ Std+1−j . The
second factor of the Levi subgroup L(j,d+1−j) = GLj × GLd+1−j acts on M
′
j via the
symmetric power Symj(Kd+1−j). On Std+1−j it acts via the Steinberg representation.
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The action of GLj is given by the inverse of the determinant character. In particular
the case j = 0 yields the Steinberg representation Std+1.
We turn to our computation. We have
H∗(PdK ,Ω
d) = Hd(PdK ,Ω
d) = K · ξ.
Consequently, all the contributions vGP(d+j+1,1,...,1)(H
−j(PdK ,Ω
d)), j = −1, . . . ,−d, of
Theorem 2.2.10 vanish except for j = −d. In the latter case we obtain the Stein-
berg representation vGP(1,1,...,1)(K) = Std+1. The canonical bundle corresponds to the
homogeneous vector bundle Fλ of weight λ = (−d, 1, . . . , 1) ∈ Z
d+1, cf. 1.4.1. We
have
wj ∗ λ = (0, . . . , 0,−d+ j | 1, . . . , 1︸ ︷︷ ︸
d−j
) for j = 1 . . . , d.
It follows that
µj,λ = wj−1 ∗ λ for j = 1, . . . , d
and
Φj,λ = {µj,λ}.
We deduce that H˜d−j
PjK
(PdK ,Ω
d) is generated as U(g)-module by the P(j+1,d−j)-represen-
tation Nj = Nd−j,λ corresponding to the irreducible L(j+1,d−j)-representation with
highest weight
z−1d−j · µd−j,λ = (1, . . . , 1︸ ︷︷ ︸
j+1
| 0, . . . , 0,−j − 1).
It follows that the P(j+1,d−j)-module Nj is isomorphic to
det ⊠ Symj+1(Kd−j)′.
Again, we want to realize the corresponding representation concretely.
Proposition 3.2.1. For j ≥ 0, we have
H˜d−j
PjK
(PdK ,O(−d − 1)) =
⊕
k0,...,kj≥0
kj+1,...,kd<0
k0+...+kd=−d−1
K ·Xk00 X
k1
1 · · ·X
kd
d .
Proof. The proof is similar to that of Proposition 3.1.1 
By identifying Ωd with the twisted sheaf O(−d− 1), the element ξ corresponds to
the fraction 1
X0···Xd
. It follows that Nj is the K-vector space generated by the elements
X0 · · ·Xj
X
mj+1
j+1 · · ·X
md
d
· ξ,
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with mj+1 + · · ·+md = j + 1. The fractions
X0···Xj
X
mj+1
j+1 ···X
md
d
are exactly the elements Ξµ,
with µ ∈ B(j + 1), cf. [ST1], p. 65. We get for j = 0, . . . , d− 1, isomorphisms
Mj+1
∼
−→ Nj
Lµ 7→ Lµ · ξ = −Ξµ · ξ.
Moreover, the set of differential equations dj and dj+1 are the same. By Theorem
2.2.10 we have a filtration W−d ⊃ W−d+1 ⊃ · · · ⊃ W−1 ⊃ W 0 on H0(X ,Ωd) where
(W−d/W−d+1)′ is an extension
0→ vGP(1,1,...,1)(K)→ (W
−d/W−d+1)′ → Can(G,P(1,d);N
′
0 ⊗ Std)
d0 → 0(3.4)
and
(W j/W j+1)′ ∼= Can(G,P(d+1+j,−j);N
′
d+j ⊗ St−j)
dd+j .
Thus we see that the graded pieces of our filtration coincide with that of [ST1].
Moreover, by looking at the pole order of sections in Ωd(X ) as in the case of the
structure sheaf we see that the filtrations are the same apart from the first filtration
step. The difference is just given by the extension above. In other words, we have an
extension
0→ Ωd(X )1/Ωd(X )2 →W−d/W−d+1 → Ωd(X )0/Ωd(X )1 → 0,
such that its dual coincides with (3.4).
3.3. F = Ω1
PdK
. This chapter provides another example for our computation. It treats
the cotangent bundle F = Ω1 = Ω1
PdK
on PdK .
We have
H∗(PdK ,Ω
1) = H1(PdK ,Ω
1) = K.
Therefore, all the contributions vGP
(d+j+1,1−j)
(H−j(PdK ,Ω
d)) in Theorem 2.2.10 vanish
except for j = −1. In the latter case we obtain the generalized Steinberg representa-
tion vGP(d,1)(K). The cotangent bundle corresponds to the homogeneous vector bundle
Fλ given by the weight λ = (−1, 1, 0, . . . , 0) ∈ Z
d+1. By Theorem 2.2.10 we have a
filtration W−d ⊃ W−d+1 ⊃ · · · ⊃ W−1 ⊃ W 0 on H0(X ,Ω1) where (W−1/W 0)′ is an
extension
0→ vGP(d,1)(K)→ (W
−1/W 0)′ → Can(G,P(d,1);N
′
d−1 ⊗ St1)
dd−1
and
(W j/W j+1)′ ∼= Can(G,P(d+1+j,−j);N
′
d+j ⊗ St−j)
dd+j
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for j 6= −1. A computation shows that
µj,λ :=


λ : j = 1
(0,−1, . . . ,−1︸ ︷︷ ︸
j−1
| j − 1, 0 . . . , 0) : j > 1.
Further, for j > 1
Φj,λ = {µj,λ} ∪
j−1⋃
k=1
{(l,−1, . . . ,−1,−1− l − k | j − 1, k, 0 . . . , 0) | l = 0,−1}
resp.
Ψj,λ = {z
−1
i · µj,λ} ∪
j−1⋃
k=1
{(j − 1, k, 0 . . . , 0 | l,−1, . . . ,−1,−1− l − k) | l = 0,−1}.
In the case j = 1, we compute
Φ1,λ = {µ1,λ, (−2 | 1, 1, 0 . . . , 0)}
resp.
Ψ1,λ = {z
−1
i · µ1,λ, (1, 1, 0 . . . , 0 | −2)}
We will see that for n > 1 the weights with k ≤ 1 yield a generating system of
H˜d−j
PjK
(PdK ,Ω
1).
We deduce that H˜d−j
PjK
(PdK ,Ω
1) contains the irreducible algebraic L(j+1,d−j)-representation
Vµ with highest weight
µ = z−1d−j · µd−j,λ :=


(1, 0, . . . , 0 | −1) : j = d− 1
(d− j − 1, 0 . . . , 0 | 0,−1, . . . ,−1︸ ︷︷ ︸
d−j−1
) : j < d− 1.
It follows that Vz−1d−j ·µd−j,λ
is isomorphic to
Symd−j−1(Kj+1)⊠ (Kd−j ⊗ det −1) for j < d− 1.
For j = d − 1, we get Vz−11 ·µ1,λ
∼= Kd ⊠ det −1. We shall give an explicit realization
of Vz−1d−j ·µd−j,λ
.
Let Vj be the finite-dimensional K-vector space generated by the elements
P ·X2k
Xj+1 · · ·Xd
· d(
Xl
Xk
), k ∈ {0, . . . , j}, l ∈ {j + 1, . . . , d},
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where P is a homogeneous polynomial of degree d − j − 2 in the indeterminates
X0, . . . , Xj. In the case j = d − 1, let Vd−1 be generated by the elements d(
Xk
Xd
),
k ∈ {0, . . . , d− 1}. Consider the K-linear map
Symd−j−2(Kj+1)⊗Kj+1 ⊗Kd−j −→ Vj
P ⊗ ek ⊗ el 7→
P ·X2k
Xj+1 · · ·Xd
· d(
Xl
Xk
).
This map is clearly a surjective linear map of K-vector spaces. Consider the following
action of L(j+1,d−j) on the LHS. On K
j+1 the action of L(j + 1) is the standard
representation. On Symd−j+2(Kj+1) it acts via the (d − j + 2)-th symmetric power.
On Kd−j the operation of L(j+ 1) is the trivial one. The action of L(d− j) on Kd−j
is the standard representation. On the other factor it operates via the inverse of the
determinant character. From the identity
P ·X2k
Xj+1 · · ·Xd
· d(
Xl
Xk
) = −
P ·X2l
Xj+1 · · ·Xd
· d(
Xk
Xl
), k ∈ {0, . . . , j}, l ∈ {j + 1, . . . , d},
it follows that Vj is a finite-dimensional L(j+1,d−j) -module and that the map above is
a surjection of L(j+1,d−j)-representations. Inside the representation Sym
d−j−2(Kj+1)⊗
Kj+1 we have the irreducible L(j + 1)-subrepresentation Symd−j−1(Kj+1), which cor-
responds to the highest weight (d− j − 1, 0, . . . , 0) of L(j + 1). A computation shows
that the above map restricts to an isomorphism
Symd−j−1(Kj+1)⊠ (Kd−j ⊗ det −1)
∼
−→ Vj .
For j < d− 2, the representation Vj = Vz−1d−j ·µd−j,λ
is a quotient of some representa-
tion containing the representation Symd−j−2(Kj+1). We have realized the latter one
as a subrepresentation of K[X0, . . . , Xj]. Thus K[X0, . . . , Xj] · (Sym
d−j−2(Kj+1) ⊗
Kj+1⊗Kd−j) ⊂ K[X0, . . . , Xj] · (K
j+1⊗Kd−j). By the discussion in 1.4 it suffices to
consider in Lemma 1.4.6 the representationsKj+1⊗Kd−j instead of Symd−j−2(Kj+1)⊗
Kj+1 ⊗Kd−j . Since the highest weight of Kj+1 ⊗Kd−j is (1, 0 . . . , 0 | 0,−1, . . . ,−1)
we deduce that the weights in z−1d−jΦd−j,λ with k ≤ 1 yield a generating system.
As for the other irreducible subrepresentations, we note that in the case j = d− 1
the irreducible P(d,1)-representation corresponding to the weight (1, 1, 0, . . . , 0 | −2)
is generated by the expressions
Xi
Xd
d(
Xj
Xd
)−
Xj
Xd
d(
Xi
Xd
).
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For j < d − 1, we write down a highest weight vector for the remaining weights. In
the case of (d− j − 1, 1, 0 . . . , 0 | −1,−1, . . . ,−1,−1) it is given by
Xd−j−10
Xj+2 · · ·Xd
d(
X1
Xj+1
)−
Xd−j−20 X1
Xj+2 · · ·Xd
d(
X0
Xj+1
).
In the case of (d− j − 1, 1, 0 . . . , 0 | 0,−1, . . . ,−1,−2) it is given by
Xd−j−20 X
2
j+1
Xj+1 · · ·Xd
(X0
Xd
d(
X1
Xj+1
)−
X1
Xd
d(
X0
Xj+1
)
)
.
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4. Appendix
In this final part of our paper we present another approach for the main computa-
tion. We replace the acyclic complex of Theorem 2.1.1 by a similar complex avoiding
adic spaces. It is based purely on rigid analytic varieties. The construction is similar
to that of [SS] in the case of constant coefficients. In that case, the main difference
is essentially that in loc.cit. the authors regard intersections of hyperplanes, whereas
we deal with arbitrary subspaces directly. Our approach follows the construction of
[O3]. For this purpose, we have further to investigate the neighborhoods of the closed
subvarieties YU = P(U) ⊂ P
d
K , where U ⊂ K
d+1 is a linear subspace.
Let
Λ =
d⊕
i=0
OK · ei
be the OK-lattice of V generated by our fixed basis {e0, . . . , ed}. Let O be the ring
of integers in Cp. For n ∈ N, we put
O
(n)
K := OK/π
nOK , O
(n) := O/πnO, Λ(n) := Λ/πnΛ.
Consider for n ∈ N, the mod-n reduction map
redn : P
d
K(Cp) −→ P(Λ)(O
(n)).
If Lx ⊂ C
d+1
p is a line representing a point x ∈ P
d
K(Cp), then
redn(x) = (Lx ∩ (Λ⊗OK O))⊗O
(n).
Let IU ⊂ K[T0, . . . , Td] be the vanishing ideal of the linear subvariety YU . The
schematic closure of YU in P
d
OK
is defined by the the ideal
I˜U = IU ∩OK [T0, . . . , Td].
Consider the ǫn-neighborhood YU(ǫn) for a given non-trivial K-subspace U ( V. Let
f ∈ I˜U be a polynomial, such that at least one coefficient is a unit. Then we have for
x ∈ PdK(Cp) (take any unimodular representative of x),
x ∈ YU(ǫn)(Cp) ⇔ |f(x)| ≤ ǫn
⇔ πn | f(x)
⇔ f(x) = 0 (mod πn).
So YU(ǫn) is nothing else but
YU(ǫn) =
{
x ∈ (PdK)
rig | redn(x) ∈ Y˜U(O
(n))
}
,
EQUIVARIANT VECTOR BUNDLES ON DRINFELD’S UPPER HALF SPACE 63
where Y˜U is the closed subscheme of P
d
OK
defined by I˜U . Moreover, we see that
YU(ǫn) = YU ′(ǫn)(4.1)
if U ∩ Λ ≡ U ′ ∩ Λ mod πn, compare also Lemma 2, ch. 1 in [SS].
Let
U• =
(
(0) ( U1 ( U2 ( · · · ( Us ( Λ
(n)
)
be a filtration of free O
(n)
K -modules. Choose a lift of U• to a K-filtration
U˜• =
(
(0) ( U˜1 ( U˜2 ( · · · ( U˜s ( V
)
of K-subspaces of V. We set
YU• := YU˜1(ǫn).
This definition depends by (4.1) only on the O
(n)
K -module U1. Hence, the set YU• is
a well-defined rigid analytic open subvariety of (PdK)
rig. Thus we have associated
to each filtration U• of Λ
(n) by free O
(n)
K -submodules a quasi-compact rigid analytic
subset YU• ⊂ (P
d
K)
rig. For 0 ≤ i ≤ d, let
Λ
(n)
i =
i⊕
j=0
O
(n)
K · ej ⊂ Λ
(n)
be the free O
(n)
K -submodule generated by our first i+ 1 basis vectors. For any subset
I = {αi1 , . . . , αir} ⊂ ∆, we put
Λ
(n)
I =
(
(0) ⊂ Λ
(n)
i1
⊂ Λ
(n)
i2
⊂ · · · ⊂ Λ
(n)
ir
⊂ Λ(n)
)
.
Then we get Y
Λ
(n)
I
= YI(ǫn). Thus, analogously to (2.3), we can construct for every
e´tale (resp. Zariski) sheaf G on Yn the following complex of e´tale (resp. Zariski)
sheaves on Yn:
(4.2) 0→ G →
⊕
I⊂∆
|∆\I|=1
⊕
g∈G0/PnI
(φng,I)∗(φ
n
g,I)
∗G →
⊕
I⊂∆
|∆\I|=2
⊕
g∈G0/PnI
(φng,I)∗(φ
n
g,I)
∗G →
· · · →
⊕
I⊂∆
|∆\I|=d−1
⊕
g∈G0/PnI
(φng,I)∗(φ
n
g,I)
∗G →
⊕
g∈G0/Pn∅
(φng,∅)∗(φ
n
g,∅)
∗G → 0,
where φng,I denotes the open embedding YgΛ(n)I
→֒ Yn of rigid analytic varieties. In
contrast to (2.3), this complex is not acyclic as the following example shows. This
was pointed out to me by P. Schneider some years ago.
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Example 4.1.1. Let d = 2. Then the above complex is nothing else but
0→ G →
⊕
g∈G0/Pn{α1}
(φng,{α1})∗(φ
n
g,{α1})
∗G ⊕
⊕
g∈G0/Pn{α2}
(φng,{α2})∗(φ
n
g,{α2})
∗G
→
⊕
g∈G0/Pn∅
(φng,∅)∗(φ
n
g,∅)
∗G → 0.
We have
Y{α1}(ǫn)(Cp) =
{
x ∈ PdK(Cp) | redn(x) = Λ
(n)
1 ⊗O(n)K
O(n)
}
Y{α2}(ǫn)(Cp) =
{
x ∈ PdK(Cp) | redn(x) ⊂ Λ
(n)
2 ⊗O(n)K
O(n)
}
Y∅(ǫn)(Cp) = Y{α1}(ǫn)(Cp).
Let x ∈ P2K(Cp) be a point such that the corresponding line Lx ⊂ C
3
p has the shape
Lx = Cp · (π
n−1e0 + ae2), a ∈ O
×, with [a] ∈ (O(n))× \ (O
(n)
K )
×. Consider the planes
E = O
(n)
K · (e0 + πe1)⊕O
(n)
K · e2 and E
′ = O
(n)
K · e0 ⊕O
(n)
K · e2
in Λ(n). Then
redn(x) ∈ E ⊗O(n)K
O(n) ∩ E ′ ⊗
O
(n)
K
O(n),
but redn(x) 6= L ⊗O(n)K
O(n) for all L ∈ P(Λ)(O
(n)
K ). So, localizing the above complex
in x yields a sequence
0→ Gx → G
r
x → 0
with r = #{E ⊂ Λ(n) | E is free with rk(E) = 2, redn(x) ⊂ E ⊗O(n)K
O(n)} ≥ 2.
Hence, the complex (4.2) cannot be acyclic in general. 
The above example suggests to fill the gaps in (4.2). Let U be a O
(n)
K -submodule
of Λ(n), not necessarily free. We define
YU :=
{
x ∈ (PdK)
rig | redn(x) ∈ U ⊗O(n)K
O(n)
}
.
If U is a free O
(n)
K -module then this definition coincides with the previous one. Put
rk(U) = dimOK/πOK (U + πΛ
(n)/πΛ(n)).
This is just the rank of the torsion free submodule of U. We also have the ordinary
rank
rk′(U) := min{n ∈ N | there are m1, . . . , mn ∈ U which generate U}.
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We have rk(U) ≤ rk′(U) where the equality holds if and only if U is free (⇔ torsion
free).
Proposition 4.1.2. The set YU is a quasi-compact rigid analytic open subset of
(PdK)
rig.
Proof. Compare also Lemma 5 in [SS]. Without loss of generality, we may suppose
that U is generated by
e0, e1, . . . , ei, π
ni+1ei+1, . . . , π
njej
for certain integers 0 < nk < n, k = i + 1, . . . , j. Then YU is just the quasi-compact
subset{
x = [x0 : · · · : xd] ∈ (P
d
K)
rig | |xk| ≤ |π
n|, k = 1, . . . i, |xk| ≤ |π
n−nk|, k = i+1, . . . , j
}
of (PdK)
rig. 
Let U• =
(
(0) ( U1 ( U2 ( · · · ( Us ( Λ
(n)
)
be a filtration of Λ(n) by O
(n)
K -
submodules. As in the case of filtrations consisting of free O
(n)
K -submodules, we put
YU• = YU1.
Note that YU• = ∅ is the empty set unless rk(U) ≥ 1. With these newly-created rigid
analytic subsets of (PdK)
rig we modify the complex (4.2) as follows:
0 → G →
⊕
U•=(0)(U(Λ
(n)
rk′(U)≤d
rk(U)≥1
(φnU•)∗(φ
n
U•)
∗G →
⊕
U•=(0)(U1(U2(Λ
(n)
rk′(U2)≤d
rk(U1)≥1
(φnU•)∗(φ
n
U•)
∗G →
(4.3)
. . . →
⊕
U•=(0)(U1(...(Up(Λ
(n)
rk′(Up)≤d
rk(U1)≥1
(φnU•)∗(φ
n
U•)
∗G → . . .→
⊕
U•=(0)(U1(...(Un·(d−1)(Λ
(n)
rk′(Un·(d−1))≤d
rk(U1)≥1
(φnU•)∗(φ
n
U•)
∗G → 0,
where φnU• denotes the open embedding YU• →֒ Yn.Why we impose on U the condition
rk′(U) ≤ d will become clear later on, cf. Prop. 4.1.5. It simply means that U is
contained in a proper free submodule of Λ(n).
As for the following theorem, we refer to [JP] for the notion of an overconvergent
sheaf on a rigid analytic variety. The crucial property of such a sheaf is that it
vanishes if and only if all its stalks vanish.
Theorem 4.1.3. Let G be an overconvergent e´tale sheaf on Yn. Then the complex
(4.3) is acyclic.
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The proof of this theorem is similar to Satz 5.3 in [O1]. The main difference is
that we are now dealing with modules instead of vector spaces. For proving Theorem
4.1.3, we have to introduce some more notation.
Let X = (X,≺) be a partially ordered set (poset). We associate to X a simplicial
complex
X• =
⋃
n∈N
Xn,
where a n-simplex τ ∈ Xn is given by a n + 1-tuple
τ = (x0 ≺ x1 ≺ · · · ≺ xn)
with elements xi ∈ X, i = 0, . . . , n. In particular, for the 0-simplices X
0 of X• we
have X0 = X.
A morphism f : X −→ Y of posets is a map which preserves the order. Such a
morphism induces a simplicial map
f • : X• −→ Y •
of simplicial complexes. Thus we obtain a functor from the category of posets to the
category of simplicial complexes.
Example 4.1.4. a) Let R = O
(n)
K , OK , K resp. M = Λ
(n),Λ, V. Put
TR(M) :=
{
R-submodules of M | rk(U) ≥ 1 and rk′(U) ≤ d
}
.
We supply this set with the structure of a poset by considering the canonical order
given by inclusion. Thus a n-simplex τ ∈ TR(M)
n is a flag
τ =
(
(0) ( U0 ( U1 ( · · · ( Un (M
)
of submodules with rk(U0) ≥ 1 and rk
′(Un) ≤ d.
b) In the situation above, let T fR(M) be the subposet consisting of all non-trivial
R-modules such that M/U is free. We get a morphism of posets T fR(M) →֒ TR(M).
c) Let R = K. Then TK(V ) is nothing else but the Tits complex of GL(V ), com-
pare also [Q]. 
Proposition 4.1.5. The morphism of posets
ψ : TK(V ) −→ TOK (Λ)
W 7−→ W ∩ Λ
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induces a homotopy equivalence
TOK(Λ)
• ≃ TK(V )
•
Proof. Using Proposition 1.6 of [Q] it is enough to show that for every proper sub-
module U ∈ TOK(Λ) the subposet {W ∈ TK(V ) | U ⊂W ∩ Λ} is contractible. Note
that these subsets are non-empty since rk′(U) ≤ d. The contractibility follows easily
from the next proposition. 
Proposition 4.1.6. ([Q], 1.5) Let X be a poset and let x0 ∈ X be a fixed element.
Further, let f : X −→ X be an endomorphism of posets with
x  f(x)  x0 , for all x ∈ X.
Then X• is contractible.
Remark 4.1.7. It is easily seen that we may identify TK(V ) with T
f
OK
(Λ). Under this
identification the morphism ψ corresponds to the inclusion T fOK (V ) →֒ TOK(Λ). 
We continue with the proof of Theorem 4.1.3.
Proof of Theorem 4.1.3: Since G is overconvergent and all the morphisms φnU• are
quasi-compact, we conclude (cf. [JP] 3.5) that all the appearing e´tale sheaves in the
complex are overconvergent, as well. Thus it is enough to show the acyclicity of the
localized complex with respect to any e´tale point of Yn, cf. loc.cit. 3.4. So let e be
an e´tale point of Yn. By definition this is just a separable closure He of some valued
field Fa depending on an analytic point a lying below e. Let Fe be the completion of
He. The e´tale point e corresponds to a general morphism
Spm(Fe) −→ Yn
of rigid analytic varieties, that is, to a morphism
Spm(Fe) −→ Yn⊗ˆKFe
of rigid analytic varieties, hence to a line Le ∈ P
d
K(Fe). Localizing the complex (4.3)
in e yields a chain complex with values in Fe. The pull back of the complex (4.3)
to PdK ×K Spm(Fe) is just the complex, where all the appearing objects of (4.3) are
defined with respect to the base field Fe. Localizing of this complex in e would give the
same chain complex. Hence we can assume without loss of generality that Fe = Cp.
The chain complex is induced by a subcomplex C• of T •
O
(n)
K
(Λ(n)), which is generated
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by its 0-dimensional simplices C0, a subposet of T
O
(n)
K
(Λ(n)). Its simplices are given
by
C• =
{
U• ∈ T
•
O
(n)
K
(Λ(n)) | redn(Le) ∈ YU•
}
.
By the next lemma, we will see that C• is contractible. Theorem 4.1.3 follows, since
the e´tale point was arbitrary. 
Lemma 4.1.8. The simplicial complex C• is contractible
Proof. Put T
O
(n)
K
(Λ(n)) = T
O
(n)
K
(Λ(n))∪{0,Λ(n)} and supply this set with the canonical
order. Thus we have realized T
O
(n)
K
(Λ(n)) as a subposet of T
O
(n)
K
(Λ(n)). Let U0 ∈
T
O
(n)
K
(Λ(n)) be a fixed element. Consider the map
f : C0 −→ T
O
(n)
K
(Λ(n)) .
U 7−→ U0 ∩ U
This map is a morphism of posets with
U  f(U)  U0 for all U ∈ C
0.
By Proposition 4.1.6, it suffices to show that the image of f is contained in C0. But
this follows from the inclusion
YU ∩ YU0 ⊂ YU∩U0,
which itsself follows from the flatness of O
(n)
K →֒ O
(n). 
Let F be our fixed homogeneous vector bundle on PdK . Consider the projective
limit of posets lim←−n TO(n)K
(Λ(n)) which identifies with TOK(Λ). Let
(Un• )n∈N ∈ lim←−n TO(n)K
(Λ(n))
be any element which corresponds to U• ∈ TOK(Λ). By (the proof in) Proposition
4.1.2, we have inclusions YUn+1• ⊂ YUn• and therefore homomorphisms
H∗Y
U
n+1
•
(PdK ,F)→ H
∗
YUn•
(PdK ,F)
for all n ∈ N. In particular, we get a projective system (H∗YUn•
(PdK ,F))n∈N of K-vector
spaces. As in Lemma 1.3.2 one verifies that this system consists of K-Fre´chet spaces
and the transition maps are dense. Let Uf• the largest subobject in U
• such that
Uf• ∈ T
f
OK
(Λ) = TK(V ).
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Proposition 4.1.9. There is a topological isomorphism of K-Fre´chet spaces
lim←−
n∈N
H∗YUn•
(PdK ,F)
∼= H∗Y
U
f
• ⊗K
(PdK ,F).
Proof. This follows from the description of the analytic varieties YU• given in the
proof of Proposition 4.1.2 together with Proposition 1.3.3 
We consider the acyclic complex of Theorem 4.1.3 in the case G = Z. Then the
resulting complex induces for each n ∈ N, a spectral sequence
E−p,q,n1 =
⊕
U•∈T (Λ(n))p
HqYU• (P
d
K ,F) =⇒ H
−p+q
Yn
(PdK ,F).
This spectral sequence has a similar shape as the one in section 2.2. Its rows are
given by
E•,j,n1 :
⊕
U•∈T (Λ
(n))n·j
rk(U1)=d−j
HjYU• (P
d
K ,F)→
⊕
U•∈T (Λ
(n))n·j−1
rk(U1)=d−j
HjYU• (P
d
K ,F)
→
⊕
U•∈T (Λ
(n))n·j−2
rk(U1)=d−j
HjYU• (P
d
K ,F)→ . . .→
⊕
U•∈T (Λ
(n))1
rk(U1)=d−j
HjYU• (P
d
K ,F)
Passing to the limit and applying Proposition 4.1.9 resp. Proposition 1.3.3 to it yields
a spectral sequence
E−p,q1 =⇒ H
−p+q
Y (P
d
K ,F).
Its rows are given by
E•,j1 : lim←−
n∈N
⊕
U•∈T (Λ)n·j
rk(U1)=d−j
HjY
U
f
• ⊗K
(PdK ,F)→ lim←−
n∈N
⊕
U•∈T (Λ)n·j−1
rk(U1)=d−j
HjY
U
f
• ⊗K
(PdK ,F)
→ lim←−
n∈N
⊕
U•∈T (Λ)n·j−2
rk(U1)=d−j
HjY
U
f
• ⊗K
(PdK ,F)→ . . .→ lim←−
n∈N
⊕
U•∈T (Λ)1
rk(U1)=d−j
HjY
U
f
• ⊗K
(PdK ,F).
Now we apply Proposition 4.1.5. We see that the spectral sequence (2.7) of section
2.2 is homotopy equivalent to E•,•1 . Thus from now on, we may carry on with the
computation there. 
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