The sparse representation models have been widely applied in image super-resolution. The certain optimization problem is supposed and can be solved by the iterative shrinkage algorithm. During iteration, the update of dictionaries and similar patches is necessary to obtain prior knowledge to better solve such ill-conditioned problem as image super-resolution. However, both the processes of iteration and update often spend a lot of time, which will be a bottleneck in practice. To solve it, in this paper, we present the concept of image quality difference based on generalized Gaussian distribution feature which has the same trend with the variation of Peak Signal to Noise Ratio (PSNR), and we update dictionaries or similar patches from the termination strategy according to the adaptive threshold of the image quality difference. Based on this point, we present two sparse representation algorithms for image super-resolution, one achieves the further improvement in image quality and the other decreases running time on the basis of image quality assurance. Experimental results also show that our quantitative results on several test datasets are in line with exceptions. key words:
Introduction
In the practical application of the digital image, highresolution images are always needed. For example in medical occasion, more details in the images are needed to help the doctors obtain an accurate diagnosis from medical images [1] . As another well-known example, the police gets more clues from surveillance camera to solve the case. Image super-resolution (SR) using digital signal processing technology overcomes the limitation of the imaging system resolution and saves the cost of hardware. Therefore, in recent years, image SR has been applied to many fields and become a hot topic in research.
Generally speaking, image SR technology can be divided into three types: methods based on interpolation, reconstruction and learning. Methods based on interpolation estimate the relative information between images of each frame to interpolate the grids of the high-resolution image. For example, Tao et al [2] raised a method of bilin- ear interpolation in wavelet domain, Zhang et al [3] presented a interpolation method based on soft-decision estimation and Hung et al [4] proposed a robust soft-decision interpolation method using weighted least squares. These methods are easy to implement and real-time while reconstructed image has shortcomings of edge blurring. Measures based on reconstruction are divided into frequencydomain and spatial-domain. Frequency-domain method improves the spatial resolution of the image by eliminating aliasing in frequency-domain. For example, Tsai and Huang used multi-frame images to recover additional high frequency information for super-resolution reconstruction in frequency-domain. Spatial-domain method includes Iterative Back Projection (IBP) [5] , Projection onto Convex Sets (POCS) [6] , Maximum a Posteriori (MAP) [7] and so on. MAP/POCS [8] proposed by Elad et al takes advantages of different algorithms and has a good effect on SR among reconstruction methods. Recently, image SR based on learning was hot in SR research through machine learning technology and obtained prior of mapping between low resolution and high resolution image blocks, including Nearest Neighbor search algorithm (NNs) [9] , k-Nearest Neighbor search algorithm (KNNs) [10] , manifold learning [11] and sparse representation. Modeling and representation of an image are fundamental problems in the SR reconstruction. The selection of model directly affects the subsequent image processing. Image sparse representation is a new model in image representation. In the over-complete sparse representation theory, the image has the sparsest representation under the condition of the suitable redundant dictionary, which means we can use few of coefficients to represent important information of image. Based on this point, Yang et al. [12] proposed an image SR algorithm via sparse representation, which used two coupled dictionaries to find the same sparse representation for each pair of the high resolution patch and low resolution patch. In 2011, Dong et al. [13] proposed a SR method based on adaptive sparse domain selection and adaptive regularization (ASDS-AReg). In 2013, they proposed another model called Nonlocally Centralized Sparse Representation (NCSR), which turns the goal of image SR to how to suppress the sparse coding noise [14] . These methods adopt iterative shrinkage algorithm to solve l 1 -norm minimization problem. Due to the lack of a reasonable standard, it is difficult to balance the contradiction between time-consuming and quality improvement. In this paper we present the concept of image quality difference based on the Gaussian Copyright c 2017 The Institute of Electronics, Information and Communication Engineers model feature, which has the same trend with the variation of Peak Signal to Noise Ratio (PSNR). In practice, we can set different thresholds for image quality difference and update dictionaries or similar patches or stop iteration according to the threshold in order to satisfy different needs for time and quality.
The rest of the paper is organized as follows. Section 2 introduces the generalized Gaussian distribution feature and presents the concept of image quality difference. Section 3 proposes two sparse representation algorithms for image SR based on image quality difference evaluation. Sections 4 and 5 give the experimental results and conclusion.
Generalized Gaussian Distribution Feature
This section will introduce the generalized Gaussian distribution feature which can be used to estimate the image quality with no reference for our further propose. It is demonstrated by experiments that natural images possess certain regular statistical properties. The mean subtracted contrast normalized (MSCN) coefficients of a natural image strongly tend towards a unit normal Gaussian characteristic [15] . The MSCN coefficients are locally normalized luminance coefficients computed by local mean subtraction and divisive normalization to reduce the correlation between adjacent pixels:
where i ∈ {1, 2, . . . , M} and j ∈ {1, 2, . . . , N} are spatial indices, M, N are the image dimensions, I(i, j) is the luminance value of a pixel, C = 1 is a constant number to prevent the denominator from getting to zero, and
where
circularly symmetric Gaussian weighting function sampled out to three standard deviations (K = L = 3) and rescaled to unit volume. Some no-reference image quality assessment algorithms [15] , [16] have proved that the distortion will change the characteristic statistical properties of the MSCN coefficients, and that we can quantify these changes to predict the distortion and assess the quality of an image. It has been found that a generalized Gaussian distribution (GGD) can be used to capture the behavior of the coefficients of natural image and distorted image [16] .
The GGD with zero mean is given by:
where Fig. 1 The trend of the variation of PSNR and the two features during 640 iterations.
and Γ(·) is the gamma function:
Therefore, two features (ξ, σ) can be used to capture image distortion. For our purposes, our hypothesis is that the variation of two features can be measured to estimate the variation of quality between different images.
Referring to Dong's algorithm [14] , putting the images 1-3 (shown in the test dataset in Fig. 3 ) as examples, we plot the trend chart of the variation of PSNR and the two features during 640 iterations which is shown in Fig. 1 .
Through experiments, we can see that the trend of two features' variation stays the same with the variation of PSNR. So we can estimate the variation of PSNR through the variation of two features in order to stop iteration when the variation of PSNR is small.
δ is defined as the quality difference between two images:
where η is a constant to balance the influence of the variations of two parameters. In our implementation, η = 0.1. As there is an approximate liner relationship between the variation of PSNR and δ, so we can estimate the variation of PSNR with δ which can avoid using a reference image.
Sparse Representation with Image Quality Difference Evaluation

Sparse Representation Model
For a low-resolution image y, the problem of image SR can be generally formulated by: [17] 
where x is an original high-resolution image, D is a downsampling operator, H is a blurring filter and v is an additive noise vector. Sparse representation technique to solve this ill-posed problem assumes that the signal to be coded x can be represented by a linear combination of the atoms in the dictionary Φ:
where α represents the sparse representation coefficient. The core of sparse representation is the minimization of ||α|| 0 . However, l 0 -norm optimization is NP-hard problem, so we choose its optimal convex approximation l 1 -norm instead. Combining the classical iterative back-projection technique, the SR problem can be formulated as follows:
where λ denotes the regularization parameter and α y is the sparse representation coefficient of the corresponding lowresolution image y.
Because of the noise and blur, α y is not exactly equal with α x , the sparse representation coefficient of the original high-resolution image x, so Dong et al. [14] proposed NCSR model introducing sparse code noise:
To reduce the sparse code noise, the model adds a new regularization term ||α − β|| p , where p is 1 or 2, and β is the estimation of α x , calculated by the weighted average of the sparse coding coefficients of nonlocally similar patches.
In Dong's algorithm [14] , one most suitable subdictionary trained by K-means PCA will be selected adaptively for each patch, so the coding coefficients of this patch over the other sub-dictionaries are 0 and α is already sparse. Therefore, the sparsity regularization term ||α|| 1 can be removed and the NCSR model is formulated as follows:
In this paper, we select the NCSR model as the optimization problem for image SR, and make some changes to save time and improve the reconstruction quality.
Image Quality Difference
As already described, we can estimate the variation of PSNR with the image quality difference δ. Therefore we can use δ as a reference feature to estimate the improvement of image quality in the absence of a reference image and balance time cost and quality promotion according to the given requirements.
In practice, we set a threshold of δ. If δ is smaller than the threshold, we would consider that the improvement of We have proved in Sect. 2 that for a single image there is an approximate liner relationship between the variation of PSNR and δ. The coefficient of proportionality is proportional to (ηξ + σ), where the parameters (ξ, σ) of the initial image. Therefore, in batch processing, we set the adaptive threshold τ of δ for different images as below:
It is easily proved that γ has an approximate liner relationship with the lower bound of the variation of PSNR to continue iteration. According to the experimental results, the relationship between them can be fitted as follows:
In addition, we obtain the curve of the average number of iterations with the value of γ shown as below:
According to the curve, we can see that the average number of iterations reduce with the growth of γ, but the trend of changing decrease. It proves that enhancing properly the value of γ can speed up the run time.
Based on the above-mentioned factors, we set γ = 0.001 for Proposed-I algorithm, which promises that iterations will stop until the variation of PSNR reach the minimum, while we set γ = 0.004 for Proposed-II algorithm, which means we mainly pursues less running time on the basis of image quality assurance, if a certain number of iterations only caused a small improvement in quality (ΔPSNR < 0.03dB) would be considered not match with the time cost.
Combination of Two Training Sets
During SR of an image, the selection of training set is important to obtain enough prior knowledge. A good training set need high resolution images with kinds of structure information. Choosing a rich natural image library as training set and learning a general dictionary offline contain a large amount of information but the information of the image to be reconstructed itself is ignored and the information relevance is lack, while training the dictionary with the information of the image itself improves the relevance of prior knowledge. In addition, with the reconstruction of the image, there will be more information for dictionary retraining. However, it will cost a lot of time to train the dictionary during reconstruction.
Combining the characteristics of two training sets, we select nature images to learn the dictionary via K-means and PCA. We put the dictionary learned offline into the NCSR model and adopt the iterative shrinkage algorithm to solve the optimization problem during reconstruction. Iterating until δ is smaller than the threshold, we believe that continuing to adopt this dictionary limits the improvement of image quality, so we use the image itself which is recovered initially to retrain the dictionary.
Dictionaries and Similar Patches Update
The update of sub-dictionaries or similar patches increases prior knowledge and improves the quality of image dramatically. Under the condition that dictionaries or similar patches do not update, with the increase of iterations, the variation of PSNR will decline which means the improvement of image quality becomes smaller and smaller until it does not match with the time cost of iterations. However, the update of sub-dictionaries and similar patches would also cost a lot of time, δ is needed to be measured. When δ is smaller than the threshold, the time cost of iterations is unworthy, we should update the condition to supply prior knowledge and continue iteration.
In practice, updating both sub-dictionaries and similar patches causes greater improvement of PSNR than updating one of them, but also costs more time. Updating sub-dictionaries and similar patches in turn can also supply two kinds of prior knowledge timely. Therefore, in the Proposed-I algorithm, we update both the sub-dictionaries and the similar patches when δ is smaller than the threshold for greater improvement in quality, while in the Proposed-II algorithm, we update them in turn to save time.
Summary of the Algorithm
In our algorithms, each given low-resolution image will go through three stages: initialization by bicubic interpolation, SR via dictionaries learned by natural images and the given image.
For the Proposed-I algorithm, statistics suggest that after updating the sub-dictionaries or similar patches, 149 times iteration in average can make δ to the threshold. As δ is computed every 40 times iteration, we ceil the value as 160, so the upper limit of iteration in Step 2 (SR via dictionaries learned by natural images) is suggested to be 160 × 2 = 320, while in Step 3, for most image after learning the dictionaries and updating the nonlocally similar patches for 4 times, the image quality will not improve Fig. 3 The test dataset, numbered from 1 to 23, left to right, top to bottom. Fig. 4 Image super-resolution performance comparison on image 1 (scaling factor q = 2). From left to right and top to bottom: original image, LR image, the reconstruct images by RSAI [4] (PSNR = 21.74dB; SSIM = 0.5996), esintp [18] (PSNR = 21.70dB; SSIM = 0.5991), ScSR [12] (PSNR = 21.60dB; SSIM = 0.6055), ASDS-AReg [13] (PSNR = 24.71dB; SSIM = 0.7767), NCSR [14] (PSNR = 24.82dB; SSIM = 0.7507), the Proposed-I algorithm (PSNR = 25.06dB; SSIM = 0.7845) and the Proposed-II algorithm (PSNR = 24.96dB; SSIM = 0.7821) significantly (the next δ after updating is still smaller than the threshold), so the upper limit of iteration is considered to be 160 × 4 = 640. To sum up, the upper limit of iteration in the Proposed-I algorithm is set as 320 + 640 = 960. For the Proposed-II algorithm, statistics suggest that at the first iteration, 160 times iteration in average can make δ to the threshold, while after updating the sub-dictionaries or similar patches (except the first time), 103 times iteration in average can make δ to the threshold, which we ceil as 120. In Step 2 and Step 3, dictionaries or similar patches are updated for 4 times (except the first time), so the upper limit of iteration in the Proposed-II algorithm is set as 160 + 120 × 4 = 640.
During the stage SR via dictionaries learned by the given image, in the Proposed-I algorithm, we will update the Table 1 The average run times (q = 2).
sub-dictionaries and the similar patches every time when δ is smaller than the threshold until the quality do not improve significantly any more or the times of iteration reach the upper limit, while in the Proposed-II algorithm, we only update each of the sub-dictionaries and the similar patches for one time and finish reconstruction when δ is smaller than the Table 2 The average run times (q = 3).
Table 3
The average run times of Proposed-I and Proposed-II using different CPUs (q = 2).
threshold again. The Proposed-I and Proposed-II algorithms are summarized in Algorithm 1 and Algorithm 2. Table 4 The PSNR (dB) and SSIM results by different SR methods (q = 2).
Experiments
In the experiment, we choose well-known McMaster dataset (Since the original image is large and runs slowly, we have to downsample them by a scale factor 2 in both horizontal and vertical directions) and part of test images from Dong's algorithm as test image dataset, which is shown in Fig. 3 . Firstly, degradation process including blurring and downsampling would be used to test image set. We choose a Table 5 The PSNR (dB) and SSIM results by different SR methods (q = 3).
7 × 7 Gaussian kernel with standard deviation 1.6 followed by downsampling by a scale factor q = 2 and a scale factor q = 3. We set the regularization parameter λ = 0.35. The proposed algorithms are applied to the degraded images in turn.
In the condition of q = 2, we compare the proposed algorithms with the SR algorithms RSAI [4] and esintp [18] based on interpolation and SR algorithms ScSR [12] , ASDS-AReg [13] , NCSR [14] based on sparse representation. As is shown in Table 4 , the PSNR and Structural Simi-larity (SSIM) values are calculated by y channel to evaluate the quality of the reconstructed images. Considering that some of the methods cannot be applied to the image border, the bordering five pixels are not used for calculating the PSNR and SSIM values in this condition. Since the PSNR values of NCSR algorithm declines after iterating for 640 times, we consider that the adaptively determined regularization parameter λ that balances the fidelity term and the centralized sparsity term does not fit for this situation, and it is worth mentioning that the risk of quality declining led by iteration continued like this can be avoided in our method since the iteration will be stopped adaptively. We can conclude that both Proposed-I and Proposed-II algorithms outperform RSAI [4] , esintp [18] , ScSR [12] and NCSR [14] methods. On average, the Proposed-I and Proposed-II algorithms also outperform ASDS-AReg [13] method by up to 0.23dB and 0.15dB. The subjective comparison between the proposed methods and other methods are shown in Fig. 4 and Fig. 5 . Obviously, the Proposed-I algorithm leads to the best visual effects. The Proposed-I algorithm also reconstructs shaper edges and more details than other methods. Obviously, the Proposed-I algorithm leads to the best visual effects. The Proposed-I algorithm also reconstructs shaper edges and more details than other methods.
In the condition of q = 3, we compare the proposed algorithms with the SR algorithms ASDS-AReg [13] , NCSR [14] based on sparse representation as the other algorithms are not fit for this condition. As is shown in Table 5 , the PSNR and SSIM values are calculated to evaluate the quality of the reconstructed images. In average, Proposed-I algorithm outperforms ASDS-AReg [13] and NCSR [14] methods by up to 0.26dB and 0.05dB, and the result of Proposed-II algorithm is 0.17dB up to ASDS-AReg [13] method but 0.04dB away from NCSR [14] method. Taking the time cost into account, the descent of quality is in the acceptable range.
The average run times of the algorithms above are shown in Table 1 and Table 2 , using Intel(R) Core(TM) i7-4510U CPU @2.00GHz. Considering that RSAI [4] is written by C language, which has higher efficiency than Matlab, it is not included in the comparison. To unify the size, we only add up the run times of the images 1-18. Considering that the time cost may be influenced by the CPU used, we run the programs using different CPUs and the time cost is listed in Table 3 , where Time1 represents the average run times of Proposed-I and Time2 represents the average run times of Proposed-II (q = 2).
Comparing to the NCSR [14] method, the Proposed-II algorithm saves about 60 percent time in average while the descent of quality is slight, Proposed-I algorithm also saves about 20 percent time at the same time of improving quality. Since the algorithm esintp [18] is based on the interpolation and ScSR [12] used the dictionary pair trained beforehand, the proposed algorithms cost more run times than them. However, our algorithms reconstruct much better visually pleasant images than them, which can be proved by the average PSNR and SSIM values shown in Table 4 and   Table 5 .
Conclusion
In this paper we presented two sparse representation algorithms for image SR based on image quality difference evaluation, one pursues further improvement of image quality, the other pursues less running time on the basis of image quality assurance. The image quality difference, which is calculated by the difference between the GGD parameters (ξ, σ) of two images, can be used to measure whether the improvement in quality match the time cost. We combine dictionaries learned from natural images and the given image itself for more prior knowledge and set an adaptively threshold for the image quality difference to measure the time to update dictionaries and similar patches and finish iteration. Experimental results of Proposed-I algorithm outperform many other leading image SR methods and compared with NCSR methods, Proposed-II algorithm which has a close performance saves more than a half time.
