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The effect of strong disorder on chiral-symmetric 3-dimensional lattice models is investigated via
analytical and numerical methods. The phase diagrams of the models are computed using the
non-commutative winding number, as functions of disorder strength and model’s parameters. The
localized/delocalized characteristic of the quantum states is probed with level statistics analysis.
Our study re-confirms the accurate quantization of the non-commutative winding number in the
presence of strong disorder, and its effectiveness as a numerical tool. Extended bulk states are detected
above and below the Fermi level, which are observed to undergo the so called “levitation and pair
annihilation” process when the system is driven through a topological transition. This suggests that
the bulk invariant is carried by these extended states, in stark contrast with the 1-dimensional case
where the extended states are completely absent and the bulk invariant is carried by the localized
states.
INTRODUCTION
The effect of disorder [1–9] is well understood for the
entire classes A and AII [10–12] of topological insulators
(i.e. all even space dimensions), for both bulk and edge
states [13–16]. In the bulk, the existence of a quantized
non-trivial topological invariant automatically implies
the existence of bulk extended states residing above and
below the Fermi energy. Indeed, if such states were
absent, then the topological invariants must be zero be-
cause, if the entire spectrum is localized, then the Fermi
level can be moved all the way to the edges of the spec-
trum where the topological invariants are de facto zero.
Furthermore, the disorder-induced topological-to-trivial
transition always happens via the “levitation” of these
extended bulk states [7, 8, 16, 17] towards each other
and through the annihilation of the topological charges
carried by these extended states at their collision. An
explicit analysis and simulation of these phenomena in
2-dimensional Chern insulators can be found in Ref. [18].
For the other unitary class of topological insulators,
the chiral or AIII class [10–12], the equivalent of the non-
commutative topological invariant has been recently in-
troduced [19]: the non-commutative winding number or
the odd Chern number. Using similar non-commutative
geometry arguments as for the non-commutative Chern
number, the non-commutative winding number has
been shown [23] to stay quantized and non-fluctuating
(from a disorder configuration to another) even after
the spectral gap of the insulator was closed by disor-
der. Even so, the arguments which led us to the ”lev-
itation and pair annihilation” phenomenon in class A
break down, because the Fermi level is pinned at EF = 0
for chiral-symmetric systems (the definition of the wind-
ing number requires that). As such, the existence of
extended states in the bulk remains an open problem.
The recent studies [19, 20] carried in space-dimension
d = 1 have found that the bulk extended states are com-
pletely absent even for the topological phases, and that
the winding numbers are entirely carried by localized
states. Then the important question that emerged is if
this situation is generic or if it is specific only to the case
d = 1?
In this paper we consider an explicit 3-dimensional
disordered model from the AIII-symmetry class and in-
vestigate its phase diagram and the quantum charac-
teristic of the topological states. The goal of our study
is three-fold: 1) We want to demonstrate explicitly the
topological properties of the non-commutative winding
number in d = 3 and in the presence of strong disor-
der, that is, its fine quantization and the non-fluctuating
characteristic when the Fermi level is embedded in dense
localized spectrum. 2) We want to demonstrate the ef-
fectiveness of the non-commutative winding number as
a numerical tool. 3) For the topological phases, we want
to prove the existence of the bulk extended states (at
enormous disorder strengths!) and that the topological
transitions proceed through the “levitation and annihi-
lation” mechanism, as described above.
THE 3-DIMENSIONALMODEL: DEFINITION AND
CHARACTERIZATION
The Clean Case
We work with the Cl5,0 Clifford algebra:
ΓiΓ j + Γ jΓi = 2δi j, i, j = 1, . . . , 5, (1)
and we choose the following 4 × 4 explicit irreducible
representation:
Γ1 =
(
0
σ1
σ1
0
)
, Γ2 =
(
0
σ2
σ2
0
)
, Γ3 =
(
0
σ3
σ3
0
)
,
Γ4 = i
(
0
I
−I
0
)
, Γ5 =
(
I
0
0
I
)
,
(2)
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FIG. 1. (Color online) The phase diagram of the clean model
defined in Eq. 3 or 4. Here, the reader can identify the topo-
logical phases with ν = −2, ν = +1, and the trivial topological
phase ν = 0 with varying the parameter m.
for the Γ matrices (i = 1, . . . , 5). Above, σi’s represent
the 2 × 2 Pauli’s matrices. The models are defined on
the space `2(Z3,C4) of square summable functions ψx
defined on the latticeZ3 with values in C4. The minimal
chiral-symmetric topological Hamiltonian that can be
built with the aid of these Γ-matrices takes the following
explicit form:
(Hψ)x = mΓ4ψx
+1/2
∑3
j=1
{
iΓ j
(
ψx−e j −ψx+e j
)
+ Γ4
(
ψx−e j +ψx+e j
)}
,
(3)
where e j’s represent the fundamental translations of the
lattice. Since Γ5Γ jΓ5 = −Γ j for j = 1, . . . , 4, it is evident
that H has the chiral-symmetry which is implemented
by Γ5. Despite its minimality, the model displays a rich
phase diagram as a function of the (unique) parameter
m.
Indeed, in k-space, the model takes the explicit form
[12]:
Hk =
3∑
j=1
sin k jΓ j + (m +
3∑
j=1
cos k j)Γ4. (4)
Given the defining properties of the Γ-matrices, one has:
H2k =
 3∑
j=1
sin2 k j + (m +
3∑
j=1
cos k j)2
 I4×4, (5)
hence band spectrum:
E±k = ±
 3∑
j=1
sin2 k j + (m +
3∑
j=1
cos k j)2

1
2
(6)
and the flat-band Hamiltonian Qk ≡ H(k)|H(k)| :
Qk = (E+k )
−1
 3∑
j=1
sin k jΓ j + (m +
3∑
j=1
cos k j)Γ4
 , (7)
can be explicitly computed. This Qk has only off-
diagonal terms (due to the chiral symmetry): Qk =(
0
U†k
Uk
0
)
, and the unitary matrixUk, which uniquely deter-
mines the ground state of the model, can be easily read
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FIG. 2. (Color online) The phase diagram of the clean model
defined in Eq. 10. Here, the reader can identify the topological
phases with ν = −2 and ν = +1 (the rhombic domains), a large
metallic phase (the shaded region) and the trivial topological
phase ν = 0.
from here:
Uk = (E+k )
−1
 3∑
j=1
sin k jσ j − i(m +
3∑
j=1
cos k j)I2×2
 . (8)
The bulk invariant is given by the winding number of
Uk [21]:
ν(Uk) = Λ3
∑
ρ∈S3
(−1)ρ
∫
BZ
d3k
3∏
j=1
U†k∂ρ jUk, (9)
where the summation is over all permutations of the
three indices. A map of ν as a function of the parameter
m is reported in Fig. 1. As one can see, there are three
domains of topological phases with ν = +1 and ν = −2,
the transition points being located at m = −3, −1, +1, 3.
At these points, the spectral gap of the model closes.
The minimal model of Eq. 3 has two more symmetries:
the time-reversal symmetry implemented by (σ1 ⊗ iσ2)K
(squaring to −1) and the particle hole symmetry imple-
mented by (σ2 ⊗ σ2)K , whereK is the ordinary complex
conjugation operator. Note that these two symmetrical
operators do not commute with each other henceforth
the model cannot be placed in the DIII-symmetry class
[10–12]. It is quite interesting to investigate what hap-
pens if we break these symmetries. As such we add one
more term to the model, which becomes:
(H0ψ)x = mΓ4ψx + itΓ1Γ3Γ4ψx
+1/2
∑3
j=1
{
iΓ j
(
ψx−e j −ψx+e j
)
+ Γ4
(
ψx−e j +ψx+e j
)}
.
(10)
In k-space, the extended model takes the form:
Hk =
3∑
j=1
sin k jΓ j + (m +
3∑
j=1
cos k j)Γ4 + itΓ1Γ3Γ4, (11)
3FIG. 3. (Color online) The phase diagrams in the phase space
(m, t) at disorder strength W = 4. The computations were
completed on a cubic lattice of N = 16 × 16 × 16 unit cells,
following the procedure described in the text.
and the bulk invariant can be computed as before. A map
of the winding number for the model in Eq. 10 is reported
in Fig. 2. The most important feature in this diagram is
the emergence of a metallic (gapless) phase which now
surrounds the domains of topological phases.
The last comment for this section is that both models
are interesting for our analysis in the presence of disor-
der. Indeed, while the time-reversal and particle-hole
symmetries do not play any topological role, as we shall
see, their presence or absence moves the critical points
between the topological phases from the symplectic uni-
versal class to the unitary universal class, which can
induce distinct physically measurable effects.
The Disordered Case
We only consider on-site disorder, induced by random
fluctuations of m:
(Hωψ)x = (m + Wωx)Γ4ψx + itΓ1Γ3Γ4ψx
+1/2
∑3
j=1
{
iΓ j
(
ψx−e j − ψx+e j
)
+ Γ4
(
ψx+e j +ψx−e j
)}
,
(12)
where {ωx}x∈Z3 are independent random numbers drawn
from the interval [−1/2, 1/2] (white noise). As one can eas-
ily see, the disordered Hamiltonian continues to display
the chiral-symmetry: Γ5HωΓ5 = −Hω.
The following details are of technical nature but nev-
ertheless important for our analysis, and the related
mathematic argumentation can be also found in Refs.
[20, 22, 23]. Readers who are only interested in phys-
ical results on the first reading can skip the following
mathematic part. We denote a generic disorder configu-
ration {ωx}x∈Z3 by ω, and the latter is seen as a point in
Ω = [−1/2, 1/2]Z3 . This is compact metrizable set which
FIG. 4. (Color online) The phase diagrams in the phase space
(m,W) at t = 0. The computations for νwere done with a cubic
lattice of N = 16 × 16 × 16 unit cells.
admits a probability measure, to be used for disorder av-
erages, which is simply defined by dP(ω) =
∏
x∈Z3 dωx.
It is important to note that there is a natural action of the
lattice translations on Ω:
(taω)x = ωx+a, (13)
and that the measure dP(ω) is ergodic relative to this
action. The family of disordered Hamiltonians {Hω}ω∈Ω
defined in Eq. 12 is covariant, in the sense that:
TaHωT−1a = Htaω, (14)
for any lattice translation Ta. Furthermore, any family
of operators {φ(Hω)}ω∈Ω produced by the functional cal-
culus with Hω is covariant, and the same can be said
for the commutators {[X, φ(Hω)]}ω∈Ω, where X is the po-
sition operator. The covariant property, together with
the ergodicity of the probability measure, ensures the
following self-averaging principle:
T {FωGω . . .} =
∫
Ω
dω tr0{FωGω . . .} (15)
for any covariant observables Fω,Gω, . . .. Above, T {·}
represents the trace per volume and tr0 is the trace over
C4.
The bulk invariant can be defined as before, with the
only difference that the calculus must proceed in the real
space representation. Indeed, by considering again the
flat-band Hamiltonian, the chiral symmetry annihilates
the diagonal blocks and:
Qω =
Hω
|Hω| =
(
0 Uω
U†ω 0
)
(16)
with Uω a unitary operator which generates a covariant
family whenω is allowed to take values in Ω. The natural
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FIG. 5. (Color online) Evolution of the winding number νwith
disorder W (a) and parameter m (b). The raw, un-averaged
data for 5 disorder configurations is shown by the scattered
points and the average by the solid line. The marked data
points report quantized values with 3 digital precisions.
generalization of the winding number to the disordered
case is:
ν(Uω) =
ipi
3
∑
ρ∈S3
(−1)ρ T

3∏
j=1
U−1ω [Xρ j ,Uω]
 , (17)
which for the translational invariant case is just the real
space representation of the k-space formula in Eq. 9. The
following index theorem is adopted from Ref. [23]:
Theorem [23]On the space `2(Z3,C4)⊗C2 let ∑3j=1 X j⊗σ j
be the Dirac operator and let Π denote the projector onto
the positive spectrum of this Dirac operator. Assume:∫
Ω
dP(ω) |〈x|Uω|y〉| ≤ Ae−γ|x−y|, (18)
for some strictly positiveA and γ. Then, with probability
one in ω, ΠUωΠ is a Fredholm operator and:
ν(Uω) = Index ΠUωΠ. (19)
Furthermore, the Fredholm index on the righthand side
is independent of ω and is invariant against any contin-
uous deformations of the Hamiltonian as long as Eq. 18
is satisfied.
The condition written in Eq. 18 holds true if the Fermi
level resides in a region of Anderson localized energy
spectrum [23]. This analytic result ensures that the topo-
logical phases do not disappear when the disorder is
turned on, and that topological phases with different ν’s
are separated by a metallic phase boundary. The numer-
ical algorithm we use to compute the non-commutative
winding number is based on the canonical finite-volume
approximations discovered in Ref. [22] and was dis-
cussed in detailed in Ref. [20]. Note that the winding
number formula in Eq. 17 has the self-averaging prop-
erty discussed above, hence the quantized values of ν
can be obtained from a single disorder configuration,
provided the size of the system is large enough. This
will prove to be a great numerical advantage of the ap-
proach.
Fig. 3 reports the map of the winding number in the
(m, t) plane, computed at fixed disorder strength W = 4.
As one can clearly see, there are well defined regions
where the winding number remains quantized and the
topological phases seen in Fig. 2 are still clearly visible.
The phase boundaries of the phase diagram moved quite
visibly when compared with Fig. 2, with the topological
phases actually occupying more volume after the dis-
order was turned on. Outside the topological regions,
the winding number does not drop to zero immediately,
indicating the presence of a substantial metallic region
(defined as having a diverging dynamical localization
length). Hence, the metallic phase present in Fig. 2 sur-
vives the disorder, but this is of course not a surprise in
space dimension d = 3.
Fig. 4 reports the map of the winding number in the
plane (m,W), computed at t = 0. As one can see, the
phase boundaries are strongly affected by the disorder.
The topological phases survive up to the extreme dis-
order strengths of W = 13 for ν = 1 and W = 7 for
ν = −2. We want to point out the markedly different
topology of the phase diagram reported in Fig. 4 when
compared with the phase diagram of the 1-dimensional
chiral model reported in Ref. [20] (see Fig. 6a). Al-
though both diagrams look similar at W = 0, for the
1-dimensional model the ν = +1 phase fully surrounds
the other topological phase (which in that case is ν = +2),
while in the present case, the ν = +1 phase is actually
repelled by the other topological phase ν = −2.
Together, Figs. 3 and 4 provide a good guidance on
how the 3-dimensional phase diagram in the phase space
(m, t,W) might look. From such exercise, it is easy to
see that the topological phases in this 3-dimensional
phase diagram are surrounded by a true metallic phase,
which can explain the slow (i.e. not sharp) decay of ν
to zero once it exists the topological phases at large W’s
(clearly visible in Fig. 4). Besides, it should be explic-
itly pointed out that the boundaries of the topological
phase are greatly deformed by disorder, which can be
clearly seen in Fig. 4 (also Fig. 3). This deformation
of topological phase boundaries enable us observe a in-
triguing topological phase transition from a trivial phase
to non trivial one with increasing disorder strength, e.g.
m = 4 in 4. This fascinating phenomenon was intensively
studied before and confirmed to exist in 1-dimensional
[19, 20, 24], 2-dimensional [1–4, 6–9], and 3-dimensional
[5, 25] cases. More often, people would like to call this
topological phase induced by disorder as topological An-
derson insulator.
In order to illustrate the quality of the data that can be
obtained with the non-commutative winding number,
in Fig. 5 we report the numerical values of the winding
number along the paths (1) and (2) shown in Fig. 4. In this
figure we show the results for five independent random
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FIG. 6. (Color online) Statistics of the energy level-spacing ensembles for Hamiltonian defined in Eq. 12 with t = 0 (time-reversal
symmetry) and disorder strength W = 4, collected at different energies. Section (a) of the figure corresponds to the topological
phase ν = −2 (m = 0), while section to the topological phase ν = +1 (m = 2). For both sections, the main panels show the variance
of the ensembles. The dotted lines mark the value 0.104 appropriate for a Gaussian symplectic ensemble of random matrices.
The side panels show the histograms of the level-spacings ensembles recorder at a few particular energies. This histograms are
compared with the Wigner surmise distribution PGSE(s) = 2
18
36pi3 s
4e−
64
9pi s
2
.
configurations (the markers) as well as the average over
these five random configurations. The calculations have
been completed on a larger lattice of size 21×21×21. Sev-
eral explicit numerical values of the averaged winding
numbers are displayed, showing a quantization with 3
digits of precision. The data also show the self-averaging
property of the winding number, which can be deduced
from the absence of fluctuations in the non-averaged
data.
THE LOCALIZED/DELOCALIZED CHARACTERISTIC
OF THE QUANTUM STATES
The localized/delocalized characteristic of the quan-
tum states can be probed by examining the statistics of
the energy level spacings [26]. Since the only required
inputs are the eigenvalues of the disordered Hamilto-
nians, this technique is fairly efficient and well suited
for mapping large phase diagrams. We closely follow
the prescription reported in Ref. [18], which consists
of recording energy level spacings from small windows
centered at different energies (as oppose to treating the
whole spectrum at once). This is especially useful when
the localized/delocalized characteristic of the quantum
states changes with the energy. In the following nu-
merical experiments, we used a random number gen-
erator to build the Hω’s on a 21 × 21 × 21 lattice with
periodic boundary conditions. The eigenvalues were
collected for 100 disordered configurations and for each
energy, the width of the energy window was adjusted
so that at the end 2000 level spacings were recorded for
each energy. The histograms of these ensembles of level
spacings were constructed and the variance of these his-
tograms was computed, following the same method as
that in Ref. [18].
Existence of extended states
Here we comb the entire energy spectrum of the mod-
els using the level spacing statistics, in search for the
bulk extended states above and below the Fermi level
EF = 0.
Fig. 6 refers to the Hamiltonian defined in Eq. 12 with
t = 0, in which case the time-reversal symmetry is re-
stored. The disorder strength was fixed atW = 4. Section
(a) of this figure refers to the topological phase ν = −2
(m = 0) and section (b) to the topological phase ν = +1
(m = 2). For both sections, the main panels report the
variance of the energy level ensembles recorded at var-
ious energies. As one can see, for the most part of the
energy range, the variance is pinned to the value 0.104,
which is the expected value for a Gaussian symplectic
ensemble. At the edges of the spectrum the variance
approaches the value 1, appropriate for a Poisson distri-
6FIG. 7. (Color online) Statistics of the energy level-spacing ensembles for Hamiltonian defined in Eq. 12 with t = 0.3 (broken
time-reversal symmetry) and disorder strength W = 4, collected at different energies. Section (a) of the figure corresponds to
the topological phase ν = −2 (m = 0), while section to the topological phase ν = +1 (m = 2). For both sections, the main panels
show the variance of the ensembles. The dotted lines mark the value 0.178 appropriate for a Gaussian unitary ensemble of
random matrices. The side panels show the histograms of the level-spacing ensembles recorded at a few particular energies. This
histograms are compared with the Wigner surmise distribution PGUE(s) = 32pi2 s
2e− 4pi s2 .
bution (this is more visible in section (b) of the figure).
When the variance is pinned at 0.104, the histograms
of the ensembles, shown in the side panels, overlap
almost perfectly with the Wigner surmise distribution
PGSE(s) = 2
18
36pi3 s
4e− 649pi s2 . According to Ref. [26], this is an
indication that the dynamical localization length of the
states exceeds the simulation box. To obtain the energy
region where the dynamical localization length is infi-
nite one needs to perform a finite-size scaling analysis
and detect the critical point (if any) which separates the
localized and the extended spectrum. While we did not
carried this analysis entirely, we did look at the variance
for different lattice sizes (the 21 × 21 × 21 lattice was the
largest we considered) and observed that the domain
where the variance is pinned at 0.104 is practically not
affected by the size. This assured us that here we are in
fact dealing with true extended states.
Fig. 7 refers to the case when t = 0.3, in which case
both the time-reversal symmetry and the particle hole
symmetry are broken. As before, section (a) refers to the
topological phase ν = −2 (m = 0) and section (b) to the
topological phase ν = +1 (m = 2). For this case, one
can see the variance being pinned at 0.178, which is the
expected value for a Gaussian unitary ensemble. The
histograms of the level spacing ensemble confirm that
indeed the distributions follow the Wigner surmise dis-
tribution PGUE(s) = 32pi2 s
2e− 4pi s2 . As before, this leaves little
doubt that we are again dealing with extended states.
Levitation and pair annihilation at the topological transition
The previous data give strong evidence that, indeed,
extended bulk states are present above and below the
Fermi level. Since the models are in space dimension
d = 3, this in itself is not that surprising. However,
when varying the disorder strength and forcing the sys-
tems to go through a topological transition, we observed
the classical signature of the “levitation and pair anni-
hilation” phenomenon. Indeed, in Fig. 8 we report the
evolution of the variance of level spacing ensembles as
the disorder strength is increased from W = 0 to W = 20.
As one can clearly see, the energy domains above and
below EF = 0 where the variance is pinned at 0.104 (see
the blue-shaded regions in Fig. 8) do not disappear as the
disordered strength is increased, but instead they move
towards each other until they collide and only after the
collision they disappear. We point out that the phase
diagram presented in Fig. 8 looks very similar with the
phase diagram of the 3-dimensional strong topological
insulator investigated in Ref. [27] (see Fig. 3 there).
When the time-reversal symmetry and the particle
hole symmetry are broken, which leads to the degen-
eracy of eigenvalues, the variance of the energy level en-
sembles turns to a Gaussian unitary statistics. As shown
in Fig. LevelStatistics2, the variance is pinned again to
the value 0.178 for t = 0.3, which corresponds to ex-
tended states for a Gaussian unitary ensemble. It should
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FIG. 8. (Color online) The variance of the ensembles of level
spacings for the topological case m=0 (left panel) and 2 (right
panel), recorded at various disorder strength as a function of
Fermi energy. The dotted lines mark the value 0.104 appropri-
ate for a Gaussian symplectic ensemble of random matrices. A
total of 100 disorder configurations were used in these simu-
lations and, for each disorder configuration and energy E, 20
level spacings were collected from the immediate vicinity of E.
As such, the ensembles contain 2000 level spacings. The size
of the lattice for these simulations was 16 × 16 × 16.
be pointed out explicitly that with breaking the time-
reversal symmetry and the particle hole symmetry the
“levitation and pair annihilation” phenomenon of ex-
tended states is still observed with increasing disorder
strength, similar as that in Fig. 8. Therefore, no matter
whether the time-reversal and particle hole symmetries
persist or not, the bulk extended states for 3-dimensional
chiral topological insulators definitely undergo the “lev-
itation and pair annihilation” when the system is driven
through a topological phase transition.
W=3
W=4
W=5
W=6
W=8
W=10
W=12
W=16
W=20
−12 0 12
EF
W=2
m=0 m=2
W=3
W=4
W=5
W=6
W=8
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W=12
W=16
W=20
−12 0 12
EF
W=2
FIG. 9. (Color online) Same as Fig. 8, except for t = 0.3 (broken
time-reversal symmetry). The dotted lines mark the value
0.178 appropriate for a Gaussian unitary ensemble of random
matrices.
CONCLUSIONS
Using analytical and numerical methods, we stud-
ied the effect of strong disorder on 3-dimensional chiral
topological insulators, which follows a Z-classification.
The main conclusions includes as follows:
• The non-commutative winding number continues
to be an accurate and effective numerical tool in
space dimension d = 3.
• The bulk extended states survive the disorder even
at extreme disorder strengths.
• The bulk extended states undergo the “levitation
and pair annihilation” when the system is driven
through a topological phase transition.
8• This provide strong evidence that the bulk topo-
logical invariant is carried by these extended bulk
states.
These results are helpful to understand topological
phase transitions and strong disorder effects for the 3-
dimensional topological insulators.
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