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I. INTRODUCTION
A stumbling block in controller design for nonlinear sampled-data control systems is the absence of a good model for the design. Indeed, even if the continuous-time plant model is known, we can not in general compute the exact discrete-time model of the plant since this requires an explicit analytic solution of a nonlinear differential equation. This has motivated research on controller design via approximate discrete-time models for sampled-data nonlinear systems [1] , [2] , [7] . A drawback of these early results was their limited applicability: they investigate a particular class of plant models, a particular approximate discrete-time plant model (usually Euler) and a particular controller.
A more general framework for stabilization of disturbance-free sampled-data nonlinear systems via their approximate discrete-time models that is applicable to general plant models, controllers and approximate discrete-time models was first presented in [10] , [11] . In this note, we generalize results in [11] by i) considering sampled-data nonlinear systems with disturbances, and ii) providing a framework for the design of input-to-state stabilizing (ISS) controllers based on approximate discrete-time plant models (for more details on ISS see [6] , [15] , [13] , and [14] ). In particular, we provide sufficient conditions on the continuous-time plant model, the controller and the approximate discrete-time model, which guarantee that if the controller input-to-state stabilizes the approximate discrete-time plant model it would also input-to-state stabilize the exact discrete-time plant model. Our results apply to dynamic controllers and our approach benefits from the results on numerical integration schemes in [16] , [3] , and [4] . Related results were investigated in [8] , on changes of supply rates for ISS discrete-time systems.
II. PRELIMINARIES
Sets of real and natural numbers (including 0) are denoted, respec- 
where x 2 n , u 2 m and w 2 p are respectively the state, control input and exogenous disturbance. It is assumed that f is locally Lipschitz and f (0; 0; 0) = 0. We will consider two cases: w(1) are measurable functions (in the Lebesgue sense), and w(1) are continuously differentiable functions. We will always make precise which case we consider. The control is taken to be a piecewise constant signal u(t) = u(kT ) =: u(k); 8 t 2 [kT ; (k+1)T ), k 2 , where T > 0 is the sampling period. Also, we assume that some combination (output) or all of the states (x(k) := x(kT )) are available at sampling instant kT , k 2 . The exact discrete-time model for the plant (1), which describes the plant behavior at sampling instants kT , is obtained by integrating the initial value problem
with given w T [k], u(k) and x 0 = x(k), over the sampling interval
If we denote by x(t) the solution of the initial value problem (2) at time t with given x0 = x(k), u(k) and wT [k] , then the exact discrete-time model of (1) can be written as
We refer to (3) (2) . In this case, the approximate discrete-time model can be written as
We refer to the approximate model (4) 
Recently, numerical integration schemes for systems with measurable disturbances were considered in [3] and [4] . Using these numerical integration techniques, we can obtain an approximate discrete-time model
which is in general a functional difference equation. For instance, the simplest such approximate discrete-time model, which is analogous to Euler model, has the following form
f(x(k); u(k); w(s))ds (see [3] ). Since we will consider semiglobal ISS (see Definition II.2), we will think of F e T and F a T as being defined globally for all small T , even though the initial value problem (2) may exhibit finite escape times [11, p. 261 ].
The sampling period T is assumed to be a design parameter which can be arbitrarily assigned. Since we are dealing with a family of approximate discrete-time models F a T , parameterized by T , in order to achieve a certain objective we need in general to obtain a family of controllers, parameterized by T . We consider a family of dynamic feedback controllers
where z 2 n . To shorten notation, we introducex := (x T z T ) T , x 2 n , where nx := n x + n z and
The superscript i may be either e or a, where e stands for exact model, a 
is Lyapunov-SP-ISS if there exist functions 1 1 ; 2 ; 3 2 K 1 and 2 K, and for any strictly positive-real numbers (11; 12;1;2) there exist strictly positive-real numbers T 3 and L, such that for all T 2 (0;T 3 ) there exists a function V T : n ! 0 such that for allx 2 n with jxj 1 1 and all w 2 L1 with kwk 1 12 the following holds:
T 0 3(jxj)+(kwT k 1 )+1 (9) and, moreover, for all x 1 ; x 2 ; z with (x T 1 z T ) T ; (x T 2 z T ) T 2 [ 2 ; 1 1 ] and all T 2 (0;T 3 ), we have jV T (x 1 ; z) 0 V T (x 2 ; z)j L jx1 0 x2j. The function VT is called an ISS-Lyapunov function for the family F T .
Remark II.1:
In the case when the family of parameterized closed-loop discrete-time nonlinear systems is an ordinary difference equationx(k + 1) = F T (x(k);w(k)), the condition (9) (10) and the function VT is called an ISS-Lyapunov function for the family
The following definition is a semiglobal-practical version of the ISS property used in [13] and [15] , and we use it in the case when we consider measurable disturbances w. The following semiglobal practical "ISS-like property" was used in [9] , and we use it when the disturbances are continuously differentiable.
Definition II.3: [Semiglobal practical derivative ISS (SP-DISS)]
The family of systemsx( Note that a similar property to SP-ISS, called input-to-state practical stability (ISpS) was defined in [5] and [14] when considering nonparameterized systems. ) and all jxj 1x we have juT (x)j 1u.
In order to prove our main results, we need to guarantee that the mismatch between F e T and F a T is small in some sense. We define two consistency properties, which will be used to limit the mismatch. Similar definitions can be found in numerical analysis literature [16, Def. , all x 2 n ; u 2 m with jxj 1x, juj 1u and functions w(1) that are continuously differentiable and satisfy kw T k 1 
III. MAIN RESULTS
In this section, we state and prove our main results (Theorems III.1 and III.2). The results specify conditions on the approximate model, the controller and the plant, which guarantee that the family of controllers (GT;uT) that input-to-state stabilize F a T would also input-to-state stabilize F e T for sufficiently small T . We emphasize that our results are given for general approximate discrete-time models F a T (not only for the Euler approximation). We remark that under certain mild conditions on the plant and the controller, our results can be extended to include inter-sample behavior, to conclude SP-ISS results for the closed-loop sampled-data systems (see the results in [12] The following lemmas are needed to complete proofs of both theorems. We prove only Lemma III.1 for the case of ordinary difference equations (i.e., when (10) holds) and then comment on the changes in the proof for the case of functional difference equations (i.e., when (9) from the choice of T 3 (in particular, the choice of T 3 4 and T 3 7 ), the choice of 1 and 2, and using (18)- (23), we deduce that VT (F e T ) (C w 
Hence, we can conclude that
Again using the conditions i) and ii) of Theorem III.1 and from the choice of T 3 (in particular the choice of T 3 4 ), the choice of 1 and 2 , and using (18)- (25) 
Suppose now that VT (F e T (x; wT )) (Cw) + (=2) and VT (x) (C w ) + . 
which shows that (14) is valid, and this completes the proof of Lemma III.1. The proof of Lemma III.1 for the case of functional difference equations and the proof of Lemma III.3 follow the same steps, except that we do not need to use Fact 1 since (9) holds. Also, in the case of functional difference equations of Lemma III.1 we use one-step weak consistency and in the case of Lemma III.3 we use one-step strong consistency. The next lemma is needed in proofs of Theorems III.1 and III.2, and it was proved as a part of the proof of [11, Th. 2] . 
