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概要
脳は生物が進化の過程で獲得した情報処理システムである．しばしば脳は最も優れた情報処
理システムと考えられ，これまでに脳の情報処理機能を理解し，人工的に実装しようと数多く
の取り組みがなされてきた．脳の神経回路が持つ顕著な特徴として，自発活動が挙げられる．
脳の神経活動は止まらない．睡眠中や麻酔下であっても脳は休まずに活動を続けている．脳を
情報処理システムと考えた時，エネルギー効率の観点では，入力あり，出力が求められる時に
のみ動作する方が効率的であろう．それにも関わらず脳が持続的に活動し続けることは，そこ
に何らかの物理的制約と機能的要求があるからと考えるのが自然である．
脳の神経回路は自発活動で再現性と多様性のある時空間パターンを再生し，さらに自発活動
の時空間パターンは外部入力に対する応答パターンと類似することが知られている．そのた
め，神経回路は自発活動で記憶を表現していると考えられる．再現性と多様性のある時空間パ
ターンは，外部入力を受けること無く神経細胞が自己組織的に構成した分散培養神経回路でも
見られることから，神経回路の記憶は必ずしも外部入力を学習して作り出されるのではない可
能性がある．本研究では，自発活動が備える再現性と多様性のある時空間パターンが自律的に
生まれるものと仮定し，分散培養神経回路で，どのような自己組織化過程を経て創発されるの
か，神経回路が獲得するどのような特性から実現されるのかを明らかにすることを目的とし
た．さらに，自発活動が分散培養神経回路でも外部入力応答との類似性を保持し，記憶の座と
して機能するのかを調べた．近年開発の進む高密度 CMOS電極アレイを用いて，ラット胎児
大脳皮質由来の分散培養神経回路の神経活動を計測し，以下の知見を得た．
適度な多様性を持つ神経活動の指標である，べき乗則に従う神経雪崩現象が神経回路に生じ
る発達過程を明らかにするため，幼弱な時期から経時的に分散培養神経回路の活動を観測し
た．その結果，神経回路の活動はランダムな発火をする最初期から，一様な時空間パターンを
持つ特徴的な大規模同期を出力する時期を経て，最終的に多様な規模，時空間パターンを出力
する状態になることが観測された．この結果は，神経回路の自発活動が持つ多様性が，神経回
路の機能的な統合と断片化という 2段階の発達プロセスを経て創発することを示唆する．
神経回路が自発活動で時空間パターンの再現性と多様性を両立するメカニズムとして，神経
回路に機能的な部分神経集団が存在し，部分神経集団単位で活動伝達することで安定性を確保
し，かつ内部状態依存で部分神経集団間の関係が変化することで複数パターンを出力するとい
う仮説を立て，その検証を行った．次元削減法で部分神経集団の活動を抽出すると，異なる時
空間パターン間で部分神経集団の活性化順序が部分的に類似し，共通の逐次伝達構造を用いて
複数の時空間パターンを再生することが示唆された．さらに，類似した時空間パターンは連続
して再生されやすく，連続的な内部状態依存で時空間パターンが出力される可能性を示した．
分散培養神経回路が自己組織的に自発活動に創りだす時空間パターンが記憶の座としての役
割を持つか明らかにするため，分散培養神経回路に電気刺激を加えて同期発火を誘発し，自発
同期活動パターンとの類似性を調べた．神経回路は自発活動で幾つかの再現性ある時空間パ
ターンを出力し，誘発された同期活動の時空間パターンはその一つと類似した．すなわち，分
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散培養神経回路でも自発活動の時空間パターンが記憶の座としての役割を果たす可能性が示さ
れた．分散培養神経回路は予め自己組織的に創りだした内部状態に対して，外部入力を投射し
て表現するとも言える．
以上から，神経回路は学習を経ずとも自己組織的に記憶の座に相当する再現性と多様性を持
つ時空間パターンを創りだし，外部入力を予め存在する記憶の座に割り当てて処理する可能性
が示唆される．発達による自己組織化を通して，神経回路は初めに一度単調な活動状態を作り
出してから，適度な多様性を持つ神経活動を導くことが示された．さらに，自己組織化の結果
として，神経回路は機能的な部分神経集団と逐次的活性化構造，さらに自律遷移する内部状態
を生み出し，再現性と多様性ある時空間パターンが備わることが示唆された．このような自己
組織化特性は，生物が入力に依存せずにあらゆる状況下で常にある程度優れた情報処理をする
ための解であるかもしれない．
iii
目次
第 1章 序論 1
1.1 情報処理システムとしての神経回路 . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 神経回路の自発活動 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 分散培養神経回路 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 本研究の目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5 本論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
第 2章 高密度 CMOS電極アレイを用いた分散培養神経回路の電気生理実験系 16
第 3章 発達を通じた多様性の創発: 統合と断片化のプロセス 17
3.1 背景と目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 手法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.5 結論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
第 4章 再現性と多様性の両立メカニズム: 細胞集団伝達と自律状態遷移 39
4.1 背景と目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 手法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3 結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.4 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5 結論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
第 5章 自発誘発類似性の機能的意義: 刺激入力による内部状態への投射 63
第 6章 総論 64
第 7章 結論 65
参考文献 67
業績リスト 80
目次 iv
謝辞 85
v図目次
1.1 Schematic illustrations of artificial neural network models. . . . . . . . . . . 3
1.2 Schematic illustration of the synfire chain model and the brancing process
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Schematic illustration of the sampling-based representation hypothesis. . . 11
3.1 Schematic illustration of possible developmental variation models. . . . . . 20
3.2 Spontaneous activity of dissociated cortical cultures at different develop-
mental stages. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Avalanche size distributions obtained from a culture . . . . . . . . . . . . . . 27
3.4 Avalanche size distributions in different configurations. . . . . . . . . . . . . 28
3.5 The developmental variation of avalanche distribution features over time. . 30
3.6 Poisson-like spiking activity in cortical cultures with synaptic blockers. . . . 32
3.7 The changing proportion of avalanche distribution over time. . . . . . . . . . 33
3.8 Developmental variations in spatiotemporal pattern. . . . . . . . . . . . . . . 35
4.1 Spontaneous spiking activities of cultured cortical neurons recorded on
CMOS MEAs and distributions of burst peak amplitude. . . . . . . . . . . . . 47
4.2 Decomposition of high-dimensional neuronal activity and classification of
synchronized burst patterns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Similarity in partial sequence of sub-population activation between syn-
chronized burst classes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4 Evaluation of consecutiveness in appearance of burst spatiotemporal pat-
terns classes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.5 Consecutive and periodic appearance of similar spatiotemporal patterns of
bursts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.6 Variation of spatiotemporal patterns during a period of the same class burst. 56
4.7 Schematic illustration of the hypothesis. . . . . . . . . . . . . . . . . . . . . . 58
4.8 Dimension-reduced activity of cultured neuronal networks represented by
20 sub-populations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
vi
表目次
1第 1章
序論
1.1 情報処理システムとしての神経回路
脳は生物が進化の過程で獲得した情報処理システムである．脳では神経細胞が構成するネッ
トワーク（神経回路）が電気信号または化学物質を介して情報を伝達しており，神経回路の活
動が脳の情報処理機能を生み出している．しばしば脳は最も優れた情報処理システムと考えら
れ，その動作原理を理解することは人類の夢の一つと言える．
これまでに脳の情報処理機能を数理的 ¢物理的に模擬しようと多くの試みがなされてきた．
1943 年に McCulloch と Pitz が神経細胞の入出力特性を単純な数式で表現した McCulloch-
Pitzモデルを考案した (McCulloch and Pitts, 1943)．Rosenblatt はそれを元に 1957 年に 3
層のフィードフォワード構造からなるパーセプトロン (Perceptron) を考案し，入力パターン
を識別できることを示した (Rosenblatt, 1958)．神経回路 (Neuronal network)をモデル化し，
計算機上で実行できるようにしたものは一般にニューラルネットワーク (Neural network)と
呼ばれる．以降興隆期と停滞期を繰り返しながら，これまでに多くのニューラルネットワーク
が考案されてきた．これらの試みは，脳に匹敵する優れたコンピュータを造る，という社会的
要求を実現することを目的としただけではなく，脳を（情報学的観点から）理解したい，とい
う科学的探究心にも牽引されてきたのであろう．
近年はディープラーニングと呼ばれる技術の登場により，ニューラルネットワークが再度
注目を集めている．2016 年にディープラーニング技術を駆使して作られた DeepMind 社の
AlphaGo (Silver et al., 2016)が世界屈指の囲碁棋士イ・セドルに勝利したことは我々に大き
なインパクトを与えた．ディープラーニングの革新的な点は，それまで学習を収束させること
が困難と考えられていた 3層以上の多層パーセプトロンが学習可能であることが示された点で
ある (Hinton et al., 2006)．その下地となったのは，学習データの増加及び計算機の性能向上
と考えられている．
パーセプトロンを初めとして，現状一般的なニューラルネットワークはフィードフォワー
ド型 (Fig. 1.1A) のものが多い．フィードフォワードニューラルネットワーク (Feed-forward
neural network: FFNN) とは，神経細胞が層状に配置されており，入力情報が逐次的に各層
で処理されて出力されるネットワークで，大脳皮質感覚野の 6層構造を模擬したものとも言わ
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れる．ニューラルネットワークの学習は，バックプロパゲーション（誤差逆伝播法とも）と呼
ばれるアルゴリズムで実行される．バックプロパゲーションでは，与えられた正解データと出
力データの誤差に対して，出力に最も近い出力層から順に，層を逆上って重みを更新するアル
ゴリズムである．この時，層を逆上るに従って更新速度が低下する勾配消失問題が生じること
が知られていた．
FFNNは画像など時間的な情報を持たない入力の識別には向くものの，音声や動画など，入
力の時間的な連続性を考慮する必要がある入力には適さない．これは，FFNNが（学習の結
果重みが更新されない限り）状態が常に固定された静的な識別器だからである．再帰的な結合
構造を持つニューラルネットワーク，リカレントニューラルネットワーク (Recurrent neural
network: RNN; Fig. 1.1B)は時間的に連続な入力を扱える．RNNでは神経細胞の出力が他の
細胞を介してリカレント（再帰的）に入力となるため，前時刻の入力情報を間接的に保持し，
前時刻までの入力に依存して現時刻の入力処理結果が変わるからである．すなわち，ネット
ワークに内部状態が存在し，外部入力に駆動されるダイナミクスを持つ，動的ニューラルネッ
トワークと言える．
このように動的情報処理をニューラルネットワークで行うためにはリカレントな構造が必要
だが，RNNは依然として勾配消失問題が問題となる．そこで，RNNの機能を計算的に安定な
構造で実装した Long short-term memory (LSTM) (Hochreiter and Schmidhuber, 1997) と
呼ばれる擬似的なモデルがニューラルネットワークで動的情報処理をするための一般的な手法
になっている．RNNを用いた別の枠組みとして，リザーバーコンピューティング (Reservoire
computing) とよばれる手法がある (Maass et al., 2002; Sussillo and Abbott, 2009)．リザー
バーコンピューティングではランダムな結合構造を持つ RNNに対して，特定の神経細胞群に
入力信号が入力される．出力信号は神経細胞の活動の線形和であり，線形和の重みを最適化す
ることで入力信号に対して任意の出力信号を学習して出力できる．学習するのは線形和の重み
だけなので容易であり，RNNの実用的なモデルとして着目されている．
ディープラーニングの登場により，ニューラルネットワークはヒトの脳機能を越える性能を
示しつつある．しかし，その性能を示すことができる応用先は一部に限られている．現状の
ニューラルネットワークは，学習に膨大なデータ量と学習時間を必要とする．そのため，十分
に学習データが準備できない対象に対しては，その性能を発揮することができない．実世界で
は，必ずしも十分な学習データが用意されない可能性がある．また，学習に十分な時間を取れ
るとも限らない．さらに，手に入るデータが質の良いものかもわからない．そのような場合で
も，脳はリアルタイムに安定して動作する必要がある．学習が完了していなくとも，常にある
程度妥当な出力をする必要がある．脳の神経回路にはこのような機能が要求される．そのため
には，必ずしも入力データの学習という形に依存しないシステムの構成方法が必要と考えら
れる．
脳の神経回路と一般的な情報処理システムとの最たる相違点は，その自発活動の有無にある
かもしれない．情報処理システムとは，入力を受けて出力を返すシステムと定義できるだろ
う．しかし，脳の神経活動は止まらない．睡眠中や麻酔下であっても脳は休まずに活動を続け
ている．つまり，入力が無くとも常に出力をする．そのため，単に入出力関係からではその動
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B
Fig.1.1. Schematic illustrations of artificial neural network models. (A) A typical structure
of feed-forward neural network (FFNN). (B) A typical neural network structure for
the reservoir computing, where a recurrent neural network plays a principal role.
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作原理を理解することは難しいと考えられる．脳を情報処理システムと考えた時，エネルギー
効率の観点では，入力があり，出力が求められる時にのみ動作する方が効率的であろう．それ
にも関わらず脳が持続的に活動し続けることは，そこに何らかの物理的制約か機能的要求があ
るからと考えるのが自然である．
脳の神経回路は再帰的な結合を持ち，自発的に活動しながら動的に情報処理を行う．FFNN
が静的ニューラルネットワーク，RNNが動的ニューラルネットワークであるのに対し，神経
回路は自律的なダイナミクスを持つ内部状態が存在する，自律動的ニューラルネットワークと
言えるだろう．この自律動的な特性が，学習が不十分な状況でも脳が安定して動作する理由か
もしれない．脳に匹敵する情報処理システムを創りだすためには，自発活動の意義を理解する
必要があると考えられる．
1.2 神経回路の自発活動
本節では，これまでに報告されている脳の自発活動に関する知見をまとめる．
1.2.1 自発活動の同期現象と時空間パターン再生
睡眠下，麻酔下など，外部からの入力が無い，または少ない状態では，神経回路の自発活動
は神経細胞の同期発火に特徴づけられる．同期発火現象は大脳皮質や海馬などで一般に観測さ
れる．同期発火中の神経細胞は，単に一斉に発火するのではなく，再現性のある時空間パター
ンに従って活動する．すなわち，各細胞が同期中に活動する順序，タイミングがおおよそ決
まっているのである．このような秩序だった時空間パターンを有することから，神経回路は神
経細胞の同期発火に情報を表現している，または同期発火で情報を伝播しているのではないか
と考えられている．
同期発火が最も詳しく調べられているのは海馬である．in vivo実験では海馬の CA1の錐
体細胞が覚醒下に経験した発火パターンを睡眠下でも繰り返す (”Replay” 現象) ことが知ら
れている (Lee and Wilson, 2002; Wilson and McNaughton, 1994)．覚醒下で皮質から海馬に
送られた情報を貯蓄しておき，睡眠下，特に NREM (Non rapid eye movement) 状態で，海
馬が情報を再生して皮質に送ることで記憶が定着する (Memory consolidation) メカニズム
(Diekelmann and Born, 2010)が考えられている．さらに，海馬では，覚醒下で経験した発火
パターンの順序を真逆にしたような発火パターンが睡眠下で現れる (“Reverse replay”) 現象
(Foster and Wilson, 2006)や，更には覚醒下で経験する発火パターンが事前の睡眠中に生じる
(“Preplay”)現象 (Dragoi and Tonegawa, 2011, 2013)も観測されている．海馬での研究報告が
多い一つの理由は，CA1の錐体細胞に場所細胞 (Place cell) (O’Keefe and Dostrovsky, 1971;
O’Keefe and Nadel, 1978)として機能する細胞があり，実験体に特定の経路を通らせることで
発火パターンを誘起しやすいからであろう．
また，海馬の同期発火は覚醒化静止時にも観測される (Carr et al., 2011; Grosmark and
Buzsáki, 2016; Karlsson and Frank, 2009; Kudrimoti et al., 1999; Takahashi, 2015; Villette
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et al., 2015)．マウスに迷路課題を解かせると，分岐点で静止する間に，これから通る経路に
対応する場所細胞発火パターンを事前に再生する (Takahashi, 2015)．これは未来の行動を予
測していると捉えられ，メンタルタイムトラベル (Tulving, 1985)の原理とも考えられている．
自発的な同期発火とそれに伴う時空間パターンの再生は大脳皮質でも観測される．Ji と
Wilsonは，海馬で睡眠下に Replayが生じるとき，大脳皮質の視覚野 V1でも直前の覚醒下
で経験した時空間パターンが再生されることを報告している (Ji and Wilson, 2007)．海馬で
Replay が生じるときに伴う Sharp-wave ripple と同期して，大脳皮質前頭前野 (Prefrontal
cortex: PFC) でも replay が生じることが報告されている (Jadhav et al., 2016; Peyrache
et al., 2009)．また，麻酔下の大脳皮質感覚野では，上記のような Replay現象とは独立に，自
発活動で安定した時空間パターンが生じることが示されている (Luczak et al., 2007)．覚醒行
動下では神経回路は睡眠下，麻酔下と比べて非同期的な活動を示すことが知られているが，神
経細胞の発火順序や入力に対する反応などの活動パターンは保存されている (Luczak et al.,
2013; Noda and Takahashi, 2015)．
1.2.2 神経雪崩現象
神経回路は自発的に多様な活動を生じる．Beggsと Plenzは大脳皮質スライスを多点電極
アレイ上で培養し，自発活動での局所電場電位 (LFP: Local field potential)を観測したとこ
ろ，同期の規模がべき乗則に従うことを見出した (Beggs and Plenz, 2003)．ここで，同期の
規模とは同期中に観測された LFPが閾値を超えた回数，同期中に閾値を超えた LFPを観測し
た電極の数，同期の持続時間などで定義される．これらの定義で同期規模の分布はべき分布に
従い，分布が両対数グラフ上で負の傾きを持つ直線となる．これは，小規模な同期が大多数を
占める一方で，稀に極めて大規模な同期も生じ得ることを意味する．また，時間，空間スケー
ルに依存せずこれらの性質が成り立つことを意味する（スケールフリー性）．雪崩が生じる際
の雪球の大きさにもこの法則が成り立ち，神経細胞が同期活動する様子が雪崩が生じる様子に
似ていることから，この文脈での同期現象は神経雪崩現象 (Neuronal avalanche) と呼ばれる
(Plenz and Thiagarajan, 2007)．また，べき乗則に従う神経雪崩現象が生じるとき，神経回路
は活動が適度な複雑性を持つ状態，Self-organized criticality (SoC)にあると言われる．
Beggsと Plenzは神経雪崩現象がべき乗則に従うとき，すなわち SoCで，神経回路では多様
な時空間パターンが生じていることを示した (Beggs and Plenz, 2004)．さらに，大脳皮質ス
ライスでの実験及びシミュレーションの結果から SoCにある神経回路では出現する時空間パ
ターンの種類が最大化されることが報告されている (Chen et al., 2010; Haldeman and Beggs,
2005)．さらに，神経回路が記憶可能な情報量や (Shew et al., 2011)，処理できる外部入力の
種類 (Shew et al., 2009)も最大化される．すなわち，SoCは神経回路が情報処理システムとし
て最適な状態にあることを示唆しているのかもしれない．
SoCと神経雪崩現象は初めに大脳皮質スライスで発見された (Beggs and Plenz, 2003)が，
皮質スライス (Friedman et al., 2012; Haldeman and Beggs, 2005; Stewart and Plenz, 2008)
だけではなく，腹側被蓋野を皮質と合わせて切り出したスライス共培養系 (Petermann et al.,
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2009; Shew et al., 2009, 2011; Yang et al., 2012)，in vivo 麻酔下の大脳皮質 (Gireesh and
Plenz, 2008)，覚醒化の大脳皮質 (Petermann et al., 2009)，海馬 (Priesemann et al., 2014)
などでも観測されており，神経回路の普遍的な特性の一つと考えられている．SoC を生み
出す上で，神経回路での興奮性細胞と抑制性細胞の割合が重要な要素だと考えられている．
(Massobrio et al., 2015; Shin and Kim, 2006)
1.2.3 神経活動の自律状態変動
自発的な同期発火が生じるとき，神経回路はしばしば”Up state”にあると言われる．これ
は，神経回路で同期発火が生じる際には，各神経細胞の膜電位が平常時よりも持続して上昇し
た状態になるからである (Anderson et al., 2000; Cossart et al., 2003; Maclean et al., 2005;
Petersen et al., 2003; Sanchez-Vives and McCormick, 2000)．これにより，神経細胞の発火
閾値までの電位差が少なくなり，神経細胞は入力を受けた際に平常時より発火しやすい状態に
なる．神経細胞の同期現象は膜電位レベルの状態変化も表現している可能性が高い．
また，同じ刺激入力を繰り返し与えた時に，神経回路の応答は試行ごとに大きなばらつきを
見せる．このばらつきは Trial to trial variabilityと呼ばれる．Arieliらは，移動する縞模様
を見せた時にネコの視覚野で誘発される LFPを電位感受性色素 (Voltage sensitve dye)イメー
ジングで観測した．この時生じた Trial to trial variablityは自発活動に由来するものと考えら
れ，刺激に誘発される LFPのパターンが再現性のある誘発応答成分とその時の自発活動との
和として表せるというモデルを提案した (Arieli et al., 1996)．神経回路は動的特性を持ち，外
部入力に対する応答パターンは自律的に変動する自発活動に依存して生じると考えられる．
このような自律的な自発活動の変動は，単なるノイズではないと考えられる．非同期的な発
火を生じるときの自発活動を隠れマルコフモデルで解析すると，神経回路に複数の状態が存在
し，それらを自律的に巡回することが示される (Mazzucato et al., 2015)．そして，外部刺激を
加えると遷移する状態数が減少する (Mazzucato et al., 2015)．外部刺激が高次な自発活動の
次元を圧縮する作用を持つとも言え (Mazzucato et al., 2016)，神経回路がアトラクターネッ
トワークとして働くことを示すかもしれない．
1.2.4 自発活動と刺激応答の類似性
自発活動の大きな特徴として，時空間パターンが外部から回路に入力が加わった時に誘発さ
れる応答の時空間パターンと類似することが知られている．ネコ視覚野の電位感受性色素イ
メージングから，自発活動の空間パターンと誘発応答の空間パターンは似ており，誘発反応
時の活動から自発活動時の単一神経細胞の発火パターンを再現できることを示した (Tsodyks
et al., 1999)．また観測された自発活動の空間パターンは持続的に変動し，その変化は連続
的に角度変化する縞模様を掲示したときの空間パターン変化に類似することも示されている
(Kenet et al., 2003)．皮質視床の脳スライスでも，視床に電気刺激を加えた時の皮質神経細胞
の活動を Ca2Å イメージング法で観測すると，その空間活動パターンは自発活動の空間パター
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ンに類似する (Maclean et al., 2005)．
さらに，Luczakらは多点電極を配備したシリコンプローブを使用して高い時間解像度で活
動計測を行い，聴覚野及び体性感覚野で自発活動と刺激誘発反応が時空間発火パターンとして
も類似することを示した (Luczak et al., 2009)．また，聴覚野で，異なる種類の刺激（トーン
刺激と自然音刺激）を与えた時の誘発応答，そして自発活動はどれも類似した時空間発火パ
ターンを示す．(Luczak et al., 2009, 2013)．自発活動のばらつきは異なる刺激への誘発応答
それぞれのばらつきを包含し，さらに自発活動の発火パターンをシャッフルして得られた発火
パターンは，自発活動パターンを包含したより多様なパターンを示した．この結果を元に，自
発活動は神経回路が出力できる活動パターンの領域を示しており，外部からの入力はこの領
域に含まれる活動パターンの一つで表現される，という仮説が提案されている (Luczak et al.,
2009, 2015)．
1.2.5 同期現象での活動パターン生成モデル
神経細胞の集団同期発火の概念は Hebb のセル ¢ アセンブリ (Cell assembly) 仮説 (Hebb,
1949)にまで遡れるだろう．Hebbは神経細胞が同期して活動すると，それらの細胞間の結合
が強まると考えた．この法則を Hebb則，この法則に従って変化する細胞間結合は Hebbian
シナプスと呼ばれる．この法則から脳の神経回路には同期して発火し，強い結合で結びついた
神経細胞集団が生まれるはずである．このような同期神経細胞集団がセル ¢アセンブリと呼ば
れる．セル ¢アセンブリは特定の知覚や記憶と結びつき，セル ¢アセンブリの活動が脳の知覚
の認識や記憶の想起を起こすと考えた．セル ¢アセンブリ仮説は生理学的な実験からでなく，
心理学者である Hebbの推察から生まれたものであるが，その後長い時を経て実験的にも支持
され，広く受け入れられている (Mao et al., 2001)．
このような同期する神経細胞集団は特定の同期発火パターンを生み出すはずである (Abeles
and Gerstein, 1988)．同期発火による時空間パターン生成モデルとして，Abelesは Synfire
chain仮説 (Abeles, 1991)を提案した．同期細胞集団の中で機能的な多層フィードフォワード
伝達構造 (Fig. 1.2A) が作られており，ある層で特定の発火パターンが生じた時のみ安定して
次の層へと伝達される．これにより，回路全体で特定の時空間発火パターンのみが安定して生
じる (Fig. 1.2B)．ひとつひとつの神経細胞同士の伝達は確率的で不安定であっても，層から層
へ，部分的な集団間で伝達することで安定したパターン生成が可能と考えられる (Diesmann
et al., 1999; Ikegaya et al., 2004)．
Synfire chain 仮説は神経回路の安定した時空間発火パターンによって実験的に検証され
(Ikegaya et al., 2004; Reyes, 2003; Zandvakili and Kohn, 2015)，有力な仮説となっている．
ただし，これらの観測された” 安定して再生される発火パターン” は実は確率的にランダム
に生成されたものとして説明でき，有意なパターンとは言えない，という批判も存在する
(Baker and Lemon, 2000; Long et al., 2010; Mokeichev et al., 2007; Oram et al., 1999)．ま
た，Synfire chain仮説は安定した時空間発火パターンの生成メカニズムを説明するものの，神
経回路に多様な出力パターンが生まれることは必ずしも説明しない．
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Fig.1.2. Schematic illustration of the synfire chain model and the brancing process model.
(A–B) Schematic illustration of the synfire chain model. The neurons form func-
tional feedforward structure in a network. A specific synchrinous activity in the
group #1 excite particular neurons in the group #2 (A). The activty pattern in the
group #2 ignite neurons in the group #3 likewise, and a spatiotemporal firing pat-
tern propagates as a synchronous firing chain (B). (C–E) Shematic illustration of the
theoretical branching process model. The model parameter ¾ defines the expected
number of neurons ingnited by firing of a neuron. (C) If ¾È 1, the network activity
easily diverges. (D) If ¾Æ 1, the network operates in a stable mode. (E) If ¾Ç 1, the
network activity disappears rapidly.
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神経回路が SoCでべき乗則に従う神経雪崩現象を生み出すメカニズムとして，神経細胞間
の伝達が Critical branching process (Harris, 1989) に従うモデルが考えられている (Beggs
and Plenz, 2003)．フィードフォワード構造の神経回路を考えた時に，ある神経細胞の発火が
次の層で発火させる神経細胞の数は確率的に決まると仮定し，その期待値を ¾とする．一つ
一つの層が各時刻を表すと考えれば，リカレントな神経回路も便宜的にこのフィードフォワー
ド構造で表せる．¾È 1のとき，層（時間）が進むごとに発火する細胞が増えていき，神経回
路の活動は発散してしまう (Fig. 1.2C)．反対に ¾Ç 1のとき，層（時間）が進むに連れて発火
する細胞は減少し，最終的に神経回路の活動は止まる (Fig. 1.2E)．¾Æ 1であるとき，神経回
路が持続的に活動を続けることができる (Fig. 1.2D)．この状態が Criticalityであるとするの
が Critical branching processである．¾ Æ 1となるときの Branching processから観測され
る神経雪崩はべき乗則に従う．また，このとき神経雪崩規模分布は両対数グラフ上での傾きが
®Æ¡1.5 となる．この値は実験的に観測された神経雪崩規模分布の両対数軸グラフ上での傾
き (Beggs and Plenz, 2003; Gireesh and Plenz, 2008)に近く，Critical branching processが
神経雪崩現象モデルとして確からしい根拠となっている．ただし，Branching processモデル
では，活動パターンはランダムに生じる．活動パターンの多様性は保証されるものの，類似し
た時空間パターンが繰り返し生じる，時空間パターンの再現性は必ずしも保証されない．
神経回路の同期発火時空間パターンは，同期の開始直後は ms単位で極めて正確なものの，
同期期間の後半になると開始直後ほど正確ではなくなる (Luczak et al., 2007)．また，神経
細胞が受容野（神経細胞が感受性を持つ刺激入力の範囲）に相当する刺激入力を受けた時
に特異的に出力する応答が，同期発火の後半に現れることが報告されている (Barthó et al.,
2009; Wang et al., 2005)．Luczakらは時空間パターン生成のメカニズムとして Packet-based
communication仮説 (Luczak et al., 2015)を提案している．ここでの Packetとは神経細胞集
団が出力できる特定の時空間発火パターンを指す．この Packetは異なる入力に対する応答や
自発活動の間で共通し，自発活動と誘発応答の類似性を説明する．入力の情報は主に Packet
の後半に表現され，同期開始直後に使用する Packetは異なる入力間で共通している．また，
麻酔下や睡眠下に比べて覚醒下では非同期的な発火をするが，これは複数の Packetが重複し
た時間に生じているからであるとしている．Packet-based communication仮説は神経回路の
時空間パターン生成に関わる様々な実験結果を説明し，現段階で有力な仮説と言える．
1.2.6 自発活動の機能的意義
神経回路の自発活動の機能的意義については，これまでにいくつかの仮説が考えられてい
る．一つは Luczakらの説明したように，自発活動が神経回路が外部入力に対する応答として
出力できるパターンのレパートリーを保持しているというものである (Luczak and Maclean,
2012; Luczak et al., 2009, 2015)．
生き物が生存するためには，外部環境を把握することが必要である．外部から入力される情
報を予測できるように，脳は内部に外部環境のモデルを保持すると考えられている (Predictive
coding)．ベイズ推定の枠組みでは，これは外部環境からの入力の分布を推定して神経回路に
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保持することを意味する．近年の研究では，自発活動はこのような分布を神経回路が表現する
役割を持つのではないかと考えられている (Buesing et al., 2011; Fiser et al., 2010)．すなわ
ち，自発活動での活動パターンは，神経回路が保持する分布からサンプリングされたものであ
り，活動パターンがばらつくことで分布を表現できる．Berkesらは，特定の刺激が入力され
る環境下でマウスを成長させると，成長段階で入力された刺激に対する応答パターンと自発活
動は類似するが，成長段階で与えられなかった刺激への応答パターンと自発活動のパターンは
異なることを示し (Berkes et al., 2011)．この結果は，自発活動が外部環境から入力される刺
激を予測する内部モデルを表すという仮説を支持する．応答パターンのばらつきは，自発活動
のばらつきを事前分布として，入力情報と事前分布から推定された事後分布を表したものと考
えられる (Berkes et al., 2011; Orbán et al., 2016)．つまり，誘発応答は自発活動が保持する
事前分布から決まるため，自発活動と誘発応答の類似性を説明できる (Fig. 1.3)．
但し，これらの研究では，神経回路の出力が各細胞の発火量，すなわち，神経活動の空間
パターンで表現される，と定義して分布を求めており，時空間パターンが出力を表すとする
Luczakらの仮説とは必ずしも一致しない．実際は Luczakらの報告 (Luczak et al., 2009)で
も，刺激誘発応答パターンが自発活動のパターンの一部となることは，上記の報告同様，各細
胞の発火数の分布から推測しており，仮説が時空間パターンでも成立するかは立証されてい
ない．
他にも，神経細胞からの出力は微弱であり，ノイズが加わった方が他の細胞を発火させやす
い，という確率共鳴 (Stochastic resonance)現象 (Douglass et al., 1993)が知られており，神
経回路は自発活動で適切なノイズレベルを担保する機能を持つのではないかとも考えられて
いる．
1.2.7 まとめと考察
以上から，神経回路の自発活動は，多様な時空間パターンを安定して再生し，再現性と多様
性を備える．これは，自発活動が情報量を持つことを意味する．そして，自発活動は外部入力
に対する誘発応答パターンとの類似性を持つ．つまり，自発活動の持つ情報は外部からアクセ
ス可能である．自発活動は神経回路の記憶として捉える事ができると考えられる．自発活動と
誘発応答の類似性は，一時的な記憶の貯蔵庫と考えられている海馬だけでなく，大脳皮質感覚
野でも観測される．そのため，この場合の記憶とは特定の入力に対して想起される感覚なども
含めた広義の記憶に該当する．
自発同期活動パターンと誘発応答パターンが類似することは，2つの可能性を示唆する．神
経回路を一般的な情報処理システムと考えれば，外部入力とそれに対応する出力，すなわち神
経活動パターンを与えられ，その関係を学習する．その結果生まれた活動パターンが記憶とし
て自発活動に埋め込まれれば，類似性が生じると考えられる．この時，自発活動にパターンが
生じるためには学習を経る必要がある．しかし，もうひとつの可能性として，仮に入力が無く
とも，記憶の座に相当する活動パターンを神経回路が自律的に自発活動に作り出し，外部入力
は後からそこに紐付けられる，という仮説が考えられる．後者の仮説が成り立つ場合，自発活
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Fig.1.3. Schematic illustration of the sampling-based representation hypothesis.
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動が誘発応答を規定することは，神経活動がとり得る空間が，予め存在する自発活動に制約を
与えられていることを意味する．神経活動は何も情報を持たない初期状態から与えられた入力
に対して定められた出力を学習するのではなく，入力に対して予め持つ出力パターンから適し
たものを出力する，または予め持つ出力パターンを元に改変して出力するのかもしれない．そ
うであれば，十分に学習できない時でも，限られた出力の中からそれなりに妥当な出力を選択
し，安定した動作が可能と考えられる．
1.3 分散培養神経回路
分散培養神経回路は，一般にラット胎児または乳児から脳組織を取り出し，酵素を用いて神
経細胞を単離した上で培養皿上に播種し，培養することで組み立てられる．播種された神経細
胞は，初めは単離しているものの，徐々に神経突起を伸ばし，培養開始後 1週間程度でシナプ
スを形成する (Ichikawa et al., 1993; Muramoto et al., 1993)．神経細胞を得る際に元の神経
回路構造は失われ，また神経回路は 2次元平面上に組み立てられるので，その回路構造は脳内
の神経回路構造とは異なる．しかし，このような分散培養神経回路でも多くの神経回路の活動
特性や機能が保存されている．
初めに，分散培養神経回路でも自発的に神経活動が生じ，さらに同期発火をする (Jimbo
et al., 1998; Kamioka et al., 1996)．分散培養神経回路での同期発火はしばしば同期バース
ト (Synchronized burst; Population burst, Network burstとも) と呼ばれる．同期バースト
は時空間パターンを安定して繰り返し再生する (Eytan and Marom, 2006; van Pelt et al.,
2004)ことが知られており，複数の時空間パターンを生じる (Madhavan et al., 2007; Segev
et al., 2004)．また，分散培養神経回路でも神経雪崩現象は観測される (Massobrio et al., 2015;
Mazzoni et al., 2007; Pasquale et al., 2008; Tetzlaff et al., 2010)．自発活動と外部入力によ
る誘発応答のパターンが類似するかは明らかにされていないものの，自発活動時と刺激反応時
の神経回路の機能的結合構造が類似することは報告されている (Pirino et al., 2015)．
加えて，長期間刺激入力を与え続けたときに生じる神経回路レベルでの長期増強 (Long-tern
potentiation: LTP)および長期抑制 (Long-term depression: LTD)(Jimbo et al., 1999; le Feber
et al., 2010; Ruaro et al., 2005; Shahaf and Marom, 2001)，入力頻度に応じて誘発反応の強
さが変化する刺激特異的適応 (Stimulus specific adaptation: SSA)(Eytan et al., 2003)，短期
記憶 (Dranias et al., 2013, 2015; Ju et al., 2015)など，神経回路の典型的な学習機能を保持す
ることも報告されている．
1.3.1 自己組織化現象
このように，分散培養神経回路は，恐らく脳内神経回路と異なる構造を持ちながらも，多
くの特性を保存している．これは神経回路の特性が神経細胞集団の自己組織化現象 (Self-
organization) (Kauffman, 1993)で創発されるものであることを示すかもしれない．自己組織
化とは，事前に与えられた設計図がなくとも，集団が環境に応じて自律的に秩序を生み出す現
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象である．
神経回路の学習は自己組織化現象の一つとして捉えることができるかもしれない．学習で
は，神経回路は外部入力と望ましい出力が与えられた環境下で，神経細胞間のシナプス可塑性
による伝達効率変化でその環境に適した神経活動を生み出す．
しかし，神経回路の自己組織化は学習だけではない．発達も神経回路の自己組織化の一つと
言える．発達は神経回路の構造形成であり，時間スケールが長期で不可逆な自己組織化と考え
られる．神経回路の自己組織的発達モデルとしては，DawkinsやEdelmanが提唱したNeural
Darwinism仮説が知られている (Dawkins, 1971; Edelman, 1993)．Neural Darwinismは二
つの多様化 ¢選別プログラムからなる．初めに脳には多量の神経細胞があるが，必要な細胞の
みが残り不必要な細胞は死に至る．次に神経細胞は結合を作りネットワークができるが，必
要な結合のみが強化され不要な結合は除去される．前者はアポトーシス (Apoptosis) (Meier
et al., 2000)，後者はシナプス刈り込み (Synaptic pruning) 現象または軸索刈り込み (Axon
pruning) 現象 (Cowan et al., 1984; Luo and O’Leary, 2005; Purves and Lichtman, 1980)と
して実装されていると考えられる．
また，神経回路に自発活動が生じるとき，学習という枠組みとは異なる，シナプス可塑性に
基づく自己組織化が起きるかもしれない．神経回路が自発的に活動することは，神経回路が
自身の状態を自身にフィードバックしていると捉えることができるかもしれない．Hebb則で
は，同期して活動した神経細胞間の結合，つまり神経活動が生成されるときに使用された結合
が強まる．この時，自発的に活動パターンが生じると，よりそのパターンが出やすくなるよう
に神経細胞間の結合が強化されるはずである．すなわち，自発活動は，神経回路を現在の状態
に安定化するように調整する機能を持つ可能性もある．
本節で見たように，分散培養神経回路は，言わば無秩序な神経細胞集団が自己組織的に創り
だす有機ニューラルネットワークである．分散培養神経回路の自発活動にも再現性と多様性が
備わることは，これら記憶の基盤となる神経活動が，必ずしも学習で獲得されるのではなく，
自己組織化が創りだすものだという仮説を支持する．しかし，その創発過程やどのような自己
組織特性で実現されるかはわかっていない．
1.4 本研究の目的
本章で論じてきたように，脳の神経回路は一般的な情報処理システムとは異なり，何も入力
がなくとも自発活動を生じる自律動的ニューラルネットワークと考えられる．自発同期活動の
時空間パターンは再現性と多様性を備え，外部入力による誘発応答との類似性を示す．このこ
とから，自発同期活動の時空間パターンは神経回路の記憶を表現していると考えられる．神経
細胞集団が自己組織的に形成した，分散培養神経回路の自発同期活動にも再現性と多様性が見
られることから，これらは自己組織化で生み出されるものと考えられる．神経回路が学習せず
とも予め記憶に相当する活動を作り出し，それ利用した情報処理をするのであれば，学習が不
十分な状況下でも安定した動作をする仕組みであるかもしれない．しかし，神経回路がどのよ
うな自己組織化過程を経て，どのような特性を獲得することで，自発活動に再現性と多様性が
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創発するかは詳しくわかっていない．また，分散培養神経回路でも外部入力応答の時空間パ
ターンが自発同期活動の時空間パターンと類似性が生じるかも明らかになっていない．
そこで，本研究では，分散培養神経回路を研究対象として用いて，自発活動の自己組織化過
程と再現性と多様性が生じるメカニズムを明らかにし，また分散培養神経回路でも自発活動と
外部入力による誘発応答が類似することを示す．分散培養神経回路の神経活動は，次章で説明
する高密度 CMOS電極アレイを活用して観測する．具体的な研究目的として，以下の 3つを
設定する．
1.4.1 発達を通じた多様性の創発過程
神経雪崩現象に代表されるように，神経回路は自発活動で多様な出力を生じる．神経活動が
適度な多様性を持つ状態を示す SoCは，分散培養神経回路にも見られることから，神経細胞
集団の自己組織化，特に自己組織的発達プログラムが生み出すと考えられる．しかし，これま
での観測系は古典的な多点電極アレイ (Microelectrode array: MEA)を用いたために，幼弱な
時期の神経回路活動を十分にサンプリングできず，SoCの発生を捉えることができたとは言い
がたい．そこで，高密度 CMOS電極アレイで分散培養神経回路の神経活動を幼若期から追跡
し，発達を通じて神経回路に SoCが創発する過程を明らかにする．
1.4.2 再現性と多様性の両立メカニズム
神経回路は自発同期現象を生じ，時空間パターンを再生する．複数の時空間パターンを安定
して再生することは，自発活動が神経回路の記憶を表現するために必須の機能であろう．しか
し，自発活動でそれらが実現されるメカニズムはわかっていない．そこで，Synfire chain様
に神経回路で逐次的な細胞集団間の伝達が生じ，かつ集団間関係が自律遷移する内部状態依存
で変化することで，安定して複数のパターンを再生する，という仮説を立てる．高密度 CMOS
電極アレイで分散培養神経回路の神経活動を観測し，この仮説を検証する．
1.4.3 分散培養神経回路での自発活動と刺激誘発応答の類似性
脳の神経回路では，自発活動の時空間パターンが外部入力による誘発応答の時空間パターン
と類似することが知られており，自発活動が誘発応答のとり得る範囲を規定するという仮説が
提案されている．しかし，外部入力を受けずに育った分散培養神経回路でこの関係が成立する
かは明らかでなく，また時空間パターンレベルでは，自発活動が誘発応答を内包することは実
証されていない．そこで，分散培養神経回路に高密度 CMOS電極アレイから同期バーストを
誘発する電気刺激を与え，自発同期バーストが再生する時空間パターンと誘発応答の時空間パ
ターンを比較する．そして，自発活動と誘発応答が時空間パターンレベルでの類似性を示すか
検証する．
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1.5 本論文の構成
本論文は全 7章から構成される．第 1章「序論」では，本研究の背景，動機，及び目的を説
明した．第 2章「高密度 CMOS電極アレイを用いた分散培養神経回路の電気生理実験系」で
は，本研究で用いた分散培養神経回路及び高密度 CMOS電極アレイを用いた電気生理実験系
について述べる．第 3章「発達を通じた多様性の創発過程: 統合と断片化のプロセス」では，
分散培養神経回路が発達を通して多様性を獲得する過程を観測し，明らかにする．第 4章「再
現性と多様性の両立メカニズム:細胞集団伝達と自律状態遷移」では，分散培養神経回路に安定
した部分細胞集団の逐次伝達構造と自律的に変動する内部状態が存在し，再現性と多様性を両
立している可能性を示す．第 5章「分散培養神経回路での自発活動と刺激誘発応答の類似性:
外部入力の内部状態への投射」では，分散培養神経回路で自発活動と刺激応答が時空間パター
ンレベルで類似することを示し，その機能的意義を考察する．第 6章「総論」では，第 4–6章
の結果を総括し，各章で得られた結果の関連性，本研究結果の意義と限界，そして今後の展望
を述べる．最後に第 7章では，本研究の結論を述べる．
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第 2章
高密度 CMOS電極アレイを用いた分
散培養神経回路の電気生理実験系
本章は、未だ出版契約に至らないものの，今後刊行を予定する内容を含むため，5年間非公
開とする．
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第 3章
発達を通じた多様性の創発: 統合と断
片化のプロセス
本章では，神経回路の Self-organized crticiality (SoC)と呼ばれる特徴に着目し、神経回路
における多様性の創発過程を観測する．
3.1 背景と目的
Self-organized criticality (SoC)とは，システムのダイナミクスが適度な複雑性を持つ状態
であり，様々な神経回路で普遍的に生じる (Beggs and Plenz, 2003; Friedman et al., 2012;
Mazzoni et al., 2007; Pasquale et al., 2008; Petermann et al., 2009)．SoCにおける神経回路
は雪崩状の自発活動（すなわち，神経雪崩現象）で特徴づけられる．この時，神経雪崩現象は
規模がべき乗則に従い (Beggs and Plenz, 2003)，また豊富な時空間パターンのレパートリー
を持つ (Beggs and Plenz, 2004)．SoCは神経細胞間の興奮性伝達と抑制性伝達の適切なバラ
ンスによって保たれている (Massobrio et al., 2015)．SoCは神経回路がいくつかの情報処理
機能を実現するのに貢献していると考えられる．例えば，SoC での神経回路は，情報伝達量
(Beggs and Plenz, 2003)，出現する時空間パターンの種類 (Chen et al., 2010; Haldeman and
Beggs, 2005)，記憶できる情報量 (Shew et al., 2011)，処理可能な外部入力の種類 (Shew et al.,
2009)を最大化することが報告されている．このように，SoCは情報処理に多くの利点を持
つため，これまでその創発メカニズム，特に，シナプス可塑性 (Levina et al., 2007; Millman
et al., 2010; Shew et al., 2015)や神経回路の発達 (Pasquale et al., 2008; Stewart and Plenz,
2008)がどのように SoCを導くのか，について研究が進められてきた．
神経回路の発達を通じた SoCの創発と関係すると考えられるのが，神経回路の成長段階にお
けるシナプスの形成および再形成のメカニズムである．発達初期段階で，神経細胞はまず軸索
を他の細胞群に向けて伸長し，シナプスを形成する．その後，不要なシナプスと軸索を除去す
る（刈り込み現象）ことで適切なネットワーク構造を生み出すことが知られている．また，未
熟な神経回路では，GABAを神経伝達物質として放出する抑制性神経細胞からの入力が，興奮
性入力として作用することが知られている (Bourgeois and Rakic, 1993; Chechik et al., 1998;
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Wu et al., 2012)．幼弱な神経細胞は細胞内の Cl¡ イオン濃度が細胞外よりも高い．そのため，
GABAを受け取り Cl¡ イオンチャネルが開くと，細胞内から細胞外への Cl¡ イオンの流出が
生じ，脱分極する．発達につれて細胞内 Cl¡イオン濃度が細胞外よりも低くなり，GABA伝達
が抑制性として作用するようになる．このような発達過程で生じるネットワーク構造と細胞間
作用の変化は，神経雪崩の規模分布の変化に関わるはずである．Tetzlaffらは神経回路のシナ
プス形成と刈込，及び GABAの作用変化をシミュレーションし，発達に伴う神経雪崩の規模
分布変化を調べた (Tetzlaff et al., 2010)．そして，類似した分布変化が分散培養神経回路の発
達を通じて観測されることを示している．
しかし，先行研究は神経回路での発達を通じた SoCの創発を十分に捉えたとは言い難い．
神経回路構造と伝達作用の変化は，神経雪崩の規模だけでなくその時空間パターンの豊富さに
も影響するはずであるが，規模分布の変化と時空間パターンの変化の関係は調べられていな
い．さらに，分散培養神経回路は培養開始後 1周間程度で同期発火を生じることが知られてお
り (Kamioka et al., 1996)，この頃までにはシナプス形成がされているはずであるが，これま
での報告では培養 2週目以降のみ活動からしか対象にしてこなかった (Pasquale et al., 2008;
Tetzlaff et al., 2010)．これは，先行研究で使用されてきた古典的な多点電極アレイ (MEA)の
空間解像度が不十分であり，発達初期の微弱でまばらな神経活動を十分にサンプリングでき
ず，神経雪崩の規模分布を捉えることが困難なことが原因である (Tetzlaff et al., 2010)．
この問題は高密度 CMOS 電極アレイ (Berdondini et al., 2009; Frey et al., 2010; Müller
et al., 2015)を使うことで解決できると考えられる．高密度 CMOS電極アレイは神経細胞と
同程度 ( 20 ¹ m)の空間解像度を持つので，旧来のMEAでは電極の間に位置して計測できな
かった細胞からも活動を計測することができるだろう。さらに，このような高空間解像度に加
えて，電気的な計測による高い時間解像度を合わせ持つ．そのため，神経回路の詳細なダイナ
ミクスを幼弱な神経回路が成熟するまで経時的に追えると期待され，SoCの創発過程を調べる
上で有用と考えられる．
本研究の目的は，高密度 CMOS電極アレイを使用して皮質の分散培養神経回路を計測し，
神経雪崩現象の発達変化を発達初期の段階から調べることである．神経回路の SoCはどのよ
うな過程を経て生まれてくると推測されるだろうか．まず最初期の段階では，神経細胞はほと
んど他の神経細胞と結合を持たないため，神経細胞同士の活動は互いに独立であり，神経雪崩
の規模分布は指数分布で表されるはずである．また，最終的には適切な興奮性–抑制性のバラ
ンスを持つ適度に複雑な神経回路構造が出来上がり，べき乗則に従う規模分布（べき分布）を
持つ神経雪崩現象，すなわち SoCが生じるであろう．発達を通じて生じるシナプスの形成と
刈り込み，そして GABA作動性神経細胞の作用変化を考慮すると，この最初期と SoCの間の
中間段階として，興奮性の入力のみが存在し，結合は弱いものの密な回路構造を持つ神経回路
状態を仮定することができるかもしれない．このとき，神経回路はおそらく散発的な神経細胞
の活動と特徴的な回路レベルの同期を示すと推測される．このような神経回路の発達モデル
を integration-then-fragmentation modelと呼ぶことにする．他の可能性として，最初期の神
経回路状態から SoCの状態へ徐々に近づいていく発達モデル (gradual-expansion modelと呼
ぶ) が考えられる．Integration-then-fragmentation modelに従うならば，ある時期に他の神
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経雪崩規模から逸脱した大きな神経雪崩の出現が観測されるだろう．この大きな神経雪崩は互
いに類似した時空間パターンを持つと考えられる．一方で，gradual-expansion modelに従う
場合は，神経雪崩規模分布は指数分布が徐々に変形し，べき分布が生まれるはずである．SoC
の創発に伴ってこれらの変化が生じるかを検証するため，分散培養神経回路で発達を通した神
経雪崩現象の規模分布変化と時空間パターンのレパートリー変化を観測する．
3.2 手法
3.2.1 細胞培養
細胞培養手法は第 2.2節に述べた手法に従った．高密度 CMOS電極アレイとして，HiDens
(BEL ETH Switzerland)(Frey et al., 2010)を使用した．胎児ラット（胎齢 18日目）の大脳皮
質から得た細胞を，高密度 CMOS電極アレイ上に細胞数が 30,000–50,000個になるように播
種した．細胞は 36.5 oC，5% CO2 環境の細胞培養インキュベータ内に保管した．
3.2.2 電気生理計測
本実験では高密度 CMOS電極アレイ (HiDens) で分散培養神経回路 (N=9) の 4–30 DIVに
渡る活動変化を観測した．HiDensでの計測系に関する詳細は第 2.3.1節に示した通りである．
各活動計測試行の前に，11,011個の電極から 126個の計測電極を選ぶため，逐次的に全電極
で 1分間ずつ，分散培養神経回路の自発活動で生じる細胞外電位を計測した．計測した細胞外
電位からスパイクを検出し，各電極で振幅がピーク時の平均細胞外電位を求めた．次に，電極
間の値を空間的に補間し，活動電位由来の細胞外電位分布図を得た．この分布図をガウシアン
カーネルで空間的に滑らかにした上で，負方向の振幅極大点を大きい順に · 126点選択した．
この ·126点それぞれに最も近い電極 ·126個を計測チャネルに接続する計測電極として指定
した．このようにして決定した計測電極から分散培養神経回路の自発活動を 30分間記録し，
神経雪崩現象の規模分布を捉えた．
計測試行は全回路で延べ 77回行った．信号の計測や記録は MEAbench (Wagenaar et al.,
2005)を独自に改良したソフトウェアを使って管理した．スパイク検出には LimAdaアルゴリ
ズム (Wagenaar et al., 2005)を使用した (閾値: 5.0）．本実験ではスパイクソーティング処理
はしていない．全ての計測試行は細胞培養インキュベータの中で実施した．
3.2.3 神経雪崩現象の定義
神経雪崩の定義及びその検出方法は Tezlaff (Tetzlaff et al., 2010)らの方法に従った．具体
的には，まず電極アレイの全チャネルで検出されたスパイクの発生時刻を一つの時系列データ
にまとめて，全チャネルスパイク系列として定義した．全チャネルスパイク系列中で，もし隣
接するスパイク間の時間間隔が ¢t 以下であれば，それらのスパイクは同一の神経雪崩に属す
るとした．あるスパイクの発生時刻が隣接するスパイクの発生時刻から ¢tよりも離れている
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Fig.3.1. Schematic illustration of possible developmental variation models. (A–B): network
structures. (C–D): avalanche size distributions corresponding to A and B, respec-
tively. Each neuron initially has few connections with others and exhibits mutually
independent activity; therefore, the avalanche size should be described by an expo-
nential distribution. As the complex neural circuit structure develops, including fine
excitatory-inhibitory balance, the critical state may emerge. Such a state is charac-
terized by an avalanche size distributed according to the power-law distribution. Be-
tween these states, there could be a hypothetical state that would feature weak but
dense excitatory connections, produces characteristic large-scale synchronization,
and whose connections would then be fragmented during development (Le Maguer-
esse and Monyer, 2013; Tetzlaff et al., 2010) (A: integration-then-fragmentation); al-
ternatively, neurons could gradually expand their connections during development
of the SoC (B: gradual expansion). In the integration-then-fragmentation model,
the avalanche size distribution could capture the characteristic large-scale synchro-
nization as specific, large avalanches that are significantly larger than the typi-
cal avalanche sizes (C). In the gradual-expansion model, on the other hand, the
avalanche size distribution would exhibit gradual transformation from the exponen-
tial distribution to the power-law distribution (D). Adopted from (Yada et al., 2017).
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場合は，そのスパイクは便宜上「規模 1」の神経雪崩として定義した．神経雪崩の時間スケー
ル ¢tはそれぞれの分散培養神経回路の時間スケールに応じて決定した．すなわち，各計測試
行で，全チャネルスパイク系列の平均スパイク間隔 (mean inter-spike interval: mISI)を ¢t
とした (Pasquale et al., 2008; Tetzlaff et al., 2010)．
3.2.4 神経雪崩現象の特徴量
分散培養神経回路の発達に伴う神経雪崩の変化を定量化するため，神経雪崩の規模分布に関
していくつかの特徴量を定義した．神経雪崩の規模は神経雪崩に含まれる全チャネルスパイク
の総数として定義した (Tetzlaff et al., 2010)．まず，神経雪崩の規模分布が，べき分布または
指数分布で表される尤もらしさを特徴量とした．計測した実験データから得られた規模分布
と，実験データに対して最尤推定法で理論的な確率分布モデルをフィッティングした分布との
間で Kolmogorov-Smirnov (KS) testを行い，実験的に得た規模分布が理論的な確率分布で特
徴づけられるかを示す統計量を求めた (Clauset et al., 2009; Klaus et al., 2011)．
べき分布を，
P®(s)Æ
(
cs® (smin · s· smax)
0 (otherwise)
(3.1)
として定義した．ここで，sは神経雪崩の規模であり，cは正規化定数で，
smaxX
sÆsmin
P®(s)Æ 1 (3.2)
を満たす．べき分布は両対数軸上で線形となる特徴を持つ．式 3.1での指数関数の係数 ®は，
両対数軸上でのべき分布の傾きを示すパラメータである．同様に，指数分布を，
P¸(s)Æ
(
ce¡¸s (smin · s· smax)
0 (otherwise)
(3.3)
として定義した．ここで，¸は分布の形状パラメータ，cは正規化定数で
smaxX
sÆsmin
P¸(s)Æ 1 (3.4)
を満たす．式 3.1及び式 3.3で分布の範囲を示すパラメータ {smin, smax}は，それぞれ smin Æ 1，
smax Æ Ç計測電極数 (· 126) Èとして定義した．式 3.1及び式 3.3での分布のパラメータ ®及
び ¸は，それぞれ最尤推定法で求めた．式 3.1で表される，べき分布の対数尤度関数は，
logL®(®jx)Æ
nX
iÆ1
logP®(xi) (3.5)
と表される．ここで，xÆ [x1,x2, . . . ,xn]は n回の計測で得られた神経雪崩の規模である．式
3.5の対数尤度関数を最大化する ®ˆを求めた．同様に，式 3.3で表される指数分布の対数尤度
関数は，
logL¸(¸jx)Æ
nX
iÆ1
logP¸(xi) (3.6)
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と表わせ，これを最大化する ˆ¸ を求めた．このとき，べき分布，指数分布それぞれについて，
最尤推定法で得られた対数尤度の比，
LLR Æ logL®(®ˆjx)¡ logL®( ˆ¸ jx) (3.7)
を対数尤度比 (LLR: Log-likelihood ratio)と定義した．LLRは実験で観測された神経雪崩の
分布がべき分布と指数分布のどちらに近いかを相対的に示す値である．LLRが正であればべ
き分布が実験データをより適切に表し，負であれば指数分布がより適切に表す．
KS統計量は実験で観測された分布が，推定された分布で表される信頼性を示す統計量であ
る．KS統計量は，実験で得られた分布と推定された分布それぞれの累積分布の最大誤差とし
て定義される．すなわち，べき分布に対する KS統計量は，
KSstatpower(xj®)Æmaxs
¯¯
Cemp(s)¡C®(s)
¯¯
. (3.8)
ここで，Cemp(s)は実験から得られた累積分布，C®(s)は推定されたべき分布から得られた累
積分布である．実際には，実験で観測される分布では，しばしば小さい規模でべき分布から逸
脱することが知られている (Clauset et al., 2009)．そこで，実験で観測された神経雪崩規模分
布のべき分布への適合度は，規模 1の神経雪崩を除いて計算した KS統計量
KSstatpower¤(xj®)Æmax
s¸2
¯¯
Cemp(s)¡C®(s)
¯¯
. (3.9)
で評価した．同様に，実験で観測された分布に対する，推定された指数分布の KS統計量は
KSstatexponential(xj¸)Æmaxs
¯¯
Cemp(s)¡C¸(s)
¯¯
. (3.10)
となる．ここで，C¸ は推定された指数分布から得られた累積分布である．
実験で観測される神経雪崩の規模分布は必ずしも連続的になるとは限らない．小規模な神経
雪崩と大規模な神経雪崩の間に，該当する神経雪崩が観測されない非連続区間があることがあ
る．このような非連続区間の中で最大のものを G と定義した．神経雪崩の規模分布が大きな
G を持つとき，分布は二峰性となるはずである．このとき神経回路では，小規模な神経雪崩を
生み出しているメカニズムとは異なる機序を持つ，特異的な大規模の神経雪崩が生じていると
考えられる．
以上で定義された特徴量から，神経雪崩規模分布を 3つのタイプに分類した．はじめに，も
し分布が閾値よりも大きな G を持つ場合，その分布は二峰性分布に従うとした．ここで閾値
は全観測データから得られた G の第三四分位とした．次に，G の値が閾値よりも小さい場合，
分布がべき分布か指数分布に従うかを評価した．LLRが正で，かつ KSstatpower¤ が有意に小
さい (Ç0.05)とき，分布はべき分布に従うとした．また，LLRが負で，かつ KSstatexponential
が有意に小さい (Ç0.05)とき，分布は指数分布に従うとした．
確認のため，最尤推定法だけでなく，線形回帰法でも分布への適合度を評価した．べき分布
は両対数グラフで線形となり，指数分布は片対数グラフで線形となる．実験で観測された神経
雪崩規模分布に対して，両対数グラフ上，片対数グラフ上でそれぞれ最小二乗法で線形回帰を
行い直線をフィッティングした．このとき，それぞれに対する決定係数を powerR2，expR2
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と定義した．実験で観測された分布に非連続区間がある場合は，回帰直線が特異的な大規模の
神経雪崩の影響を受けないよう，非連続区間よりも小さい神経雪崩のデータのみから回帰直線
を算出した．powerR2，expR2 は，実験的に観測された神経雪崩規模分布のそれぞれべき分
布，指数分布への当てはまりの良さを示す量であり，値が大きいほど適合度が高いことを意味
する．
3.2.5 薬剤処理
培養初期は神経細胞間の結合が十分にできていないため，神経細胞同士は独立した活動を
示すと考えられる．この仮説を検証するため，培養初期の分散培養神経回路の活動を，シナ
プス阻害剤を加えて神経細胞間の伝達を遮断した分散培養神経回路の活動と比較した．3つ
の分散培養神経回路 (44, 54, 69 DIV)に対して，DL-2-amino-5-phosphonovaleric acid (AP5;
Sigma-Aldrich)，6-cyano-7-nitroquinoxaline-2,3-dione (CNQX; Sigma-Aldrich)，bicuculline
(Sigma-Aldrich)を加えた．AP5，CNQX，bicucullineは，それぞれ NMDA受容体，AMPA
受容体，GABAA 受容体を阻害する．具体的には，培地の半量をシナプス阻害剤を含んだ細胞
培養用培地と交換し，交換後の培地が 30 ¹Mの AP5，10 ¹Mの CNQX，30 ¹Mの bicuculline
を含むようにした (Beggs and Plenz, 2004; Jiang and North, 1991)．
3.2.6 Fano Factor
神経細胞間で伝達が起きず，互いに独立に活動するとき，神経回路のスパイク発生は Poisson
過程に従うと考えられる．分散培養神経回路のスパイク発生過程が Poisson過程で近似可能か
評価する指標として，Fano Factorを用いた．全チャネルスパイク時系列を mISIの幅を持つ
時間窓で区切り，mISIあたりのスパイク数の分布を求めた．スパイク発生過程が Poisson過
程に従う場合，このスパイク数分布が Poisson分布で表されるはずである．Fano Factorは確
率分布のばらつきの指標であり，
F Æ ¾
2
¹
(3.11)
で表される．ここで，¹は分布の平均，¾2 は分布の分散である．スパイク発生分布が Poisson
分布で表されるとき，F Æ 1を満たす．
3.2.7 時空間パターン解析
神経回路の発達を通じた神経雪崩規模分布の変化と，神経活動の時空間パターンとの関係を
調べるため，分散培養神経回路の時空間パターンを解析した．ここでは，同期バーストと呼ば
れる大規模な神経雪崩に着目して時空間パターンを解析した．同期バーストは安定した時空間
パターンのレパートリーを持つことが知られている (Segev et al., 2004)．検出された神経雪崩
のうち，スパイクを 252個（最大計測電極数の 2倍）以上含むものを同期バーストと定義し
た．各同期バーストのスパイク時系列をチャネルごとに mISIの幅を持つ時間窓で区切った．
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両隣の時間窓と合わせて時間窓 3つ分のスパイクを平均し，各チャネル各時刻での神経活動を
求めた．このとき，同期バーストの時空間パターンは，Ç計測チャネル数 È£Ç [同期バース
トの時間幅/mISI]Èの行列で表現される．同期バーストの時間幅は同期バーストによって異な
るので，同期バースト間の相関は，時空間パターン行列同士の相互相関関数を求めたときの最
大値として定義した．このようにして得た相関値を 1から引いたものを同期バースト間距離と
して定義して階層的クラスタリングを行い (Beggs and Plenz, 2004; Madhavan et al., 2007)，
同期バースト群の時空間パターン構造を明示化した．階層化クラスタリングでは，各クラスタ
に属する同期バースト間の平均距離をクラスタ間の距離とした．
3.3 結果
3.3.1 発達を通した分散培養神経回路の神経活動
N=9個の胎児ラット大脳皮質由来分散培養神経回路を培養し，その自発活動を延べ 77回計
測した．全電極で計測した活動電位から細胞外電位分布図を作成し，計測チャネルに接続する
計測電極を選択した後，自発活動を 30分間記録した．Fig. 3.2に高密度 CMOS電極アレイで
得られた細胞外電位分布図の例を示す．Fig. 3.2Aは 4 DIVの分布図，Fig. 3.2B,Cは同じ分散
培養神経回路のぞれぞれ 7 DIV，16 DIV の分布図である．4, 7, 16 DIVで検出されたスパイ
ク波形の例と平均波形を Fig. 3.2D-Fに示す．Fig. 3.2G-Iに，Fig. 3.2A, Bと同じ神経回路か
ら計測した自発活動のラスタープロットを示す．高密度 CMOS電極アレイの高い空間解像度
により，4 DIV (Fig. 3.2A)のような神経活動を計測できる地点が限られた幼若な神経回路か
らも，安定してスパイクを計測することができた．4 DIVの段階ではチャネル間でスパイクが
同期している様子は見られず，各チャネルで独立にランダムな発火が見られた．7 DIVになる
と大規模な同期バーストが見られ，最終的には複雑な同期バーストを含む神経活動へと移り変
わった (Kamioka et al., 1996)．
3.3.2 神経雪崩規模分布の変化
計測した自発活動から全チャネルスパイク時系列を求め，神経雪崩を検出した．Fig. 3.3A-C
は Fig. 3.2で示したのと同じ神経回路から計測した神経雪崩の規模分布を両対数グラフ上に表
したものである．Fig. 3.2C-Eに示したのと同じ DIV (それぞれ，4, 7, 16 DIV) のデータから
得た神経雪崩の規模分布を，それぞれ Fig. 3.3A-Cに示す．検出された神経雪崩の規模分布に
対して，最尤推定法で理論的な確率分布をフィッティングした．Fig. 3.3中の赤線，青線は，そ
れぞれ最尤推定されたべき分布，指数分布を表す．Fig. 3.3Aに示した最初期 (4 DIV)の神経回
路で観測された神経雪崩の規模分布は指数分布で表された (KSstatexponential Æ 0.024 Ç 0.05:
significance level)．その後，DIV 7では神経回路は二峰性の神経雪崩規模分布を示した (Fig.
3.3)．すなわち，大多数の小規模な神経雪崩と，それらとは規模が大きく異なる特異的な大
規模の神経雪崩が観測され，規模分布は不連続となり大きな G (= 0.53) を示した．そして，
Fig. 3.3C に示されるように，最終的に神経雪崩はべき分布で表される規模分布を示した
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Fig.3.2. Spontaneous activity of dissociated cortical cultures at different developmental
stages. (A–C) Spatial maps of action potential amplitude obtained using high-
density complementary metal-oxide semiconductor microelectrode arrays (CMOS
MEAs). CMOS MEAs from the same culture at 4 days in vitro (DIV) (A), 7 DIV
(B), and 16 DIV (C). Black (and green) circles indicate designated recording sites.
(D–F) show examples of mean spike waveforms detected at the green circles in A–C,
respectively. (G–I) Raster plots of 120 s of spontaneous spiking activity out of 30 min
of recorded data. Activities were recorded from the same dissociated cortical culture
shown in A-C, at 4 DIV (G), 7 DIV (H), and 16 DIV (I). Adopted from (Yada et al.,
2017).
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(KSstatpower¤ Æ 0.021Ç 0.05: significance level)．
3.3.3 べき乗則に従う神経雪崩規模分布の空間 ¢時間解像度による変化
SoCにある神経回路は空間的，時間的なスケールに依存せずべき乗則に従う神経雪崩現象を
示す．これを検証するため，異なる空間的，時間的条件で神経雪崩規模分布を求めた場合と比
較した．Fig. 3.4Aに，Fig. 3.3Cと同じデータから，計測電極数を減らして（最大計測電極数
の半分=63個，または 3分の 1=42個）神経雪崩を検出した場合に得られた規模分布を示す．
この時，負方向に大きな活動電位を示した計測電極を，大きい方からそれぞれ 63個，42個残
した．Fig. 3.4Bは，神経雪崩検出の時間幅 ¢tをmISIの 2倍，または 1/2倍にした場合に得
られた神経雪崩の規模分布を示す．Fig. 3.4からわかる通り，神経雪崩規模分布は，べき分布
に従うとき空間的，時間的な解像度を変更してもべき分布を示した (Beggs and Plenz, 2003;
Petermann et al., 2009; Tetzlaff et al., 2010)．
3.3.4 発達を通じた神経雪崩規模分布の特徴量の変化
9 つ全ての分散培養神経回路の発達過程で示された神経雪崩規模分布の特徴量を Fig. 3.5
にまとめる．Fig. 3.5A-E は，それぞれ全チャネルスパイクの発火率，観測した規模分布と
最尤推定したべき分布との KS 統計量 KSstatpower¤，最尤推定した指数分布との KS 統計
量 KSstatexponential，観測した規模分布の最大不連続区間幅 G，片対数グラフ上で線形回帰
直線を求めて得た決定係数 expR2 と両対数グラフ上で線形回帰直線を求めて得た決定係数
powerR2 の比 expR2/powerR2 を示す．ただし，全チャネルスパイクの発火率は，1秒あた
りに生じた全チャネルスパイクの平均とした．全チャネルスパイクの発火率は，培養期間を通
して概して増加したが，20 DIV頃からばらつきが大きくなった (Fig. 3.5A)．
最尤推定法で得た KSstatpower¤ は 4–6 DIV で比較的大きく，その後 11 DIV 以降では
0.05未満まで低下した (Fig. 3.5B and H, Kruskal-Wallis test, pÆ 0.0057Ç 0.01; followed by
Mann-Whitney U-tests, 4-6 DIV vs. 11-30 DIV, pÆ 0.0016Ç 0.01)．一方で，KSstatexponential
は 4–6 DIVで 7–10 DIV及び 11–30 DIVと比較して有意に小さい値を示した (Fig. 3.5C and
I, Kruskal-Wallis test, p Æ 0.0037 Ç 0.01; followed by Mann-Whitney U-tests, 4–6 DIV vs.
7–10 DIV, p Æ 0.028 Ç 0.05; 4–6 DIV vs. 11–30 DIV, p Æ 4.5£10¡4 Ç 0.001)．これらの結
果から，神経雪崩の規模分布は培養神経回路が幼弱な期間は指数分布に従い，成熟するに
連れてべき分布に従うようになることが示された．この傾向は線形回帰で得た expR2 と
powerR2 の比の結果に支持される．5つの分散培養神経回路から 4-10 DIVで 1より大きい
expR2/powerR2 が観測され，11 DIV以降では 1未満の値に落ち着いた (Fig. 3.5)．11 DIV
の神経回路で観測された expR2/powerR2 に対して，各神経回路の最初の計測日 (Ç 10 DIV,
mean§SD: 6.0§1.7) で観測された expR2/powerR2 は有意に高い値を示した (median:0.92
vs. 0.86; pÆ 0.0043Ç 0.01, Mann-Whitney U-test)．
そして，7–10 DIVで 7つの神経回路が閾値（全データの第三四分位点 Æ 0.13）よりも大き
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い G (median:0.53)を示した．全神経回路を見ても，この期間 (7–10 DIV) の神経回路は 4-6
DIV, 11-30 DIVの神経回路と比較して，有意に大きい G を示した (Fig. 3.5J, Kruskal-Wallis
test, p Æ 3.2£ 10¡6 Ç 0.001; followed by Mann-Whitney U-tests, 7–10 DIV vs. 4–6 DIV,
p Æ 0.0012Ç 0.01; 7–10 DIV vs. 11–30 DIV, p Æ 3.6£10¡6 Ç 0.001)．すなわち，分散培養神
経回路は 7–10 DIVで二峰性の神経雪崩分布を持つことが示された．Fig. 3.5Fは最大神経雪
崩規模を，y軸を対数とした片対数グラフに示したものである．グラフ上で最大神経雪崩規模
は 10 DIV頃までは上昇したが，以降およそ 2.5£103 (§1.6£103 SD; È 10 DIV)で落ち着い
た．この時期 (10 DIV)は神経回路が大きいGを示した時期が終わり，減少した時期と重なる．
¸28 DIVでべき乗則に従った神経回路で，神経雪崩規模分布をべき分布で表した時の ®は
¡1.83§0.45 (mean § SD)であった (Fig. 3.5)．この値は先行研究で示されている典型的な値
(= 1.5)よりはやや高い値である (Beggs and Plenz, 2003)．
本実験では，3.2節で説明したように，各計測試行の度に細胞外電位分布図を取得し，異な
る計測電極で計測した．計測電極の配置分布は計測の空間解像度を規定していると言える．そ
のため，得られた結果は，電極配置が発達時期に依存しており，異なる発達時期では異なる
空間解像度で計測していたことが原因である可能性がある．計測の空間解像度が発達時期に
依存しないことを確認するため，各計測試行で使用した計測電極の平均電極間距離を求めた．
その結果，4–6 DIV, 7–10 DIV, 11–30 DIVでの平均電極間距離に有意な差は見られなかった
(Kruskal-Wallis test, pÆ 0.38È 0.05)．故に，計測空間解像度は異なる発達時期でも同程度で
あることが示された．
3.3.5 シナプス阻害剤を投与した神経回路との比較
4–6 DIVの分散培養神経回路が示した指数分布状の神経雪崩規模分布は，神経回路が未熟
で十分な結合を形成しておらず，神経細胞同士が独立に活動したことを示すかもしれない．こ
れを確認するため，十分に成熟した分散培養神経回路 (43–69 DIV) に対してシナプス阻害剤
(CNQX, AP5, bicuculline)を投与した時の神経活動を比較した．Fig. 3.6Aはシナプス阻害剤
を投与された神経回路の自発活動の例を示す．同期バーストは生じず，個々のチャネルで独
立したスパイクが見られる．神経雪崩を検出し，その規模分布を求めると，Fig. 3.6に示す
ように指数分布に従った．これは，幼弱な分散培養神経回路が 4-6 DIVで示した神経雪崩の
規模分布と類似する．シナプス阻害剤を投与した神経回路と投与していない 4–6 DIVの神経
回路で KSstatexponential を比較すると，有意な差は見られなかった (Mann-Whitney U-test,
p Æ 0.067)．すなわち，4–6 DIV での神経雪崩規模分布は，シナプス阻害剤を加えた神経回
路の神経雪崩規模分布と同程度に指数分布で特徴づけられると言える．一方で，シナプス阻
害剤を投与していない È 6 DIVの神経回路は，4–6 DIVの神経回路に対しても，シナプス阻
害剤を投与した神経回路に対しても有意に大きな KSstatexponential を示した (Mann-Whitney
U-test; È 6 DIV vs. 4–6 DIV, pÆ 0.0040Ç 0.01; È 6 DIV vs. w/blocker, pÆ 0.0010Ç 0.01)．
次に，スパイク発生過程が Poisson過程に従いうるか，すなわち個々のスパイクが独立に生
じているかを評価するため，Fano factorを求めた．4–6 DIVの幼弱な神経回路と，シナプス
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Fig.3.5. The developmental variation of avalanche distribution features over time. (A–G) il-
lustrates the developmental variation of array-wide firing rates (A), the Kolmogorov-
Smirnov (KS) statistic for power-law distribution where size 1 avalanches were ex-
cluded (B), the KS statistic for exponential distribution (C), G values (D), the ratio
of expR2 to powerR2 (E), the maximum avalanche sizes (F), and the alpha expo-
nent (G), respectively. Plotted points of the same color indicate features from the
same culture on a different DIV. Black lines indicate a moving average (A, G: mean;
B, C, D, E, F: median) and gray shades indicate errors (A, G: SD; B, C, D, E, F:
first and third quartiles) for each feature, including the day before and after. (H–J)
show comparison of avalanche distribution features (for B-D, respectively) between
developmental periods (4-6 DIV, 7-10 DIV and 11-30 DIV). Adopted from (Yada et al.,
2017).
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阻害剤を投与した神経回路は比較的小さい，1に近い値を示した．Poisson過程に従ってスパ
イクが生じるとき，Fano factorは 1になる．4–6 DIVの神経回路とシナプス阻害剤を投与し
た神経回路で Fano factorを比較すると，有意な差は見られなかった (Mann-Whitney U-test,
p Æ 0.83)．それらに対して，È 6 DIVの神経回路での Fano factorは有意に大きい値を示した
(Mann-Whitney U-test; È 6 DIV vs. 4–6 DIV, p Æ 2.7£10¡4 Ç 0.001; È 6 DIV vs. w/blocker,
pÆ 7.3£10¡3 Ç 0.01)．
3.3.6 神経雪崩規模分布クラスの推移
3.3.4節で得た特徴量を元に，神経雪崩規模分布を指数分布，二峰性分布，べき分布，その
他の分布に分類した．分類方法は 3.2節に示した通りである．Fig. 3.7は発達時期ごとに各分
布クラスの占める割合を示す．各 DIVで，前後日の分布を含めて割合を算出した．分散培養
神経回路が，最初期 (¼ 4 DIV) には指数分布，次に二峰性分布 (¼ 7–10 DIV)，そして最終的
(È 10 DIV)にはべき分布に従うようになることがわかる．
3.3.7 発達に伴う時空間パターンの変化
発達に伴う神経雪崩の規模分布変化は，時空間パターンの多様化と関連が見られた．Fig.
3.8A-Cは発達に伴う神経活動時空間パターンの相関構造変化を示す．時空間パターンは，同
期バーストに着目して解析した．ここでは，252個以上のスパイクを含む神経雪崩を同期バー
ストとしている．同期バーストの時空間パターンを行列で表し，階層的クラスタリング法で
逐次的に距離の近い同期バーストが隣合うように並び替えた (Beggs and Plenz, 2004)．Fig.
3.8A は 7 DIV の神経回路から得られた同期バーストの相関行列を示す．この時期は，神経
回路が大きな G で特徴づけられる二峰性の神経雪崩分布を示していた時期である．相関行列
を見ると，一様に大多数の要素が高い相関値を示しており，最も相関が小さい同期バースト
の組み合わせでも相関値は 0.464だった．一方で，Fig. 3.8Aと同じ神経回路の 16 DIV (Fig.
3.8B)，23 DIV (Fig. 3.8C)での神経活動は，非一様な同期バーストの相関行列を示した．相関
値の高い同期バーストの集団がある一方で，相関の低い組み合わせも見られ，最も相関が小さ
い組み合わせはそれぞれ-0.053 (16 DIV)，0.010 (23 DIV)だった．これは，同期バーストのレ
パートリーに複数の時空間パターンが生まれてきたことを意味する．
時空間パターンの多様性を評価するため，神経回路を同期バースト間，すなわち大規模な
神経雪崩間の，相関値の平均及び標準偏差で特徴づけた．Fig. 3.8D は，特徴的な大きな G
(È 0.39Æ 0.13£3)を持つ神経雪崩規模分布を示した神経回路 (N=5)の相関値の平均と標準偏
差を発達時期ごとに示す．7–8 DIVでは，同期バーストの時空間パターン相関は高い平均値と
小さい標準偏差を示した．一方で，15–16 DIV及び 21–24 DIVでは，反対に比較的低い平均
値と大きい標準偏差を示した．これらの結果は，7–8 DIVの神経回路が示す特徴的な大規模神
経雪崩は一様に類似した時空間パターンを示し，一方でさらに成熟した神経回路 (È 14 DIV)
はべき分布に従う神経雪崩規模分布とともに，中規模な神経雪崩を含んだ多様な時空間パター
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Fig.3.6. Poisson-like spiking activity in cortical cultures with synaptic blockers. (A) A raster
plot of spontaneous activity in a culture supplemented with CNQX/AP5 and bicu-
culline. (B) The avalanche size distribution of a culture supplemented with synaptic
blockers. (C–D) The KS statistics for exponential distribution (C) and Fano factors
(D) from cultures at 4–6 days in vitro (DIV), cultures older than 6 DIV, and from
cultures supplemented with synaptic blockers. The horizontal dashed line in D indi-
cates a point where the Fano factor equals one. Adopted from (Yada et al., 2017).
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Fig.3.7. The changing proportion of avalanche distribution over time. This figure displays
the proportion of each avalanche distribution type occurring at a specific time point.
The details for distribution type classification are described in the Experimental
Procedures. The proportions of each day include the day before and after. Adopted
from (Yada et al., 2017).
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ンを示すことを示唆する．
3.4 考察
本研究では，神経回路にべき乗則に従う神経雪崩が生じる状態，すなわち SoCが創発するま
での，幼若期の発達過程を明らかにすることを目的とした．SoCが生じるまでの 4–30 DIVの
間，高密度 CMOS電極アレイで皮質分散培養神経回路の自発活動を計測した．その結果，幼
若期の発達過程で，初めは指数分布に従う神経雪崩規模分布が生じ (4–6 DIV)，次に規模分布
は二峰性となり (7–10 DIV)，最終的には SoCの特徴であるべき分布に従った (È10 DIV)．神
経回路が二峰性の神経雪崩規模分布を示すとき，大規模な神経雪崩が一様な時空間パターンを
示し，一方でべき分布を示すようになると規模の大きい神経雪崩にも多様な時空間パターンが
生まれた．
3.4.1 高密度 CMOS電極アレイの貢献
著者の知る限り，培養神経回路でスパイクが生じ始める頃の幼弱な時期から SoCが生じる
までの神経雪崩分布変化過程は，これまでに報告されていない．本研究でこの過程を観測する
ことができたのは，高密度 CMOS電極アレイの貢献が大きいと考えられる．本研究で使用し
た高密度 CMOS電極アレイ (Frey et al., 2010)は電極中心間の距離が最短で 18 ¹mの解像度
を持つ．そのため，神経回路内で分散して存在している任意の神経細胞から，細胞より細かい
部位レベルで選択的に神経信号を計測することができる (Bakkum et al., 2013a)]．このよう
な解像度での計測は旧来のMEAに対して大きな優位性を持つ．一般的なMEAの電極間距離
は 100 ¹mかそれ以上であり，電極間の電極から離れた位置にある少なくない神経細胞の活動
を計測できない可能性がある (Tetzlaff et al., 2010)．特に，培養初期の幼弱な時期は，神経細
胞の出力する活動電位も小さく，まだ未熟であり，旧来のMEAで適切に活動を捉えることが
できない場合があった (Tetzlaff et al., 2010)．
加えて，発達の過程で神経回路は継続的に回路構造や組成を変化させる．例えば，神経細
胞位置を移動したり (Lledo et al., 2006; Segev et al., 2003)，軸索を伸長したり，活動電位の
発生源である Axonal initial segment (AIS)の位置を調整したり (Grubb and Burrone, 2010;
Grubb et al., 2011)する．これらの変化は，旧来のMEAのような目の粗い固定された電極配
置で経時的に計測する場合，深刻な影響を及ぼしうる．そのため，発達を通して安定して神経
回路の活動を追うためには，高解像度の計測が必要である．
3.4.2 べき分布のパラメータ ®
本研究では，両対数グラフでのべき分布の傾きは，®Æ¡1.83§0.45 (mean § SD; ¸ 28 DIV)
になった．初めて神経回路での SoCを示した Beggsと Plenzは，皮質培養スライスを使用し，
®Æ¡1.5となることを報告している (Beggs and Plenz, 2003)．この値は，神経雪崩が理論的
な branching processに従うと仮定した時に生じる値と合致する．他のいくつかの先行研究で
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Fig.3.8. Developmental variations in spatiotemporal pattern. (A–C) displays the correlation
matrices for spatiotemporal patterns in large avalanches, i.e., synchronized bursts.
Each matrix was obtained from a culture at 7 days in vitro (DIV) (A), 16 DIV (B),
and 23 DIV (C), respectively. (D) illustrates the mean correlation and standard
deviation of spatiotemporal pattern correlations calculated from five cultures that
exhibited high value (in C) during 7–8 DIV. Adopted from (Yada et al., 2017).
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もこの値は支持されている (Gireesh and Plenz, 2008; Mazzoni et al., 2007; Pasquale et al.,
2008)．ただし，分散培養神経回路では ®は必ずしもこの特徴的な値と一致しないかもしれな
い (Massobrio et al., 2015; Pu et al., 2013; Tetzlaff et al., 2010)．また，神経雪崩の時間解像
度，すなわち ¢tに依存して ®は変動する (Beggs and Plenz, 2003)．本研究では，時間解像
度は全チャネルスパイク系列のmISIとしており，同じ手法で適応的に決定した先行研究でも
®Æ¡1.5よりやや急な傾きを報告している (Tetzlaff et al., 2010)．Fig. 3.4からも見て取れる
ように，¢tが大きくなるほど両対数グラフでの傾きは緩くなる．さらに，もし本研究で見ら
れたように，ある時期以降神経雪崩の最大規模があまり変わらないとすると，小さな神経雪崩
の発生回数が減少し，それに伴って中規模な神経雪崩が増加することでべき分布の傾きが緩や
かになるかもしれない．
3.4.3 シナプス形成と独立した神経活動の統合
7 DIVより前の神経回路の活動は，シナプス阻害剤を加えた神経回路と同様に 1に近い Fano
factorを示し，これは個々の神経細胞の独立したランダムな神経活動を示唆する．先行研究
によると，電子顕微鏡で調べると，分散培養神経回路では，3 DIVでシナプスの形成を確認
できないが，7 DIVでは確かにシナプス形成が確認できる (Ichikawa et al., 1993; Muramoto
et al., 1993)．これによると，分散培養神経回路でのシナプス形成は 4–6 DIVの時期に起きる
と考えられ，本研究の結果と一致する．ただし，第 2章で示したように，本研究で用いた分散
培養神経回路では 3 DIVでもシナプス小胞の形成は見られたため，シナプス形成時期は培養方
法にも依存して前後するかもしれない．軸索の伸長，及びシナプスの形成が神経回路の同期活
動のトリガーとなり，神経雪崩の最大規模を増加させる．このような神経活動は，独立に分散
していた神経細胞がひとつの回路として統合されることを意味する．
3.4.4 抑制性神経活動と神経雪崩の二峰性規模分布
7–10 DIVの神経回路では，一般に特徴的な大規模の神経雪崩が観測され，二峰性の神経雪
崩規模分布が生じた．神経雪崩と SoC を調べた既存の研究では，シナプスでの GABA によ
る伝達を阻害した場合に二峰性の神経雪崩規模分布が観測されている (Mazzoni et al., 2007;
Pasquale et al., 2008)．これらを踏まえると，二峰性の神経雪崩規模分布は，恐らく GABAに
よる抑制性伝達に何らかの変化が生じたことによる，興奮性伝達のみで動作する神経回路の活
動が生み出すのかもしれない．この考えを支持する現象として，未熟な神経細胞では Cl¡イオ
ンの逆転電位が成熟後と比べて比較的高く，GABAによるシナプス伝達は一般的に脱分極を生
じる (Ben-Ari, 2001, 2002; Bourgeois and Rakic, 1993; Chechik et al., 1998; Le Magueresse
and Monyer, 2013; Wu et al., 2012)．ラット海馬の分散培養神経回路での先行研究では，4–6
DIV では全ての神経細胞で GABA 由来の脱分極が観測されたが，多くの場合，その後 13
DIV以降では GABA由来の脱分極を観測できなくなったことを報告している (Ganguly et al.,
2001)．GABAによるシナプス伝達作用の興奮性から抑制性への変化は、本研究で観測した指
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数分布から二峰性分布へ，そして二峰性分布から最終的にべき分布へという神経雪崩規模分布
の遷移と矛盾しない．
さらに，本研究で得られた結果は GABA作動性神経細胞の活動が最大神経雪崩規模の変化
に影響を与えることを支持する．最大神経雪崩規模は，神経回路が二峰性の規模分布を示した
時期 (7–10 DIV)を経た後，¼ 10 DIV以降安定した．神経細胞の発達初期では，GABA由来の
シナプス入力が大きな脱分極 (giant depolarizing potentials: GDP) を生じ，未熟な神経回路
の結合形成を促進することが知られている (Le Magueresse and Monyer, 2013; Sipila, 2005)．
¼ 10 DIVで最大神経雪崩規模の飽和が生じたのは，培養系に存在する十分な数の神経細胞が
神経回路に取り込まれ，回路形成期間からシナプスの刈り込み期間へと移り変わったことを
示唆する．シナプスの刈り込みでも GABAは重要な役割を果たすことが知られている (Baho
and Di Cristo, 2012; Le Magueresse and Monyer, 2013)．
3.4.5 抑制性神経活動と時空間パターンの多様化
神経回路の変容に GABAが重要な役割を果たすことは，時空間パターンの多様化からも支
持される．7–8 DIVで観測された，特定の時空間パターンで特徴づけられる大規模な神経雪崩
は，もし神経細胞が一様な結合構造を持ち，興奮性入力が支配的な神経回路であれば生み出さ
れ得るだろう．そこで，7–8 DIVの一様な時空間パターンに引き続いて観測された神経雪崩の
時空間パターン多様化は，GABA作動性シナプスの興奮性伝達から抑制性伝達へのシフトによ
り，以下の 2つのメカニズムのどちらかによって引き起こされるかもしれない．ひとつ目は，
興奮性結合の神経回路が駆動する特定の時空間パターンが，GABA作動性神経細胞の抑制性伝
達で中断されることで多様化が生じる可能性がある．もうひとつは，GABA作動性神経細胞の
抑制性伝達が神経回路にシナプスの刈り込みを引き起こし，非一様で複雑な神経回路構造を生
み出し，その結果として多様な時空間パターンが生まれる可能性もある．GABAA 受容体の阻
害が二峰性の神経雪崩分布を導くことは，前者の可能性を支持するように思える．しかし，恐
らくは前者と後者の相互作用，すなわち機能的かつ構造的な神経回路の断片化が SoCを誘導
するのかもしれない．
3.5 結論
本研究では，高密度 CMOS電極アレイを利用して皮質分散培養神経回路で発達に伴う神経
雪崩の変化を調べた．神経活動は 4 DIV頃から計測可能であり，神経雪崩の規模分布は指数
分布に従った．そのため，この時期の神経細胞は互いに独立でランダムに活動をすると考えら
れる．それに続いて，神経雪崩規模分布は指数分布から二峰性分布へと変化し (¼ 7–10 DIV)，
最終的にべき分布を示した．分布が変化するだけでなく，それに伴って時空間パターンも多様
性も変化した．明らかな二峰性の神経雪崩分布を示す神経回路は特徴的な特定の時空間パター
ンを再生する一方で，2–3週間培養し，べき分布状の神経雪崩規模を伴う神経回路は多様な時
空間パターンを示した．これらの結果は，神経回路の SoCは二段階のプロセスを経て創発す
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ることを示している．すなわち，神経回路の発達プログラムとして，初めに統合プロセスが特
徴的な大規模神経雪崩を生み出し，それに引き続く神経回路の断片化プロセスが多様な時空間
パターンを持つ神経雪崩を生み出すことが示唆される．
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第 4章
再現性と多様性の両立メカニズム: 細
胞集団伝達と自律状態遷移
神経回路は，自発活動に活動パターンの再現性（秩序）と多様性を両立している．これは神
経回路が記憶に相当する情報を保持し，表現する上で欠かすことのできない機能である．本章
では，自己組織的に作られた神経回路が再現性と多様性を両立するメカニズムを論ずる．
4.1 背景と目的
神経回路は自発的に同期活動を示し，そこで安定して時空間パターンを再生する．この現
象は in vivo (Ji and Wilson, 2007; Lee and Wilson, 2002; Luczak et al., 2007; Villette et al.,
2015)，in vitroのスライス (Beggs and Plenz, 2003, 2004; Ikegaya et al., 2004)，そして分散培
養神経回路 (Eytan and Marom, 2006; Madhavan et al., 2007; Rolston et al., 2007; Schroeter
et al., 2015; Segev et al., 2004; van Pelt et al., 2004) で観測されている．このような時空間
パターンのレパートリーは，神経回路の記憶や一時的な情報の貯蓄（すなわち，リザーバー）
(Maass et al., 2002; Sussillo and Abbott, 2009)としての役割を持つことができる．さらに，
時空間パターンの多様性は神経回路の記憶容量 (Shew et al., 2011)を表しているかもしれな
い．加えて，自発活動の時空間パターンはしばしば感覚入力などの外部入力に誘発される神
経活動の時空間パターンに似ていることが報告されており (Arieli et al., 1996; Kenet et al.,
2003; Luczak et al., 2009; Tsodyks et al., 1999)，自発活動の多様性が外部入力の処理性能を
規定している可能性が示唆される (Luczak et al., 2009; Villette et al., 2015)．このように，自
発活動の時空間パターンは神経回路の性能に重要な意義を持つため，神経回路がどのようなメ
カニズムで安定した時空間パターンのレパートリーを生み出しているのかを明らかにする必要
がある．
理論的研究と実験的研究の両方面で，神経回路の安定した時空間パターン再生メカニズム
は研究されてきた．単一神経細胞間のシナプス伝達は非常に不安定なため，神経集団内で複
数の神経細胞が機能的な部分集団を構成しており，部分集団が他の部分集団を逐次的に活性
化させていくことで安定した時空間パターンが生じるモデルが有力な仮説として考えられて
第 4章 再現性と多様性の両立メカニズム: 細胞集団伝達と自律状態遷移 40
いる (Abeles, 1991; Aertsen et al., 1996; Diesmann et al., 1999; Ikegaya et al., 2004)．しか
し，このような部分的な細胞集団の逐次活性化構造から複数の時空間パターンが生まれるメカ
ニズムは明らかになっていない．
この問題に対して，神経回路の状態依存的な活動特性 (Buonomano and Maass, 2009)は複
数の時空間パターンを実現する神経基盤として有力な候補と考えられる．近年，皮質の自発活
動が複数の準安定状態 (metastable state)を持ち，それらの状態を活動依存的に遷移すること
が報告されている (Mazzucato et al., 2015)．このような神経回路の状態は，神経活動が見ら
れない時にも，すなわちスパイクが発生しない時にも連続的に持続するはずである (Dranias
et al., 2013; Ju et al., 2015)．なぜなら，神経細胞の細胞膜特性変化やシナプスの短期可塑性
などが保持する神経回路状態 (“hidden states” (Buonomano and Maass, 2009))は，スパイク
発生しない期間にも持続しているからである．これらを元に，本研究では，神経回路が安定し
た情報伝達と複数の時空間パターンを両立するメカニズムとして，(i)神経細胞の部分集団が
逐次的に活性化して安定した時空間パターンを再生することができ，(ii)神経回路にある期間
で連続的に持続する複数の状態があり，状態依存的に部分集団の活性化構造が変化することで
複数のパターンを出力できる，というモデルを仮定する．
本研究では，この仮説を分散培養神経回路で検証する．これまでに，培養系の神経活動の計
測には多点電極アレイ (MEA)が用いられてきた (Beggs and Plenz, 2003; Eytan and Marom,
2006; Madhavan et al., 2007)．しかし，旧来のMEAの空間解像度は，神経回路全体の活動
をサンプリングするには不十分であり，神経集団の活動特性を正しく推定できない可能性が
ある (Gerhard et al., 2011; Ribeiro et al., 2014)．この技術的な問題点を解決するため，本研
究では近年開発が進められつつある高密度 CMOS電極アレイを利用した (Berdondini et al.,
2009; Frey et al., 2010; Müller et al., 2015; Obien et al., 2014)．高密度 CMOS電極アレイは
in vitroの神経回路から活動を計測する上で十分な，優れた時空間解像度を持つ．本研究で使
用した高密度 CMOS電極アレイ BioChip 4096Sは，2.67 mm £ 2.67 mmの区画にある 4096
点の電極から，7 kHzのサンプリング周波数で同時計測ができる．計測した神経活動の高次元
な時空間パターンは非負値行列因子分解 (Non-negative matrix factrization: NMF) で次元削
減した (Lee and Seung, 1999; Leonard et al., 2015; Wei et al., 2015)上で特徴づけられ，状
態依存的に神経部分集団の逐次活性化が生じるかどうか，そして，生じるとしたらどのように
生じているのかを明らかにする．
4.2 手法
4.2.1 細胞培養
細胞培養方法は第 2.2節に示した手法に従った．胎齢 18 日目のWistarラットから大脳皮
質を摘出し，細胞を単離した上で，高密度 CMOS電極アレイ上に 30,000–40,000個を含むよ
うに調整した細胞播種用培地を滴下した．神経細胞は 37 oC，5% CO2 の湿潤した環境に保た
れた，細胞培養インキュベータの中で培養した．1週間に 2度の割合で培地の半量を新しい細
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胞培養用培地と交換した．
4.2.2 高密度 CMOS電極アレイによる計測
ここでは，高密度 CMOS電極アレイ BioChip 4096Sと計測インターフェース BioCAMから
なる計測システム (3Brain)を使用し，分散培養神経回路から細胞外電位を計測した．21 DIV
前後の 5つの分散培養神経回路から 10分間の自発活動を計測した．比較のため，それらの神
経回路が 10 DIV前後の頃の自発活動も同様に 10分間計測しておいた．計測システム，計測
環境の詳細については第 2.3.2節に示す．
4.2.3 スパイク検出
記録された細胞外電位から，BrainWave に組み込まれた Precise spike timing detection
(PSTD)アルゴリズム (Maccione et al., 2009)でスパイクを検出した．PSTDアルゴリズムの
パラメータは，標準偏差係数を 10.0，スパイク持続期間を 2.0 ms，不応期を 1.0 msと設定し
た．スパイクの発生時刻は，スパイク波形の振幅が負方向に最大となる時刻として定義した．
各電極で検出されたスパイクの最大振幅値の中央値を求め，閾値よりも低い場合は以降の解析
からは除外した．閾値は全電極で得られたスパイク最大振幅値の中央値の，第三四分位点と設
定した．本実験ではスパイクソーティングは実施していない．
4.2.4 同期バースト検出
分散培養神経回路では，自発的な同期活動は同期バーストとして生じる (Kamioka et al.,
1996)．先行研究で提案されている適応的な同期バースト検出法 (Bakkum et al., 2013b)を部
分的に改変し，計測した自発活動から同期バーストを検出した．具体的には，T ms以内に全
電極合計で Nspike 個以上のスパイクが生じたら，それらのスパイクが生じた期間を同期バー
スト期間として定義した．検出された同期バースト期間が時間的に重複していたら，それらの
期間は一つながりの同期バーストを検出しているものとして統合した．時間パラメータ T は
神経回路が示す，全電極で観測されたスパイク間隔 (Inter-spike interval: ISI)から適応的に
決定される．分散培養神経回路から ISIの分布を求めると，典型的には二峰性分布を示す．こ
の二峰性分布で，2つのピーク間の谷底に当たるスパイク間隔が時間パラメータ T として選択
される．ここでは，スパイク数のパラメータ Nspike は 200と設定した．この値は先行研究で
設定された値 (= 10)と比べると大きいが，本研究の実験系（計測チャネル数: 4096）では先行
研究（計測チャネル数: 126）と比べて計測チャネル数が多いため，Nspike も大きな値に設定
した．さらに，上記のバースト検出法を適用後に，同期バーストの断片化を防ぐために追加の
処理を行った．先行研究は小規模な同期バーストの検出感度を上げることを主眼としており，
大規模な同期バーストが複数の小さな同期バーストとして検出されてしまうことがあった．そ
のため，もし隣接する同期バースト期間の間隔が 100 ms未満であれば，それらの区間は一つ
の同期バーストを示すものとして統合した．
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4.2.5 同期バースト規模の分布
全電極で計測されるスパイクを一つの時系列として統合したものを全電極スパイク時系列と
定義する．ある同期バースト期間中で，10 msの間に生じる最大全電極スパイク数を，その同
期バーストの振幅と定義する．自発同期バーストの振幅の分布を求め，活動の多様性の指標と
した．分布の尖度が高ければ，ある特定の振幅の同期バーストが集中しており，単調なバース
トが生じているはずである．逆に尖度が低ければ，多様な同期バーストが生じているだろう．
分布の尖度は
kÆ E[x¡E[x]]
4
E[(x¡E[x])2]2 ¡3 (4.1)
と定義した．ただし，xは分布に従う変数で，E[x]はその期待値である．
先行研究で，十分な密度で培養した分散培養神経回路は，10 DIV頃には，決まった大きさ
の同期バーストか，“super burst”と呼ばれる複数のバーストが連結した大規模なバーストを
生じ，20 DIV頃には二峰性の大きさを持つバーストか，長期間持続する”long-tailed”バース
トが生じることを報告している (Wagenaar et al., 2006b)．この場合，10 DIV頃はバースト振
幅分布の尖度は高く，20 DIV頃には低くなるだろう．
また，Â2適合度検定でバースト振幅分布が正規分布，すなわち単峰の分布で表現できるかを
検定し，同期バーストの多様性を評価した．
4.2.6 非負値行列因子分解による神経部分集団の抽出
高密度 CMOS 電極アレイの各電極 (= 4096 電極) でスパイクを検出した．各電極のスパ
イク時系列を 10 ms の時間窓で区切り，時間窓内で生じたスパイク数を要素として持つ
4096£60000次元の行列を得た．この行列を観測行列 Y と定義する．時間窓の時間幅は，同期
バーストに複数の時空間パターンが再生されることを観測した先行研究に基づく (Madhavan
et al., 2007)．
ここで，設定した時間窓の時間スケールで，神経回路のいくつかの神経細胞が同期して活動
する部分神経集団を構成すると仮定する．この時，このような部分神経集団が逐次的に活性化
されることで，安定して神経回路の時空間パターンが再生され，それが同期バーストとして観
測される．このモデルでは，部分神経集団の活動は神経回路の再現性のある空間的活動パター
ンとして観測されるはずである．このような再現性のある空間的活動パターンを部分神経集団
パターン (SPP: Sub-population pattern)と定義する．
この時，観測行列の各要素，yi,t(i Æ 1,2, ¢ ¢ ¢ ,4096; t Æ 1,2, ¢ ¢ ¢ ,60000) がパラメータ si,t の
Poisson過程からサンプリングされたと仮定する．si,t は各時間窓での瞬時的なスパイク発火
率と考えることができ，
P(yi,t)Æ Poisson(yi,tjsi,t) (4.2)
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と表せる．さらに，4096電極それぞれの各時刻の瞬時発火率が，D 個の SPPの線形な重ね合
わせで表せると仮定する．D は神経回路の活動の次元を表す．すなわち，瞬時発火率行列 S
(4096 £ 60000) が，各列に各 SPPを表現する SPP行列 H (4096 £D)と，線型結合の重み，
すなわち各部分神経集団の活性化度を表す SPAW(Sub-population activation weight)行列W
(D£60000)の積で表現される.
S ÆH£W (4.3)
このモデルでは，SPPが表す空間的活動パターンは重なることも起き得る．すなわち，同じ電
極が複数の SPPに含まれることもある．観測行列 Y の各要素はスパイク数を表すので，非負
値である．そこで，SPP行列 H，SPAW行列W それぞれの要素も非負値であると仮定する．
この仮定の下で，SPP行列 H，SPAW行列W は非負値行列因子分解 (NMF) (Lee and Seung,
2001)で求めることができる．NMFは一般化 Kullback-Leiblerダイバージェンスを損失関数
とすると，本研究で仮定したような Poisson生成モデルを前提とした行列因子分解を行う．す
なわち，下記のような最適化を行い，SPP行列 H，SPAW行列W を求めた．
minimize DKL(Y jHW) (4.4)
s.t. 8i,8d,hi,d · 0;8d,8t,wd,t · 0 (4.5)
ただし，行列間の一般化 Kullback-Leiblerダイバージェンス DKL を
DKL(AjB)Æ
X
m,n
µ
Am,n log
Bm,n
Am,n
¡Am,nÅBm,n
¶
(4.6)
と定義した．この最適化問題は Lee と Seung によるアルゴリズムで解いた．最適化は
MATLAB で行い，プログラムの一部にはオープンソースのライブラリを利用した．SPP
の数 D は実験的に決定し，D Æ 10とした．最適化の際，行列要素の初期値はランダムに設定
し，反復計算は 500回実施した．最適化は独立に 10回実施し，全ての試行の中で損失関数が
最小だった解を以降の解析で用いた．
4.2.7 同期バーストパターンのクラスタリング
同期バーストで複数の時空間パターンが再生されていることを確認するため，同期バースト
パターンをクラスタリングした．同期バースト期間中の SPAWを切り出し，同期バーストを
特徴づける行列 (Burst feature matrix: BFM)と定義した．検出された同期バーストはそれぞ
れ異なる長さを持つので，初めに，バースト期間の長さを調整して揃えた．同期バーストの開
始時刻を，各バースト期間で初めに全電極から計測されるスパイク数の合計が 10個以上とな
る時刻（時間窓）と定義した．各同期バーストの開始時刻より前の期間をバースト開始前期
間とした．直前のバーストを含めないために，バースト開始前期間の長さは 100 msと設定し
た． バースト開始時刻以後の長さ（バースト開始後期間）は，検出された同期バーストの中
で，最もバースト開始後期間の長さが長い同期バーストに合わせた．BFMはバースト開始前
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期間とバースト開始後期間を合わせて切り出し，すなわち全ての BFMは同じ時間方向の長さ
を持つ．
次に，BFM を階層的クラスタリング法でクラスタリングした (Beggs and Plenz, 2003)．
BFM同士の相互相関関数を計算し，その最大値を BFMの類似度と定義した．相互相関を取
ることで，BFMの切り出し位置がずれていても適切に BFM同士の類似度を計算することが
できる．このとき，類似度を以下の式で定義する．
Corr(A,A)Æ
LX
lÆ1
DX
dÆ1
Ad,lAd,l (4.7)
Similarity(A,B)Æmax
k
LX
lÆ1
DX
dÆ1
Ad,l
Corr(A,A)1/2
Bd,l¡k
Corr(B,B)1/2
(4.8)
(kÆ¡L,¡LÅ1, ¢ ¢ ¢ ,0, ¢ ¢ ¢ ,L¡1,L) (4.9)
ただし，L は BFM の時間方向の長さを表す．l¡ k Ç 0，または l ¡ k È L の場合は，BFM
の該当範囲に 0 を代入した行列を作り，類似度を計算した．BFM A と BFM B が同じ時，
Similarity(A,B)Æ 1となる．全ての BFMのペア間で類似度を計算し，最も類似度が高いペ
アを一つのグループとした．グループとなった BFMの平均値を求め，その行列をグループ
を代表する BFMとした．この処理を全ての BFMが一つのグループに統合されるまで繰り返
した．
続いて，同期バーストのクラス数を決定した．コントラスト関数 (Beggs and Plenz, 2004)
を最大化する値を最適なクラス数と設定した．コントラスト関数はクラス間の同期バースト類
似度に対するクラス内の同期バースト類似度の大きさから定義される関数である．ただし，も
し最適なクラス数で分類した結果，一つのクラスが全同期バーストの 90%以上を占める場合
は，次にコントラスト関数を最大化するクラス数を選択した．これは，同期バースト検出の際
に誤ってバーストとして検出された少数のノイズが，一つの同期バーストクラスとして認識さ
れてしまう場合の影響を低減するためである．
4.2.8 部分集団活性化順序の解析
異なる同意バーストのクラス間で部分神経集団の活性化順序を比較した．もし部分神経集団
間の逐次的な伝達構造が安定しているのであれば，活性化順序は異なるクラスの同期バースト
でも部分的には不変だと推測される．
初めに，全同期バーストの平均 BFMを求め，D Æ 10個の部分神経集団のうち，平均 BFM
に大きなピークを持つ部分神経集団をピーク値が大きい方から 5つ選択した．残りの 5つの部
分神経集団は，同期バーストに関わらない，または，あまり大きな貢献のない部分神経集団と
して以降の解析からは除外した．そして、同期バーストの時空間パターンは，部分神経集団が
同期バースト期間内でピーク値を示したタイミングの順序（活性化順序）として表された．同
期バーストクラスのうち，各クラスの平均 BFMで最も SPAWの総和が大きい同期バーストク
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ラスをテンプレートクラスとした．さらに，テンプレートクラスの平均 BFMから得た活性化
順序を，テンプレート順序と定義した．
上記のように定義したテンプレート順序に対する，(i)テンプレートクラスに含まれる同期
バーストでの部分神経集団の活性化順序，(ii)非テンプレートクラスに含まれる同期バースト
での部分神経集団の活性化順序，(iii)ランダムに生成した部分神経集団の活性化順序（ランダ
ム順序），の部分的な類似度を比較した．部分的な類似度は，海馬で覚醒下で生じた神経活動
が睡眠中に再生する現象を調べた先行研究に基づき，2つの基準で評価した (Lee and Wilson,
2002)．ひとつ目は，対象となる活性化順序をテンプレート順序と合致させるため必要な部分
神経集団ペア順序の組み換え回数を求めた．各同期バーストクラスで必要な組み換え回数が
N 回以下の活性化順序を示す確率を求め，テンプレート順序に対する各クラスの類似度基準と
した．ふたつ目は，活性化順序内での部分神経集団ペアの順序 (duplet)，またはトリオの順序
(triplet)の再現性を基準とした．テンプレート順序の持つ特定の dupletまたは tripletが，各
同期バーストクラスで現れる確率を計算し，類似度基準とした．比較する duplet/tripletは，
テンプレート順序が持つ duplet/tripletの中で，全同期バースト中に最も出現頻度が高いもの
とした．これらの類似度の有意さは，ランダム順序に対する類似度と比較して検定した．ラン
ダム順序は各分散培養神経回路で全同期バースト数と同じだけ（すなわち，テンプレートクラ
スの同期バースト数と非テンプレートクラスの同期バースト数をを合わせた数）生成した．
4.2.9 ランダムな順序の生成
部分神経集団の活性化順序を解析するとき（4.2.8節），統計的な有意性を検定するためにラ
ンダムな順序を生成した．メルセンヌ・ツイスター法で一様分布から範囲 [0 1]の実数をラン
ダムにサンプリングし，活性化順序の各要素に一つずつ割り当てた．部分神経集団を割り当て
られた実数で昇順に並び替え，ランダムに生成された活性化順序とした．バーストクラスの連
続性を評価する（4.2.10節）際にも，同様の方法でランダムな系列を生成した．
4.2.10 バーストクラスの連続性の評価
分類された各クラスの同期バーストが，ランダムに現れるのか，同じクラスの同期バースト
が連続して出やすいのかを調べるため，バーストクラスの出現に連続性があるかを評価した．
連続して出現した同期バーストでバーストクラスが変化しない確率を，実際に出現した系列と
ランダムに生成した系列で比較した．各分散培養神経回路で，実際の出現系列を並べ替えて
100個のランダム系列を生成した．統計的な有意性は，ランダム系列でバーストクラスが連続
する確率の中央値が実際に出現した系列での確率と等しい，という帰無仮説を検定することで
評価した．
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4.2.11 同期バーストパターンの周期性の評価
同期バーストが再生する時空間パターンに周期性があるかを統計的に評価するため，Fisher
の g統計量を用いた (Wichert et al., 2003)．Fisherの g統計量は
gÆ maxi I(!i)P[Nsample/2]
iÆ1 I(!i)
(4.10)
と定義される．ここで，I(!i)は周期性を評価したい信号のピリオドグラムであり，Nsample
は信号の標本点数，そして !i は離散周波数である．すなわち，!i Æ 2¼i/Nsample．この時，
Fisherの g統計量の有意性は以下の分布から決まる．
P(gÈ g¤)Æ
MX
mÆ1
(¡1)m¡1[Nsample/2]Cm(1¡mg
¤)([Nsample/2]¡1) (4.11)
ここで，M は 1/g¤ よりも小さい最大の整数である．同期バーストの時空間パターンが (i)出
現数に依存する周期性，または (ii)時間的な周期性を持つと仮定し，時空間パターンの平均類
似度を (i)出現順序の差，及び (ii)出現時刻の差の関数として求め,そこから線形な成分を引い
たものを I!i として定義した.ただし，サンプル数が少ないことに由来する誤りを避けるため，
(i)順序差は 20組以上のペアがある差のみ，(ii)時間差は 400 s以下のみとした．
4.3 結果
4.3.1 高密度 CMOS電極アレイで観測された神経活動
高密度 CMOS電極アレイで 5つの皮質分散培養神経回路から自発活動を計測した．各神経
回路の成熟した時期 (20.8 § 2.2 DIV, mean § SD) に 10分間の自発活動計測を行った．比較
のため予め幼弱な時期 (9.8 § 0.8 DIV, mean § SD)にも 10分間の自発活動を計測した．各電
極でスパイクを検出し，電位変化の最大値が閾値以上の電極，すなわち，十分な大きさの電
位を計測できた電極を選別した．選別された電極数は一般に 1000個程度になった．分散培養
神経回路の同期バーストは幼弱な時期から観測され，発達を通して持続した (Kamioka et al.,
1996)．適応的なアルゴリズム (Bakkum et al., 2013b)で同期バーストを検出した．10分間
で計測された同期バーストの数は，幼弱な頃は 88 § 54 (mean § SD)個，成長後は 139 § 68
(mean § SD)個だった．
先行研究と同様に，幼弱な (¼10 DIV) 神経回路は決まった大きさの振幅を持つ同期バース
トを示した．一方で，成熟した神経回路 (¼21 DIV)では，より多様な振幅の同期バーストが出
現した．計測された神経回路の代表的な自発活動を，幼弱な時期と成熟した時期のそれぞにつ
いて Fig. 4.1A-Dに示す．幼弱な神経回路は一様な振幅，パターンの同期バーストを示し (Fig.
4.1A,B)，それに対して成熟した神経回路は明らかに複数の規模，パターンの同期バーストを
示したことがわかる (Fig. 4.1C,D)．同期バーストの振幅，すなわちバースト期間中に全電極
で観測された 10 ms間の最大スパイク数は，幼弱な頃は単峰性の分布を示し (Fig. 4.1E)，成
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Fig.4.1. Spontaneous spiking activities of cultured cortical neurons recorded on CMOSMEAs
and distributions of burst peak amplitude. (A-B) A representative raster plot (A)
and the number of array-wide spikes (B) from 30 s of spontaneous activity recorded
from a culture at 10 DIV. (C–D) A raster plot (C) and the number of array-wide
spikes (D) from recorded data from a culture at 18 DIV. (E) Histogram of burst
peak amplitude (the maximum number of array-wide spikes in 10-ms bins during
synchronized bursts) from the same recorded data shown in A and B. (F) Histogram
of burst peak amplitude from the same recorded data shown in C–D. (G) Kurtosis of
the burst-peak-amplitude distribution from spontaneous activities at 9–11 DIV and
those at 18–24 DIV. Adopted from (Yada et al., 2016).
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熟すると二峰性の分布を示した (Fig. 4.1F)．Fig. 4.1Gはバースト振幅分布の尖度を表してお
り，Culture #3を除き，成熟の結果として分布の尖度は幼弱な時期より低下した．Culture #3
は成熟過程で活動の多様化が生じなかった可能性があるため，以降の解析からは除外した．
さらに，バースト振幅分布が単峰の正規分布で表現できるかを Â2 検定で検定した．その結
果，成熟した神経回路のバースト振幅分布は正規分布で表すことができなかった (Culture #1,
p Æ 3.2£10¡8, mean § SD: 484.8 § 225.1; Culture #2, p Æ 4.7£10¡10, mean § SD: 250.7 §
176.2; Culture #4, pÆ 0.0054, mean § SD: 198.7 § 88.1; Culture #5, pÆ 3.8£10¡16, mean §
SD: 1437 § 631)．一方で，幼弱な神経回路のバースト振幅分布は正規分布に従った (Culture
#1, p Æ 0.77, mean § SD: 46.36 § 6.92; Culture #2, p Æ 0.52, mean § SD: 46.64 § 7.34;
Culture #4, p Æ 0.94, mean § SD: 137.1 § 41.5; Culture #5, p Æ 0.096, mean § SD: 91.02 §
18.23)．すなわち，成熟した神経回路の同期バーストは，幼若な神経回路の同期バーストのよ
うに一つの特徴的な振幅では表せないことが示された．そこで，成熟した神経回路が複数の同
期バーストパターンを生み出すために，多様な神経部分集団を利用しているはずだと考え，時
空間パターンの解析を行った．
4.3.2 NMFで推定された部分神経集団の活動
分散培養神経回路 (¼ 21 DIV)の活動を SPPと SPAWに分解して表した．初めに，各電極で
検出したスパイク系列を 10 msの時間窓で区切り，10 msごとのスパイク発火頻度を求めた．
次に，NMF(Lee and Seung, 2001)で 4096次元のスパイク頻度行列を，繰り返し同期して活
動した電極群の空間パターンを表す 10個の SPPと，各時刻での SPPの活性化度を示す 10次
元の SPAWに分解した．各時刻の各電極で，10 msごとの生じたスパイク数はある瞬時的な
発火率を表す値をパラメータとする Poisson過程に従うと仮定した．一般化 Kullback-Leibler
ダイバージェンスを用いる NMFでは，この Poisson過程のパラメータが SPPの線形和で表
されることを仮定している．
NMF で次元削減された神経活動でも，非一様な同期バーストの時空間パターンが再生さ
れることが確認された．Fig. 4.1Cに示されている成熟した神経回路の代表的な神経活動を，
SPAWの時間的なパターンで表した (Fig. 4.2A)．それぞれの SPAWに対応する SPPを Fig.
4.2Bに示す．SPPで示される同期して活動した電極の空間分布は必ずしも局所的ではなく，
いくつかの部分神経集団は空間的に局在した活動パターンを持ち，他のものは空間的に分散し
た活動パターンを示した．総じて，SPAWから同期バーストの時空間パターンは再現性があ
ることが確認でき，分散培養神経回路が同期バーストで安定した活動パターンを示すことを報
告した先行研究と合致した．しかし，Fig. 4.2Aに示した期間の SPAWで，前半（15 s以前）
と後半（15 s以後）では異なる時空間パターンが生じているように見える．例えば，SPP #1
は，後半では同期バーストに参加しているものの，前半では参加していない．その一方で，他
の SPPは前半と後半で同様に同期バーストに参加しているように見える．
同期バーストの時空間パターンを，バースト期間中の SPAWを表す，BFMの類似度に基づ
いて階層的にクラスタリングした上で，いくつかのクラスに分類した．階層的クラスタリング
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Fig.4.2. Decomposition of high-dimensional neuronal activity and classification of synchro-
nized burst patterns. (A) Low-dimensional activity of the neuronal network repre-
sented with sub-population activation weights (SPAWs). The same period of Fig.
4.1C–D is illustrated. (B) Sub-population patterns (SPPs) of spontaneous activity of
cultured cortical neurons obtained with NMF. The SPPs are shown as correspond-
ing to recording electrodes configuration. (C) A dendrogram represents a process of
hierarchical grouping of BFMs. The dotted horizontal line indicates a selected level
of the grouping. (D) A similarity matrix of sub-population activation weights during
synchronized bursts. (E) A contrast function for the dendrogram shown in C. Aster-
isk indicates a maximum peak of the function. (F–G)Mean SPAWs within classified
burst classes. Adopted from (Yada et al., 2016).
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の様子を Fig. 4.2Cの Dendrogramに示す．Dendrogramで示されたように，類似する同期
バーストが隣り合うように順番を並び替えた上で同期バースト間の類似度を示した類似度行列
を Fig. 4.2Dに示す．明らかに類似する同期バーストの集団が存在し，ここからも部分神経集
団の活動パターンの再生が生じたことがわかる．クラスタリングして分類したクラスの数は，
コントラスト関数 (Beggs and Plenz, 2004)を最大化する値とした．Fig. 4.2CのDendrogram
で点線が引かれている場所がコントラスト関数から決定されたクラス分類の閾値である．
分類された同期バーストクラスそれぞれの平均 SPAW変化を Fig. 4.2F, Gに示す．Class 1
の同期バーストに対して，Class 2の同期バーストにはより多くの部分神経集団が参加してい
ることがわかる．しかし，注目すべきことに，異なるクラスでも部分神経集団の活動順序は部
分的には共通している．Class 1も Class 2も初めに SPP #3が活動し，次に SPP #5が活動
することは共通している．これは，異なるクラスの同期バーストでも共通する，部分神経集団
間の伝達方向性があることを示唆する．このような同期バーストでの階層的な伝達は先行研究
でも示唆されている (Eytan and Marom, 2006; Ham et al., 2008; Raichman and Ben-Jacob,
2008)．
4.3.3 同期バーストパターン間の部分的な類似性
異なるクラスに分類された同期バーストパターン間の部分的な類似性を評価するため，同期
バーストで部分神経集団が活性化した順序を比較した．4.3Aに比較方法の概要を図示する．
同期バーストに無関係，もしくはあまり関係のない部分神経集団の影響を除くため，10個の
部分神経集団のうち，全ての同期バーストの平均 BFMの中で大きなピークを示した 5個の部
分神経集団を選択した．そして，各同期バーストを選択された部分神経集団の活性化順序で表
現した (Fig. 4.3A)．各同期バーストクラスで平均 BFMを計算し，最も SPAWの総和が大き
いクラスをテンプレートクラス，テンプレートクラスでの部分神経集団の活性化順序をテンプ
レート順序とした．
Fig. 4.3Bは，部分神経集団ペアの順序組み換え回数を基準として，各クラスの活性化順序
がテンプレート順序と部分的に類似した確率を示す．ここでは，2回以内の組み換え回数でテ
ンプレート順序と一致する活性化順序を，テンプレート順序と部分的に類似する順序とした．
自然な結果として，テンプレートクラスの活性化順序は，ランダム順序と比べて有意に高い
確率でテンプレート順序と部分的に類似した (pÆ 0.029Ç 0.05, Mann-Whitney U-test)．しか
し，非テンプレートクラスの活性化順序も，その中央値はややテンプレートクラスの活性化順
序よりは低いものの，同様にランダム順序と比べて有意に高い確率でテンプレート順序と部分
的類似性を示した (pÆ 0.029Ç 0.05, Mann-Whitney U-test)．
部分神経集団ペア順序組み換え回数を基準として得られた上記の結果と同様の結果が
duplet/tripletの比較からも確認された．Fig. 4.3C, Dに，各クラスの活性化順序でテンプレー
ト順序と共通した特定の duplet/triplet が再生される確率を示す．どちらの場合も，テンプ
レートクラスの活性化順序，非テンプレートクラスの活性化順序ともに，ランダム順序よりも
高い確率でテンプレート順序と共通の duplet/tripletを含んだ (全ての場合で pÆ 0.029Ç 0.05,
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Mann-Whitney U-test)．このことから，同期バーストで見られる複数の時空間パターンは，
恐らく部分的には類似する部分神経集団の活性化順序を持つ．
4.3.4 同期バーストクラスの連続性
次に，時空間パターンが時間的に連続して現れるのかを調べた．もし，同期バーストの時
空間パターンが神経回路の”hidden states” (Buonomano and Maass, 2009)に基づいて表出し
たものであるならば，時間的に隣接した同期バーストは類似したパターンを示すはずである．
Fig. 4.4Aは，計測を通してそれぞれのクラスの同期バーストが現れたタイミングを示したも
のであり，明らかに分散培養神経回路が同じクラスの同期バーストを連続して示したことが
わかる．同じクラスの同期バーストが持続する確率をランダムに生成した同期バーストクラ
スの順列と比較すると，解析した全ての分散培養神経回路で有意に高い確率で同じクラスが
持続した (Fig. 4.4B, C; Culture #1: p Æ 1.6£10¡30; Culture #2: p Æ 9.5£10¡30; Culture #4:
pÆ 2.2£10¡22; Culture #5: pÆ 1.6£10¡30, One-sample Wilcoxon’s signed rank test)．これ
はすなわち，神経回路がある一定期間似たような時空間パターンの同期バーストを持続させや
すいことを示す．
4.3.5 同期バーストパターンの周期性
同期バーストの時空間パターンの連続性は，Fig. 4.5A に示した，出現した順番に並べた同
期バースト間の類似度行列からも支持される．Fig. 4.5Aの類似度行列で対角線上に類似した
同期バーストのクラスタが見られるが，これは類似した同期バーストが一定期間に続けて出現
したことを示している．Fig. 4.5Bは同期バースト間の類似度と出現順序の差の関係性を示し
ている．注目すべきことに，出現順序が近い同期バースト同士が高い類似度を示しただけでな
く，同期バーストは間隔を置いて周期的に高い類似度を示しているように見える．このことか
ら，同期バースト間の類似度と出現順序の差の関係性が，連続性と周期性で説明できると仮定
した．
Fig. 4.5Bの類似度関数から，線形回帰で求めた直線を引くことで線形な成分を除いた上で，
自己相関関数を求めると (Fig. 4.5C)，明らかな周期性が確認された．線形成分を除いた類似
度関数のピリオドグラム (Fig. 4.5D)から Fisherの g統計量を求め，周期性成分の有意性を検
定した (Wichert et al., 2003)．Fig. 4.5Dは 3周期にピークを持ち，これは Fig. 4.5Bで見ら
れる類似度関数の変動が 3周期を持つことを表している．これは，64.0回間隔で類似度の高
い同期バーストが出現したことを意味する．全ての分散培養神経回路で，同期バースト間の類
似度と出現順序の差の関係に有意 (pÇ 0.01)な周期性が見られた (Culture #1, pÆ 1.6£10¡43;
Culture #2, pÆ 1.2£10¡5; Culture #4, pÆ 2.3£10¡3; Culture #5, pÆ 4.8£10¡7)．この周期
は神経回路によって異なった (Culture #1, 64.0; Culture #2, 27.7; Culture #4, 66.0; Culture
#5, 38.6)．
同期バースト間の類似度と出現時刻の差の関係性も同様に解析した (Fig. 4.5E-G)．類似度
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の出現順序の差に関する周期として得られた，64回の同期バーストの平均時間間隔は 195.1
(§ 26.0, SD)であり，Fig. 4.5E, Fで見られるピークのひとつと一致する．同期バースト間の
類似度と出現時刻の差の関係性では，一つの神経回路を除いて有意 (p Ç 0.001)な周期性が見
られた (Culture #1, pÆ 9.7£10¡9; Culture #2, pÆ 1.5£10¡8; Culture #4, pÆ 0.13; Culture
#5, p Æ 3.5£10¡8)．この類似度関数の周期は 0.01–0.02 Hzの間となった (Culture #1, 0.01
Hz; Culture #2, 0.0175 Hz; Culture #5, 0.01 Hz)．
Fig. 4.5B で示したように類似度が連続的に変化することは，同じクラスの同期バースト
が連続する期間であっても時空間パターンは一定ではないことを意味するかもしれない．こ
の可能性を検証するため，同じクラスのバーストが持続する期間の中で，最初の 2つの同期
バーストのペア (Start-Start)，最初と最後の同期バーストのペア (Start-End)，そしてクラス
が切り替わる前後の同期バーストのペア (Class A-Class A¯)の類似度を比較した．その結果，
Fig. 4.6に示すように，同じクラスの同期バーストが出る期間の最初同士のペアは，最初と
最後のペアに比べて有意に高い類似度を示した (pÆ 0.003, Wilcoxon signed rank test)．一方
で，最初同士のペア，最初と最後のペアは，ともにクラス間のペアと比べると有意に高い類似
度を示した (Start-Start vs. Class A-Class A, p Æ 6.4£10¡7; Start-End vs. Class A-Class A¯,
p Æ 3.9£10¡6, Wilcoxon signed rank test)．そのため，同じクラスのバーストが出る期間で
あっても，時空間パターンは一定ではなく時間とともに変動することが示された．ただし，そ
の変動の大きさは，バーストクラスが切り替わる時の時空間パターン変化と比べるとかなり小
さいものである．
すなわち，これらの結果から同期バーストの時空間パターンはレパートリーからランダムに
出力されるのではなく，むしろ似たようなパターンを連続的に，また周期的に出力することが
示された．これは，同期バーストの時空間パターン出力が，神経回路の持つ内部的な隠れ状態
(“hidden states” (Buonomano and Maass, 2009))に依存し，その内部状態が複数の準安定状
態を自発的にかつ再帰的に遷移する (Durstewitz and Deco, 2007; Mazzucato et al., 2015)と
いう仮説を支持する．
4.4 考察
本研究では，4096チャネル CMOS電極アレイによる高時空間解像度計測と，NMFによる
次元削減を組み合わせ，培養 3週間前後の皮質分散培養神経回路の同期バーストを調べた．そ
の結果，同期バーストは複数の時空間パターンからなる活動レパートリーを持ち，また複数
の時空間パターンに，共通する部分神経集団の活性化順序が存在することが示された．これ
は，同期活動で部分的な神経集団で情報伝達が生じるというモデル (Fig. 4.7; (Abeles, 1991;
Eytan and Marom, 2006; Ikegaya et al., 2004))を支持する．さらに，類似した時空間パター
ンの同期バーストが連続的に，かつ周期的に出現しやすく，これは部分神経集団間の伝達が状
態依存的に変化することを示唆している．この同期活動の状態依存性は，先行研究では見落
とされていた事実である．このような，状態依存的特性を持つ階層的な部分神経集団構造は
(Fig. 4.7)，神経回路が同期活動で安定した活動レパートリーを出力するための有力な神経基盤
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Fig.4.5. Consecutive and periodic appearance of similar spatiotemporal patterns of bursts.
(A) Similarity matrix of bursts. Bursts are listed in temporal order. (B) Relationship
between similarity and the difference of the burst indices in temporal order. The red
line indicates mean similarity against the difference of burst indices in temporal
order. The error bars are SD. The thick black line is a linear regression line to
the mean similarity. (C) Autocorrelation of the mean similarity that subtracted the
regression line shown in B. (D) Periodogram of the mean similarity that subtracted
the regression line. Asterisk indicates a maximum peak. The significance level of
the maximum peak was tested using Fisher’s g-statistic. (E–G) The same analysis
as shown in B–D about relationship between similarity and the difference of burst
appearance time. Adopted from (Yada et al., 2016).
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と考えられる．
4.4.1 手法の特色
高密度 CMOS電極アレイは電気生理的に神経回路の活動を計測するための新たなプラット
フォームとして，近年開発が進められている．まるで細胞レベルの空間解像度，単一活動電
位以上の時間解像度で作られた映画ように神経活動を捉えることができる (Berdondini et al.,
2009)．神経回路の中で，頻繁に活動して回路で重要な役割を果たしていると考えられる神経
細胞は限られた割合しかいない (Wohrer et al., 2013)．すなわち，神経細胞の活動は一様では
なく，活動量の多いの細胞を見落としてしまえば，本研究で実施した実験でも結果を誤って解
釈していまう可能性がある．このような部分的な細胞しか計測されないで生じうるバイアスを
避けるため，細胞レベルの空間解像度で計測することが必要である (Panas et al., 2015)．さら
に，本研究で対象とた同期バーストの持続期間は典型的には数 100 msである．そのため，同
期バーストの時空間パターンを適切に特徴づけるためには，msオーダーの時間解像度で計測
するべきである．
高密度 CMOS電極アレイで取得されるデータの次元 (= 4096)は本研究で対象とした機能的
な部分神経集団の次元よりは遥かに高いはずである (Baruchi and Ben-Jacob, 2004)．そのた
め，取得されるデータの次元を適切に削減する手法が必要である．本研究では，NMFを利用
して安定して同期する部分神経集団の空間パターンを同定した.元々 NMFはヒトの顔画像か
ら特徴的なパーツ，すなわち，目や，鼻や口などを自動的に抽出できるアルゴリズムとして
開発された (Lee and Seung, 1999)．神経のスパイク活動に対して NMFを利用する上でのメ
リットは，スパイクに対して前処理をすることなく適用できることである．一般に使用され
る主成分分析 (PCA) では，スパイク列（離散，非負値）から発火頻度を推定し，さらに正規
化した上で適用することが必要である (Lopes-dos Santos et al., 2013; Peyrache et al., 2009)．
Kullback-Leiblerダイバージェンスを損失関数とする NMFは，離散，非負値であるスパイク
列を自然に扱うことができる．さらに，前処理をしないために抽出される活動パターンが，顔
画像から抽出される目や鼻などのように (Lee and Seung, 1999)，直感的に理解しやすいとい
う利点も持つ．
NMFで分解する部分神経集団の数は D Æ 10と固定した．本研究で示した結果はこの集団
数に依存する可能性もある．Fig. 4.8に部分神経集団数を D Æ 20として解析した場合の結果
を示す．Fig. 4.8Aに代表例を示す．SPPの順序は，全同期バースト中の SPAWを平均し，最
大値を示した時刻順に並び変えたものである．類似した同期バーストが連続して出現している
ことがわかる．時空間パターンをクラスタリングすると，Fig. 4.8Cに示すように，Fig. 4.2D
と類似した時空間パターン構造が見られた．同様に 2つのクラスに分類し，それぞれに属する
同期バーストで平均した SPAWを Fig. 4.8Cに示す．それぞれのクラスで部分神経集団の活
性化順序が類似していることがわかる．異なるクラス間で共通する Tripletの出現確率を全回
路で調べた結果を Fig. 4.8Dに示す．ただし，同期バースト中での SPAWが大きい方から 10
個の部分神経集団を選択し，Tripletの順序はその中から決定した．やはり，ランダムに活性
第 4章 再現性と多様性の両立メカニズム: 細胞集団伝達と自律状態遷移 58
Sub-population A
Sub-population B
Sub-population C
B
A
C
D
N
e
tw
o
rk
 S
ta
te
B
A
C
D
B
A
C
D
B
A
C
D
Sub-population D
B
A
B
A
B
A
Time
Spatiotemporal pattern in synchronized activity
State A State B State A
Fig.4.7. Schematic illustration of the hypothesis. (A) Stable spatiotemporal patterns ob-
served in synchronized spontaneous activity are generated by sequential activa-
tion of neuronal sub-population. (B) Such sequential activation of sub-population
is state-dependent, whereby multiple metastable states can be defined as a finite
continuous period. Adopted from (Yada et al., 2016).
第 4章 再現性と多様性の両立メカニズム: 細胞集団伝達と自律状態遷移 59
化が生じた場合と比べて，異なるクラス間で共通して有意に高い出現確率を持つ部分神経集団
の活性化構造が存在した．このことから，本研究で示した結果が，部分神経集団数に特異的に
得られた結果では無いことがわかる．ただし，部分神経集団数によらず普遍的に成立すること
を示すものではない．実際には，一般に情報量基準や交差検定などを用いて評価される，神経
活動を表現するのに最適な部分神経集団数が存在すると考えられる．どのような基準を用いて
部分神経集団数を決定すれば良いか評価することは今後の課題である．
4.4.2 自発同期活動での時空間パターンの再生
本研究で得られた結果と同様に，これまでの先行研究でも分散培養神経回路がいくつかの
時空間パターンを持つことが報告されている (Madhavan et al., 2007; Rolston et al., 2007;
Segev et al., 2004)．本研究で観測した分散培養神経回路では，典型的には二峰性の振幅分布
と，二種類の時空間パターンを持つ同期バーストを示した．バーストの振幅分布については，
成熟した神経回路（21 DIV前後）は二峰性の分布を示す一方で，幼弱な神経回路は単峰の分
布を示すことが報告されており (Eytan and Marom, 2006; Madhavan et al., 2007; Wagenaar
et al., 2006b)，本研究結果と一致する．さらに，類似度に基づくクラスタリング手法で同期
バーストが限られた種類のパターン (Segev et al., 2004)，典型的には小さいバーストと大きな
バースト (Madhavan et al., 2007)，に分類できることが報告されている．本研究で得られた
結果はこれらの知見をさらに拡張し，大きなバーストと小さなバーストが似たような部分神経
集団の活性化順序を共有することを示した．
4.4.3 状態依存性と時空間パターン
本研究で得られた結果は，神経活動が自発的にいくつかの時空間パターンを巡回するこ
とを示しており，これは培養皿上の孤立して存在する分散培養神経回路にも，準安定状態
(metastable states)が存在することを示唆している．ある状態にいる間でも連続的な同期バー
ストパターンの変動が生じていたことから，それぞれの状態は孤立したものではなく，連続
的な中間状態を持つのかもしれない．似たような準安定状態間の自発的な巡回は，近年 in
vivoの味覚野でも報告されている (Mazzucato et al., 2015)．また，in vivoの大脳皮質の活動
も，極端な二つの典型的状態（同期状態と非同期状態）と連続的な中間状態で特徴づけられる
(Harris and Thiele, 2011)．これらの準安定状態の時間スケールは数秒から数分である．その
ため，分散培養神経回路では発達を通じて数週間から数ヶ月の時間スケールで，さらに一方向
に準安定状態を遷移することが報告されているが (Pu et al., 2013)，これは本研究で着目した
準安定状態とは本質的に異なる．
神経回路の安定した活動状態はしばしばアトラクタとして言及されてきた (Cossart et al.,
2003; Wagenaar et al., 2006a)．旧来，神経回路のアトラクタは特定の情報（記憶）そのも
のとして考えられていた (Hopfield, 1982)．しかし，古典的なアトラクタネットワーク，す
なわち，一つのアトラクタが一つの記憶を表すという考え方は，生物が実現するのに現実的
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な方策とは言えない．その理由として，これまでに実験的に得られている知見と比較した時
に，要求される記憶容量に対してアトラクタの数は限定的であること (Maass et al., 2002)，
記憶を想起するのにアトラクタに収束するまでの時間が必要となること (Maass et al., 2002;
Rabinovich et al., 2008)，さらに神経回路の自発活動との関係が説明できないこと (Kurikawa
and Kaneko, 2015)が挙げられている．そのため，より生物が実現する上で合理的な考え方と
して，近年の研究では準安定状態の間を遷移することそれ自体が情報を保持し，また表現して
いるとも考えられている (Durstewitz and Deco, 2007; Rabinovich et al., 2008)．
一般的に，再帰的に生じる時空間パターンは，神経回路の準安定状態が表出したものであ
ると考えられている．特定の時空間パターンが出る間は特定の細胞やシナプスの特性（例え
ば，短期可塑性や時定数の遅い抑制性のシナプス高電位，NMDA受容体の特性など）が持続し
ており，神経回路の隠れ状態 (“hidden states”)を構成していると言われている (Buonomano
and Maass, 2009)．このような隠れ状態は，本研究で連続して似たような同期バーストが現れ
たことを説明できるかもしれない．つまり，同期バーストを表象とする隠れ状態が神経回路の
内部記憶を保持している可能性がある．このような内部記憶は，外部入力で一時的に保持され
る記憶よりも強固であろう．このような一時記憶は簡単に同期バースト，すなわち内部記憶で
消去されることが知られている (Dranias et al., 2013; Ju et al., 2015)．隠れ状態から特定の時
空間パターンを生み出される上では，抑制性の介在神経細胞持つ役割も大きいだろう (Sasaki
et al., 2014)．
さらに，本研究の結果で同期バーストの出現回数に対して時空間パターン周期性が見られた
ことは，状態遷移に自発的な同期バーストそれ自体が作用しているかもしれないことを示す．
つまり，特定の回数同期バーストが生じることで状態遷移が誘起されている可能性がある．
4.4.4 同期活動中の逐次的な活性化構造
本研究で得られた結果は，複数の異なる時空間パターンが共通した神経回路の安定な伝達
構造から生み出されることを示している (Raichman and Ben-Jacob, 2008)．隠れ状態に依存
した伝達をすることで，このような安定した構造からでも複数のパターンを生み出せるので
はないかと考えられる．逐次的な活性化構造という考え方は，分散培養神経回路で報告され
ている同期バーストの開始時に発火する少数の神経細胞，つまりリーダーニューロン (Eytan
and Marom, 2006)，と同期バーストでの神経細胞の階層的構造 (Ham et al., 2008)と矛盾し
ない．本研究結果は異なる活動状態で同期バーストが類似した時空間パターンを持つという
in vivo実験での報告 (Luczak et al., 2013)にも一致する．まとめると，このような状態依存
性持つ部分神経集団の逐次活性化構造（Synfire chainの改良版ともいえる）は，同期活動の安
定性 (Eytan and Marom, 2006; Panas et al., 2015)と多様な時空間パターン生成 (Madhavan
et al., 2007; Rolston et al., 2007; Segev et al., 2004)の両方を説明できる．
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4.4.5 in vivoでの自発活動の時空間パターン
自発活動で繰り返し生じる時空間パターンは in vitro (Beggs and Plenz, 2004; Ikegaya
et al., 2004) だけでなく，in vivo でも観測されてきた (Luczak et al., 2007)．神経回路が情
報を部分的な神経集団の活動パターン単位で伝達しており，それが全体での安定した時空間
パターンの再生を実現しているのではないか，という神経パケット (Neuronal packet) 仮説
(Luczak et al., 2013, 2015) は本研究結果とも合致する．海馬では睡眠中や覚醒下の静止状
態で活動パターン，すなわち記憶のリプレイが生じ，それぞれ記憶定着メカニズム (Lee and
Wilson, 2002)，及び記憶想起メカニズム Takahashi (2015); Villette et al. (2015)ではないか
として注目されている．大脳皮質の感覚野では自発活動と誘発応答の時空間パターンが類似
することが報告されており，Luczakらは誘発応答のパターンは自発活動のレパートリーの一
部であるという仮説を提唱している (Luczak et al., 2009)．また，大脳皮質をベイズ推定器と
して捉え，自発活動が感覚入力の事前分布を示しているという仮説も提唱されている (Berkes
et al., 2011)．
しかし，本研究で得た結果は，分散培養神経回路，すなわち外部からの入力を一度も経験し
ていない神経回路にも繰り返し生じる時空間パターンのレパートリーがあり，さらにそれらの
パターンが状態依存的に生じることを示している．このような神経回路でも機能的な結合は自
発活動と誘発応答で類似するという報告があり (Pirino et al., 2015)，時空間パターンも類似し
ているのかもしれない．このような自発活動の意義はまだ明らかになっていない．
4.5 結論
本研究では，分散培養神経回路が自発活動で再生する時空間パターンの再現性と多様性の両
立メカニズムを調べた．神経回路に機能的な部分神経集団が存在し，部分集団単位で活動伝達
することで安定性が担保され，また部分集団間の伝達構造が状態依存的に変化することで多様
性が生まれるという仮説を立て，検証した．分散培養神経回路の活動を NMFで次元削減して
部分神経集団の活動に変換すると，同期バーストは明らかに複数の時空間パターンを示した．
異なる時空間パターンでも部分神経集団の活性化順序は部分的に共通し，類似した時空間パ
ターンは連続的に，また周期的に出現した．これらの結果は，神経回路に安定した部分神経集
団の逐次伝達構造があること，そして自律ダイナミクスを持つ内部状態依存で時空間パターン
が生じることを示唆し，仮説を支持する．
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第 5章
自発誘発類似性の機能的意義: 刺激入
力による内部状態への投射
本章は、未だ出版契約に至らないものの，今後刊行を予定する内容を含むため，5年間非公
開とする．
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第 6章
総論
本章は、未だ出版契約に至らないものの，今後刊行を予定する内容を含むため，5年間非公
開とする．
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第 7章
結論
神経回路は自発活動で再現性と多様性のある時空間パターンを出力し，このパターンは外部
入力で誘起されるパターンと類似する．このことから，自発活動は神経回路の記憶を表現する
と考えられている．本研究では，神経回路の自発活動に備わる再現性と多様性ある時空間パ
ターンが自己組織的に創られるものと仮定し，神経細胞が培養皿上で自己組織的に構成する分
散培養神経回路で，どのような過程を経て創発するのか，どのような特性から実現されるの
か，そして外部入力で想起可能であるのかを明らかにすることを目的とした．ラット胎児大脳
皮質由来の分散培養神経回路と高密度 CMOS電極アレイを用いた実験から以下の知見を得た．
神経回路に，適度な多様性を持つ神経活動の指標である，べき乗則に従う神経雪崩現象が生
じる発達メカニズムを明らかにするため，幼弱な時期から経時的に分散培養神経回路の活動を
観測した．その結果，神経回路の活動はランダムな発火をする最初期から，一様な活動パター
ンを持つ特徴的な大規模同期を出力する時期を経て，最終的に多様な規模，活動パターンを出
力する状態になることが示された．この結果から，神経回路の多様な活動パターンは神経回路
の機能的な統合と断片化という 2段階の発達プロセスを経て創発することが示唆された．
神経回路が自発活動で時空間パターンの再現性と多様性を両立するメカニズムとして，神経
回路に部分的な神経集団が存在し，部分集団単位で逐次的に活動伝達することで安定性を確保
し，かつ自律的な内部状態依存で部分集団間の関係が変化することで多様性を両立するという
仮説を立て，その検証を行った．次元削減法で部分神経集団の活動を抽出すると，分散培養神
経回路は共通した部分神経集団を用いて異なる時空間パターンを再生することが示された．さ
らに，類似したパターンが連続して再生されることから，連続的な内部状態依存で時空間パ
ターンが出力されることを示唆した．
分散培養神経回路が自己組織的に自発活動に創りだす時空間パターンが記憶の座としての役
割を持つか明らかにするため，分散培養神経回路に電気刺激を加えて同期発火を誘発し，自発
同期活動パターンとの類似性を調べた．神経回路は自発活動で幾つかの再現性ある時空間パ
ターンを出力し，誘発された同期活動の時空間パターンはその一つと類似した．すなわち，分
散培養神経回でも自発活動の時空間パターンが記憶の座としての役割を果たす可能性が示され
た．分散培養神経回路は予め自己組織的に創りだした内部状態に対して，外部入力を投射して
表現するとも言える．
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以上から，神経回路は学習を経ずとも自己組織的に記憶の座に相当する，再現性と多様性を
持つ時空間パターンを創りだし，外部入力を予め存在する記憶の座に割り当てて処理する可能
性が示唆される．発達を通じた自己組織化で，神経細胞は初めに一度単調な状態を作り上げて
から適度な多様性を持つ活動を生み出す．自己組織化は神経回路に機能的な部分神経集団と逐
次的活性化構造，さらに自律遷移する内部状態を生み出し，再現性と多様性ある時空間パター
ンが備わる．このような自己組織化特性は，生物があらゆる状況下で常にある程度優れた処理
をするための解であるかもしれない．
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原真奈氏らと卓球を楽しむことができたことは，博士課程を最後まで息切れせずに走り抜くた
めの助けとなった．先端科学技術研究センターに卓球場を開設下さった神崎亮平センター長に
も御礼を申し上げる．
安藤規泰特任講師，櫻井健志特任講師，光野秀文助教，並木重宏特任講師，加沢知毅特任研
究員からは，研究室セミナーを通して多くのご助言を頂いた．加沢知毅特任研究員は研究室セ
ミナー以外でも鋭いご意見やアドバイスを下さり，大変に研究の助けとなった．
博士課程の宮本大輔氏は研究室のサーバー管理をご担当下さった．サーバーやネットワーク
にトラブルがあった時に，いつも迅速に修正して頂けたことは本当に助けとなった．
研究室秘書の木村立代氏，岩月知香氏には，物品購入や書類手続きなど，研究を円滑に進め
る上で欠かせない多岐に渡るサポートをして頂いた．特に木村立代氏には，研究費の管理をし
て頂き，また筆者が海外滞在中に書類提出を代行して頂くなど，本当にお世話になった．技術
補佐員の糸井川茜氏，中島裕子氏，土屋純子氏にも実験準備のご協力や，暖かいご支援を頂
いた．
ここに以名前を挙ることが出来た方以外にも多く方々から，研究を進め，本論文を執筆する
上で欠かせなかった数多くの優しさとご支援を頂いた．ここに深い感謝の意を表する．
また，筆者は博士課程在学中の 3年間に，独立行政法人日本学術振興会に特別研究員として
採用して頂き，給与と研究費を支給して頂いた．生活面に不安がなかったからこそ研究に安心
して打ち込むことができた．ここに厚く御礼申し上げる．
最後に，この 3年間にとどまらず，これまでいつも変わらずに筆者を見守り，そして応援し
続けてくれた父 ¢博昭と母 ¢惠美子，妹 ¢恵理奈，そして祖父母に心から感謝する．
