Let V denote a vector space with finite positive dimension. We consider an ordered pair of linear transformations A : V → V and A * : V → V that satisfy (i) and (ii) below.
Introduction
We begin by recalling the notion of a Leonard pair [6, 7] . We will use the following terms. Let X denote a square matrix. Then X is called tridiagonal whenever each nonzero entry lies on either the diagonal, the subdiagonal, or the superdiagonal. Assume X is tridiagonal. Then X is called irreducible whenever each entry on the subdiagonal is nonzero and each entry on the superdiagonal is nonzero.
We now define a Leonard pair. For the rest of this paper, K will denote a field. (i) There exists a basis for V with respect to which the matrix representing A is irreducible tridiagonal and the matrix representing A * is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A * is irreducible tridiagonal and the matrix representing A is diagonal.
Note 1.2 It is a common notational convention to use A
* to represent the conjugatetranspose of A. We are not using this convention. In a Leonard pair A, A * , the linear transformations A and A * are arbitrary subject to (i), (ii) above.
Leonard pairs appear in many contexts, such as orthogonal polynomials [7, 9] , Lie algebras [3, 8] , quantum algebras [4] , and distance-regular graphs [6] . For a general survey, see [10] . As researchers investigate Leonard pairs in these contexts, they devise characterization theorems for these objects that arise naturally in that context. There are characterizations of Leonard pairs in terms of orthogonal polynomials [9, In the present paper, we obtain a characterization of Leonard pairs that is motivated by algebraic graph theory. Our result generalizes a result of Pascasio about Q-polynomial distance-regular graphs [5, Theorem 1.2] . In order to motivate our theorem, we first summarize Pascasio's result. Let Γ denote a distance-regular graph with diameter d ≥ 3 (see [5] for definitions). Let θ denote a nontrivial eigenvalue of Γ and let {θ * (1 ≤ i ≤ d − 1).
(ii) There exist γ, ω, η * ∈ C such that the intersection numbers a i satisfy
where θ * −1 (resp. θ * d+1 ) is the scalar which satisfies (1) for i = 0 (resp. i = d).
Very roughly speaking, a Leonard pair is a linear algebraic abstraction of a Q-polynomial distance-regular graph [1, p. 260 ] [6, Definition 2.3] . In the present paper, we obtain a characterization of Leonard pairs that is analogous to [5, Theorem 1.2] , but makes no reference to distance-regular graphs and is purely algebraic in nature. Our main result is Theorem 5.1 below. Note that Theorem 5.1 refers to the notion of a leaf. In the sections that follow that theorem, we obtain some results that are intended to illuminate the algebraic nature of these leaves.
Leonard systems
When working with a Leonard pair, it is often convenient to consider a closely related object called a Leonard system. To prepare for our definition of a Leonard system, we recall a few concepts from linear algebra. From now on, we fix a nonnegative integer d. Let Mat d+1 (K) denote the K-algebra consisting of all d + 1 by d + 1 matrices with entries in K. We index the rows and columns by 0, 1, . . . , d. Let K d+1 denote the K-vector space consisting of all d + 1 by 1 matrices with entries in K. We index the rows by 0, 1, . . . , d. Recall that Mat d+1 (K) acts on K d+1 by left multiplication. Let V denote a vector space over K with dimension d + 1. Let End(V ) denote the K-algebra consisting of all linear transformations from V to V . For convenience, we abbreviate A = End(V ). Observe that A is K-algebra isomorphic to Mat d+1 (K) and that V is irreducible as an A-module. The identity of A will be denoted by I. Let {v i } d i=0 denote a basis for V . For X ∈ A and Y ∈ Mat d+1 (K), we say that Y represents X with respect to
A subspace W ⊆ V will be called an eigenspace of A whenever W = 0 and there exists θ ∈ K such that W = {v ∈ V |Av = θv}; in this case, θ is the eigenvalue of A associated with W . We say that A is diagonalizable whenever V is spanned by the eigenspaces of A. We say that A is multiplicity-free whenever it has d + 1 mutually distinct eigenvalues in K. Note that if A is multiplicity-free, then A is diagonalizable. Definition 2.1 By a system of mutually orthogonal idempotents in A, we mean a sequence
Definition 2.2 By a decomposition of V , we mean a sequence
The following lemmas are routinely verified.
is a system of mutually orthogonal idempotents. Conversely, given a system of mutually orthogonal idempotents
Let A denote a multiplicity-free element of A and let {θ i } d i=0 denote an ordering of the eigenvalues of A. For 0
is a decomposition of V ; let {E i } are equal and independent of i for 2 ≤ i ≤ d − 1. Define β ∈ K such that β + 1 equals the common value of (3). If d ≤ 2, let β be arbitrary. It will be useful to describe the above features as follows. By [7, Lemmas 8.3 and 8.4] , there exists γ ∈ K such that
and there exists γ * ∈ K such that
3 The antiautomorphism †
In this section, we discuss an antiautomorphism related to Leonard systems.
Proof: This follows from the definition of matrix multiplication and the meaning of irreducible tridiagonal.
denote a system of mutually orthogonal idempotents in A. Let A denote an element of A such that
We make some comments on Assumption 3. 
Definition 3.5 With reference to Assumption 3.2, define
where tr denotes trace.
Proposition 3.6 With reference to Assumption 3.2, E
is a basis for V . By the discussion following Assumption 3.2, for 0 ≤ i ≤ d, the matrix representing E * i with respect to this basis is diagonal with (i, i)-entry 1 and all other entries 0. Using matrix multiplication, we observe that E * i AE * i = αE * i for some α ∈ K. Taking the trace of both sides establishes the result.
We have been discussing the situation of Assumption 3.2. We now modify this situation as follows. 
Proof: Let † denote the antiautomorphism from Lemma 3.4. Then E i A * E j = 0 if and only
We mention a result for later use. 
where γ is from (4) , and θ * −1 (resp. θ * d+1 ) is the scalar which satisfies (5) for i = 0 (resp. i = d).
The graph ∆
In the following discussion, a graph is understood to be finite and undirected, without loops or multiple edges.
Definition 4.1 With reference to Assumption 3.7, let ∆ denote the graph with vertex set {0, 1, . . . , d} such that two vertices i, j are adjacent if and only if i = j and E i A * E j = 0. The graph ∆ is well-defined in view of Lemma 3.9.
Lemma 4.2 With reference to Assumption 3.7, let i and j denote distinct vertices in ∆. Then i, j are adjacent if and only if
Proof: Suppose i and j are adjacent. Then 
) is a Leonard system.
(ii) The graph ∆ is a path such that vertices i − 1, i are adjacent for
Definition 4.4 With reference to Assumption 3.7, A * is said to be Q-polynomial whenever ∆ is a path. Definition 4.5 With reference to Assumption 3.7, let E = E i denote a primitive idempotent for A. This idempotent will be called a leaf whenever i is adjacent to at most one vertex in ∆.
Example 4.6 With reference to Assumption 3.7, assume further that A * is Q-polynomial. By Definition 4.4, ∆ is a path. Fix an endpoint of the path ∆ and relabel the primitive idempotents of A such that this endpoint is vertex 0 and vertices i − 1, i are adjacent for
) is a Leonard system. Also note that both E 0 and E d are leaves.
For the rest of this section, we discuss the connectivity of ∆. We will use the following notation. For a subset S ⊆ {0, 1, . . . , d}, let S denote the complement of S in {0, 1, . . . , d}. 
(ii) The vertices i, j are not adjacent in the graph ∆ for all i ∈ S and j ∈ S.
Proposition 4.9 With reference to Assumption 3.7, assume further that θ
Proof: Suppose ∆ is not connected. Then there exists a non-empty proper subset S of {0, 1, . . . , d} such that i, j are not adjacent in ∆ for all i ∈ S and j ∈ S. Let U = h∈S E h V and note that U = 0 and U = V . Observe that AU ⊆ U by Lemma 4.7 and A * U ⊆ U by Proposition 4.8. Using the equation
are mutually orthogonal idempotents,
The denominator in (7) is nonzero by assumption. By (7) and since A * U ⊆ U, we find that E * 0 U ⊆ U. By Lemma 3.3, A and E * 0 generate A. Therefore, AU ⊆ U. Recall that V is irreducible as an A-module, so either U = 0 or U = V . This is a contradiction, so ∆ is connected.
The main theorem
The following is our main result. (ii) There exist β, γ * ∈ K such that
where θ * −1 (resp. θ * d+1 ) is the scalar which satisfies (8) 
Proof: First, assume that A * is Q-polynomial, so that ∆ is a path. Label the vertex set of ∆ such that vertices i − 1 and i are adjacent for 1 ≤ i ≤ d. Note that E 0 is a leaf, so condition (i) is satisfied. By Lemma 4.3, the sequence (A;
) is a Leonard system. Now condition (ii) follows from (5). We mentioned near the end of Section 2 that {θ *
are mutually distinct, from which (iv) follows. Condition (iii) follows from Lemma 3.10.
Conversely, assume that conditions (i)-(iv) hold. We show that A * is Q-polynomial. To do this, we show that ∆ is a path. First note that ∆ is connected by Proposition 4.9.
Define θ * −1 and θ * d+1 such that (8) holds for i = 0 and i = d, so that
We claim that the expression
is independent of i for 0
In this equation, the expression on the right-hand side equals 0 by (10) . Consequently, p i is independent of i for 0 ≤ i ≤ d + 1. The claim is now proven. Let δ * denote the common value of (11).
We now show that
To verify (12) , in the right-hand side, replace δ * by (11) and eliminate both occurrences of γ * in the resulting expression using γ
We have now verified (12) . For notational convenience, we introduce a 2-variable polynomial
We now claim that
In (13), let C denote the left-hand side minus the right-hand side. We show C = 0. Using
To further examine (14), we consider two cases. First assume i = j. In this case, (14) becomes
Therefore, E * i CE * j = 0 under our present assumption that i = j. Next assume i = j. In this case, (14) becomes
By the definition of P and (12), we find
Evaluating the right-hand side of (15) using these comments, we find that it equals E * i times
Note that (16) is equal to 0 by (9). Therefore, E * i CE * i = 0. We have now shown E * i CE * j = 0 for 0 ≤ i, j ≤ d. Therefore, C = 0. We have now verified (13).
Suppose we are given vertices i and j in ∆ with ∂(i, j) = 2, where ∂ denotes path-length distance. Further, suppose there exists a unique vertex r ∈ ∆ adjacent to both i and j. We show
To show (17), we multiply (13) on the left by E i and on the right by E j , and simplify. To illustrate, we simplify the second term. Using A = We now show E i A * E r A * E j = 0. Since r and j are adjacent,
This and (18) imply (17).
By (i), there exists a leaf, which we call E 0 . Because E 0 is a leaf and ∆ is connected, vertex 0 is adjacent to a single vertex. We can now easily show that ∆ is a path. To this end, we show that every vertex in ∆ is adjacent to at most two other vertices in ∆. Suppose there exists a vertex i in ∆ that is adjacent to at least three other vertices. Choose the i such that ∂(0, i) is minimum. Without loss of generality, assume that the nonzero vertices of ∆ are labeled such that ∂(0, i) = i and (0, 1, . . . , i) is a path. By construction, i ≥ 1. By assumption, there exist distinct vertices j and j ′ , each at least i + 1, that are both adjacent to i. Note that ∂(i − 1, j) = 2 and that i is the unique vertex in ∆ adjacent to i − 1 and j. Therefore, by (17),
Replacing j by j ′ in the above argument, we obtain
Comparing (19) to (20), we find
are mutually distinct, so j = j ′ . This is a contradiction and we have now shown that ∆ is a path. Therefore, A * is Q-polynomial.
Recognizing leaves in ∆ (part 1)
We wish to gain a more thorough understanding of Theorem 5.1(i). With reference to Assumption 3.7, suppose we are given two distinct vertices of ∆, denoted r and s. Our goal for the remainder of the paper is to develop necessary and sufficient conditions for r to be adjacent to s and no other vertices. We will examine this from several different perspectives.
Definition 6.1 With reference to Assumption 3.7, define
a * i = tr(E i A * ) (0 ≤ i ≤ d).
Proposition 6.2 With reference to Assumption 3.7,
Proof: Similar to Proposition 3.6. 
(i) In the diagram ∆, vertex r is adjacent to vertex s and no other vertices.
(ii) There exists κ ∈ K such that (A
Suppose conditions (i) and (ii) hold. Then κ = a * r .
Proof: (i) ⇒ (ii). Using
We have E r (A * − a * r I)E r = 0 by Proposition 6.2, so (A * − a * r I)E r = E s A * E r . We apply both sides of this equation to V and use Lemma 4.2 to obtain (A * − a * r I)E r V = E s V . Now take κ = a * r .
(ii) ⇒ (i). For 0 ≤ i ≤ d such that i = r, we apply E i to both sides of the equation (A * − κI)E r V = E s V and obtain E i A * E r V = δ i,s E i V . By Definition 4.1 and Lemma 4.2, vertex r is adjacent to vertex s and no other vertices.
Suppose conditions (i) and (ii) hold. In the equation of (ii), apply E r to both sides to obtain E r (A * − κI)E r V = 0. Therefore, E r (A * − κI)E r = 0, so E r A * E r = κE r . Now κ = a * r in view of Proposition 6.2.
We record a result for later use.
Lemma 6.4 With reference to Assumption 3.7, the following (i)-(iii) are equivalent.
(i) A * is a scalar multiple of I.
(ii) The scalar θ * i is independent of i for 0 ≤ i ≤ d. 
where the scalars {a i } 
is a basis for V which satisfies the requirements of the lemma. 
where u −1 = 0. Observe that for 0 ≤ i ≤ d + 1, the polynomial u i has degree i. Moreover, the coefficient of We adopt the following assumption for the remainder of the section. Recall the polynomials {p i } d+1 i=0 from Definition 7.5. From the perspective of Assumption 7.6, these polynomials appear as follows.
Lemma 7.7 With reference to Assumptions 3.7 and 7.6,
where p −1 = 0.
Proof: Consider the entries of the matrix representing A with respect to the normalized feasible basis. 
Proof: Compare (22)- (24) with (25)-(27). (
where α −1 and α d+1 are indeterminates.
Proof: By (21),
where v −1 = 0 and v d+1 = 0. (iii) ⇒ (ii). To verify (28), we eliminate α i−1 , α i , α i+1 using α j = u j (θ)α 0 (0 ≤ j ≤ d) and evaluate the results using Definition 7.4.
Suppose conditions (i)-(iii) hold. It was mentioned in the proof of (ii) ⇒ (iii) that α 0 = 0. Corollary 7.10 With reference to Assumptions 3.7 and 7.6, the polynomial u d+1 is the characteristic polynomial for A.
Proof: By Definition 7.4, u d+1 is monic with degree d + 1. By Lemma 7.9, the d + 1 eigenvalues of A are all roots of u d+1 . The result follows.
With reference to Assumptions 3.7 and 7.6, let θ denote an eigenvalue of A. In Lemma 7.9(iii), we encountered the sequence {u i (θ)} (ii) α 0 = 1 and
Suppose conditions (i) and (ii) hold. Then Proof: This is an immediate consequence of Lemma 7.9.
To motivate the upcoming results, we have some comments. Choose an integer r (0 ≤ r ≤ d).
denote the cosine sequence for θ r , so that
The vector v is nonzero by construction and contained in E r V by Lemma 7.11. Let w = (A * − a * Proof: We refer to the vector w from the paragraph preceding this lemma. Let s denote the vertex in ∆ that is adjacent to r. We have (A * − a * r I)E r V = E s V by Lemma 6.3, so 0 = w ∈ E s V . In the sum w = (ii) The cosine sequence
where each of α −1 , α d+1 , θ * −1 , and θ * d+1 is indeterminate. Furthermore, there exists an integer i (0 ≤ i ≤ d) such that the right-hand side of (33) is not equal to 0.
Proof: We refer to the vectors v, w from the paragraph preceding Lemma 7.12.
(i) ⇒ (ii). The vector w spans E s V by Lemma 6.3, so Aw = θ s w and w is nonzero. Applying Lemma 7.9 to w, c i α
where α ′ −1 and α ′ d+1 are indeterminates. Evaluating this equation first using (32) and then using (28), we obtain (33). By construction, θ s = θ r . Also, w is nonzero, so {α
are not all zero. By these comments and (32), there exists an integer i (0 ≤ i ≤ d) such that the right-hand side of (33) is not equal to 0.
(ii) ⇒ (i). We show that (A * − a * r I)E r V = E s V . We mentioned earlier that 0 = v ∈ E r V . Using (ii) a * r = θ * 0 and
where the polynomials
are from Assumption 7.6.
(i) ⇒ (ii). Observe that a * r = θ * 0 by Lemma 7.12. By Lemma 6.3, w is a nonzero vector in E s V . By construction, w is an eigenvector for A with eigenvalue θ s . Applying Lemma 7.9 to w, α
To obtain (34), evaluate each side of (35) using (32) and simplify the result using (31).
(ii) ⇒ (i). We show (A * − a * r I)E r V = E s V . Note that α ′ 0 = θ * 0 − a * r and this is nonzero by assumption. Evaluating (32) using this fact and (34), we obtain α
The vector w is nonzero by construction and contained in E s V by Lemma 7.9. We mentioned earlier that 0 = v ∈ E r V . Therefore, (A * − a * r I)E r V = E s V . The result follows in view of Lemma 6.3.
In many applications where Assumption 3.7 is relevant, the matrix representing A in (21) has constant row sum. In the next section, we will adopt this assumption and investigate its consequences. In that investigation, the following results will be helpful. Proof: (i) ⇒ (ii). By assumption, (ii) ⇒ (i). The cosine sequence corresponding to θ is (1, 1, . . . , 1) . The result follows by Lemma 7.11. (ii) Calculate α j+1 using c j α j−1 + a j α j + b j α j+1 = θ r α j . 10 Appendix B: An algorithm for recognizing a leaf assuming A has constant row sum
Given the conditions of Assumption 3.7, define a diagram ∆ as in Definition 4.1. In this appendix, we present a second algorithm designed to recognize a leaf in ∆. Our setup is the same as in Appendix A with the additional assumption that, with respect to a fixed feasible basis for V , the matrix representing A has constant row sum θ r . With respect to this basis, the matrices representing A and A * are:
A :
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