The debt management policy changes of 1998-2001 and subsequent reversal of the U.S. government's Þscal position have prompted research on the dynamics of the U.S.
INTRODUCTION
Commentators have noted that U.S. budget surpluses in the late 1990s led to a staged contraction in the supply of Treasury bonds with a series of debt management policy changes since 1998, notably a reduction in their issuance frequencies; see Boni and Leach (2002) , Fleming (2000 Fleming ( , 2002 and FurÞne and Remolona (2002) . These were adopted against the background of a sustained upbeat Þscal environment, leading to the Treasury's debt buyback program in March 2000. The above developments have meant a higher proÞle for policies related to managing the U.S government's borrowing needs over time. They also suggest that yield curve 1 Changes included: January 1998, when the 3-year note was discontinued; May 1998 and February 2000, when the 5-year note and 1-year bill's auction frequencies were reduced from monthly to quarterly; and February and October 2001, when the 1-year bill and 30-year bond were discontinued. The Treasury also increased issue sizes, leading to more liquidity through lower inventory costs. The reduction in the supply of traded securities as a result of the budget surpluses is particularly noteworthy in the case of the 5-year note. Although awarded amounts per auction increased, maturing 5- 1 liquidity continues to be an important factor affecting the dynamics of the Treasury market. In principle, Treasury bonds whose remaining time to maturity and other characteristics are similar should trade at approximately the same price. However, less liquid (older, or off-the-run) bond yields are often higher than their more liquid (most recent, or on-the-run) counterparts, especially at the longer end of the term structure.
Researchers have interpreted this yield differential, typically between the Þrst off-therun and the on-the-run issues at each maturity, as a time-varying liquidity premium which is expected to be mean-reverting by market efficiency. Krishnamurthy (2002) and Longstaff (2004) , among others, have documented the signiÞcance of the on/off spread across the term structure. It is worth noting the different classes of investors that are likely to be holders of the on versus off-the run issues; the off-the run issues though illiquid are likely to be held by longer term investors such as central banks and insurance companies, whereas the more recent on the run issues are likely to be traded.
While Treasury securities' on/off spreads to a large extent capture investors' timevarying liquidity preferences, another component of the on/off spread involves interest rate risk. This arises because the on-the-run and Þrst off-the-run securities need not lie on the same point on the yield curve, despite being very close. As pointed out by Goldreich, Hanke and Nath (2005) , if the yield curve is sloping we would expect them to have different yields even in the absence of any liquidity effect. Any yield curve effects would tend to have a greater impact on shorter than longer maturities. Thus, lowering the issuance frequency of maturities at the shorter end of the term structure would cause greater exposure to interest rate risk, and potentially affect the time series 2 properties of their on/off spreads.
The main aim of this paper is to study the persistence of the U.S. Treasury's 1-year bill and 5-year note weekly on/off spreads. We are interested in these particular maturities because both were signiÞcantly affected by the debt management policy changes of the late 1990s and the subsequent monetary policy changes. This raises the question of whether there was a change in persistence of Treasury bond liquidity premia from a stationary, I(0), to a nonstationary, I(1), process. Determining the location and direction of such changes is a key issue for policy makers and market forecasters alike; see Kim (2000) and Newbold, Leybourne, Sollis and Womar (2001).
Additionally, wrongly characterising the behaviour of economic time series has profound implications for econometric modelling strategies and forecasting accuracy.
The null hypothesis is that the data is I(1) throughout, and the alternative is a change from I(0) to I(1) at some point in the series. The recursive procedure of Leybourne, Kim To assess these empirical Þndings, we evaluate the size and power properties of the recursive W S tests and the accuracy of the break point estimator in a Monte Carlo study. As persistent conditional heteroscedasticity and excess kurtosis are pervasive in Þnancial time series, including those under investigation, the properties of the test statistics need to be examined within this context. In doing so, we also shed light on the usefulness of White-correcting in the presence of GARCH and non-normality.
The simulation evidence suggests that recursive W S tests display more size distortions than their non-recursive counterparts. The overrejections arise mainly for GARCH parameters involving near-integration and signiÞcant short-run variation in volatility, as documented by Kim and Schmidt (1993) and Seo (1999) . Correcting for GARCH using White's (1980) heteroskedasticity-consistent covariance matrix effectively deals with the overrejections, although in certain cases power loss is considerable.
The remainder of this paper is arranged as follows. Section 2 presents the model.
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Section 3 contains an application to U.S. Treasury bond on/off spreads. In Section 4 we carry out a Monte Carlo study on the performance of the proposed W S-based statistics. Section 5 concludes.
THE MODEL
Assume that the true data generating process for T observations on y t is
where The null hypothesis H 11 is that y t is I(1) throughout, or α = 1. The alternative is that y t undergoes a change in persistence from I(0) to I(1) at observation τ * T in forward time,
or from I(1) to I(0), implying the time-reversed series e y t = y T −t+1 , t = 1, 2, ..., T changes from I(0) to I(1) at observation (1 − τ * )T , where the break fraction τ * is unknown.
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The respective alternative hypotheses are denoted H 01 and H 10 .
Our test statistics are constructed as follows. After detrending the series by OLS, 
where [·] is the integer part of τ T and τ belongs to a non-empty closed interval in (0, 1),
In this setting, weighted-symmetric estimation of ρ(τ )-proposed originally in Fuller
over all τ , and θ = (ρ, φ), φ = {φ 1 , φ 2 , ..., φ p−1 } with w t deÞned as
The t-statistic associated with b ρ(τ ) under the null hypothesis is W S(τ ) =
The statistic for testing the alternative H 01 is given by
where f denotes the recursive test in forward time and τ * is the break fraction minimising equation (6) . When the alternative hypothesis is a switch from I(1) to I(0), this test statistic can be applied to the Þrst-difference of the time-reversed series e y
Let the t-ratio for e ρ(τ ) be W S r (τ ). The statistic for testing H 11 against H 10 is then given by
with r denoting the test on the time-reversed series.
If one is a priori uncertain about the direction of change in persistence, a "twosided" test can be constructed whose null is I(1) throughout against the alternative of a change from I(0) to I(1) or vice versa at break fraction τ * . The statistic is then the pairwise minimum of W S f inf and W S r inf
Following LKSN and existing asymptotic results in Pantula,Gonzalez-Farias and Fuller (1994) and Park and Fuller (1995) , the W S f inf and W S r inf tests will be consistent only under the alternative hypothesis for which they are designed. Thus, the min(W S f inf , W S r inf ) test will also be consistent under H 01 or H 10 . Moreover, all test statistics can be shown to estimate the break fraction consistently against the true alternative. From these results it further follows that the ADF and non-recursive W S tests are inconsistent under a break in persistence, as the random walk component of the series will dominate these statistics and render them O p (1). In the sequel, W S refers to the statistic using the non-recursive weighted-symmetric estimation procedure, and W S-based tests refer to both the recursive and the non-recursive statistics.
APPLICATION TO U.S. TREASURY ON/OFF SPREADS
Our sample period extends from 17.6.1991 to 31.12.2002, i.e. 504 weekly observations on the levels of the 1-year Treasury bill on/off spread-the yield differential between the Þrst off-the-run and the on-the-run issues-and 592 for the 5-year note on/off spread. 4 Figure 1 shows the levels and Þrst-differences of the two series in basis points and Table 1 Panel A summarises their distributional properties.
FIGURE 1 AND TABLE 1 HERE
Both spreads are tightly distributed around their mean until the late 1990s, when they become more volatile, and there is signiÞcant excess kurtosis and GARCH effects.
From early 1999 the volatility of both on/off spreads increases sharply. This is reßected both in the levels and Þrst-differences of the series and may relate as much to the reduction in the maturities' issuance frequency, implying more interest rate risk, as to These are based on 20,000 replications.
The lag order p is selected using the sequential 0.10 level t-tests for the longest lag signiÞcance, recommended by Ng and Perron (1995) . We use the same p for W Sbased tests as selected from the standard ADF regressions in equations (6) and (7). 5 Nonstationarity is not rejected for the 5-year on/off spread, while it is for the 1-year spread. However, when the W S statistic is corrected for GARCH, nonstationarity is not rejected for either series; W S w denotes the White-corrected statistic.
In general, standard unit root tests are asymptotically valid in the presence of conditional heteroskedasticity. The robustness of unit root limit theory to conditional heterogeneity was noted by, among others, Phillips (1987) and Phillips and Perron (1988) . However, simulations reported in Kim and Schmidt (1993) and Seo (1999) indicate that DF statistics tend to overreject the null hypothesis when GARCH errors are persistent, and to decrease towards nominal size at a very slow rate as T increases.
The former authors also consider DF t-ratios using White's (1980) heteroskedasticityconsistent covariance matrix estimator, and Þnd that the observed size distortions can be eliminated. We quantify these Þndings for W S-based tests in the Monte Carlo study of Section 4.
Turning to the recursive tests, the discussion in Section 1 suggested that the al- 5 A trend term is not included in the regressions on market efficiency grounds.
ternative hypothesis is a change in persistence from I(0) to I(1) at observation τ * T .
Hence, the W S f inf test in equation (6) is applied to the series, as it is expected to be more powerful than the two-sided min(W S f inf , W S r inf ) test. 6 The results in Table 2 Lastly, in Table 3 we report the results of W S tests for the pre-and post-break subsamples. The signiÞcant break dates are those given in Table 2 , as determined by the forward-based recursive test W S f inf .
TABLE 3 HERE
The pre-break and post-break subsamples are respectively stationary and nonstationary at the 0.01 and 0.05 levels, both with and without the White-correction, supporting the hypothesis of a break in peristence. 
MONTE CARLO SIMULATIONS
Conditional heteroskedasticity is pervasive in Þnancial time series. It is now common to conduct unit root tests when there is higher-order conditional dependence with autoregressive coefficients summing close to unity. For example, Bera and Higgins (1997) using stock return data estimate φ 1 + φ 2 close to one (near-integration). Kim and Schmidt (1993) are mainly interested in the size of the DF statistic under GARCH.
The potential consequences for power were not explored, particularly when Whitecorrecting. 8 But these are clearly pertinent, as W S-based unit root tests can be more powerful than their ADF counterparts.
In this Section we provide Monte Carlo evidence on the size and power properties of the W S-based tests and, for the recursive statistics, the accuracy of the break point estimator for nearly-integrated GARCH errors. In doing so, we also evaluate the usefulness of White-correcting in these circumstances. The issue of skewness and excess kurtosis is also investigated as both are common features of Þnancial series. 9 8 Seo (1999) provides some results demonstrating that DF t-tests haver lower power under conditional heteroskedasticity, but is not concerned with the issue of White-correction. 9 The unconditional distribution for ' t in the GARCH model with conditionally normal errors has heavier tails than the normal, but these do not adequately capture the excess kurtosis observed in many Þnancial time series.
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It is assumed that y t follows the AR-GARCH process speciÞed in Section 3, with the constant c set to zero. The errors v t are either t(5) or χ 2 (3)-distributed, and the standard normal is also included for comparison purposes. We consider the GARCH parameter combinations (φ 1 , φ 2 ) = {(0.05, 0.9), (0.1, 0.8), (0.3, 0.6)}. The rejection frequencies at the nominal 0.05 level are given in Table 4 . Size and power calculations were based on 5,000 and 3,000 replications, respectively.
TABLE 4 HERE
We Þrst report on the W S statistic. This is found to be modestly oversized in
Þnite samples for greater short-run volatility (φ 1 = 0.3), corroborating the results in Kim and Schmidt (1993) and Seo (1999) for the DF t-statistic. When T = 500, size distortions are apparent for χ 2 errors only. The W S w statistic effectively corrects these overrejections but can be somewhat undersized.
Regarding W S test power, as α declines this increases across GARCH parameterizations for given sample size. When T increases, a similar Þnding emerges for Þxed α, reßecting consistency of the test. The ability of the W S w test to control for size comes at some loss in power which can be substantial, particularly for smaller sample sizes, large α and non-normal errors. Correcting for GARCH when not required (φ 1 < 0.3) yields negligible power losses for large T with the exception of the case φ 1 = 0.3, α = 0.9 under t-distributed errors. The same applies for smaller sample sizes provided α is not too large. Otherwise, the decline in power can be pronounced, especially for non-normal errors and larger φ 1 . Bollerslev (1986) . Note that for larger φ 1 this inequality is closer to being violated than for larger φ 2 .
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Turning to the recursive test, W S f inf gains power for larger τ * . Thus, consistency is more apparent for τ * = 0.7 and smaller φ 1 , as size distortions are then minimal. This implies that the probability limit function is monotonically decreasing in τ * under the alternative. 11 For T = 500, White-correcting across τ * results in minor power losses provided α is not too large, and these are somewhat greater for τ * = 0.5. In contrast, power losses are signiÞcant across τ * for T = 200. As before, White-correcting when 10 He and Teräsvirta (1999) show that the unconditional fourth moment of ' t , where ' t = h 1/2 t v t , v t is an iid sequence and h t = φ 0 + φ 1 ' 2 t−1 + φ 2 h t−1 , with φ 1 + φ 2 < 1, exists in GARCH(1,1) models iff φ 2 2 + 2φ 1 φ 2 m 2 + φ 1 m 4 < 1 and m i = E |v t | i . 11 LKSN also found this to be the case for the GLS-detrended DF tests.
15 not appropriate-for example, due to misspecifying the volatility dynamics-leads to smaller power losses for T = 500 when τ * = 0.7 as long as α is not too large and GARCH errors are not skewed. When τ * = 0.5 there is some further power reduction. Table 6 reports on the accuracy of the estimated break fraction. power was higher and τ * estimates were slightly more accurate using W S f inf .
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When relating these Þndings to the empirical evidence presented in Section 3, it appears that the less signiÞcant rejections observed for the 5-year on/off spread under 12 Detailed results for these tests are available upon request.
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White-correction can be attributed to its lower test power, associated with the break point for this series being detected earlier. This Þnding does not apply to the 1-year spread, possibly due to its corresponding break point occurring later in the sample. tests. For the recursive tests the overrejections were more pronounced. ConÞrming earlier studies, it was shown that White-correcting can generally eliminate these size distortions. However, we found that this comes at some loss in power, particularly for small sample sizes and greater short-run variation in volatity. We conclude that, when short-run volatity is persistent, employing the White-corrected version of the recursive unit root tests is advisable only in large samples, provided the AR(1) coefficient is not too large. When short-run variation in volatility is smaller, White-correction does not appear necessary. Misspecifying the underlying volatility dynamics would then lead to signiÞcant reduction in power in small samples. 
CONCLUDING REMARKS
with n degrees of freedom. The unconditional variance is 1 by setting φ 0 = 1 − φ 1 − φ 2 , without loss of generality. ) are respectively denoted by min and minw. Beyond T = 500 critical values for W S-based tests appeared to converge.
