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Coefficient systems on the Bruhat-Tits building
and pro-p Iwahori-Hecke modules
Jan Kohlhaase
Abstract. Let G be the group of rational points of a split connected re-
ductive group over a nonarchimedean local field of residue characteristic p.
Let I be a pro-p Iwahori subgroup of G and let R be a commutative quasi-
Frobenius ring. If H = R[I\G/I] denotes the pro-p Iwahori-Hecke algebra
of G over R we clarify the relation between the category of H-modules and
the category of G-equivariant coefficient systems on the semisimple Bruhat-
Tits building of G. If R is a field of characteristic zero this yields alternative
proofs of the exactness of the Schneider-Stuhler resolution and of the Zelevin-
ski conjecture for smooth G-representations generated by their I-invariants.
In general, it gives a description of the derived category of H-modules in
terms of smooth G-representations and yields a functor to generalized (ϕ,Γ)-
modules extending the constructions of Colmez, Schneider and Vigne´ras.
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Introduction
Let K be a nonarchimedean local field and let G be a split connected re-
ductive group over K. If R is a commutative unital ring then we denote
by Rep∞R (G) the category of R-linear smooth representations of the locally
profinite group G = G(K). It lies at the heart of the local Langlands pro-
gram in its various forms.
There are two particularly important techniques to study this category. One
of them is by means of the category CoeffG(X ) of G-equivariant coefficient
systems of R-modules on the semisimple Bruhat-Tits building X of G. It
is linked to the category Rep∞R (G) through functors
Rep∞R (G)
F(·)
//
CoeffG(X ).
H0(X , · )
oo
Here FV ∈ CoeffG(X ) denotes the fixed point system of a representation
V ∈ Rep∞R (G) (cf. Example 2.2) and H0(X ,F) ∈ Rep
∞
R (G) denotes the 0-th
homology group of the oriented chain complex Corc (X(•),F) of a coefficient
system F ∈ CoeffG(X ) (cf. §2.1). If R is the field of complex numbers the
precise relation between the two categories was the subject of the seminal
article [37] of Schneider and Stuhler. As an outcome one obtains functorial
finite projective resolutions of complex smooth G-representations, a proof
of the Zelevinski conjecture and a description of large parts of Rep∞R (G) as
a localization of CoeffG(X ).
If I is a compact open subgroup of G then we denote by H = R[I\G/I]
the corresponding Hecke algebra over R and by ModH the category of left
H-modules. The R-algebra H can also be realized as the opposite endomor-
phism ring of the compactly induced smooth G-representation X = indGI (R)
whence X is naturally a right H-module. By Frobenius reciprocity there is
a pair of adjoint functors
Rep∞R (G)
(·)I
//
ModH .
X⊗H (·)
oo
If R is the field of complex numbers and if I is an Iwahori subgroup then the
precise relation between these categories was clarified by Bernstein and A.
Borel. They showed that if RepIR(G) ⊆ Rep
∞
R (G) denotes the full subcate-
gory of representations generated by their I-invariants then the above func-
tors give mutually quasi-inverse equivalences RepIR(G)
∼= ModH of abelian
categories (cf. [3], Corollaire 3.9). This was used crucially by Kazhdan and
Lusztig to establish the local Langlands correspondence for this kind of rep-
resentations.
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Let p denote the characteristic of the residue class field of K. The emerging
p-adic and mod-p variants of the local Langlands program make it necessary
to consider the case where p is nilpotent in R and I is a pro-p Iwahori sub-
group of G (cf. §1.1). If R = Fp and if G = GL2(Qp) or G = SL2(Qp) then
Ollivier and Koziol showed that RepIR(G)
∼= ModH via the above functors
(cf. [21], Corollary 5.3 and [25], The´ore`me 1.2 (a)). However, this is not
true in general and the precise relation between the categories RepIR(G) and
ModH is unknown. Likewise, if R = Fp and if G = GL2(K) then Paskunas,
Breuil and Hu used coefficient systems to construct interesting examples of
G-representations in [7], [17] and [31]. However, the relation between the
categories Rep∞R (G) and CoeffG(X ) in the modular setting has never been
studied systematically.
We continue to assume that I is a pro-p Iwahori subgroup of G. The aim
of the present article is to clarify the relation between the categories ModH
and CoeffG(X ) and to give applications to the theory of smooth R-linear
G-representations. For the general setup R is allowed to be any commuta-
tive unital ring. For most of the deeper results, however, we will assume in
addition that R is a quasi-Frobenius ring, i.e. that R is noetherian and self-
injective. The most important case for arithmetic applications is R = S/tS
where S is a principal ideal domain and t ∈ S is non-zero (cf. [22], Example
3.12). Of course, R could still be any field.
At the beginning of the article we gather the necessary input from the the-
ory of Bruhat-Tits buildings, pro-p Iwahori-Hecke algebras and coefficient
systems. We also generalize Paskunas’ notion of a diagram from GL2(K) to
any G (cf. Remark 2.6 and Proposition 2.7).
Depending on R the augmented chain complex 0→ Corc (X(•),FV )→ V → 0
of the fixed point system FV of a representation V ∈ Rep
∞
R (G) may or
may not be exact (cf. [28], Remark 3.2). However, Ollivier and Schneider
observed that the complex Corc (X(•),FV )
I of I-invariants is always acyclic
(cf. [28], Theorem 3.4, which was inspired by the work [8] of Broussous). It
therefore seems natural to consider the functor
M : CoeffG(X ) −→ ModH , M(F) = H0(C
or
c (X(•),F)
I).
In fact, the above acyclicity result holds for a larger class of coefficient sys-
tems that we study in §2.2. Note that the order of the functors H0 and (·)
I
is a subtle point here. If p is nilpotent in R then it can generally not be
reversed.
In order to construct a functor in the other direction let F be an arbitrary
face of X . We denote by P †F = {g ∈ G | gF = F} the stabilizer of F in G, by
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PF the parahoric subgroup ofG corresponding to F and by IF the pro-p radi-
cal of PF (cf. §1.1). Given an H-moduleM we consider the smooth R-linear
P †F -representation tF (M) = im(X
IF ⊗H M → HomH(HomH(X
IF ,H),M)).
This is a local version of a construction appearing in [29]. Letting F vary
we obtain the functor
F(·) : ModH −→ CoeffG(X ), F(M) = (tF (M))F .
In §3.2 we single out a full subcategory C of CoeffG(X ) such that the func-
tors M(·) and F(·) are mutually quasi-inverse equivalences ModH ∼= C of
additive categories (cf. Theorem 3.20 and Theorem 3.21). In particular, the
functor F(·) : ModH → CoeffG(X ) is fully faithful. For any H-module M
we obtain a functorial resolution
(1) 0 −→ Corc (X(•),F(M))
I −→M −→ 0
generalizing the Gorenstein projective resolution of M constructed by Ol-
livier and Schneider if R is a field (cf. Proposition 2.9 (ii), Theorem 3.21 and
Remark 3.25).
The definition of the category C and the proof of the above equivalence relies
on the representation theory of finite reductive groups as developed by Ca-
banes (cf. [12]). In §3.1 we take up this theory and reprove it in a framework
which is sufficiently general for our purposes. First of all, we need to work
over an arbitrary quasi-Frobenius ring R and the underlying R-modules of
our representations are not necessarily finitely generated. Moreover, beyond
representations of the finite reductive groups PF /IF we are interested in rep-
resentations of the groups P †F /IF . Since the corresponding Hecke algebras
H†F are generally not selfinjective (cf. Remark 3.7) the strategy of Cabanes
does not apply directly. In Definition 3.1 we introduce a certain condition
(H) on smooth R-linear representations of PF or P
†
F . It is a generalization
of condition (∗∗) in [12] to filtered unions. We obtain full subcategories of
Rep∞R (PF ) and Rep
∞
R (P
†
F ) which are equivalent to the corresponding cate-
gories of Hecke modules (cf. Theorem 3.8 and Theorem 3.10 (ii)). We also
show that a quasi-inverse is given by a variant of the above functor tF (cf.
Theorem 3.12). Even in the case of finite reductive groups this does not
seem to have been observed before.
Given a representation V ∈ Rep∞R (G) the corresponding fixed point system
FV may or may not belong to the category C (cf. the discussion after Remark
3.17). However, it turns out that an object F ∈ CoeffG(X ) belongs to the
category C if and only if for any vertex x of X the restriction of F to the
star of x is a Ronan-Smith sheaf associated to a Px-representation satisfying
condition (H) (cf. Proposition 3.18). At the end of §3.2 we also relate our
constructions to the torsion theory of Ollivier and Schneider introduced in
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[29]. Given a Hecke module M ∈ ModH there is a functorial G-equivariant
surjection H0(X ,F(M))→ t(M) whose precise behavior presently remains
unclear (cf. Proposition 3.22 and Remark 3.23).
The second part of our article is concerned with applications to the category
Rep∞R (G) of smooth R-linear G-representations. We denote by Rep
I
R(G) the
full subcategory of Rep∞R (G) consisting of all representations generated by
their I-invariants.
In §4.1 we are mainly concerned with the case that R is a field of characteris-
tic zero. In this case we simply have F(M) ∼= FX⊗HM for any M ∈ ModH
and F(V I) ∼= FV for any V ∈ Rep
I
R(G) (cf. Theorem 4.8). According to
Bernstein, the functor (·)I : RepIR(G)→ ModH is an equivalence of abelian
categories. Since we could not find a reference checking the hypotheses of
[3], Corollaire 3.9, we give a quick argument relying on the known case of
a first congruence subgroup (cf. Theorem 4.6). As a consequence, the 0-th
homology functor H0(X , ·) : C → Rep
I
R(G) is an equivalence of categories
(cf. Corollary 4.3 and Corollary 4.9 (i)). Moreover, we can follow an ar-
gument of Broussous to show that the augmented oriented chain complex
0 → Corc (X(•),FV ) → V → 0 is exact for any V ∈ Rep
I
R(G) (cf. Corollary
4.9 (ii)). This is a particular case of a much more general result of Schneider
and Stuhler (cf. [37], Theorem II.3.1). Finally, we use Bernstein’s theorem
to interprete the Zelevinski involution in terms of certain Ext-duals on the
category ModH . If G is semisimple we use the homological properties of H
as established by Ollivier and Schneider to prove the main properties of the
Zelevinski involution (cf. Theorem 4.11). In fact, this interpretation of the
Zelevinski involution shows that it has good properties way beyond the case
of admissible representations studied classically (cf. Remark 4.12).
At the end of §4.1 we assume that p is nilpotent in R. If M ∈ ModH then
the exactness of the complex Corc (X(•),F(M)) remains an open problem. At
least, we can treat the case that the semisimple rank of G is equal to one.
Under these assumptions the augmented complex
0 −→ Corc (X(1),F(M)) −→ C
or
c (X(0),F(M)) −→ H0(X ,F(M)) −→ 0
is exact and there is an H-linear embedding M →֒ H0(X ,F(M))
I (cf.
Proposition 4.14). If the underlying R-module of M is finitely generated
the G-representation H0(X ,F(M)) may thus be called finitely presented.
However, it is generally not irreducible and admissible and the embed-
ding M →֒ H0(X ,F(M))
I is generally not an isomorphism (cf. Remark
4.15). We also show F(·) ∼= FX ⊗H (·) if G = SL2(K), G = GL2(K) or
G = PGL2(K) and if the residue class field of K is the field with p elements
(cf. Proposition 4.16).
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If p is nilpotent in R then the functor (·)I : RepIR(G) → ModH is generally
not fully faithful (cf. [25], The´ore`me). In §4.2 we introduce the full subcat-
egory RepindR (G) of Rep
I
R(G) consisting of all representations isomorphic to
a finite direct sum of compactly induced representations indG
P †
F
(VF ) where
VF ∈ Rep
∞
R (P
†
F ) satisfies the generalized condition (H) of Cabanes and F is
contained in the closure of the chamber fixed by I. Likewise, we denote by
ModindH the full subcategory of ModH consisting of all H-modules isomor-
phic to a finite direct sum of scalar extensions H⊗
H†
F
MF with M ∈ ModH†
F
(cf. Definition 4.20). If R is an arbitrary quasi-Frobenius ring then the func-
tor (·)I : RepindR (G) → Mod
ind
H turns out to be an equivalence of additive
categories (cf. Theorem 4.21). Particular cases of its fully faithfulness have
also been shown by Ollivier and Vigne´ras (cf. Remark 4.22). However, the
building theoretic arguments needed to treat the general case are much more
involved (cf. Proposition 4.18 and Remark 4.19). Our proof also uses the
full force of the relation between P †F -representations and H
†
F -modules as de-
veloped in §3.1.
In Proposition 4.23 we use the functorial resolutions (1) to show that in
a suitable sense the inclusion ModindH ⊆ ModH induces a triangle equiv-
alence on the level of bounded derived categories. One can then use the
equivalence RepindR (G)
∼= ModindH to realize the bounded derived category of
H-modules as a somewhat exotic localization of the homotopy category of
bounded complexes over RepindR (G) (cf. Theorem 4.25). However, our results
rather indicate that the true relation between RepIR(G) and ModH is that
of a Quillen equivalence. We will come back to this in a future work. More-
over, since the equivalence RepindR (G)
∼= ModindH is generally not compatible
with the homological properties of the categories Rep∞R (G) and ModH the
relation to Schneider’s derived equivalence in [36], Theorem 9, is presently
unclear.
In §4.3 we relate our constructions to the theory of generalized (ϕ,Γ)-
modules as developed by Schneider and Vigne´ras (cf. [38]). Note that the
more general definitions and constructions of [38] make sense for any ar-
tinian coefficient ring R. We choose a Borel subgroup P of G and a suitable
vector chamber C 0 of X which is stabilized by a certain submonoid P
+
of P . Any vector chamber C of X contained in C 0 gives rise to the sub-
complex X +(C ) = P
+
C of the building X . For any coefficient system
F ∈ CoeffG(X ) we consider the complex of R-modules
(2) lim
−→
C⊆C 0
Corc (X
+
(•)(C ),F)
∗
where (·)∗ denotes the R-linear dual and the transition maps in the inductive
limit are dual to the inclusions Corc (X
+
(•)(C
′),F) ⊆ Corc (X
+
(•)(C ),F) for all
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vector chambers C ′ ⊆ C ⊆ C 0. This procedure is vaguely reminiscent of
passing to the stalk at a boundary point of X . We observe that the complex
(2) carries actions of the completed monoid rings RJP
+
K and RJ(P
+
)−1K
introduced in [38], §1. In fact, the RJP
+
K-module structure is always e´tale
(cf. Proposition 4.30). If p is nilpotent in R and if the semisimple rank of
G is equal to one then the complex (2) is acyclic and its 0-th cohomology
group is non-trivial (cf. Proposition 4.32). Moreover, if the R-modules FF
are finitely generated for any face F of X then there is an isomorphism of
complexes of RJ(P
+
)−1K-modules
lim
−→
C⊆C 0
Corc (X
+
(•)(C ),F)
∗ ∼= D(Corc (X(•),F).
Here D is the functor introduced in [38], §2. In fact, under suitable as-
sumptions we establish the existence of an E2-spectral sequence of e´tale
RJP
+
K-modules
DjHi(X ,F) =⇒ H
j+i( lim−→
C⊆C 0
Corc (X
+
(i)(C ),F)
∗)
where (Dj)j≥0 is the universal δ-functor of Schneider and Vigne´ras (cf.
Proposition 4.33 (ii) and [38], §4). Here we need to put ourselves in the
situation of [38]. More precisely, we assume K = Qp and R = o/πno for the
valuation ring o of some finite field extension of Qp, a uniformizer π ∈ o and
a positiver integer n. We note in passing that the proof of Proposition 4.33
(i) shows the invariance of the δ-functor (Dj)j≥0 under central isogenies – a
result which seems interesting on its own.
Assume in addition that the semisimple rank of G is equal to one and that
F = F(M) for some M ∈ ModH . If the underlying R-module of M is
finitely generated and if the center of G acts on M through a character
then the above spectral sequence degenerates (cf. Proposition 4.33 (ii)). In
this case the e´tale RJP
+
K-module DjH0(X ,F(M)) is the j-th cohomology
group of the complex (2) and we have DjH0(X ,F(M)) = 0 for all j ≥ 1.
Note that the P -representation H0(X ,F(M)) is actually finitely presented
(cf. Proposition 4.14 and the proof of Proposition 4.31). However, we do not
know if it is admissible so that [38], Remark 11.4, might not be applicable.
Finally, assume that G = GL2(Qp), R = o/πo and F = F(V I) for some
admissible representation V ∈ RepIR(G) admitting a central character. If o
is chosen suitably then Ollivier’s equivalence of categories and the compar-
ison results of [38], §11, show that the complex (2) eventually leads to the
e´tale (ϕ,Γ)-module corresponding to V under the p-adic local Langlands
correspondence of Colmez (cf. Remark 4.34). We hope that our geometric
constructions will be useful in extending this correspondence to other groups.
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Notation and conventions. Throughout the article R will denote a fixed
commutative unital ring. Let K be a nonarchimedean local field with nor-
malized valuation val and valuation ring o. We denote by k the residue
class field of K and by p and q the characteristic and the cardinality of
k, respectively. For any unital ring S we denote by ModS the category
of S-modules. Unless specified otherwise an S-module will always mean a
left S-module. For any topological monoid J we denote by Rep∞R (J) the
category of R-linear smooth representations of J , i.e. the category of all R-
modules V carrying an R-linear action of J such that the stabilizer of any
element v ∈ V is open in J . We shall write HomJ(V,W ) for the R-module
of R-linear and J-equivariant maps between two objects V,W ∈ Rep∞R (J).
If J is a group and if J0 ⊆ J is an open subgroup then we denote by
indJJ0 : Rep
∞
R (J0)→ Rep
∞
R (J) the compact induction functor (cf. [44], §I.5).
1 A reminder on the Bruhat-Tits building
1.1 Stabilizers and Bruhat decompositions
Let G denote a split connected reductive group over K. We fix a maximal
splitK-torus T of G and let C denote the connected component of the center
of G. Let d denote the semisimple rank of G, i.e. the dimension of a maxi-
mal split K-torus of the derived group of G. This is equal to the dimension
of T/C. By G = G(K) and T = T(K) we denote the group of K-rational
points of G and T, respectively.
Let X denote the semisimple Bruhat-Tits building of G (cf. [43]) and let
A = X∗(T/C)⊗ZR denote the apartment of X corresponding to T . Recall
that X is a d-dimensional polysimplicial complex with a simplicial action
of G whose 0-dimensional (resp. d-dimensional) faces are usually called the
vertices (resp. the chambers) of X . For any face F of X we denote by
P †F = {g ∈ G | gF = F}
the stabilizer of F in G. We denote by X 1 the enlarged Bruhat-Tits building
of G in the sense of [10], §4.2.16, and denote by pr : X 1 → X the projection
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map. The pointwise stabilizer of pr−1(F ) in G is the group of o-rational
points
GF (o) ⊆ GF (K) = G(K) = G
of a smooth group scheme GF over o with generic fiber G (cf. [43], §3.4.1).
We denote by G˚F the connected component of GF and by
PF = G˚F (o)
its group of o-rational points. It is called the parahoric subgroup of G
associated with F . Let πF : PF = G˚F (o) → G˚F (k) denote the group
homomorphism induced by the residue class map o → k, and let Ru(G˚F,k)
denote the unipotent radical of the special fiber G˚F,k of G˚F . We then obtain
the pro-p group
IF = π
−1
F (R
u(G˚F,k)(k)) ⊆ PF
which is in fact the pro-p radical of PF .
The origin x0 of A = X∗(T/C)⊗ZR is a hyperspecial vertex in X . Through-
out the article we fix a chamber C in A containing x0 and set
I = IC and I
′ = PC .
The subgroups I and I ′ are called a pro-p Iwahori subgroup and an Iwahori
subgroup of G, respectively. The chamber C determines a set Φ+ of positive
roots of the root system Φ ⊆ X∗(T/C) of (G,T). We shall also view the
elements of Φ as characters of T and T .
If T0 denotes the maximal compact subgroup of T and if NG(T ) denotes the
normalizer of T in G then we denote by
W = NG(T )/T0 ∼= T/T0 ⋊W0
the extended Weyl group of (G,T ). Here W0 = NG(T )/T denotes the finite
Weyl group of (G,T ). The action of G on X restricts to an action of W on
A by affine automorphisms. We denote by 〈·, ·〉 : X∗(T/C)×X∗(T/C)→ Z
the canonical pairing and by ν : T → X∗(T/C) the group homomorphism
chacterized by
〈α, ν(t)〉 = −val(α(t)) for all α ∈ Φ.
The action of t ∈ T on A is then given by translation with ν(t).
If F ′ and F are faces of X such that F ′ is contained in the topological
closure F of F then by [10], Proposition 4.6.24 (i), or [43], §3.4.3, we have
the inclusions
(3) IF ′ ⊆ IF ⊆ PF ⊆ PF ′ ⊆ P
†
F ′
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in which IF ′ and PF ′ are normal in P
†
F ′ . Moreover, we have I ∩P
†
F = I ∩PF
by [28], Lemma 4.10, which combined with (3) yields
(4) I ∩ P †F = I ∩ PF ⊆ I ∩ PF ′ = I ∩ P
†
F ′ .
By [45], Proposition 1, the group W is equipped with a length function
ℓ : W → N such that
Ω = {w ∈W | ℓ(w) = 0}
is an abelian subgroup of W contained in P †C , hence normalizes I and I
′.
According to [46], Appendice, the group Ω is isomorphic to the quotient
of X∗(T) modulo the subgroup generated by the coroots Φˇ. Consequently,
Ω is finite if and only if G is semisimple. Further, W = Waff ⋊ Ω is the
semidirect product of Ω and the so-called affine Weyl groupWaff . This is an
affine Coxeter group generated by the reflections about the affine roots of
G (cf. [28], §4.3). Moreover, the length function ℓ is constant on the double
cosets Ω\W/Ω. Let T1 denote the unique pro-p Sylow subgroup of T0 and
W˜ = NG(T )/T1 ∼= (T0/T1)⋊W.
We denote by Ω˜ and W˜aff the preimage of Ω and Waff under the surjection
W˜ → W , respectively, so that W˜/Ω˜ ∼= Waff . We extend the length func-
tion ℓ to W˜ by inflation, i.e. we have ℓ(ωwω′) = ℓ(w) for all ω, ω′ ∈ Ω˜ and
w ∈ W˜ . Note that the group W˜ acts on A through its quotient W .
Denote by Gaff the subgroup of G generated by the parahoric subgroups PF
of all faces F of X . By [10], Proposition 5.2.12, and [43], §3.3.1, we have
the Bruhat decompositions
(5) G =
∐
w∈W
I ′wI ′ =
∐
w˜∈W˜
Iw˜I and Gaff =
∐
w∈Waff
I ′wI ′ =
∐
w˜∈W˜aff
Iw˜I.
Here we follow the usual abuse of notation using that the double cosets
I ′wI ′ and Iw˜I do not depend on the choice of representatives of w and w˜
in NG(T ) because T0 ⊆ I
′ and T1 = T0 ∩ I ⊆ I. The group homomorphism
T0/T1 → I
′/I is actually bijective.
For any face F of X contained in C we adopt the notation of [28], §4, and
denote by WF the subgroup of W generated by all affine reflections fixing F
pointwise. Further, we let ΩF = {w ∈ Ω | wF = F}. The subgroup W
†
F of
W generated byWF and ΩF is the semidirect productW
†
F =WF ⋊ΩF . The
groupWF is always finite whereas ΩF is finite if and only if G is semisimple.
We also note that the canonical surjection W → W0 restricts to an isomor-
phism Wx0
∼=W0 (cf. [43], §1.9).
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Let Ω˜F , W˜F and W˜
†
F denote the preimages of ΩF , WF and W
†
F in W˜ , re-
spectively. By [28], Lemma 4.9, these groups give rise to the decompositions
(6) PF =
∐
w∈WF
I ′wI ′ =
∐
w˜∈W˜F
Iw˜I and P †F =
∐
w∈W †
F
I ′wI ′ =
∐
w˜∈W˜ †
F
Iw˜I.
It follows that P †F /PF
∼= W˜
†
F /W˜F
∼= ΩF .
We continue to assume that F ⊆ C. There is a set DF ⊆ W of representa-
tives of the left cosetsW/WF which is characterized by the property that for
any d ∈ DF the element d is of minimal length in dWF (cf. [28], Proposition
4.6). The set DF is stable under right multiplication with elements of ΩF
(cf. [28], Lemma 4.11). Moreover, if F ′ is a face with F ′ ⊆ F ⊆ C then we
have WF ⊆ WF ′. Therefore, any element which is of minimal length in its
left coset modulo WF ′ is also of minimal length in its left coset modulo WF .
Thus,
(7) DF ′ ⊆ DF whenever F
′ ⊆ F ⊆ C.
Remark 1.1. Note that Ω ⊆ DF for any face F ⊆ C. Indeed, if ω ∈ Ω and
w ∈WF then ℓ(ωw) = ℓ(w) whence ω is of minimal length in ωWF .
We denote by D˜F ⊆ W˜ the preimage of DF in W˜ under the surjection
W → W˜ . The length function ℓ : W˜ → N factors through W whence [28],
Proposition 4.6 (i), implies
(8) ℓ(dw) = ℓ(d) + ℓ(w) for all d ∈ D˜F , w ∈ W˜F .
Lemma 1.2. For any face F of X there is a unique face [F ] of X which is
contained in C and Gaff -conjugate to F . If F
′ is another face of X and if
[F ′] denotes its unique Gaff -conjugate in C, then F
′ ⊆ F implies [F ′] ⊆ [F ].
Proof. Since X is a building there is an apartment containing F and C (cf.
[9], The´ore`me 7.4.18 (i)). By [9], Corollaire 7.4.9 (i), there is an element
i ∈ P †C with iF ⊆ A . By (6) we may even assume i ∈ I. By [6], V.3.2,
The´ore`me 1, there is an element w ∈ Waff with wiF ⊆ C. This proves
the existence of [F ]. The uniqueness follows from P †F ∩ Gaff = PF (cf. [28],
Lemma 4.10). The last statement is a direct consequence of the uniqueness
because Gaff acts by simplicial automorphisms.
1.2 Hecke algebras
Following the notation of [28], §2, we set
X = indGI (R) ∈ Rep
∞
R (G).
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Note that X is a right module over its opposite endomorphism ring
H = EndG(X)
op,
the so-called pro-p Iwahori-Hecke algebra of G. By Frobenius reciprocity
(cf. [44], Proposition I.5.7 (ii)), H can be identified with the R-module
H = HomG(X,X) ∼= X
I = indGI (R)
I = R[I\G/I]
of I-biinvariant compactly supported maps G → R. Under this identifica-
tion, the multiplication of H is the convolution product
(f · f ′)(g′) =
∑
g∈G/I
f(g)f ′(g−1g′).
Let V ∈ Rep∞R (G). By Frobenius reciprocity again, the R-module V
I ∼=
HomG(X,V ) of I-invariants of V naturally is a left H-module via f ·ϕ = ϕ◦f
for any f ∈ H = EndG(X)
op and ϕ ∈ HomG(X,V ), i.e. we have the functor
(·)I : Rep∞R (G) −→ ModH , V 7→ V
I .
Interpreting f as an element of R[I\G/I] and ϕ as an element of V I , the
above module structure is given by
(9) f · ϕ =
∑
g∈I\G/I
∑
g′∈I/(I∩gIg−1)
f(g)g′g · ϕ ∈ V I .
Given w ∈ W˜ we set τw = IwI ∈ R[I\G/I] = H and call τw the Hecke
operator associated with w. By (5) the R-module H is free with basis
(τw)w∈W˜ . The ring structure of H is determined by the relations
τvw = τvτw if ℓ(vw) = ℓ(v) + ℓ(w) and(10)
τ2s = qτs2 + τsθs(11)
for any element s ∈ W˜ whose image inW belongs to the set of distinguished
generators of the Coxeter group Waff (cf. [45], Theorem 1). Here θs is a spe-
cific element of R[T0/T1] ⊆ H.
The following result is essentially proven in [28], Proposition 4.13.
Lemma 1.3. Let F be a face of X . Among all chambers of X which
contain F in their closure there is a unique one C(F ) with minimal gallery
distance to C. It satisfies IC(F ) = IF (I ∩ P
†
F ) = IF (I ∩ PF ) and I ∩ P
†
F =
I ∩P †C(F ) = I ∩PC(F ). The chamber C(F ) is contained in any apartment of
X containing F and C. Moreover, we have gC(F ) = C(gF ) for all g ∈ I.
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Proof. Let A ′ be an arbitrary apartment of X containing F and C. As seen
in the proof of Lemma 1.2 there is γ ∈ I with γA ′ = A . Thus, γF ⊆ A .
According to [28], Proposition 4.13, there is a unique chamber C(γF ) in
A containing γF in its closure and which has minimal gallery distance to
C. Note that the gallery distance of [28], Proposition 4.13, refers to the
gallery distance computed in A . By the existence of retractions, however,
this agrees with the gallery distance computed in the entire building X (cf.
[1], Corollary 4.34). Let us put C(F ) = γ−1C(γF ) ⊆ A ′. Clearly, this is a
chamber of X containing F in its closure.
Let us denote by d(· , ·) the gallery distance function and assume that D is
a chamber of X containing F in its closure and which has minimal gallery
distance to C. As above, there is g ∈ I such that gD ⊆ A . This implies
gF ⊆ A and hence gF = γF because A contains a unique I-conjugate of
F (cf. [28], Remark 4.17 (2)). On the one hand, this gives
d(gD,C) ≥ d(C(γF ), C)
because gD contains gF = γF in its closure and because of the minimality
property of C(γF ). On the other hand,
d(gD,C) = d(D,C) ≤ d(g−1C(γF ), C) = d(C(γF ), C)
because of the minimality property of D and since g fixes C. Note that
g−1C(γF ) contains g−1γF = F in its closure. Therefore, d(gD,C) =
d(C(γF ), C) and gD = C(γF ) by the uniqueness of C(γF ). By [28],
Proposition 4.13 (ii), we have gγ−1 ∈ I ∩ P †γF ⊆ IC(γF ) ⊆ P
†
C(γF ), whence
D = g−1C(γF ) = γ−1C(γF ) = C(F ). This proves the first part of the
lemma. By (4) and [28], Proposition 4.13 (ii), we have IC(γF ) = IγF (I∩P
†
γF )
and I∩PγF = I∩P
†
γF = I∩P
†
C(γF ) = I∩PC(γF ). Conjugation with γ
−1 ∈ I
yields the second part of the lemma. The final assertions follow directly
from the construction.
Let F be a face of X and let the chamber C(F ) be as in Lemma 1.3. Since
IC(F ) ⊆ PF ⊆ P
†
F we have the objects
X†F = ind
P †
F
IC(F )
(R) ∈ Rep∞R (P
†
F ) and XF = ind
PF
IC(F )
(R) ∈ Rep∞R (PF ),
following the notation of [28], §3.3. They are naturally right modules over
their opposite endomorphism rings
(12) H†F = EndP †
F
(X†F )
op and HF = EndPF (XF )
op,
the so-called Hecke algebras at F . As above, the R-algebras H†F and HF
can be identified with the R-modules
H†F
∼= R[IC(F )\P
†
F /IC(F )] and HF
∼= R[IC(F )\PF /IC(F )]
13
of IC(F )-biinvariant compactly supported maps P
†
F → R and PF → R, re-
spectively. The multiplication is again the convolution product. It makes
HF an R-subalgebra of H
†
F .
If F ⊆ C then the R-modules HF and H
†
F are free with bases (τw)w∈W˜F and
(τw)w∈W˜ †
F
, respectively. This follows from (6). Moreover, the R-algebra H†F
may then be viewed as a subalgebra of H.
Lemma 1.4. As an R-algebra, H is generated by the subalgebras H†F with
F ⊆ C.
Proof. By the braid relations (10) the R-algebraH is generated by the Hecke
operators τω with ω ∈ Ω˜ and the Hecke operators τs such that the image of
s in W belongs to the set of distinguished generators of the Coxeter group
Waff . Note that τω ∈ H
†
C for all ω ∈ Ω˜. Further, any s as above induces an
affine reflection of A pointwise fixing a unique codimension one face F (s)
in C. Thus, τs is an element of HF (s) ⊆ H
†
F (s).
Let F be an arbitrary face of X . If F ′ is a face of X with F ′ ⊆ F ⊆ C(F ′)
then C(F ) = C(F ′) by the uniqueness assertion of Lemma 1.3. In this case
H†F ∩H
†
F ′ = R[IC(F )\(P
†
F ∩ P
†
F ′)/IC(F )]
inside the R-module of all compactly supported maps G → R. Note that
by (3) we have IC(F ) = IC(F ′) ⊆ PF ⊆ PF ′ so that in this situation XF is a
PF -subrepresentation of XF ′ and
HF ′ ⊇ HF ⊆ H
†
F ∩H
†
F ′.
If F ⊆ C then any Gaff -conjugate of F is of the form gdF for some d ∈ D˜F
and g ∈ I (cf. the proof of Lemma 1.2). As a consequence of Lemma 1.3
and [28], Proposition 4.13, we have
(13) gdC = C(gdF ) and gd I(gd)−1 = IC(gdF ).
Thus, we have the isomorphisms
(14) ϕgd,F :


X†F −→ X
†
gdF ,
H†F −→ H
†
gdF ,
XF −→ XgdF ,
HF −→ HgdF ,
of R-modules all of which are given by f 7→ (g′ 7→ f(gdg′(gd)−1)). Here
conjugation with d is defined by choosing a representative in NG(T ). Note,
however, that T1 ⊆ IF . Therefore, the IF -biinvariance of f and the fact that
IF is a normal subgroup of I imply that the value f(gdg
′d−1g−1) does not
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depend on the choice of a representative of d in NG(T ).
Clearly, on H†F and HF the map ϕgd,F is an isomorphism of R-algebras. On
X†F (resp. XF ) it is an isomorphism of representations of P
†
F (resp. of PF ) if
the action on X†gdF (resp. on XgdF ) is pulled back along conjugation with gd.
Note that if F ′ ⊆ F ⊆ C then the restrictions of ϕgd,F and ϕgd,F ′ toH
†
F∩H
†
F ′
agree for all g ∈ I and d ∈ D˜F ′ ⊆ D˜F . Here the last inclusion results from
(7). In particular, we have ϕgd,F ′ |HF = ϕgd,F ′ as isomorphisms HF → HgdF .
If R is a field then the structural results in Proposition 1.5 and Proposition
1.7 below all appear in [28]. However, the proofs work more generally.
Proposition 1.5. Let F be a face of X .
(i) H†F is free as a left and as a right module over HF .
(ii) If F ⊆ C then H is a free left and a free right module over HF and H
†
F .
(iii) If F ′ is a face of X with F ′ ⊆ F and C(F ′) = C(F ) then HF ′ is
finitely generated and free as a left and as a right module over HF .
Proof. As for (i), let [F ] ⊆ C be as in Lemma 1.2. By construction, there
are elements g ∈ I and w ∈ Waff with F = gw[F ]. If d ∈ D˜[F ] is chosen
so that its image in W is the element of minimal length in wW[F ] we also
have gd[F ] = F . The compatible isomorphisms ϕgd,F in (13) then allow us
to assume F ⊆ C. In this situation, the decomposition (6) and the braid
relations (10) imply that if S ⊆ Ω˜F denotes a complete set of representatives
of the coset space Ω˜F/(T0/T1) ∼= ΩF then the family (τω)ω∈S is a basis of
H†F as a left and as a right HF -module.
The proof of (ii) is identical to that of [28], Proposition 4.21 (i). It relies
only on the braid relations of H which hold over any coefficient ring R. We
note that a basis of H as a right H†F -module is given by the elements τd if
d runs through a system of representatives of DF modulo ΩF .
As for (iii), the above arguments, Lemma 1.2 and the relation ϕgd,F ′ |HF =
ϕgd,F ′ again allow us to assume F
′ ⊆ F ⊆ C. In this situation, (8) and the
braid relations (10) imply that the family (τd−1)d∈W˜F ′∩D˜F
(resp. the family
(τd)d∈W˜F ′∩D˜F
) is a basis of HF ′ as a left (resp. as a right) HF -module. Note
that the group W˜F ′ and its subset W˜F ′ ∩ D˜F are finite.
Remark 1.6. If F ⊆ C then there is a more precise version of Proposition
1.5 (i). In fact, the decomposition (6) implies that mapping ω ∈ Ω˜F to
the Hecke operator τω = IωI = ωI ∈ H
†
F gives a well-defined and injective
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homomorphism R[Ω˜F ]→ H
†
F of R-algebras. As in [28], Lemma 4.20 (i), the
R-algebra H†F is a twisted tensor product of HF and R[Ω˜F ] over R[T0/T1].
Note that τω is a unit in H
†
F with inverse τ
−1
ω = τω−1 . If V ∈ Rep
∞
R (P
†
F )
and if m ∈ V I then τω ·m = ω ·m by (9).
Proposition 1.7. Let F be a face of X .
(i) The map XF⊗HFH
†
F → X
†
F , f⊗h 7→ h(f), is a well-defined isomorphism
of (R[PF ],H
†
F )-bimodules.
(ii) If F ⊆ C then the maps XF ⊗HF H → X
IF and X†F ⊗H†
F
H → XIF ,
f⊗h 7→ h(f), are well-defined isomorphisms of (R[PF ],H)- and (R[P
†
F ],H)-
bimodules, respectively.
(iii) If F ′ is a face of X with F ′ ⊆ F and C(F ′) = C(F ) then the map
XF ⊗HF HF ′ → X
IF
F ′ , f ⊗ h 7→ h(f), is a well-defined isomorphism of
(R[PF ],HF ′)-bimodules.
Proof. The inclusions PF ⊆ P
†
F and HF ⊆ H
†
F make XF a subobject of
the (R[PF ],HF )-bimodule X
†
F . Since H
†
F acts on XF ⊗HF H
†
F and X
†
F by
homomorphisms of left R[PF ]-modules, the map in (i) is well-defined and
(R[PF ],H
†
F )-linear. The corresponding assertions in (ii) and (iii) are proved
similarly, noting that the actions of IF on XF and X
†
F are trivial. The rest
of the proof of part (i) is identical to that of [28], Lemma 4.24. Note that
as in the proof of Proposition 1.5 (i) we may assume F ⊆ C.
Now consider part (ii). Using (i) it suffices to prove the bijectivity of the
map XF ⊗HF H → X
IF . Fix d ∈ D˜F and let X
IF
d denote the R-submodule
of XIF consisting of all functions supported on PF d
−1I. As in the proof of
[28], Proposition 4.25, it suffices to see that the map XF → X
IF
d given by
f 7→ τd−1(f) is bijective. Note that this makes use of Proposition 1.5 (ii).
By (6) we have the decomposition
PF =
∐
w∈WF
∐
g∈I/(wIw−1∩I)
gwI.
The characteristic functions of the sets gwI form a basis of the R-module
XF . Applying τd−1 each of them is mapped to the characteristic function of
the set gwId−1I. We need to see that these form a basis of the R-module
XIFd or equivalently that the decomposition
PF d
−1I =
⋃
w∈W˜F
⋃
g∈I/(wIw−1∩I)
gwId−1I
is disjoint and consists of double cosets modulo (IF , I). According to the
proof of [28], Proposition 4.25, we have Id−1I = IF d
−1I where IF is a
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normal subgroup of PF . Therefore, gwId
−1I = gwIF d
−1I = IF gwd
−1I is
indeed a double coset as required. In order to see that the above union is
disjoint, let g, g′ ∈ I and w,w′ ∈ W˜F be such that IF gwd
−1I = IF g
′w′d−1I.
Since IF ⊆ I left multiplication with I gives w = w
′ by (5). Consequently,
w−1g−1g′w ∈ IFd
−1Id ∩ w−1Iw. Now dC = C(dF ) by [28], Proposition
4.13, whence
IF d
−1Id ∩ w−1Iw = IF (d
−1Id ∩ PF ) ∩ w
−1Iw
= d−1(IdF (I ∩ PdF ))d ∩ w
−1Iw
= d−1IC(dF )d ∩ w
−1Iw = I ∩ w−1Iw
by Lemma 1.3. Note that wIw−1 and IF are subgroups of PF . This proves
(ii). Given Proposition 1.5 (iii), the proof of part (iii) is analogous.
2 Coefficient systems
2.1 Coefficient systems and diagrams
Let Y be a polysimplicial complex or more generally any subset of a polysim-
plicial complex which is a union of some of its faces. Following [14], §I.3.3,
[32], §1, or [37], §II.2, a coefficient system of R-modules on Y is a family
F = ((FF )F , (r
F
F ′)F ′⊆F ) of R-modules FF indexed by the faces F of Y ,
together with R-linear maps rFF ′ : FF → FF ′ for any pair of faces F,F
′ of
Y with F ′ ⊆ F such that
rFF = idFF and r
F
F ′′ = r
F ′
F ′′ ◦ r
F
F ′
whenever F ′′ ⊆ F
′
⊆ F . The maps rFF ′ are usually called the restriction
maps of the coefficient system F .
A homomorphism f : F → G of coefficient systems of R-modules on Y is a
family (fF )F of R-linear maps fF : FF → GF indexed by the faces F of Y
such that the diagram
FF
rF
F ′

fF // GF
rF
F ′

FF ′ fF ′
// GF ′
commutes whenever F and F ′ are faces of Y with F ′ ⊆ F . We denote
by Coeff(Y ) the category of R-linear coefficient systems on Y , oppressing
the symbol R from the notation. It is an R-linear abelian category in the
obvious way.
Example 2.1. For any R-module M the family KM = ((M)F , (idM )F ′⊆F )
is a coefficient system of R-modules on Y . It is called the constant coefficient
system on Y associated with M .
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Assume there is a group J which acts on Y by simplicial automorphisms.
Given j ∈ J and F ∈ Coeff(Y ) we let j∗F denote the object of Coeff(Y )
defined by j∗FF = FjF with transition maps j∗r
F
F ′ = r
jF
jF ′ . Note that
we have j∗i∗F = (ij)∗F for any j, i ∈ J . Further, any homomorphism
f : F → G in Coeff(Y ) naturally induces a homomorphism j∗f : j∗F → j∗G
by (j∗f)F = fjF . A J-equivariant coefficient system of R-modules on Y is
an object F ∈ Coeff(Y ) together with a family (cj)j∈J of homomorphisms
cj : F → j∗F in Coeff(Y ) such that c1 = idF and j∗ci ◦ cj = cij for all
j, i ∈ J . The latter is usually called the cocycle relation.
If F and G are J-equivariant coefficient systems on Y and if (cj)j∈J and
(dj)j∈J denote the J-actions on F and G, respectively, then a morphism
f : F → G in Coeff(Y ) is called J-equivariant if j∗f ◦ cj = dj ◦ f for all
j ∈ J . We denote by CoeffJ(Y ) the category of J-equivariant coefficient
systems of R-modules on Y . Note that a morphism f = (fF )F in CoeffJ(Y )
is an isomorphism if and only if fF is bijective for all faces F of Y .
If F ∈ CoeffJ(Y ) with J-action (cj)j∈J and if F is a face of Y then the
stabilizer of F in J acts on FF by jm = cj(m) for all m ∈ FF . If F
′ and F
are faces of Y with F ′ ⊆ F then the restriction map rFF ′ is equivariant for
the intersection of the stabilizer groups of F and F ′.
In the particular case of the Bruhat-Tits building Y = X and J = G, we
say that F is of level zero if the action of IF on FF is trivial for any face F of
X . We denote by Coeff0G(X ) the full subcategory of CoeffG(X ) consisting
of all G-equivariant coefficient systems on X which are of level zero.
Example 2.2. Given a smooth R-linear G-representation V ∈ Rep∞R (G) the
associated fixed point system FV ∈ Coeff
0
G(X ) is defined by (FV )F = V
IF
with the inclusions induced by (3) as restriction maps. For any face F of
X and any element g ∈ G the map cg,F : V
IF → V IgF = V gIF g
−1
is defined
by cg,F (v) = gv.
Let Y be a polysimplicial complex of dimension d. For 0 ≤ i ≤ d we denote
by Yi the set of i-dimensional faces of Y and by Y(i) the set of oriented
i-dimensional faces of Y in the sense of [37], §II.1. The elements of Y(i)
are pairs (F, c) where c is an orientation of F with the convention that the
0-dimensional faces always carry the trivial orientation. Note that if i > 0
then also (F,−c) ∈ Y(i) where −c denotes the orientation opposite to c. If
(F, c) ∈ Y(i) and if F
′ ∈ Yi−1 with F
′ ⊆ F then we denote by ∂FF ′(c) the
induced orientation of F ′. It satisfies ∂FF ′(−c) = −∂
F
F ′(c).
Given an object F ∈ Coeff(Y ) we denote by (Corc (Y(•),F), ∂•) the oriented
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chain complex
(15) 0 −→ Corc (Y(d),F)
∂d−1
−→ . . .
∂1−→ Corc (Y(1),F)
∂0−→ Corc (Y(0),F) −→ 0
of F in analogy to [37], §II.2. Recall that Corc (Y(i),F) denotes the R-module
of i-dimensional oriented chains on Y with values in F , i.e. the R-module
of finitely supported maps
f : Y(i) →
∐
(F,c)∈Y(i)
FF
such that f((F, c)) ∈ FF for any element (F, c) ∈ Y(i) and such that
f((F,−c)) = −f((F, c)) in case i ≥ 1. The R-linear differentials are de-
fined by
(16) ∂i(f)(F
′, c′) =
∑
(F, c) ∈ Y(i+1)
F ′ ⊆ F , ∂F
F ′
(c) = c′
rFF ′(f(F, c))
for any f ∈ Corc (Y(i+1),F) and (F
′, c′) ∈ Y(i) with 0 ≤ i ≤ d− 1. Formally,
we let ∂d+1 = ∂−1 = 0. For 0 ≤ i ≤ d the R-module
Hi(Y ,F) = ker(∂i−1)/im(∂i)
is called the i-th homology group of Y with coefficients in F . If Y carries a
simplicial action of the group J and if F is a J-equivariant coefficient system
on Y with J-action (cj)j∈J then (15) is a complex of smooth R-linear J-
representations via
(j · f)(F, c) = cj,j−1F (f(j
−1F, j−1c)).
In this situation, the homology groups of Y with coefficients in F are objects
of Rep∞R (J), as well.
Definition 2.3. A coefficient system F ∈ Coeff(Y ) is called locally con-
stant if the transition maps rFF ′ : FF → FF ′ are bijective for all faces F
′, F
of Y with F ′ ⊆ F .
Recall that the open star of a face F ′ of Y is defined as
St(F ′) =
⋃
F ′⊆F
F.
It is a contractible open neighborhood of F ′ in Y . Note also that for any
subset Z of Y which is a union of faces we have the restriction functor
Coeff(Y )→ Coeff(Z ) defined by sending a coefficient system F on Y to
F|Z = ((FF )F⊆Z , (r
F
F ′)F ′⊆F⊆Z ) in Coeff(Z ).
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Remark 2.4. A coefficient system F is locally constant if and only if for all
faces F ′ of Y the restriction of F to St(F ′) is isomorphic to a constant co-
efficient system. Indeed, if F is locally constant then (rFF ′)F ′⊆F : F|St(F ′) →
KFF ′ is an isomorphism in Coeff(St(F
′)). One can show that on a simply
connected polysimplicial complex any locally constant coefficient system is
isomorphic to a constant coefficient system as in Example 2.1.
We view C as a finite subcomplex of X . The following terminology was
first introduced in [31], §5.5.
Definition 2.5. A diagram of R-modules on C is a P †C-equivariant coef-
ficient system ((DF )F , (r
F
F ′)F ′⊆F , (cg)g∈P †
C
) on C together with an R-linear
action of P †F on DF for each face F ⊆ C such that
(i) the (P †F ∩ P
†
C)-action agrees with the action induced by (cg)g∈P †
F
∩P †
C
,
(ii) for all g ∈ P †C and for all h ∈ P
†
F we have ghg
−1 ◦ cg,F = cg,F ◦ h,
(iii) for all faces F ′ ⊆ F the restriction map rFF ′ is (P
†
F ∩ P
†
F ′)-equivariant.
In other words, a diagram is a P †C -equivariant coefficient system of R-
modules on C such that on each face F ⊆ C the action of P †C ∩ P
†
F on
DF is extended to P
†
F in a way which is compatible with restriction and
such that for any g ∈ P †C the maps cg,F : DF → DgF are P
†
F -equivariant if
the action on DgF is pulled back along conjugation with g.
A homomorphism f : D → E of diagrams is a homomorphism of the under-
lying P †C -equivariant coefficient systems on C such that for any face F ⊆ C
the R-linear map fF : DF → EF is P
†
F -equivariant. We denote by Diag(C)
the corresponding category of diagrams on C. A diagram D is called of level
zero if the action of IF on DF is trivial for any face F ⊆ C. We denote
by Diag0(C) ⊆ Diag(C) the full subcategory of diagrams on C which are of
level zero.
Remark 2.6. If G = GL2(K) then the notion of a diagram was originally
introduced by Paskunas (cf. [31], Definition 5.14). His definition does not
literally agree with ours. Namely, in the case of a tree the closed chamber C
is an edge with two adjacent vertices whereas Paskunas only works with an
edge and one of its vertices. Since these form a complete set of representa-
tives of the G-orbits in X there is indeed some redundance in Definition 2.5.
However, the case of a tree is special in that the above set of representatives
also reflects all possible face relations in X . In the general case, it is not
clear that a complete system of representatives can be chosen in such a way
that any two incident faces also have incident representatives. In any case,
the aim is to use the transitivity properties of the G-action on X to reduce
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the information encoded in a G-equivariant coefficient systems to a finite
amount of data. Taking into account [31], Theorem 5.17, and Proposition
2.7 below, the two definitions lead to equivalent categories.
Proposition 2.7. The restriction functor
res : CoeffG(X ) −→ Diag(C)
((FF )F⊆X , (r
F
F ′)F ′⊆F⊆X , (cg)g∈G) 7−→ ((FF )F⊆C , (r
F
F ′)F ′⊆F⊆C , (cg)g∈P †
C
)
(fF )F⊆X 7−→ (fF )F⊆C
is a well-defined equivalence of categories. It restricts to an equivalence of
categories Coeff0G(X ) −→ Diag
0(C).
Proof. Let F be a G-equivariant coefficient system on X . Endowing FF
with the induced R-linear action of P †F , the family res(F) is clearly a dia-
gram on C and res is a functor. Since it preserves objects of level zero, it
suffices to prove the first assertion.
For any face F of X we fix an element gF ∈ Gaff such that gFF ⊆ C (cf.
Lemma 1.2). If F ⊆ C then we choose gF = 1. Depending on these choices
we shall construct a quasi-inverse of the restriction functor as follows. We
let [F ] = gFF which is independent of gF ∈ Gaff by Lemma 1.2. Let D be
a diagram on C with P †C-action (cg)g∈P †
C
. If F is a face of X we define the
R-module
FF = D[F ].
If F ′ is a face of X with F ′ ⊆ F then gFF
′ ⊆ gFF ⊆ C whence gFF
′ =
[F ′] = gF ′F
′ by the uniqueness assertion of Lemma 1.2. In other words,
gF ′g
−1
F ∈ P
†
[F ′]∩Gaff = P[F ′] where the last equality comes from [28], Lemma
4.10. We define
rFF ′ = gF ′g
−1
F ◦ r
[F ]
[F ′],
using the given P †[F ′]-action on D[F ′]. Let us first check that the family
F = ((FF )F , (r
F
F ′)F ′⊆F ) lies in Coeff(X ). Clearly, r
F
F = idFF for all faces
F of X . If F , F ′ and F ′′ are faces of X with F ′′ ⊆ F ′ ⊆ F then gF ′g
−1
F ∈
PF ′ ⊆ PF ′′ by (3) and we have
rFF ′′ = gF ′′g
−1
F ◦ r
[F ]
[F ′′]
= gF ′′g
−1
F ′ ◦ gF ′g
−1
F ◦ r
[F ′]
[F ′′] ◦ r
[F ]
[F ′]
= (gF ′′g
−1
F ′ ◦ r
[F ′]
[F ′′]) ◦ (gF ′g
−1
F ◦ r
[F ]
[F ′])
= rF
′
F ′′ ◦ r
F
F ′
because of the (P †[F ′] ∩ P
†
[F ′′])-equivariance of r
[F ′]
[F ′′].
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In order to define the required G-action on F let g ∈ G. Then ggF gg
−1
F
maps [F ] = gFF to [gF ], both of which are contained in C. By [28], Lemma
4.12 (ii) and Remark 4.14, there are elements g1 ∈ P
†
C and g2 ∈ P
†
[F ] with
ggF gg
−1
F = g1g2. We then define cg,F : FF → FgF as the composition
FF = D[F ]
g2
−→ D[F ]
cg1,[F ]−→ D[gF ] = FgF ,
using the P †C-action on D and the P
†
[F ]-action on D[F ]. Note first that
the R-linear map cg,F is independent of the chosen product decomposi-
tion. Indeed, if g′1 ∈ P
†
C and g
′
2 ∈ P
†
[F ] with ggF gg
−1
F = g1g2 = g
′
1g
′
2 then
g−11 g
′
1 = g2(g
′
2)
−1 ∈ P †C ∩ P
†
[F ] whence
cg1,[F ] ◦ g2 = cg1,[F ] ◦ g2(g
′
2)
−1g′2
= cg1,[F ] ◦ cg2(g′2)−1,[F ] ◦ g
′
2
= cg1,[F ] ◦ cg−11 g′1,[F ]
◦ g′2
= cg′1,[F ] ◦ g
′
2
as R-linear maps D[F ] → D[gF ] by the compatibility of the actions of P
†
C on
D and P †[F ] on D[F ]. Consequently, if F ⊆ C and if g ∈ P
†
C then gF = ggF = 1
by convention and the action map cg,F : FF = DF → DgF = FgF agrees
with the original one of the diagram D. Similarly, if F ⊆ C and if g ∈ P †F
then cg,F is equal to the original action of g on FF = DF as an element of
P †F . Moreover, we have c1,F = idFF for all faces F of X .
Let us now show that the families cg = (cg,F )F⊆X satisfy the cocycle relation
h∗cg ◦ ch = cgh for all h, g ∈ G. To see this, let F be an arbitrary face of
X . Choose elements g1, g
′
1 ∈ P
†
C , g2 ∈ P
†
[F ] and g
′
2 ∈ P
†
[hF ] such that
ghFhg
−1
F = g1g2 and gghF gg
−1
hF = g
′
1g
′
2. In particular, we have g1[F ] = [hF ]
and g′1[hF ] = [ghF ] whence
gghF ghg
−1
F = gghF gg
−1
hF · ghFhg
−1
F = g
′
1g
′
2 · g1g2 = g
′
1g1 · (g
−1
1 g
′
2g1) · g2
where g1 and g
′
1 are contained in P
†
C and g
−1
1 g
′
2g1 and g2 are contained in
P †[F ]. We use this decomposition and Definition 2.5 (ii) to compute
cgh,F = cg′1g1,[F ] ◦ g
−1
1 g
′
2g1g2
= cg′1,[hF ] ◦ cg1,[F ] ◦ g
−1
1 g
′
2g1 ◦ g2
= cg′1,[hF ] ◦ g
′
2 ◦ cg1,[F ] ◦ g2
= cg,hF ◦ ch,F .
Using the cocycle relation we can also show that cg = (cg,F )F : F → g∗F
is a homomorphism of coefficient systems on X . Fix faces F ′ and F of X
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with F ′ ⊆ F and choose g1, g
′
1 ∈ P
†
C , g2 ∈ P
†
[F ] and g
′
2 ∈ P
†
[F ′] with
ggF gg
−1
F = g1g2 and ggF ′gg
−1
F ′ = g
′
1g
′
2.
Since P †CP
†
F = P
†
CPF by (6) we may assume g2 ∈ PF , whence g2 ∈ (P
†
F ∩P
†
F ′)
by (3). Recall that gFF
′ = gF ′F
′ = [F ′], ggF gF
′ = ggF ′gF
′ = [gF ′] and that
consequently g1g2[F
′] = ggF gg
−1
F [F
′] = [gF ′]. We can therefore consider
D[F ]
g2
//
r
[F ]
[F ′]

D[F ]
cg1,[F ] //
r
[F ]
[F ′]

D[gF ]
r
[gF ]
[gF ′]

D[F ′] g2
// D[F ′] cg1,[F ′]
// D[gF ′].
Since the two small squares are commutative by the definition of D, also the
outer square is commutative and we get
rgFgF ′ ◦ cg,F = ggF ′g
−1
gF ◦ r
[gF ]
[gF ′] ◦ cg1,[F ] ◦ g2
= ggF ′g
−1
gF ◦ cg1,[F ′] ◦ g2 ◦ r
[F ]
[F ′]
= cggF ′g
−1
gF
,[gF ′] ◦ cg1,[F ′] ◦ cg2,[F ′] ◦ r
[F ]
[F ′]
= cggF ′g
−1
gF
g1g2,[F ′]
◦ r
[F ]
[F ′]
= cg′1g′2gF ′g
−1
F
,[F ′] ◦ r
[F ]
[F ′]
= cg′1,[F ′] ◦ g
′
2 ◦ gF ′g
−1
F ◦ r
[F ]
[F ′] = cg,[F ′] ◦ r
F
F ′ .
If f : D1 → D2 is a homomorphism of diagrams and if F1 and F2 denote the
associated G-equivariant coefficient systems on X as above, then we extend
f to homomorphism f : F1 → F2 in CoeffG(X ) by setting fF = f[F ]. If F
′
and F are faces of X with F ′ ⊆ F then
fF ′ ◦ r
F
F ′ = f[F ]′ ◦ gF ′g
−1
F ◦ r
[F ]
[F ′] = gF ′g
−1
F ◦ f[F ′] ◦ r
[F ]
[F ′]
= gF ′g
−1
F ◦ r
[F ]
[F ′] ◦ f[F ] = r
F
F ′ ◦ fF
by the properties of f : D1 → D2 because gF ′g
−1
F ∈ P
†
[F ′]. Moreover, if g ∈ G
write ggF gg
−1
F = g1g2 with g1 ∈ P
†
C and g2 ∈ P
†
[F ]. Since g1[F ] = g1g2[F ] =
ggF gg
−1
F [F ] = ggF gF = [gF ] we can compute
fgF ◦ cg,F = f[gF ] ◦ cg1,[F ] ◦ g2 = fg1[F ] ◦ cg1,[F ] ◦ g2
= cg1,[F ] ◦ f[F ] ◦ g2 = cg1,[F ] ◦ g2 ◦ f[F ]
= cg,F ◦ fF
by the properties of f : D1 → D2.
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Clearly, these constructions yield a functor Diag(C) → CoeffG(X ) whose
composition with the restriction functor is the identity on Diag(C). Con-
versely, if F ∈ CoeffG(X ) and if E denotes the G-equivariant coefficient
system on X constructed from the diagram res(F), then the family ι =
(cgF ,F )F⊆X : FF → FgFF = EF of R-linear maps is an isomorphism in
CoeffG(X ). Indeed, each map cgF ,F is bijective with inverse cg−1
F
,gFF
by
the cocycle relation. If F ′ and F are faces of X with F ′ ⊆ F then
rFF ′ ◦ ιF = r
F
F ′ ◦ cgF ,F = cgF ′g
−1
F
,[F ′] ◦ r
[F ]
[F ′] ◦ cgF ,F
= cgF ′g
−1
F
,[F ′] ◦ cgF ,F ′ ◦ r
F
F ′
= cgF ′ ,F ′ ◦ r
F
F ′ = ιF ′ ◦ r
F
F ′ ,
using that gFF
′ = [F ′]. Finally, if g ∈ G and if ggF gg
−1
F = g1g2 with g1 ∈ P
†
C
and g2 ∈ P
†
[F ] then
cg,F ◦ ιF = cg,F ◦ cgF ,F = cg1,[F ] ◦ cg2,[F ] ◦ cgF ,F
= cg1g2gF ,F = cggF ,gF ◦ cg,F = ιgF ◦ cg,F .
Clearly, the formation of the isomorphism ι is functorial in the coefficient
system F . This completes the proof of the proposition.
2.2 Acyclic coefficient systems on the standard apartment
Let F ∈ Coeff0G(X ) be of level zero. Denote its restriction maps by r
F
F ′
and its G-action by (cg)g∈G. Slightly generalizing [28], §3.2, we define the
coefficient system FI ∈ Coeff(A ) by setting
FIF = F
I∩P †
F
F = F
IF (I∩P
†
F
)
F = F
IC(F )
F ∈ ModR for any face F ⊆ A ,
where the chamber C(F ) ⊆ A is as in Lemma 1.3. The restriction maps
tFF ′ : F
I
F → F
I
F ′ are defined by setting
tFF ′(m) =
∑
g∈(I∩P †
F ′
)/(I∩P †
F
)
g · rFF ′(m) for all faces F
′ ⊆ F ⊆ A ,
making use of the inclusion relation (4). By the same reference the sum does
not depend on the choice of the representatives g because m is (I ∩ P †F )-
invariant and rFF ′ is equivariant for the action of I∩P
†
F = I∩PF ⊆ (P
†
F∩P
†
F ′).
This also shows tFF ′′ = t
F ′
F ′′ ◦t
F
F ′ if F
′′ ⊆ F
′
⊆ F so that we obtain the functor
(F 7→ FI) : Coeff0G(X )→ Coeff(A ).
We need the following straightforward generalization of [28], Proposition
3.3. The idea of the proof goes back to Broussous (cf. [8], Proposition 11).
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Proposition 2.8. Let F ∈ Coeff0G(X ). Restricting I-invariant oriented
chains from X to A induces an isomorphism
(Corc (X(•),F)
I , ∂•)
∼=
−→ (Corc (A(•),F
I), ∂•)
of complexes of R-modules.
Proof. Let 0 ≤ i ≤ d. That restriction Corc (X(i),F)
I → Corc (A(i),F
I) is a
well-defined isomorphism of R-modules is proven exactly as in [28], Proposi-
tion 3.3. In order to see that the restriction maps commute with the differ-
entials we only slightly need to adjust the notation. Letting (F ′, c′) ∈ X(i)
and f ∈ Corc (X(i+1),F)
I we rewrite equation (3.7) of [28] as
∂i+1(f)(F
′, c′) =
∑
F∈Ai+1
F ′⊆F
∑
g∈(I∩P †
F ′
)/(I∩P †
F
)
rgFF ′ (cg,F (f(F, c)))
=
∑
F∈Ai+1
F ′⊆F
∑
g∈(I∩P †
F ′
)/(I∩P †
F
)
rgFgF ′(cg,F (f(F, c)))
=
∑
F∈Ai+1
F ′⊆F
∑
g∈(I∩P †
F ′
)/(I∩P †
F
)
g · rFF ′(f(F, c))
=
∑
F∈Ai+1
F ′⊆F
tFF ′(f(F, c)) = ∂i+1(f)(F
′, c′),
where c always induces the orientation c′. Here we use that any face of X
has a unique I-conjugate in A and that g(F ′, c′) = (F ′, c′) for any g ∈ I∩P †F ′
(cf. [28], Lemma 3.1 and Remark 4.17.2).
The coefficient system FI ∈ Coeff(A ) carries some additional structure
coming from the G-action on F . First of all, by Frobenius reciprocity
FIF = F
IC(F )
F
∼= HomP †
F
(X†F ,FF ) ∈ModH†
F
is a left module over the Hecke algebra H†F introduced in §1.2. Moreover,
if F ′ and F are faces of A with F ′ ⊆ F ⊆ C(F ′) then C(F ′) = C(F )
by the uniqueness assertion of Lemma 1.3. In this case, the restriction
map tFF ′ : F
I
F → F
I
F ′ is obtained from r
F
F ′ : FF → FF ′ by passage to the
invariants under IC(F ) = IC(F ′). Since r
F
F ′ is (P
†
F ∩ P
†
F ′)-equivariant it fol-
lows once more from Frobenius reciprocity that tFF ′ is linear with respect to
H†F ∩H
†
F ′ = R[IC(F )\(P
†
F ∩ P
†
F ′)/IC(F )].
Let V ∈ Rep∞R (G) and let FV ∈ Coeff
0
G(X ) denote the associated fixed
point system (cf. Example 2.2). If F ′ and F are faces of A with F ′ ⊆ F and
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C(F ′) = C(F ) then the restriction map tFF ′ of F
I
V ∈ Coeff(A ) is the identity
on (FIV )F = V
IC(F ) = V IC(F ′) = (FIV )F ′ . As was observed in [28], Theorem
3.4, this leads to the fact that the complexes Corc (X(•),FV )
I ∼= Corc (A(•),F
I
V )
are acyclic, i.e. have trivial homology in positive degrees. This can be proven
in the following slightly more general situation.
Proposition 2.9. Let F ∈ Coeff0G(X ) and assume that the restriction
maps tFF ′ : F
I
F → F
I
F ′ of the coefficient system F
I ∈ Coeff(A ) are bijective
for all faces F ′ and F of A with F ′ ⊆ F and C(F ′) = C(F ). Then the
following is true.
(i) The complexes Corc (X(•),F)
I and Corc (A(•),F
I) are acyclic.
(ii) For all faces F ⊆ C and all vertices x ∈ F the map
ιF : F
I
F
tFx−→ FIx →֒
⊕
y∈X0
FIy
∼= Corc (X(0),F)
I → H0(C
or
c (X ,F)
I)
is an isomorphism of H†F -modules which is independent of the choice of x.
(iii) If F ′ and F are faces of A with F ′ ⊆ F ⊆ C then ιF = ιF ′ ◦ t
F
F ′.
Proof. As for (i), by Proposition 2.8 it suffices to prove that the complex
Corc (A(•),F
I) is acyclic. The proof is almost identical to that of [28], Theo-
rem 3.4. We just indicate the few formal changes that have to be made.
For any n ∈ N denote by A (n) the subcomplex of all faces F of A such that
C(F ) and C have gallery distance less than or equal to n. By assumption,
(tCF )F⊆C : KFIC
→ FI |C is an isomorphism from the constant coefficient
system KFI
C
on C = A (0) to FI |C . Since C is contractible the complex
Corc (C(•),F
I |C) is acyclic and the map
FIF
tFx−→ FIx →֒
⊕
y∈C0
FIy
∼= Corc (C(0),F
I)→ H0(C
or
c (C(•),F
I |C))
is bijective. In order to complete the proof one shows inductively that the
complexes Corc (A (n)(•),F
I |A (n))/C
or
c (A (n− 1)(•),F
I |A (n−1)) are exact for
any n ≥ 1. Given a chamber D of distance n from C set σD = D∪A (n−1).
Again, the restriction of FI to D\A (n − 1) is isomorphic to the constant
coefficient system with value FID. Therefore, one can proceed as in the proof
of [28], Theorem 3.4.
As for (ii), let y be another vertex of A contained in F . Since F is a
polysimplex there is a sequence of vertices x = x0, x1, . . . , xn = y of A such
that xi and xi+1 lie in a common one dimensional face contained in F for
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all 0 ≤ i < n. By induction on n and the transitivity of the restriction maps
of FI we may assume that F is one dimensional with vertices x and y. Let
m ∈ FIF and let c denote the orientation of F inducing the trivial orientation
on x. Note that this implies ∂Fy (−c) = 1. Define the oriented 1-chain fm on
A by
fm(F
′, c′) =


m, if (F ′, c′) = (F, c),
−m, if (F ′, c′) = (F,−c),
0, else.
Then ∂0(fm)(x) = t
F
x (m), ∂0(fm)(y) = −t
F
y (m) and ∂0(fm)(z) = 0 for all
vertices z of A distinct from x and y. This shows that tFx (m) − t
F
y (m) =
∂0(fm) in
⊕
z∈A0
FIz , hence maps to zero in H0(A ,F
I) = coker(∂0). This
proves the independence of ιF from the choice of x and we get (iii) as an
immediate consequence.
That ιF is bijective was shown in the course of the proof of (i). In order to
see that it is H†F -linear note that the map FF
rFx−→ Fx −→ C
or
c (X(0),F) is
PF -equivariant because PF ⊆ P
†
F ∩ P
†
x by (3). Passing to I-invariants we
conclude that ιF is HF -linear. According to Remark 1.6 it remains to show
that ιF is Ω˜F -equivariant. More generally, if ω ∈ Ω˜ and m ∈ F
I
F consider
the commutative diagram
(17)
FIF
tFx //
cω,F

FIx
  //
cω,x

Corc (X(0),F)
I
ω=τω

// H0(C
or
c (X ,F)
I)
ω=τω

FIωF tωFωx
// FIωx
  // Corc (X(0),F)
I // H0(Corc (X ,F)
I ).
Since the upper horizontal composition is ιF and since the lower one is ιωF
we obtain ιωF (cω,F (m)) = ω · ιF (m). In case ω ∈ Ω˜F this shows the required
equivariance property of ιF .
If p is invertible in R and if F ∈ Coeff0G(X ) then the condition imposed on
F in Proposition 2.9 admits the following characterization .
Lemma 2.10. Let F ∈ Coeff0G(X ), let F be a face of X and let γ ∈ P
†
F . If
τγ ∈ H
†
F denotes the characteristic function of the double coset IC(F )γIC(F )
then the diagram
(18)
FC(F )
t
C(F )
F //
cγ,C(F )

F
IC(F )
F
τγ

FγC(F )
t
γC(F )
F
// F
IC(F )
F
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commutes. If p is invertible in R then F satisfies the hypotheses of Propo-
sition 2.9 if and only if the coefficient system FI ∈ Coeff(A ) is locally
constant in the sense of Definition 2.3.
Proof. Letting D = γC(F ) the action of τγ on F
IC(F )
F is given by
τγ(m) =
∑
g∈IC(F )/(IC(F )∩γIC(F )γ−1)
gγm =
∑
g∈IC(F )/(IC(F )∩ID)
gγm.
By Proposition 1.3 we have IC(F ) = IF (I ∩ PF ) and ID = ID(I ∩ PD) with
IF ⊆ ID. Thus, IC(F )∩ID = IF (ID∩I∩PF ) = IF (I∩ID) because ID ⊆ PF .
On the other hand, the equality ID = ID(I ∩ PD) implies I ∩ PD ⊆ ID ∩ I
whence I ∩ ID = I ∩ PD. Altogether, IC(F ) ∩ ID = IF (I ∩ PD). There-
fore, the inclusion I ∩ PF ⊆ IC(F ) induces a bijection (I ∩ PF )/(I ∩ PD) ∼=
IC(F )/(IC(F ) ∩ ID). This proves the commutativity of (18).
Assume that F satisfies the hypotheses of Proposition 2.9 and that p is
invertible in R. In order to see that FI is locally constant let D be an
arbitrary chamber of A with F ⊆ D. By the transitivity of restriction
it suffices to see that tDF is bijective. By the proof of Lemma 1.2 there
are elements g, h ∈ NG(T ) ∩ Gaff with gD = hC(F ) = C. Moreover, the
uniqueness assertion in Lemma 1.2 implies that γ = g−1h ∈ P †F . Since the
maps cγ,F and t
C(F )
F in (18) are bijective it suffices to see that τγ induces a
bijective endomorphism of F
IC(F )
F . However, if p is invertible in R then τγ is
a unit in H†F . Indeed, pulling back along the isomorphism (14) this follows
from the fact that τw is a unit in H for any w ∈ W˜ (cf. [45], Corollary 1).
Assume that p is invertible in R and that F ∈ Coeff0G(X ) satisfies the
hypotheses of Proposition 2.9. It follows from Remark 2.4 and Lemma
2.10 that FI ∈ Coeff(A ) is isomorphic to a constant coefficient system.
The acyclicity result in Proposition 2.9 (i) is then obvious because A is
contractible. This situation was considered by Broussous in [8], page 746.
3 The equivalence of categories
3.1 Representations and Hecke modules of stabilizer groups
Throughout this subsection we fix an arbitrary face F of X and let the
chamber C(F ) be as in Lemma 1.3. In the case of finite dimensional rep-
resentations over a field, the following condition was first introduced by
Cabanes (cf. [12], Definition 1).
Definition 3.1. (i) We say that an object V ∈ Rep∞R (PF ) satisfies con-
dition (H) if V ∼= lim−→j∈J
Vj is isomorphic to the inductive limit of objects
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Vj ∈ Rep
∞
R (PF ) such that the transition maps of the inductive system are
injective and such that for each j ∈ J there is a non-negative integer nj and
an element ϕj ∈ EndPF (X
nj
F ) with Vj
∼= im(ϕj) in Rep
∞
R (PF ). We denote
by RepHR (PF ) the full subcategory of Rep
∞
R (PF ) consisting of all represen-
tations satisfying condition (H).
(ii) We say that an object V ∈ Rep∞R (P
†
F ) satisfies condition (H) if it is
an object of RepHR (PF ) when viewed as a PF -representation via restriction.
We denote by RepHR (P
†
F ) the full subcategory of Rep
∞
R (P
†
F ) consisting of all
representations satisfying condition (H).
The notation (H) is supposed to reflect the close relation to the respective
categories of Hecke modules described below.
Remark 3.2. Apparently, the condition Vj ∼= im(ϕj) in Definition 3.1 (i)
is equivalent to Vj being both a quotient and a submodule of a finite direct
sum of copies of XF . It follows that the action of IF is trivial on any
smooth representation satisfying condition (H). If a representation satisfies
condition (H) and if its underlying R-module is noetherian then there is
an isomorphism of PF -representations V ∼= im(ϕ) for some non-negative
integer n and some element ϕ ∈ EndPF (X
n
F ). The categories Rep
H
R (PF ) and
RepHR (P
†
F ) are closed under arbitrary direct sums and inductive limits with
injective transition maps.
Condition (H) is preserved under induction in the following sense.
Lemma 3.3. (i) If V ∈ RepHR (PF ) then ind
P †
F
PF
(V ) ∈ RepHR (P
†
F ).
(ii) Let F ′ be a face of X with F ′ ⊆ F and C(F ′) = C(F ). If V ∈
RepHR (PF ) then ind
PF ′
PF
(V ) ∈ RepHR (PF ′).
Proof. As for (i), note that compact induction preserves inductive limits
with injective transition maps. Thus, we may assume V = im(ϕ) for some
ϕ ∈ EndPF (X
n
F ). Setting ψ = ind
P †
F
PF
(ϕ) this yields ind
P †
F
PF
(V ) = im(ψ)
where ψ is an endomorphism of the P †F -representation ind
P †
F
PF
(XnF )
∼= (X
†
F )
n.
As a PF -representation (X
†
F )
n ∼= ⊕j∈JXF is a direct sum of copies of XF
(cf. Proposition 1.7 (i)). If J ′ ⊆ J is finite then there is J ′′ ⊆ J finite
with ψ(⊕j∈J ′XF ) ⊆ ⊕j∈J ′′XF because the PF -representation XF is finitely
generated. Thus, ψ(⊕j∈J ′XF ) and im(ψ) satisfy condition (H). Part (ii)
follows from ind
PF ′
PF
(XF ) = XF ′ and the exactness of compact induction.
We say that a representation V ∈ Rep∞R (PF ) (resp. V ∈ Rep
∞
R (P
†
F )) is
generated by its IC(F )-invariants if
R[PF ] · V
IC(F ) = V (resp. R[P †F ] · V
IC(F ) = V ).
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Clearly, XF and X
†
F have this property. Like condition (H) it is insensitive
to restriction.
Lemma 3.4. If V ∈ Rep∞R (P
†
F ) then R[P
†
F ] · V
IC(F ) = R[PF ] · V
IC(F ).
Proof. By conjugation and transport of structure we may assume F ⊆ C.
But then P †F /PF
∼= ΩF and ωIω
−1 = I for any element ω ∈ NG(T ) ∩ P
†
F
whose image in W lies in ΩF . Since any such element stabilizes V
I , the
claim follows.
We now clarify the relation between condition (H) and the condition (A+A∗)
of [12], Proposition 8. In the case of a finitely generated R-module the
latter means that V and its R-linear contragredient V ∗ are both generated
by their IC(F )-invariants. Recall that a ring is called quasi-Frobenius if it is
noetherian and selfinjective (cf. [22], §15).
Lemma 3.5. Let V be a smooth R-linear representation of PF or of P
†
F .
(i) If V satisfies condition (H) then it is generated by its IC(F )-invariants.
(ii) Assume that R is a quasi-Frobenius ring and that the underlying R-
module of V is finitely generated. Then V satisfies condition (H) if and
only if V and its contragredient V ∗ = HomR(V,R) are generated by their
IC(F )-invariants.
(iii) Assume that R is a quasi-Frobenius ring and that the order of the finite
group PF /IF is invertible in R. If V is generated by its IC(F )-invariants and
if the underlying R-module of V is finitely generated projective then also V ∗
is generated by its IC(F )-invariants. In particular, V satisfies condition (H).
Proof. In part (i) we may assume V = im(ϕ) for some ϕ ∈ EndPF (X
n
F ). But
then V is a quotient of XF hence is generated by its IC(F )-invariants.
As for (ii) we can write V = im(ϕ) as above. Dualizing the embedding
V = im(ϕ) →֒ XnF yields a surjection (X
∗
F )
n → V ∗ because R is self-
injective. Note that XF ∼= X
∗
F in Rep
∞
R (PF ). Indeed, for p ∈ PF let
ψp ∈ X
∗
F denote the element determined by ψp(f) = f(p). Then the map
(f 7→
∑
p∈PF /IC(F )
f(p)ψp) : XF → X
∗
F is an isomorphism in Rep
∞
R (PF ).
Consequently, also V ∗ is generated by its IC(F )-invariants.
Conversely, assume that V and V ∗ are generated by their IC(F )-invariants.
Since V is finitely generated and R is noetherian also V IC(F ) is a finitely
generated R-module. Choose a non-negative integer n and an R-linear sur-
jection Rn → V IC(F ) of trivial IC(F )-representations. Applying ind
PF
IC(F )
and
composing with the natural map indPFIC(F )(V
IC(F )) → V we obtain a homo-
morphism XnF → V in Rep
∞
R (PF ) which is surjective because V is generated
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by its IC(F )-invariants. In a similar manner, one constructs a surjection
XmF → V
∗. Passing to the R-linear dual, we obtain an injective homo-
morphism V ∼= (V ∗)∗ →֒ XmF because over a selfinjective ring any finitely
generated module is reflexive (cf. [22], Theorem 15.11). Thus, V satisfies
condition (H).
As for (iii), we construct a surjection XnF ։ V in Rep
∞
R (PF ) as above.
Passing to the R-linear dual, there is an injection V ∗ →֒ (X∗F )
n ∼= XnF in
Rep∞R (PF ). It admits an R-linear section because over a quasi-Frobenius
ring the classes of projective and injective modules coincide (cf. [22], The-
orem 15.9). By our assumption, the embedding V ∗ →֒ XnF even admits a
PF /IF -linear section by the usual averaging construction. Consequently, V
∗
is generated by its IC(F )-invariants and satisfies (H) by (ii).
Over fields, the following fundamental results are due to Sawada, Tinberg,
Schneider and Ollivier, respectively (cf. [33], Theorem 2.4, [42], Proposition
3.7 and [28], Proposition 5.5). However, the proofs work more generally.
Proposition 3.6. (i) The ring homomorphism R → HF is an idR-Frobe-
nius extension. In particular, the rings R and HF have the same injective
dimension. If R is a quasi-Frobenius ring then so is HF .
(ii) Assume that G is semisimple. Then the ring homomorphism R → H†F
is an idR-Frobenius extension. In particular, the rings R and H
†
F have the
same injective dimension and if R is a quasi-Frobenius ring then so is H†F .
Proof. Using the isomorphisms (14) we may assume F ⊆ C. As for (i), the
group PF is compact and the R-module HF is finitely generated and free of
rank |W˜F |. In particular, if R is noetherian then so is HF .
By [28], Example 5.1, the ring homomorphism R → R[T0/T1] is an idR-
Frobenius extension. Choose an element w0 ∈ W˜F which is of maximal
length and consider the R-linear ring automorphism α of R[T0/T1] given by
ξ 7→ w0ξw
−1
0 . By the transitivity of Frobenius extensions it suffices to see
that the canonical injection R[T0/T1] → HF is an α-Frobenius extension.
We fix representatives v˜ ∈ W˜F of the elements v ∈WF ∼= W˜F /(T0/T1). The
R[T0/T1]-algebra HF admits the two bases (τv˜)v∈WF and (τw˜−1w0)w∈WF . We
define the map θ : HF → R[T0/T1] by
θ(
∑
w∈WF
awτw˜) =
∑
ξ∈T0/T1
aξw0τξ˜.
It suffices to see that the matrix (θ(τv˜τw˜−1w0))v,w∈WF over R[T0/T1] is in-
vertible (cf. [28], Lemma 5.2 and Lemma 5.3). This is done as in [28],
Proposition 5.4 (i), relying on the relation (10) and (11) of H which hold
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over any coefficient ring R (cf. [45], Theorem 1). Alternatively, it suffices to
see that the above matrix is invertible after reduction modulo every maxi-
mal ideal of the commutative ring R. However, this leads to the case of a
field which is treated in [42], Proposition 3.7. If G is semisimple then also
P †F is compact. The arguments for H
†
F are then similar on replacing WF by
the finite group W †F .
Remark 3.7. If G is not semisimple then H†F is not selfinjective unless
R = 0. In fact, as in [28], Proposition 5.5, its selfinjective dimension is equal
to the rank of the center C of G for any non-zero quasi-Frobenius ring R.
The following theorem is essentially due to Cabanes (cf. [12], Theorem 2).
We follow his arguments over arbitrary quasi-Frobenius rings and also treat
representations whose underlying R-modules are not finitely generated.
Theorem 3.8. Assume that R is a quasi-Frobenius ring. The functor of
IC(F )-invariants restricts to an equivalence Rep
H
R (PF ) −→ ModHF of addi-
tive categories.
Proof. As before, we may assume F ⊆ C. Denote by RepHR (PF )
fg the
full subcategory of RepHR (PF ) consisting of all objects whose underlying
R-modules are finitely generated. Moreover, denote by ModfgHF the category
of finitely generated HF -modules. In a first step we show that the functor
(·)I induces an equivalence of categories RepHR (PF )
fg → ModfgHF . Note that
an HF -module is finitely generated if and only if its underlying R-module is
finitely generated because HF is finitely generated over R.
To prove the essential surjectivity, letM be a finitely generated HF -module.
Since HF is quasi-Frobenius (cf. Proposition 3.6 (i)) there is a non-negative
integer n and an HF -linear embedding M →֒ H
n
F (cf. [22], Theorem 15.11).
Since HnF = (X
n
F )
I we may set V = R[PF ] ·M viewed as a subrepresentation
of XnF . We claim that V
I =M where M ⊆ V I is true by definition.
Since V I ⊆ HnF , theHF -module V
I/M is finitely generated. As above, there
is a non-negative integer m and an HF -linear embedding g : V
I/M →֒ HmF .
The HF -linear map V
I
։ V I/M
g
→ HmF extends to an HF -linear map
g : HnF → H
m
F by the selfinjectivity of HF . Note that the functor (·)
I
induces an isomorphism HomPF (X
n
F ,X
m
F ) −→ HomHF (H
n
F ,H
m
F ). Conse-
quently, there is an element f ∈ HomPF (X
n
F ,X
m
F ) such that g = f
I is the re-
striction of f to the I-invariants of XnF . By construction, f(M) = g(M) = 0
whence f(V ) = 0 because f is PF -equivariant andM generates V . This im-
plies g(V I/M) = g(V I) = f(V I) = 0 whence V I/M = 0 by the injectivity
of g. Therefore, V I =M as claimed.
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By construction, V is a subobject of XnF . Since V
I = M is a finitely gen-
erated HF -module it is also finitely generated over R. As in the proof of
Lemma 3.5 (ii) we see that V is also a quotient of XnF for n sufficiently
large. Consequently, V satisfies condition (H) and its underlying R-module
is finitely generated.
Now let V and W be arbitrary objects of RepHR (PF )
fg. Since V is gen-
erated by its I-invariants (cf. Lemma 3.5 (i)) any non-zero element f ∈
HomPF (V,W ) restricts to a non-zero element f
I ∈ HomHF (V
I ,W I), i.e. the
functor (·)I : RepHR (PF )
fg → ModfgHF is faithful.
In order to see that it is full, let g ∈ HomHF (V
I ,W I). We may assume V =
im(ϕ) and W = im(ψ) for some non-negative integer n and elements ϕ,ψ ∈
EndPF (X
n
F ). In particular, this realizes V,W as PF -subrepresentations of
XnF and V
I ,W I as HF -submodules of H
n
F . By the selfinjectivity of HF , the
HF -linear map V
I →W I →֒ HnF extends to an HF -linear endomorphism of
HnF . As above, the latter is the restriction of an element f ∈ EndPF (X
n
F ) to
the space of I-invariants. Since V andW are generated by their I-invariants
(cf. Lemma 3.5 (i)) we have
f(V ) = f(R[PF ] · V
I) = R[PF ] · f(V
I) = R[PF ] · g(V
I)
⊆ R[PF ] ·W
I =W,
i.e. f restricts to an element of HomPF (V,W ) with f
I = g. This establishes
the equivalence of categories (·)I : RepHR (P )
fg → ModfgHF .
Before going on, note that the image of the homomorphism f constructed
above is equal to the PF -subrepresentation of X
n
F generated by f(V
I) =
g(V I). By the first part of our proof this is a representation satisfying con-
dition (H) with im(f)I = g(V I). Now if g happens to be injective then
f : V → im(f) is a homomorphism in RepHR (PF )
fg such that the induced
homomorphism on I-invariants g : V I → im(f)I = g(V I) is an isomorphism.
Therefore, f : V → im(f) is an isomorphism itself because of our equiva-
lence of categories. Thus, f : V →W is injective, too.
Let us now treat the general case. Given V,W ∈ RepHR (PF ) write V =
lim
−→j∈J
Vj andW = lim−→j′∈J ′
Wj′ as in Definition 3.1 (i). Since the underlying
R-modules of Vj and V
I
j are finitely generated and since the transition maps
in the inductive systems (Wj′)j′ and (W
I
j′)j′ are injective the natural maps
HomPF (lim−→
j∈J
Vj, lim−→
j′∈J ′
Wj′) −→ lim←−
j∈J
lim
−→
j′∈J ′
HomPF (Vj ,Wj′) and
HomHF (lim−→
j∈J
V Ij , lim−→
j′∈J ′
W Ij′) −→ lim←−
j∈J
lim−→
j′∈J ′
HomHF (V
I
j ,W
I
j′)
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are bijective. Since the natural maps lim−→j∈J V
I
j → V
I and lim−→j′∈J ′ W
I
j′ →
W I are isomorphisms of HF -modules, the functor (·)
I is fully faithful in
general.
Finally, let M ∈ ModHF and write M = lim−→j∈J
Mj as the filtered union of
a familiy of finitely generated HF -modules Mj . By what we have already
proven there are objects Vj ∈ Rep
H
R (PF )
fg with V Ij = Mj for all j ∈ J . For
j ≤ j′ the map HomPF (Vj , Vj′) → HomHF (Mj ,Mj′) is bijective and we let
ϕjj′ : Vj → Vj′ denote the homomorphism corresponding to the inclusion
Mj →֒ Mj′ . As was noted above, the map ϕjj′ is automatically injective.
Moreover, the bijectivity implies that the family (Vj , ϕjj′)j≤j′ is an inductive
system. Setting V = lim−→j∈J Vj ∈ Rep
H
R (PF ) we have V
I ∼= lim−→j∈J V
I
j =
lim
−→j∈J
Mj =M .
The essential surjectivity in Theorem 3.8 was proved by an inductive limit
procedure. This can be avoided through the following construction.
Proposition 3.9. Assume that R is a quasi-Frobenius ring. If M ∈ ModHF
and if E is an injective HF -module containing M then the PF -subrepresen-
tation V = im(XF ⊗HF M → XF ⊗HF E) of XF ⊗HF E generated by the
image of the natural map M →֒ E →֒ XF ⊗HF E satisfies condition (H) and
V IC(F ) =M .
Proof. Note first that E is a projective HF -module because HF is a quasi-
Frobenius ring (cf. Lemma 3.6 and [22], Theorem 15.9). Therefore, the map
E → XF ⊗HF E is injective and (XF ⊗HF E)
IC(F ) = X
IC(F )
F ⊗HF E = E.
Let E′ be a freeHF -module containing E as a direct summand and letMj be
a finitely generated HF -submodule of M . ThenMj is contained in a finitely
generated free direct summand HnF of E
′ and the PF -subrepresentation Vj =
R[PF ] ·Mj of V is contained in XF ⊗HF H
n
F
∼= XnF . By the proof of Theorem
3.8, the PF -representation Vj satisfies condition (H) with V
IC(F )
j =Mj .
The previous construction allows us to prove an analog of Theorem 3.8 for
the pair (P †F ,H
†
F ). Note that the strategy of Cabanes does not apply directly
if G is not semisimple (cf. Remark 3.7). Instead, one has to reduce to the
situation in Theorem 3.8.
Theorem 3.10. Assume that R is a quasi-Frobenius ring.
(i) If M ∈ Mod
H†
F
and if E is an injective H†F -module containing M then
the P †F -subrepresentation V = im(X
†
F ⊗H†
F
M → X†F ⊗H†
F
E) of X†F ⊗H†
F
E
generated by the image of the natural map M →֒ E →֒ X†F ⊗H†
F
E satisfies
condition (H) and V IC(F ) =M .
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(ii) The functor (·)IC(F ) restricts to an equivalence RepHR (P
†
F ) −→ ModH†
F
of additive categories.
Proof. As for part (i), note that E is an injective HF -module by restric-
tion of scalars because H†F is free over HF (cf. Proposition 1.5 (i) and [22],
Corollary 3.6A). Moreover, for any H†F -module N there is a natural PF -
equivariant bijection X†F ⊗H†
F
N ∼= XF ⊗HF N because of Proposition 1.7
(i). The statements in (i) therefore follow from Proposition 3.9.
In (ii) it remains to see that the functor is fully faithful. That it is faithful is
again a consequence of Lemma 3.5 (i). We assume once more that F ⊆ C.
Let V,W ∈ RepHR (P
†
F ) and let g : V
I →W I be H†F -linear. By Theorem 3.8
there is an R-linear PF -equivariant map f : V →W with f
I = g. We claim
that it is P †F -equivariant. Let v ∈ V and g ∈ P
†
F . Since R[PF ] · V
I = V we
may assume v = hw with h ∈ PF and w ∈ V
I . By (6) there are elements
q ∈ PF and ω ∈ NG(T )∩P
†
F such that gh = qω and such that the image of ω
in W lies in ΩF . Note that this gives ωw = τωw by Remark 1.6. Therefore,
we obtain f(gv) = f(ghw) = f(qωw) = qf(τωw) = qg(τωw) = qτωg(w) =
qωf(w) = ghf(w) = gf(hw) = gf(v).
Although the categories ModHF and ModH†
F
are abelian, the categories
RepHR (PF ) and Rep
H
R (P
†
F ) are generally not. This has to do with the fail-
ure of the exactness of the functor (·)IC(F ) . However, some of the abelian
structure of the module categories is visible in the respective categories of
representations.
Corollary 3.11. Assume that R is a quasi-Frobenius ring. Let P ∈ {PF , P
†
F }
and write S = HF if P = PF and S = H
†
F if P = P
†
F . Moreover, let
V,W ∈ Rep∞R (P ) and f ∈ HomP (V,W ).
(i) Assume that V satisfies condition (H). If M is an S-submodule of V IC(F )
then the P -subrepresentation of V generated by M satisfies condition (H)
and has IC(F )-invariantsM . In particular, any subrepresentation of V which
is generated by its IC(F )-invariants also satisfies condition (H).
(ii) If V and W satisfy condition (H) then so does im(f).
(iii) Assume that V and W satisfy condition (H). Then f is injective if and
only if f IC(F ) : V IC(F ) →W IC(F ) is injective.
(iv) Assume that V and W satisfy condition (H). Then f is surjective if
and only if f IC(F ) : V IC(F ) →W IC(F ) is surjective.
Proof. As for (i), the arguments in Lemma 3.4 allow us to assume P = PF
and S = HF . Choose an HF -linear embedding V
I →֒ E where E is an
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injective HF -module. Then V is isomorphic to the PF -subrepresentation of
XF ⊗HF E generated by V
I (cf. Theorem 3.8 and Proposition 3.9). Under
this isomorphism the subrepresentation of V generated by M is isomorphic
to the subrepresentation of XF ⊗HF E generated by M . By Proposition 3.9
this satisfies condition (H) and has I-invariants M .
Part (ii) follows from (i) and Lemma 3.5 (i). Note that im(f) is a quotient
of V and hence is generated by its IC(F )-invariants.
As for (iii), the injectivity of f clearly implies the injectivity of its restriction
f IC(F ). Conversely, assume that f IC(F ) is injective. In order to see that f is
injective we may replace V and W by suitable PF -subrepresentations whose
underlying R-modules are finitely generated. This case was treated in the
proof of Theorem 3.8.
As for (iv), if f IC(F ) is surjective then so is f because of Lemma 3.5 (i).
Conversely, if f is surjective then f(V IC(F )) is an S-submodule of W IC(F )
with R[P ] · f(V IC(F )) = f(R[P ] · V IC(F )) = f(V ) = W by Lemma 3.5 (i)
once more. Thus, f(V IC(F )) =W IC(F ) by (i).
The construction of a quasi-inverse of the equivalences in Theorem 3.8 and
Theorem 3.10 (ii) relies on choices as in Proposition 3.9 and Theorem 3.10
(i). However, there is an alternative construction of a quasi-inverse which is
closer to our intuitive idea of a functor. This approach is inspired by [29],
§1.2. We continue to let P ∈ {PF , P
†
F }. If P = PF we set S = HF and
Y = XF . If P = P
†
F we set S = H
†
F and Y = X
†
F . Note that if M ∈ ModS
then Y ⊗SM and HomS(HomS(Y, S),M) are naturally objects of Rep
∞
R (P ).
For the second case note that the action of the open subgroup IF is trivial.
Further, there is a unique homomorphism
τM,F : Y ⊗S M −→ HomS(HomS(Y, S),M),
of smooth R-linear P -representations sending x ⊗ m to the S-linear map
(ϕ 7→ ϕ(x) ·m) : HomS(Y, S) → M . Note that if we view the unit element
1 ∈ S as an element of Y via S = Y IC(F ) then the map M → im(τM,F )
IC(F )
given by m 7→ τM,F (1⊗m) is a homomorphism of S-modules.
Theorem 3.12. Assume that R is a quasi-Frobenius ring. The assignment
tF = (M 7→ im(τM,F )) is functorial in M and quasi-inverse to the equiva-
lences of Theorem 3.8 and Theorem 3.10 (ii), respectively.
Proof. Clearly, the formation of tF (M) is functorial in M . Let us first
treat the case P = PF . Since the functor HomS(HomS(Y, S), ·) preserves
injections, so does tF . Moreover, the S-module HomS(Y, S) is finitely gen-
erated because its underlying R-module is contained in HomR(Y, S) which
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is finitely generated and free. Therefore, the functor HomS(HomS(Y, S), ·)
commutes with filtered unions and so does tF . As a consequence, it suf-
fices to show that if M ∈ ModfgS then tF (M) satisfies condition (H) and
tF : Mod
fg
S → Rep
H
R (P )
fg is quasi-inverse to (·)IC(F ) . Here (·)fg refers to the
notation introduced in the proof of Theorem 3.8.
If M is a finitely generated S-module then there is an embedding M →֒ Sn
into a finitely generated free S-module (cf. Proposition 3.6 (i) and [22],
Theorem 15.11). Consider the commutative diagram
Y ⊗S M
τM,F
//

HomS(HomS(Y, S),M)
_

Y ⊗S S
n
τSn,F
// HomS(HomS(Y, S), S
n).
We claim that the map τSn,F is bijective. To see this we may assume n = 1
in which case τS,F can be identified with the duality map of the S-module
Y . The latter is bijective because over a quasi-Frobenius ring every finitely
generated module is reflexive (cf. [22], Theorem 15.11). As a consequence,
tF (M) ∼= im(Y ⊗S M → Y ⊗S S
n). It follows from Proposition 3.9 that
tF (M) satisfies (H) and that the natural map M → tF (M)
IC(F ) constructed
above is bijective.
Conversely, if V ∈ RepHR (P )
fg then there is an embedding V IC(F ) →֒ Sn of
S-modules and the proof of Theorem 3.8 shows that inside Y n = Y ⊗S S
n
we have V ∼= R[P ] · V IC(F ) = im(Y ⊗S V
IC(F ) → Y ⊗S S
n) ∼= tF (V
IC(F )).
Now we treat the case P = P †F . By Proposition 1.7 (i) there is a natural
isomorphism X†F ⊗H†
F
(·) ∼= XF ⊗HF (·). Together with [5], I.2.9 Propo-
sition 10, this also gives Hom
H†
F
(X†F ,H
†
F )
∼= HomHF (XF ,HF ) ⊗HF H
†
F as
left HF -modules because XF is finitely generated over HF and H
†
F is free
over HF (cf. Proposition 1.5 (i)). We thus obtain a natural isomorphism
Hom
H†
F
(Hom
H†
F
(X†F ,H
†
F ), · )
∼= HomHF (HomHF (XF ,HF ), · ). Altogether,
up to isomorphism the diagram
RepHR (P
†
F )
tF //
res

Mod
H†
F
res

RepHR (PF )
tF // ModHF
commutes if the vertical arrows denote restriction of scalars. Therefore, the
case P = P †F follows from the case P = PF already treated.
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We continue to let P ∈ {PF , P
†
F }. If R → R
′ is a homomorphism of com-
mutative rings then we have the functor
R′ ⊗R (·) : Rep
∞
R (P )→ Rep
∞
R′(P ).
Under suitable flatness assumptions it preserves condition (H).
Lemma 3.13. (i) If the ring homomorphism R→ R′ is flat then the func-
tor R′ ⊗R (·) preserves condition (H).
(ii) Assume that R is a quasi-Frobenius ring. If V ∈ RepHR (P ) and if the
underlying R-module of V is finitely generated and projective then R′⊗RV ∈
RepHR′(P ).
Proof. As for (i), consider the isomorphism R′⊗R ind
PF
IC(F )
(R) ∼= ind
PF
IC(F )
(R′)
in Rep∞R′(PF ) and note that the functor R
′⊗R(·) commutes with direct sums,
images and filtered unions because R→ R′ is flat.
As for (ii), write V ∼= im(ϕ) with ϕ ∈ EndPF (X
n
F ) for some non-negative
integer n. The underlying R-module of V is injective because the ring R
is selfinjective (cf. [22], Theorem 15.1). Therefore, the injection V
ϕ
→֒ XnF
admits an R-linear section. This implies that R′⊗RV ∼= im(R
′⊗Rϕ) satisfies
condition (H).
Finally, let F ′ be a face of X with F ′ ⊆ F . Recall from (3) that we have
IF ′ ⊆ IF ⊆ PF ⊆ PF ′ in which IF is a normal subgroup of PF . Consequently,
we have the functors
Rep∞R (PF ′)
(·)IF
−→ Rep∞R (PF ) and Rep
∞
R (P
†
F ′)
(·)IF
−→ Rep∞R (P
†
F )
of IF -invariants. The non-trivial case of the following result is again due to
Cabanes who works over a field of characteristic p (cf. [12], Theorem 10).
We will sketch his proof in order to convince the reader that it works for
more general coefficients.
Proposition 3.14. Assume that R is a quasi-Frobenius ring. If F ′ and F
are faces of X with F ′ ⊆ F ⊆ C then the functors (·)IF : Rep∞R (PF ′) →
Rep∞R (PF ) and (·)
IF : Rep∞R (P
†
F ′)→ Rep
∞
R (P
†
F ) preserve condition (H).
Proof. By definition it suffices to treat the pair (PF ′ , PF ). Since the functor
(·)IF preserves filtered unions we only need to treat representations whose
underlying R-modules are finitely generated. By Proposition 1.7 (iii) we
have the isomorphism XIFF ′
∼= XF ⊗HF HF ′ of smooth PF -representations
and right HF ′-modules. Since HF ′ is free over HF (cf. Proposition 1.5 (iii)),
it follows that XIFF ′ satisfies condition (H). Given V ∈ Rep
H
R (PF ′) which is
finitely generated over R we can embed V into XnF ′ for some non-negative
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integer n and obtain a PF -equivariant embedding V
IF →֒ (XIFF ′ )
n. By Corol-
lary 3.11 (i) it remains to see that R[PF ] · V
I = V IF .
Note that R is artinian (cf. [22], Theorem 15.1) hence is a direct product of
local artinian rings. In any of the factors p is either invertible or nilpotent.
Thus, we may write R = R1×R2 such that p is invertible in R1 and nilpotent
in R2. For any R-module M this induces a decomposition M = M1 ×M2
such that the action of R on Mi factors through Ri. Since R1 and R2 are
both quasi-Frobenius (cf. [22], Corollary 3.11 B) we may assume that p is
invertible or nilpotent in R.
If p is invertible in R then the functor (·)IF : Rep∞R (PF ′)→ Rep
∞
R (PF ) is ex-
act by the usual averaging argument. Note that IF is a pro-p group. Choose
a PF ′-equivariant surjection X
n
F ′ → V . It gives rise to the PF -equivariant
surjection (XIFF ′ )
n → V IF in which (XIFF ′ )
n ∼= XnF ⊗HF HF ′ is generated by
its I-invariants over PF . Therefore, so is V .
If p is nilpotent in R we mimick the proof of [12], Theorem 10. All repre-
sentations we consider are representations of the finite split reductive group
H = PF ′/IF ′ ∼= [G˚F ′,k/Ru(G˚F ′,k)](k). Note that I ′/IF ′ is a Borel subgroup
of H with unipotent radical U = I/IF ′ . We denote by U the unipotent
radical of the Borel subgroup opposite to I ′/IF ′ . Denoting by J and J the
augmentation ideals of the group rings R[U ] and R[U ], respectively, we will
first show that
V = V U ⊕ J · V U .
Note that V U+J ·V U = R[U ] ·V U . Thus, in order to prove V = V U+J ·V U
it suffices to see that R[U ]·V U is H-stable because V = R[H]·V U by Lemma
3.5 (i). This is done as in [12], Lemma 7, which relies only on the structure
theory of the groupH and works over any coefficient ring. As a consequence,
we have
J · V = J · (V U + J · V U ) = J · V U .
In order to prove V U ∩ J · V U = 0 note that also the H-representation
V ∗ is generated by its U -invariants (cf. Lemma 3.5 (ii)) and hence that
V ∗ = R[U ] · (V ∗)U as for V . Since U and U are conjugate in H we obtain
V ∗ = R[U ] · (V ∗)U . For any R-submodule M of V ∗ we set
M⊥ = {v ∈ V | δ(v) = 0 for all δ ∈M}
and claim that 0 = (R[U ] · (V ∗)U )⊥ =
⋂
u∈U u · J · V
U . The left equality
comes from V ∗ = R[U ] · (V ∗)U and the fact that any finitely generated R-
module is reflexive (cf. [22], Theorem 15.11). That the right hand side is
contained in the intermediate term is a straightforward computation using
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that J =
∑
u∈U (1−u)R. Now v ∈ V
U∩J ·V U implies v ∈
⋂
u∈U u·J ·V
U = 0.
By abuse of notation we write PF = PF /IF ′ ⊆ H which is a parabolic
subgroup of H with unipotent radical UF = IF /IF ′ . We let PF denote the
parabolic subgroup of H opposite to PF , LF = PF ∩PF their Levi subgroup
and UF the unipotent radical of PF . Further, we set U(F ) = U ∩ LF ,
U (F ) = U ∩ LF and denote by JF , JF , J(F ) and J (F ) the augmentation
ideals of the group rings R[UF ], R[UF ], R[U(F )] and R[U (F )], respectively.
Since UF ⊆ U and since UF is normalized by U (F ) ⊆ PF we have
R[U (F )] · V
U ⊆ V UF .
Moreover, the decomposition U = UF · U (F ) implies
V = R[U ] · V U = R[UF ] ·R[U (F )] · V
U
= R[U (F )] · V
U + JF · R[U (F )] · V
U
⊆ R[U (F )] · V
U + JF · V
UF
whence V = R[U (F )] · V
U + JF · V
UF . Note that U(F ) ⊆ LF = PF ∩ PF
normalizes both UF and UF so that V
UF ∩ JF · V
UF ist U(F )-stable. Since
(V UF ∩ JF · V
UF )U(F ) ⊆ V UF ·U(F ) ∩ J · V = V U ∩ J · V U = 0
we get V UF ∩ JF · V
UF = 0 from the fact that U(F ) is a p-group and since p
is nilpotent in R (cf. Lemma 4.13). Now if v ∈ V UF ⊆ V then we can write
v = v′+ v′′ with v′ ∈ R[U (F )] ·V
U ⊆ V UF and v′′ ∈ JF ·V
UF , as seen above.
But then v′′ ∈ V UF ∩ JF · V
UF = 0 and v = v′ ∈ R[U (F )] · V
U . This shows
V UF = R[U (F )] · V
U .
3.2 Coefficient systems and pro-p Iwahori-Hecke modules
If F ∈ CoeffG(X ) then the oriented chain complex C
or
c (X(•),F) is a com-
plex of smooth R-linear G-representations and the corresponding complex
Corc (X(•),F)
I of I-invariants is a complex of H-modules. Let
M(F) = H0(C
or
c (X(•),F)
I)
denote its homology in degree zero so that we obtain the functor
(19) M(·) : CoeffG(X ) −→ ModH .
The purpose of this subsection is to show that if the ringR is quasi-Frobenius
then the functor M(·) yields an equivalence of additive categories when
restricted to a suitable full subcategory of CoeffG(X ).
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Definition 3.15. Let C denote the full subcategory of CoeffG(X ) consisting
of all objects F satisfying the following conditions:
(i) For any face F of X the smooth R-linear P †F -representation FF satisfies
condition (H) (cf. Definition 3.1 (ii)).
(ii) For any two faces F ′ and F of A such that F ′ ⊆ F and C(F ′) = C(F )
the restriction map tFF ′ of F
I ∈ Coeff(A ) is bijective (cf. §2.2).
Note that by Definition 3.15 (i) and Remark 3.2 any coefficient system F ∈ C
is automatically of level zero, i.e. C is a full subcategory of Coeff0G(X ). Fur-
ther, recall that if C(F ) = C(F ′) then tFF ′ : F
IC(F )
F → F
IC(F )
F ′ is obtained
from the restriction map rFF ′ of the coefficient system F by passage to the
invariants under IC(F ) (cf. §2.2).
As suggested by Theorem 2.7, the transitivity properties of the G-action on
X imply that it suffices to check the conditions of Definition 3.15 on the
closed chamber C.
Lemma 3.16. For an object F ∈ CoeffG(X ) the following are equivalent.
(i) F is an object of the category C.
(ii) For all faces F ′ and F of X with F ′ ⊆ F ⊆ C we have FF ∈ Rep
H
R (P
†
F )
and the transition map tFF ′ : F
I
F → F
I
F ′ is bijective.
Proof. Clearly, (i) implies (ii). Conversely, assume that F satisfies the con-
ditions in (ii). An arbitrary face of X is of the form gdF for some face
F ⊆ C, d ∈ D˜F and g ∈ I (cf. the proof of Lemma 1.2). Using the isomor-
phisms (14) and the isomorphism cgd,F : FF → FgdF it is straightforward
to see that FF ∈ Rep
H
R (P
†
F ) implies FgdF ∈ Rep
H
R (P
†
gdF ).
If F ′ and F are faces of A with F ′ ⊆ F and C(F ′) = C(F ) then there
is an element w ∈ Waff with wC = C(F ) (cf. [6], V.3.2, The´ore`me 1). In
the notation of Lemma 1.2 we have [F ′] = w−1F ′, [F ] = w−1F and may
consider the diagram
FI[F ]
cw,[F ]
//
t
[F ]
[F ′]

F
IC(F )
F
tF
F ′

FI[F ′] cw,[F ′]
// F
IC(F )
F ′
with bijective horizontal arrows. Note that since C(F ) = C(F ′) the verti-
cal maps are obtained from the restriction maps r
[F ]
[F ′] and r
F
F ′ by passage
to the invariants under I and IC(F ), respectively. Therefore, the diagram
commutes. It follows that together with t
[F ]
[F ′] also t
F
F ′ is bijective.
41
Remark 3.17. Assume that G = GL2(K) and that R is a field of character-
istic p. It follows from Lemma 3.16 that under the equivalence CoeffG(X ) ∼=
Diag(C) of Theorem 2.7 the category C corresponds to the full subcategory
of basic 0-diagrams (D1,D0, r) considered in [7], §9, for which D0 satis-
fies condition (H) as a representation of K0 = Px0 . Note that this implies
R[Px0 ] · r(D1) = D0 by Lemma 3.5 (i). The latter condition, as well as the
condition in Definition 3.15 (ii) is also satisfied by the coefficient systems
corresponding to the canonical diagrams of Hu (cf. [17]).
For trivial reasons, the fixed point system FV associated to a representation
V ∈ Rep∞R (G) (cf. Example 2.2) always satisfies condition (ii) of Definition
3.15. However, it does not always satisfy condition (i) even if R[G] ·V I = V .
If R is an algebraically closed field of characteristic p, for example, and if
G = GL2(Qp) then there is an irreducible G-representation V for which the
Px0-representation V
Ix0 is not generated by its I-invariants (cf. [28], Remark
3.2.3). By Lemma 3.5 (i) V Ix0 does not satisfy condition (H). On the other
hand, if V = X then FX ∈ C as follows from Proposition 1.5 (ii), Proposi-
tion 1.7 (ii) and Lemma 3.16 (i).
Still, there is a rather strong connection between the objects of C and suitable
fixed point systems. In order to explain this, assume that R is a quasi-
Frobenius ring and let F ∈ CoeffG(X ). Once the Px-representation Fx
satisfies condition (H) for all vertices x ∈ X0, we have F ∈ C if and only
if locally around x the system F is isomorphic to a fixed point sheaf in the
sense of Ronan-Smith (cf. [32], page 322). More precisely, recall that the
star St(x) of x is the union of all faces of X containing x in their closure.
It is an open neighborhood of x in X with a simplicial action of the group
Px. In particular, we have the category CoeffPx(St(x)) of Px-equivariant
coefficient systems on St(x) at our disposal. Given a representation Vx ∈
Rep∞R (Px), for example, the family FVx = (V
IF
x )F⊆St(x) is naturally an object
of CoeffPx(St(x)). Note that by (3) we have PF ⊆ Px for any face F ⊆ St(x).
Proposition 3.18. Assume that R is a quasi-Frobenius ring. For any object
F ∈ CoeffG(X ) the following are equivalent.
(i) F is an object of the category C.
(ii) For every vertex x ∈ X0 there is a representation Vx ∈ Rep
H
R (Px) and
an isomorphism F|St(x) ∼= FVx in CoeffPx(St(x)).
(iii) For every vertex x ∈ C there is a representation Vx ∈ Rep
H
R (Px) and
an isomorphism F|St(x) ∼= FVx in CoeffPx(St(x)).
Proof. Assume that F ∈ C, let x be a vertex of X and set D = C(x). Let
F be a face of X with x ∈ F ⊆ D. Note that in this situation we have
C(F ) = D by the uniqueness assertion in Lemma 1.3. We claim that the
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restriction map rFx : FF → Fx is injective with image F
IF
x . Since FF satisfies
condition (H), the action of IF on FF is trivial (cf. Remark 3.2). Since r
F
x is
PF -equivariant, its image is contained in F
IF
x . The PF -representation F
IF
x
satisfies condition (H) by Proposition 3.14. By Corollary 3.11 (iii) it suffices
to see that rFx is bijective on ID-invariants. Choosing g ∈ I with gD ⊆ A
(cf. the proof of Lemma 1.2) the diagram
FIDF
cg,F
//
rFx

F
IgD
gF
rgFgx

FIDx cg,x
// F
IgD
gx
is commutative with bijective horizontal arrows. Note that C(gx) = gD =
C(gF ) by Lemma 1.3 so that the right vertical arrow is equal to the restric-
tion map tgFgx of the coefficient system FI on A . Since this is bijective (cf.
Definition 3.15 (ii)) so is the vertical arrow on the left.
If F ′ is an arbitrary face of X with F ′ ⊆ St(x) then there are elements
h, h′ ∈ Gaff with h
′C(F ′) = C = hD (cf. Lemma 1.2). This implies hx, h′x ∈
C and hence hx = h′x by the uniqueness assertion in Lemma 1.2. Thus,
γ = h−1h′ ∈ Gaff ∩ P
†
x = Px (cf. [28], Lemma 4.10) with x = γx ∈ γF
′
⊆
γC(F ′) = D = C(x). As a consequence, the uniqueness assertion of Lemma
1.3 gives C(γF ′) = C(γx) = C(x) = D. The commutativity of the diagram
FF ′
cγ,F ′
//
rF
′
x

FγF ′
rγF
′
x

Fx γ
// Fx
and the above arguments show that rF
′
x is injective with image F
IF ′
x . Setting
Vx = Fx ∈ Rep
H
R (Px) the family (r
F
x )F⊆St(x) : F|St(x) → FVx is an isomor-
phism in CoeffPx(St(x)).
Trivially, (ii) implies (iii). Thus, it remains to show that any coefficient
system F ∈ CoeffG satisfying (iii) is an object of the category C. If F
′ and
F are faces of X with F ′ ⊆ F ⊆ C choose an arbitrary vertex x ∈ F ′. By
assumption, FF ∼= F
IF
Vx
satisfies condition (H) as a representation of PF (cf.
Proposition 3.14) and hence of P †F . Moreover, the transition map t
F
F ′ may
be identified with the identity map on V Ix , hence is bijective. It follows from
Lemma 3.16 that F ∈ C.
Remark 3.19. Let F ∈ CoeffG(X ). We point out that the Ronan-Smith
sheaves F|St(x) ∼= FVx with x ∈ C do not necessarily determine F as an
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object of CoeffG(X ). In fact, they only capture the actions of the parahoric
subgroups PF with F ⊆ C. However, in order to spread out a coefficient
system on C to all of X in a G-equivariant way, one needs compatible
actions of the stabilizer groups P †F (cf. Definition 2.5 and Theorem 2.7).
Theorem 3.20. If R is a quasi-Frobenius ring then the functor M(·) : C →
ModH is an equivalence of additive categories.
Proof. Recall that we set X = indGI (R) ∈ Rep
∞
R (G) and denote by FX =
(XIF )F ∈ CoeffG(X ) the corresponding fixed point system (cf. Example
2.2). Since the G-representation X carries a commuting right H-module
structure FX is aG-equivariant coefficient system of rightH-modules. Given
M ∈ ModH we set FX ⊗H M = (X
IF ⊗H M)F and obtain the functor
(M 7→ FX ⊗H M) : ModH −→ CoeffG(X ).
In order to prove the essential surjectivity we choose an embeddingM →֒ E
of M into an injective H-module E and set
F(M) = im(FX ⊗H M −→ FX ⊗H E) ∈ CoeffG(X ).
Let us first show that F(M) ∈ C by checking the conditions in Lemma
3.16 (ii). If F is a face of X with F ⊆ C then there is an isomorphism
XIF ⊗H M ∼= X
†
F ⊗H†
F
M in Rep∞R (P
†
F ) (cf. Proposition 1.7 (ii)). Since H
is free over H†F (cf. Proposition 1.5 (ii)) E is an injective H
†
F -module via
restriction of scalars (cf. [22], Corollary 3.6A). Therefore,
F(M)F ∼= im(X
†
F ⊗H†
F
M −→ X†F ⊗H†
F
E)
is an object of RepHR (P
†
F ) and the natural map M → F(M)
I
F is an isomor-
phism of H†F -modules (cf. Theorem 3.10 (i)). If F
′ ⊆ F with C(F ′) = C(F )
then the commutativity of the diagram
M
idM

∼= // F(M)IF
tF
F ′

M ∼=
// F(M)IF ′
implies that tFF ′ is bijective. Thus, F(M) ∈ C as claimed. Further, by
Proposition 2.9 we have the commutative diagram
M
idM

∼= // F(M)IC
tC
F

ιC //M(F(M))
idM(F(M))

M ∼=
// F(M)IF ιF
//M(F(M))
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in which all arrows are bijective and the lower horizontal arrows are H†F -
linear. It follows that the upper horizontal mapM →M(F(M)) is bijective
and H†F -linear for all faces F ⊆ C. Since the subalgebras H
†
F of H with
F ⊆ C generate H (cf. Lemma 1.4) the map M →M(F(M)) is an isomor-
phism of H-modules. This proves the essential surjectivity of M(·).
To prove that M(·) is fully faithful let F ,G ∈ C and f ∈ HomC(F ,G) =
HomCoeffG(X )(F ,G). If F is a face of X with F ⊆ C we have the commu-
tative diagram
FIF
ιF //
fIF

M(F)
M(f)

GIF ιF
//M(G)
of H†F -modules in which the horizontal arrows are bijective (cf. Proposition
2.9 (ii)). Thus, M(f) = 0 implies f IF = 0. Since both P
†
F -representations
FF and GF satisfy condition (H) we have fF = 0 by Proposition 3.5 (i) and
then f = 0 by Theorem 2.7.
If g ∈ HomH(M(F),M(G)) and if F ⊆ C we define gF = ι
−1
F ◦ g ◦ ιF ∈
Hom
H†
F
(FIF ,G
I
F ). By Theorem 3.10 (ii) there is a homomorphism fF : FF →
GF of P
†
F -representations such that f
I
F = gF . Let F
′ be a face of X with
F ′ ⊆ F and denote by rFF ′ : FF → FF ′ and s
F
F ′ : GF → GF ′ the corresponding
restriction maps of F and G, respectively. We claim that fF ′ ◦r
F
F ′ = s
F
F ′ ◦fF .
By (3) and Remark 3.2 the maps rFF ′ and s
F
F ′ take values in F
IF
F ′ and G
IF
F ′ ,
respectively. Thus, we need to prove that the diagram
FF
fF //
rF
F ′

GF
sF
F ′

FIFF ′ fF ′
// GIFF ′
is commutative. Since PF ⊆ PF ′ by (3) the latter may be viewed as a
diagram in RepHR (PF ) (cf. Proposition 3.14). By Corollary 3.11 (iii) the
commutativity can be checked on I-invariants where it holds by construc-
tion and because of Proposition 2.9 (iii).
Finally, given g ∈ P †C we claim that the diagram
FF
fF //
cg,F

GF
cg,F

FgF
fgF
// GgF
45
is commutative. Since I ⊆ P †F ∩ P
†
gF both fF and fgF are I-equivariant.
Therefore, the decomposition (6) of P †C and the properties of the G-actions
on F and G allow us to assume g = ω ∈ NG(T ) ∩ P
†
C such that the image
of ω in W˜ lies in Ω˜. We endow the P †ωF -representations FωF and GωF with
an action of P †F through conjugation with ω. Then the above diagram may
again be viewed as a diagram in RepHR (P
†
F ) because of the isomorphisms
(14). Note that Ω˜ ⊆ D˜F by Remark 1.1. By Corollary 3.11 (iii) it suffices
to prove the commutativity after passage to the I-invariants where it fol-
lows from (17), the H-linearity of g, as well as from f IF = ι
−1
F ◦ g ◦ ιF and
f IωF = ι
−1
ωF ◦ g ◦ ιωF .
Altogether, we have shown that the family (fF )F⊆C : res(F) → res(G) is
a homomorphism of diagrams. By Proposition 2.7 it extends to a homo-
morphism f ∈ HomCoeffG(X )(F ,G). Choosing an arbitrary face F of X
contained in C we have M(f) = ιF ◦ f
I
F ◦ ι
−1
F = g by construction.
For any H-module M it follows that up to isomorphism the coefficient sys-
tem F(M) ∈ C constructed in the proof of Theorem 3.20 does not depend
on the choice of the embedding M →֒ E into an injective H-module E. Of
course, this can easily be proved directly. What is more, since M(·) is an
equivalence and sinceM(F(M)) ∼=M by the proof of Theorem 3.20 such an
isomorphism is unique and the assignmentM 7→ F(M) is a functor which is
quasi-inverse to M(·). Once again a presumably more natural construction
of a quasi-inverse can be given by making use of an idea of [29], §1.2.
Let M ∈ ModH and let F be an arbitrary face of X . As in §3.1 the action
of P †F on X
IF makes XIF ⊗H M and HomH(HomH(X
IF ,H),M) objects of
Rep∞R (P
†
F ). Moreover, there is a unique homomorphism
τM,F : X
IF ⊗H M −→ HomH(HomH(X
IF ,H),M)
of smooth R-linear P †F -representations sending x⊗m to the H-linear map
(ϕ 7→ ϕ(x) · m). We denote by tF (M) = im(τM,F ) its image and obtain
the functor (M 7→ tF (M)) : ModH → Rep
∞
R (P
†
F ). Varying F the family
F(M) = (tF (M))F is a G-equivariant coefficient system on X because of
the G-action on X. We thus obtain the functor
F(·) = (tF (·))F : ModH → CoeffG(X ).
Theorem 3.21. Assume that R is a quasi-Frobenius ring. The functor
F(·) : ModH → CoeffG(X ) takes values in the category C and is quasi-
inverse to the equivalence M(·) : C → ModH of Theorem 3.20.
Proof. Let F be a face of X with F ⊆ C. By Proposition 1.7 (ii) there is an
isomorphismXIF⊗HM ∼= X
†
F⊗H†
F
M of smoothR-linear P †F -representations.
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Further, by Proposition 1.7 (i) and (ii), and by [5], I.2.9 Proposition 10, we
have
HomH(X
IF ,H) ∼= HomHF (XF ,H)
∼= H ⊗HF HomHF (XF ,HF )
∼= H ⊗H†
F
H†F ⊗HF HomHF (XF ,HF )
∼= H ⊗H†
F
Hom
H†
F
(X†F ,H
†
F )
as left H-modules because XF is finitely generated over HF and H is free
over H†F and HF (cf. Proposition 1.5 (ii)). Consequently, there is a commu-
tative diagram
XIF ⊗H M
τM,F
//
∼=

HomH(HomH(X
IF ,H),M)
∼=

X†F ⊗H†
F
M τM,F
// Hom
H†
F
(Hom
H†
F
(X†F ,H
†
F ),M)
in which the vertical arrows are isomorphisms and the lower horizontal arrow
was introduced in §3.1. Actually, it turns out now that giving the same
name to both horizontal arrows was only a minor abuse of notation. By
Theorem 3.10 (i) we have F(M)F = tF (M) ∈ Rep
H
R (P
†
F ) and the natural
map M → tF (M)
I is an isomorphism of H†F -modules. From this point on
one can simply copy the proof of Theorem 3.20 to see that F(M) ∈ C and
that F(·) is quasi-inverse to M(·).
Finally, let us recall the construction of [29], §1.2, which we have alluded
to already twice. Given M ∈ ModH the G-action on X induces G-actions
on X ⊗H M and HomH(HomH(X,H),M). Moreover, there is a unique
homomorphism
τM : X ⊗H M −→ HomH(HomH(X,H),M)
of R-linear G-representations sending x ⊗ m to the homomorphism of H-
modules (ϕ 7→ ϕ(x) ·m). We denote by t(M) = im(τM ) its image and obtain
the functor
t = (M 7→ t(M)) : ModH → Rep
∞
R (G).
Note that t(M) naturally is a quotient of X ⊗H M so that the G-action is
smooth. If F is a face of X then the (P †F ,H)-equivariant inclusion X
IF ⊆
X induces a homomorphism HomH(X,H) → HomH(X
IF ,H) of left H-
modules and a commutative diagram
XIF ⊗H M
τM,F
//

HomH(HomH(X
IF ,H),M)

X ⊗H M τM
// HomH(HomH(X,H),M)
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of R-linear P †F -representations. This in turn gives rise to a homomorphism
tF (M) → t(M) in Rep
∞
R (P
†
F ). Since the action of IF on tF (M) is trivial,
it factors through the inclusion tF (M)→ t(M)
IF →֒ t(M). Letting F vary,
one obtains homomorphisms
(20) FX ⊗H M ։ F(M) −→ Ft(M) −→ Kt(M)
of G-equivariant coefficient systems on X where Ft(M) and Kt(M) denote
the fixed point system and the constant coefficient system associated with
the smooth G-representation t(M), respectively (cf. Examples 2.1 and 2.2).
Passing to the homology in degree zero we obtain the following result.
Proposition 3.22. For any M ∈ ModH there are surjective homomor-
phisms
X ⊗H M ։ H0(X ,F(M))։ t(M)
of smooth R-linear G-representations which are functorial in M .
Proof. By [37], Theorem II.3.1, and [28], Remark 3.2.1, there is an iso-
morphism H0(X ,FX) ∼= X whence H0(X ,FX ⊗H M) ∼= X ⊗H M if M
is free over H. The right exactness of the functor H0(X , ·) then implies
H0(X ,FX ⊗H M) ∼= X ⊗H M for any M ∈ ModH . On the other hand,
H0(X ,Kt(M)) ∼= t(M) because X is contractible. Altogether, applying
H0(X , ·) to (20) yields homomorphisms
X ⊗H M → H0(X ,F(M))→ t(M)
in Rep∞R (G) the left one of which is surjective by the right exactness of
H0(X , ·). Unwinding definitions, the composition turns out to be τM , hence
is surjective, too. Thus, also the right homomorphism is surjective.
Remark 3.23. If R is a field of characteristic zero then we shall see in Theo-
rem 4.8 that all comparison morphisms in (21) and (22) are isomorphisms. If
p is nilpotent in R then the comparison homomorphism FX ⊗HM → F(M)
is bijective only in exceptional cases (cf. Theorem 4.16). In any case, the
precise relation to t(M) remains unclear.
If V ∈ Rep∞R (G) and if M ∈ ModH then there are natural homomorphisms
of G-equivariant coefficient systems
(21) FX ⊗H V
I −→ FV and FX ⊗H M → F(M)
on X the second one of which is part of the construction of the functor
F(·). In order to construct the first one consider the G-equivariant map
X ⊗H V
I → V sending f ⊗ v to
∑
g∈G/I f(g)gv. For any face F of X it
induces a P †F -equivariant map X
IF ⊗H V
I → (X ⊗H V
I)IF → V IF . Letting
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F vary, the family of these is the required homomorphism FX⊗H V
I → FV .
Note that via the construction in §2.2 these in turn induce homomorphisms
FIX ⊗H V
I // (FX ⊗H V
I)I // FIV and
FIX ⊗H M
// (FX ⊗H M)
I // F(M)I
of coefficient systems of R-modules on A .
Proposition 3.24. Assume that R is a quasi-Frobenius ring. If V ∈
Rep∞R (G) and if M ∈ ModH then the homomorphisms F
I
X ⊗H V
I → FIV
and FIX ⊗H M → F(M)
I in Coeff(A ) are isomorphisms.
Proof. For the first homomorphism this is shown in [28], Proposition 6.3, but
the proof also works in the second case. Since we are working over general
coefficients let us quickly recall the argument. By conjugation as in (13) and
since the homomorphisms are induced by homomorphisms of G-equivariant
coefficient systems it suffices to prove that the maps (FIX⊗HV
I)F −→ (F
I
V )F
and (FIX ⊗HM)F −→ F(M)
I
F are isomorphisms for any face F ⊆ C. In the
first case, this is the isomorphism H ⊗H V
I → V I . In the second case this
is the natural map H ⊗H M ∼= M → tF (M)
I = F(M)IF which was shown
to be bijective in Theorem 3.12.
Remark 3.25. If M ∈ ModH then Proposition 2.8 and Proposition 3.24
give isomorphisms of complexes
Corc (X(•),F(M))
I ∼= Corc (A(•),F(M)
I) ∼= Corc (A(•),F
I
X ⊗H M)
∼= Corc (A(•),F
I
X)⊗H M
∼= Cc(X(•),FX)
I ⊗H M.
If R is a field then this is the Gorenstein projective resolution of M con-
structed in [28], §6.
Given a representation V ∈ Rep∞R (G) we have the G-equivariant coefficient
systems FV and F(V
I) on X . As seen above, they are linked through
natural homomorphisms
(22) F(V I) FX ⊗H V
I //oo FV .
Corollary 3.26. If V ∈ Rep∞R (G) then there is an isomorphism
F(V I)I ∼= FIV
in Coeff(A ) which is natural in V .
Proof. As seen above, the homomorphisms (22) induce a diagram
FIX ⊗H V
I
 %%▲
▲▲
▲▲
▲▲
▲▲
▲▲
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
F(V I)I (FX ⊗H V
I)I //oo FIV .
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in Coeff(A ) which is natural in V . Since the oblique arrows are isomor-
phisms (cf. Proposition 3.24) the claim follows.
4 Applications to representation theory
4.1 Homology in degree zero
Consider the 0-th homology functor H0(X , ·) : CoeffG(X ) −→ Rep
∞
R (G)
introduced in §2.1.
Definition 4.1. Let RepCR(G) be the full subcategory of Rep
∞
R (G) consisting
of all objects which are isomorphic to a representation of the form H0(X ,F)
for some object F ∈ C (cf. Definition 3.15).
Recall also that we have the functor (·)I : Rep∞R (G) −→ ModH . The aim
of this subsection is to study its behavior on the full subcategory RepCR(G).
The most complete results will be obtained in the case that p is invertible
in R or that R is even a field of characteristic zero. If p is nilpotent in R we
will discuss the case of semisimple rank one at the end of this section.
Theorem 4.2. Assume that R is a quasi-Frobenius ring. If p is invertible in
R then the functor (·)I : RepCR(G) → ModH is an equivalence of categories
with quasi-inverse H0(X ,F(·)) : ModH → Rep
C
R(G).
Proof. Since p is invertible in R and since I is a pro-p group the functor
(·)I : Rep∞R (G) → ModH is exact by the usual averaging argument. Given
M ∈ ModH we therefore have a natural isomorphism of H-modules
H0(X ,F(M))
I = (H0(C
or
c (X(•),F(M))))
I
∼= H0(C
or
c (X(•),F(M))
I)
= M(F(M)) ∼=M
by Theorem 3.21. In order to show that also the other composition is iso-
morphic to the identity functor we may start with a representation of the
form V = H0(X ,F) for some object F ∈ C. As above, the exactness of (·)
I
implies that there is a natural isomorphism V I ∼= M(F) of H-modules and
thus a natural isomorphism
H0(X ,F(V
I)) ∼= H0(X ,F(M(F))) ∼= H0(X ,F) = V
in RepCR(G) by Theorem 3.21 again.
Corollary 4.3. If R is a quasi-Frobenius ring in which p is invertible then
the functor H0(X , ·) : C → Rep
C
R(G) is an equivalence of categories.
Proof. As seen above, the functors H0(X , ·)
I = (·)I ◦ H0(X , ·) and M(·)
from C to ModH are isomorphic. Therefore, the corollary is a consequence
of Theorem 3.20 and Theorem 4.2.
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Of course, there is a much more direct way to realize ModH as a full sub-
category of Rep∞R (G) if p is invertible in R. If J is an open pro-p subgroup
of G and if V ∈ Rep∞R (G) then we have the R-linear endomorphism
eJ : V −→ V, v 7→ (J : Jv)
−1
∑
g∈J/Jv
gv,
of V where Jv denotes the centralizer of v in J . Note that (J : Jv) is a power
of p hence is invertible in R. Clearly, eJ is idempotent and equivariant for
the action of the normalizer of J in G. It gives rise to the decomposition
V = im(eJ) ⊕ ker(eJ ) of R-modules with im(eJ ) = V
J . By definition eJ
commutes with any J-equivariant endomorphism of the R-module V .
We shall denote by RepIR(G) the full subcategory of Rep
∞
R (G) consisting
of all representations V which are generated by their I-invariants, i.e. for
which R[G] · V I = V .
Lemma 4.4. Assume that p is invertible in R. If M ∈ ModH then the
natural map M → (X⊗HM)
I is an isomorphism of H-modules. The functor
X ⊗H (·) : ModH → Rep
I
R(G) is fully faithful.
Proof. Denote by 1 ∈ H the unit element of H viewed as an I-invariant
element of X. If y =
∑
j xj ⊗mj ∈ X ⊗HM is I-invariant then y = eI(y) =∑
j eI(xj) ⊗mj = 1 ⊗ (
∑
j eI(xj)mj) lies in the image of M → X ⊗H M .
Since X = H ⊕ ker(eI) is a decomposition of right H-modules this map is
also injective, proving the first assertion.
Note that the G-representation X⊗HM is generated byM whence the map
HomG(X ⊗H M,X ⊗H N) → HomH((X ⊗H M)
I , (X ⊗H N)
I) is injective
for all N ∈ ModH . By what we have just proved its composition with the
map HomH(M,N) → HomG(X ⊗H M,X ⊗H N) is bijective. This implies
the second assertion.
In fact, RepCR(G) is always a full subcategory of Rep
I
R(G) without any as-
sumptions on R.
Proposition 4.5. If F ∈ CoeffG(X ) such that FF ∈ Rep
∞
R (P
†
F ) is gen-
erated by its IC(F )-invariants for all faces F of X then the oriented chain
complex Corc (X(•),F) consists of objects of Rep
I
R(G). In particular, the G-
representation H0(X ,F) is generated by its I-invariants and Rep
C
R(G) is a
full subcategory of RepIR(G).
Proof. For any 0 ≤ i ≤ d there is an isomorphism of G-representations
(23) Corc (X(i),F)
∼=
⊕
F
indG
P †
F
(εF ⊗R FF )
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where F runs through a set of representatives of the finitely manyG-orbits in
Xi and the character εF : P
†
F → {±1} describes how P
†
F changes any given
orientation of F . By Lemma 1.2 we may assume the corresponding faces F to
be contained in C. Now the G-representation indG
P †
F
(εF ⊗RFF ) is generated
by the P †F -subrepresentation εF ⊗RFF . Moreover, (εF ⊗RFF )
I = εF ⊗RF
I
F
by [28], Lemma 3.1, which generates εF ⊗R FF over P
†
F by assumption.
This proves the first assertion. The second assertion follows from the fact
that the category RepIR(G) is closed under quotients in Rep
∞
R (G). The final
assertion then follows from Lemma 3.5 (i).
IfR is a field of characteristic zero then the categories RepCR(G) and Rep
I
R(G)
coincide and the equivalences in §3.2 admit more classical descriptions. Some
of this relies on the following fundamental theorem of Bernstein (cf. [3],
Corollaire 3.9). Since we could not find an explicit reference pertaining
to the pro-p Iwahori group I we will give a quick argument reducing the
statement to a known case of Bernstein’s theorem.
Theorem 4.6 (Bernstein). Assume that R is a field of characteristic zero.
As a full subcategory of Rep∞R (G) the category Rep
I
R(G) is stable under
subquotients. The functors
RepIR(G)
(·)I
//
ModH
X⊗H (·)
oo
are mutually quasi-inverse equivalences of abelian categories. In particular,
the right H-module X is flat.
Proof. Let V be an object of RepIR(G) and let U ⊆ V be a G-subrepresen-
tation. We claim that the natural map X ⊗H U
I → U is bijective. To
see this, we may assume that the field R is uncountable and algebraically
closed. Recall that we fixed the special vertex x0 ∈ C and that Ix0 ⊆ I.
By [3], Corollaire 3.9, the full subcategory of Rep∞R (G) generated by their
Ix0-invariants is stable under subquotients (cf. the reasoning in [3], page 29,
or [37], Theorem I.3). Note that from [3], §1.8 onwards, Bernstein works
over the complex numbers. However, his arguments are valid for any un-
countable and algebraically closed field of characteristic zero.
Since X ⊗H U
I and V are generated by their I-invariants they are also gen-
erated by their Ix0-invariants. By Bernstein’s result, so is U . In order to
see that the natural map X ⊗H U
I → U is injective, it suffices to check
this after passage to Ix0-invariants because the kernel of this map is also
generated by its Ix0-invariants. As in the proof of Lemma 4.4 the decom-
position X = XIx0 ⊕ ker(eIx0 ) of right H-modules gives (X ⊗H U
I)Ix0 =
XIx0 ⊗H U
I . Using Proposition 1.7 (ii) we need to see that the natural
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map Xx0 ⊗Hx0 U
I → U Ix0 is injective. Since the category RepR(Px0/Ix0)
is semisimple its kernel W is a quotient of Xx0 ⊗Hx0 U
I hence is generated
by its I-invariants. However, the map U I = (Xx0 ⊗Hx0 U
I)I → U I is the
identity whence W I = 0 and W = 0.
In order to see that the natural map X ⊗H U
I → U is surjective, consider
the commutative diagram
X ⊗H U
I

// X ⊗H V
I

// X ⊗H (V/U)
I

// 0
0 // U // V // V/U // 0
in which all vertical arrows are injective by our above reasoning. Moreover,
the lower row is exact by definition and the upper row is exact because of
the exactness of the functor (·)I in characteristic zero. The middle and the
right vertical arrow are surjective because V and its quotient V/U are ob-
jects of the category RepIR(G). By the snake lemma, the left vertical arrow
is surjective, too.
This proves that RepIR(G) is a full subcategory of Rep
∞
R (G) which is stable
under subquotients and hence is abelian. That the two functors are quasi-
inverse to each other follows from our above reasoning and Lemma 4.4. If
g : M → N is an injective homomorphism of H-modules then the kernel of
the induced map f : X ⊗H M → X ⊗H N is generated by its I-invariants.
However, ker(f)I = ker(f I) ∼= ker(g) = 0. Thus, X ⊗H M → X ⊗H N is
injective and the right H-module X is flat.
Recall that for any field R an object V ∈ Rep∞R (G) is called admissible if the
R-subspace V J of J-invariants is finite dimensional for any open subgroup
J of G.
Corollary 4.7. Assume that R is a field of characteristic zero. For any
object V ∈ RepIR(G) the following statements are equivalent.
(i) V is admissible.
(ii) V is of finite length.
(iii) The H-module V I is of finite length.
(iv) The H-module V I is finite dimensional over R.
Proof. This follows directly from Theorem 4.6 together with the fact that
an H-module is of finite length if and only if it is of finite R-dimension (cf.
[28], Lemma 6.9)
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If R is a field of characteristic zero then the functor F(·) can be reinterpreted
as follows. Note that this does not rely on Bernstein’s Theorem 4.6.
Theorem 4.8. Assume that R is a field of characteristic zero.
(i) There is an isomorphism F(·) ∼= FX ⊗H (·) : ModH → CoeffG(X ).
(ii) There is an isomorphism H0(X ,F(·)) ∼= X⊗H (·) : ModH → Rep
I
R(G).
(iii) There is an isomorphism F((·)I) ∼= F(·) : Rep
I
R(G)→ CoeffG(X ).
Proof. As for (i), let M ∈ ModH and let F be a face of X contained in C.
As in the proof of Theorem 3.21 one constructs a commutative diagram
XIF ⊗H M
τM,F
//
∼=

HomH(HomH(X
IF ,H),M)
∼=

XF ⊗HF M τM,F
// HomHF (HomHF (XF ,HF ),M)
by making use of Proposition 1.7 (ii). We claim that τM,F is injective and
need to prove this for its lower version only. The decomposition XF =
HF ⊕ ker(eI) of right HF -modules shows that τM,F induces a bijection on
I-invariants. Since the category RepR(PF /IF ) is semisimple, the kernel of
τM,F is a quotient of XF ⊗HF M and hence is generated by its I-invariants.
Thus, ker(τM,F ) = 0 as claimed. Together with Proposition 2.7 it follows
that the comparison homomorphism FX⊗HM → F(M) in (21) is a natural
isomorphism. This proves (i). As seen in the proof of Proposition 3.22 one
obtains (ii) by passing to the homology in degree zero.
Now let V ∈ RepIR(G) and consider the fixed point system FV ∈ CoeffG(X ).
We continue to assume that F is a face of X with F ⊆ C. The natural
surjection X ⊗H V
I → V induces a surjection (X ⊗H V
I)IF → V IF because
p is invertible in R. Using Proposition 1.7 (ii) and the H-equivariant de-
composition X = XIF ⊕ker(eIF ) this map can be identified with the natural
map
XF ⊗HF V
I ∼= XIF ⊗H V
I ∼= (X ⊗H V
I)IF −→ V IF .
As before, it induces an isomorphism on I-invariants and hence is bijective
because the category RepR(PF /IF ) is semisimple. Since X
IF ⊗H V
I → V IF
is the term at F of the comparison homomorphism FX⊗H V
I → FV in (22)
it follows from Proposition 2.7 that the latter is an isomorphism.
As a consequence, we can finally clarify the relation between the categories
RepCR(G) and Rep
I
R(G). Moreover, we can reprove a special case of Schnei-
der’s and Stuhler’s theorem concerning the exactness of oriented chain com-
plexes of fixed point systems on X (cf. [37], Theorem II.3.1). We note that
the strategy of our proof is due to Broussous who treated the analogous case
of the Iwahori subgroup I ′ of G (cf. [8], §4).
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Corollary 4.9. Assume that R is a field of characteristic zero.
(i) The categories RepCR(G) and Rep
I
R(G) coincide.
(ii) For any representation V ∈ RepIR(G) the augmented oriented chain
complex 0→ Corc (X(•),FV )→ V → 0 is exact.
Proof. Let V ∈ RepIR(G). By Theorem 4.6 and Theorem 4.8 (ii) we have
V ∼= X⊗H V
I ∼= H0(X ,F(V
I)) which is an object of RepCR(G) by Theorem
3.21. Using Proposition 4.5 this proves (i).
As for (ii), the exactness in degrees −1 and 0 follows from H0(X ,FV ) ∼=
X ⊗H V
I ∼= V (cf. Theorem 4.6 and Theorem 4.8). Since the functor (·)I is
exact Proposition 2.9 (i) implies that the higher homology groups of the aug-
mented oriented chain complex of FV have trivial I-invariants. Since these
homology groups are objects of RepIR(G) (cf. Proposition 4.5 and Theorem
4.6) it follows from Theorem 4.6 that the homology groups are trivial.
We would also like to point out that if R is a field of characteristic zero then
the equivalence in Theorem 4.6 can be used to reinterprete the Zelevinski
involution on RepIR(G) and to reprove its major properties. Given a smooth
R-linear left (resp. right) G-representation V and a non-negative integer i
we consider the R-linear right (resp. left) G-representation
E i(V ) = ExtiRep∞R (G)
(V, C∞c (G,R)).
Here C∞c (G,R) denotes the R-module of compactly supported maps G→ R
endowed with its G-actions by left and right translation. In order to simplify
the formulation of the following statements we identify the categories of left
and right G-representations through the anti-automorphism g 7→ g−1 of G.
Lemma 4.10. Assume that R is a field of characteristic zero. If V ∈
RepIR(G) admits a central character or if G is semisimple then E
i(V ) is the
i-th homology group of the complex
(24) HomG(C
or
c (X(•),FV ), C
∞
c (G,R)).
If V is admissible then this is a complex in RepIR(G). In this case E
i(V ) is
an object of RepIR(G) for any i ≥ 0.
Proof. The augmented oriented chain complex of FV is a resolution of V
by Corollary 4.9 (ii). If V admits a central character then it consists of
projective objects of the category Rep∞R (G) (cf. [37], Proposition II.2.2). If
G is semisimple then this is true more generally because of (23) and by
Frobenius reciprocity. Note that if G is semisimple then the groups P †F are
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compact and the categories are Rep∞R (P
†
F ) semisimple. Therefore, (24) com-
putes E•(V ).
If V is admissible then (23) implies that the oriented chain complex of FV
consists of finitely generated G-representations. Therefore, the G-action on
(24) is smooth. More precisely, for any term in the decomposition (23) there
are G-equivariant isomorphisms
HomG(ind
G
P †
F
(εF ⊗R V
IF ), C∞c (G,R)) ∼= HomP †
F
(εF ⊗R V
IF , C∞c (IF \G,R))
∼= [indGIF (R)⊗ (εF ⊗R V
IF )∗]P
†
F
∼= indGP †
F
((εF ⊗R V
IF )∗).
As seen in the proof of Proposition 4.8 the P †F -representation V
IF is gener-
ated by its I-invariants and so is (V IF )∗ by Lemma 3.5 (iii). Moreover, εF
is trivial on I by [28], Lemma 3.1. Therefore, (24) is a complex in RepIR(G).
It follows from Theorem 4.6 that so are its homology groups.
The following proof of the Zelevinski conjecture for RepIR(G) makes essential
use of results of Ollivier and Schneider concerning the homological properties
of the pro-p Iwahori-Hecke algebra H (cf. [28], §6). In this case we can
avoid the more sophisticated methods employed by Schneider and Stuhler
(cf. [37], §III.3). We denote by RepIR(G)
adm the full subcategory of Rep∞R (G)
consisting of admissible representations generated by their I-invariants.
Theorem 4.11. Assume that R is a field of characteristic zero and that G
is semisimple. If V ∈ RepIR(G)
adm then E i(V ) = 0 unless i = d. Moreover,
Ed(V ) ∈ RepIR(G)
adm. The functor Ed : RepIR(G)
adm → RepIR(G)
adm is an
anti-involution of categories. In particular, it preserves irreducible objects.
Proof. For any object W ∈ RepIR(G) the isomorphism W
∼= X ⊗H W
I of
Theorem 4.6 induces an isomorphism
HomG(W, C
∞
c (G,R))
∼= HomG(X ⊗H W
I , C∞c (G,R))
∼= HomH(W
I ,HomG(X, C
∞
c (G,R)))
∼= HomH(W
I , C∞c (I\G,R))
of right G-representations. Note once more that C∞c (I\G,R) = H ⊕ ker(eI)
whence passage to the I-invariants yields an isomorphism of rightH-modules
HomG(W, C
∞
c (G,R))
I ∼= HomH(W
I ,H).
By the proof of Proposition 4.8 the PF -representation V
IF is generated
by its I-invariants for all F ⊆ C. By Proposition 4.5 the chain complex
C∞c (X(•),FV ) is a complex in Rep
I
R(G). As seen in the proof of Lemma
4.10 it consists of projective objects. It follows from Proposition 2.9 (i),
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Theorem 4.6 and Theorem 4.8 that C∞c (X(•),FV )
I is a projective resolution
of the H-module V I . Together with Lemma 4.10 we obtain a functorial
isomorphism
E i(V )I ∼= ExtiH(V
I ,H)
of right H-modules for all i ≥ 0. By [28], Theorem 6.16, the ring H is
Auslander-Gorenstein. Since V I is of finite length this implies E i(V )I = 0
for i < d by [28], Corollary 6.17, and thus E i(V ) = 0 by Theorem 4.6 and
Lemma 4.10. Moreover, the functor ExtdH(·,H) is an equivalence between
the categories of left and rightH-modules of finite length, respectively, which
is quasi-inverse to itself (cf. [18], Theorem 8). Together with Theorem 4.6
and Corollary 4.7 this proves the remaining statements.
Remark 4.12. The arguments in the proof of Theorem 4.11 and [2], Theo-
rem 1.2, show more generally that the functors (E i)0≤i≤d induce a (d+1)-step
duality on the full subcategory of RepIR(G) consisting of all objects V for
which the H-module V I is finitely generated. This goes way beyond the
case of admissible representations considered classically.
If R is a field of characteristic zero and if M ∈ ModH then the oriented
chain complex Corc (X(•),F(M)) is acyclic (cf. Theorem 4.6, Theorem 4.8
and Corollary 4.9 (ii)). In general, its exactness properties remain an open
question. If p is nilpotent in R we can at least treat the case of semisimple
rank one.
Lemma 4.13. Assume that p is nilpotent in R and that H is a pro-p group.
If V ∈ Rep∞R (H) is non-zero then V
H 6= 0.
Proof. Let v ∈ V \ {0}. Since p is nilpotent there is a positive integer n
with pnv = 0 and pn−1v 6= 0. Set w = pn−1v and let W = R[H] · w denote
the subrepresentation of V generated by w. Since H is compact and the
stabilizer of w in H is open, W is an Fp-vector space with a linear action
of H that factors through a finite p-group. By [34], §8, Proposition 26, we
have WH 6= 0 (cf. also [31], Lemma 2.1, for the case R = Fp).
Proposition 4.14. Assume that R is a quasi-Frobenius ring in which p is
nilpotent and that the semisimple rank of G is equal to one. If M ∈ ModH
then the augmented oriented chain complex
0 −→ Corc (X(1),F(M)) −→ C
or
c (X(0),F(M)) −→ H0(X ,F(M)) −→ 0
is exact and there is a natural H-linear injection M →֒ H0(X ,F(M))
I . In
particular, the functor (M 7→ H0(X ,F(M))) : ModH → Rep
∞
R (G) maps
non-zero modules to non-zero G-representations.
Proof. Since F(M) ∈ C by Theorem 3.21, the map Corc (X(1),F(M))
I →
Corc (X(0),F(M))
I is injective by Proposition 2.9 (i). It follows from the
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left exactness of (·)I and Lemma 4.13 that the map Corc (X(1),F(M)) →
Corc (X(0),F(M)) is injective, too. The remaining assertions are a conse-
quence of Theorem 3.21.
Remark 4.15. Recall from (23) that the oriented chain complex of F(M)
is a finite direct sum of representations of the form indG
P †
F
(εF ⊗R F(M)F )
for suitable faces F ⊆ C. If the underlying R-module of M is finitely
generated then so is the underlying R-module of εF ⊗R F(M)F because it
is a quotient of XF ⊗HF M . Under the assumptions of Proposition 4.14 the
G-representation H0(X ,F(M)) may therefore be called finitely presented
as in [17], §4.1. Now assume that K is of characteristic p, G = GL2(K),
R = Fp and M is simple and supersingular. Then [17], Corollaire 1.4, and
[30], Theorem 5.3, imply that the G-representation H0(X ,F(M)) cannot
be admissible and irreducible. Moreover, Lemma 4.13 implies that in this
situation the inclusion M →֒ H0(X ,F(M))
I has to be proper.
Assume that R = Fp with p 6= 2 and that G = GL2(Qp) or G = SL2(Qp).
By fundamental results of Ollivier and Koziol (·)I : RepIR(G)→ ModH and
X⊗H (·) : ModH → Rep
I
R(G) are mutually inverse equivalences of categories
(cf. [25], The´ore`me 1.2 (a) and [21], Corollary 5.3 (1)). In part, this relies
on exceptional flatness properties of the H-module X (cf. [21], Corollary
4.10 (1)). The following proposition relies on analogous flatness properties
of the finite universal Hecke modules XF over HF . In exceptional cases we
can thus generalize the results found in Theorem 4.8. We content ourselves
with formulating them for the groups SL2, GL2 and PGL2.
Proposition 4.16. Assume that R is a quasi-Frobenius ring in which p
is nilpotent and that G = SL2(K), G = GL2(K) or G = PGL2(K) with
|k| = p.
(i) There is an isomorphism F(·) ∼= FX ⊗H (·) : ModH → CoeffG(X ).
(ii) The complexes Corc (X(•),F(M)) and C
or
c (X(•),FX)⊗HM are naturally
isomorphic and acyclic for any M ∈ ModH .
(iii) There is an isomorphism H0(X ,F(·)) ∼= X⊗H(·) : ModH → Rep
∞
R (G).
Proof. Note first that if F is a face of X contained in C then theHF -module
XF is projective. If F = C then this follows from XC = HC ∼= R[T0/T1].
Now assume that F is a vertex. The group GL2(K) acts transitively on the
set of vertices of X . Moreover, it acts on SL2(K) by outer automorphisms.
In all cases we may therefore assume F = x0. There is an integer n with
pnR = 0. If X ′F and H
′
F denote the corresponding objects defined over
Z/pnZ then HF ∼= H ′F ⊗Z/pnZ R and X
′
F ⊗H′F HF
∼= X ′F ⊗Z/pnZ R
∼= XF .
We may therefore assume R = Z/pnZ.
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If G = SL2(K) then PF /IF ∼= SL2(k) and the assertion is proved in [15],
Lemma 2.2. Let us therefore assume G = GL2(K) or G = PGL2(K) whence
PF /IF ∼= GL2(k) or PF /IF ∼= PGL2(k). By [5], III.5.4 Proposition 3, we
may assume n = 1. By faithfully flat base change we may further assume
R = Fp. The case of GL2(k) is then treated in [27], The´ore`me B (2) and
Proposition 2.15. In order to deduce the case of PGL2(k) let H
′
F and X
′
F
denote the corresponding objects for GL2(k). Viewing XF as a GL2(k)-
representation via inflation the natural map X ′F ⊗H′F HF = X
′
F ⊗H′F X
I
F →
XF is bijective by [27], The´ore`me A and The´ore`me B (2). Since it is HF -
right linear the claim follows.
Conjugation as in (14) and Proposition 1.7 (ii) imply that the H-module
XIF is finitely generated projective for any face F of X . Thus, all maps
τM,F : X
IF ⊗H M −→ HomH(HomH(X
IF ,H),M)
are injective. This proves part (i). Together with Proposition 4.14, part (ii)
is an immediate consequence using the trivial relation Corc (X(•),FX⊗HM) =
Corc (X(•),FX )⊗H M . By [28], Remark 3.2.1, the augmented oriented chain
complex
(25) 0 −→ Corc (X(1),FX) −→ C
or
c (X(0),FX) −→ X −→ 0
is exact. Therefore, part (iii) follows from (ii) and the right exactness of the
functor (·)⊗H M .
4.2 Homotopy categories and their localizations
Over an arbitrary coefficient ring R, the functor (·)I : RepIR(G)→ ModH is
faithful but not necessarily full. This concerns, for example, the case where
R is an algebraically closed field of characteristic p and G = GL2(K) with
K of characteristic zero and q > p or K = Fp((T )) with p 6= 2 (cf. [25],
The´ore`me). However, one can single out an important full subcategory of
RepIR(G) on which the functor (·)
I is fully faithful. The following result
generalizes [26], Lemma 3.6.
Proposition 4.17. If F is a face of X with F ⊆ C and if V ∈ Rep∞R (P
†
F )
then the P †F -equivariant inclusion V →֒ ind
G
P †
F
(V ) induces an isomorphism
H ⊗
H†
F
V I −→ indG
P †
F
(V IF )I
of H-modules given by h⊗m 7→ h ·m.
Proof. By (5) and (6) we have G =
∐
d∈DF /ΩF
IdP †F . Fixing a system of
represenatives of DF/ΩF the corresponding Hecke operators τd form a basis
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of the right H†F -modules H (cf. the proof of Proposition 1.5 (ii)). Therefore,
it suffices to see that (m 7→ τd ·m) : V
I → indG
P †
F
(V )I maps isomorphically
onto the R-submodule Wd of I-invariant elements with support IdP
†
F and
values in V IF for any d.
It follows from (9) that τd ·m is the function with support IdP
†
F and values
(τd ·m)(idp) = p
−1m for all i ∈ I and p ∈ P †F . Note that this is an element
of V IF because IF ⊆ I and IF is a normal subgroup of P
†
F . Therefore, the
map (m 7→ τd ·m) : V
I →Wd is well-defined and injective.
On the other hand, let f ∈ Wd. Then f(idp) = p
−1f(d) where f(d) is
an element of V which is invariant under (d−1Id ∩ PF )IF = I. Here the
last equation results from Lemma 1.3 and [28], Proposition 4.13 (i). Thus,
f = τd · f(d) and the map in question is surjective.
If V ∈ Rep∞R (G) and if F is a face of X then we may view V and V
IF as
objects of Rep∞R (P
†
F ) via restriction.
Proposition 4.18. Let R be quasi-Frobenius ring and let F and F ′ be faces
of X contained in C.
(i) If V ∈ RepHR (PF ′) then ind
G
PF ′
(V )IF is an object of RepHR (PF ).
(ii) If V ∈ RepHR (P
†
F ′) then ind
G
P †
F ′
(V )IF is an object of RepHR (P
†
F ).
Proof. We first show that (ii) follows from (i). Indeed, the Bruhat decom-
positions (5) and (6) show that Ω/ΩF ′ is a system of representatives of the
double cosets Gaff\G/P
†
F ′ . Therefore, we have the Gaff -equivariant Mackey
decomposition
indG
P †
F ′
(V ) ∼=
⊕
ω∈Ω/ΩF ′
indGaff
Gaff∩P
†
ωF ′
(V ω).
Here ωF ′ ⊆ C and Gaff ∩ P
†
ωF ′ = PωF ′ by [28], Lemma 4.10. Now V ∈
RepHR (P
†
F ′) implies V
ω ∈ RepHR (PωF ′). A second suitable Mackey decompo-
sition shows that the PF -representation ind
Gaff
PωF ′
(V ω) is a direct summand of
indGPωF ′ (V
ω). By Corollary 3.11 (ii) it suffices to prove (i).
Choose vertices x and y of X which are contained in F and F
′
, respectively.
Then indGPF ′ (V )
∼= indGPy(ind
Py
PF ′
(V )) where ind
Py
PF ′
(V ) satisfies condition (H)
as a representation of Py according to Lemma 3.3 (ii). Without loss of gen-
erality we may therefore assume F ′ = y. Further, by Proposition 3.14 it
suffices to show that indGPy(V )
Ix satisfies condition (H) as a representation
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of Px, i.e. we may assume F = x.
It follows from the decompositions (5) and (6) together with the braid re-
lations (10) that G =
∐
d∈Wx\W/Wy
PxdPy (cf. also [9], Proposition 7.4.15).
Consequently, we have the Px-equivariant Mackey decomposition
indGPy(V )
∼=
⊕
d∈Wx\W/Wy
indPx
Px∩dPyd−1
(V d)
where the group Px ∩ dPyd
−1 acts on the R-vector space V d = V via g · v =
d−1gd · v. We identify a fixed double coset d ∈ Wx\W/Wy with its unique
representative of minimal length in W (cf. [6], Chapitre IV, §1, Exercise 3,
applied to the Coxeter group W aff , noting that Wx,Wy ⊆ Waff and W ∼=
W aff ⋊ Ω with ℓ(wω) = ℓ(w) for all w ∈ W aff and ω ∈ Ω). We may thus
assume d ∈ Dy and at the same time d
−1 ∈ Dx. We need to see that the
Px-representation
indPx
Px∩dPyd−1
(V d)Ix ∼= indPx(Px∩dPyd−1)Ix((V
d)Ix∩dPyd
−1
)
satisfies condition (H). Here (V d)Ix∩dPyd
−1
is viewed as a representation of
(Px ∩ dPyd
−1)Ix through the homomorphism
(Px ∩ dPyd
−1)Ix → (Px ∩ dPyd
−1)Ix/Ix ∼= (Px ∩ dPyd
−1)/(Ix ∩ dPyd
−1).
Clearly, we may assume that the underlying R-module of V is finitely gener-
ated. By Lemma 1.3 and [28], Proposition 4.13 (i), we have (d−1Id∩Py)Iy =
(d−1Id∩I)Iy = I whence I
′ ⊆ (d−1Pxd∩Py)Iy ⊆ Py. Since Py/Iy is a group
with a (B,N)-pair in which B = I ′/Iy this implies that
(d−1Pxd ∩ Py)Iy = PF
for a face F of X with y ∈ F ⊆ C (cf. [10], The´ore`me 4.6.33). Note that
we give a new meaning to the symbol F here which also appears in the
formulation of the proposition. As in [9], (7.1.2), any element of Φaff deter-
mines a closed half space of A which is again called an affine root. With
this terminology we let cl(d−1x, y) denote the intersection of all affine roots
containing {d−1x, y} and claim that F = cl(d−1x, y) ∩C. In order to prove
this, note that F is precisely the set of fixed points of PF in A (cf. [10],
Corollaire 4.6.29 (i)).
Setting Y = cl(d−1x, y) ∩ C, any element of Iy ⊆ I fixes C pointwise and
hence Y . Let Z = C(K) denote the group of K-rational points of the
connected center C of G. In the notation of [9], The´ore`me 6.5, we have
G′ = ZGaff . Therefore, it follows from [28], Lemma 4.10, and [9], (4.1.1),
that the group d−1Pxd ∩ Py is the pointwise stabilizer of cl(d
−1x, y) ⊇ Y in
61
Gaff . Consequently, PF fixes Y pointwise and Y ⊆ F as explained above.
Conversely, any point of F lies in C and is fixed by d−1Pxd ∩ Py because
d−1Pxd ∩ Py ⊆ PF . By [10], Proposition 4.6.24 (i), the group d
−1Pxd ∩ Py
contains the group denoted by G0cl(d−1x,y)(o) in [10], §4.6.26. By [10], Corol-
laire 4.6.29 (i), we get F ⊆ cl(d−1x, y) and thus F ⊆ Y .
Next we claim that IF = (d
−1Ixd∩ I)Iy. Note that Iy is a normal subgroup
of Py and hence of PF . As seen above d
−1Ixd ∩ I = d
−1Ixd ∩ Py because
Ix ⊆ I. Since d
−1Ixd ∩ Py a normal subgroup of d
−1Pxd ∩ Py we obtain
that (d−1Ixd ∩ I)Iy is a normal subgroup of PF . Since it is contained in I
it is contained in the pro-p radical of PF , i.e. in IF . In order to prove the
reverse inclusion we have to make a digression into the theory of the Iwahori
decomposition. For any real number r we denote by r+ the smallest integer
strictly greater than r. For any face F ′ of X and any root α ∈ Φ we set
fF ′(α) = − inf{α(x) | x ∈ F
′} and
f∗F ′(α) =
{
fF ′(α)+, if α|F
′ is constant,
fF ′(α), otherwise.
Recall that the root subgroup Uα of G corresponding to α admits an ex-
haustive, separated and decreasing filtration by subgroups Uα,r with r ∈ R
as in [37], page 103. Since the group G is split the jumps of this filtration
are precisely the integers. According to [37], Proposition I.2.2, the group IF
is generated by T1 and the groups Uα,f∗
F
(α) with α ∈ Φ. To prove our claim
it remains to see that Uα,f∗
F
(α) is contained in (d
−1Ixd ∩ I)Iy for all α ∈ Φ.
Note that we always have f∗y (α) = −α(y)+.
If α|F is constant then f∗F (α) = −α(y)+ because y ∈ F . In this case,
Uα,f∗
F
(α) = Uα,−α(y)+ ⊆ Iy. So assume that α|F is not constant and hence
that f∗F (α) = fF (α) ≥ fy(α) = −α(y). If α(y) 6∈ Z then again Uα,f∗F (α) ⊆
Uα,−α(y) = Uα,−α(y)+ ⊆ Iy. We may therefore assume that α(y) ∈ Z. If
fF (α) > −α(y) and if s = min{n ∈ Z | n ≥ fF (α)} then s ≥ −α(y) + 1
and hence Uα,f∗
F
(α) = Uα,fF (α) = Uα,s ⊆ Uα,−α(y)+1 ⊆ Iy. We may therefore
assume f∗F (α) = fF (α) = −α(y), i.e. α(z) ≥ α(y) for all z ∈ F . In this
situation, α(d−1x) > α(y) because otherwise cl(d−1x, y) and hence F would
be contained in the affine root {z ∈ A | α(z) ≤ α(y)}. However, this would
imply α(z) = α(y) for all z ∈ F in contradiction to our assumption that
α|F is not constant. Writing d = (λ,w) ∈W ∼= X∗(T)⋊W0 we have
α(y) < α(d−1x) = α(w−1x+ λ) = wα(x) + α(λ),
whence −wα(x)+ ≤ −α(y)− α(λ) because α(y) + α(λ) ∈ Z. Therefore,
dUα,f∗
F
(α)d
−1 = dUα,−α(y)d
−1 = Uwα,−α(y)−α(λ)
⊆ Uwα,−wα(x)+ ⊆ Ix
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which implies Uα,f∗
F
(α) ⊆ d
−1Ixd ∩ IF ⊆ d
−1Ixd ∩ I. This completes the
proof that IF = (d
−1Ixd ∩ I)Iy = (d
−1Ixd ∩ Py)Iy.
Since d−1 ∈ Dx the same arguments show that (Px ∩ dPyd
−1)Ix = PF ′ for
some face F ′ of X with x ∈ F ′ ⊆ C such that IF ′ = (I ∩ dIyd
−1)Ix and
(I∩dId−1)Ix = (I∩dPyd
−1)Ix = I. Again the notation is not to be confused
with the meaning of F ′ in the initial formulation of the proposition. To com-
plete the proof it suffices to see that the PF ′-representation (V
d)Ix∩dPyd
−1
satisfies condition (H) (cf. Lemma 3.3 (ii)). We claim it is generated by its
I-invariants. By definition of the PF ′-action
((V d)Ix∩dPyd
−1
)I = (V d)I = ((V d)(I∩dId
−1)Ix = (V d)I∩dId
−1
,
and the claim is equivalent to V d
−1Ixd∩Py being generated by V d
−1Id∩I as
a representation of d−1Pxd ∩ Py. Since Iy acts trivially on V we have
V d
−1Ixd∩Py = V (d
−1Ixd∩Py)Iy = V IF and V d
−1Id∩I = V (d
−1Id∩I)Iy = V I .
Since (d−1Pxd ∩ Py)Iy = PF the claim follows from Lemma 3.5 (i) and
Proposition 3.14. Likewise, ((V d)Ix∩dId
−1
)∗ = ((V IF )d)∗ = ((V IF )∗)d is gen-
erated by its I-invariants as a representation of PF ′ because this is true of
the PF -representation (V
IF )∗. By Lemma 3.5 (ii) the PF ′-representation
(V d)Ix∩dId
−1
satisfies condition (H).
Remark 4.19. We take up the notation of the proof of Proposition 4.18. If
x = y = x0 then the fact that (d
−1Pxd∩Py)Iy = PF for some face y ∈ F ⊆ C
with IF = (d
−1Id∩I)Iy is also proved in [16], Proposition 3.8, and [26], §3.3
Fact 2. In this case the set ΦF of affine roots vanishing on F is given by
ΦF = Φy ∩ d
−1Φx. We note that the latter formula is wrong in the general
situation considered above. For example, if Φ = A2, if x = y 6= x0 and if
d−1 = λ1 + λ2 is the sum of the two fundamental dominant cocharacters
then Φy ∩ d
−1Φx = ∅ whereas F = cl(d
−1x, y) ∩ C = {y}. Thus, ΦF = Φy.
Definition 4.20. (i) Let RepindR (G) denote the full subcategory of Rep
∞
R (G)
consisting of all representations which are isomorphic to finite direct sums
of representations of the form indG
P †
F
(VF ) for some face F of X contained in
C and some P †F -representation VF satisfying condition (H).
(ii) We denote by ModindH the full subcategory of ModH consisting of all
modules which are isomorphic to finite direct sums of modules of the form
H⊗
H†
F
MF for some face F of X contained in C and some H
†
F -moduleMF .
We continue to denote by RepIR(G) the full subcategory of Rep
∞
R (G) con-
sisting of all objects generated by their I-invariants. It follows from Lemma
3.5 (i) that RepindR (G) is a full subcategory of Rep
I
R(G).
Theorem 4.21. If R is a quasi-Frobenius ring then the functor (·)I :
RepindR (G)→ Mod
ind
H is an equivalence of additive categories.
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Proof. The faithfulness follows from the fact that RepindR (G) is a full sub-
category of RepIR(G). The essential surjectivity is a direct consequence of
Theorem 3.10 (ii) and Proposition 4.17. Let F (resp. F ′) be a face of X
contained in C, and let V (resp. W ) be a representation of P †F (resp. P
†
F ′)
satisfying condition (H). By Remark 3.2, Theorem 3.10 (ii), Proposition 4.17
and Proposition 4.18 we have
HomG(ind
G
P †
F
(V ), indG
P †
F ′
(W )) ∼= HomP †
F
(V, indG
P †
F ′
(W )IF )
∼= HomH†
F
(V I , indG
P †
F ′
(W )I)
∼= HomH(H ⊗H†
F
V I , indG
P †
F ′
(W )I)
∼= HomH(ind
G
P †
F
(V )I , indG
P †
F ′
(W )I).
Unwinding definitions, this is precisely the map induced by (·)I .
Remark 4.22. Assume that R = Fp. If F = F ′ = x0 and if V and W are
irreducible then the above chain of isomorphisms already appears in [26],
Corollary 3.14 (i) and [48], Proposition 7.5.
If R is a field of characteristic zero then Theorem 4.9 shows that any repre-
sentation V ∈ RepIR(G) admits a finite resolution by objects of Rep
ind
R (G).
If R = Fp and if K is of characteristic p then this is generally no longer true
(cf. [17], Corollaire 5.5). Consequently, even on a derived level RepindR (G)
may be a rather small subcategory of RepIR(G). In contrast, if R is a quasi-
Frobenius ring then the categories ModindH and ModH are always derived
equivalent in a suitable sense.
In order to make this precise, let D be any additive category and denote
by KbD the homotopy category of bounded complexes of D. Note that if
D′ is a full additive subcategory of D then KbD′ is naturally a triangulated
subcategory of KbD, i.e. a full additive subcategory for which the inclusion
functor is an exact functor of triangulated categories (cf. [40], Proposition
13.10.3 and Lemma 13.10.6).
In our situation, let Σ′ (resp. Σ) denote the class of quasi-isomorphisms
in KbModindH (resp. K
bModH), i.e. the class of morphisms inducing isomor-
phisms on all homology groups. It is known that Σ′ and Σ are multiplicative
systems and that the corresponding localizations are triangulated categories
in a natural way (cf. [40], Lemma 13.5.4 and Proposition 13.5.5). Note that
by [40], Lemma 13.11.6 (3), the localization
KbModH [Σ
−1] ∼= Db(H)
is triangle equivalent to the bounded derived category Db(H) of ModH .
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Proposition 4.23. If R is a quasi-Frobenius ring then the functor
KbModindH [(Σ
′)−1]→ Db(H)
induced by the inclusion functor KbModindH → K
bModH is an equivalence of
triangulated categories. On the full subcategory ModH of D
b(H) a quasi-
inverse is given by assigning to M ∈ ModH the complex C
or
c (X(•),F(M))
I .
Proof. Arguing dually to [19], Corollary 7.2.2, it suffices to see that for any
bounded complex M• of H-modules there is a bounded complex N• of ob-
jects of ModindH and a quasi-isomorphism N• →M•.
In order to construct N• note first that if M ∈ ModH then the complex
Corc (X(•),F(M))
I is an acyclic complex of objects of ModindH whose homol-
ogy in degree zero is naturally isomorphic to M . This follows from Propo-
sition 2.9 (i), Theorem 3.21, Proposition 4.17 and the decomposition (23).
In other words, we can augment the above complex to an exact resolution
0→ Corc (X(•),F(M))
I εM−→M −→ 0 of M .
Now let M• be a bounded complex of H-modules. We consider the bounded
double complex C•,• = C
or
c (X(•),F(M•))
I and its subcomplex C ′•,• obtained
by replacing the row 0→ Corc (X(0),F(M0))
I → · · · → Corc (X(0),F(Mn))
I →
0 by the row 0 → ker(εM0) → · · · → ker(εMn) → 0. Denoting by N• =
Tot(C•,•) and N
′
• = Tot(C
′
•,•) the corresponding total complexes we obtain
an exact sequence 0→ N ′• → N• → M• → 0 of complexes of H-modules in
which N• is a complex over Mod
ind
H . Since the columns of C
′
•,• are exact, so
is N ′• by the usual spectral sequence argument. The long exact homology
sequence then shows that N• →M• is a quasi-isomorphism.
Remark 4.24. The only non-formal part of the proof of Proposition 4.23
concerned the essential surjectivity. We note once more that if R is a field
then the necessary input from §3.2 can be replaced by the results of [28], §6,
on canonical Gorenstein projective resolutions (cf. also Remark 3.25).
The additive functor (·)I : RepindR (G) → ModH induces an exact triangle
functor KbRepindR (G)→ K
bModH (cf. [40], Lemma 13.10.6) that we continue
to denote by (·)I . Let Σ′′ denote the class of all morphisms f in KbRepindR (G)
such that f I is a quasi-isomorphism.
Theorem 4.25. If R is a quasi-Frobenius ring then Σ′′ is a multiplicative
system and the functor
KbRepindR (G)[(Σ
′′)−1] −→ Db(H)
induced by (·)I : RepindR (G)→ ModH is an equivalence of triangulated cate-
gories. On the full subcategory ModH of D
b(H) a quasi-inverse is given by
assigning to M ∈ ModH the oriented chain complex C
or
c (X(•),F(M)) of the
G-equivariant coefficient system F(M) on X .
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Proof. This follows directly from Theorem 4.21 and Proposition 4.23.
We note that if R is a field of characteristic p and if I is p-torsion free
then a fundamental result of Schneider shows that the unbounded derived
category of Rep∞R (G) is equivalent to the unbounded derived category of
DG-modules over a certain DG-version of H (cf. [36], Theorem 9). We point
out that the equivalence in Theorem 4.21 is generally not compatible with
the homological properties of the two categories. Therefore, it is currently
unclear how Theorem 4.25 relates to Schneider’s result.
4.3 The functor to generalized (ϕ,Γ)-modules
Let P and P be the Borel subgroups of G corresponding to Φ+ and Φ−,
respectively, and let U and U denote their unipotent radicals. Setting
P = P(K), P = P(K), U = U(K) and U = U(K) we have the Levi de-
compositions P = U ⋊ T and P = U ⋊ T . We let U0 = U ∩ I, U1 = U ∩ I
so that I = U1T1U0 by [37], Proposition I.2.2. Consider the submonoid T
+
of T defined by
T+ = {t ∈ T | ∀α ∈ Φ+ : 〈α, ν(t)〉 ≥ 0}
= {t ∈ T | tU1t
−1 ⊆ U1}
= {t ∈ T | t−1U0t ⊆ U0}.
Remark 4.26. For α ∈ Φ let Uα be the corresponding root subgroup with
its filtration by subgroups Uα,r as in [37], §I.1. The last two descriptions
of T+ follow from tUα,rt
−1 = Uα,r−〈α,ν(t)〉 for all t ∈ T , α ∈ Φ and r ∈ R.
Recall that the homomorphism ν : T → X∗(T/C) is normalized through
〈α, ν(t)〉 = −val(α(t)) for all α ∈ Φ. Thus, ν(T+) = X+(T/C) is the set of
dominant cocharacters with respect to the chosen set Φ+ of positive roots.
The literature contains other normalizations for which T+ is defined as the
submonoid of T consisting of all elements t contracting U0, i.e. such that
val(α(t)) ≥ 0 for all α ∈ Φ+. In our notation this would be (T+)−1.
Note that G+ = IT+I is a submonoid of G. Indeed, if t, t′ ∈ T+ and if
λ, λ′ denote the respective images in T/T0 ⊆ W then ℓ(λλ
′) = ℓ(λ) + ℓ(λ′)
by [47], Example 5.12. By the braid relations (10) this implies ItI · It′I =
Itt′I = It′I ·ItI. We let H+ be the commutative subalgebra of H consisting
of all maps supported on G+.
The monoid G+ contains the submonoid P
+
= U1T
+ of P . Denote by
C 0 ⊆ A the closure of the vector chamber with apex x0 containing C (cf.
[9], (1.3.10)). Given any closed vector chamber C contained in C 0 we let
X +(C ) = G+C , viewed as a subcomplex of X . We write X + = X +(C 0),
for short. Note that C 0 is the convex envelope of T+x0 in A , whence C
0 and
C are stable under T+. Moreover, since U0 ⊆ tU0t
−1 fixes tx0 for any t ∈ T
+
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it follows from [9], Proposition 2.5.4 (iii), that U0 fixes C
0 and hence C
pointwise. Since G+ = IT+I = U1T
+U0 we obtain X
+(C ) = P
+
C = U1C .
Remark 4.27. If the semisimple rank of G is equal to one then X is a tree
and any X +(C ) is a closed half tree as considered in [15], §3.
Let F be a face of X contained in C 0 and let C(F ) ⊆ A be the cham-
ber associated to F as in Lemma 1.3. We claim that C(F ) is contained
in C 0. Otherwise, there would be a root α ∈ Φ+ with α(C(F )) < 0. Let
(C0, . . . , Cn) be a minimal gallery connecting C0 = C and Cn = C(F ). Since
F ⊆ C(F ) ∩ C 0 we get α(F ) = 0. Moreover, α(C) > 0 implies that there
is an index i such that Ci and Ci+1 are separated by the wall determined
by α. If sα ∈ W denotes the corresponding reflection then sαCi+1 = Ci
and (C0, . . . , Ci, sαCi+2, . . . , sαCn) is a gallery with F = sαF ⊆ sαCn. This
contradicts the minimality property of Cn = C(F ). Therefore, C(F ) ⊆ C
0.
Due to this result we obtain the following variants of Propositions 2.8 and
2.9. Given a coefficient system F ∈ Coeff0G(X ) we let F
I ∈ Coeff(A ) be
as in §2.2 and consider FI as a coefficient system on C 0 via restriction.
Proposition 4.28. Let F ∈ Coeff0G(X ).
(i) Restricting I-invariant oriented chains from X + to C 0 induces an iso-
morphism of complexes (Corc (X
+
(•),F)
I , ∂•)
∼=
−→ (Corc (C
0
(•),F
I), ∂•) of R-
modules.
(ii) Assume that the restriction maps tFF ′ : F
I
F → F
I
F ′ of the coefficient
system FI ∈ Coeff(C ) are bijective for all faces F ′ and F of C 0 with
F ′ ⊆ F and C(F ′) = C(F ). Then the complexes (Corc (X
+
(•),F)
I , ∂•) and
(Corc (C
0
(•),F
I), ∂•) are acyclic and the natural map
ιx0 : F
I
x0 →֒ (
⊕
y∈X +0
Fy)
I = Corc (X
+
(0),F)
I → H0(C
or
c (X
+
(•),F)
I)
is an R-linear bijection.
Proof. The proof of (i) is identical to that of Proposition 2.8. As for (ii),
the proof of Proposition 2.9 carries over once we can prove analogs of [28],
Lemma 4.15 and Proposition 4.16. For any non-negative integer n let C 0(n)
denote the set of faces F of C 0 such that C(F ) and C have gallery distance
less than or equal to n. If Ch(C 0(n)) denotes the set of chambers in C 0
whose gallery distance to C is less than or equal to n then we have the
disjoint decomposition
C
0(n) = C 0(n− 1) ∪˙
⋃˙
D∈Ch(C 0(n))
D \ C 0(n− 1)
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for all n > 0. Moreover, if n > 0 and if D ∈ Ch(C 0(n)) then the subcom-
plexes C 0(n−1) and D∪C 0(n−1) of C 0 are contractible. This follows from
the proof of [28], Proposition 4.16, because C 0 is convex and the intersection
of two star-like subsets of a Euclidean space is again star-like and therefore
contractible.
Let C be an arbitrary closed vector chamber contained in C 0. Given F ∈
CoeffG(X ) and g ∈ G
+ we denote by ϕg the endomorphism of the complex
Corc (X
+
(•)(C ),F) given by
ϕg : C
or
c (X
+
(•)(C ),F) →֒ C
or
c (X(•),F)
g
−→ Corc (X(•),F)
res
−→ Corc (X
+
(•)(C ),F).
Here the leftmost map is the extension by zero of oriented chains on X +(C )
to oriented chains on X . Note that this makes Corc (X
+
(•)(C ),F) a G
+-stable
subcomplex of Corc (X(•),F). Indeed, if f ∈ C
or
c (X
+
(i)(C ),F) ⊆ C
or
c (X(i),F)
and (F, c) ∈ X +(i)(C ) then g(f)(F, c) = cg,g−1F (f(g
−1F, g−1c)). This is zero
if F 6⊆ X +(C ) because X +(C ) is G+-stable and f is supported on X +(i)(C ).
Thus, also g(f) is supported on X +(i)(C ). More precisely, the support of
ϕg(f) is contained in gX
+(C ) as is clear from the explicit formula
ϕg(f)(F, c) =
{
cg,g−1F (f(g
−1F, g−1c)), if g−1F ⊆ X +(C )
0, otherwise.
Note that if g, h ∈ G+ and if F is a face of X +(C ) with g−1h−1F ⊆ X +(C )
then also h−1F ⊆ gX +(C ) ⊆ X +(C ) since X +(C ) is G+-stable. It then
follows directly from the definitions that
ϕ1 = id and ϕg ◦ ϕh = ϕgh for all g, h ∈ G
+.
Altogether, Corc (X
+
(•)(C ),F) is a complex of smooth R-linear G
+-represen-
tations via g ·f = ϕg(f) and Hi(X
+(C ),F) is an object of Rep∞R (G
+) for all
i ≥ 0. By abuse of notation we continue to write ϕg for the endomorphism
of Hi(X
+(C ),F) induced by ϕg.
Remark 4.29. The inclusion Corc (X
+
(•)(C ),F) ⊆ C
or
c (X(•),F) of complexes
ofG+-representations induces an inclusion Corc (X
+
(•)(C ),F)
I ⊆ Corc (X(•),F)
I
of complexes of H+-modules. This in turn gives rise to H+-linear maps on
the homology groups. Assume that R is a quasi-Frobenius ring. If M ∈
ModH then Proposition 2.9, Theorem 3.21 and Proposition 4.28 imply that
for the closed vector chamber C = C 0 the map H0(C
or
c (X
+
(•),F(M))
I) →
H0(C
or
c (X(•),F(M))
I ) =M(F(M)) ∼=M is an isomorphism ofH+-modules.
Thus, the restriction of F(M) to X + determines the scalar restriction of
M to H+.
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If g ∈ G+ we denote by ψg the endomorphism of C
or
c (X
+
(•)(C ),F) given by
ψg : C
or
c (X
+
(•)(C ),F) →֒ C
or
c (X(•),F)
g−1
−→ Corc (X(•),F)
res
−→ Corc (X
+
(•)(C ),F).
Explicitly, if 0 ≤ i ≤ d, f ∈ Corc (X
+
(i)(C ),F) and (F, c) ∈ X
+
(i)(C ) then
ψg(f)(F, c) = cg−1,gF (f(gF, gc)) because gX
+(C ) ⊆ X +(C ). This formula
shows that
ψ1 = id and ψg ◦ ψh = ψhg for all g, h ∈ G
+.
Consequently, Corc (X
+
(•)(C ),F) is a complex of smooth R-linear (G
+)−1-
representations via g−1 · f = ψg(f) and Hi(X
+(C ),F) is an object of
RepR((G
+)−1) for all i ≥ 0. Again, we also denote by ψg the induced
R-linear endomorphism of Hi(X
+(C ),F) for all i ≥ 0. As a formal conse-
quence of the definitions we have
ψg ◦ ϕg = id for all g ∈ G
+.
Note that if g ∈ I ⊆ G+ ∩ (G+)−1 then we also have ϕg ◦ ψg = id, and we
will write ϕg = g = ψg−1 .
Assume that the ring R is quasi-Frobenius and hence artinian (cf. [22],
Theorem 15.1). We note that the more general definitions and constructions
of [38] can also be carried out over R. Thus, we let
RJP
+
K ∼= RJP ∩ IK⊗R[P∩I] R[P
+
],
in analogy to [38], §1, where this ring is denoted by Λ(P+). If g ∈ P
+
then
we denote by δg the image of g under the maps P
+
→ R[P
+
]→ RJP
+
K.
Given an object V ∈ Rep∞R ((P
+
)−1) its R-linear dual V ∗ = HomR(V,R) is
a pseudocompact R-module in the sense of [11], §1, and carries the structure
of a left RJP
+
K-module characterized by
(δg · ℓ)(v) = ℓ(g
−1v) for all g ∈ P
+
, ℓ ∈ V ∗ and v ∈ V.
Since the ring R is selfinjective the functor V 7→ V ∗ is exact. Using that
any finitely generated R-module is reflexive (cf. [22], Theorem 15.11) one
can show that it is in fact an equivalence of abelian categories between
Rep∞R ((P
+
)−1) and the category of pseudocompact R-modules M endowed
with a continuous R-linear action P
+
×M →M of P
+
. The latter extends
to an RJP
+
K-module structure in a canonical way (cf. [20], Theorem 1.5, for
a related result). Likewise, if V ∈ Rep∞R (P
+
) then the R-module V ∗ is an
RJ(P
+
)−1K-module in a natural way.
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If C runs through the closed vector chambers contained in C 0 then the
subcomplexes X +(C ) of X form a directed set with respect to reverse
inclusion. A cofinal subset is given by the complexes X +(tC 0) with t ∈ T+.
Consequently, for any 0 ≤ i ≤ d the family (Corc (X
+
(i)(C ),F)
∗)C⊆C 0 is an
inductive system of RJ(P
+
)−1K- and RJP
+
K-modules whose transition maps
are dual to the inclusion maps Corc (X
+
(i)(C
′),F) ⊆ Corc (X
+
(i)(C ),F) whenever
C ′ ⊆ C ⊆ C 0. Thus,
(26) lim−→
C⊆C 0
Corc (X
+
(•)(C ),F)
∗,
is a complex of RJ(P
+
)−1K- and RJP
+
K-modules. Recall that the RJP
+
K-
module structure is induced by the operators ψp with p ∈ P
+
.
Proposition 4.30. If R is a quasi-Frobenius ring and if F ∈ CoeffG(X )
then the complex (26) and its cohomology groups consist of e´tale RJP
+
K-
modules in the sense of [38], Definition 1.2.
Proof. As in [38], Proposition 1.3, the category of e´tale RJP
+
K-modules is
abelian. Therefore, it suffices to show that each member of the complex
(26) is e´tale. Fixing 0 ≤ i ≤ d and t ∈ T+, it suffices to see that the
endomorphism ∑
u∈U1/tU1t−1
ψ∗u ◦ ψ
∗
t ◦ ϕ
∗
t ◦ ψ
∗
u−1
of lim−→C C
or
c (X
+
(i)(C ),F)
∗ is the identity (cf. [39], Remark 3.3.1). Let δ ∈
Corc (X
+
(i)(C ),F)
∗ and choose s ∈ T+ such that ν(s) is strictly dominant.
By definition of the transition maps in the inductive limit it suffices to see
that the linear form
∑
u∈U1/tU1t−1
ψ∗u ◦ ψ
∗
t ◦ ϕ
∗
t ◦ ψ
∗
u−1(δ) coincides with δ
upon restriction to Corc (X
+
(i)(tsC ),F). To prove this we need to see that the
endomorphism
∑
u∈U1/tU1t−1
u ◦ϕt ◦ψt ◦ u−1 of Corc (X
+
(i)
(C ),F) restricts to
the identity on the R-submodule Corc (X
+
(i)(tsC ),F).
Let f ∈ Corc (X
+
(i)(tsC ),F) and (F, c) ∈ X
+
(i)(tsC ). Since X
+(tsC ) =
U1tsC we can write F = vtsF
′ with v ∈ U1 and F
′ ⊆ C . Assume that
u ∈ U1 such that t
−1u−1vtsF ′ ⊆ X +(C ), i.e. t−1u−1vtsF ′ = u′F ′′ for some
u′ ∈ U1 and F
′′ ⊆ C . Let g = (u′)−1t−1u−1vts so that F ′ = g−1F ′′ ⊆
A ∩ g−1A . By [9], Proposition 7.4.8, there exists an element n ∈ NG(T )
with n−1g ∈ PF ′ . Note that n
−1g = n−1su˜ where n−1s ∈ NG(T ) and u˜ =
s−1(u′)−1t−1u−1vts ∈ U . Choosing a vertex x ∈ F ′ we have n−1su˜ ∈ PF ′ ⊆
Px and Pxn
−1sU = Pxn
−1su˜U = PxU . The Iwasawa decomposition in [9],
Corollaire 7.3.2 (i), implies n−1s ∈ NG(T )∩Px and u˜ = s
−1n·n−1g ∈ U∩Px.
Recall from [10], §5.2.4, that Px = T0Ux for a normal subgroup Ux ⊆ Px
such that the multiplication map (U ∩Ux)× (NG(T )∩Ux)× (U ∩Ux)→ Ux
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is bijective and such that U ∩ Ux is generated by the subgroups Uα,−α(x)
with α ∈ Φ−. Write u˜ = ayby with a ∈ T0, y ∈ U ∩ Ux, b ∈ NG(T ) ∩ Ux
and y ∈ U ∩ Ux. Then UU = Uu˜U = UabU and the Bruhat decomposition
G =
∐
w∈W UwT0U implies b ∈ T0. Writing u˜ = aya
−1 · ab · y the injectivity
of the multiplication map U × T × U → G then implies ab = y = 1 and
u˜ = aya−1 ∈ U ∩ Ux. This is contained in the subgroup U0 of U generated
by the subgroups Uα,0 with α ∈ Φ
− because x ∈ C 0. Since ν(s) is strictly
dominant we obtain sU0s
−1 ⊆ U1 and u
−1v ∈ tU1t
−1.
Altogether, there is a unique class u ∈ U1/tU 1t
−1 for which t−1u−1F ⊆
X +(C ), namely v · tU1t
−1. By definition of ϕt we obtain
∑
u∈U1/tU1t−1
(u ◦ ϕt ◦ ψt ◦ u
−1)(f)(F, c) = (v ◦ ϕt ◦ ψt ◦ v
−1)(f)(F, c) = f(F, c)
proving the claim.
If F ∈ CoeffG(X ) and if 0 ≤ i ≤ d then C
or
c (X(i),F) is a smooth R-linear
G-representation and hence an object of Rep∞R (P ) via restriction. Assume
that R is a quasi-Frobenius ring. As in [38], §2, there is a functor D from
Rep∞R (P ) to the category of RJ(P
+
)−1K-modules given by
D(V ) = lim
−→
M
M∗,
where M runs through the filtered family of P
+
-subrepresentations of V
satisfying R[P ] ·M = V .
Proposition 4.31. Assume that R is a quasi-Frobenius ring. If F ∈
CoeffG(X ) and if 0 ≤ i ≤ d then there is a canonical RJ(P
+
)−1K-linear
surjection
(27) lim
−→
C⊆C 0
Corc (X
+
(i)(C ),F)
∗ −→ D(Corc (X(i),F)).
If FF is a finitely generated R-module for any face F of X then the map
(27) is an isomorphism.
Proof. We will first show that Corc (X
+
(i)(C ),F) generates C
or
c (X(i),F) as a
P -representation for any C ⊆ C 0. To see this let f ∈ Corc (X(i),F) and note
that f is a finite sum of oriented chains fj such that fj is supported on
(Fj ,±cj) for some oriented face (Fj , cj). By Lemma 1.2 and the Iwasawa
decomposition G = UWI there is an element uj ∈ U with ujFj ⊆ A . Since
T · C = A there is an element gj ∈ P with gj · Fj ⊆ C . This implies
g−1j fj ∈ C
or
c (X
+
(i)(C ),F) and f =
∑
j gj · g
−1
j fj ∈ R[P ] · C
or
c (X
+
(i)(C ),F).
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We thus obtain the required RJ(P
+
)−1K-linear map (27) which is surjec-
tive because R is selfinjective. For the final statement assume that FF is a
finitely generated R-module for any face F of X . We need to see that any
P
+
-subrepresentation M of V = Corc (X(i),F) with R[P ] ·M = V contains
Corc (X
+
(i)(C ),F) for some closed vector chamber C ⊆ C
0.
Let ∆ ⊆ Φ+ be the set of positive simple roots. For α ∈ ∆ let λα be the
corresponding fundamental dominant coweight characterized by 〈β, λα〉 =
δαβ for all β ∈ ∆. If n denotes the index of X∗(T) in the coweight lattice
of Φ we choose elements tα ∈ T
+ with ν(tα) = nλα for all α ∈ ∆. The set
J of closed chambers D contained in C 0 with min{〈α, z〉 | z ∈ D} < n for
all α ∈ ∆ is finite. Indeed, let c = max{|〈β, z〉| | z ∈ C, β ∈ Φ} and write
D = wC + λ with w ∈W0 and λ ∈ X∗(T/C). Let α ∈ ∆ and choose z ∈ D
such that 〈α, z〉 attains the above minimum. If z′ ∈ D then
0 ≤ 〈α, z′〉 < |〈α, z′ − z〉|+ n
= |〈w−1α,w−1(z′ − λ)− w−1(z − λ)〉| + n ≤ n+ 2c.
Thus, D is contained in a compact subset of A , proving the above finiteness
claim. Any other closed chamber in C 0 is of the form
∏
α∈∆ t
nα
α D with
suitable non-negative integers nα and D ∈ J , i.e.
⋃
D∈J T
+D = C 0 and⋃
D∈J TD = TC = A = WC. The Iwasawa decomposition G = PWI
therefore implies X = GC =
⋃
D∈J P · D. If we let Ji = {F ∈ Xi | F ⊆
D for some D ∈ J} then we obtain P
+
Ji = U1T
+Ji = U1C
0
i = X
+
i (C
0)
and PJi = Xi. As a consequence,
V = Corc (X(i),F)
∼=
∑
F∈Ji
indP
P∩P †
F
(εF ⊗R FF )
as a P -representation where εF is as in the proof of Proposition 4.5. Assume
that any FF is finitely generated over R and put VF = ind
P
P∩P †
F
(εF ⊗R FF ).
By [38], Lemma 2.3, the P -representation VF is generated by its P
+
-subre-
presentation MF =M ∩VF . Since the underlying R-module of εF ⊗R FF is
finitely generated we can argue as in [38], Lemma 3.1, and find an element
tF ∈ T
+ such that P
+
tF · (εF ⊗R FF ) ⊆ M . Setting t =
∏
F∈Ji
tF ∈ T
+
we see that M contains the subspace of all oriented chains supported on
{pt(F,±1) | p ∈ P
+
, F ∈ Ji} = X
+
(i)(tC
0) because P
+
tJi = U1tT
+Ji =
U1tC
0
i = X
+
i (tC
0). Therefore, Corc (X
+
(i)(tC
0),F) ⊆M , as claimed.
Given anH-moduleM we now study the exactness properties of the complex
(26) of e´tale RJP
+
K-modules if F = F(M). Our results in this direction
are limited by the corresponding exactness results for Corc (X(•),F(M)) in
Proposition 4.14.
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Proposition 4.32. Assume that R is a quasi-Frobenius ring in which p is
nilpotent and that the semisimple rank of G is equal to one. If M ∈ ModH
then the complex lim−→C C
or
c (X
+
(•)(C ),F(M))
∗ is acyclic. If M is non-zero
then its 0-th cohomology group does not vanish.
Proof. The acyclicity simply means that the map
lim
−→
C⊆C 0
Corc (X
+
(0)(C ),F(M))
∗ → lim
−→
C⊆C 0
Corc (X
+
(1)(C ),F(M))
∗
is surjective. By the exactness of lim−→ and (·)
∗ this amounts to showing
that the map Corc (X
+
(1)(C ),F(M)) → C
or
c (X
+
(0)(C ),F(M)) is injective for
any vector chamber C . However, this is simply the restriction of the map
Corc (X(1),F(M)) → C
or
c (X(0),F(M)) which is injective by our hypotheses
and Proposition 4.14.
Let t ∈ T+ be an element for which ν(t) ∈ X∗(T/C) is strictly dominant. If
C is a vector chamber contained in C 0 then there is a non-negative integer
n with X +(tnC 0) ⊆ X +(C ). Since Corc (X
+
(•)(t
nC 0),F(M)) is the image
of the endomorphism ϕnt of C
or
c (X
+
(•),F(M)) the 0-th cohomology group of
the complex lim−→C C
or
c (X
+
(•)(C ),F(M))
∗ is isomorphic to
lim
−→
n≥0
H0(X
+,F(M))∗,
where the transition maps are given by ϕ∗t . If M is non-zero then so is the
R-module H0(X
+,F(M)) because M ∼= F(M)Ix0 →֒ H0(X
+,F(M))I by
Theorem 3.21 and Proposition 4.28. From this point on, the non-vanishing
statement is an exercise in linear algebra. Namely, let V be any non-zero
R-module and let ϕ be an injective R-linear endomorphism of V . We claim
that the R-module lim
−→n≥0
V ∗ is non-zero if the transition maps are given
by ϕ∗. In order to see this we claim there is an R-linear map δ : V → R
such that δ ◦ ϕn 6= 0 for all n ≥ 0. The image of δ under the canonical
map V ∗ → lim
−→n≥0
V ∗ will then be non-zero. In order to construct δ we first
consider the case that the submodule W = ∩n≥0im(ϕ
n) of V is non-zero.
Since R is selfinjective any finitely generated submodule W0 of W is reflex-
ive (cf. [22], Theorem 15.11). Choosing W0 6= 0 there is a non-zero element
δ0 ∈W
∗
0 . Since R is selfinjective δ0 can be extended to a linear form δ ∈ V
∗
with the required properties.
Now assume ∩n≥0im(ϕ
n) = 0. Since V 6= 0 and since ϕ is injective we have
im(ϕn+1) $ im(ϕn) for all n ≥ 0. For any n ≥ 0 choose vn ∈ im(ϕn) with
vn 6∈ im(ϕ
n+1) and set Vn =
∑n
m=0Rvm. We will inductively construct
linear forms δn : Vn → R with δn+1|Vn = δn and δn(vn) 6= 0 for all n ≥ 0.
Since V0 6= 0 we have V
∗
0 6= 0 as above and choose 0 6= δ0 ∈ V
∗
0 arbitrary.
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Assume that δn has been constructed. Since R is selfinjective we can extend
δn to a linear form δ
′
n : Vn+1 → R. If δ
′
n(vn+1) 6= 0 we set δn+1 = δ
′
n.
Otherwise, we choose a non-zero linear form δ′′n : Vn+1/Vn → R, using that
vn+1 6∈ Vn. We view δ
′′
n as an R-linear form Vn+1 → R vanishing on Vn and
set δn+1 = δ
′
n + δ
′′
n. We thus obtain a linear form δ∞ :
∑
n≥0Rvn → R with
δ∞(vn) 6= 0 for all n ≥ 0. The selfinjectivity of R allows us to extend δ∞ to
an R-linear map δ : V → R with the required properties.
For any F ∈ CoeffG(X ) and any i ≥ 0 the smooth R-linear G-representation
Hi(X ,F) can be viewed as an object of Rep
∞
R (P ) via restriction. In the
situation considered in [38], Schneider and Vigne´ras associate with this ob-
ject a family of e´tale RJP
+
K-modules (DjHi(X ,F))j≥0. These are related
to the complex (26) of e´tale RJP
+
K-modules as follows. As before, we let
Z = C(K) where C is the connected component of the center of G.
Proposition 4.33. Assume that K = Qp and that R = o/πno for some
positive integer n where o is the valuation ring of a finite field extension of
Qp. Let F ∈ CoeffG(X ).
(i) If 0 ≤ i ≤ d and if j > 0 then Dj(Corc (X(i),F)) = 0. If Z acts on FF
through a character for any face F of X then we have D0(Corc (X(i),F)) =
D(Corc (X(i),F)).
(ii) Assume that the R-module FF is finitely generated and that Z acts on
FF through a character for any face F of X . Then there is an E2-spectral
sequence of e´tale RJP
+
K-modules
DjHi(X ,F) =⇒ H
j+i( lim
−→
C⊆C 0
Corc (X
+
(i)(C ),F)
∗).
If the semisimple rank of G is equal to one and if F = F(M) for some
M ∈ ModH whose underlying R-module is finitely generated and on which
R[ZI/I] ⊆ H acts through a character then this spectral sequence degener-
ates. In this case the e´tale RJP
+
K-module DjH0(X ,F(M)) is the j-th coho-
mology group of the complex (26). In particular, we have DjH0(X ,F(M)) =
0 for all j ≥ 1.
Proof. In order to see that the P -representations Corc (X(i),F) are acyclic for
the δ-functor (Dj)j≥0 we generalize the proof of [38], Lemma 11.8 (i). Let
G˜ denote the direct product of Z and the group of K-rational points of the
universal cover of the derived group of G (cf. [4], Proposition 2.24). We let
f : G˜ → G denote the canonical group homomorphism. By [4], The´ore`me
2.20, we can choose a parabolic subgroup Q and maximal K-split torus S
such that on K-rational points f restricts to morphisms Q = Q(K) → P
and S = S(K) → T . By the proof of [4], The´ore`me 2.20, we may identify
the unipotent radicals of Q and P. Letting S+ = {s ∈ S | sU1s−1 ⊆ U1}
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and Q+ = U1S
+ we obtain f(S+) = f(S) ∩ T+ and f(Q+) = f(Q) ∩ P
+
.
Given V ∈ Rep∞R (P ) we view V as a representation of Q via inflation
along f . We claim that the RJ(Q+)−1K-module D(V ) (computed from
the Q-representation V using the monoid Q+) is the scalar restriction of
the RJ(P
+
)−1K-module D(V ) (computed from the P -representation V using
the monoid P+) along the ring homomorphism RJ(Q+)−1K → RJ(P
+
)−1K
induced by f . To see this we first show that T = f(S)T+ and thus
P = f(Q)T+. Reducing modulo T0 the first of equality is equivalent to
X∗(T) = X+∗ (T) +X∗(S). Note that f identifies X∗(S) with a finite index
subgroup ofX∗(T). Let n denote the index ofX∗(S) in the coweight lattice Λ
of Φ. We extend a Z-basis of X∗(C) by the fundamental dominant coweights
to a Z-basis (λi)i∈I of Λ. If λ =
∑
i riλi ∈ X∗(T) choose an integer m with
nm+ ri ≥ 0 for all i ∈ I. Then λ
′ =
∑
i nmλi ∈ X∗(S), λ+λ
′ ∈ X+∗ (T) and
λ = λ+ λ′ − λ′ ∈ X+∗ (T) +X∗(S) as claimed.
Now let M be a P
+
-subrepresentation of V which generates V over P .
Then M is Q+-stable with R[Q] · M = R[f(Q)] · M = R[P ] · M = V
because M is stable under T+ ⊆ P
+
and f(Q)T+ = P . Conversely,
let M be a Q+-subrepresentation of V which generates V over Q. The
monoid X+∗ (T) is finitely generated by Gordon’s lemma. Moreover, the in-
dex (T : f(S)) is finite because f is an isogeny. Therefore, also the index
(T0 : f(S)∩T0) is finite and there are finitely many elements t1, . . . , tm ∈ T
+
with T+ = ∪mj=1tjf(S
+). Let M ′ be any finitely generated R-submodule of
M . Since
∑
j tjM
′ ⊆ V = R[Q]M we can argue as in [38], Lemma 3.1,
and find an element s(M ′) ∈ f(S+) with
∑
j tjs(M
′)M ′ ⊆M . This implies
R[P
+
]s(M ′)M ′ ⊆M because T+ = ∪jtjf(S
+) and becauseM is Q+-stable.
Now consider the P
+
-subrepresentation N =
∑
M ′ R[P
+
]s(M ′)M ′ of V in
which the sum runs over all finitely generated R-submodules M ′ of M . If
v ∈ V = R[Q]M there are finitely many elements qi ∈ Q and mi ∈M with
v =
∑
i qimi. Setting M
′ =
∑
iRmi we have s(M
′)mi ∈ N for all i and
therefore v =
∑
i qis(M
′)−1s(M ′)mi ∈ R[Q]N . In particular, R[P ]N = V .
Since N ⊆M a cofinality argument proves our claim concerning D(V ). As
a formal consequence, we have analogous assertions for Dj(V ) if j ≥ 0.
Namely, the universal resolution of V ∈ Rep∞R (P ) in [38], §4, is also acyclic
for the functor D computed in Rep∞R (Q). Since the δ-functor (D
j)j≥0 is
coeffaceable this resolution may be used to compute Dj(V ) in Rep∞R (Q).
Note that X is also the semisimple Bruhat-Tits building of G˜ and that G˜
acts on X through f . Likewise, we may use f to view F as a G˜-equivariant
coefficient system on X . The G˜-representation Corc (X(i),F) we obtain is
the inflation of the G-representation we need to analyze. Altogether, our
arguments allow us to assume in (i) that G is the direct product of its center
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and its simply connected derived group.
Passing to a suitable subset of Ji as introduced in the proof of Proposition
4.31 we see that the P -representation Corc (X(i),F) is a finite direct sum of
representations of the form indP
P∩P †
F
(εF ⊗R FF ). Since the derived group
of G is simply connected we have Ω = Z/(Z ∩ T0) and P
†
F = ZPF by (6).
To ease notation let us put U0 = εF ⊗R FF and P0 = P ∩ PF so that
P ∩P †F = ZP0. Note that Z0 = P0 ∩Z is the maximal compact subgroup of
Z and that Z/Z0 is a free abelian group of finite rank. Choosing generators
ζ1, . . . , ζr ∈ Z/Z0 the elements ζ1 − 1, . . . , ζr − 1 ∈ o[Z/Z0] form a regular
sequence and we consider the associated exact and o[Z/Z0]-linear Koszul
complex
0 −→
•∧
o⊗o o[Z/Z0] −→ o −→ 0.
By construction it is the tensor product of o-linearly split short exact se-
quences hence is o-linearly split itself. We view it as an exact sequence
of smooth ZP0-representations via ZP0 → ZP0/P0 ∼= Z/Z0. Applying
the functor indPZP0(U0 ⊗o (·)) and using the isomorphism ind
ZP0
P0
(U0) ∼=
U0 ⊗o o[Z/Z0] given by f 7→
∑
z∈Z/Z0
zf(z) ⊗ z, we obtain the exact se-
quence
0 −→
•∧
o⊗o ind
P
P0(U0) −→ ind
P
ZP0(U0) −→ 0
in Rep∞R (P ). Let us denote by D
j(P0, ·) the functors of [38], §4, with re-
spect to the subgroup P0 of P . Note that P0 = T0(U ∩ P0) by [10], §5.2.4.
If r = 1 then the arguments given in the proof of [38], Lemma 11.8, show
that Dj(P0, ind
P
ZP0(U0)) = 0 for all j ≥ 1. The general case is proved in-
ductively by splitting up the above resolution into short exact sequences. It
now follows from the base change property in [38], Proposition 7.1, that also
Dj(indPZP0(U0)) = 0 for all j ≥ 1. This uses that the ring homomorphisms
Λ(P+)→ Λ(P
′
+) considered in [38], §7, are faithfully flat.
In order to prove the second assertion in (i) we need to see that the natural
map D(indPZP0(U0)) → D
0(indPZP0(U0)) is bijective. The same base change
techniques together with equation (12) of [38] allow us to work with P0 in-
stead of with P ∩ I. Note that by assumption Z acts via a central character
not only on U0 but on the entire P -representation ind
P
ZP0(U0). We let G
′
denote the group of K-rational points of the derived group of G and set
P
′
= P ∩G′, T ′ = T ∩G′ and P ′0 = P0 ∩G
′. Note that U is also the unipo-
tent radical of P
′
so that P ′0 = (T0 ∩G
′)(U ∩P0) and the submonoid P
′+
of
P
′
defined by P ′0 is equal to P
′+
= P
+
∩G′. Now if V is an arbitrary object
of Rep∞R (P ) on which Z acts by a central character then an R-submoduleM
of V is P
+
-stable (resp. generates V over P ) if and only if M is P
′+
-stable
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(resp. generates V over P
′
) because P = ZP
′
and P
+
= ZP
′+
. As above this
implies that the scalar restriction of D(V ) along RJ(P
′+
)−1K → RJ(P
+
)−1K
can also be computed in the category Rep∞R (P
′
) using the monoid P
′+
. Since
Z also acts by a central character on any member of the universal resolution
of V ∈ Rep∞R (P ) in [38], §4, the above coeffaceability arguments show that
we have an analogous statement for the modules Dj(V ). In other words,
in order to show that D(indPZP0(U0))→ D
0(indPZP0(U0)) is bijective we may
view indPZP0(U0) as a representation of P
′
via restriction. However, there is
a P
′
-equivariant isomorphism indPZP0(U0)
∼= indP
′
P ′0
(U0) and the assertion is
proved in [38], Lemma 4.3. Note that our assumption on central characters
is stronger than the hypothesis of [38], Lemma 11.8 (ii), whence our proof
is easier.
As for (ii), there is an isomorphism
lim
−→
C
Corc (X
+
(•)(C ),F)
∗ ∼= D(Corc (X(•),F) = D
0(Corc (X(•),F)
of complexes of RJ(P
+
)−1K-modules by (i) and Proposition 4.31. Note that
both sides are e´tale RJP
+
K-modules. The RJ(P
+
)−1K-linearity implies that
the canonical left inverses of the e´tale module structures coincide (cf. [38],
Remark 6.1, as well as the proof of Proposition 4.30). But then the lin-
earization isomorphisms in [39], Definition 3.1, have identical inverses. This
implies that the above isomorphism is RJP
+
K-linear. Therefore, we can ap-
ply the cohomological formalism developed in [38], §4. We take the functorial
resolution I•(·) of each member of the oriented chain complex C
or
c (X(•),F),
apply the functor D(·) and obtain the double complex D(I•(C
or
c (X(•),F))).
Consider the two standard spectral sequences converging to the cohomology
of the associated total complex.
Fixing j ≥ 0 the E1-terms of one of them are given by the cohomology
groups of the complex D(I•(C
or
c (X(i),F))). Since the functor I0 = ind
P
P 1
is exact, the snake lemma and induction on j show that the functors ker ρj
considered in [38], §4, are exact for any j ≥ −1. By [38], Lemma 4.1, the
functors D ◦ Ij are exact for any j ≥ 0. Therefore, the E1-terms of the first
spectral sequence are D(Ij(Hi(X ,F))). Passing to the cohomology in the
j-direction gives the required E2-terms D
j(Hi(X ,F)).
The cohomology groups of the total complex are now computed using the
other spectral sequence. Its E1-terms are D
j(Corc (X(i),F)). According to (i)
the second spectral sequence degenerates. Its abutments are the cohomology
groups of the complex
D0(Corc (X(•),F)) = D(C
or
c (X(•),F))
∼= lim−→
C
Corc (X
+
(•)(C ),F)
∗.
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The final assertion of the proposition follows from Proposition 4.32. Note
that if F is a face of X with F ⊆ C then F(M)F is a quotient of XF ⊗HF M
by Proposition 1.7 (ii), hence is a finitely generated R-module. Moreover,
since F(M)F is generated by F(M)
I
F
∼= M over P
†
F (cf. Lemma 3.5 (i) and
Theorem 3.21) the group Z acts on F(M)F by a character (cf. Remark 1.6).
Both conditions hold for any F because of Lemma 1.2.
Remark 4.34. Assume K = Qp and R = o/πno for the valuation ring
o of some finite field extension of Qp and some positive integer n. One
can then apply the complete localization and specialization techniques of
[38] to the complex (26) of e´tale RJP
+
K-modules. One obtains a complex
of not necessarily finitely generated (ϕ,Γ)-modules in the classical sense of
Fontaine. Assume more specifically that G = GL2(Qp), n = 1 and that V ∈
RepIR(G) is admissible. We then have V
∼= X ⊗H V
I ∼= H0(X ,F(V
I)) for a
suitable choice of o as follows from Theorem 4.16 (iii) and [25], The´ore`me 1.2
(a). If V admits a central character then the complex (26) with F = F(V I)
computes the e´tale RJP
+
K-modules Dj(V ) for j ≥ 0 (cf. Proposition 4.33).
In fact, Dj(V ) = 0 for j > 0. Moreover, the results of [38], §11, show that
D0(V ) gives rise to the (ϕ,Γ)-module associated to V in Colmez’s p-adic
local Langlands correspondence for GL2(Qp) (cf. [13]).
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