Entrainment in cumulus convection remains notoriously difficult to quantify. A longstanding conjecture is that the fractional entrainment rate scales as 1/r, where r is the radius of the convecting parcel, but this has never been directly verified. Furthermore, entrainment rates simulated by large-eddy and cloud-resolving simulations are difficult to interpret, as they depend on both resolution as well as implicit and explicit sub-grid diffusion. Here, we study the classic case of dry, turbulent thermals in a neutrally stratified environment using fully resolved direct numerical simulation (DNS), in conjunction with a thermal tracking algorithm which defines a control volume for the thermal at each time. This allows us to measure a thermal's volume as a function of time, and permits the first direct verification that ∼ 1/r. Also, by using DNS, each simulation has a well-defined Reynolds number Re, so we can explore the dependence of detrainment and entrainment on turbulence in a systematic way. We find that entrainment is predominantly laminar, varying by only 20% between laminar (Re ≈ 600) and turbulent (Re ≈ 6 000) simulations, whereas detrainment is over an order of magnitude smaller than entrainment and predominantly turbulent, increasing by a factor of 10 over the same Re range.
Introduction
The rate at which cumulus clouds mix with their environment, or "entrain," has long been known to be central to their dynamics (Simpson 1983a; Cotton 1975; Simpson et al. 1965; Stommel 1947) . This led to a large number of studies, particularly in the early days, focused on the entrainment and dynamics of discrete, transient, convecting "thermals," believed to be the fundamental unit or "proton" of convection (see the review by Yano 2014 , and references therein and given below). With the advent of large-scale numerical modeling and convective parameterization schemes, however, attention shifted to describing the average entrainment of an ensemble of convecting clouds, often conveniently modeled as one or more continuous, steady-state, entraining "plumes" (Yano 2014; de Rooy et al. 2013) . While such plume convection schemes are ubiquitous in global climate models (e.g. Plant 2010; Xie et al. 2002) , they lie in tension with the wealth of evidence that cumulus clouds are actually composed of discrete thermals (Romps and Charn 2015; Sherwood et al. 2013; Heus et al. 2009; Damiani et al. 2006; Blyth et al. 2005; Zhao and Austin 2005; Carpenter et al. 1998; Miller et al. 1983; Saunders 1961; Malkus and Scorer 1955; Scorer and Ludlam 1953) . Furthermore, single plume schemes suffer from an "entrainment paradox" in which no optimal entrainment rate exists (e.g. Sherwood et al. 2013; Mapes and Neale 2011) . This leads to uncertainties in the parameterization of entrainment, which turn out to be some of the largest contributors to uncertainties in climate sensitivity (Zhao 2014; Klocke et al. 2011; Ca et al. 2004) .
Given the uncertainties in plume convection schemes and their tenuous connection to cumulus phenomenology, it seems worthwhile to turn back to thermals as a basis for understanding clouds and building parameterization schemes, as suggested by Sherwood et al. (2013) (see also Morrison 2017 , for a recent effort to reconcile the thermal and plume pictures). As with plume models, however, entrainment rates are key. The parameter of interest is typically the fractional entrainment rate , defined to be the fraction of a parcel's volume (or mass, assuming small horizontal variations in density) that it entrains per unit vertical distance traveled, in units of m −1 . A long-standing, widely used assumption regarding , sometimes known as the entrainment assumption, is that for a thermal of radius r, = e/r
(1) (Johari 1992; Turner 1986; Simpson 1983b; Simpson and Wiggert 1969; Turner 1962; Levine 1959; Morton et al. 1956 ). The number e is a constant which we refer to here as the entrainment efficiency. The entrainment assumption is also widely applied in plume models, where it is sometimes formulated in terms of an "inflow velocity" (e.g. Turner 1986; Morton et al. 1956 ), but this is equivalent to (1).
The entrainment assumption (1) is a plausible inference from basic dimensional analysis, and has been indirectly verified in laboratory experiments of both plumes and thermals (Turner 1963; Scorer 1957; Morton et al. 1956 ). In particular, "dry" thermals with no phase change or buoyancy source were studied in neutrally stratified environments by Scorer (1957) and Richards (1961) (hereafter S57 and R61, respectively) and in a stably stratified environment by Morton et al. (1956) (hereafter MTT56) . These authors wrote down theories consistent with (1), found their experiments in broad agreement with those theories, and also obtained roughly the same entrainment efficiency of e ≈ 0.75.
This work on idealized dry thermals provides a foundation on which a thorough and fundamental understanding of cumulus thermals might be built, presumably in the "hierarchical" manner often adopted in climate modeling (Jeevanjee et al. 2017; Held 2005) . Despite the simplicity of the dry case, however questions remain. Perhaps most importantly, the value of e ≈ 0.75 found by R61, S57, and MTT56 was inferred indirectly from estimations of thermal height and radius, respectively, rather than a direct measurement of thermal volume or mass. Thus, the 1/r scaling of (1) has to our knowledge never been directly verified, in the dry case nor in any other. Furthermore, the brine experiments of R61, S57, and MTT56 have a Schmidt number (ratio of diffusivity of momentum to diffusivity of salt) of about 700 (Sanchez 1989) , whereas in the atmosphere, the value of the analogous Prandtl number (ratio of diffusivity of momentum to the diffusivity of temperature) is about 0.7 (Cengel and Cimbala 2010) . It is thus unknown whether the value of e determined by R61, S57, and MTT56 is relevant for the atmosphere. Also, S57 and others (Johari 1992; Sanchez 1989 ) studying the neutrally stratified case claim that detrainment is negligible, though this is never quantified and a detrained wake is clearly visible in photographs of the experiments. Finally, the nature of the entrainment described by (1) is unclear, as several studies identify contributions from both large-scale engulfment by the laminar, Hill's vortex-like flow, as well as from turbulence (Johari 1992; Sanchez 1989; Turner 1964; Saunders 1962; Woodward 1959; Scorer 1957 To answer these questions we perform numerical, rather than laboratory, experiments of dry thermals rising through a neutrally stratified environment, closely analogous to the laboratory experiments of S57 and Sanchez (1989) , but with Schmidt/Prandtl number unity, close to the atmospheric value. We use fully-resolved direct numerical simulation (DNS, i.e. simulations with explicit diffusion and no other sub-grid diffusion or turbulence parameterizations) with a well-defined Reynolds number, which we can vary to address question 3 above. We combine our simulations with a thermal tracking algorithm inspired by that of Romps and Charn (2015) , which allows us to precisely define the thermal's control volume as a function of time. Differentiating this function then yields the thermal's entrainment rate, allowing us to address question 1. Question 2 will be addressed using our thermal tracking as well as a density anomaly budget for the environment, which is straightforward to calculate from simulation output.
We begin by briefly reviewing in section 1.1 the analytic similarity theory of S57 for dry thermals in a neutral environment.
Then in section 2 we describe our simulation setup and the broad properties of the simulated thermals. In section 3 we describe and apply a thermal tracking algorithm to find the volume of each thermal as a function of time. In section 4 we differentiate this function to find the entrainment, verifying for the first time the 1/r scaling in (1). We then analyze detrainment in section 5, verifying its negligibility and exploring its Re dependence. In section 6 we calculate the entrainment efficiency e in our simulations, exploring its Re dependence and comparing to previous work. We conclude in section 7.
Analytic Theory of Thermals
We review the analytical similarity theory of S57, as up to a few dimensionless parameters (one of which is our variable of interest e) it gives a complete description of the thermal's evolution in the "self-similar" stage. In this stage the thermal is fully turbulent and has "forgotten" its initial conditions, and its shape at any given time must be geometrically similar to its shape at any other time. From this S57 deduces that the thermal's height z must be linearly related to its radius r as
for constant n and some suitably chose "virtual origin" z 0 . This equation just describes the cone traced out by the flanks of the thermal as it rises.
S57 further argues, again by similarity, that the thermals' volume V = mr 3 , for constant m. S57 also assumes that detrainment of parcel fluid into the environment is negligible, in which case the fractional entrainment rate is also the fractional change in parcel volume with respect to height:
A 1/r entrainment law can then be deduced:
By measuring r(z) from photographs, S57 infers from (2) an average value of n ≈ 4, and hence e = 3/n ≈ 0.75. S57 also argues that the Froude number C 2 is constant, and hence that
where B is the thermal's average Archimedean buoyancy (m/ sec 2 ). Additionally, in the absence of detrainment the mass deficit (or integrated density anomaly) of the thermal is conserved. This is proportional to BV and hence
where subscript "0" denotes initial values. Substituting (6) and (2) into (5) and integrating with respect to time yields
for some suitably chosen t 0 , where a is a function of n, C 2 , and m (see S57 for details). We will verify and utilize the thermal trajectory (7) in the course of constructing our thermal tracking algorithm.
Simulation Setup and Qualitative Description

Simulation Setup
We perform direct numerical simulations of dry thermals by solving the Boussinesq equations,
∂tT −κ∇
∇ ·ũ = 0.
All dimensional variables are indicated with a tilde (˜). Below we will non-dimensionalize the equations. We have thatũ is the fluid velocity which is assumed to be nearly incompressible,p is the pressure,g is the gravitational acceleration, and ez is the unit vector in the vertical direction (parallel to gravity). We expand the densityρ asρ =ρ 0 +ρ withρ 0 constant, and assumeρ ρ 0 such that density fluctuations are only important in the buoyancy term (the Boussinesq approximation). The density changes due to temperature fluctuationsT according toρ = −αT , whereα is the (constant) coefficient of thermal expansion. The viscous and thermal diffusivity areν andκ, respectively. The thermal is initialized as a spherical temperature perturbation with diameterL th and temperature ∆T (but with zero velocity). To seed turbulence, we also add some noise to the temperature field, as described below. With these, we can define dimensionless variables, which do not have a hat, 
With this non-dimensionalization, the equations become
Now the problem is entirely characterized by only two dimensionless numbers, the Reynolds number and the Prandtl number,
as well as the choice of noise we add the the temperature field. In this paper, we fix Pr = 1, close to the atmospheric value of
One of our main goals is to determine how the thermal evolution varies with Re (question 3 above). We run a series of turbulent simulations with Re = (2/ We solve equations 13-15 using the open-source Dedalus * pseudo-spectral code. We discretize the problem by expanding each quantity in a certain number of sine or cosine modes in x, y, and z. The domain extends from −5L th to 5L th in the x and y directions, and from 0 to 20L th in the z direction. For each direction, the normal velocity is expanded as a sine series, and the perpendicular velocities are expanded as cosine series. The pressure is expanded in cosine series in all directions and the temperature perturbation is expanded in cosine series in the horizontal directions and a sine series in the vertical direction. This corresponds to stress-free boundaries, and no-flux boundaries in the horizontal direction and isothermal boundaries in the vertical direction. For laminar simulations, we use 256 modes in the horizontal directions and 512 modes in the vertical direction. For turbulent simulations, we use 512 modes in the horizontal directions and 1024 modes in the vertical direction. We use the 3/2 padding rule when evaluating nonlinear terms to prevent aliasing errors. To timestep the problem, we use a third order, four stage implicit-explicit Runge-Kutta timestepper (Ascher et al. 1997 , where linear terms are treated implicitly, and nonlinear terms are treated explicitly), with the timestep size set by a Courant-Friedrichs-Lewy condition with prefactor 0.7. We run the simulations for ≈ 60 time units, which is enough time for the thermals to approach the top boundary.
The thermals are initialized with density perturbations (or equivalently, temperature perturbations). To construct the initial condition, we first specify a spherical density perturbation,
where
and erf is the error function, x 0 = y 0 = 0, z 0 = 1.5, and r 0 = 0.5 is the initial radius. We take ∆r = 0.1 as a smoothing length. The initial density perturbation is then ρ sph × (1 + N (x, y, z)). N is a noise field specified in terms of the amplitude and phase of it's sine and cosine modes. For each mode k = (kx, ky, kz) with kx, ky, kz < 128 × 2π/10, we set
where A is an amplitude, ξ is a normally distributed random variable and φ is a random variable uniformly distributed from 0 to 2π. We pick A such that the root-mean-square density perturbations are 0.21. At both Reynolds numbers, we run five simulations with different choices of the initial random seed, and thus different noise fields N . This allows us to compute a ensemble average over our simulations.
As the thermal evolves, we expect its radius r and typical velocity urms to evolve such that rurms stays approximately constant (since r ∼ √ t and u ∼ w ∼ 1/ √ t; section 1.1). This means that the Reynolds number of the thermal is approximately constant over the simulation. At early times, the thermal takes up a small part of the domain, and is thus harder to resolve. The resolution of our turbulent simulations is insufficient to fully resolve the flow at the early stages of the simulations, leading to low-amplitude Gibbs' ringing, especially in the density field. We thus limit our analysis to later stages of the simulation (e.g., t > 10), where the thermal is larger and better resolved.
Qualitative Analysis
In figure 1 we show 2D vertical slices of the time evolution of two thermals from our ensemble of simulations. These two thermals were initialized with the same initial noise field. Appendix A * More information at dedalus-project.org.
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shows the effect of changing the initial noise field on the thermal. The only difference between the two thermals in figure 1 is their Reynolds number; left panel of each pair shows the thermal with Re = 630, whereas the right panel shows the thermal with Re = 6 300. The lower Reynolds number thermal is roughly laminar and forms a well-defined vortex ring, whereas the higher Reynolds number thermal appears significantly more turbulent and the vortex ring structure is present but more diffuse. The laminar thermal has stronger vertical velocities and density perturbations than the turbulent thermal at a given time. Due to the initial noise field, we see the laminar thermal develops an asymmetry, with strong density perturbations on the left side of the thermal than the right side-this appears to be stable over the course of the simulation.
As observed by R61, S57, MTT56, and many others, the thermals entrain ambient fluid as the evolve. This causes both their vertical velocity and density perturbations to decrease in magnitude, evident in the changing color scale at each time. There is also some detrainment, as a trail of fluid is left below each thermal. Note that the change in vertical height is larger between times t = 10 and t = 30 than between t = 30 and t = 50, consistent with the thermals' deceleration. As a caveat, however, note that the laminar thermal is already interacting with the top boundary at t = 50, which will also contribute its deceleration.
Although both thermals begin with identical initial conditions, the turbulent thermal quickly becomes more dilute than the laminar thermal. It also rises more slowly. This suggest that entrainment is more efficient for the turbulent thermal than for the laminar thermal, yielding a partial qualitative answer to question 3. We will make this observation quantitative in section 6.
Thermal Volume
In figure 1 we also plot the boundary of the thermal. This is important for distinguishing the thermal from ambient fluid, as well as from its trail of detrained fluid. We now briefly describe how we identify this boundary. Appendix B includes all the details of the algorithm.
Our thermal tracking procedure is inspired by Romps and Charn (2015) . We first determine the mean horizontal center of the thermal by averaging (x, y) over the region of the thermal which has a positive vertical velocity. Figure 1 shows the vertical velocity is much smoother than the density field, which is why we determine the horizontal center from the vertical velocity. We then take an azimuthal average around the horizontal center to calculate the axisymmetric radial and vertical velocities,
The next step is to calculate the cloud-top velocity, w top . We do this by first determining the position of the top of the thermal, z ct , based off the horizontally averaged density profile: the cloud top is defined to be the highest point at which the horizontally averaged density anomaly is greater in magnitude than 10% of the maximum horizontally averaged density anomaly. We find that the volume of the thermal shows sensitivity to the value of w top , so care must be taken when calculating dz ct /dt. We find the best way to calculate this derivative is to first fit
based on (7), using a non-linear least squares fit, and then take the derivative analytically to determine w top . We set t 0 = 0 in (7) to avoid any potential issues when t < t 0 which occur when t 0 > 0.
In figure 2 , we plot the the cloud-top height as a function of time for each of our simulations. The curves have negative concavity, again indicating deceleration. The turbulent thermals have lower heights than the laminar thermals at the same time, consistent with figures 1 & 8. For each curve, we also plot the √ t fit given in equation 20. The fit is very good except at early times t < 10. This is expected, as it takes some time for the thermal to forget its initial condition and reach the self-similar regime. Furthermore, as described earlier, our higher Reynolds number simulations are not very well-resolved for t < 10-although this is not expected to lead to large differences in bulk properties like the cloudtop height. The good fit to the √ t time-dependence is our first quantitative check of the classical theory of S57 (section 1.1). Because the thermal boundary is calculated based on z ct and our fit is not good for t < 10, we expect the thermal properties will not be accurately calculated during these early stages of the simulations.
Finally, we solve for the stream-function ψ satisfying
where e φ is the unit vector in the azimuthal direction. This is the stream-function associated with the thermal velocity, in the frame moving upwards at the cloud-top velocity. The thermal boundary is the line of constant ψ starting from the point (r, z) = (0, z top ) where the axisymmetric vertical velocity matches the cloud top velocity, i.e., w axi (0, z top ) = w top . Thus, by definition, the thermal has no net mass flux in the frame moving with the cloud-top velocity, and its average vertical velocity in the rest frame is equal to the cloud-top velocity. More details about this calculation can be found in appendix B. Figure 1 shows our calculation of the thermal boundary in our simulations. This automated procedure seems to do a good job of identifying the thermal. When visualizing the simulation data, it is easiest to identify the thermal when looking at the vertical velocity (rather than the density), because it is smoother. The vertical velocities are strong and coherent within the thermal volume, as opposed to the density field which is highly variable and exhibits pockets of completely unmixed ambient fluid within the thermal (see e.g. the t = 30 panel of the Re=6300 simulation in figure 1 ). This makes it more difficult to determine the thermal volume by only looking at the density field. As noted in the introduction, these pockets of unmixed environmental fluid seem to result from the large-scale, Hill's vortex-like laminar circulation of the thermal, and will later be mixed/diffused into the thermal. This has implications for the Reynolds number dependence of entrainment which we will quantify below.
The boundary of the thermal tells us the radius of the thermal as a function of height, r(z). We can then calculate the thermal volume by simply summing πr(z) 2 dz over z. This thermal volume is shown in figure 3 . The classical S57 theory predicts that z ∼ r and hence that volume should increase like V ∼ z 3 ct , which we also find in our simulations. The turbulent thermals have larger volumes than the laminar thermals at the same height, again suggesting larger entrainment rates for the turbulent thermals. Note that our lower Reynolds number simulations show the volume nonintuitively decreasing when z ct becomes large. This is an artifact, however, of the thermal approaching the top boundary (see figure 2) . Since the goal of this work is to study thermals far away from boundaries (as is the case in the atmosphere), we do not try to track the thermals after they reach the top boundary.
Net Entrainment
The increasing volume of our thermals with time must be due to entrainment of environmental fluid, but can also in principle be offset by detrainment of fluid from the thermal to the environment. This possibility is not so far-fetched, as we clearly see in the simulations a trail of detrained fluid below the thermal (figure 1). Accordingly, and analogously to , we define the fractional detrainment rate δ to be the fraction of the thermal's volume that it detrains per unit vertical distance traveled, again in units of m −1 . We use the same color scale for the two thermals at the same time; we change the color scale at different times as the thermal becomes dilute and slows down over its evolution. We also plot the boundary of the thermal as computed in section 3. We may then generalize (3) by defining d ln V /dz to be the net fractional entrainment rate net , and thus
Since net can be calculated from the volume only, we focus on it first; estimating δ will require additional machinery, and will be taken up in the next section.
By Eqn. (4), the S57 theory predicts that net ∼ 1/r. To check this, we must calculate r and d ln V /dz in our simulations. We define the thermal radius r th to be the maximum radius of the the thermal boundary. To calculate the entrainment rate, we calculate dV /dt with a second-order central differencing formula (as implemented in numpy's gradient function). Then we calculate the entrainment rate by dividing by V w top . Taking the derivative via finite differences introduces fluctuations in the entrainment rate. Although we could have fit the data and taken a derivative analytically, or we could have smoothed the data, we decided to minimize the data processing to eliminate any biases we may introduce into the data. On the other hand, it seems permissible to fit the cloud-top heights via (20) because it is in an early stage of the data analysis. Figure 4 shows the net entrainment rate net as a function of thermal radius r th on log-log scales. A slope of -1 is evident, verifying the classic theory of S57 (section 1.1) and providing the first direct verification of the 1/r scaling of net . We find this dependence for both individual simulations (thin lines), and the mean (thick lines; calculated by binning r th in steps of 0.1, and then calculating the average net and average r th over simulations with a given Reynolds number in each bin). Note also that the higher Reynolds number thermals indeed have larger net entrainment rates than the lower Reynolds number thermals. This explains why the turbulent thermals have lower heights than the laminar thermals at the same time (figure 2), and why the turbulent thermals are more dilute than the laminar thermals (figure 1). There is significantly more scatter in entrainment rates among the turbulent thermals than the laminar thermals, likely due to turbulent chaos.
Detrainment
To understand the relative balance between entrainment and detrainment in setting the net entrainment, and to test the assumption of S57 and others that detrainment is negligible in this system, we must measure the detrainment rate of the thermals. If we assume that the detrained fluid and the fluid comprising the thermal have approximately the same average density ρ th (an assumption we revisit below), then the volume of fluid detrained can be measured by the "mass" of fluid detrained (integral of ρ over that volume). Note that the total mass in the simulation is conserved when the thermal is not interacting with the domain boundaries. Thus, if we know the total mass of detrained fluid M d throughout the simulation, we may approximate the detrainment rate as
where M th ≡ ρ th V is the "mass" of the thermal. Defining M d requires care, however. If we simply integrate ρ over the whole domain excluding the thermal, we integrate not only over detrained fluid below the thermal but above or on the sides as well (e.g., above the thermal at t = 50). However, we have found that such fluid is often re-entrained later in the simulation. This suggests that the fluid should have been included in the thermal volume, and shows the limitation of our assumption of axisymmetry in defining the thermal. With this in mind, we define the detrained mass M d to be only the mass below z bot , the lowest point in the thermal volume. The motivation for this definition is that once a detrained fluid element is below the thermal, it will only rarely get re-entrained. We also calculated the mass below z bot − r th /4. Although there is less mass below that point than below z bot at any given time, it leads to similar detrainment rates. This suggests that almost all of the mass that falls below z bot will soon fall below z bot − r th /4, i.e., that it has truly been detrained.
To get a feel for M d and assess whether it might be negligible, figure 5 shows in thin lines M d for all of our simulations, normalized by the total initial mass, M 0 = −(4π/3)r 3 0 . In the laminar simulations, the detrained mass increases continuously and smoothly as the thermal rises. However, in the turbulent simulations, the signal is much more noisy; there can be abrupt increases in the detrained mass, as detrainment events are often discrete rather than occurring continuously, and the detrained mass occasionally decreases as the thermal rises, due to some of the mass that falls below z bot becoming re-entrained.
To alleviate some of these issues, we also plot the ensembleaverage detrained mass for the laminar and turbulent thermals (dark thick lines in figure 5, computed as in figure 4 but with z ct bins of size 0.5). Again, the turbulent thermals exhibit significantly more scatter around the mean than the laminar thermals. Figure 5 shows that the early evolution of the thermal (z ct < 5, not shown) detrains a non-negligible amount of fluid, roughly 5-10% of M 0 . After this initial transient, however, there is on average a relatively slow growth of detrained mass. Indeed, on average the detrained mass only grows by a factor of 4-5 from z ct = 5 through the end of the simulation for turbulent thermals, and by a factor of only 2 for laminar thermals. In contrast, the volume changes by almost a factor of 100 (figure 3), suggesting detrainment is indeed much weaker than entrainment.
With M d in hand we may now use (23) to estimate the detrainment rate δ and directly compare to the net entrainment rate net . We plot ensemble averages of these quantities in figure 6 (the averages are taken in the same way as for figure 5 ). Both the laminar and turbulent detrainment rates are an order of magnitude smaller or more than their respective entrainment rates, justifying the approximation of S57 and others in neglecting detrainment. Furthermore, although the net entrainment rates are similar for the laminar and turbulent thermals, the detrainment rates are very different. The detrainment rate is ∼ 10% of the net entrainment rate for turbulent thermals, but only ∼ 1% of the net entrainment rate for laminar thermals. Thus entrainment is only marginally sensitive to Re, whereas detrainment is very sensitive to Re. Note also that the detrainment rate for the laminar thermal decreases like z −1 , and since z ct ∼ r th , this suggests that δ ∼ 1/r, just like the net entrainment rate. The detrainment rate for the turbulent thermals is too noisy to determine a temporal variation, but we hypothesize that it may also decrease like r −1 . Figures 4 and 6 thus show that net ∼ 1/r in all cases and δ ∼ 1/r in the laminar case, which in conjunction with = net + δ provides strong support for the entrainment assumption (1).
We must, however, revisit the assumption implicit in Eqn. (23) that the detraining fluid has the same average density perturbation as the thermal. Such an assumption neglects the possibility that the detraining fluid may have smaller density anomalies than the thermal, in which case we might underestimate the detrainment rate. While the turbulent thermals are fairly well mixed and seem to preclude this possibility, the laminar thermals have very strong density perturbations in a "vortex ring" but much smaller density perturbations in their center.
To ensure that the laminar thermals are not detraining this central fluid with small density perturbations, we ran a set of supplementary simulations (not described here in further detail) in which we evolve an advection-diffusion equation for a dye field with Schmidt number unity. The dye field is initialized at various stages of the thermal evolution to have value 1 within the thermal, and value 0 outside, with a transition given by an error function with smoothing length of ∆r = 0.1. In the laminar simulations, the detrainment as measured by ejection of dye was actually too small to measure; in fact the amount of dye in the thermal actually increased with time because a very small amount of dye is initialized within ∆r of the thermal boundary and this dye was entrained. Such small detrainment as measured by the dye is consistent with the small detrainment rates we calculate using (23). In the turbulent simulations, we find dye detrainment rates that are much larger than those calculated using M d , but most of this dye detrainment is of fluid ejected from the top or sides of the thermal which is subsequently re-entrained. As above, we consider this to be a limitation of our thermal tracking algorithm (which assumes the thermal is axisymmetric) rather than any physically relevant detrainment process.
Entrainment Efficiency
Since figure 6 shows that δ net and hence that ≈ net , we may estimate the entrainment efficiency e in (1) by multiplying Entrainment efficiency e as a function of cloud top height. The mean efficiency across the thermals with a given Reynolds number is plotted in the dark thick line, and each individual simulation is plotted in a thin line. The range between simulations of a given Reynolds number is shaded. Although there is a wide spread in the entrainment efficiency in any individual simulation (especially for higher Reynolds number), the turbulent thermals typically have higher entrainment efficiency than the laminar thermals.
net by r th . This should be approximately constant over the course of a simulation. We plot e as a function of time in figure 7 . We find that the averaged entrainment efficiency (dark thick lines) is indeed about constant with time, except at the very beginning of the simulations or near the end when the thermals begin to interact with the top boundary. Furthermore, the turbulent thermals on average have a larger entrainment efficiency than the laminar thermals. However, there is substantial spread between the different simulations (especially for the turbulent thermals), and an individual turbulent thermal may have a smaller entrainment efficiency at a given time than an individual laminar thermal. The average entrainment efficiency drops quickly for heights z ct > 16 for our laminar simulations. As described above, this is because the thermals are approaching the top boundary of the simulation domain. However, there is a slower, more secular decrease in the entrainment efficiency with height, for both Reynolds numbers. For the turbulent thermals, this may be partially explained a single thermal whose entrainment efficiency appears to be decreasing with time more robustly than the other thermals. This is not explained by the classic theory (section 1.1). Nevertheless, it does seem that the lowest order description of the problem is that the entrainment efficiency is about constant.
To more quantitatively compare the entrainment efficiencies of the simulations with different Reynolds numbers, we also take a time average of the entrainment efficiency between z ct = 6 and Table 1 . The average entrainment efficiency (e; see equation (1)) and detrainment rate in our simulations at two Reynolds numbers, and as reported in Scorer. We also provide the equivalent n parameter described in Scorer (see section 1.1). We find that the laminar thermals have a lower entrainment efficiency than the turbulent thermals by about 20%. We also report the detrainment rate average over the same heights (we only average when the detrainment rate is positive). As noted above, the detrainment rate is strongly dependent on Reynolds number. Also note that entrainment efficiencies of order slightly less than 1 are broadly consistent with typical fractional entrainment rates of O((1 km) −1 ) measured in simulations and observations (e.g. de Rooy et al. 2013; Malkus 1954) , since a typical radius for clouds is r ≈ O(1km).
Even our turbulent thermals have a much lower entrainment efficiency than the experimental results of S57, which have Reynolds numbers ∼ 10
5 . This could indicate that our thermals are insufficiently turbulent, and that at even higher Reynolds numbers the entrainment efficiency would continue to increase. Unfortunately it is difficult to test this numerically, as this work shows an ensemble of simulations would need to be run at higher resolutions to probe higher Reynolds numbers. Although we acknowledge that there may be differences due to Reynolds number, our suspicion is that the largest difference between our simulations and the experiments of S57 is the Prandtl number. We will discuss this point further in the following section.
Discussion & Conclusions
In this paper we present a suite of direct numerical simulations of resolved, dry thermals. We initialize the thermals with a sphere of buoyant fluid released at the bottom of our simulation domain, with random perturbations to break symmetries. We run an ensemble of simulations with different random perturbations (but with the same statistical properties), and with either Reynolds number of ≈ 630 (laminar) or ≈ 6 300 (turbulent).
We find that both laminar and turbulent thermals develop a "vortex ring" structure (figure 1). To quantitatively measure the entrainment and detrainment associated with the thermal, we implement a thermal tracking algorithm inspired by Romps and Charn (2015) . The thermal boundary is shown with a black line in figure 1 , and seems to match the region one might pick out "by eye."
With the thermal volume identified, we calculate the net entrainment rate, shown in figure 4. For both laminar and turbulent thermals, we find the entrainment rate scales like r −1 th , where r th is the radius of the thermal, thus directly verifying the long-standing entrainment assumption (1). We also estimate a detrainment rate by measuring the mass of fluid below the lowest point of the thermal. Figure 6 shows the detrainment rate is 1-2 orders of magnitude smaller than the net entrainment rate, which suggests that the net entrainment rate is approximately equal to the gross entrainment rate.
One main goal of this work was to compare laminar and turbulent thermals. Even our laminar thermals are hundreds of grid points across, a resolution that cannot be afforded in more complicated large-eddy simulations (LES) of cloud ensembles. Thermals in such LES likely entrain/detrain primarily via sub-grid turbulent diffusion schemes or via numerical diffusion, rather than resolved turbulence. Thus, they may more closely resemble our laminar thermals rather than our turbulent thermals.
We find both laminar and turbulent thermals have net entrainment rates which satisfy the entrainment assumption = e/r, where e is the entrainment efficiency. The average entrainment efficiency of our laminar thermals is 0.36, whereas the average entrainment efficiency of the turbulent thermals is 0.47. Turbulent thermals entrain more, and thus rise more slowly than laminar thermals (figure 1). The ∼ 20% difference in e between the laminar and turbulent thermals quantifies the observation in previous studies that entrainment seems to have both a laminar and turbulent component, and furthermore suggests that entrainment is predominantly laminar, although it can be accelerated slightly by turbulence. This should be contrasted with the plume picture of convection, in which entrainment is thought of as purely turbulent (e.g. Turner 1986; Squires and Turner 1962; Kuo 1962; Morton et al. 1956 ). Note that this laminar component of entrainment is distinct from the "dynamic" entrainment proposed by Houghton and Cramer (1951) and incorporated in later studies (e.g. Morrison 2017; de Rooy and Siebesma 2010; Ferrier and Houze 1989; Asai et al. 1967) , since dynamic entrainment is a consequence of positive vertical acceleration, which is not seen here (by Eqn.
The low sensitivity of entrainment to turbulence should be contrasted with that of detrainment, which increases by a factor of 10 between the laminar and turbulent cases. For our dry thermals, then, detrainment is predominantly turbulent, and hardly occurs in the laminar case.
Our results that detrainment is negligible but also strongly Re-dependent should be taken with a grain of salt, however, as it is not clear how these results extend to the real, stably stratified, moist atmosphere. Simulations of more realistic, less turbulent atmospheric thermals show that δ ≈ and hence net ≈ 0 (Hernandez-Deckers and Sherwood 2016; Romps and Charn 2015; Sherwood et al. 2013) , in stark contrast to our idealized dry thermals. Since our gross entrainment rates seem to be similar to those measured in more realistic simulations, the discrepancy is likely due to detrainment. There are two likely candidates for a sharp increase in detrainment in more realistic cases. One is the stable stratification of the real atmosphere, which reduces the buoyancy of unsaturated parcels as they rise. The other candidate is the mixing of cloudy and clear air, which causes evaporation of condensate and again a decrease in buoyancy. These processes ultimately generate negatively buoyant air which is likely to detrain, a process formalized in the "buoyancysorting" scheme of Raymond and Blyth (1986) . A key next step for future work will be to add a stable stratification and moisture and quantitatively understand how buoyancy sorting affects detrainment from thermals.
Another next step for future work will be to reconcile our numerical results with previous laboratory results for dry thermals. Although our thermals obey the classical scaling laws described in section 1.1, and thus broadly agree with the laboratory experiments of R61, S57, and MTT56, those studies find an entrainment efficiency e ∼ 0.75 which is much higher than the values we find, even for our turbulent thermals. Although most laboratory experiments have higher Reynolds numbers than we are able to probe numerically, this high entrainment efficiency was also reported in experiments with Re 1 000 (Sanchez 1989) .
We believe a crucial difference is that the laboratory experiments of R61, S57, and MTT56 and others use salt as the buoyancy source, and the ratio of viscosity to salt diffusivity (Schmidt number) in water is about 700. In our simulations, the ratio of viscosity to thermal diffusivity (Prandtl number) is set to unity (note the buoyancy source in our simulations is temperature). This is much closer to the atmospheric Prandtl number of 0.7. To test the effects of Prandtl number, we ran one supplemental simulation (not described in detail here) with Re = 630 and Pr = 10. We found the entrainment efficiency to be larger for this simulation than in any of the simulations with Re = 630 and Pr = 1. This suggests higher Prandtl number (or Schmidt number) thermals can have higher entrainment efficiencies than thermals with Pr ≈ 1. Future simulations and/or experiments using temperature stratification in water (which has Pr = 7) could further bridge the gap between our simulations and the previous experimental results. 
A. Ensemble Characteristics
We find that different initial noise fields can lead to different thermal evolution, even though the statistical properties of the noise (e.g., power spectrum, root-mean-square fluctuations) are identical. Figure 8 shows 2D vertical slices of the density in all ten of our simulations at t = 30. Each vertical pair represents simulations with the same initial condition; the top plots show laminar thermals and the bottom plots show turbulent thermals. The rightmost plots are from the same simulations as shown in figure 1.
Although there is substantial variation between the different simulations with the same Reynolds number, we can still clearly identify some trends with the Reynolds number. In particular, as we described for the single choice of initial noise field in figure 1 , the laminar thermals systematically rise higher and have larger density anomalies than the turbulent thermals. Thus this observation is robust to the exact choice of initial noise.
B. Thermal Tracking Algorithm
Here we will describe the details of our thermal tracking algorithm. The first step is to determine the cloud top height z ct (t). At each time (we have full volume outputs every 1/ √ 10 ≈ 0.36 time units), we first calculate the horizontal average of ρ at each height, ρ x,y . We define a cutoff value of 0.1 maxz ρ x,y . The cloud top height is the highest point at which ρ x,y is greater than this cutoff value in absolute value. Next we calculate the horizontal midpoint of the thermal. We define the midpoint using the vertical velocity. At each height, we define xm by xm = w>0 xw w>0 w ,
and similarly for ym. We then pick the vertical height which maximizes w>0 w. The horizontal midpoint of the thermal is then the (xm, ym) at this height. We define the thermal's vertical velocity w top by fitting z ct using equation 20, and then taking the time derivative. We then calculate the azimuthal average of the relative vertical velocity, w axi = w − w top at every vertical height. To do this, we define a radial grid which has the same grid spacing as the x or y grids, but only extends from r = 0 to r = 5. To calculate w axi (r, z), we take the average of w − w top in azimuthal rings of width ∆r centered around r + ∆r/2.
Once we have w axi (r, z), we can calculate the stream-function ψ satisfying equation 21. We do this using Dedalus. First we (spectrally) interpolate w axi (r, z) onto a Chebyshev grid in the radial direction. Then we solve the linear boundary value problem,
with the boundary condition ψ(r = 0) = 0.
The boundary of the thermal is then the contour ψ = 0. To find this contour, at every height, we find the maximum of ψ. If the maximum occurs at radius larger than 0.18 and is positive, then we use root finding to find a zero of ψ at larger radii than the maximum. This defines the radius of the thermal at each height. The lower cutoff of 0.18 is used to prevent the thermal tracking from thinking that pockets of detrained fluid near the midpoint are part of the thermal. In one simulation, there were several times at which such pockets of fluid were identified as being part of the thermal (even though they were far below and disconnected from the real thermal). In this case, we manually removed these spurious thermal components (i.e., set the radius of the thermal at these heights to zero). Figure 8 . 2D vertical slices at y = 0 of density perturbation of thermals at t = 30 for low Reynolds number (top) and high Reynolds number (bottom). Each vertical pair of simulations has identical initial noise fields, but this noise field varies in the simulations arranged horizontally, leading to substantial variation in thermal evolution across simulations at a given Reynolds number. However, the laminar thermals are systematically higher and have larger density anomalies at this time than the turbulent thermals. We also plot the boundary of the thermal as computed in section 3.
