Equatorial superrotation under zonally-symmetric thermal forcing is investigated in a setup close to that of the classic Held and Suarez (1994) setup. In contrast to the behaviour in the classic setup, a transition to equatorial superrotation occurs when the equator-to-pole surface equilibrium entropy gradient is weakened. Two factors contribute to this transition: 1) the reduction of breaking Rossby waves from the mid-latitude that decelerate the equatorial flow and 2) the presence of barotropic instability in the equatorial region, providing stirring to accelerate the equatorial flow. In the latter, Kelvin waves excited by instability near the equator generate and maintain the superrotation. However, the superrotation is unphysically enhanced if simulations are underresolved and/or over-dissipated.
Introduction
Superrotation is an important phenomenon in atmospheric flows. It is defined as a zonal-mean zonal flow with axial angular momentum, M = M (φ), greater than the solid body angular momentum at the equator, M 0 = M (0); here φ is the latitude. For a "shallow" atmosphere, M = a cos φ(U + Ωa cos φ) and therefore M 0 = Ωa 2 , where a is the planetary radius, U is the zonal-mean zonal flow and Ω is the planetary rotation rate. Because superrotation away from the equator is inertially unstable * , it is mainly manifested as prograde (westerly) flow at the equator. If friction maintains a solid body rotation at the surface (i.e., M = M 0 cos 2 φ at the surface), a zonally-symmetric mean meridional circulation conserves M such that M ≤ M 0 at all latitudes in the absence of sources and sinks. In general, superrotation can be generated if there is a process which provides a steady eddy angular momentum flux directed * When superrotation is not present at the equator.
up the meridional gradient of the angular momentum, a −1 ∂M φ /∂φ (Hide 1969 , and see also Read 1986) . Superrotation is observed in the Earth's atmosphere (e.g. the quasi-biennial oscillation), but it is only transient. The current explanation for the transience is that Rossby waves generated by baroclinic instability at mid-latitudes propagate upwards, then refract equatorward and break in the equatorial region (e.g. Held and Hoskins 1985) . Because the waves deposit prograde momentum in the source region and retrograde momentum in the breaking or saturation region, equatorial superrotation does not occur. On the other hand, superrotation does occur more robustly on other planets and in idealized general circulation model (GCM) experiments. For example, in the latter, superrotation occurs under a variety of forcing conditions: zonally-asymmetric tropical heating (e.g. Suarez and Duffy 1992; Saravanan 1993; Hoskins et al. 1999; Arnold et al. 2012) , zonallysymmetric heating with a convective equatorial wave source (e.g. Schneider and Liu 2009; Laraia and Schneider 2015) , and statically-stable zonally-symmetric heating with Ω or a smaller than those of the Earth (e.g. Williams 1988 Williams , 2003 Mitchell and Vallis 2010) . In the statically-stable zonally-symmetric case, the increase in the global scale Rossby number -effected by reducing Ω or a -results in a weakened mid-latitude baroclinic instability and a strengthened barotropic instability. Williams (2003) and Mitchell and Vallis (2010) have attributed superrotation to barotropic instability. Williams (2003) has also shown that superrotation can occur on a planet with Earth's Ω and a subject to statically-stable zonally-symmetric heating, when the center of maximum baroclinicity is shifted to a lower latitude than that in the classic setup of Held and Suarez (1994) [hereafter HS] . The shift is effected by narrowing the meridional width of the radiative heating profile compared to that in HS. In this case the barotropic instability at the equatorward flank of the subtropical jet provides the mechanism for producing superrotation. Williams (2006) has extended this work by showing that high tropospheric static stability enhances superrotation by inhibiting baroclinic instability.
Recently the barotropic instability view has been questioned by Potter et al. (2014) . They propose that equatorial Kelvin waves drive and maintain superrotation in small Ω or a flows and in Williams (2003) , although the origin and precise driving mechanism of the Kelvin waves were not identified in their study. Later, Wang and Mitchell (2014) attribute the Kelvin waves to a linear resonant coupling of equatorial Kelvin and higher-latitude Rossby waves originating from an ageostrophic instability (e.g. Sakai 1989 ): the instability 'funnels' westerly momentum to the equator, producing superrotation. However, as we shall show, in our study the superrotation is likely generated and maintained by different mechanisms.
Our study can be regarded as an extension of Williams (2003 Williams ( , 2006 , Mitchell and Vallis (2010) , Potter et al. (2014) and Wang and Mitchell (2014) . Here transition to superrotation is also investigated under statically-stable zonally-symmetric thermal forcing; however, it is shown that superrotation also occurs with Earth's Ω and a, if the equator-to-pole equilibrium temperature gradient near the surface (from 1000 hPa to 700 hPa) is weakened, compared to that in HS. While such a setup is not necessarily more (or less) realistic, it does help to elucidate the processes involved in producing superrotation. We show that when the temperature gradient is weak, baroclinic instability is weakened and barotropic instability in the equatorial region excites Kelvin waves, which help to drive superrotation. The key ingredient in the excitation is the stirring provided by the instability that occurs within the equatorial deformation length scale of a Kelvin wave. Further, we show that the strength of the resulting superrotation is strongly affected by numerical resolution and dissipation: superrotation is artificially strengthened by explicit and implicit model diffusion.
Throughout this paper, the reduced temperature gradient region is denoted as the 'RTG' region. Such a reduced gradient region is not necessarily meant to address the present-day Earth, but it may be relevant for past and future climates of the Earth or other 'Earth-like' planets in the Solar and extrasolar systems. For example, such a thermal forcing can be applicable to the runaway greenhouse state of paleo-Earth or the present-day atmosphere of Venus, both of which are characterized by a weak equator-to-pole surface temperature gradient (see e.g. Tziperman and Farrell 2009; Yamamoto and Takanashi 2003; Lee et al. 2005 ).
The overall plan of the paper is as follows. In section 2 the primitive equation model and the setup used in this study is discussed. In section 3 results from the model simulations with a RTG region are presented and compared with the classic HS-like simulations. This section also discusses in detail the non-convergence of simulations when they are under-resolved or over-dissipated. Finally, conclusions are given in section 4.
Method

Numerical model
In this study a global pseudospectral model, BOB (Scott et al. 2003) , is used. BOB solves the 'dry' hydrostatic primitive equations in pressure (p) coordinates with rigid boundary conditions at the top and bottom of the model domain. The equations are solved in vorticity-divergence form. A parallel pseudospectral algorithm is used in the horizontal direction and a second-order finite differencing is used in the vertical direction. A hyperviscosity operator −ν∇ 8 , with constant ν, is applied to the prognostic variables (relative vorticity ζ, divergence δ and potential temperature θ). The timestepping is performed using a semi-implicit, second-order leapfrog scheme and the Robert-Asselin filter (Robert 1966; Asselin 1972 ) with a small filter coefficient (= 0.02) is applied at each timestep to stabilize the time integration.
The physical setup is essentially that of HS, as well as Williams (2003) (his case A). A simple Newtonian relaxation scheme for the net heating,
is applied in the potential temperature tendency equation; here τ is the characteristic relaxation time, and θ e = θ e (φ, p) is a specified equilibrium potential temperature distribution. The surface friction is parametrized as a linear, Rayleigh drag in the momentum equation:
where v is the flow on an isobaric surface, τ R is the characteristic damping time and p b and p s are the pressures at the top of the boundary layer (700 hPa) and at the bottom surface (1000 hPa), respectively. The only important physical difference relevant for superrotation in this setup, compared to that of HS, is θ e . This is discussed more in detail below.
Setup
The physical parameters used in all the simulations discussed in this study are listed in Table 1 . The simulations are initialized with an isothermal state of rest, with a small amount of Gaussian white noise (10 −7 s −1 standard deviation) introduced to the ζ field to break symmetry. The specified equilibrium potential temperature is Here T s and T 0 are the stratospheric and upper tropospheric reference temperatures, respectively; ∆T is the equator-topole temperature difference; ∆θ is the vertical potential temperature difference; and, κ ≡ R/c p = 2/7. In equation (3), b and F (p) control the meridional width of the equilibrium temperature and the equator-topole temperature gradient near the surface, respectively; the masking function F is defined,
where γ is a thickness parameter and is used to specify the vertical 'e-folding' extent of the RTG region. With b = 4 and F (p) = 1 (i.e. γ → ∞), θ e reduces to the HS case, which roughly captures the statistical mean state of the Earth's troposphere. The resulting θ e distribution is shown in Figure 1a . Here the magnitude of the equator-to-pole equilibrium temperature gradient in the lower troposphere is ≈ ∆T . In section 3 simulations with γ = 0.045 are mainly discussed, for which θ e is shown in Figure 1b . In the present study, the focus is on the influence of γ on superrotation; however, we note that the generation and strength of superrotation are highly sensitive to all of {γ, b, ∆T , T s }, in general. This broad sensitivity to the physical parameters is discussed in section 3.4. Note also that, apart from F , there are additional differences in the setup used in HS, Williams (2003) and the present study. For example, in Williams (2003) ∆θ in equation (3) is not modulated by cos 2 φ. In addition, τ = 20 days everywhere in this study -different than in HS, but the same as in Williams (2003) . None of these differences qualitatively affect the results presented here, however.
The model domain, which extends vertically from 10 3 hPa to 17 hPa, is resolved by 30 levels equally spaced in p. Simulations are performed at {T42, T85, T170, T341} horizontal resolutions. The 'control simulations' (i.e. essentially HS simulations), with θ e shown in Figure 1a , are integrated for t = 1200 days; and, the 'RTG simulations', with θ e shown in Figure 1b , are integrated for up to t = 7000 days. In the latter simulations, equilibration takes longer at lower horizontal resolutions and/or with stronger dissipation. The timestep size ∆t (in seconds) is {600, 300, 150, 75} for the resolutions given above, respectively. The hyperdiffusion coefficient ν is chosen so that the e-folding time τ d (in days) for the smallest scale in the system is {0.1, 0.01, 0.001, 0.0001}, respectively. Assuming
where N T is the spectral truncation wavenumber, the above τ d 's correspond to ν (in 10 37 m 8 s −1 ) of {3.0, 0.1, 0.004, 0.0002}, respectively. Sensitivity of the results to horizontal resolution and hyperdissipation specifications is discussed in section 3.3.
Results
Mean circulation
Before describing the turbulent three-dimensional simulations, it is fruitful to examine the axisymmetric eddy-free circulation that results from prescribing the θ e shown in Figure 1 and spinning up the atmosphere from an initially resting state. Figure 2 shows the resulting axisymmetric zonal-mean zonal wind and mass streamfunction (u and ψ, respectively) from the control (a) and RTG (b) simulations at T170L30 resolution (i.e. T170 horizontal resolution with 30 vertical levels). The axisymmetric circulations are obtained by running the BOB model with no initial Figure 1 and values for u * and ψ * are the same as in Figure 2 . Clear superrotation is generated at the equator (at all altitudes) in the fully turbulent RTG simulation. perturbation † . Both simulations produce a weak Hadley circulation and the zonal flow consists of weak subrotation (easterly flow) at the equator and westerly jets centred at φ ≈ ±25
• . However, the final axisymmetric circulation is dependent on the initial condition, in general. Figure 3 shows the time-and zonal-mean potential temperature, zonal wind and mass streamfunction meridional cross-sections (θ * , u * and ψ * , respectively) from the fully turbulent, three-dimensional control (a and c) and RTG † The axisymmetric simulations are integrated for t ≈500 days, up until gravity waves degrade the flow.
(b and d) simulations. Time-averaging is performed over 25 τ 's after the simulations have reached a statistically equilibrated state, over the intervals t = [700, 1200] days for the control simulation and t = [4500, 5000] days for the RTG simulation.
In the control simulation, initially zonally-symmetric westerly jets (cf. Figure 2a ) become baroclinically unstable and zonally-asymmetric flow develops. Following the onset of baroclinic instability, the jets move poleward and equilibrate at φ ≈ ±45
• (Figure 3b ). The exact mechanism leading to the poleward migration is currently not well understood, but all of the proposed mechanisms involve some form of eddy-mean flow interaction (see e.g. Chen Kidston and Vallis 2010) . Crucially, the flow remains weakly easterly at the equator, at all heights in the control simulation. Baroclinic eddies transport heat from low to high latitudes; as a result, the equator-topole temperature gradients are weaker in the equilibrated θ * distribution than in the prescribed θ e distribution (cf. Figure 3a with Figure 1a ). Note that the Hadley circulation in the fully non-linear simulation is mainly eddy-driven (cf. Figures 2a and 3c ). In contrast, the equilibrated flow in the RTG simulation is superrotating at the equator when the eddies are present -and there at all altitudes, except at the very top (cf. Figures 2b with Figure 3d ). There is also a weak Hadley circulation in the RTG simulation in this case. Accordingly, the θ * distribution changes only slightly from the prescribed θ e distribution (cf. Figure 3b with Figure 1b ). This is consistent with the marked reduction in baroclinic instability observed in this simulation. The equilibrated subtropical jets remain close to their initial latitude (i.e. at φ ≈ ±25
• ) and take a much longer time to equilibrate, compared to the control simulation. The total (column-mean) equatorial zonal wind u eq undergoes rapid acceleration over t = [200, 1000] days, reaching statistical equilibration thereafter. Throughout this paper, this stage is referred to as the 'equilibrated stage' and the stage prior to this as the 'acceleration stage'.
Wave-mean flow analysis
Acceleration of the zonal-mean zonal flow and direction of wave propagation can be assessed via the Eliassen-Palm (EP) flux vector, F = (F φ , F p ) (e.g. Andrews and McIntyre 1978) :
where the primes denote deviations from the zonal mean, v is the meridional velocity, f = 2Ω sin φ is the Coriolis parameter, θ ≡ T (p/p s ) κ is the potential temperature and ω = Dp/Dt is the 'vertical' velocity. The second term in the brackets in equation (6) and the first (i.e. the ζ term) and third terms in equation (7), which are the ageostrophic terms, are generally small compared to the remaining, geostrophic terms. Figure 4 shows the EP flux vector field and its divergence, ∇·F (contours), for the control (a) and RTG (b) simulations. In the control simulation, the EP flux and its divergence follow the classic scenario: Rossby waves, generated near the surface by mid-latitude baroclinic instability, transport wave activity upward in the troposphere and equatorward at mid-height, transporting momentum poleward and heat upward and poleward. In the northern hemisphere, according to equation (6), F φ < 0 implies u v > 0 (assuming the ageostrophic term to be small), leading to a poleward eddy momentum flux; correspondingly, according to equation (7), F p > 0 implies f v θ > 0, leading to a poleward eddy heat flux. The vector field is divergent (positive) near the surface at mid-and high-latitudes and convergent (negative) in the upper troposphere and lower stratosphere, as well as in the equatorial region near the surface. According to the transformed Eulerian mean (TEM) equations (e.g. Andrews et al. 1987 ), zonal flow is accelerated (decelerated) in regions of positive (negative) ∇·F; hence, the jet becomes increasingly barotropic.
In the RTG simulation, the transport of wave activity is upward and mainly poleward, unlike in the control simulation (see Figure 4b) . The poleward heat flux is considerably weaker (n.b. the smaller reference vector magnitude in Figure 4b ) and the flux activity is clearly dominant at higher altitudes (above p ≈ 600 hPa level). The eddy momentum flux is mostly equatorward in both the northern and southern hemispheres. The ∇·F field is also weaker than in the control simulation (n.b. the smaller ∇·F values in Figure 4b ) and displays a more complicated structure than in the control simulation. Significantly, a westerly zonal flow acceleration is present in the tropics, in the p ≈ [250, 600] hPa region. Note also that at p = 200 hPa, the zonal flow is accelerated at the equator and decelerated in the subtropics, in the 10
• < |φ| < 30
• region, where the wave propagation is equatorward. In addition, the poleward flanks of the subtropical jets are It is useful to examine the spectral characteristics of the eddy momentum flux convergence. For this, the eddy momentum flux at each φ is first spectrally decomposed among the zonal wavenumbers {m} and the m-φ covariance spectrum is obtained before computing the divergence (e.g. Hayashi 1971; Randel and Held 1991) . Similarly, the angular phase speed, c A (m, φ) = a/m with = (m) the frequency, is computed to obtain the c A -φ spectrum. We use c A instead of phase speed c, because c A is conserved following a meridionally propagating Rossby wave packet in a zonally-symmetric background flow. Note that a positive (negative) region in the convergence spectrum is associated with a momentum source (sink). The convergence spectra from both the control and RTG simulations are shown in Figure 5 . Spectra are taken from the p = 500 hPa level, the level of maximum zonal wind acceleration in the RTG simulation (see Figure 4b) ‡ . Recall that there is no superrotation in the control case.
First we discuss the m-φ spectra. Figure 5a shows the m-φ spectrum calculated for ten consecutive 50-day windows over t = [700, 1200] days from the control simulation during the equilibrated stage. The spectrum for only m ≤ 10 is shown because larger wavenumbers possess insignificant amplitudes. The spectrum shows that the modes of m ≈ 6, centered on the jets, dominate at mid-latitudes. Figure 5b shows the corresponding m-φ spectrum from the RTG simulation in the equilibrated stage (t = [4500, 5000] days). The spectrum in this simulation is also dominated by m ≈ 6 modes, but the waves are excited on both flanks of the subtropical jets, at φ ≈ ±5
• and φ ≈ ±35
• . These waves stir the flow and converge westerly momentum into their source region and easterly momentum into their breaking/saturation region. In addition, low wavenumber (i.e. m ≈ 2) modes converge westerly momentum at the equator. Later we show that the m ≈ 2 modes have a distinct Kelvin wave-like behaviour, as also identified by Potter et al. (2014) in their study.
There are other important, distinguishing features in the RTG simulations. For example, at lower model resolutions the convergence spectra exhibit significant qualitative differences, compared to the spectrum in Figure 5b . At resolutions lower than T170 (and assuming the nominal values for the hyper-dissipation coefficients (section 3.3)) the m ≈ 6 modes, which are located on the flanks of the subtropical jet, disappear completely after the initial acceleration stage. In the simulation presented in Figure 5b , these modes persist well into the equilibrated stage. As will be shown in section 3.3, the disappearance is due to inadequate horizontal resolution. Now we discuss the c A -φ spectra. Figures 5c and 5d present the c A -φ spectra at the p = 500 hPa level for the control (c) and RTG (d) simulations, respectively. Note that in both spectra, there is insignificant amplitude at c A ≤ −10 m s −1 and c A ≥ 45 m s −1 . The spectra are obtained from the data over the same time windows as in the corresponding spectra in Figures 5a and 5b . In Figures 5c and 5d , the superimposed red curve shows angular velocity u A = u/ cos φ. ‡ This level also lies just above the tropospheric static stability maximum.
The mean flow acceleration is such that u A evolves towards c A (e.g. Andrews et al. 1987; Holton and Lindzen 1972) . In Figure 5c , because c A u A everywhere, the equatorward propagating Rossby waves can only decelerate the zonal flow. The waves, which are generated at the cores of the jets, propagate equatorward until they encounter a critical layer on the equatorward flanks of the jets. In the critical layer, Rossby waves break and deposit easterly momentum. Hence, no superrotation is present in the control simulation. In contrast, in Figure 5d (RTG simulation), the m ≈ 6 modes that propagate poleward from their source region at φ ≈ ±5
• deposit westerly momentum near the equator where c A u A . These waves break at φ ≈ ±15-20
• and decelerate the flow there. While the m ≈ 6 modes are only able to accelerate the flow at φ ≈ ±5
• , the m ≈ 2 modes (with c A ≈ 30 m s −1 ) accelerate the zonal flow at the equator by converging westerly momentum and forcing u A towards c A throughout the duration of the simulation.
For a more detailed view of the flow field at equilibrated stage, a snapshot of Ertel potential vorticity, q = [(ζ + f )· ∇θ] / ρ, is shown in Figure 6 ; here ρ is the density and the projection shown is cylindrical-equidistant centered on the equator. Figure 6a shows q for the control simulation at t = 1000 days, on the θ = 315 K isentrope. Figure 6c shows q for the RTG simulation at t = 6000 days, on the θ = 300 K isentrope. Both isentropes lie approximately on the p = 500 hPa surface in the tropics. Both simulations are at T170L30 resolution. To illustrate how the PV distribution changes from the initial stage, the zonal-mean PV (q) for snapshots in Figures 6a and 6c is shown in the equatorial region in Figures 6b and 6d (black curves) together with q at t = 40 days (red curve). Note that at t = 40 days the unaveraged flow in both simulations is nearly axisymmetric, but becomes increasingly non-axisymmetric over time.
The m ≈ 6 structure can clearly be seen in Figures 6a and 6c, but stirring of q occurs closer to the equator in the RTG simulation than in the control simulation (6c and 6a, respectively). This is consistent with the diagnostics in Figure 5 discussed above. In the control simulation no stirring is taking place in the equatorial region as the zonal-mean PV changes little from the zonally-symmetric PV at t = 40 days (see Figure 6b) . Crucially, in the RTG simulation, stirring results in a band of steep q-gradient, which is pushed to the equator; a corresponding band is not present in the control simulation. The band is not zonallysymmetric and often appears with a blob of q that appears to have broken off from large-amplitude undulations of the high-gradient band to the north (south) of the equator in the northern (southern) hemisphere. In addition to inducing a 'q-jump' at the equator, the undulations and concentrations of large-amplitude PV at the equator, act as sources of enhanced superrotation. The blobs of q at the equator translate longitudinally faster than the zonal mean zonal wind and manifest themselves in the convergence spectrum as the m ≈ 2 Kelvin wave-like features (see Figure 5b ). Note that in the presence of meridional shear in the background flow, Kelvin waves perturb meridional velocity and hence q (e.g. Iga and Matsuda 2004) .
While the m ≈ 2 features lack a coherent wave-like structure in the q field in Figure 6c , the wave-like behaviour is more clearly visible in the perturbation geopotential height field Φ in the equatorial region of the RTG simulation. Figure 7 shows composites of Φ and perturbation horizontal wind vectors on the p = Copyright c 0000 Royal Meteorological Society Q. J. R. Meteorol. Soc. 00: 1-15 (0000) Prepared using qjrms4.cls 500 hPa surface for the RTG simulation. The composites are constructed from the m − spectrum from the equilibrated fields. The spectrum is filtered by removing all westward propagating signal, eastward propagating signals with frequencies below 1/30 day −1 and above 1/4 day −1 , and m below 1 and above 6. An inverse transform is then applied to reconstruct the filtered time series and the entire fields are regressed against the filtered time series at a base point on the equator, where the wave variance is maximum. In (a) the complete composited fields are shown and in (b) the fields have been filtered to accentuate the m = 2 signal.
The filtered fields in particular, resemble the classic Kelvin wave solution for the equatorial beta-plane shallow water model (e.g., Matsuno 1966) . By examining the time-lagged composites, we have found that the m = 2 signal in Figure 7b is only coherent up to φ ≈ ±15
• (not shown). Linear resonance between equatorial Kelvin waves and subtropical Rossby waves via ageostrophic instability is proposed by Wang and Mitchell (2014) to drive superrotation under zonally-symmetric thermal forcing. Such instability would have a distinct Kelvin-wave like structure at the equator (see e.g. Figure 1 in Wang and Mitchell (2014) ). However, the linear Rossby-Kelvin instability also requires matching phase speeds between the two types of waves, since the wavenumber m is fixed in the linear resonance analysis. In Figure 5d , however, the phase speed of the subtropical Rossby waves (c A ≈ 10 m s −1 ) is clearly different than the phase speed of the equatorial Kelvin waves (c A ≈ 30 m s −1 ). This is so even during the acceleration stage of the well-resolved RTG simulation (not shown). Hence, the linear Rossby-Kelvin wave instability is not the likely mechanism generating and maintaining superrotation in the RTG simulations. Instead, as in (Williams 2003 ), it appears that here the barotropic instability on the equatorward flank of the westerly subtropical jets stirs the flow and excites equatorial Kelvin waves.
Kelvin waves in the RTG simulation can be further identified by Fourier transforming equatorial geopotential height field Φ in space and time and depicting the resulting Figure 6 . Snapshot of Ertel potential vorticity q × 10 −6 [K m 2 kg −1 s −1 ] and its zonal-mean q for the control simulation (a and b) and RTG simulation (c and d) at T170L30 resolution. The q fields are shown at t = 1000 days in (a) and at t = 6000 days in (c) in cylindrical-equidistant projection on the Θ = 315 K and Θ = 300 K isentropes, respectively. The m ≈ 6 mode can be seen in (a) and (c), as well as the presence of equatorial q-gradients and blobs in (c) (only). q in the equatorial region is shown in (b) and (d) on the same isentropes and at the same times as in (a) and (c). q at t = 40 days (red) is also shown. Superrotation is generated in the RTG simulation as a consequence of extrusion of high q from higher latitudes to the equator in the northern hemisphere via stirring. In contrast, notice the absence of q-stirring at the equator in the control simulation. For the control simulation, only a weak Kelvin wave signal is present at the equator (Figure 8a ) and the spectrum is dominated by the westward propagating mixed Rossby-gravity waves with h 0 = 100 m (Figure 8c ). For the RTG simulation, a clear h 0 = 100 m Kelvin wave signal dominates the spectrum (Figure 8b ) with little or no westward propagating wave activity. The phase speed Figure 5d) . We note that the equatorial Φ spectra is of lower amplitude in simulations with lower horizontal resolution after the acceleration stage.
To establish the role of shear instabilities in Kelvin wave excitation, it is instructive to examine the meridional gradient of the zonal-mean PV in the equatorial region. As in Williams (2003) , we show quasi-geostrophic time-and zonal-mean PV ∂Q/∂φ (scaled by 2Ω/a) in Figure 9 for the control (a) and RTG (b) simulations, respectively. In Figure 9b ∂Q/∂φ changes sign on the equatorward flank of the subtropical jet, at φ = ±5
• in the p = [200, 700] hPa vertical region throughout the RTG simulation. The reversal of the gradient at φ = ±5
• is due to the barotropic component (i.e. the meridional gradient of the absolute vorticity) of ∂Q/∂φ (not shown). Hence, the source of the m ≈ 6 Rossby waves on the equatorward flanks of the jets and the equatorial m ≈ 2 Kelvin waves is likely the barotropic, Rayleigh-Kuo, instability. The (latitudinal) deformation length scale L D of an equatorially trapped Kelvin wave is roughly L D = c/β, where β = 2Ω/a. For the wave with c ≈ 30 m s −1 (cf. Figures 5d and 8b) , L D ≈ 1200 km or φ ≈ ±10
• . Therefore, to excite equatorially trapped Kelvin waves, stirring must occur within the φ ≈ ±10
• band centered on the equator. This occurs in the RTG simulation. For the control simulation, the necessary condition for neither the barotropic (see Figure 9a ) nor the baroclinic instability is satisfied in this region in the timeand zonal-mean, which likely explains the weak equatorial Kelvin wave signal in the control simulation (see Figure 8a) .
That stirring in the subtropics (within L D ) by the m ≈ 6 Rossby waves precedes the generation of equatorial m ≈ 2 Kelvin waves (with c ≈ 30 m s −1 ) in the RTG simulation can be seen in Hovmöller diagrams in Figure 10 . The figure shows Φ at p = 500 hPa in the beginning of the simulation. The Φ field filtered for m = 6 is shown at φ = 10
• N in (a). The Φ field filtered for m = 2 is shown at φ = 10
• N in (b) and at the equator in (c). The Kelvin waves are excited at t ≈ 110 days (Figures 10b and c) , after the development of the m = 6 Rossby waves at t ≈ 80 days (Figure 10a ). These waves continue to propagate eastward throughout the simulation (not shown).
In summary, the following mechanisms contribute to generating and/or maintaining superrotation in wellresolved RTG simulations:
• Mechanical stirring inside the latitudinal range of the deformation length scale L D from the equator, is required to excite m ≈ 2 Kelvin waves under statically stable zonally-symmetric thermal forcing § . Here the source of the stirring is barotropic instability (with predominantly m ≈ 6 signal) on the equatorward flank of the subtropical westerly jet.
• Since Kelvin waves are not excited if the stirring occurs at latitudes outside L D , the specified equilibrium temperature profile has to produce and maintain westerly jets that are unstable to shear instabilities within L D from the equator.
Resolution and dissipation
We have seen that superrotation may be generated and maintained by wave-mean flow interaction. However, in the RTG simulations, a stronger superrotation is also clearly produced at lower horizontal resolution. This indicates that part of the superrotation is of numerical origin. In general, the strength of superrotation depends sensitively on the horizontal resolution and dissipation. We have found that § The destabilization of the m ≈ 2 waves is dependent on the background flow (e.g. Iga and Matsuda (2004)) relatively high horizontal resolution ( T170) is required for numerical convergence -particularly for the RTG case. Among other things, the high resolution ensures accurate representation of the eddy fluxes. In this study, simulations are defined to be converged if both of the following criteria on the total (column-averaged) equatorial zonal wind u eq -averaged over the φ = ±5
• band centered on the equator-are met: i) At equilibration, u eq is statistically the same at least at two different horizontal resolutions, with a given viscosity coefficient ν.
ii) At equilibration, u eq is not sensitive to the choice of viscosity coefficient ν, at a given horizontal resolution.
Criterion i) tests for 'numerical' convergence while criterion ii) tests for 'physical' convergence. At very high Reynolds number, a simulation (particularly the large scales in it) should not be sensitive to the choice of numerical viscosity coefficient ν, whose primary purpose is to remove enstrophy near the grid-scale and to prevent the simulation from blowing up. For criterion ii), ν values are heuristically chosen from a 'credible' range, by which reference is made to those values that permit the vorticity field to be neither under-dissipated (i.e. inundated with grid-scale noise) nor over-dissipated (i.e. devoid of any strong coherent structures, such as vortices and sharp gradients). Experience has shown that a certain amount of tuning is always necessary and that there always exists a finite range of values that is reasonably free from gross subjectivity and satisfies the credibility condition on the vorticity field. Each new problem and setup necessitates a thorough characterization of accuracy and convergence for confidence in the obtained results.
Before we discuss u eq , the equilibrated u * from the RTG simulations at T42L30 (a), T85L30 (b), T170L30 (c) and T341L30 (d) resolutions is presented in Figure 11 . The figure clearly shows that RTG simulations are not converged at resolutions lower than T170L30, as they do not satisfy criterion i). The T170 and T341 results are very similar. In contrast, the equilibrated u * for the control simulations can exhibit qualitatively the same behaviour at the same four horizontal resolutions presented (although they are still not converged, as is also discussed below). Interestingly, as can Figure 2 . Subtropical jets diffuse together at the equator much more strongly at low resolution.
be seen in the figure, superrotation is considerably stronger at lower horizontal resolution in the RTG simulations, as already mentioned. Figure 12 now shows the time series of u eq from the control (Figure 12a ) and RTG (Figure 12b) simulations. For reference, the time series from the T341L30 RTG simulation is also shown in Figure 12b . Note that, with exceptions as noted in the discussion below, the value of ν for all the simulations in the figure is chosen so that the e-folding time for the truncation scale is nominally {0.1, 0.01, 0.001, 0.0001} days at {T42, T85, T170, T341} resolutions, respectively. The chosen times correspond to ν = {3.0, 0.1, 0.0044, 0.00017}×10 37 m 8 s −1 , respectively. All simulations are with L30 vertical resolution. Figure 12a shows that the convergence criterion i) is fulfilled for the control simulation at T42 resolution. However, the control simulation does not fulfill criterion ii) at resolutions lower than T85. For example, a T42 resolution simulation employing the ν value from the T21 resolution simulation (i.e. 25 times greater value) leads to a significantly different time series behaviour (cf. black and green lines); the behaviour does not persist into T85 resolution simulations, as is shown below. Convergence criterion i) is also fulfilled by the RTG simulation -but at much higher (T170) resolution. Moreover, the value of u eq at equilibration for the converged RTG simulations is much lower than for the un-converged, lower-resolution simulations, by as much as 17 m s −1 (cf. black and blue curves in Figure 12b) ; this is consistent with the behaviour in Figure 11 . In addition, RTG simulations at T42 and T85 resolutions take a considerably longer time to reach equilibration than that at T170 resolution; in the latter case, equilibration is reached at t ≈ 1000 days, compared with t ≈ 7000 days for the former cases.
Throughout this work, a larger value of ν is used when performing a given simulation at a lower horizontal resolution -as is commonly practiced in numerical simulations. Alternatively, a smaller value of ν is used when performing a given simulation at a higher horizontal resolution. The practice is primarily carried out for numerical stability and/or 'spectrum tuning' reasons, and it results in different damping times for a given wavenumber at the different resolutions. However, as advocated in Polvani et al. (2004) and Polichtchouk and Cho (2012) , the same value of ν should be used for all resolutions in order to 'cleanly' assess numerical convergence: each wavenumber, up to the truncation, then experiences the same dissipation rate for a given simulation. This philosophy is closely related to convergence criteria i) and ii). All imply that once simulation is adequately resolved, including additional, higher wavenumbers in the simulation would not significantly affect the large-scale flow. Criterion ii), in particular, ensures that most 'stable' value of ν is used when assessing convergence, since there exists a finite range of values which prevent a simulation from blowing up. Of course, all this assumes weak (or absence of) spectral nonlocality of the flow, which generally appears not to be the case in practice.
Consider the green and red curves in Figure 12b , showing two RTG simulations at different horizontal resolutions (T85 and T170) using the same ν value. It is clear that the RTG simulation is not converged at T85 resolution since the two curves deviate from each other; on the other hand, the curves for T170 and T341 resolutions, subjected to the same test, do match very closely. In fact, in general, the disagreement is much stronger, than in the control case (cf. green and black curves in Figure 12a) . Clearly, the 'extra modes' included in the T170 resolution affect u eq quantitatively in the RTG simulations. Figure 13 illustrates the above points more explicitly with simulations at T85L30 resolution, for the control (Figure 13a ) and RTG (Figure 13b) cases. Criterion i) is met for the control case at T85 resolution, and has already been discussed above. Figure 13a demonstrates that criterion ii) is also met: the simulations are not sensitive to variations in ν, suggesting the control case is converged at T85 resolution. In contrast, Figure 13b demonstrates that criterion ii) is not met for the RTG case: the simulations are acutely sensitive to variations in ν. Moreover, superimposing the time series from the T170 resolution simulation illustrates that it is possible to erroneously conclude that criterion i) is met (see the blue and purple curves), if ν were not varied at the T85 resolution; and significantly, the equatorial superrotation is surprisingly weaker at the higher resolution. It is important to reiterate at this point that the 'correct' ν at T85 resolution cannot be determined a priori: it is only after performing the RTG simulation at T170L30 resolution and establishing that the converged simulations have u eq ≈ 5 m s −1 that it is possible to tune ν for an 'optimal' simulation.
Superrotation is stronger in the lower-resolution and/or stronger-dissipation simulation, due to diffusion of q. In those simulations, q-contours are more diffused in the subtropics. Hence, the resulting jets are less sharp on their equatorward flanks and the flow is more strongly superrotating at the equator (cf. Figures 11a-d) . The mechanism can be clearly seen in Figure 14 , which shows the q distributions on the θ = 330 K isentrope from two RTG simulations (T42 and T170 resolutions) at t = 5000 days. The q-gradients are clearly sharper at φ ≈ ±25 Figure 12 . Time series of column-averaged zonal wind at the equator ueq [m s −1 ] at varying horizontal resolutions for the control (a) and RTG (b) simulations: ueq for {T42L30, T85L30, T170L30, T341L30} resolutions are shown in {black, red, blue, yellow}, respectively. The green curve in a) shows the control simulation performed at T42 horizontal resolution with ν from a T21 resolution simulation, which is 25 times larger than in the 'nominal' T42 simulation (black curve). The green curve in b) shows the RTG simulation performed at T170 horizontal resolution with ν the same as in the T85 resolution simulation (red curve). The magnitude of ueq is insensitive to the horizontal resolution in the control simulations -when properly tuned, whereas ueq decreases with increasing resolution in the RTG simulations. In the latter simulations, T170L30 simulations with different ν produce nearly-identical results. and the equatorial q-step ¶ is wider in the T170 resolution simulation -i.e., the jets across the equator are much less 'fused' into each other. It is important to understand that this is an entirely different mechanism than the 'barotropic instability exciting equatorial Kelvin waves' mechanism discussed in section 3.2.
In addition, in under-resolved and/or over-dissipated simulations the meridional shear on the equatorward flanks of the subtropical jets is reduced as the jets are 'fused' into each other. Therefore it becomes increasingly harder to satisfy the Rayleigh-Kuo instability criterion in the time-and zonal-mean, following the acceleration stage (e.g., at T42 resolution this occurs at t = 400 days). This results in the mitigation of nonlinear mixing of q at the equatorward flanks of the subtropical jets. The m ≈ 6 eddies at φ ≈ ±10
• -25 • ( Figure 5 ; see also Figure 6 ) are completely absent in the equilibrated stage in the low-resolution/high-dissipation simulations. Note that the Kelvin waves can still be excited in under-resolved and over-dissipated simulations as the ∂Q/∂φ continues to change sign at φ ≈ ±5
• . The reversal of the ∂Q/∂φ sign in this case is, however, due to the baroclinic component. The ¶ q = q(φ) forms a 'staircase-like' structure, with 'steps' and 'jumps' (see e.g. Dritschel and McIntyre 2008, and references therein) Kelvin wave amplitude in the equilibrated stage is, however, by as much as ≈ 30% weaker than in the converged simulations.
To summarize:
• Compared to the control simulation, high ( T170) horizontal resolution is required for numerical convergence in the RTG simulation.
• In low-resolution/high-dissipation RTG simulations superrotation is artificially enhanced as the linear diffusion of q 'fuses' the subtropical jets together on their equatorward flanks. This creates an artificial source of superrotation as the flanks of the westerly jets overlap at the equator.
• Because the q-gradients on the equatorward flanks of the subtropical jets are less sharp, barotropic instability is weaker or absent in the under-resolved/overdissipated RTG simulations. This mitigates nonlinear mixing of q by the barotropic m ≈ 6 eddies at φ ≈ ±10
• -25
• .
• 'Numerical diffusion' mechanism is entirely different from the 'barotropic instability exciting Kelvin waves' mechanism for generating and maintaining superrotation, discussed in the preceding subsection. Notice the weaker q-gradients in the subtropics and narrower equatorial q-step at T42 horizontal resolution. In b) and d), q (black curve) and zonal-mean u (red curve) for the simulations shown in a) and c), respectively. At low resolution, the subtropical jets are more diffused and broader than at high resolution. At high resolution mixing of q on the equator-ward flanks of the jets is stronger. As a consequence, superrotation is actually stronger at low resolution.
Other sensitivities
In addition to resolution and dissipation, the strength of superrotation in the RTG simulations is sensitive to parameters in the equilibrium temperature distribution, such as {γ, b, ∆T , T s } in equation (3). Recall that the following criteria on the westerly jets must be met for generation of superrotation in fully resolved simulations: 1) weak mid-latitude baroclinic instability; and 2) shear instability within the deformation length scale of an equatorial Kelvin wave. If the specified equilibrium temperature distribution produces westerly jets that do not meet the above criteria, superrotation does not occur. For example, for γ ≥ 0.05 or b < 4, transition to superrotation does not occurespecially in high-resolution/low-dissipation simulations. For a larger γ baroclinic instability becomes stronger as the near-surface equator-to-pole temperature gradient is increased. However, a transition is still possible if b > 4 for the same γ (≥ 0.05) because baroclinic instability is then confined to lower latitudes (Williams 2003) . For smaller b the subtropical jets are located too far from the equator for criterion 2) to be satisfied. Setting ∆T > 60 K (and keeping all other parameters the same) also produces stronger superrotation because stronger meridional shear on the equatorward flanks of the subtropical jets more strongly satisfies the necessary criterion for barotropic instability than in the nominal RTG case. The magnitude of superrotation in the RTG simulation is also somewhat sensitive to the form of the initial perturbation. A north-south symmetric perturbation-such as a small amplitude localized bump at (±φ 0 , λ 0 ) or a pure spherical harmonic mode perturbation-produces northsouth symmetric circulation and considerably stronger superrotation than in the simulations initialized with northsouth asymmetric perturbation-such as Gaussian white noise. In such north-south symmetric simulations, the equatorial flow is purely zonal (i.e., does not meander) and as a result the superrotation is stronger.
It is also worth noting that superrotation is generated in the RTG simulation started from rest even in the absence of the Rayleigh drag. Hence, superrotation can occur on planets with no solid surface as long as the equator-to-pole equilibrium temperature gradient is weakened in the region below where the superrotating flow occurs. In summary, it appears that superrotation can be generated and maintained under a surprisingly wide range of conditions, in general.
Conclusions
In this paper, we have shown that equatorial superrotation can be readily generated, if the equator-to-pole surface temperature gradient is weak. This is so even under zonallysymmetric, statically-stable, thermal forcing in many cases. However, in general, superrotation does not arise as easily under zonally-symmetric forcing. Superrotation can be maintained under this situation if stirring from a nearequatorial barotropic instability is continuously provided.
When the equator-to-pole surface temperature gradient is reduced, the role of Rossby waves produced by mid-latitude baroclinic instability in converging easterly momentum into the equatorial region is diminished. Also, if a wave 'source' exists at the equator (e.g. in the form of stirring), superrotation can develop if the eddy angular momentum fluxes out of the region are strong enough and directed up the mean angular momentum gradient. Similar to Williams (2003) and Mitchell and Vallis (2010) , we also observe in this study that barotropic instability generates equatorial superrotation in the zonally-symmetric RTG setup: the instability excites equatorial Kelvin waves, which are important for flow acceleration at the equator. In the control simulation the necessary criterion for barotropic or baroclinic instability is satisfied too far from the equatoroutside the deformation length scale distance of a Kelvin wave -for the instabilities to influence equatorial dynamics. Barotropic instability might also be the source of Kelvin wave-like disturbances that produce superrotation in small a or Ω regimes in Potter et al. (2014) . For a fixed phase speed, the meridional width of a Kelvin wave increases with decreasing a (and Ω). Thus, the Rayleigh-Kuo instability criterion does not need to be satisfied as close to the equator as in the RTG simulations with Earth's Ω and a, discussed in this paper. In contrast to what is suggested in Potter et al. (2014) , according to this study, it is likely that the Kelvin wave mechanism they propose must be accompanied by a simultaneous occurrence of barotropic (or other shear) instability, in simulations with statically-stable, zonallysymmetric forcing.
The barotropic instability is not, however, the only mechanism responsible for superrotation in the RTG setup. Numerical diffusion (both implicit and explicit) generates artificially strong superrotation in under-resolved and/or over-dissipated RTG simulations. In this study, it is found that to adequately resolve the dynamics of angular momentum fluxes near the equator, relatively high horizontal resolution is required ( T170). In low resolution or strongly dissipated simulations, potential vorticity is more spread out by diffusion than in the high resolution or low dissipation simulations. Consequently, in the under-resolved cases the subtropical jets are less sharp on their equatorward flanks. The flanks overlap at the equator and this provides an additional source of superrotation. In addition, weaker potential vorticity gradients mitigate barotropic instability and mixing by the m ≈ 6 Rossby waves, equatorward of φ ≈ ±25
• . This allows the subtropical jets to further 'fuse' into each other.
Given the foregoing, the relative contributions of barotropic instability and numerical diffusion to superrotation generation can be adequately quantified only after thoroughly assessing numerical convergence of the simulations. The stronger resolution requirement for the RTG simulation, compared to the control simulation (which is converged at T85 horizontal resolution), is due to the nearequatorial location of the mixing region in the RTG simulations. When the subtropical jets (and hence the mixing zone) are located further poleward, low resolution or high dissipation can still induce superrotation.
