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ABSTRACT 
Accurate short-term prediction of traffic condition on freeways and major arterials 
has become increasingly important because of its vital role in traffic management 
functions and various trip decisions. Given the dynamic nature of freeway traffic, this 
study proposed two stochastic model approaches, Hidden Markov Model (HMM) and 
One-Step Stochastic Model, for short-term traffic prediction during peak periods. The 
data used in the study are real-time traffic monitoring data gathered over 6 years on a 40-
mile segment of Interstate-4 in Orlando, Florida. 
Both approaches are based on the traffic state transition probabilities. The HMM 
approach defines traffic states in a two dimensional space using both first and second 
order statistics of traffic parameters. For a sequence of traffic speed observations, the 
HMMs estimated the most likely corresponding traffic states sequence. Model 
performance was evaluated using the relative length of the distance between the predicted 
state and true state to the possible largest distance away from the true state in the two 
dimensional space. 
The one-step stochastic model uses traffic speed as the traffic condition indicator. 
The cumulative negative/positive transition probabilities and expected values were 
derived from the transition probabilities. The conditional expected value of the most 
likely transition trend is taken as the predicted speed, which is associated with a 
probability indicating the chance of such transition happening. The model performance 
was evaluated using Root Mean Square Errors (RMSE). 
Relatively small prediction errors were obtained for both approaches (less than 10% 
for HMMs and around 5 mph for One-Step Stochastic Model), and the model 
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performance was not remarkably affected by location, travel direction, and peak period 
time. It is concluded that the stochastic properties are the characteristics of freeway traffic 
by nature and the stochastic approaches are appropriate for short-term traffic condition 
prediction during peak periods. 
1 
CHAPTER 1. INTRODUCTION 
1.1 Problem Statement 
As a result of increased motorization and urbanization, traffic demands maintain 
sustained increase, and traffic congestion has become a major concern worldwide 
recently. It is known that building more freeways or expanding the existing freeway 
network cannot address the problem due to land and cost constraints, as well as the 
potential impetus of more trips generated by capacity expansion. Therefore, how to 
effectively utilize the existing transportation facilities and resources to improve the 
service level is an issue of concern to traffic engineers today. Meanwhile, with the 
progress of society and development of the economy, road users have placed higher 
demands on the transportation system in terms of safety, efficiency, economy, and 
environmental compatibility. Based on advances in electronics, telecommunication, and 
internet techniques over the past few decades, Intelligent Transportation Systems (ITS) 
have been introduced to achieve solutions to traffic problems, which are gaining more 
and more attention in traffic engineering practice and research. 
ITS refers to the application of modern technology and state-of-the-art procedures 
and tools to the operation and control of surface transportation systems. Such systems 
include automated highways, vehicle tracking systems, dynamic traffic assignment, 
simulation and other innovative techniques which improve safety, efficiency, and 
productivity of road networks. Within the context of Advanced Traveler Information 
Systems (ATIS) and Advanced Traffic Management Systems (ATMS), short-term traffic 
prediction is a key component to fulfill the objective of ITS. 
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Typically relying directly on traffic monitoring data as inputs to their underlying 
models, short-term prediction techniques are applied to predict traffic conditions, usually 
in a range from several minutes to two hours ahead into the future. An accurate prediction 
of traffic parameters in the short-term can help improve the systems functions with 
respect to real-time control strategies, advanced warning in monitoring system, as well as 
reduction in congestion, delay, and energy consumption. However, given the dynamic 
nature of transportation system and traffic flow, it is a challenging task to find a 
prediction algorithm that is robust and accurate. Since the 1970’s, many researchers have 
explored in this area, and a number of publications were reported in the literature. 
1.2 Background 
Numerous techniques have been used in the field of traffic prediction. Most of the 
studies were devoted to develop new or improve existing prediction models. Kalman 
filtering method was used for traffic volume prediction (Okutani, ea al. 1984). Rose et al. 
(1999) employed exponential filtering method for traffic volume prediction. Non-
parametric method was applied to short-term freeway traffic prediction using the k-
nearest neighbor approach (Davis, 1991, Zhang et al. 2010). With the progress in 
numerical computation algorithm and the availability of commercial statistical package, 
Time Series (Lee and Fambro 1999, Alescandru et al. 2003, Kamarianakis et al. 2005, 
Chandra et al. 2009, Kaveh et al. 2010) and Neural Network (Park et al. 1998, Abdulhai 
et al. 1999, Hamad, et al 2005, Vlahogianni et al. 2005, Vlahogianni 2009, Shen et al. 
2010) models have been commonly used in short-term traffic prediction. Recently, hybrid 
models were reported in literature to incorporate various algorithms and method into 
Time Series, NN, and Kalman Filtering models for the purpose of improving their 
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performance (Cetin et al 2006, Xie et al., 2006, Yang et al., 2004, Cetin et al, 2006, 
Hamad et al. 2009, Tan et al. 2009). 
Other models reviewed include Wavelet-Bayesian Hierarchical stochastic model 
(Ghosh et al., 2008), Bayesian Combination model (Higsbergen, 2009), ν Support Vector 
Machines (Zhang et al., 2006), and non-statistical explanatory models (Morin et al., 
1996). Instead of focusing on model development, Vlahogianni et al. (2006) employed 
pattern recognition method to cluster traffic patterns with the purpose to improve the 
prediction. 
The literature shows that Time Series (Lee and Fambro 1999, Alescandru et al. 
2003, Kamarianakis et al. 2005, Chandra et al. 2009, Kaveh et al. 2010) and NN models 
(Park et al. 1998, Abdulhai et al. 1999, Hamad, et al 2005, Vlahogianni et al. 2005, 
Vlahogianni 2009, Shen et al. 2010) are the most popular models for short-term traffic 
prediction. Although properly designed NN model with sufficient hidden layers, hidden 
neurons, and sigmoid transfer function can approximate any continuous function, e.g. the 
variation of traffic characteristic over time, it is obtained at a cost of estimating large 
quantity of model parameters, which leads to poor generalization. The Time Series 
technique was developed for data exhibiting seasonality. However, it is known that traffic 
data show seasonality only in a long term. However, in a short time period, the change of 
traffic characteristic is stochastic rather than seasonal. Therefore, short-term prediction 
using Time Series models usually has special requirements on the input data, such as 
stationarity, white noise, etc. 
Given the large number of approaches available for short-term traffic prediction, 
all of these are aimed to construct models to fit traffic speed or volume data. Over-
emphasis on fitting the traffic data will not only lead to the overfitting problem as 
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described above, but may also deviate from the purpose of short-term traffic prediction. 
The purpose of short-term prediction for traffic management centers is to enable them to 
apply traffic control to prevent congestion and incident, while for road users it serves an 
aid in making informative decisions including departure time, travel route and so on. 
Therefore, the concern for traffic prediction is not what exactly the speed or volume 
would be in the next short period time interval, but rather what the traffic condition 
would be. Usually, a single speed or volume value couldn’t fully determine the 
underlying traffic condition; there is a need to develop a new method to define traffic 
states which could encompass the range, variation and trend of the evolution of traffic. In 
addition, most of the prediction models reported in the literature fall into the class of 
deterministic models, which are not appropriate for short-term traffic prediction given the 
dynamic nature of traffic data. To tackle these problems, two stochastic model 
approaches were proposed for short-term traffic prediction in the study and a new method 
was developed to define traffic conditions using both first and second order statistics of 
traffic parameter.  
1.3 Objectives 
The research aims to develop new approaches for short-term traffic prediction. In 
order to obtain a better prediction of traffic in short term, the following specific 
objectives are to be achieved: 
1. To examine the dynamic characteristic of traffic and its effect on short-term 
traffic prediction; 
2. To develop methods to classify the traffic data into different traffic condition 
groups; 
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3. To construct short-term prediction models and determine corresponding 
modelparameters based on collected data. 
 1.4 Scope 
The scope of this study is limited to stochastic traffic modeling and short- term 
traffic prediction on freeways using real-time traffic monitoring data. 
1.5 Organizations 
The remainder of the dissertation is organized as follows: Chapter 2 presents a 
summary of the literature reviewed in the area of short-term traffic prediction, followed 
by Chapter 3 on data description. Chapter 4 is focused on the methodology employed by 
the two stochastic model approaches in the research, while Chapter 5 and Chapter 6 
present and discuss the results of these two approaches, respectively. The conclusions and 
future research are presented in Chapter 7. 
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CHAPTER 2. LITERATURE REVIEW 
Short-term traffic prediction is essential to support Advanced Traveler 
Information System (ATIS) and Advanced Traffic Management Systems (ATMS). It has 
received considerable research attention in the past three decades. The literature review 
herein presents a synopsis based on previous studies done in this area. Most of the studies 
focused on development of mathematical or statistical models for traffic prediction. 
Based on the model type, the reviewed research work was categorized into several groups 
as below. The literature review indicates the research needs and provides a background 
for developing methodology to be used in this study. 
2.1 Kalman Filter Methods 
The Kalman filter algorithm is developed to produce values that tend to be closer 
to the true values of the measurements observed over time that contain noise (random 
variations) and other inaccuracies. Okutani et al. (1984) are among the first to use 
Kalman filtering method for traffic volume prediction. Recently, several studies were 
reported to combine other algorithms with Kalman Filtering for traffic prediction. These 
studies are briefly reviewed in this section. 
Yang et al. (2004) proposed a Recursive Least Square (RLS) approach for short-
term traffic prediction to adapt to a possible changed pattern quickly. The method 
employed a ‘forgetting factor’ to exponentially forget the old observations and assigned 
higher weights to the latest observation. Further, the recursive approach was extended to 
a more general state space model by means of Kalman Filter (KF) based on the maximum 
likelihood method and Bayesian rule. The proposed model was evaluated using real-time 
5-minute aggregated loop detector data collected from I-405, California. The results 
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showed that after adaptive learning of the training data, most of the true speed value fell 
in the 95% confidence interval of less than 10 mph in the validation process. 
Zhang and Xie (2006) conducted a study to combine the Wavelet decomposition 
with Kalman Filter method for short-term traffic prediction. It is reported that by using 
discrete wavelet decomposition and reconstruction, a complex data series was 
decomposed into several purer and simpler series. Then, the Kalman filter model was 
applied to get better prediction accuracy. Five models were compared, four of them were 
wavelet Kalmat filter model with various data decomposition levels from 0 to 3, and the 
fifth one was Kalman Filter model using the original traffic data serving as a control. The 
data used were 5-minute based aggregated data collected at weekdays. Totally 8 previous 
data points were employed to predict the traffic in the next 5 minutes. The test results 
indicate that the wavelet Kalman filter model consistently performs better than the 
Kalman filter model in terms of both accuracy and stability. In addition, it was found that 
higher data decomposition level was more advantageous for nonstationary data prediction. 
Xia et al. (2009) developed a dynamic short-term corridor travel time prediction 
model using Kalman filter method. This method involves a multi-step-ahead prediction of 
traffic condition with a seasonal autoregressive integrated moving average model. In 
order to adjust the prediction error based on traffic flow data that becomes available in 
real time, an embedded adaptive Kalman filter is designed. Then, an on-line corridor 
travel time prediction model is developed. Test results show that this method is able to 
capture the traffic dynamics and provide more accurate travel time prediction. 
2.2 Time Series Methods 
Time series data is an ordered sequence of values of a variable at equally spaced 
time intervals. Time series analysis assumes that data points taken over time have 
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autocorrelations. It has become popular in short-term traffic prediction since the late 
1990’s. This section summarizes the time series model developed in the literature and 
some hybrid approaches within the time series framework as well. 
Hamed et al. (1995) developed a time-series model to predict future traffic 
volume values on urban arterials. The Box-Jenkins approach was employed in the anaysis. 
A 1-minute data set representing traffic volume on five major urban arterials was 
available to construct the models. The most adequate model in reproducing all original 
time series was the Box-Jenkins autoregressive integrated moving average model of order 
(0, 1, 1). The model requires only the storage of the last forecasted error and current 
traffic observation. 
Lee and Fambro (1999) applied the subset ARIMA model for short-term freeway 
traffic volume prediction, which is an ARIMA model with only a few nonzero coefficient 
for the coefficient vectors. In their study, four different models, namely full 
autoregressive (FAR), subset autoregressive (SAR), full ARIMA, and subset ARIMA 
models were compared in terms of model fitting and accuracy of one-step ahead 
prediction using the 5-minute interval 7-hours daily data collected on two sites at San 
Antonio in 1996. The results showed that although fewer parameters were included 
within the subset ARIMA model, it outperformed other time series models, with the 
lowest AIC value for model identification as well as the lowest Mean Absolute Error 
(MAE) and Root Mean Squared Error (RMSE) for model validation. 
Ishak et al. (2003) performed an extensive experiment to evaluate the 
performance of the non-linear time series traffic prediction system implemented on the 
40-mile corridor of I-4 in Orlando, Florida under various model parameters and traffic 
conditions. A generalized linear model was developed to tests the effects of the prevailing 
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level of congestion, the prediction horizon, the rolling horizon, and their interaction on 
the model relative error of traffic speed prediction. The results show that the model 
performance deteriorates rapidly as congestion develops, and the all the tested model 
parameters have significant influence on the relative error. The significant interactions 
between model parameter with congestion index indicate that shorter prediction and 
rolling horizon are more favorable during congested conditions. In addition, the 
performance of the system was evaluated in terms of the relative error of predicted travel 
time using the predicted speed information. It is found that the model has a slight 
tendency to underestimate the travel times. 
Kamarianakis et al. (2005) implemented an econometric approach to forecast the 
traffic volatility expressed by the conditional traffic variable mean (modeled by 
Autoregressive Integrated Moving Average (ARIMA) process) and variance (modeled by 
Generalized Autoregressive Conditional Heteroscedastic (GARCH) process). Tsekeris et 
al. (2006) proposed an Autoregressive Fractional Integrated Moving Average (ARFIMA) 
process and a Fractional Integrated Asymmetric Power Autoregressive Conditional 
Heteroscedastic (FIARARCH) process to improve the modeling of traffic variable 
conditional mean and variance. The improved models relax the linear dependence of 
conditional mean /variance, and take the asymmetric effects into consideration. The 
performance of the two approaches was investigated using actual 90-second traffic flow 
data collected from four loop detectors located in major signalized arterial street of a real 
urban network in Athens, Greece. The data were aggregated on 3-min bais and the 
standard measure of the Mean Absolute Error (MSE) of the predicted and real conditional 
mean and variance was used to evaluate the two models. The results show that higher 
accuracy of the predicted volatility can be achieved by ARFIMA- FIARARCH model in 
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comparison to the ARIMA- GARCH model, when longer prediction horizons were 
adopted.  
In order to account for the various unexpected events (i.e., accidents, weather-
induced disruption) in short-term traffic prediction, Cetin et al. (2006) proposed an 
adaptive approach by employing statistical change-point detection algorithms. Not aimed 
to change all the model parameters, the study was focused on monitoring and updating 
the mean of the process. Two algorithms, Expectation Maximization (EM) and the 
CUSUM algorithms were implemented into ARIMA time series model to detect shifts in 
the mean level of process in real-time. The intercept of the prediction model was updated 
based on the detected shifts in mean level to adapt to any potential new regimes. The 
proposed approaches were tested for traffic speed prediction on a public available loop 
dataset collected by the California PATH with detailed records of all incidents. It shows 
that compared to the ARIMA model, the two adaptive techniques provide more accurate 
results when the data generation process is not stable. 
Recently, Chandra and Al-Deek (2009) proposed a vector auto regressive time 
series model to predict traffic speed and volume of a 2.5 mile segment of I-4 Orlando, 
Florida. The effect of upstream and downstream location information were incorporated 
in the method after the cross- correlation analysis of the data between different locations. 
Kaveh et al. (2010) evaluated the performance of three moving average techniques (one 
simple moving average method with constant weights and two adaptive moving average 
methods) in predicting average travel speeds up to 10 minutes ahead of time. It was found 
that the method using optimized weights produced slightly better predictions at a higher 
computational cost. Quality of predictions is diminished as the time for which predictions 
are made is farther in the future. Moving average methods overestimate travel speeds in 
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slow-downs and underestimate them when the congestion is clearing up and speeds are 
increasing. 
2.3 Artificial Neural Network  
An Artificial Neural Network (ANN) mimics the way the human brain works; it is 
a supervised learning tool, by which classification and prediction is made on the data 
through a pattern learning process. ANN has been extensively used in short-term traffic 
prediction recently as summarized in this section. Hybrid methods within the context of 
ANN are also contained in this section. 
Smith et al. (1994) reviewed previous predictive modeling approaches, and 
introduced the neural network model for traffic volume prediction. In a comparison of a 
backpropagation Neural Network model with the more traditional approaches of a 
historical, data-based algorithm and a time-series model, the backpropagation model was 
clearly superior, although all three models did an adequate job of predicting future traffic 
volumes. The backpropagation model was more responsive to dynamic conditions than 
the historical, data-based algorithm, and it did not experience the lag and overprediction 
characteristics of the time-series model.  
Park et al. (1998) conducted a study to apply a Radial Basis Function (RBF)neural 
network in prediction short-term freeway traffic volumes. The RBF neural network is a 
feed-forward type neural network with a single hidden layer. The output produced by the 
basis function of the hidden layer has a radially symmetrical response.  Real observations 
of freeway traffic volumes from the San Antonio TransGuide System have been 
aggregated in 5-minute and used to test the proposed model. For comparison of 
prediction performances, Taylor series, exponential smoothing method (ESM), double 
exponential smoothing method, and back-propagation neural network (BPN) were also 
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designed and tested. The RBF neural network model provided the best performance and 
required less computational time than BPN. There are some tradeoffs between RBF and 
ESM. Although the performance of ESM is inferior to RBF, the former does not need a 
complicated training process or historical database, and vice versa. However, it is 
reported that even in the best performance case, 35% of the forecast traffic volumes 
showed 10% or more percentage errors. 
Abdulhai (1999) developed a system based on Time Delay Neural Network 
(TDNN) model synthesized using Genetic Algorithm (GA) for short-term traffic 
prediction. The model predicts flow and density based on the contribution of their recent 
temporal profiles as well the spatial contribution from neighboring sites. Both the 
simulated and real traffic data obtained from the California Testbed in Orange County 
were used to validate the model. In addition, the effects of the extent of prediction 
horizon, spatial contribution and the resolution of the data were investigated. The results 
indicate that the inclusion of three loop stations in both directions of the subject station is 
sufficient for practical purposes. Also, it is found that the data aggregation/resolution 
should be comparable to the prediction horizon for best accuracy. 
Yin et al. (2002) developed a fuzzy-neural model (FNM) to predict the traffic 
flows in an urban street network. The model consists of two modules: a gate network 
(GN) and an expert network (EN). The GN classifies the input data into a number of 
clusters using a fuzzy approach, and the EN specifies the input-output relationship as in a 
conventional neural network model (NNM). While the GN groups similar traffic patterns 
into clusters, the EN models the specific relationship within each cluster. Simulation and 
real observation data find that the FNM performs much better than the conventional 
NNM. The computing time requirement for FNM is also much smaller than that for the 
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NNM, which makes the FNM more suitable for an online rolling training procedure that 
can enhance its predictive power through adaptive adjustments of the model coefficients 
in response to the real-time traffic conditions. 
Alescandru et al. (2004) proposed a hybrid model-based and memory-based 
methodology to strengthen predictions under both recurrent and nonrecurrent conditions. 
The model-based approach relies on a combination of static and dynamic neural network 
architectures to achieve optimal prediction performance under various input and traffic 
condition settings. Concurrently, the memory-based component is derived from the data 
archival system that encodes the commuters' travel experience in the past. The outcomes 
of the two approaches are two prediction values for each query case. The two values are 
subsequently processed by a prediction query manager, which ultimately produces one 
final prediction value by using an error-based decision algorithm. 
Ishak et al. (2004) examined freeway short-term traffic prediction performance of 
multiple artificial neural network (NN) topologies under different network and traffic 
condition settings. Using a mix of NN topologies, the short-term speed prediction 
performance was extensively evaluated under different input settings and various 
prediction horizons (from 5-20 min). To enable the networks to learn from historical 
information, a long-term memory component was introduced to the input patterns to 
allow the networks to build internal representation of recurrent conditions, in addition to 
the short-term memory that is encoded in the most recent information. Optimal settings 
were determined by maximizing the performance under different traffic conditions 
observed at the target location, as well as upstream and downstream locations. 
Comparative statistical analysis with naive and heuristic approaches showed that the 
optimized NN approach resulted in better prediction performance. 
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Jiang et al. (2005) presented a nonparametric dynamic time-delay recurrent 
wavelet neural network model for prediction traffic flow. The model incorporates the 
self-similar, singular, and fractal properties discovered in the traffic flow. The concept of 
wavelet frame is introduced and exploited in the model to provide flexibility in the design 
of wavelets and to add extra features such as adaptable translation parameters desirable in 
traffic flow prediction. The statistical autocorrelation function is used for selection of the 
optimum input dimension of traffic flow time series. The model incorporates both the 
time of the day and the day of the week of the prediction time. As such, it can be used for 
long-term traffic flow prediction in addition to short-term prediction. The model has been 
validated using actual freeway traffic flow data. 
Hamad et al. (2005) proposed a hybrid method that combines the use of 
theEmpirical Mode Decomposition (EMD) and a multilayer feedback neural network 
(NN) with backpropagation. Developed for analysis of non-stationary, nonlinear time 
series, EMD was used in this study to decompose the traffic speed series into several 
Intrinsic Mode Function (IMF) components and residues, and works as a low-pass filter 
to retaining the last few low-frequency components as the inputs for the NN prediction 
model. The performance of the proposed method was evaluated using 5-minute 
aggregated loop detector data collected at different time periods from I-66 in Fairfox, 
Virginia. Totally, 216 model combinations of rolling horizon, number of IMF 
components, number of look-back periods, and the size of hidden layer were compared in 
terms of Mean Absolute Percentage (MAPE). The best EMD-based NN model was then 
compared with conventional NN, a real-time profile, and a historical profile. The results 
show that the EMD-based NN model exhibits the best performance. However, it is 
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pointed out that the performance of the proposed model is less superb during morning 
peak period compared to other periods. 
Aimed to improve the performance of Neural Network (NN) model in short-term 
traffic prediction, Vlahogianni et al. (2005) incorporate a Genetic Algorithm (GA) to 
optimize the learning rule as well as the network structure. The GA approach is 
composed of three steps: selection, crossover, and mutation, founded on the principles of 
genetics. The performance of GA incorporated NN models was evaluated and compared 
to ARIMA and State-Space models using 3-minutes loop detector traffic flow data 
collected from a major urban signalized arterial of Athens, Greece between January and 
May of 2000. Both the univariate (data from one loop detector) and multivariate 
(including the data from two near neighbor upstream detectors) were modeled. The 
results show that the performance of NN model with genetically-optimized step size, 
momentum and number of hidden units were satisfactory in terms of the Mean Absolute 
Value (MAE), the Mean Relative Percent Error (MRPE), and the correlation coefficient 
between actual and predicted value. 
Zhang and Xie (2006) employed the ν Support Vector Machine (SVM) method to 
address the common over-fitting and local minima problems of the widely used 
Multilayer Feed-forward Neural Network (MLFNN) method for short-term traffic 
volume prediction. The basic idea of SVM is to map the input series x(i) into a h high 
dimensional space using a linking function, such that the nonlinear relationship between 
input series x(i) and output series y(i) can be linearized. Four traffic volume data sets 
from four different locations at I-5, I-90, and I-450 were obtained and aggregated into 15 
minutes intervals to test the one- and two-step prediction performances of SVM and 
MLFNN.  Two criteria, Mean Absolute Percentage Error (MAPE) and Root Mean Square 
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Error (RMSE) were employed to evaluate and compare the two models. The results show 
that for both one- and two-step prediction, the SVM model outperforms the MLFNN 
model in terms of MAPE and RMSE for all four data sets.  
Shen et al. (2010) compares the travel time prediction performance of three 
different Dynamic Neural Networks topologies with different memory setups. The results 
show that one Dynamic Neural Networks topology (the time-delay neural networks) out-
performed the other two Dynamic Neural Networks topologies for the investigated 
prediction problem. This topology also performed slightly better than the simple 
multilayer perception neural networks that have been used in a number of previous 
studies for travel time prediction. 
2.4 Other Models and Studies 
Morin et al. (1996) used two explanatory models, instead of statistical models for 
traffic volume prediction in 1-2 hours of a closed-toll system. The MITHRA model 
requires the knowledge of several years of historical OD matrices of the studied system 
and the historical counts on the vicinity of the entries to create the vectors of entry traffic 
volumes per hour of the day. The vectors were then classified, and for each class a linear 
relationship was fitted between traffic volumes at time T and times T+1 and T+2 using a 
least square method. The traffic volume in 1 hour and 2 hour was obtained by identifying 
the current entry volume vector and applying the class relationship. In addition, a 
macroscopic traffic simulation model, named SIMERES, was developed using the 
equation of the conservation of vehicles, the link between volume, speed and density, 
plus additional terms taking account of the differences of speed with the upstream stretch 
and the difference of density with the downstream stretch. It is reported that the Mean 
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Relative Quadratic Error (MRQE) for MITHRA is 12% and 17% for 1 hour and 2 hour 
forecasts, respectively, while the MRQE for SIMERES is around 17% and 25%. 
Vlahogianni et al. (2006) explored the discontinuous dynamic behavior of traffic 
data, and emphasize the importance of the knowledge of the statistical behavior of traffic 
dynamics associated with traffic conditions as well as the boundary traffic conditions 
associated with the changes in traffic patterns. To facilitate the traffic prediction 
procedure, they proposed a multilayer strategy to identify and further cluster the traffic 
patterns using 13 days of 90 seconds volume and occupancy data collected in a highly 
congested urban signalized arterial in the metropolitan area of Athens. In a recent study, 
Vlahogiannie (2009) proposed a neural network prediction scheme that is consistent with 
the pattern-based evolution of traffic flow and has the capability of exploiting past 
information to acquire knowledge on the traffic dynamics in order to enhance 
predictability. 
Ghosh et al. (2008) proposed a short-term traffic volume estimation model based 
on a combination of Discrete Wavelet Transformation (DWT) and Bayesian Hierarchical 
Methodology (BHM). In the model, the DWT technique was used to decompose the 
traffic series into different time-scales, and served as a low-pass filter to keep the low 
frequency component to represent the regular traffic trend. The fluctuations of the traffic 
flow in addition to the trend were modeled as a stochastic process using BHM. As 
illustrative examples, the proposed model was applied to simulate the 5-minute based 
traffic volume data of two junctions at the city-center of Dublin collected on 12th and 13th 
July 2005. The performance of BHM model was compared with a commonly used 
exponential smoothing HWES model. It is observed that the BHM model is superior to 
the HWES model in terms of accuracy (estimate error) and effectiveness (simulation 
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range). It is also reported that the non-functional BHM model can be estimating traffic 
flow at non-critical junctions as the traffic data collection systems in these junctions are 
not adequate. 
Recently, Zhang et al. (2010) proposed a dynamic model based on the Nearest 
Neighbor Non-Parametric Regression to forecast multi-interval path travel times between 
bus stops of origin and destination using historical and current data collected by the 
Automatic Vehicle Location technology.  In a study conducted by Hamad et al. (2009), a 
hybrid method that combines the use of the empirical mode decomposition (EMD) and a 
multilayer feedforward neural network with backpropagation was developed for Near-
Term Travel Speed Prediction. The Hilbert-Huang transform was employed to 
decompose the nonstationary, nonlinear time series data of traffic speed.   
Tan et al. (2009) developed an aggregation approach for traffic flow prediction 
based on the moving average (MA), exponential smoothing (ES), autoregressive MA 
(ARIMA), and neural network (NN) models for short-term traffic flow prediction. The 
predictions resulting from the different models are used as the basis of the NN in the 
aggregation stage, and the output of the trained NN serves as the final prediction. 
Hinsbergen et al. (2008) proposed a Bayesian combination framework for travel time 
prediction. The method assesses whether a prediction model is likely to produce good 
results from the current inputs given the data with which it was calibrated and 
automatically balances a good model fit with model complexity. 
2.5 Concluding Remarks  
The literature review shows that most of the studies conducted in this area use 
past traffic variable data collected or aggregated to predict the same data parameter one 
step or several steps ahead, while the effects of traffic conditions on the prediction 
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process are ignored. It is clear that traffic exhibits various characteristics under different 
conditions, and therefore, much attention should be paid to traffic condition recognition 
for short-term traffic prediction model construction. To our knowledge, only a few 
research efforts (e.g. Vlahogianni et al., 2006) were conducted to explore the patterns of 
traffic data series, but the results were not used in traffic prediction with real-time data. 
Recently, one study (Cetin et al, 2006) was reported to introduce the change-detect 
algorithm in the time series models to account for the change of traffic conditions. But, it 
only updates the mean levels of the process, not all the model coefficients. 
The mostly commonly used approaches for short-term traffic prediction are time 
series and NN models. Time series analysis is usually used for data points taken over 
time that may have an internal structure, such as autocorrelation, trend or seasonal 
variation. The NN mimics the way human brain works, and can almost fit any continuous 
dataset with sigmoid basis functions and sufficient hidden layers and hidden neurons. 
Using the past traffic data as inputs, these two types of models may give adequate 
predictions of the future data. However, using traffic data directly for the models suffers 
from a serious drawback. It is known that real-time traffic data exhibits trend, seasonality, 
and stochastic properties. In long term, traffic data shows a clear trend or seasonality, 
however, in short-term, the data is rather stochastic. Therefore, in order to simulate a 
specified dataset, the time series model has to include more previous data points and 
resort to more complex smoothing techniques. This will lead to poor generalization; a 
model works fine with one dataset may give poor prediction when used for another 
dataset. As for NN models, they can fit any complex dataset by adding more hidden 
layers and hidden neurons, or using complex basis transformation functions. This type of 
models with large amount of coefficient has the same problem of poor generalization. It 
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explains why in some study one type of model outperforms others, but contradicting 
conclusion was obtained in different study with different dataset. 
Most research was focused on developing a model to catch the variations in the 
dataset. The best model is considered to be the one that has a good match of predicted 
values and observed values, and its prediction error (difference between predicted and 
observed values) is the smallest. Over-emphasis on fitting the raw data will not only lead 
to the overfitting problem as described above, but may also deviate from the purpose of 
short-term traffic prediction. The purpose of short-term prediction for traffic management 
centers is to enable them to apply traffic control to prevent congestion and incident, while 
for road users it is served to aid them to make informative decision including departure 
time, travel route and so on. Therefore, the concern for traffic prediction is not what 
exactly the speed or volume would be in the next short period time interval, rather what 
the traffic condition would be shortly thereafter. Usually, a single speed or volume value 
couldn’t fully determine the underlying traffic condition; there is a need to develop a new 
method to define traffic states which could encompass the range, variation and trend of 
the evolution of traffic. 
In addition, most of the prediction models reported in the literature fall into the 
class of deterministic models, which assume some known specific properties of the traffic 
data, e.g. a sine wave, or a combination of exponentials, etc. In these cases, all that 
required for specification of the model is to determine (estimate) values of the parameters 
of the model. Given the dynamic nature of traffic data, deterministic models are not 
appropriate for short-term traffic prediction. On the contrary, probabilistic models could 
characterize the traffic data as a parametric random process, and therefore, are a good 
candidate for short-term traffic prediction to capture the stochastic properties of the data. 
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In summary, the literature review shows that there is a lack of a reliable model to 
predict the traffic condition instead of the values of traffic parameter. This is primarily 
due to the lack of a full knowledge of the stochastic characteristics of the traffic data. To 
tackle the aforementioned problems, this study introduced two probabilistic approaches, 
Hidden Markov Model (HMM) and One-Step Stochastic Model, for short-term traffic 
prediction. Furthermore, instead of estimation of traffic parameter, traffic conditions were 
used as the target for short-term prediction. A new method was developed to define 
traffic conditions using both first and second order statistic of traffic parameter, which 
could encode the range, local variation, and the evolution trend of the traffic variable. 
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CHAPTER 3. DATA DESCRIPTION 
To study and model the stochastic characteristics of freeway traffic, real-time 
freeway traffic monitoring data gathered over a long time period were used in the study. 
This section describes the study area, the instruments, and the data collected. The traffic 
data used in the study were gathered over an extended area of roadway, which assists in 
examining the effects of various locations on the prediction models. 
3.1 Study Area 
The data for the study was collected from a 40-mile segment of Interstate-4, in 
Orlando, Florida. Figure 1 shows a map of the study area. The entire stretch of freeway 
employed in the data collection is instrumented with a total of 71 dual loop detector 
stations spaced at nearly 0.5 miles apart. Table 1 and Table 2 show the locations of the 
loop detectors on the 40-mile freeway corridor of I-4. Detectors placed on each lane in 
both directions of travel provided three traffic parameters (speed, volume and occupancy) 
for each lane at each station. The data for research was collected over a time period of six 
years, from 1997 to 2002. 
3.2 Data Collection 
At each detector station on the mainline there are two 6'×6' loops embedded in 
each lane, which are connected to a 170-type controller located in a cabinet adjacent to 
the roadside. The loop detectors stream traffic speed, volume and occupancy data every 
30 seconds to the Orlando Regional Traffic Management Center (RTMC). Figure 2 
displays the configuration of a typical loop detector station in one direction of travel. The 
dual loops in each lane are used to measure the vehicle speed as the distance between the 
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two loops divided by the difference between the two detectors’ actuation times. 
Occupancy and volume are directly measured with a single loop detector. Since the study 
segment of I-4 has three lanes in each direction, each detector station reports six values of 
speed, volume, and lane occupancy every 30 seconds. Speeds and lane occupancies are 
expressed as the average of all vehicles with the 30-second period, while volumes 
represent the total vehicular count within the period. 
 
Figure 1 Map of study section of Interstate 4, Orlando, Florida 
Table 3 shows the snapshot of the station data file. The unit for speed is mph. The 
occupancy was measured as the proportion of time that the detector was occupied by the 
passing vehicles within 30 seconds. It shows in Table 3 that each detector station streams 
18 traffic values every 30 seconds, where E stands for eastbound, W for westbound, L for 
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left lane, C for central lane, R for right lane, S for speed, V for volume, and O for 
occupancy. For example, ELS stands for the traffic speed on the left lane in eastbound. 
The last column of Interval in Table 3 is the indicator of the time when the traffic data 
was streamed. A day of 24 hours could be divided into 2880 intervals of 30-second, 
therefore, the last four digits of the number in the Interval column represents the time of 
the day in terms of number of 30-second intervals, while the first three digits stand for the 
date when the data was collected. 
 
Figure 2 Typical Loop Detector Station on I-4 
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Table 1 Location of Loop Detector Stations on the 40-mile 
Corridor of I-4 in Orlando, Florida 
From Station To Station Location Spacing (ft) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
West of 192 
West of 192 
US 192 
West of Osceola 
East of Osceola 
SR 536 
East of SR 536 
West of SR 535 
West of SR 535 
SR 535 
West of Rest Area 
Rest Area 
West of Central Florida Pkwy 
Central Florida Pkwy 
528 EB Ramp 
528 WB Ramp 
West of 482 
West of 482 
SR 482 
West of 435 
West of 435 
SR 435 
435 WB Ramp 
Turnpike 
Turnpike WB Ramp 
Camera 21 
West of John Young Pkwy 
West of John Young Pkwy 
John Young Pkwy 
East of John Young Pkwy 
Rio Grande 
Orange Blossom Trail 
Michigan 
Kaley 
- 
2600 
2470 
3300 
3530 
3330 
3370 
3360 
3340 
3000 
3200 
4090 
3020 
2980 
2910 
3250 
3100 
3450 
2000 
3100 
2600 
3000 
2900 
2200 
2900 
2610 
2890 
2900 
4100 
2400 
2600 
2400 
2500 
2400 
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Table 2 (Continued) Location of Loop Detector Stations on the 40-mile 
Corridor of I-4 in Orlando, Florida 
From Station To Station Location Spacing (ft) 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
71 
Camera 28 
Camera29 
Church St 
Robinson 
SR 50 
Ivanhoe 
Princeton 
Winter Pk 
Par Ave 
Minnesota 
SR 426 
Site 1393 
Lee Rd 
East of Lee Rd 
Kennedy 
414 EB Ramp 
East of SR 414 
Wymore 
East of Wymore 
West of SR 436 
SR 436 
West of SR 434 
West of SR 434 
SR 434 
434 Ent Ramp 
434 Ext Ramp 
West of EEWill 
East of EEWill 
Rest Area 
East of Rest Area 
West of Lake Mary Blvd 
West of Lake Mary Blvd 
Lake Mary 
Lake Mary 
East of Lake Mary Blvd 
2700 
2700 
1800 
3000 
2500 
2600 
2700 
2600 
2600 
3000 
2200 
2300 
2600 
1700 
2800 
3000 
1800 
3300 
2700 
2900 
2400 
3800 
2900 
3500 
3400 
1900 
2800 
2600 
3000 
2700 
2100 
2500 
2800 
2300 
3500 
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Table 3 Snapshot of the station data file 
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CHAPTER 4. METHODOLOGY 
A probabilistic approach, Hidden Markov Model (HMM), was introduced for 
short-term traffic condition prediction in part one of Chapter 4. First, a brief review of 
discrete Markov chains theory and concept of HMM is presented, followed by a 
description of data preparation, variables selection, and traffic condition definition using 
selected variables. The remaining part of this section is focused on HMMs construction, 
and their application in short-term traffic condition prediction. A prediction error 
calculation method is presented at the end of the section to evaluate the performance of 
the calibrated models. Furthermore, the location and time effects on the models are 
investigated. 
The second part of this chapter presents another probabilistic approach, one-step 
stochastic model, for short-term traffic speed prediction based on the cumulative 
transition probabilities and conditional expected values. First, this section presents the 
methods used to calculate the traffic speed transition probability density functions (p), the 
cumulative negative and positive transition density functions (P) and the conditional 
expected speed values (E) using the collected traffic speed data. Then, the statistical 
modeling of cumulative probabilities and the conditional expected values is described. 
The final part of this section is focused on the application of the developed models in 
short-term traffic speed prediction. The model performance is evaluated using Root Mean 
Square Error (RMSE). 
4.1 Hidden Markov Model Approach 
This section presents the methodology explored in the Hidden Markov Model 
approach, including variables selection for traffic states definition, HMMs construction, 
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and their application in short-term traffic conditions prediction. Since HMMs are not 
commonly used in transportation engineering research and practice, a brief description of 
Mark Chains and HMM is presented first. 
4.1.1 Markov Chains  
Many real-world problems involve the study of systems that vary in time at a 
random manner. Mathematical models of such systems are known as stochastic processes. 
A stochastic process can be generally described as any collection of random variables St, 
t∈T, defined on a common probability space. If the time parameter T is an interval, the 
process is called a continuous parameter process, while it is a discrete parameter process 
if T is a subset of integers. The values of the variables St form a set, which is called the 
state space of the process (Hoel et al, 1987). 
Based on their properties, stochastic processes can be classified into various 
groups. Those possess the property that given the present state of the process, the past 
history does not affect conditional probabilities of events defined in the future are called 
Markov Process. Markov Chains are discrete parameter Markov Processes whose state 
space is finite or countable infinite. The description of Markov Chains is detailed next. 
Consider a system that can be in any one of a finite or countable infinite number 
of states (s1, s2… sN). Let £ denote this set of states, which is the state space of the system. 
The system is observed at the discrete moments of time t=1, 2… T and St denotes the 
state of the system at time t. For a first order Markov Chain, the full probabilistic 
description of the system is truncated to just the current and the predecessor. In other 
words, the probability of the state of the system St is si at time t only depends on the 
predecessor state at time t-1, not all the past states, as described below: 
30 
     P (St = si | St-1 = sj, St-2 = sk, …  S1 = sm) = P(St = Si | St-1 = Sj)  (1) 
The right hand side of equation (1) is called the state transition probability (or 
coefficient) from state Si to state Sj, denoted by aij. In the study, only those processes in 
which the state transition probabilities are independent of time are considered, thereby 
leading to the set of stationary state transition probabilities aij of the form 
                        aij = P(St = sj | St-1 = si),        1≤ i, j≤ N  (2) 
Since the state transition coefficients obey standard stochastic constraints, they 
have the following properties 
                                                𝑎𝑎𝑖𝑖𝑖𝑖 ≥ 0                                        (3) 
                                        ∑ 𝑎𝑎𝑖𝑖𝑖𝑖 = 1𝑁𝑁𝑖𝑖=1                                          (4) 
For illustration, consider a simple 3-state Markov Chain of the weather (Rabiner 
L.R., 1989). It is assumed that the weather at noon of a day is observed as being one of 
the following 3 states: 
State 1: rain 
State 2: cloudy 
State 3: sunny 
The weather on day t is characterized by a single one of the three states above. Since 
three states are defined, the total number of state transition probabilities is nine, which 
could be arranged in a matrix format. It is postulated the matrix A of state transition 
probabilities is  
                                  𝐴𝐴 = �𝑎𝑎𝑖𝑖𝑖𝑖 � = �0.4 0.3 0.30.2 0.6 0.20.1 0.1 0.8�      (5) 
Please notice that the state transition probability is a conditional probability, the sum of 
each row of matrix A is equal to 1. 
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The analysis of a Markov Chain is concerned mainly with the calculation of the 
probabilities of the possible realization of the process (Taylor, 1998). For example, given 
the weather on day 1 (t=1) is sunny, what is the probability according to the model that 
the weather for the next 4 days will be “sun-sun-rain-rain”. It is to determine the 
probability of observation sequence O, {O= S3, S3, S3, S1, S1}, given the model (Rabiner 
L.R., 1989). Considering the Markov property of the system, the probability can be 
expressed and calculated as follows:   𝑃𝑃(𝑂𝑂|𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀) = 𝑃𝑃[S3, S3, S3, S1, S1|𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀]                                = 𝑃𝑃[𝑆𝑆3] ∙ 𝑃𝑃[𝑆𝑆3|𝑆𝑆3] ∙ 𝑃𝑃[𝑆𝑆3|𝑆𝑆3] ∙ 𝑃𝑃[𝑆𝑆1|𝑆𝑆3] ∙ 𝑃𝑃[𝑆𝑆1|𝑆𝑆1]                              = 𝜋𝜋3 ∙ 𝑎𝑎33 ∙ 𝑎𝑎33 ∙ 𝑎𝑎31 ∙ 𝑎𝑎11                                 = 1 ∙ (0.8) ∙ (0.8) ∙ (0.1) ∙ (0.4)                                                            = 0.0256 
Here, the notation 
                          𝜋𝜋𝑖𝑖 = 𝑃𝑃[𝑆𝑆1 = 𝑠𝑠𝑖𝑖],                  1 ≤ 𝑖𝑖 ≤ 𝑁𝑁   (6) 
was used to denote the initial state probabilities. In this case, the weather on day 1 is 
given as sunny, therefore, 𝜋𝜋3 is 1 in the calculation of the observation sequence. It is 
illustrated from the above example that a Markov Chain is completely defined by its 
transition probability matrix and the specification of initial probability distribution of the 
states of the system. 
4.1.2 Hidden Markov Model 
The Markov Chains described in the previous section could be called an 
observable Markov Model since the output of the process is the set of states at each 
instant of time, where each state corresponds to an observable event. The state of the 
process is known at each instant of time. Extending the concept of Markov Chains to the 
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cases where the observation is a probabilistic function of the state will result in a Hidden 
Markov Model. For a Hidden Markov Model (HMM), the state of the system at a discrete 
moment of time is unknown, only a physical event is observed, where the observation is a 
probabilistic function of the state. An HHM is a doubly embedded stochastic process with 
an underlying stochastic process that is not observable (it is hidden), but can only be 
observed through another set of stochastic processes that produces the sequence of 
observations (Rabiner L.R., 1989). 
For illustration, the Urn and Ball Model first introduced by J. Ferguson is 
presented here. It is assumed that there are N large urns in a room, and within each urn 
there are a large number of colored balls. Also, it is assumed that there are M distinct 
colors of the balls, and the ball colors probabilities are predefined for each state. The 
process for obtaining observations is as follows. A person is in the room, and according 
to some random process, he (or she) chooses an initial urn. From this urn, a ball is chosen 
randomly, and its color is recorded as one observation. The ball is then put back into the 
urn. A new urn is then selected according to the random selection processes associated 
with the current urn, and another ball is selected at random. This process is repeated to 
generate a finite observation sequence of colors, which could be modeled as the 
observable output of an HMM. 
It should be obvious that the simplest HMM that corresponds to the urn and ball 
process is one in which each state corresponds to a specific urn, and a ball color 
probability is defined for each state. The choice of urn is dictated by the state transition 
matrix of the HMM (Rabiner L.R., 1989). 
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        𝑃𝑃(𝑟𝑟𝑀𝑀𝑀𝑀) = 𝑏𝑏11               𝑃𝑃(𝑟𝑟𝑀𝑀𝑀𝑀) = 𝑏𝑏21                 𝑃𝑃(𝑟𝑟𝑀𝑀𝑀𝑀) = 𝑏𝑏𝑁𝑁1       𝑃𝑃(𝐵𝐵𝑀𝑀𝐵𝐵𝑀𝑀) = 𝑏𝑏12             𝑃𝑃(𝐵𝐵𝑀𝑀𝐵𝐵𝑀𝑀) = 𝑏𝑏22               𝑃𝑃(𝐵𝐵𝑀𝑀𝐵𝐵𝑀𝑀) = 𝑏𝑏𝑁𝑁2    𝑃𝑃(𝐺𝐺𝑟𝑟𝑀𝑀𝑀𝑀𝐺𝐺) = 𝑏𝑏13           𝑃𝑃(𝐺𝐺𝑟𝑟𝑀𝑀𝑀𝑀𝐺𝐺) = 𝑏𝑏23            𝑃𝑃(𝐺𝐺𝑟𝑟𝑀𝑀𝑀𝑀𝐺𝐺) = 𝑏𝑏𝑁𝑁3 
                                                       
𝑃𝑃(𝑂𝑂𝑟𝑟𝑎𝑎𝐺𝐺𝑂𝑂𝑀𝑀) = 𝑏𝑏1𝑀𝑀         𝑃𝑃(𝑂𝑂𝑟𝑟𝑎𝑎𝐺𝐺𝑂𝑂𝑀𝑀) = 𝑏𝑏2𝑀𝑀          𝑃𝑃(𝑂𝑂𝑟𝑟𝑎𝑎𝐺𝐺𝑂𝑂𝑀𝑀) = 𝑏𝑏𝑁𝑁𝑀𝑀   
𝑂𝑂 = {𝐺𝐺𝑟𝑟𝑀𝑀𝑀𝑀𝐺𝐺,𝐺𝐺𝑟𝑟𝑀𝑀𝑀𝑀𝐺𝐺,𝐵𝐵𝑀𝑀𝐵𝐵𝑀𝑀,𝑅𝑅𝑀𝑀𝑀𝑀,𝑂𝑂𝑟𝑟𝑎𝑎𝐺𝐺𝑂𝑂𝑀𝑀,⋯ ,𝐵𝐵𝑀𝑀𝐵𝐵𝑀𝑀}  
Figure 3 N-state Urn and Ball HMM Model 
As shown in the above example, an HMM is characterized by the following 5 
elements: 
1. N, the number of states in the model. The individual states are denoted as           
s = {s1, s2, …, sN}, and the state of the system at time t as St. 
2. M, the number of distinct observation symbols. The individual symbols are 
denoted as O = {O1, O2, …,OM}. 
3. The state transition probability matrix AN×N = {aij } (1≤ i, j≤ N). 
4. The observation symbol probability matrix BN×M = {bjk }, where  
𝑏𝑏𝑖𝑖𝑗𝑗 = 𝑃𝑃�𝑂𝑂𝑗𝑗  𝑎𝑎𝑋𝑋  𝑋𝑋�𝑆𝑆𝑋𝑋 = 𝑠𝑠𝑖𝑖 �,       1 ≤ 𝑖𝑖 ≤ 𝑁𝑁, 1 ≤ 𝑗𝑗 ≤ 𝑀𝑀, 𝑋𝑋 = 1,2,3⋯      (7) 
5. The initial state distribution vector π = {πi}, where 
                     𝜋𝜋𝑖𝑖 = 𝑃𝑃{𝑆𝑆1 = 𝑠𝑠𝑖𝑖}, 1 ≤ 𝑖𝑖 ≤ 𝑁𝑁    (8) 
It should be noted that the state transition probability matrix A and observation 
symbol probability B are independent of time. An HMM defined by the above 5 elements 
are a stationary model. In most real-world applications of HMMs, the model parameters 
N and M are known beforehand, while the three probabilistic measures A, B, and π could 
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be known or unknown. For convenience, a compact notation λ is used to indicate the 
probabilistic parameter set of the model. 
                                                 𝜆𝜆 = {𝐴𝐴,𝐵𝐵,𝜋𝜋}   (9) 
In this study, considering the stochastic characteristic of freeway traffic, a 
probabilistic approach is appropriate to model the traffic process. Also, it is known that 
the traffic condition may not be adequately determined only given the observations of 
traffic parameters, since the measurements at an instant of time do not contain the 
information of the variation and the trend of the traffic. For example, the traffic speed of 
40 mph could be observed during the traffic breakdown, traffic recovery, or when the 
freeway encounters a moderate amount of traffic. In this sense, traffic conditions could be 
considered as a hidden state, while the traffic parameter observations are the symbols.  It 
matches the basic structure of HMMs, and therefore, an HMM is suitable for freeway 
traffic modeling. 
The first step for HMMs construction is to determine the model symbols, hidden 
states, and the number of symbols and states, M and N. To address the shortcomings of 
using point measurement of traffic parameter to define traffic condition, in the HMM 
study, the traffic states are defined in a time interval using significant first and second 
order statistics of traffic parameters. The defined traffic states would encode the range, 
variation, and evolution trend of the traffic parameter. After the symbols and states are 
defined, the unknown model parameters are then determined using training data. For the 
purpose of traffic state prediction, the trained HMM model is used to find the optimal 
traffic state sequence corresponding to a given traffic speed observation sequence. The 
HMM construction and its application for traffic condition prediction are detailed in the 
following sections. 
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As aforementioned, the HMMs are based on an assumption that the transition of 
states is stationary over time. Such assumption may not hold for the evolution of traffic 
states. To avoid the potential problem, the stochastic traffic processes were broken down 
into peak periods and non-peak periods. It is assumed that the traffic system is stationary 
during either peak or non-peak period. Since the traffic during peak periods experiences 
more breakdowns and congestion, in the research, the HMMs were only employed to 
model the freeway traffic and predict short-term traffic conditions during two peak 
periods (Morning and Evening). 
4.1.3 Data Preparation 
The morning and evening peaks used in the study are all 3-hour long. The 
morning peak is set from 6:00 a.m. to 9:00 a.m. and the evening peak is from 3:30 p.m. to 
6:30 p.m. Only the data within the peak periods on weekdays were selected for the HMM 
construction and validation. Prior to the analysis, the selected datasets were screened to 
remove null records. The criterion for valid data are 0mph<speed<100mph, 
0<occupancy<100, and 0<volume<25 in 30 seconds.  Since the loop detectors gathered 
traffic data for each of the six lanes in two directions at all stations, the peak period data 
was selected by time (morning/evening), by station, by travel direction, and by lane. 
Instead of averaging the data of three lanes in each direction, the peak hour data for each 
lane was used individually in the following analysis to provide more raw information for 
the study. 
As stated in the previous section, second order statistics of traffic parameters are 
used to define traffic conditions. The calculation of second order statistics is based on the 
relative distance of two data points and their relative orientation. It is undeterminable if 
there are missing values in the dataset. To address this problem, missing values in the raw 
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dataset were interpolated as the average of the predecessor and the subsequent records 
(𝜐𝜐𝑋𝑋 = 12 (𝑣𝑣𝑋𝑋−1 + 𝑣𝑣𝑋𝑋+1)). Peak hour datasets that have more than two continuous missing 
values were discarded to ensure that the input data is not distorted by too much imputed 
values. The deletion of datasets with missing values is based on an underlying 
assumption that the loop detectors fail to gather data in a random manner, and therefore, 
the absence of deleted datasets will not affect the analysis of the patterns and properties 
of freeway traffic. Given the long term of data collection period, it is a fair assumption. 
In addition, it is observed that some peak period datasets may contain point 
records where the traffic speed observations experience sudden dramatic drop as shown 
in Figure 4. Those low-valued points are not outliers when congested condition prevails.  
However, a single extreme low-valued point among speed data under fluent flow state 
does not reflect the real traffic condition and trend, and therefore is considered an outlier. 
Since the traffic speed is around 50 mph under fluent flow condition and the extremely 
low speed observed is around 10 mph, in the study, the outlier records are identified as 
those with speed values lower than the one sixth of the sum of the predecessor and the 
subsequent records (𝜐𝜐𝑋𝑋 < 16 (𝑣𝑣𝑋𝑋−1 + 𝑣𝑣𝑋𝑋+1), and are replaced by the interpolated average 
value to smooth the data. 
After data cleaning, the final dataset has both morning and evening peak period 
data of 3 hours for 6 lanes at each station. Each peak period dataset has 360 valid 30-
second records of traffic speed, occupancy, and volume. The next step is to calculate the 
first and second order statistics of the traffic parameters, select variables to define traffic 
states, and determine the model symbols. 
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Figure 4 Outlier in Traffic Speed Data 
4.1.4Variable Selection for HMM State and Symbol 
It is stated in the previous section that a single value of traffic parameter couldn’t 
fully determine the traffic condition. In order to capture the range, local variation and 
trend of the traffic evolution, a method is proposed to define the traffic conditions in a 
short time interval using both first and second order statistics of traffic parameters (speed, 
volume, and occupancy). The candidate first order statistics are the Mean (µ) and 
Standard Deviation (σ) of three traffic parameters and the second order statistics are 
Contrast (CON, defined later) of three traffic parameters. A 5-minute interval was chosen 
to calculate the statistics and define traffic condition, since it is large enough to contain 
10 30-seconds data points for the statistics calculation, but not too large to miss the 
sudden traffic breakdown or recovery. 
The summary statistics Mean (µ) and Standard Deviation (σ) are commonly used 
in research studies, while the second order statistic Contrast (CON) is not familiar to 
engineering researchers. As a matter of fact, Contrast was first developed and has been 
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commonly used in image analysis. It describes the texture of an image by exploiting the 
space relations underlying the pixels gray level distribution (Theodoridis et al, 1999). 
Compared to Variance, which provides information related to the distribution of the data, 
Contrast not only accounts for the distribution of the data, but the relative location and 
orientation of the data as well. Taking the integer values of traffic parameters as the 
analogy to pixels gray levels, the Contrast of traffic parameters could be calculated to 
indicate their local variations. 
The statistic Contrast is extracted from the co-occurrence matrix, a second order 
histogram. Considering the data points in pairs, the co-occurrence matrix accounts for 
two more parameters, namely the relative distance d and relative orientation φ of each 
data point pair. In our case, the traffic data at a specified station were gathered over time; 
therefore, the orientation φ is quantized only in one direction, horizontal (0°). Only 
contiguous data point pairs were considered in the study, therefore, the relative distance d 
is 1 (30-second interval). In image analysis, gray levels define the brightness or intensity 
of a pixel. In our study, the different values of traffic parameters are analogous to the 
gray levels. 
Given a traffic dataset, a gray-level co-occurrence matrix (GLCM) A is created by 
calculating how often a data point with the intensity (gray-level) value i occurs in relative 
distance 1 to a data point with the value j. Each element aij in the resultant matrix is 
simply the ratio of the sum of the number of times that the data point with value i 
occurred in relative distance 1to a data point with value j to the sum of the total number 
of possible pairs, as shown in equation (10). The co-occurrence matrix is defined as an    
Ng × Ng symmetric matrix, where Ng is the number of gray levels. 
39 
                 𝑎𝑎𝑖𝑖𝑖𝑖 = 𝐺𝐺𝐵𝐵𝑛𝑛𝑏𝑏𝑀𝑀𝑟𝑟  𝑀𝑀𝑜𝑜  𝑝𝑝𝑎𝑎𝑖𝑖𝑟𝑟𝑠𝑠  𝑎𝑎𝑋𝑋  𝑀𝑀𝑖𝑖𝑠𝑠𝑋𝑋𝑎𝑎𝐺𝐺𝑑𝑑𝑀𝑀  1 𝑤𝑤𝑖𝑖𝑋𝑋 ℎ  𝑂𝑂𝑟𝑟𝑎𝑎𝑔𝑔  𝑀𝑀𝑀𝑀𝑣𝑣𝑀𝑀𝑀𝑀  𝑣𝑣𝑎𝑎𝑀𝑀𝐵𝐵𝑀𝑀𝑠𝑠  (𝑖𝑖 ,𝑖𝑖 )𝑋𝑋𝑀𝑀𝑋𝑋𝑎𝑎𝑀𝑀  𝐺𝐺𝐵𝐵𝑛𝑛𝑏𝑏𝑀𝑀𝑟𝑟  𝑀𝑀𝑜𝑜  𝑝𝑝𝑀𝑀𝑠𝑠𝑠𝑠𝑖𝑖𝑏𝑏𝑀𝑀𝑀𝑀  𝑝𝑝𝑎𝑎𝑖𝑖𝑟𝑟𝑠𝑠  (10)  
To illustrate, Figure 5 shows how the co-occurrence matrix A is calculated for a 
given sequence of 10 traffic speed observations within 5-minute time window, O = [10 
10 7 10 8 9 10 10 8 8]. In the output co-occurrence, element a1010 contains the value 0.22 
because there is 2 instances in the input dataset where two horizontally adjacent data 
points have the values10 and 10, respectively, the total number of adjacent pairs is 9, and 
the ratio of 2 to 9 is 0.22. 
 
 
 
     
 
 
 
     
1 2 3 4 5 6 7 8 9 10 
10 10 7 10 8 9 10 10 8 8 
 
1 0 0 0 0 0 0 0 0 0 0 
 
 
         
2 0 0 0 0 0 0 0 0 0 0 
           
3 0 0 0 0 0 0 0 0 0 0 
           
4 0 0 0 0 0 0 0 0 0 0 
           
5 0 0 0 0 0 0 0 0 0 0 
           
6 0 0 0 0 0 0 0 0 0 0 
𝒂𝒂𝟏𝟏𝟏𝟏,𝟏𝟏𝟏𝟏 = # 𝒐𝒐𝒐𝒐 𝒑𝒑𝒂𝒂𝒑𝒑𝒑𝒑𝒑𝒑 𝒘𝒘𝒑𝒑𝒘𝒘𝒘𝒘 𝒗𝒗𝒂𝒂𝒗𝒗𝒗𝒗𝒗𝒗𝒑𝒑 (𝟏𝟏𝟏𝟏,𝟏𝟏𝟏𝟏)𝒘𝒘𝒐𝒐𝒘𝒘𝒂𝒂𝒗𝒗 # 𝒐𝒐𝒐𝒐 𝒑𝒑𝒂𝒂𝒑𝒑𝒑𝒑𝒑𝒑 = 𝟐𝟐𝟗𝟗 = 𝟏𝟏.𝟐𝟐𝟐𝟐   7 0 0 0 0 0 0 0 0 0 0.11 8 0 0 0 0 0 0 0 0.11 0.11 0 9 0 0 0 0 0 0 0 0 0 0.11 
           
10 0 0 0 0 0 0 0.11 0.22 0 0.22 
                      
                      Figure 5 Calculation of Co-occurrence Matrix 
Contrast was first developed as a measure of the intensity contrast between a pixel 
and its neighbor, a local gray level variation, over the whole image. The definition of 
Contrast is shown in Equation (11). 
                                    𝐶𝐶𝑂𝑂𝑁𝑁 = ∑ |𝑖𝑖 − 𝑖𝑖|2𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖 ,𝑖𝑖       (11) 
According to the definition, the CON values for an image and its reverse are 
identical in image analysis. However, in traffic analysis, the data with increasing trend 
indicates a different condition from the data with a decreasing trend. To account for the 
trend of traffic evolution, a modified definition of CON was proposed in the study, which 
incorporates the positive/negative sign of the local gray level change over time, as shown 
in Equation (12): 
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                               𝐶𝐶𝑂𝑂𝑁𝑁 = ∑ (𝑖𝑖 − 𝑖𝑖)|𝑖𝑖 − 𝑖𝑖|𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖 ,𝑖𝑖              (12) 
As such, CON yields a positive value for the data with a increased trend over time 
and a negative value for a decreased evolvement trend. Consequently, the contrast value 
of the input 5-minute traffic speed data based on the co-occurrence matrix in Figure 5 is 
determined by: 
𝐶𝐶𝑂𝑂𝑁𝑁 = (9 − 8)2 × 0.11 + (10 − 9)2 × 0.11 + (10 − 7)2 × 0.11 − (10 − 7)2 ×                0.11 − (10 − 8)2 × 0.22 = −0.67         (13) 
As stated in the previous chapter, the loop detectors stream traffic speed, volume 
and occupancy data. For each traffic parameter, there are its corresponding mean, 
standard deviation and contrast values within each 5-minute time window. Therefore, 
vectors containing 9 variables were derived from the raw data, which is in the form of 
[µspeed σspeed CONspeed µvolume σvolume CONvolume µoccupancy σoccupancy CONoccupancy]-1. Since the 
5-minute time window is rolling one step at 30-second along the time line, a peak period 
of 3 hours with 360 30-second contains 351 5-minute time windows. Hence, 351 values 
were calculated for the 9 variables of each vector from every peak period traffic dataset.  
However, it is not necessary to use all the variables for traffic states definition, 
since some may be much less sensitive to the change of traffic conditions than others and 
redundant information may be encoded in those variables.  Therefore, Principal 
Component Analysis (PCA) and Correlation analysis were performed to select the 
variable for traffic condition determination. The selection rule is that the variables highly 
associated with the first several Principal Component are selected first, and then one 
variable is removed from each pair of the selected ones if they are highly correlated.  
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4.1.5 Traffic Condition Definition 
The sequential step after variable selection is to discretize the selected variables to 
specify various traffic conditions. One traffic state corresponds to one cell of the full 
factorial of the discretized variables. The total number of traffic states is the product of 
the number of levels of each selected variable. For example, if two variables are selected, 
variable one is discretized into 3 levels, and variable two to 4 levels, then, the total 
number of traffic states is 3×4=12. 
The discretization of each variable is based on the characteristics of the traffic 
data. To examine the properties of the collected data, Cluster Analysis was used to 
investigate the patterns of the traffic. Through analyzing the traffic conditions of each 
cluster, the associated ranges of the values of selected variables could be determined 
approximately. The end values of the ranges could serve as a basis to discretize the 
selected variables and discriminate different traffic conditions. 
Unlike most previous studies reported in the literature, traffic condition is not 
defined at a time point but over a short time period in the study. A time window of five 
minutes is selected since it is long enough to capture the local trend of traffic evolution, 
but not too long to overlook the sudden traffic state change. To simplify the programming 
and computing, the traffic states were labeled with the Arabic number from 1 to N, where 
N is the total number of states in the HMM as described in Section 4.1.2. 
4.1.6 HMM Construction 
The HMM construction is a training process to determine the model 
parameters 𝜆𝜆 = (𝐴𝐴,𝐵𝐵,𝜋𝜋). The raw data was partitioned into training and validation sets 
with proportions of 70% and 30%, respectively. For each 5-minute time window (Φ), 
observation of one traffic parameter, such as traffic speed observation (𝒗𝒗) at the 
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beginning of the window is the observable symbol, and the traffic condition (𝑺𝑺) 
determined using the method in previous section is the hidden state. The time window 
used to examine the transition of the traffic states from time t to time t+1 is the transition 
window (Δ), which is a multiple of 30 seconds in the study. Another time window is the 
rolling window (δ), since the traffic data is streamed every 30-second, and the system 
will roll 30 seconds forward at one step along the time horizon. Figure 6 illustrates the 
aforementioned three time windows, along with the observations and hidden states of the 
system. 
 
Figure 6 Illustration of State Transition  
The maximum likelihood method was used to estimate the model parameters 𝜆𝜆 =(𝐴𝐴,𝐵𝐵,𝜋𝜋) via the EM (Expectation-Modification) algorithm (Dempster A. P., 1977). In 
order to describe the procedure of iterative update and modification of HMM parameters, 
the variable ξt(i,j) is first defined, which is the probability of being in state si at time t, 
and state sj at time t+1, given the model and the observation sequence O = {O1,O2,…,OT}. 
𝜉𝜉𝑋𝑋(𝑖𝑖, 𝑖𝑖) = 𝑃𝑃�𝑆𝑆𝑋𝑋 = 𝑠𝑠𝑖𝑖 , 𝑆𝑆𝑋𝑋+1 = 𝑠𝑠𝑖𝑖 �𝑂𝑂, 𝜆𝜆� = 𝑃𝑃�𝑆𝑆𝑋𝑋=𝑠𝑠𝑖𝑖 ,𝑆𝑆𝑋𝑋+1=𝑠𝑠𝑖𝑖 ,𝑂𝑂�𝜆𝜆�𝑃𝑃(𝑂𝑂|𝜆𝜆)        (14) 
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By summing ξt(i,j) over j, another variable γt(i) is obtained, which is the 
probability of being in Si at time t, given the observation sequence and the model. 
                             𝛾𝛾𝑋𝑋(𝑖𝑖) = ∑ 𝜉𝜉𝑋𝑋(𝑖𝑖, 𝑖𝑖)𝑁𝑁𝑖𝑖=1      (15) 
Further, by summing γt(i) over the time index, a quantity is derived, which can be 
interpreted as the expected (over time) number of times that state Si is visited, or 
equivalently, the expected number of transitions made from state Si. Similarly, the 
summation of ξt(i,j) over t (from t=1 to T-1) can be interpreted as the expected number of 
transitions from state Si to state Sj.   ∑  𝛾𝛾𝑋𝑋(𝑖𝑖)𝑇𝑇𝑋𝑋=1 = 𝑀𝑀𝑒𝑒𝑝𝑝𝑀𝑀𝑑𝑑𝑋𝑋𝑀𝑀𝑀𝑀 𝐺𝐺𝐵𝐵𝑛𝑛𝑏𝑏𝑀𝑀𝑟𝑟 𝑀𝑀𝑜𝑜 𝑋𝑋𝑟𝑟𝑎𝑎𝐺𝐺𝑠𝑠𝑖𝑖𝑋𝑋𝑖𝑖𝑀𝑀𝐺𝐺 𝑜𝑜𝑟𝑟𝑀𝑀𝑛𝑛 𝑆𝑆𝑖𝑖     (16) 
∑ 𝜉𝜉𝑋𝑋(𝑖𝑖, 𝑖𝑖)𝑇𝑇−1𝑋𝑋=1 = 𝑀𝑀𝑒𝑒𝑝𝑝𝑀𝑀𝑑𝑑𝑋𝑋𝑀𝑀𝑀𝑀 𝐺𝐺𝐵𝐵𝑛𝑛𝑏𝑏𝑀𝑀𝑟𝑟 𝑀𝑀𝑜𝑜 𝑋𝑋𝑟𝑟𝑎𝑎𝐺𝐺𝑠𝑠𝑖𝑖𝑋𝑋𝑖𝑖𝑀𝑀𝐺𝐺𝑠𝑠 𝑜𝑜𝑟𝑟𝑀𝑀𝑛𝑛 𝑆𝑆𝑖𝑖  𝑋𝑋𝑀𝑀 𝑆𝑆𝑖𝑖   (17) 
Using the above formulas and the concept of counting event occurrences, a set of 
reasonable reestimation formulas for 𝜋𝜋,𝐴𝐴,𝑎𝑎𝐺𝐺𝑀𝑀 𝐵𝐵 are given as below: 
𝜋𝜋𝑖𝑖� = 𝑀𝑀𝑒𝑒𝑝𝑝𝑀𝑀𝑑𝑑𝑋𝑋𝑀𝑀𝑀𝑀 𝑝𝑝𝑟𝑟𝑀𝑀𝑏𝑏𝑎𝑎𝑏𝑏𝑖𝑖𝑀𝑀𝑖𝑖𝑋𝑋𝑔𝑔 𝑖𝑖𝐺𝐺 𝑠𝑠𝑋𝑋𝑎𝑎𝑋𝑋𝑀𝑀 𝑆𝑆𝑖𝑖𝑎𝑎𝑋𝑋 𝑋𝑋𝑖𝑖𝑛𝑛𝑀𝑀 (𝑋𝑋 = 1) = 𝛾𝛾1(𝑖𝑖)   (18) 
𝑎𝑎�𝑖𝑖𝑖𝑖 = 𝑀𝑀𝑒𝑒𝑝𝑝𝑋𝑋𝑀𝑀𝑑𝑑𝑋𝑋𝑀𝑀𝑀𝑀  𝐺𝐺𝐵𝐵𝑛𝑛𝑏𝑏𝑀𝑀𝑟𝑟  𝑀𝑀𝑜𝑜  𝑋𝑋𝑟𝑟𝑎𝑎𝐺𝐺𝑠𝑠𝑖𝑖𝑋𝑋𝑖𝑖𝑀𝑀𝐺𝐺𝑠𝑠  𝑜𝑜𝑟𝑟𝑀𝑀𝑛𝑛  𝑠𝑠𝑋𝑋𝑎𝑎𝑋𝑋𝑀𝑀  𝑆𝑆𝑖𝑖 𝑋𝑋𝑀𝑀  𝑠𝑠𝑋𝑋𝑎𝑎𝑋𝑋𝑀𝑀  𝑆𝑆𝑖𝑖𝑀𝑀𝑒𝑒𝑝𝑝𝑀𝑀𝑑𝑑𝑋𝑋𝑀𝑀𝑀𝑀  𝐺𝐺𝐵𝐵𝑛𝑛𝑏𝑏𝑀𝑀𝑟𝑟  𝑀𝑀𝑜𝑜  𝑋𝑋𝑟𝑟𝑎𝑎𝐺𝐺𝑠𝑠𝑖𝑖𝑋𝑋𝑖𝑖𝑀𝑀𝐺𝐺𝑠𝑠  𝑜𝑜𝑟𝑟𝑀𝑀𝑛𝑛  𝑠𝑠𝑋𝑋𝑎𝑎𝑋𝑋𝑀𝑀  𝑆𝑆𝑖𝑖 = ∑ 𝜉𝜉𝑋𝑋(𝑖𝑖 ,𝑖𝑖 )𝑇𝑇−1𝑋𝑋=1∑ 𝛾𝛾𝑋𝑋(𝑖𝑖)𝑇𝑇−1𝑋𝑋=1    (19)      𝑏𝑏�𝑖𝑖 (𝑗𝑗) = 𝑀𝑀𝑒𝑒𝑝𝑝𝑀𝑀𝑑𝑑𝑋𝑋𝑀𝑀𝑀𝑀  𝐺𝐺𝐵𝐵𝑛𝑛𝑏𝑏𝑀𝑀𝑟𝑟  𝑀𝑀𝑜𝑜  𝑋𝑋𝑖𝑖𝑛𝑛𝑀𝑀𝑠𝑠  𝑖𝑖𝐺𝐺  𝑠𝑠𝑋𝑋𝑎𝑎𝑋𝑋𝑀𝑀  𝑆𝑆𝑖𝑖  𝑎𝑎𝐺𝐺𝑀𝑀  𝑀𝑀𝑏𝑏𝑠𝑠𝑀𝑀𝑟𝑟𝑣𝑣𝑖𝑖𝐺𝐺𝑂𝑂  𝑠𝑠𝑔𝑔𝑛𝑛𝑏𝑏𝑀𝑀𝑀𝑀  𝑗𝑗𝑀𝑀𝑒𝑒𝑝𝑝𝑀𝑀𝑑𝑑𝑋𝑋𝑀𝑀𝑀𝑀  𝐺𝐺𝐵𝐵𝑛𝑛𝑏𝑏𝑀𝑀𝑟𝑟  𝑀𝑀𝑜𝑜  𝑋𝑋𝑖𝑖𝑛𝑛𝑀𝑀  𝑖𝑖𝐺𝐺  𝑠𝑠𝑋𝑋𝑎𝑎𝑋𝑋𝑀𝑀  𝑆𝑆𝑖𝑖 = ∑ 𝛾𝛾𝑋𝑋(𝑖𝑖 )|𝑂𝑂𝑋𝑋=𝑗𝑗𝑇𝑇𝑋𝑋=1∑ 𝛾𝛾𝑋𝑋(𝑖𝑖 )𝑇𝑇𝑋𝑋=1    (20) 
The initial model  𝜆𝜆 = (𝐴𝐴,𝐵𝐵,𝜋𝜋) was defined and used to reestimate the model 
?̅?𝜆 = (?̅?𝐴,𝐵𝐵� ,𝜋𝜋�) from Equations (18), (19), and (20). It has been proven by Baum (1968) 
that either model ?̅?𝜆 increases the likelihood (𝑃𝑃�𝑂𝑂�?̅?𝜆� > 𝑃𝑃(𝑂𝑂|𝜆𝜆)), or initial λ defines a 
critical point of the likelihood function, in which case 𝜆𝜆� = 𝜆𝜆. Based on the above 
procedure, ?̅?𝜆 is iteratively used in place of λ, and the reestimation calculation is repeated 
until the likelihood function converges to a critical point. An important aspect of the 
reestimation procedure is the stochastic constraint of the HMM parameters, as shown in 
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Equations (21), (22), and (23) are automatically satisfied.  
                                               ∑ 𝜋𝜋�𝑖𝑖
𝑁𝑁
𝑖𝑖=1 = 1                                    (21) 
                                               ∑ 𝑎𝑎�𝑖𝑖𝑖𝑖
𝑁𝑁
𝑖𝑖=1 = 1,   1 ≤ 𝑖𝑖 ≤ 𝑁𝑁       (22)                                                   ∑ 𝑏𝑏�𝑖𝑖 (𝑗𝑗)𝑀𝑀𝑗𝑗=1 = 1,   1 ≤ 𝑖𝑖 ≤ 𝑁𝑁           (23) 
4.1.7 Application of HMM to Traffic Condition Prediction 
The trained HMMs were employed to predict traffic state using the validation data. 
In the framework of HMMs, the problem of traffic condition prediction can be expressed 
as an optimization problem. To solve the prediction problem, the HMMs were used to 
find an optimal traffic state sequence for a given sequence of traffic speed observations.  
In the study, only the last state of the optimal state sequence was examined, which is the 
predicted traffic condition in the 5-minute associated with the last traffic speed 
observation of the traffic speed sequence. 
The Viterbi algorithm was used to search for the optimal state sequence, which is 
based on dynamic programming methods (Veterbi, A. J., 1973). To find the single best 
state sequence S = {S1, S2, …, ST} for a given observation sequence O = {O1, O2, …, OT}, a 
quantity δt(i) is defined as: 
                   𝛿𝛿𝑋𝑋(𝑖𝑖) =  𝑃𝑃[𝑆𝑆1 𝑆𝑆2  … 𝑆𝑆𝑋𝑋 = 𝑠𝑠𝑖𝑖 ,𝑂𝑂1𝑂𝑂2 …𝑂𝑂𝑋𝑋|𝜆𝜆]𝑆𝑆1,𝑆𝑆2,…,𝑆𝑆𝑋𝑋−1𝑛𝑛𝑎𝑎𝑒𝑒   (24) 
δt(i) is the best score (highest probability) along a single path, which accounts for the first 
t observations and ends in state Si. By induction, it can be obtained that: 
                                𝛿𝛿𝑋𝑋+1(𝑖𝑖) = �  𝛿𝛿𝑋𝑋(𝑖𝑖)𝑖𝑖     𝑛𝑛𝑎𝑎𝑒𝑒 𝑎𝑎𝑖𝑖𝑖𝑖 �. 𝑏𝑏𝑖𝑖 (𝑂𝑂𝑋𝑋+1)   (25) 
To retrieve the state sequence, the array ψt(j) is defined to track the argument 
which maximized Equation (25) for each t and j. The complete procedure for finding the 
best state sequence is stated as follows: 
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(1) Initialization 
                                       𝛿𝛿1(𝑖𝑖) = 𝜋𝜋𝑖𝑖𝑏𝑏𝑖𝑖(𝑂𝑂1),                          1 ≤ 𝑖𝑖 ≤ 𝑁𝑁   (26)  
                                       𝜓𝜓1(𝑖𝑖) = 0 (27) 
The quantity δ is an array of size N×T, and at step 1(t=1), δ1 is a vector 
containing N elements. Each element stores the probability that the true state is state si 
given the observation O1. 
The size of array ψ is also N×T. Since the first column of ψ is not used in the 
procedure, all the values are set 0. 
(2) Recursion 
                   𝛿𝛿𝑋𝑋(𝑖𝑖) =  [𝛿𝛿𝑋𝑋−1(𝑖𝑖)1≤𝑖𝑖≤𝑁𝑁𝑛𝑛𝑎𝑎𝑒𝑒 𝑎𝑎𝑖𝑖𝑖𝑖 ]𝑏𝑏𝑖𝑖 (𝑂𝑂𝑋𝑋),   2 ≤ 𝑋𝑋 ≤ 𝑇𝑇, 1 ≤ 𝑖𝑖 ≤ 𝑁𝑁   (28) 
                  𝜓𝜓𝑋𝑋(𝑖𝑖) =  [𝛿𝛿𝑋𝑋−1(𝑖𝑖)1≤𝑖𝑖≤𝑁𝑁𝑎𝑎𝑟𝑟𝑂𝑂𝑛𝑛𝑎𝑎𝑒𝑒 𝑎𝑎𝑖𝑖𝑖𝑖 ], 2 ≤ 𝑋𝑋 ≤ 𝑇𝑇, 1 ≤ 𝑖𝑖 ≤ 𝑁𝑁   (29) 
The jth element of tth column of array δ, δt(j), contains the highest probability for 
that the true state at time t is state sj given the first t observation O1,O2,…, Ot. Although, 
Equation (28) only involves current state sj at time t and one step back state si at time t-1 
the information encoded in previous steps (1, 2,….t-2) is used for the calculation of δt(j), 
since δt-1(i) is obtained through a cumulative recursion process.  
The variable ψt(j) actually stores a pair of values, state sj and the immediate 
preceeding state at time t-1,si, that maximizes δt(j) at time t. Please note that state si is not 
necessarily the one maximizing δt-1(i). 
(3) Termination 
                                            𝑝𝑝∗ =  [𝛿𝛿𝑇𝑇(𝑖𝑖)1≤𝑖𝑖≤𝑁𝑁𝑛𝑛𝑎𝑎𝑒𝑒 ]               (30) 
                                             𝑞𝑞𝑇𝑇
∗ =  [𝛿𝛿𝑇𝑇(𝑖𝑖)1≤𝑖𝑖≤𝑁𝑁𝑎𝑎𝑟𝑟𝑂𝑂𝑛𝑛𝑎𝑎𝑒𝑒 ]                                     (31) 
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At time T, δT(i) contains the highest probability when the true state is si given the 
complete observation sequence O1,O2,…, OT. While, the variable p* is the largest one 
among δT(i), i=1, 2,    N. The variable qT* stores the state si where the highest probability 
p* is obtained at time T. 
(4) Path (state sequence) back tracking 
                                    𝑞𝑞𝑋𝑋
∗ = 𝜓𝜓𝑋𝑋+1(𝑞𝑞𝑋𝑋+1∗ ),          𝑋𝑋 = 𝑇𝑇 − 1,𝑇𝑇 − 2, … ,1  (32) 
This is a backward state retrieving process. Each time, the equation tracks one 
step back to find the previous state that maximizes the probability to reach the current 
state, starting from qT* at time T. The state sequence obtained from qt* is the optimal state 
sequence S associated the given observation sequence O, which has the maximized 
probability P(S|O,λ). 
4.1.8 Evaluation of HMMs 
The HMMs were evaluated using the prediction errors. Since the traffic states 
were defined in a space with more than one dimension, the commonly used Mean 
Absolute Error (MAE) and Root Mean Squared Error (RMSE) could not be used to 
evaluate the models. An innovative method to calculate the prediction errors was 
proposed in the study. Using its centroid to represent each traffic state, the Euclidean 
distance d between the predicted state and the true state can be calculated. For a given 
traffic state, there is a largest distance D associated with it, which is the distance between 
the given state and the farthest state from it in the state space. The prediction error for 
each data point was then defined as the ratio of d to D, (d/D), which falls into the range of 
[0, 1]. Consequently, the error of a data set is indicated as the mean of the prediction error. 
Figure 7 illustrates the calculation of prediction error in a two-dimension state space, 
where two variables are selected to define traffic state. 
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 Figure 7 Calculation of HMM Prediction Error 
In addition, the prediction errors were compared among HMMs with various 
sequence lengths and transition windows to determine the optimal length of sequence and 
transition window for traffic condition prediction. Further, a sensitivity study of the 
HMMs was conducted to test if the constructed models are site or time specific. 
Commercial software packages were used to perform the analysis in the study. 
Specifically, the Principal Component Analysis (PCA) and Cluster Analysis were 
performed using SAS. The co-occurrence matrix construction, the calculation of second 
order statistics, the estimation of HMMs parameters, and the search for the optimal state 
sequence with Viterbi algorithm was conducted using Matlab R2008b. 
4.2 One-Step Stochastic Model Approach 
This section presents the methods used in the one-step stochastic model approach. 
Unlike the HMM approach, the single traffic parameter, traffic speed, is used to define 
the traffic condition, and the transition of traffic speed over time is modeled as a 
stochastic process. First, the speed transition probability density functions (p), the 
cumulative negative and positive transitions density functions (P), and the corresponding 
expected traffic speed values (E) are calculated using training data. Then logistic and 
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exponential models are developed to fit the calculated Ps and Es. Finally, using the 
validation data, the fitted models are employed to calculate the cumulative negative and 
positive transition probabilities for a given current speed. The expected speed values 
corresponding to the transition with higher probabilities are computed as the estimations 
of the future traffic speeds. The Root Mean Square Errors (RMSE) of the predictions are 
calculated to evaluate the model performance. 
To be consistent with the first approach of study using HMM, the same peak 
period traffic data on weekdays was used for this method. Unlike the HMM approach, the 
calculation of the probabilities is not sensitive to the missing values, given that the 
missing data follows a random pattern. Only traffic speeds in the range of (0mph, 
100mph) are considered valid and used in the analysis. 
4.2.1 Transition Probability 
Traffic speed was selected as the indicative traffic parameter defining traffic 
conditions at a specific location and time. For instance, given a specific location, the 
traffic condition is measured by Xt the speed at time 𝑋𝑋, which also defines the current 
state of traffic at that time. Similarly Xt+δ defines the future state of traffic after 𝛿𝛿 time 
units. 
Given the stochastic properties of traffic speed, the traffic speed after 𝛿𝛿 time units 
𝑋𝑋𝑋𝑋+𝛿𝛿  could evolve to any value within 0 - 100 mph from the current traffic speed 𝑋𝑋𝑋𝑋 . But 
the chances for transitions to different speed are not necessarily the same, which leads to 
the concept of transition probability. 
The transition probability from current state 𝑋𝑋𝑋𝑋  to a future state 𝑋𝑋𝑋𝑋+𝛿𝛿  given the 
current state 𝑋𝑋𝑋𝑋  is denoted by 𝑝𝑝{𝑋𝑋𝑋𝑋+𝛿𝛿 = 𝑏𝑏|𝑋𝑋𝑋𝑋 = 𝑎𝑎}, where a and b represent the current 
and future state values, respectively. For simplification, 𝑝𝑝(𝑎𝑎, 𝑏𝑏, 𝛿𝛿) is used to denote the 
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transition probability 𝑝𝑝{𝑋𝑋𝑋𝑋+𝛿𝛿 = 𝑏𝑏|𝑋𝑋𝑋𝑋 = 𝑎𝑎}. The following equation was used to estimate 
𝑝𝑝(𝑎𝑎, 𝑏𝑏, 𝛿𝛿) from the speed observations at a specific site and for a specific time horizon 𝛿𝛿: 
                                       𝑝𝑝(𝑎𝑎, 𝑏𝑏, 𝛿𝛿) = 𝑁𝑁{𝑋𝑋𝑋𝑋+𝛿𝛿=𝑏𝑏 |𝑋𝑋𝑋𝑋=𝑎𝑎}
𝑁𝑁{𝑋𝑋𝑋𝑋=𝑎𝑎}    (33) 
Where 𝑁𝑁{𝑋𝑋𝑋𝑋+𝛿𝛿 = 𝑏𝑏|𝑋𝑋𝑋𝑋 = 𝑎𝑎} is the number of times a change from speed a to 
speed b was observed in 𝛿𝛿 time units, and 𝑁𝑁{𝑋𝑋𝑋𝑋 = 𝑎𝑎} is the number of times speed a was 
observed. Both 𝑁𝑁{𝑋𝑋𝑋𝑋+𝛿𝛿 = 𝑏𝑏|𝑋𝑋𝑋𝑋 = 𝑎𝑎} and 𝑁𝑁{𝑋𝑋𝑋𝑋 = 𝑎𝑎} were calculated directly from the 
traffic speed data. 
The calculated transition probabilities over the speed range forms a probability 
distribution (pdf) for a given current traffic speed. The current traffic speed could be any 
value between 0 mph and 100 mph, and therefore, for each speed within 0-100mph, there 
is a corresponding transition probability distribution. The shapes of those distributions 
vary over the speed range. 
Since traffic conditions change constantly with time, various time horizons were 
used to study the different characteristics of traffic during the transition periods. The 
selected time horizons were 1 min, 2 min, 3 min, 4 min, and 5 min, which correspond to 
δ=2, 4, 6, 8, and 10 in 30 sec intervals. 
4.2.2 Cumulative Negative and Positive Transition Probability 
The transition from any current speed to a future speed can be positive, negative, 
or nil. Given the dynamic nature of traffic conditions, emphasis is placed on negative and 
positive changes in traffic speeds since they constitute the majority of observations. The 
probability of a negative transition in speed is defined by the cumulative probability that X𝑋𝑋+𝛿𝛿 < X𝑋𝑋  given 𝑋𝑋𝑋𝑋 , or 𝑃𝑃{𝑋𝑋𝑋𝑋+𝛿𝛿 < 𝑋𝑋𝑋𝑋|𝑋𝑋𝑋𝑋 = 𝑎𝑎}. For abbreviation, the quantity 𝑃𝑃{𝑋𝑋𝑋𝑋+𝛿𝛿 <
𝑋𝑋𝑋𝑋|𝑋𝑋𝑋𝑋 = 𝑎𝑎} is denoted by 𝑃𝑃−(𝑎𝑎, 𝛿𝛿), which is the cumulative probability of observing a 
negative change in speed over δ time units from a current speed 𝑎𝑎. Equation (34) is used 
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to calculate 𝑃𝑃−(𝑎𝑎, 𝛿𝛿) from the transition probabilities for a given current speed 𝑎𝑎 at a 
specific site and for a specific time horizon 𝛿𝛿. High probabilities of negative transitions 
indicate that traffic conditions are more likely to deteriorate from their current state 
during the specified time period. 
Similarly, positive transition probabilities is denoted by 𝑃𝑃+(𝑎𝑎, 𝛿𝛿), which is the 
cumulative probability of observing a positive change in speed in δ time units from a 
current speed 𝑎𝑎. Equation (35) is used to calculate 𝑃𝑃+(𝑎𝑎, 𝛿𝛿) from the transition 
probabilities for a given current speed 𝑎𝑎 at a specific site and for a specific time horizon 
𝛿𝛿. High probabilities of positive transitions indicate that traffic conditions are more likely 
to improve from their current state during the specified time period. 
                                       𝑃𝑃−(𝑎𝑎, 𝛿𝛿) = ∑ 𝑝𝑝(𝑎𝑎,𝑗𝑗, 𝛿𝛿)∀𝑗𝑗<𝑎𝑎    (34) 
                                       𝑃𝑃+(𝑎𝑎, 𝛿𝛿) = ∑ 𝑝𝑝(𝑎𝑎,𝑗𝑗, 𝛿𝛿)∀𝑗𝑗>𝑎𝑎    (35) 
Figure 8 shows how 𝑃𝑃−{𝑎𝑎, 𝛿𝛿} and 𝑃𝑃+{𝑎𝑎, 𝛿𝛿} are determined from the areas under a 
typical transition probability density curve for 𝑋𝑋𝑋𝑋 = 𝑎𝑎. Since the speed change constitutes 
the majority of the observations, 𝑃𝑃−(𝑎𝑎, 𝛿𝛿, 𝜀𝜀) and 𝑃𝑃+(𝑎𝑎, 𝛿𝛿, 𝜀𝜀) are approximately 
complementary to each other. 
For a given current speed, there is a transition probability density distribution; 
therefore, one corresponding cumulative negative transition probability 𝑃𝑃−{𝑎𝑎, 𝛿𝛿} and one 
corresponding cumulative positive transition probability 𝑃𝑃+{𝑎𝑎, 𝛿𝛿} could be obtained. 
Since the current speed can be observed at any value between 0 mph and 100 mph, the 
negative and positive cumulative transition probabilities 𝑃𝑃− and 𝑃𝑃+ form two curves 
along the speed axis, which could be considered a function of current traffic speed 𝑋𝑋𝑋𝑋  and 
time horizon δ. 
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Figure 8 Cumulative Negative and Positive Transition Probabilities 
Determined from a Typical Transition Probability Density Distribution from 𝑿𝑿𝒘𝒘 = 𝒂𝒂 
over 𝜹𝜹 time units 
4.2.3 Conditional Expected Speed Value 
Given the transition probabilities 𝑝𝑝(𝑎𝑎, 𝑏𝑏, 𝛿𝛿) and the cumulative negative and 
positive probabilities, the conditional negative and positive transition probabilities could 
be calculated using Equations (36) and (37) as below: 
                                        𝑝𝑝−(𝑎𝑎, 𝑏𝑏, 𝛿𝛿) = 𝑝𝑝(𝑎𝑎 ,𝑏𝑏 ,𝛿𝛿)
𝑃𝑃−(𝑎𝑎 ,𝛿𝛿)                  (𝑏𝑏 < 𝑎𝑎)     (36) 
                                        𝑝𝑝+(𝑎𝑎, 𝑏𝑏, 𝛿𝛿) = 𝑝𝑝(𝑎𝑎 ,𝑏𝑏 ,𝛿𝛿)
𝑃𝑃+(𝑎𝑎 ,𝛿𝛿)                   (𝑏𝑏 > 𝑎𝑎) (37) 
Where 𝑝𝑝−(a, b, δ) and 𝑝𝑝+(a, b, δ) are the conditional negative and positive 
transition probability for traffic speed to change from state 𝑋𝑋𝑋𝑋 = 𝑎𝑎 to state 𝑋𝑋𝑋𝑋+δ = 𝑏𝑏 in 
time horizon δ. 
Subsequently, the expected speed values given the transition is negative or 
positive are obtained as the sum of the products of future speed values less than or greater 
𝑋𝑋𝑋𝑋 = 𝑎𝑎 
𝑃𝑃+{𝑎𝑎, 𝛿𝛿} 𝑃𝑃−{𝑎𝑎, 𝛿𝛿} 
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than the current speed and the corresponding conditional transition probabilities, as 
shown in Equations (38) and (39). 
                                       𝐸𝐸−(𝑎𝑎, 𝛿𝛿) = ∑ 𝑏𝑏.𝑝𝑝−(𝑎𝑎, 𝑏𝑏, 𝛿𝛿)∀𝑏𝑏<𝑎𝑎                     (38) 
                                       𝐸𝐸+(𝑎𝑎, 𝛿𝛿) = ∑ 𝑏𝑏.𝑝𝑝+(𝑎𝑎, 𝑏𝑏, 𝛿𝛿)∀𝑏𝑏<𝑎𝑎                     (39) 
Where 𝐸𝐸−(𝑎𝑎, 𝛿𝛿) and 𝐸𝐸+(𝑎𝑎, 𝛿𝛿) are the expected speed values for negative and 
positive transitions from current state 𝑋𝑋𝑋𝑋 = 𝑎𝑎 in time horizon δ. 
Similarly, for a given current speed, there are one corresponding conditional 
negative expected speed value and one corresponding conditional positive expected speed 
value. Therefore, the negative and positive expected values 𝐸𝐸− and 𝐸𝐸+ form two curves 
along the axis of traffic speed ranged from 0mph to 100 mph, which are functions of 
current traffic speed 𝑋𝑋𝑋𝑋  and time horizon δ. 
4.2.4 Modeling of the Cumulative Transition Probability and Conditional Expected 
Value Curves 
As aforementioned, 𝑃𝑃−{𝑎𝑎, 𝛿𝛿}, 𝑃𝑃+{𝑎𝑎, 𝛿𝛿}, 𝐸𝐸−(𝑎𝑎, 𝛿𝛿),and 𝐸𝐸+(𝑎𝑎, 𝛿𝛿) are functions of 
current speed 𝑋𝑋𝑋𝑋 = 𝑎𝑎 and time horizon δ. Statistical models were developed to fit those 
curves using training dataset. 
Since the negative and positive cumulative transition probabilities take values 
between 0 and 1, logistic model is proposed to fit the cumulative probability data. The 
general form of the logistic model used in the study is: 
                                 𝑀𝑀𝑀𝑀𝑂𝑂 �
𝑃𝑃1−𝑃𝑃� = 𝑎𝑎0 + 𝑎𝑎1𝛿𝛿 + 𝑎𝑎2𝑋𝑋𝑋𝑋1 + 𝑎𝑎3𝑋𝑋𝑋𝑋2 + ⋯                   (40) 
Where, the right hand side of the above equation is a polynomial function of the 
current traffic speed 𝑋𝑋𝑋𝑋  and time horizon δ. Using 𝑔𝑔 to represent the polynomial function, 
Equation (40) can be transformed into the form with p on the right hand side as shown 
below: 
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                                       𝑃𝑃 = 𝑀𝑀𝑔𝑔(1+𝑀𝑀𝑔𝑔 )                    (41) 
The logistic models were developed for each station using training dataset and the 
performances of the models were evaluated using 𝑅𝑅2. The best fitted model was then  
used for the short-term traffic speed prediction described in the next section. 
The values of the conditional expected traffic speed for negative and positive 
transition fall into (0,100). Log transformation was employed to get a response mapped to 
the real axis, and then general linear regression models were developed to fit the data. 
The fitted model has the form below: 
                                𝑀𝑀𝑀𝑀𝑂𝑂(𝐸𝐸) = 𝑎𝑎0 + 𝑎𝑎1𝛿𝛿 + 𝑎𝑎2𝑋𝑋𝑋𝑋1 + 𝑎𝑎3𝑋𝑋𝑋𝑋2 + ⋯         (42) 
Where, the right hand side of the above equation is a polynomial function of the 
current traffic speed 𝑋𝑋𝑋𝑋  and time horizon δ. Using 𝑧𝑧 to represent the polynomial function, 
an exponential model for the expected values can be obtained through simply 
manipulating Equation (42) as shown below: 
                                       𝐸𝐸 = 𝑀𝑀𝑧𝑧                     (43) 
Similarly, the exponential models were fitted for each station using training 
dataset and the performances of the models were evaluated using 𝑅𝑅2. The best fitted 
model was then used in the following traffic speed prediction. 
4.2.5 Traffic Speed Prediction Using Fitted Models  
The fitted models were employed for short-term traffic speed prediction using the 
validation dataset for each station. For a given current traffic speed and a time horizon, 
the cumulative negative and positive transition probabilities were calculate using the 
fitted logistic models. The transition with higher probability was considered as the 
evolution trend of traffic speed, and the corresponding conditional expected speed value 
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was then determined using the associated exponential model, and considered the 
estimation of the future traffic speed after transition. 
The performance of this probabilistic approach was evaluated using Root Mean 
Square Error (RMSE): 
                                       𝑅𝑅𝑀𝑀𝑆𝑆𝐸𝐸 = �∑ (𝑔𝑔𝑖𝑖−𝑔𝑔𝑖𝑖� )2𝑁𝑁𝑖𝑖=1
𝑁𝑁
                    (44) 
Where, 𝑔𝑔𝑖𝑖  : the true value of traffic speed in the given time horizon; 
  𝑔𝑔𝑖𝑖�  : the predicted value of traffic speed in the give time horizon; 
       and N : the total number of predicted traffic speed in the validation dataset.  
Further, the effects of time horizon, travel direction, and peak period time on the 
model performance were evaluated in term of RMSE. 
Matlab R2008b was used to perform all the analysis in the study of one-step 
stochastic approach, including the calculation of transition probabilities, cumulative 
probabilities and conditional expected values, as well as the nonlinear logistic and 
exponential modeling.  
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CHAPTER 5. RESULTS AND DISCUSSIONS OF THE 
HHM APPROACH 
This chapter presents the results of the study following the HHM methods 
described in the previous chapter. First, the variables were selected for HMM hidden 
traffic state definition, followed by the traffic pattern and characteristics analysis to 
specify various traffic states. Then, HMMs parameters were estimated through a training 
procedure. Finally, the constructed HMMs were used for short-term traffic states 
prediction. The performance of the models was compared at various locations and time in 
terms of prediction errors.   
5.1 Variables Selection 
A sub dataset of 100,000 records was randomly sampled from the raw data pool 
for Principal Component Analysis. The 9 candidate variables, µspeed,σspeed,CONspeed, 
µvolume, σvolume, CONvolume, µoccupancy, σoccupancy and CONoccupancy, for each 5-minute time 
window were calculated as the inputs of the Principal Component Analysis. 
Table 4 and Table 5 present the computed eigenvectors and eigenvalues 
corresponding to the 9 Principal Components (PC). The results show that the first two 
PCs account for 96% of the total variance of the dataset, and the subsequent components 
contribute less than 4%. Thus, the first two PCs may provide a good summary of the 
dataset. Further, it is noted from the eigenvectors results that only the µs and CONs of 
speed and occupancy have relative high loadings associated with the PC1 and PC2. This 
indicates that those 4 variables have large contribution to the variation and are important 
in the dataset, while all the other variables are of little significance. Therefore, variables 
µspeed ,CONspeed, µoccupancy, and CONoccupancy were selected for further analysis. 
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Moreover, it is learned from the analysis results that although both σ and CON are 
variables to measure the variance of the dataset, σ yields much lower loadings associated 
with the key Principal Components than CON. This indicates that CON is the main 
contribution to the variation of the dataset, more sensitive to the change of the data, and 
thus is a better candidate for traffic condition definition. 
Table 4 Eigenvectors of the Principal Component Analysis  
Variable  PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 
µspeed 0.1022 -0.0066 -0.7573 -0.4472 0.0007 0.4496 -0.1025 0.0500 -0.0273 
σspeed -0.0155 -0.0247 0.0287 0.0222 0.0060 -0.0425 0.0415 0.8383 -0.5395 
CONspeed -0.3427 -0.9385 -0.0239 -0.0189 -0.0040 0.0077 -0.0034 -0.0248 0.0114 
µvolume 0.0006 -0.0025 0.0226 0.0677 0.0028 0.3214 0.9388 0.0273 0.0924 
σvolume -0.0005 -0.0003 -0.0359 0.0479 0.0001 0.0075 0.0060 0.0883 0.1722 
CONvolume -0.0025 -0.0027 -0.5267 0.8453 -0.0132 -0.0524 -0.0283 -0.0238 -0.0300 
µoccupancy -0.0715 0.0190 0.3653 0.2640 0.0053 0.8255 -0.2942 -0.0547 -0.1402 
σoccupancy -0.0295 0.0056 0.0413 0.0583 0.0020 0.0896 -0.1366 0.5309 0.8057 
CONoccupancy -0.9305 0.3437 -0.1028 -0.0670 -0.0007 -0.0187 0.0169 -0.0119 -0.0129 
 
Table 5 Eigenvalues of the Principal Components 
Name EigenValue Proportional Eigenvalue 
Cumulative 
Proportional 
Eigenvalue 
PC1 8876.59 0.71 
 PC2 3106.27 0.25 0.96 
PC3 264.02 0.02 0.98 
PC4 107.79 0.009 0.993 
PC5 54.63 0.004 0.998 
PC6 16.92 0.0014 0.9993 
PC7 6.41 0.0005 0.9998 
PC8 2.31 0.00019 0.99995 
PC9 0.60 4.822E-05 1 
sum 12435.54 1   
 
It is known that the accuracy and reliability of the statistical model may suffer if 
the data include highly correlated variables. In our case, the selected variables are related 
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with two traffic parameters, speed and occupancy, which are usually highly associated. 
Correlation analysis was performed to test if traffic speed and occupancy are highly 
correlated in the collected data. 
Correlation analysis was conducted using the same sample dataset for PCA. Table 
6 presents the correlation coefficients between three traffic parameters and the four 
selected variables. As expected, high correlation was found between speed and 
occupancy. Therefore, only one of them could be used for further analysis. From the 
results of the correlation analysis of the four variables, it is found that the correlation 
coefficient between µoccupancy and CONoccupancy is greater than 0.5, while the coefficient for µ 
and CON of speed is lower than 0.5. Thus, µspeed and CONspeed are finally chosen as the 
indicator variables for traffic conditions definition. Correspondingly, traffic speed was 
chosen as the observable symbol for the HMMs. 
Table 6 Correlations between Traffic Variables 
Pearson Correlation Coefficients 
  Speed Volume Occupancy   µspeed CONspeed µoccupancy CONoccupancy 
Speed 1 -0.35 -0.87  µspeed    1 -0.35 -0.87 -0.47 
Volume -0.35 1 0.39 CONspeed -0.35 1 0.39 0.57 
Occupancy -0.87 0.39 1 µoccupancy -0.87 0.39 1 0.55 
        CONoccupancy -0.47 0.57 0.55 1 
 
Since the speed limit for the study freeway segment is 70 mph, the raw 30-second 
traffic speed records much larger that the limit (>100mph) were removed from the dataset. 
If the raw speed values are used as the HMM symbol (speed interval is 1 mph), there 
would be 100 speed levels, which will need a substantial large amount of run time to 
perform the analysis. To simplify the programming and computation and not jeopardize 
the accuracy of the results, the observation speed was discretized into 20 equally spaced 
groups with each having an interval of 5 mph, as shown in Table 7. 
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Table 7 Traffic Speed Symbol Levels 
Traffic Speed Group Range (mph) 
1 0<Speed≤5 
2 5< Speed ≤10 
3 10< Speed ≤15 
4 15< Speed ≤20 
5 20< Speed ≤25 
6 25< Speed ≤30 
7 30< Speed ≤35 
8 35< Speed ≤40 
9 40< Speed ≤45 
10 45< Speed ≤50 
11 50< Speed ≤55 
12 55< Speed ≤60 
13 60< Speed ≤65 
14 65< Speed ≤70 
15 70< Speed ≤75 
16 75< Speed ≤80 
17 80< Speed ≤85 
18 85< Speed ≤90 
19 90< Speed ≤95 
20 95< Speed ≤100 
 
5.2 Traffic Evolution Patterns during Peak Periods 
The step following variables selection is to examine the evolution patterns and 
dynamic characteristics of freeway traffic during peak periods, in order to determine the 
threshold values of the selected variables and discriminate various traffic conditions. 
Cluster analysis was performed to examine the properties and patterns of traffic 
evolution. The traffic speed data of the sample used for Principal Component Analysis 
was used for cluster analysis. As aforementioned, traffic state is defined in a 5-minute 
time interval, and the rolling window is 30-second. Therefore, there are 350 5-minute 
time windows for a 3-hour peak period, and 350 traffic speed observations at the 
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beginning of each time window. Then, the input variables for the cluster analysis are 
traffic speeds at those 350 time points. Each peak period is one input for the analysis, 
which contains 350 speed observations, [O1, O2, …,O350]. The purpose of cluster analysis 
is to group the peak periods in to different clusters based on the similarity in terms of 
traffic speed evolution patterns. 
The SAS proc cluster procedure was run to conduct the analysis, where Ward 
Method was employed to form the clusters. In addition, pseudo T-square statistic was 
used to determine the optimum number of clusters. Figure 9 presents the pseudo T-square 
statistic derived from the cluster analysis of traffic speeds. Local minimums of T-square 
were found at numbers 3 and 5 in Figure 9, which indicate the optimal number of clusters. 
In the study, the number 5 was selected as the optimum number of clusters to present 
more patterns of traffic evolution. The 6 patterns of the traffic evolution are presented 
and discussed individually next. 
 
Figure 9 Pseudo T-square Statistic from Cluster Analysis of Traffic Speed  
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5.2.1Cluster 1 
Figure 10 illustrates the variation of traffic speed during peak periods for part of 
the data in cluster 1. It shows that the traffic enters the peak period under free flow 
condition with the traffic speed around 60 mph. Half hour later, the traffic condition 
deteriorates from free flow condition to a state with lower average speed, primarily due to 
the increased demand during this period. After one hour, the traffic reaches a stable 
condition, where the traffic speed is around 50 mph. Under this condition, the vehicles 
could not travel without interaction as under free flow condition, but the traffic is still 
moving smoothly with no obvious incident or congestion. The condition could be called a 
near free flow condition. 
The data in cluster 1 represents the scenarios that the travel demand increases at 
the beginning of the peak period and reach and keep stable after about one hour; the 
travel demand increases during peak hours, but is still far below the capacity of the 
freeway segment, therefore, the system can still handle the traffic with a slightly lower 
travel speed. In terms of traffic conditions, cluster 1 data illustrates the pattern that traffic 
condition evolves from free flow to near free flow condition. 
5.2.2 Cluster 2 
The representative traffic speed data in cluster 2 are presented in Figure 11. 
Apparently, unlike clusters 1 and 2, the data in cluster 2 illustrates a scenario where the 
traffic is not under a stable free flow or near free flow condition. It enters the peak period 
at free flow condition with average traffic speed around 60 mph. Then, the traffic 
condition deteriorates with the traffic speed dropping from around 60 mph to around 50 
mph, as a result of the substantial increase in travel demands and the traffic approaching 
the capacity of the freeway segment. Some time later, the traffic experiences a sudden 
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breakdown, indicated by a rapid decrease of traffic speed from 50 mph to around 20 mph 
in a very short time period. It shows that the traffic reaches the freeway capacity, and the 
system could not sustain free flow condition. 
 
Figure 10 Traffic Evolution Pattern in Cluster 1 
Also, it is noticed that the traffic speed after breakdown exhibits large fluctuations 
around 20 mph, which indicates that the traffic is not under stable congestion condition. 
This indicates that the travel demand exceeds the freeway capacity, but is close to the 
capacity, and the system could still deal with the traffic with a relative low level of 
service. The state with high speed fluctuations around 20 mph could be named as a 
moderate congestion condition. 
The data in cluster 2 illustrates the pattern during peak periods wherein traffic 
starts from free flow conditions and gradually deteriorates to a near free flow condition, 
then experiences a sudden breakdown followed by an unstable moderate congestion 
condition. 
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Since cluster analysis uses Euclidean distance to measure the similarity between 
two subjects with respect to attributes variables, subjects with different pattern might fall 
into the same cluster if their distances are close enough. Also, choosing fewer number of 
cluster increases the possibility of including close but different patterns into the same 
cluster. 
 
Figure 11 Traffic Evolution Pattern in Cluster 2  
In our study, another pattern was observed from the data in cluster 2 as shown in 
Figure 12. Unlike in Figure 11, no obvious traffic breakdown and congestion are found in 
the data. The traffic enters the peak period with speeds around 50 mph, which indicates 
that the traffic demands increase even before the peak period and the freeway traffic is 
not under free flow condition at the beginning of the peak period. For the first half of the 
peak period, the traffic speed remains around 50 mph, then, as the travel demand keeps 
increasing, the average speed drops to around 40 mph. The traffic deterioration does not 
continue, and the speed remains around 40 mph for the second half of the peak period. 
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This part of the data in cluster 2 exhibits small fluctuation except for a few points, 
which indicates that the increase and variation of travel demands are within a small range. 
The traffic moves smoothly without obvious breakdowns, primarily due to that the travel 
demands were spread out beyond the peak period on the days when the data were 
collected. In terms of traffic condition, Figure 12 illustrates a trend that traffic state 
evolves from a near flow condition to an intermediate synchronized condition during the 
peak periods. 
 
Figure 12 Different Pattern for the Data in Cluster 2 
5.2.3 Cluster 3 
The peak period traffic speed data sampled from cluster 3 is presented in Figure 
13. No durable stable condition was observed in the figure. The traffic enters the peak 
period window with the speed between 50mph and 60 mph, and immediately experiences 
gradual deterioration as the travel demand increases during peak periods. The 
deterioration continues until the average traffic speed drops to around 20 mph after one 
hour. For the following half hour of the peak period, the traffic speed fluctuates around 
20 mph with large variation. Then, the traffic exhibits a trend of recovery as the traffic 
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speed is back to 30mph, 40 mph or 50 mph levels. Also, it is noticed that the traffic 
suffers severe turbulence during the deterioration and post-deterioration period, which 
could be caused by the unstable traffic demand around the capacity (higher or lower than 
the capacity) and the driving maneuver behavior such as lane changing, breaking or 
accelerating. This situation continues till the gradual recovery begins when the large 
amount of vehicles is cleared and the traffic exhibits a trend back to the free flow 
condition.  
Cluster 3 represents a typical pattern during peak period, where the free flow 
traffic experience a unstable deterioration at the beginning of the time horizon to a 
unstable near congestion condition with high variation, and remains under the condition 
for a short time followed by a gradual recovery towards the free flow condition. 
 
Figure 13 Traffic Evolution Pattern in Cluster 3 
5.2.4 Cluster 4 
The representative traffic speed data of cluster 4 was shown in Figure 14. It 
clearly shows a traffic breakdown and a trend to recover. The traffic enters the peak 
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period under free flow condition. During the first half hour, it experiences a gradual 
deterioration as more and more vehicles travel on the freeway segment during the peak 
period. Then a sudden breakdown is encountered, primarily due to the heavy traffic 
exceeding the freeway capacity, and the freeway could not deal with the traffic even with 
a relative low level of service. After the breakdown, the speed drops below 20 mph. The 
traffic enters a stop-and-go congestion condition and remains under that condition for 
most of the remaining time of the peak period. At the end of the peak period time window, 
the data exhibits a trend of recovery as a result of fewer commuters traveling on the 
freeway when approaching the end of the peak period. Since only three hours data was 
analyzed in the study, the full recovery procedure beyond the range of the study time 
horizon is not covered. Therefore, Figure 14 only captures the beginning of the recovery, 
not the complete recovery period. 
Unlike Figure 13, the data in Figure 14 exhibits small variation, and the figure 
shows a smooth trend of the data. It indicates the increase, the retaining, and the decrease 
in travel demands reflected in cluster 4 are steady and stable, therefore, the drivers could 
follow the main traffic flow without sudden maneuvers of the vehicles. In terms of traffic 
conditions, data in cluster 4 illustrates another typical peak period pattern wherein traffic 
suffers a sudden breakdown at the early time during peak hours, remains under 
congestion condition for most of the time, and experiences a recovery when approaching 
the end of the peak period. 
5.2.5 Cluster 5 
The representative data from cluster 5 is presented in Figure 15. Clearly, it shows 
a pattern of a traffic breakdown followed by a recovery during peak period. The free flow 
condition gradually deteriorates to near free flow condition after the traffic enters the 
66 
peak period time horizon, resulting from the steady increase in travel demands during 
peak periods. Then, the flow suffers sudden speed drops to around 20 mph or 10 mph, 
which could be caused by heavy demand or incidents. After the heavy demand or 
incidents are cleared, the traffic begins to recover from the congestion or near congestion 
conditions to free flow or near free flow conditions. 
 
Figure 14 Traffic Evolution Pattern in Cluster 4  
It shows in Figure 15 that the traffic speed before breakdown and after recovery is 
generally above 50 mph, and the congestion conditions do not last for a long time. The 
traffic evolution trend encoded in the data of cluster 5 does not represent a typical patter 
for peak hours. Similar pattern could be observed for the freeway traffic during off-peaks. 
The cluster analysis results show six main traffic patterns during peak periods. 
Some of them are typical for the peak periods, while others could be observed for off-
peak time. Moreover, for those patterns that are typical for peak periods, the traffic 
evolution does not follow one pattern, and there are no general rules to capture the 
variation of traffic condition for data from various patterns. This indicates that the closed 
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form deterministic models are not proper for the analysis of traffic data during peak 
periods. 
In addition, it is worthy to state that the above seven figures are created with the 
partial representative data of each cluster, and therefore, they only illustrate the main 
patterns shown in each cluster. Also, it should be noted that even in the figures showing 
the main trend in each cluster, data lines from different peak periods are not identical. 
 
Figure 15 Traffic Evolution Pattern in Cluster 5 
Given the seven main patterns shown in figures 10 through 15, and considering 
other trends encoded in the data not shown in the above figures, as well as the local 
variation of the data from similar patterns, it is again proved that the traffic evolution 
during peak period is a stochastic process.  It is rather probabilistic than deterministic as 
to whether a breakdown will happen, when it will happen, how long the congestion will 
last, and when the traffic will recover from the congestion, etc. Therefore, a probabilistic 
approach, such as HMMs, is more appropriate than a deterministic one to describe the 
change of traffic condition over time during peak periods. 
0
10
20
30
40
50
60
70
80
Sp
ee
d 
(m
ph
)
Number of 30-seconds Starting from the Beginning of the Peak Period of 
3 hours
68 
5.3 Variable Discretization 
As stated previously, the HMMs constructed in the study take traffic speed at the 
beginning of each rolling 5-minute time window as observations, and traffic condition 
associated with the 5-minute time window as the hidden states. The full factorial of the 
classified mean speed and speed contrast is used to define traffic conditions.  Instead of 
equally-spaced intervals, the discretization of mean speed and speed contras is based 
upon the traffic characteristics under various conditions revealed in the previous section. 
5.3.1 Mean Speed  
After examining the characteristics of some stable traffic state for different 
patterns, it was learned that the average traffic speed is around 60 mph under free flow 
condition, around 50 mph for near free flow condition, 30mph or 40 mph for intermediate 
condition, 20 mph for moderate congestion condition, and 10 mph for severe congestion 
condition.  
Table 8 Discretization of Mean Traffic Speed 
Levels  Mean Speed (mph) 
6 Speed≥55 
5 55>Speed≥45 
4 45>Speed≥35 
3 35>Speed≥25 
2 25>Speed≥15 
1 15>Speed≥0 
 
Some data with traffic speed higher than 60 mph, or even 70 mph are observed. In 
the study, traffic speeds above 60 mph were not discriminated from those around 60 mph, 
since they are all under free flow conditions and the speed limit of the study freeway is 
70 mph.  Similarly, this study did not differentiate speeds lower than 10 mph and speed 
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around 10 mph, because after the data cleaning and smoothing procedure speeds in the 
range of 0 mph to10 mph are all under congestion condition. Based on the above 
interpretation, traffic speed was discretized into 6 levels as shown in Table 8. 
5.3.2 Speed Contrast  
Speed contrast contains the information of local variation and evolution trend for 
traffic speed data. To explicitly illustrate the change of speed contrast with the variation 
of traffic speed, a single representative speed data line was chosen from each cluster and 
was shown along with its corresponding contrast line. 
Figure 16 presents the change of contrast over time corresponding to the variation 
of traffic speed during a peak period for the data in cluster 1. As previously stated, the 
traffic for cluster 1 is under stable free flow or near free flow condition, and the average 
speed gradually decreases from around 60 mph to around 50 mph. For the traffic speed 
shown in Figure 16, the data fluctuates between 60 mph and 50 mph, with a few 
observations beyond this range. The variation of traffic speed over time is small, and no 
apparent average speed increase or decrease is observed. As a result of small variations 
and no obvious increase or decrease trends, the corresponding contrast values of the 
traffic speed fluctuate around 0 and between -10 and 10. Associated with several relative 
large local variations of traffic speed data, a few contrast values are beyond the range of 
(-10 10). It is noted that the range of contrast during the intermediate hour has small 
variation than that in the first and the third ones, which indicates that the traffic condition 
is more stabilized for the intermediate time than the beginning and end of the peak period 
when the data was collected. 
The traffic speed line and contrast line of a single peak period data from cluster 2 
were shown in Figure 17. The traffic speed data shown herein indicates a sudden drop 
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from about 50 mph to about 20 mph. Corresponding to the sudden speed drop, the 
contrast values decrease to below -10 during the time from x axis coordinate 170 to 181, 
with an extreme low value of -21 After the breakdown, the traffic speed oscillates around 
20 mph, while before that the traffic moves at a speed above 50 mph. It should be noted 
that the variation of traffic speed after the breakdown is larger than that before the 
breakdown for the data shown in Figure 17. The reflection of the variation difference in 
contrasts is that magnitude of contrast fluctuation after the breakdown is approaching 10, 
while the value before breakdown is much lower than 10. Based on the above analysis, it 
could be learned that moderate traffic breakdown would correspond a contrast value 
between -10 and -20. 
 
Figure 16 Contrast Line corresponding to a Representative Speed Line in 
Cluster 1 
Similarly, Figure 18 presents a representative traffic speed line and its associated 
contrast data line from cluster 3. The traffic speed data shows a gradual speed drop and 
increase. Before the drop and after the increase, the traffic is under stable free flow 
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condition with the average speed between 50 mph and 60 mph. However, during the time 
after the breakdown and before the recovery, the traffic experiences a severe variation 
with an average traffic speed around 30 mph. Matching the speed data to the contrast 
data, it is observed that corresponding to the speed drop, most of the contrast values from 
x axis coordinate 70 to 100 are negative, the single positive value reflects the fluctuation 
of the speed during the overall speed drop process, and some values are lower than -10 
but higher than -20, indicating the drop of speed is moderate. Corresponding to the speed 
increase, the contrast values from x axis coordinate 310 to 330 are all positive. An 
extreme positive contrast value reaches 30, indicating a rapid increase in traffic speed. 
 
Figure 17 Contrast Line corresponding to a Representative Speed Line in 
Cluster 2 
Moreover, it is observed that the fluctuation of contrasts between speed drop and 
recovery is large, the magnitude of the fluctuation at some points are larger than 10, and 
extreme magnitude values larger than 20 are observed. This is resulted from the large 
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variation of traffic speed data during the meantime. On the contrary, the contrast values 
beyond the low speed period are between -10 and 10, since the corresponding traffic is 
under stable free flow condition. The data in Figure 18 shows that the variable contrast is 
very sensitive to the variation to traffic speed, and is capable of discriminating different 
levels of change. Further, it is learned from Figure 18 that rapid speed change in a 
relative short time corresponds to a contrast with absolute values larger than 20. 
 
Figure 18 Contrast Line corresponding to a Representative Speed Line in 
Cluster 3 
Figure 19 presents the pair of traffic speed and contrast data line of one peak 
period from cluster 4. The traffic speed data illustrate a process that the free flow traffic 
experiences a breakdown to stay under a congestion condition. Corresponding to the 
breakdown, most of the contrast values from x axis coordinate 40 to 90 are negative, the 
positive values in between reflects the fluctuation of the speed during the overall 
breakdown process. Larger negative contrast values lower than -20 were observed, 
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indicating a sudden severe traffic breakdown. The traffic before and after the breakdown 
is under a stable condition, the difference is that the traffic before breakdown is free flow, 
while after breakdown is congested condition. For stable conditions, the contrast values 
fall into the range of -10 and 10. However, the contrast fluctuation magnitude after 
breakdown is larger than that before breakdown, since the variation of traffic speed after 
breakdown is larger than the variation before breakdown. Combining the results from 
previous figure, it is noted that the severe rapid traffic speed change, increase or decrease, 
is associated with an absolute contrasts value larger than 20. 
 
Figure 19 Contrast Line corresponding to a Representative Speed Line in 
Cluster 4 
In response to the traffic speed drop, the contrast values between x axis coordinate 
150 to 180 are negative except for a few points associated with speed fluctuation during 
the overall breakdown. Since the speed drop is sudden and dramatic, the values are 
generally lower than -20 and extremely large negative contrast value of -52 is observed. 
Similarly, corresponding to the traffic recovery, the contrasts between x axis coordinate 
180 and 200 are all positive, since no significant reverse trend is found during the 
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recovery process. Compared to the extreme negative value during breakdown, the max 
positive contrast value of 35 is lower, because recover of traffic speed is gradual and 
steady. The data in Figure 20 confirms the results from previous figures that severe 
change of traffic speed associates with a absolute contrast value larger than 20, while 
absolute values less than 10 correspond to stable traffic condition. 
 
Figure 20 Contrast Line corresponding to a Representative Speed Line in 
Cluster 5 
To sum up, the contrast analysis shows that absolute contrast values lower than 10 
indicate a stable traffic condition, either free flow or congestion; absolute values up to 20 
associate with moderate speed change, increase or decrease, or unstable turbulent traffic 
flow; absolute values greater than 20 correspond to rapid traffic breakdown and recovery. 
Therefore, the speed contrast was discretized into 5 categories accordingly as shown in 
Table 9. In the study, the contrasts with absolute values greater than 20 were grouped 
together, because the number of cases, where sudden dramatic speed drop or rise 
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happens, is very small and the difference between traffic states with extreme contrasts is 
hardly perceivable. 
Table 9 Discretization of Speed Contrast 
Levels  Speed Contrast 
1 CON≤-20 
2 -20< CON ≤-10 
3 -10< CON <10 
4 10≤ CON <20 
5 20≤ CON 
 
5.3.3 Traffic State Definition 
Given the classification of mean speeds and speed contrasts, the traffic states were 
defined using the full factorial of the two variables. A total number of 30 traffic states 
were specified in Table 10. Some states in the table correspond to some known traffic 
conditions. For example, traffic state number 3 indicates a ‘stop and go’ congestion 
condition with average traffic speed below 15 mph and the speed contrast between -10 
and 10, as shown in Figure 19 for the data after the breakdown. State number 28 
represents a free flow condition with mean speed above 55 mph and small local variation, 
as shown in Figure 1 for the data in cluster 1. States number 16 and 20 correspond to the 
conditions during traffic breakdown and recovery, as shown in Figure 20. 
However, some traffic states defined in the table do not have known state 
conditions to match. For example, states number 17 and 19 would correspond to the 
traffic condition during the gradual traffic speed drop and increase respectively, while 
states numbers 7 and 9 would associate with the turbulent traffic conditions between the 
traffic speed drop and recovery, as shown in Figure 18 for the data in cluster 4. 
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It is noted that there are defined traffic states where the traffic condition will 
rarely reach, such as state number 1. With an average traffic speed below 15, it is highly 
unlikely the traffic speed would experience a sudden huge drop to achieve a contrast 
value less than -20. However, even the probability for traffic in state number 1 is very 
low, this situation could happen in real time data with a very small number of cases. 
Therefore, those rare traffic states were kept in the state definition to cover all the 
possible traffic condition outcomes. For illustration, Figure 21 shows the various states 
freeway traffic experienced for the data collected during a morning peak period at Station 
37. 
As described in Chapter 4, each traffic state is represented by its centriod. The 
open ended categories for mean speed and speed contrast raise the question on how to 
locate the centriods of associated traffic states. To solve the problem, the average values 
of mean speeds and speed contrasts fallen into the open ended categories were calculated 
for the validation data. Then, the centroids of the traffic states defined with open ended 
categories were determined as the point with coordinates of the average values in the two 
dimensional plane. For example, traffic state number 30 is defined with two open ended 
categories, namely means speed Speed≥55mph and speed contrast Con ≥20. If the 
calculated average of mean speed is 58.59 and the average positive speed contrast is 
34.62, then the centroid of state 30 is located at (34.62,58.59) as shown in Figure 22. 
As to traffic states with only one open ended category, only the coordinate with 
the variable with the open ended category needs to be calculated, while the other 
coordinate is fixed at the middle point of the corresponding interval. For example, Traffic 
state 1 is defined with one close ended and one open ended categories, mean speed 
15>Speed≥0 and speed contrast CON≤-20. If  the average negative speed contrasts is -
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45.09, then the centroid of state 1 is at point (-45.09, 7.5). Figure 22 also shows the 
centroid of the traffic state with both close ended categories, which is simply the point 
with the coordinates of the middle points of the category ranges. It should be noted that 
the centroid locations of traffic state with open ended categories may vary with the 
datasets at different locations or time period. 
5.4 HMMs Construction 
The HMM construction is a model training process to determine the model 
parameters 𝜆𝜆 = (𝐴𝐴,𝐵𝐵,𝜋𝜋). Given a specified training dataset, the state transition 
probability matrix A for various transition windows would be different. For illustration, 
Table 11 and Table 12 present the transition probability matrix for morning peak period 
data of Station 47 calculated using 30-second and 5-minute transition windows, 
respectively. The diagonal cells of the matrixes and other cells with relative high 
probability values are highlighted. There are cells with value of 0 for both matrixes, 
which mean that some states of the model could not be reached from other states in a 
single step of 30-second or 5-minute, and the corresponding HMM are not fully 
connected. 
It clearly shows in Table 11(broken into Tables 11A, 11B, 11C, and 11D) that the 
transition probability matrix of 30-second window is highly populated around its 
diagonal. Also, it is observed that in most cases the diagonal cells possess the highest 
probability values among each row corresponding to various transition starting states. 
This is rational and logical, since traffic condition usually does not change remarkably in 
a short time period of 30 seconds. 
Two extremely high probability values were observed for element a3,3 (0.917) and 
a28,28 (0.963) of the 30-second state transition probability matrix. It indicates a strong 
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inertia of the system to remain in the same state within 30 seconds if the traffic is under 
stable condition, either free flow or congested. 
Table 10 Definition of Traffic States 
Traffic State 
# 
Mean Speed 
Level 
Speed Contrast 
Level 
1 1 1 
2 1 2 
3 1 3 
4 1 4 
5 1 5 
6 2 1 
7 2 2 
8 2 3 
9 2 4 
10 2 5 
11 3 1 
12 3 2 
13 3 3 
14 3 4 
15 3 5 
16 4 1 
17 4 2 
18 4 3 
19 4 4 
20 4 5 
21 5 1 
22 5 2 
23 5 3 
24 5 4 
25 5 5 
26 6 1 
27 6 2 
28 6 3 
29 6 4 
30 6 5 
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Figure 21 Traffic States for a Morning Peak Period Data at Station 37 
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Figure 22 Centroids of Different Traffic States  
Similar property was found for traffic states with low contrast, such as states 8, 13, 
18, and 23. The diagonal values of the matrix associated with those states are all above 
0.8, which also illustrate a trend to remain unchanged, but to a lower extent compared to 
states 3 and 28. 
Other relative high probabilities in the off-diagonal cells indicate alternative 
evolution trends for the corresponding traffic states. For example, in the row 
corresponding to state 6, the diagonal element a6,6 possesses the largest probability 
(0.479); the second largest probability values is found at element a6,7 (0.255). This 
indicates a relative high tendency for the system to transit from state 6 to state 7 in 30 
seconds. Based on the traffic state definition, state 6 is a traffic condition where average 
traffic speed is between 15mph and 25mph and the contrast is below -20, while state 7 
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describes a traffic condition with average traffic speed in the same range  as state 6  but 
higher contrast in (-20, -10]. The trend to transit from state 6 to state 7 is a trend that the 
system evolves from a turbulent condition to a relative stable one. It is clearly displayed 
in states 21 to 25 and states 27 to 30. States 21 to 25 are in the same average speed 
category 55mph>Speed≥45 mph, but with various contrast levels. They are all inclined to 
evolve to the stable state 23 with the lowest contrast.  Similar tendency was observed for 
states group at the speed level of Speed≥55mph, where they have a tendency to approach 
a stable state 28 with the lowest contrasts. 
In some case, the transition tendency within 30 second is even stronger than the 
inertia for the system to remain unchanged, for example, a24,23 (0.483) is larger than a24,24 
(0.402) and a29,28 (0.374) is larger than a29,29 (0.518).  However, for the states with high 
contrasts, the stable states they tend to reach could be either in the same speed category 
or the contingent category. For instance, in addition to the strong inertia to stay changed, 
state 25 has the similar transition tendencies to the stable state in the same speed 
category-state 23 (a25,23 =0.162) and to the stable state in a higher speed level-state 28 
(a25,28 =0.116). This is rational, since state 25 has larger positive contrast value, which 
indicates either a large local variation or a strong increase trend for traffic speed. 
To sum up, the 30-second state transition probability matrix presents the inertia 
property of the system to stay in the same state within 30 seconds, as well as an evolution 
tendency for traffic states with high contrasts transit to states with low contrast values.  
The evolution tendencies for states with different levels of contrasts are different. States 
with moderate high contrasts would be inclined to approach the state with low contrast in 
the same speed category, while states with even higher contrasts would reach the state 
with small contrast in same speed category or contingent category with similar chance. In 
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addition, it is noted that all the elements in row 5 and column 5 are 0s for the 30-second 
state transition probability matrix. This indicates that traffic state 5 was not observed for 
the training dataset for morning peak period of Station 47. Since the same data was used 
to estimate the 5-minute state transition probability matrix, its cells in row 5 and column 
5 are all zeros too. 
Table 12 (broken into Tables 12A, 12B, 12C, and 12D) presents the 5-minute 
transition probability matrix for morning peak period data of Station 47. Compared to 30-
second transition probability matrix, the 5-minute transition probability matrix is 
dispersely populated, rather than heavily populated around the diagonal. It indicates that 
within 5 minutes the traffic state expects large changes. 
Further, the inertia property observed in the 30-second transition probably matrix 
is not fully retained for the 5-minute minute transition probability matrix. In most cases, 
the diagonal cells do not contain the largest probability value for each row, which is a 
proof that the system usually moves away from the current condition and shifts to a 
different condition over 5 minutes. Some diagonal elements associated with traffic states 
with high contrasts yield probability value of 0 or approaching 0, indicating a strong 
departure tendency from those states. The diagonal elements corresponding traffic states 
with low contrasts possess relative high probabilities, but these values are much lower 
than those obtained in the 30-second transition probably matrix. 
It is interesting to examine the change of probability values for element a3,3 and 
a28,28 . Both elements have extremely high probabilities above 0.9 (a3,3 = 0.917, and a28,28 
0.963) in the 30-second transition probably matrix. It indicates a strong inertia of the 
system to remain in the same state within 30 seconds if the traffic is under stable 
condition, either free flow (state 28 corresponds to a state with average speed above 
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55mph and low variation) or congested (sate 3 corresponds to a state with average speed 
below 15 mph and low variation). However, in 5-minute minute transition probability 
matrix, the probability experiences a slightly drop for a28,28 (0.821), but a remarkable 
decrease for a3,3 (0.541). It implies that if the system is in state 28, it would like to stay in 
state 28 over 5 minutes, while if the system is in state 3, the probability for it to remain 
under state 3 in 5 minutes is 50%. Therefore, although both states are stable with low 
variation, state 28 is a true stable condition, while state 3 is a false stable condition. The 
system tends to remain in the true stable condition and diverge away from the false stable 
condition. 
The evolution tendency for traffic states with high contrasts to evolve to states 
with low contrast values is magnified in the 5-minute minute transition probability matrix. 
It shows in Table 12 that the relative high probability values are all in the cells in the 
rows corresponding to states with low contrasts of states 3, 8, 13, 18, 23, and 28. Among 
all the highlighted cells, the two columns corresponding to states 23 and 28 have the 
largest number of probabilities above 0.4, which are the stable conditions that the system 
would like to reach during the peak periods. Following states 23 and 28, the column 
associated with state13 contains the second largest number of high probabilities. It 
represents another stable traffic condition with low level of service when traffic demand 
is steady and approaching the capacity during peak periods. The column of state 3 
possesses the smallest number of high probabilities, which is consistent with the 
observation from the diagonal elements that state 3 is not a true stable condition and the 
system would like to diverge from it as time lapses. 
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Table 11-A 30-Second State Transition Probability Matrix for Morning Peak Period Data of Station 47 (1-4) 
State 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 0.5 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 
2 0.083 0.167 0.667 0 0 0 0.083 0 0 0 0 0 0 0 0 
3 0 0.003 0.917 0.003 0 0 0 0.066 0.005 0 0 0 0 0 0 
4 0 0 0 0.5 0 0 0 0 0 0.5 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 0.005 0.011 0.005 0 0 0.479 0.255 0.197 0.032 0 0.005 0.005 0 0 0 
7 0 0.01 0.01 0 0 0.065 0.375 0.476 0.013 0.003 0.005 0.02 0.013 0.003 0 
8 0 3.00E-04 0.01 0 0 0.006 0.029 0.804 0.031 0.002 3.00E-04 0.001 0.108 0.005 9.00E-04 
9 0 0 0 0 0 0.005 0.016 0.222 0.368 0.065 0 0 0.146 0.157 0.011 
10 0 0 0 0 0 0.04 0.08 0.2 0.08 0.24 0 0 0.04 0.08 0.24 
11 0 0 0 0 0 0.07 0.037 0.023 0 0 0.517 0.229 0.101 0.008 0.002 
12 0 0 0 0 0 0.009 0.049 0.031 0 0 0.054 0.544 0.287 0.01 8.00E-04 
13 0 0 0 0 0 6.00E-04 0.003 0.035 1.00E-04 0 0.008 0.035 0.85 0.025 0.003 
14 0 0 0 0 0 0 0.002 0.006 0 0 0.008 0.013 0.31 0.418 0.047 
15 0 0 0 0 0 0 0 0 0 0 0 0.012 0.14 0.07 0.326 
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Table 11-B 30-Second State Transition Probability Matrix for Morning Peak Period Data of Station 47 (2-4) 
 
State 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0.002 0 0 0 0 0.003 0 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0.005 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 0.003 0 0 0 0 0.005 0 0 
8 0 0 3.00E-04 0 0 0 0 0.001 0 0 0 0 6.00E-04 0 0 
9 0 0 0 0 0 0 0 0.005 0.005 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
11 0.006 0 0 0.002 0 0 0 0.002 0 0 0 0 0.002 0 0 
12 0 0.008 0.002 8.00E-04 8.00E-04 0 0 0.003 0 0 0 0 8.00E-04 0 0 
13 0 1.00E-04 0.034 0.004 6.00E-04 0 0 9.00E-04 0 0 0 0 5.00E-04 0 0 
14 0 0 0.064 0.115 0.017 0 0 0 0 0 0 0 0 0 0 
15 0 0.012 0.058 0.128 0.256 0 0 0 0 0 0 0 0 0 0 
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Table 11-C 30-Second State Transition Probability Matrix for Morning Peak Period Data of Station 47 (3-4) 
 
State 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
16 0 0 0 0 0 0 0 0 0 0 0.211 0.039 0.012 0 0 
17 0 0 0 0 0 0 0 0 0 0 0.024 0.167 0.036 0 0 
18 0 0 0 0 0 0 0 0 0 0 0.002 0.005 0.034 0 0 
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0.003 0 
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
28 0 0 1.00E-05 0 0 0 0 0 0 0 0 0 0 0 0 
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 11-D 30-Second State Transition Probability Matrix for Morning Peak Period Data of Station 47 (4-4) 
 
State 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
16 0.573 0.107 0.033 0.012 0.009 0 0 0.003 0.003 0 0 0 0 0 0 
17 0.06 0.521 0.169 0.011 0.007 0 0.004 0.002 0 0 0 0 0 0 0 
18 0.008 0.02 0.864 0.009 0.002 0 0 0.053 1.00E-04 1.00E-04 0 0 0.002 0 0 
19 0.009 0.006 0.388 0.417 0.053 0 0 0.074 0.044 0.006 0 0 0 0 0 
20 0 0 0.124 0.144 0.484 0 0 0.059 0.033 0.157 0 0 0 0 0 
21 0.157 0.017 0.012 0 0 0.459 0.116 0.192 0.035 0.012 0 0 0 0 0 
22 0.031 0.101 0.031 0 0 0.049 0.404 0.347 0.005 0.021 0 0.008 0 0 0.003 
23 1.00E-04 2.00E-04 0.003 0 8.00E-06 3.00E-04 0.051 0.873 0.051 3.00E-04 2.00E-05 2.00E-05 0.02 7.00E-05 8.00E-06 
24 0 0 0 0 0 0 0.009 0.483 0.374 0.053 0 0 0.069 0.009 0.003 
25 0 0 0 0 0 0.01 0.01 0.162 0.056 0.556 0.01 0 0.116 0 0.081 
26 0 0 0 0 0 0.254 0.075 0.104 0 0 0.269 0.134 0.164 0 0 
27 0 0 0 0 0 0.014 0.043 0.085 0 0 0.099 0.312 0.418 0.028 0 
28 0 0 0 0 0 3.00E-04 3.00E-04 0.034 1.00E-05 4.00E-05 4.00E-04 0.001 0.963 0.001 1.00E-04 
29 0 0 0 0 0 0 0 0.006 0.006 0 0.012 0.03 0.518 0.402 0.024 
30 0 0 0 0 0 0 0 0 0 0 0.024 0.024 0.524 0.19 0.238 
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Table 12-A 5-Minute State Transition Probability Matrix for Morning Peak Period Data of Station 47 (1-4) 
State 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0.706 0 0 0.059 0 0.059 0.059 0 0 0 0.059 0.059 0 
3 0 0.001 0.541 0.003 0 0.003 0.008 0.241 0.015 0.004 0.001 0.001 0.058 0.003 0.005 
4 0 0 0.2 0.1 0 0 0 0.3 0 0 0.1 0 0.2 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 0 0.007 0.039 0 0 0.013 0.046 0.333 0.033 0 0 0.02 0.235 0.039 0 
7 0 0 0.06 0.005 0 0.016 0.044 0.294 0.056 0.002 0.007 0.025 0.245 0.035 0.002 
8 0 8.00E-04 0.049 5.00E-04 0 0.011 0.029 0.357 0.013 0.004 0.008 0.027 0.361 0.022 0.005 
9 0 0 0.006 0 0 0.035 0.076 0.257 0 0 0.029 0.064 0.339 0.006 0 
10 0 0 0 0 0 0.091 0 0.409 0 0 0.045 0 0.136 0 0.045 
11 0 0 0.023 0.003 0 0.005 0.013 0.189 0.023 0 0.03 0.04 0.359 0.04 0.015 
12 0 0.002 0.022 0.002 0 0.005 0.017 0.166 0.006 0.002 0.013 0.056 0.441 0.045 0.007 
13 2.00E-04 5.00E-04 0.004 0 0 0.004 0.016 0.147 0.004 0 0.012 0.063 0.479 0.025 0.004 
14 0 0 0.002 0 0 0.008 0.023 0.07 0.006 0 0.04 0.093 0.312 0.01 0.004 
15 0 0 0 0 0 0.019 0 0.065 0.009 0.009 0 0.028 0.213 0.037 0 
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Table 12-B 5-Minute State Transition Probability Matrix for Morning Peak Period Data of Station 47 (2-4) 
 
State 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0 0.011 0 0.007 0 0 0.042 0 0.001 0 0 0.054 0 0 
4 0 0 0 0 0 0 0 0 0 0.1 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 0.013 0 0.092 0.026 0.007 0.007 0.007 0.052 0 0 0 0 0.033 0 0 
7 0.014 0.002 0.097 0.019 0.012 0.002 0.005 0.039 0 0.005 0 0 0.014 0 0 
8 8.00E-04 0.004 0.059 0.007 0.005 0 5.00E-04 0.019 0.002 0.003 0 3.00E-04 0.012 0 3.00E-04 
9 0.006 0.012 0.099 0 0.012 0 0 0.053 0 0 0 0 0.006 0 0 
10 0 0 0.091 0 0 0 0 0.091 0 0 0 0 0.091 0 0 
11 0.008 0.008 0.083 0.058 0.018 0 0 0.056 0.005 0 0 0 0.025 0 0 
12 0.005 0.014 0.103 0.033 0.011 0 0 0.04 0.005 0.002 0 0 0.004 0 0 
13 0.005 0.014 0.142 0.012 0.008 0 2.00E-04 0.046 0.004 0.002 0 0 0.008 2.00E-04 0 
14 0.019 0.038 0.154 0.008 0.006 0 0.002 0.186 0.002 0 0 0 0.019 0 0 
15 0.028 0.037 0.12 0.009 0 0 0 0.287 0.009 0.019 0 0 0.111 0 0 
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Table 12-C 5-Minute State Transition Probability Matrix for Morning Peak Period Data of Station 47 (3-4) 
 
State 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
16 0.003 0 0.013 0 0 0 0.008 0.087 0.016 0.003 0.029 0.058 0.316 0.058 0.018 
17 0 0 0.027 0 0 0.003 0.011 0.112 0.01 0 0.01 0.035 0.334 0.045 0.006 
18 0 1.00E-04 6.00E-04 0 0 0.003 0.007 0.028 0.001 0 0.009 0.032 0.158 0.007 0.001 
19 0 0 0 0 0 0.006 0.014 0.011 0 0 0.011 0.042 0.116 0.008 0 
20 0 0 0 0 0 0 0.005 0 0 0 0.021 0.036 0.026 0 0 
21 0 0 0 0 0 0 0 0.022 0 0 0.005 0.022 0.055 0.022 0.022 
22 0 0 0.008 0 0 0 0.003 0.023 0.005 0 0.005 0.023 0.115 0.015 0.003 
23 0 3.00E-05 5.00E-05 0 0 1.00E-04 3.00E-04 4.00E-04 3.00E-05 0 8.00E-04 0.002 0.002 6.00E-05 0 
24 0 0 0 0 0 0 0 0 0 0 0 0.005 0 0 0 
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
28 0 1.00E-05 0 0 0 0 3.00E-05 0 0 0 4.00E-05 0 0 0 0 
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
91 
Table 12-D 5-Minute State Transition Probability Matrix for Morning Peak Period Data of Station 47 (4-4) 
 
State 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
16 0.018 0.011 0.118 0.047 0.039 0.003 0 0.087 0.016 0.011 0 0 0.042 0 0 
17 0.026 0.011 0.198 0.042 0.006 0 0 0.101 0.013 0.002 0 0 0.008 0 0 
18 0.006 0.01 0.414 0.006 0.001 3.00E-04 0.001 0.297 0.002 8.00E-04 0 0 0.013 0 0 
19 0.003 0.054 0.164 0.003 0.003 0 0 0.458 0 0.003 0 0 0.102 0.003 0 
20 0.031 0.021 0.104 0.005 0.021 0.01 0 0.466 0.01 0.016 0 0 0.228 0 0 
21 0.005 0.011 0.022 0.011 0.038 0.011 0.016 0.246 0.044 0.24 0 0 0.148 0.005 0.055 
22 0.003 0.01 0.082 0.026 0.005 0.003 0 0.497 0.021 0.013 0.003 0 0.136 0 0.003 
23 0.002 0.003 0.021 2.00E-04 2.00E-04 7.00E-04 0.052 0.765 0.052 5.00E-04 2.00E-04 4.00E-04 0.097 4.00E-04 8.00E-05 
24 0.008 0.003 0.024 0 0 0.008 0.022 0.702 0.003 0.003 0.003 0 0.22 0 0 
25 0.01 0.005 0.044 0 0 0 0.02 0.471 0.005 0 0.005 0.005 0.431 0 0.005 
26 0 0 0 0 0 0 0 0.343 0 0.171 0 0 0.457 0.014 0.014 
27 0 0 0 0 0 0.006 0 0.226 0.031 0.019 0 0 0.679 0.031 0.006 
28 2.00E-04 1.00E-04 6.00E-04 6.00E-05 9.00E-05 0.001 9.00E-04 0.17 9.00E-04 4.00E-04 7.00E-04 0.002 0.821 0.002 2.00E-04 
29 0.006 0 0 0 0 0 0.011 0.21 0 0 0 0.011 0.75 0.011 0 
30 0 0 0 0 0 0.026 0.026 0.184 0 0 0 0.026 0.737 0 0 
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Table 13 Observation Symbol Probability Matrix 
 
Table 13 presents the observation symbol probability matrix B. The observation 
probability shows the distribution of traffic speed for each traffic state, the probability 
distribution is irrelevant to the state transition window. Therefore, given the same training 
data, the model parameter B is identical for 30-second transition model and 5-minute 
transition model. As stated previously, to simplify the programming and computation and 
State 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1 0 0 0 0 0.5 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0.08 0 0.17 0.42 0.25 0 0.08 0 0 0 0 0 0 0 0 0 0 0 
3 0.06 0.35 0.29 0.18 0.08 0.02 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0.33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.33 0.33 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 0.01 0.01 0.03 0.06 0.09 0.15 0.24 0.2 0.11 0.09 0.02 0 0 0 0 0 0 0 0 0 
7 0.01 0.02 0.03 0.08 0.17 0.22 0.26 0.15 0.05 0.02 0.01 0 0 0 0 0 0 0 0 0 
8 0.01 0.04 0.1 0.16 0.28 0.25 0.12 0.03 0.01 0 0 0 0 0 0 0 0 0 0 0 
9 0.11 0.23 0.26 0.16 0.15 0.09 0.01 0 0.01 0 0 0 0 0 0 0 0 0 0 0 
10 0.2 0.32 0.2 0.2 0.04 0.04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
11 0 0 0 0.01 0.04 0.06 0.16 0.19 0.22 0.21 0.1 0.01 0 0 0 0 0 0 0 0 
12 0 0 0.01 0.01 0.04 0.12 0.21 0.24 0.2 0.14 0.03 0 0 0 0 0 0 0 0 0 
13 0 0 0.02 0.06 0.14 0.26 0.26 0.16 0.07 0.03 0 0 0 0 0 0 0 0 0 0 
14 0.02 0.14 0.2 0.19 0.19 0.14 0.07 0.03 0.01 0 0 0 0 0 0 0 0 0 0 0 
15 0.13 0.27 0.17 0.19 0.14 0.07 0.03 0 0 0 0 0 0 0 0 0 0 0 0 0 
16 0 0 0 0 0 0.02 0.03 0.07 0.17 0.3 0.31 0.09 0.01 0 0 0 0 0 0 0 
17 0 0 0 0 0 0.03 0.05 0.08 0.17 0.35 0.28 0.04 0 0 0 0 0 0 0 0 
18 0 0 0 0 0.02 0.05 0.11 0.19 0.32 0.25 0.05 0.01 0 0 0 0 0 0 0 0 
19 0 0.01 0.1 0.17 0.24 0.26 0.09 0.04 0.02 0.02 0.03 0.01 0 0 0 0 0 0 0 0 
20 0.05 0.12 0.1 0.12 0.14 0.18 0.14 0.08 0.03 0.02 0.03 0 0 0 0 0 0 0 0 0 
21 0 0 0 0 0 0 0 0 0 0.05 0.28 0.48 0.13 0.02 0.02 0.01 0 0 0 0 
22 0 0 0 0 0 0 0 0 0.01 0.12 0.42 0.32 0.1 0.03 0.01 0 0 0 0 0 
23 0 0 0 0 0 0 0 0 0.03 0.27 0.52 0.18 0.01 0 0 0 0 0 0 0 
24 0 0 0 0 0 0.02 0.11 0.15 0.13 0.23 0.2 0.13 0.02 0 0 0 0 0 0 0 
25 0.12 0.01 0.02 0.02 0.06 0.16 0.24 0.09 0.05 0.06 0.13 0.06 0.01 0 0 0 0 0 0 0 
26 0 0 0 0 0 0 0 0 0 0 0.07 0.13 0.31 0.06 0.1 0.12 0.13 0.04 0 0.01 
27 0 0 0 0 0 0 0 0 0 0.01 0.06 0.23 0.29 0.2 0.17 0.04 0 0 0 0 
28 0 0 0 0 0 0 0 0 0 0 0.12 0.59 0.26 0.02 0 0 0 0 0 0 
29 0 0 0 0 0 0 0 0.01 0.07 0.14 0.2 0.33 0.23 0.03 0.01 0 0 0 0 0 
30 0 0 0 0 0 0 0.24 0.07 0.07 0.12 0.17 0.17 0.12 0.05 0 0 0 0 0 0 
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not jeopardize the accuracy of the results, the observation speed was discretized into 20 
equally spaced groups. The speed groups are named 1 to 20 in an ascending order. 
Although the maximum traffic speed is up to 100 mph, very few speeds above 95 mph 
were observed for the whole dataset. Usually the dimension of symbol probability matrix 
is 30×19. For the morning period data of Station 47, they do have the traffic speed 
observations above 95mph; therefore, the parameter B is a 30×20 matrix. Again, since no 
traffic data was observed in state 5, the elements in row 5 are all zeros. 
The high and relative high probability values in each row are highlighted. Similar 
trends were found for traffic states in different average speed categories. The traffic speed 
in the corresponding average speed category of the states has the largest observation 
probability. For example, states 26 to 29 are in the average speed category of 
Speed≥55mph, speed in (60, 65) is most likely to be observed for states 26 and 27, and 
speed in (55, 60) is most like to be observed for states 28 and 29. In addition, Table 13 
displays a regular pattern that state with large negative contrast tends to yield speed 
observations larger than its corresponding average speed category, on the contrary, state 
with large positive contrast tends to yield speed observations lower than its corresponding 
average speed category. For instance, states 6 and 10 belong to average speed category 
[15, 25), the most likely observed traffic speed symbol for state 6 is in (30, 35], while the 
range for state 10 is in (5, 10]. This behavior is consistent with the trend indicated by the 
large contrast values of these states. Large positive contrast value means a strong large 
increase trend in traffic speed, low initial speed provide large room for the traffic speed to 
increase within 5 minutes, and vice versa. 
The last HMM parameter is the initial state probability π. Since during the 
prediction process using HMM the traffic prediction sequence is rolling from the 
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beginning to the end of the peak period step by step with one step of 30 seconds, the 
initial state probability distribution would be different when the starting point of the 
prediction sequence moves along the time axis. Therefore, the estimated parameter π is a 
two dimensional matrix with one dimension of traffic states and the other of time points. 
The peak period considered in the study is 3 hours long, it contains 361 30-seconds points, 
and the traffic state is defined in 5 minutes (10 30-second points), so the total starting 
point is 352. The number of traffic states defined in the study is 30. Therefore, the 
dimension of the initial state probability π is a matrix of 352×30. 
Since the initial state probability distribution is a huge matrix with 352 rows, it is 
not included in the text of this chapter. An example of the initial state probability 
distribution matrix for morning peak periods data of Station 47 was presented in 
Appendix II. It shows that at the beginning of the peak period, non-zero probabilities are 
observed in states with average traffic speed around 50 mph or above. State 28 has the 
largest probability, followed by state 23. This implies that most of the time the traffic is 
under free flow or near free flow condition when entering the peak period. 
As time goes on, the probability value for state 28 decreases and the value for 
state 23 increase. Meanwhile, the non-zero probabilities spread out to state groups with 
average speed below 55 mph. This illustrates that the traffic condition deteriorates as the 
travel demand increases during peak periods. At the end of the peak period, all traffic 
speed groups yield non-zero probability, indicating the presence of congested condition. 
However, states 23 and 28 still account for the majority of the probabilities, with state 23 
of the highest probability followed by state 28. This shows that most of the data for the 
morning peak period collected at station 47 are in free flow or near free flow condition. 
In addition, it is worthy to note that the column corresponding to states with low contrasts 
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possess most of the non-zero probabilities. It is again a proof that the system is inclined 
to reach the stable states with low variations. 
5.5 Effects of Transition Window and Prediction Sequence Length on Traffic 
Prediction Using HMMs 
The prediction errors of various transition windows and prediction sequence 
length were calculated to examine their effects using the Station 47 evening peak period 
data gathered on the east bound. The optimal transition and prediction window were 
determined based on the results of prediction errors. 
For each transition window and prediction sequence length combination, the 
prediction processes were repeated 3 times to test if the result is replicable. A total 
number of 3 transition windows were examined in the study, namely 30 seconds, 2 
minutes, and 5 minutes. The prediction sequence lengths considered were 2, 3, 4, and 5 
30-seconds time points. 
 
Figure 23 Prediction Errors of the Various Prediction Sequence Lengths  
Figure 23 presents the short-term traffic prediction errors vs. different prediction 
sequence lengths for Station 47 evening peak period data collected on the eastbound. It 
shows that as the prediction sequence length grows, the scatterings of the prediction 
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errors are lowered and the absolute errors are reduced. The errors drop remarkably when 
sequence length increase from 2 to 3 30-second time points for 30-second transition 
window. It is stabilized at sequence length of 4 time points. The error values converge to 
13% at sequence length of 5 points. However, the improvement of prediction error from 4 
to 5 time points is marginal. Therefore, compromising the computing efficiency and the 
accuracy, prediction sequence of 4 30-second time points are considered the optimal 
length for 30-second transition window. 
Compared to the errors of 30-second transition window, those of 2-minute 
transition window are generally lower at each individual length. The decrease of errors 
for 2-minute transition window as the prediction sequence grows is not as significant as 
for 30-second transition window, and the variation of the errors at each sequence length 
is smaller too. Similarly, the errors are stabilized at sequence length of 4 30-second time 
points. No improvement in prediction errors was observed when sequence length increase 
from 4 to 5 points. The ultimate prediction error is 11%, and prediction length of 4 30-
second time points is the optimal length for 2-minute transition window. 
Similar pattern was found for errors using 5-minute transition window, which 
possess the lowest error decrease rate, error variation, and error values. The prediction 
error stabilized when prediction sequence reaches 3 time points. The errors at sequence of 
3 time points are slightly higher than those at sequence of 4 time points and 5 time points. 
Again, a prediction sequence of 4 30-second time points is considered the optimal length 
for 5-minute transition window. 
Figure 23 shows that using 5-minute transition window and prediction sequence 
of 4 30-second points, the short-term traffic prediction error could be as low as 10%. This 
indicates that the HMMs perform well in short-term traffic prediction for the evening 
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peak period data gathered at Station 47. The performance of the HMMs needs to be 
investigated for other stations and the morning peak period data. 
Based on the above analysis, it is learned that the prediction errors and the 
variation of prediction errors tend to decrease as the prediction sequence grows and 
transition window extends. This could be explained by the fact that the long prediction 
sequence and transition window contains more information on the traffic evolution, and 
therefore, would more likely capture the trend of traffic transformation. However, the 
decrease in prediction error is not unlimited; the error stabilizes as the prediction 
sequence reaches to certain length. This implies that the information added after the 
sequence length reaches beyond the certain point is redundant for the prediction purpose. 
Therefore, prediction sequence of 4 30-second time points and 5-minute transition 
window were used for the following analysis. 
It should be noted that the optimal prediction sequence length may change when 
the time window for traffic state definition changes. In the study, the 5-minute time 
window was chosen to define the traffic states; its corresponding optimal sequence length 
is 4 30-second time points. If the traffic state definition window is wider, it might need 
less time points for the prediction error to stabilize into an acceptable range. 
5.6 Effect of Time, Travel Direction, and Location 
The HMMs prediction errors for Stations 24, 18, and 24 during both morning and 
evening peak periods in each travel direction are presented in Table 14, along with the 
errors calculated from the data combining these two peak periods and travel directions. 
It shows that all the prediction errors are around or lower than 10%, indicating the 
HMMs perform well in short-term traffic condition prediction. In addition, it is found that 
the prediction error for data combining two direction and two peak periods are 
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comparable to those calculated separately. This is a proof of the robustness of the HMMs, 
which is not sensitive to time, travel direction, and data collection locations. On the other 
hand, the appropriateness of HMM for traffic state prediction again reveals the stochastic 
nature of freeway traffic. 
5.7 Concluding Remarks 
The HMMs were constructed and applied to short-term traffic prediction. The 
optimal transition time window and prediction sequence length were first determined 
using Station 47 evening peak period data, then the impacts of time, travel direction, and 
location on model performance were tested in terms of prediction errors. 
The model parameters, (transition probability matrix A, symbol probability matrix 
B, and the initial state probability π) were estimated using maximum likelihood method. 
The analysis of transition probability matrixes reveals the inertia property and the 
dynamic characteristics of the traffic system. In a 30-second transition period, the inertia 
is the dominant property of the system, while the system shows more dynamic property 
as the transition time extends to 5 minutes. The traffic states with high local variation 
tend to move to those with low variation. The free flow condition is the true stable 
condition that the traffic inclines to reach in a relative long term. The analysis of symbol 
probability matrix indicates that the high observation probability was associated with the 
speed category of the traffic states. Furthermore, states with large negative contrast tend 
to yield speed observations larger than its corresponding average speed category. On the 
contrary, states with large positive contrast tend to yield speed observations lower than its 
corresponding average speed category. In addition, the initial state probability matrix 
shows that when entering the peak period, the system are most likely under free flow or 
near free flow condition. As time lapses, more traffic states other than the free flow 
99 
condition were observed, as a result of the increased traffic demands and dynamic 
characteristics of traffic data. 
Table 14 Effects of Time, Travel Direction, and Location on 
 Prediction Errors 
  Run   Morning     Evening   All 
    Eastbound Westbound 
Two 
Directions Eastbound Westbound 
Two 
Directions   
Station 
47 1 3.9% 6.4% 5.5% 10.3% 7.0% 8.8% 7.8% 
  2 4.2% 6.1% 5.4% 10.5% 7.0% 8.5% 7.4% 
  3 4.0% 6.6% 5.6% 10.0% 7.4% 8.6% 7.6% 
  Average 4.0% 6.4% 5.5% 10.2% 7.1% 8.6% 7.6% 
  Run 
 
Morning     Evening   All 
    Eastbound Westbound 
Two 
Directions Eastbound Westbound 
Two 
Directions   
Station 
18 1 3.6% 2.9% 3.2% 2.7% 2.8% 2.7% 3.0% 
  2 3.8% 2.8% 3.2% 2.9% 2.9% 2.8% 3.1% 
  3 3.5% 2.7% 3.2% 2.5% 2.8% 2.6% 2.9% 
  Average 3.6% 2.8% 3.2% 2.7% 2.8% 2.7% 3.0% 
  Run 
 
Morning     Evening   All 
    Eastbound Westbound 
Two 
Directions Eastbound Westbound 
Two 
Directions   
Station 
24 1 2.3% 2.2% 2.2% 5.0% 3.0% 2.8% 2.6% 
  2 2.4% 2.1% 2.3% 5.0% 3.0% 3.0% 2.7% 
  3 2.9% 2.7% 2.3% 5.0% 3.0% 2.9% 2.5% 
  Average 2.5% 2.3% 2.3% 5.0% 3.0% 2.9% 2.6% 
 
The analysis on model performance shows that generally the prediction error and 
the variation of prediction error decrease as the transition window extends and the 
prediction sequence length increases. The most plausible reason for this phenomenon is 
that longer transition window and prediction sequence contain more information about 
the evolution of traffic, and therefore would more likely capture the trend of traffic 
change and yield the correct prediction. However, the improvement trend is not unlimited. 
The prediction error converges to a fixed value when the prediction sequence length 
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increases to a fixed threshold number of 30-second time points. No extra valuable 
information is provided when the prediction sequence length exceed the threshold value. 
The transition time window of 5 minutes and prediction sequence length of 4 30-second 
time points were determined as the optimal transition window and prediction window. 
Further, the effects of peak period time (morning/afternoon), travel direction, and 
data gathering locations on the model performance were evaluated in terms of prediction 
errors. The analysis results show that the prediction errors do not change remarkably with 
these factors. The general prediction error is around or below 10%, indicating the 
appropriateness of HMMs in short-term traffic prediction.
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CHAPTER 6. RESULTS AND DISCUSSION ON ONE-STEP 
STOCHASTIC MODEL APPROACH  
This chapter presents the results of the study following the methodology on the 
one-step stochastic model approach described in Chapter 4. First, using the training data, 
the transition probability distribution for different current traffic speed on different 
stations were developed and presented. Then, the negative and positive cumulative 
transition probabilities and the corresponding conditional expected values were derived 
from the transition probabilities. Next, logistic and exponential models were developed to 
fit the cumulative probability curves and expected value curves respectively. Finally, the 
fitted models were applied for short-term traffic speed prediction using the validation 
data, and the model performance was evaluated in terms of prediction errors. 
6.1 Transition Probability 
To be consistent with the analysis using HMM method, data collected at stations 
18, 24, and 47 were selected to perform the study using the one-step stochastic model 
approach. For illustration, the transition probability distribution in 1 minute time horizon 
at low, moderate and high current traffic speeds calculated from data gathered on the 
eastbound at Station 18 were presented below (Figure 24, Figure 25, and Figure 26). 
It shows that the transition probability distribution at low current traffic speed is 
highly skewed to the right with much noisy data in the neighborhood of the current speed. 
At moderate current traffic speed, the transition distribution is fairly symmetric. Similar 
to Figure 26, the distribution at moderate speed experiences much fluctuation along its 
outline. On the contrary, the distribution at high current speed is smooth, sharp, and bell-
shaped around the near neighborhood of the current speed. 
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Figure 24 Transition Probability Distribution at Current Speed of 6 mph 
 
 
Figure 25 Transition Probability Distribution at Current Speed of 35 mph 
The smoothness of the distribution line is also an indicator of the stability of the 
current traffic state. The noisy data for current speeds of 6 mph and 35 mph reveal that 
the traffic is under unstable conditions at these two speeds, while smooth distribution for 
current speed of 60 mph indicates that the current traffic state is stable. 
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Except for the dissimilarities, the three distributions share one common property, 
that is high probabilities are populated around the current speed. It is consistent with the 
observation from the transition probability matrix of HHM that the inertia of the system 
prevails in a short-term. Similarly transition probability distributions were obtained at 
other stations and in various time horizon, except for that the distributions spread out for 
longer time horizons. 
 
Figure 26 Transition Probability Distribution at Current Speed of 60 mph 
6.2 Cumulative Negative and Positive Transition Probability and 
Corresponding Expected Values 
Figure 27 and Figure 28 present the cumulative negative and positive transition 
probability curves for 1 minute time horizon on the eastbound of Station 18, respectively. 
It shows that the two cumulative probabilities follow to some extent a sinusoidal shape, 
and are approximately complementary. Noisy data were found when speed is lower than 
30 mph, indicating unstable condition at moderate and low speeds. 
The figure shows that the cumulative negative transition probability tends to drop 
to a minimum value in the neighborhood of 50 mph and to reach a maximum value in the 
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neighborhood of 70 mph. The observed trend appears to be reversed for the cumulative 
positive transition probability, where a maximum probability is observed in the 
neighborhood of 50 mph and a minimum value in the neighborhood of 70 mph. Similar 
trends were observed for the cumulative transition probability curves on the eastbound of 
Station 18 and at other stations. 
 
Figure 27 Cumulative Negative Transition Probability Curve for 1 Minute 
Time Horizon on the Eastbound of Station 18 
Figure 29 and Figure 30 present the conditional expected speed values of negative 
and positive transition for 1 minute time horizon on the eastbound of station 18 
respectively. It shows that the conditional expected value curve for negative transition is 
slightly concave with small curvature, while the curve for positive transition is convex. 
Noisy data were observed at high speed range for the conditional expected values 
of negative transitions , since there is a larger room for speed to drop when current speed 
is high than when it is low. The same reason is for the noisy data observed at the low 
speed range for the conditional expected value curve of positive transitions. 
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Figure 28 Cumulative Positive Transition Probability Curve for 1 Minute 
Time Horizon on the Eastbound of Station 18 
 
Figure 29 Conditional Expected Value of Negative Transition for 1 Minute 
Time Horizon on the Eastbound of Station 18 
0%
20%
40%
60%
80%
100%
0 10 20 30 40 50 60 70 80 90 100
Pr
ob
ab
ili
ty
Speed (mph)
0
10
20
30
40
50
60
70
80
0 10 20 30 40 50 60 70 80 90 100
Ex
pe
ct
ed
 S
pe
ed
 (m
ph
)
Traffic Speed (mph)
106 
 
Figure 30 Conditional Expected Value of Positive Transition for 1 Minute 
Time Horizon on the Eastbound of Station 18 
No expected values of positive transition were observed when traffic speed is 
beyond 80 mph, since the transition took place on eastbound of Station 18 are all negative. 
It is consistent with the observation from the cumulative transition probabilities. Similar 
patterns were found for the conditional expected values curves on the westbound of 
Station 18 and at other stations. 
6.3 Modeling of Cumulative Transition Probabilities and Conditional 
Expected Values 
As aforementioned, the logistic models were developed to fit for the cumulative 
transition probabilities. After comparing the R2 values of models with different 
polynomial orders, the highest order of the polynomial term was chosen as 3. The logistic 
model has the form as below:                            𝑀𝑀𝑀𝑀𝑂𝑂𝑖𝑖𝑋𝑋(𝑃𝑃) = 𝑎𝑎0 + 𝑎𝑎1𝛿𝛿 + 𝑎𝑎2𝑋𝑋𝑋𝑋1 + 𝑎𝑎3𝑋𝑋𝑋𝑋2 + 𝑎𝑎4𝑋𝑋𝑋𝑋3                         (45) 
Where, P: cumulative transition probability; 
 δ: time horizon, in terms of number of 30-second; 
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 𝑋𝑋𝑋𝑋: current traffic speed; 
 𝑎𝑎𝑖𝑖: coefficient for polynomial term i. 
Table 15 presents the model coefficients and R2 values of the fitted logistic 
models for cumulative negative and positive transition probabilities on the eastbound of 
Stations 18, 24, and 47. Most of the R2 values are above 0.8 and some of them even 
higher than 0.85, indicating a reasonable good fit for the cumulative probabilities. Figure 
31 presents the fitted logistic model curve for the negative cumulative transition 
probability for 1 minute time horizon on the eastbound of Station 18. 
In order to examine the effects of the travel direction and peak period time on the 
traffic characteristics, logistic models were fitted for data collected on eastbound and 
westbound separately and jointly, as well as morning peak and evening peak separately 
and jointly. 
Table 15 Logistic Models for Cumulative Probabilities on the Eastbound of 
Stations 18, 24, and 47  
Station Transition  a0  a1  a2  a3  a4 R2 
18 -1 -1.53 0.007 0.003 -0.0003 0.00002 0.82 
18 1 -1.33 -0.007 0.210 -0.0044 0.00001 0.87 
24 -1 -3.32 -0.006 0.071 -0.0011 0.00002 0.80 
24 1 0.07 0.021 0.154 -0.0037 0.00001 0.79 
47 -1 -3.34 -0.042 0.157 -0.0032 0.00003 0.85 
47 1 1.35 0.047 -0.005 -0.0004 -0.00001 0.85 
Note: -1: Negative transition; 1: Positive transition. 
Table 16 presents the R2 values for the fitted logistic models at Stations 18, 24, 
and 47. It shows that the R2 values for logistic models of joint dataset are comparable to 
those of the individual models, which indicates that the stochastic characteristics 
embedded in the cumulative transition probabilities are not travel direction and location 
sensitive. 
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Figure 31 Logistic Model Curve Fitted for the Cumulative Negative 
Transition Probability for 1 minute time horizon on the Eastbound of Station 18 
Table 16 R2 Values of Logistic Models for Cumulative Probabilities 
Station Transition 
Morning Evening 
Overall 
East West Combined East West Combined 
18 -1 0.82 0.81 0.85 0.85 0.84 0.85 0.88 
18 1 0.87 0.88 0.91 0.87 0.86 0.88 0.91 
24 -1 0.80 0.78 0.86 0.83 0.80 0.83 0.84 
24 1 0.79 0.85 0.90 0.87 0.84 0.86 0.88 
47 -1 0.85 0.85 0.88 0.79 0.80 0.81 0.86 
47 1 0.85 0.85 0.88 0.81 0.81 0.83 0.88 
Note: -1: Negative transition; 1: Positive transition. 
Exponential models with a polynomial term of current speed and time horizon 
were employed to fit the conditional expected value data. After comparing the R2 values 
of models with different polynomial orders, the exponential model selected for the 
analysis has the form below with the highest polynomial order of 2: 
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                          𝑀𝑀𝑀𝑀𝑂𝑂(𝐸𝐸) = 𝛽𝛽0 + 𝛽𝛽1𝛿𝛿 + 𝛽𝛽2𝑋𝑋𝑋𝑋1 + 𝛽𝛽3𝑋𝑋𝑋𝑋2                               (46) 
Where, E: conditional expected value; 
 δ: time horizon, in terms of number of 30-second; 
 𝑋𝑋𝑋𝑋: current traffic speed  
 𝛽𝛽𝑖𝑖 : coefficient for polynomial term i.  
Table 17 presents the model coefficients and R2 values of the fitted exponential 
models for cumulative negative and positive transition probabilities for 1 minute time 
horizon on the eastbound of Stations 18, 24, and 47. It shows that all models have a R2 
values larger than 0.8 except for the one fitted for the positive transition at Station 24 
with a R2 of 0.67 attributed to the noisy data collected. Figure 32 presents the fitted 
exponential model curve for the expected values of negative transition for 1 minute time 
horizon on the eastbound of Station 18. It shows that the fitted curve approximately 
capture the trend of the change of expected value along the speed axis. 
Table 17 Exponential Models for Expected Values on the Eastbound of 
Stations 18, 24, and 47 
Station Transition  β0  β1  β2  β3 R2 
18 -1 0.56 -0.003 0.102 -0.0007 0.94 
18 1 3.08 0.002 0.022 -0.0001 0.81 
24 -1 0.89 -0.005 0.089 -0.0006 0.95 
24 1 3.75 0.008 -0.005 0.0002 0.67 
47 -1 0.53 0.003 0.103 -0.0007 0.92 
47 1 3.21 0.005 0.010 0.0001 0.88 
Note: -1: Negative transition; 1: Positive transition. 
Similarly, exponential models were fitted for data collected on eastbound and 
westbound separately and jointly, as well as morning peak and evening peak separately 
and jointly. Table 18 presents the R2 values for the fitted exponential models at Stations 
18, 24, and 47. Consistent with the results of the cumulative transition models, the R2 
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values for exponential models of joint dataset are comparable to those of the individual 
models. This implies that the stochastic characteristics embedded in the expected values 
are not travel direction and location sensitive. 
 
Figure 32 Exponential Model Curve Fitted for the Expected Value of 
Negative Transition for 1 minute time horizon on the Eastbound of Station 18 
Similarly, exponential models were fitted for data collected on eastbound and 
westbound separately and jointly, as well as morning peak and evening peak separately 
and jointly. Table 18 presents the R2 values for the fitted exponential models at Stations 
18, 24, and 47. Consistent with the results of the cumulative transition models, the R2 
values for exponential models of joint dataset are comparable to those of the individual 
models. This implies that the stochastic characteristics embedded in the expected values 
are not travel direction and location sensitive. 
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Table 18 R2 Values of Exponential Models for Expected Values 
Station Transition 
Morning Evening 
Overall 
East West Combined East West Combined 
18 -1 0.94 0.94 0.94 0.93 0.94 0.93 0.93 
18 1 0.81 0.83 0.86 0.87 0.85 0.86 0.88 
24 -1 0.95 0.96 0.96 0.94 0.95 0.95 0.95 
24 1 0.67 0.62 0.78 0.86 0.86 0.86 0.83 
47 -1 0.92 0.94 0.94 0.93 0.95 0.95 0.94 
47 1 0.88 0.89 0.89 0.91 0.95 0.94 0.92 
Note: -1: Negative transition; 1: Positive transition. 
6.4 Short Term Traffic Speed Prediction Using the Fitted Models 
As aforementioned, the fitted logistic and exponential models were employed to 
predict the traffic speed in different time horizon using validation dataset. First, the 
cumulative transition probability for a given current speed and time horizon was 
calculated, then the expected value corresponding to the higher transition probability was 
computed and regarded as the predicted speed in the short-term. Table 19 illustrates how 
to use the fitted models to predict traffic speed with a small sample on the eastbound of 
Station 18 during morning peak period. The column X𝑋𝑋  is the current speed and the last 
column X𝑋𝑋+𝛿𝛿  is the future speed after δ time units. The highlighted cells are the higher 
cumulative transition probabilities and the corresponding expected values. For example, 
given the current speed of 46 mph, the corresponding P-, P+, E-, and E+ calculated using 
the fitted models are 0.41, 0.58,42, and 52, respectively. Since P+ is larger than P-, the 
expected value for positive transition E+ is taken as the predicted speed. Then, the 
prediction error is 58-52=6mph. 
Unlike other traffic prediction method, the predicted speed (expected value) in the 
study is associated with a probability indicating the chance of such speed transition 
happening. It is noted that the expected values for negative transition when current speed 
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Xt is within 54~58 mph are equal or slightly larger than Xt. This is because that the fitted 
exponential curve is above the diagonal line for the negative transition on the eastbound 
of Station 18 as shown in Figure 32. 
Table 19 Estimation of the Predicted Traffic Speed Using Fitted Models X𝑋𝑋  𝑃𝑃− 𝑃𝑃+ 𝐸𝐸− 𝐸𝐸+ X𝑋𝑋+𝛿𝛿  
46 0.41 0.58 42 52 58 
54 0.60 0.33 54 58 57 
58 0.72 0.21 59 62 55 
57 0.69 0.23 58 61 46 
55 0.63 0.30 55 59 34 
46 0.41 0.58 42 52 18 
34 0.25 0.77 25 43 28 
18 0.19 0.75 9 32 15 
28 0.22 0.80 17 38 35 
15 0.19 0.70 7 30 37 
35 0.26 0.77 26 43 40 
37 0.28 0.75 29 45 44 
40 0.31 0.71 33 47 43 
44 0.37 0.63 39 50 38 
43 0.36 0.65 38 49 46 
38 0.29 0.73 30 46 46 
 
Table 20 presents the Root Mean Square Errors (RMSE) of the predicted traffic 
speed in each travel direction and peak period separately and jointly at Stations 18, 24, 
and 47. The time horizons considered are 1, 2, 3, 4 and 5 minutes, corresponding to δ 
equal to 2, 4, 6, 8 and 10, respectively. It shows that most of the RMSE are around 5 mph 
except for the evening dataset of Station 47, which indicates a fair good performance of 
the fitted models in short-term traffic speed prediction. The RMSEs for the evening 
dataset of Station 47 are around 10 mph, which are much higher than those during 
morning peak period and at other stations. However, the R2 values of the exponential 
models for both negative and positive transitions during evening peak period on Station 
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47 are over 0.94. Therefore, the large prediction errors could probably be caused by the 
poor generalization of the statistical models. 
In addition, it is observed that the effect of time horizons on the prediction error is 
not significant. Moreover, the prediction errors for individual and combined travel 
direction/peak period dataset are comparable. This indicates that the performance of the 
models is not travel direction and time sensitive. Hence, the stochastic property revealed 
by the probabilistic approach is the characteristics of freeway traffic by nature, which is 
not location, travel direction or peak period time specific. 
Table 20 RMSE of the Predicted Traffic Speed 
Step Station 
Morning Evening  
overall 
East West Combined East West Combined 
2 18 5.19 5.28 5.45 5.26 5.45 5.29 5.41 
4 18 5.29 5.49 5.33 5.52 5.53 5.55 5.26 
6 18 5.29 5.79 5.39 5.68 5.60 5.70 5.09 
8 18 5.37 6.28 5.47 5.82 5.71 5.82 5.03 
10 18 5.43 6.84 5.64 5.93 5.91 5.93 5.02 
2 24 5.55 6.00 5.64 5.33 6.15 5.55 5.47 
4 24 5.69 6.08 5.45 5.40 6.83 5.93 5.62 
6 24 5.86 6.25 5.39 5.51 7.56 6.42 5.87 
8 24 6.07 6.73 5.41 5.75 8.27 6.92 6.14 
10 24 6.31 7.23 5.58 6.01 9.03 7.51 6.54 
2 47 6.03 6.17 6.93 9.41 8.77 9.13 7.27 
4 47 6.18 6.31 7.25 10.49 9.67 10.04 7.59 
6 47 6.16 6.36 7.45 11.16 10.26 10.56 7.79 
8 47 6.15 6.32 7.58 11.71 10.74 11.01 7.91 
10 47 6.15 6.29 7.71 12.36 11.26 11.43 8.03 
Although relative small prediction errors were obtained for most of the training 
dataset, it should be noted that the presented approach has a shortcoming. Since only one 
step transition was considered, the predicted value for a given current speed is fixed. It 
might introduce large prediction errors when the transition probability distribution for a 
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fixed speed is highly skewed or widely spread out. To tackle this problem, transition 
probabilities of more than one step could be used. However, along with the possible 
increase in prediction accuracy, the computation expense would increase exponentially.
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CHAPTER 7. SUMMARY AND CONCLUSIONS 
This study examined the stochastic characteristics of freeway traffic and proposed 
two new stochastic approaches, Hidden Markov Model (HMM) and one-step stochastic 
model, for short-term freeway traffic prediction during peak periods. The dynamic aspect 
of freeway traffic was addressed using transition probabilities in these two approaches. 
This chapter presents the major findings from this research and a description of future 
work to refine the approaches used in the study. 
7.1 Stochastic Characteristics of Freeway Traffic 
Cluster analysis was performed to examine the dynamic properties and patterns of 
freeway traffic evolution. The results illustrate more than six patterns for traffic speed 
evolvement during peak periods. Some of them are typical for the peak period, while 
others could be observed during off-peak time. This indicates that no particular analytical 
models are exclusive for peak periods since the data exhibits both peak and non-peak 
properties. Moreover, for those patterns that are typical for peak periods, the traffic 
evolution does not follow one trend during the peak periods, and there are no general 
rules to capture the variation of traffic condition for data from various evolution patterns. 
Therefore, given the stochastic characteristics of freeway traffic, a probabilistic approach 
is suggested as being more appropriate for prediction of a traffic state than that performed 
by closed form analytical models. 
The calculation of traffic state transition probability matrices is the basis for both 
HMM and the one-step stochastic model approaches. Even though the definitions of 
traffic states are different for these two approaches, the analysis of their transition 
probability matrices reveals the same properties of freeway traffic. Both the inertia 
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property and the dynamic characteristics are embedded in the traffic state transition over 
time. In a 30-second transition period, the inertia is the dominant property of the system, 
while the system shows more dynamic property as the transition time extends to 5 
minutes. At low and moderate speeds, traffic is in an unstable condition, and the free flow 
condition is the true stable condition that the traffic inclines to reach in the relatively long 
term. The traffic state transition probability matrices show that traffic can evolve to any 
possible state with associated probability. Therefore, it proves again that a probabilistic 
approach is more appropriate for prediction of traffic states than the deterministic models. 
7.2 Hidden Markov Model Approach 
To capture the range, variation, and trend of traffic evolution, HMM defines 
traffic conditions using both first and second order statistics. Principal Component 
Analysis (PCA) was performed to select the variables from 9 candidates of the mean, 
standard deviation, and contrast of the three traffic parameters of speed, volume, and 
occupancy. Based on the PCA results, speed mean and speed contrast were finally chosen 
as the indicator variables. It was learned from the analysis that although both standard 
deviation and contrast are variables to measure the variation of the data, standard 
deviation yields much lower loadings associated with the key principal components than 
Contrast. This indicates that contrast is the main contributor to the variation of data and 
thus is more appropriate for traffic state definition. 
Using mean speed and speed contrast within a 5-minute time window, the HMM 
approach defines traffic states in a two-dimensional space. For the HMMs, traffic state 
associated with each 5-minute rolling window is the hidden state, while the traffic speed 
at the beginning of the time window is considered the observable symbol. 
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The data was partitioned into 70% training data and 30% validation data. The 
model parameters (transition probability matrix A, symbol probability matrix B, and the 
initial state probability π) were estimated through maximum likelihood method using 
training data. The model validation procedure was to apply the trained HMMs to short-
term traffic prediction using validation data. Given a sequence of traffic speed 
observations, the HMMs calculated the most likely corresponding traffic states sequence. 
The traffic state at the end of the optimal states sequence was the predicted traffic 
condition in 5 minutes. The model performance was evaluated using prediction errors, 
which is the relative length of the distance between predicted state and true state to the 
possible largest distance away from the true state in the two dimensional space. In 
addition, the generality of HMMs was tested by investigating the impact of peak period 
time, travel direction and data gathering location on the model prediction errors. 
The model validation results show that generally the prediction error and the 
variation of prediction error decrease as the transition window and prediction sequence 
length increase. The most plausible reason for this phenomenon is that longer transition 
window and prediction sequence contain more information about the evolution of traffic, 
and therefore, would more likely capture the trend of traffic change and yield the correct 
prediction. However, the improvement trend is not unlimited. The prediction error 
converges to a fixed value when the prediction sequence length increases to a fixed 
threshold number of 30-second time points. No extra valuable information is provided 
after the prediction sequence length exceeds the threshold value. The transition time 
window of 5 minutes and prediction sequence length of 4 30-second time points were 
determined as the optimal transition window and prediction window. 
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Further, the analysis reveals that the model performance was not affected 
remarkably by peak period time (morning/afternoon), travel direction, and data gathering 
locations, with overall prediction errors less than 10%. It proves that the stochastic 
properties are the characteristics of freeway traffic by nature and are not sensitive to 
location, travel direction, and peak period. Based on the calculated prediction error 
results, it is concluded that the HMMs are suitable for short-term traffic condition 
prediction. 
It is worthy to note that the construction and the performance of HMMs depend 
on a large quantity of historical traffic data. Given the availability of ITS data, this is not 
an issue. In addition, the proposed traffic definition method is highly sensitive to the 
missing data, since the calculation of speed contrast is based on the relative orientation of 
the contingent data points. 
7.3 One-Step Stochastic Model Approach 
Using traffic speed as the traffic condition indicator, the one-step stochastic model 
approach employed speed transition matrices to describe the change of traffic condition 
within various time horizons. Subsequently, the cumulative probabilities and conditional 
expected values for negative and positive transitions were calculated based on the 
transition probabilities using training data. Statistical models were then developed to fit 
the cumulative transition probability and expected value curves. The fitted models were 
used for short-term traffic speed prediction with the validation dataset. For a given 
current speed in the validation data, the negative and positive transition probabilities and 
their corresponding expected values were computed. The expected values associated with 
the higher transition probability were regarded as the predicted traffic speed. The 
performance of the models was evaluated using Root Mean Square Errors (RMSE).  
119 
Logistic and exponential models with a polynomial term of the current speed and 
time horizon were developed to fit the cumulative transition probabilities and conditional 
expected values. Relative high R2 values indicate a reasonable good fit of the models. 
Unlike other methods reported in the literature, the predicted traffic speeds 
obtained through the one-step stochastic model approach are associated with a probability 
indicating the chance of such transitions happening. 
The model evaluation results show that the RMSEs for most of the validation 
dataset are around 5 mph, implying a good performance of the models. In addition, it is 
found that the effects of time horizon, travel direction, and the peak period time on the 
model performance are marginal. This is consistent with the results from the HMM 
approach, and proves again that the stochastic properties are characteristics of freeway 
traffic by nature, and are not sensitive to travel direction and peak period time. 
Although relatively small prediction errors were obtained for most of the 
validation dataset, it should be noted that the presented approach only considers one step, 
no traffic evolution trend is incorporated in the prediction, and therefore, the predicted 
speed value for a given current speed is fixed. This might introduce large errors when the 
transition probability distribution for a fixed speed is highly skewed or widely spread out. 
To tackle this problem, transition probabilities of more than one step could be used. 
However, along with the possible increase in prediction accuracy, the computation 
expense would increase exponentially. 
7.4 Future Work 
This study explored the possibility to use probabilistic approaches for short-term 
traffic prediction. Particularly, it shed light on the application of second order statistics in 
traffic states definition and the application of HMMs in predicting traffic condition in a 
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time window instead of getting a point estimate of the traffic parameter. The proposed 
models performs well in terms of prediction errors, the following future work is stated to 
improve the HMMs approach.  
The second order statistics, speed contrast, was used to describe the traffic speed 
local variation and evolution trend in the HMM study. It performs well when the traffic is 
under stable condition or experiences sudden breakdown or recovery. However, it could 
not discriminate the states with large variation and the states encountering moderate 
speed drop or increase. In the long run, the former shows a level trend and the latter 
shows a decrease or increasing trend. Therefore, more research efforts are needed to 
refine the traffic definition method.  
In addition, a new error calculation method was proposed in the HMM study, 
which is defined as the ratio of the distance between the predicted state and the true state 
to the possible longest distance away from the true state. This definition satisfies the 
constraint that the prediction error falls into the range of [0, 1]. However, the problem 
associated with this type of error is that it neglects the direction of the prediction error. 
Further research needs to be conducted to develop a comprehend error calculate method 
for the two dimensional space. 
Since the HMMs assume the transition of traffic state is independent of time. To 
satisfy this assumption, the HMMs were only developed for the peak period data. The 
computing results show that the HMMs are generally applied for data regardless of the 
peak hour time, travel direction, and data collection location. The robustness of the 
HMMs to fit overall data gathered during peak and non peak period needs to be further 
investigated. 
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APPENDIX I. MATLAB CODES 
Table A - 1 Matlab Program Executed to Select the Peak Period Data 
morning = strcat('Station_morning','.txt'); 
dlmwrite(morning,''); 
evening= strcat('Station_evening','.txt'); 
dlmwrite(evening,''); 
 
for s=1:71 
inputfile = strcat('S',num2str(s),'.txt'); 
MDS=dlmread(inputfile, ',', 0, 19); 
 
t(:,1)=floor(MDS/100000000)+1997; 
t(:,2)= floor((MDS-floor(MDS/100000000)*100000000)/1000000); 
t(:,3)= floor(((MDS-floor(MDS/100000000)*100000000)- floor((MDS-
floor(MDS/100000000)*100000000)/1000000)*1000000)/10000); 
t(:,4)=MDS-floor(MDS/10000)*10000; 
t(:,5)= weekday(datenum(t(:,1),t(:,2),t(:,3))); 
clear MDS; 
Trows=size(t,1); 
i=1; 
while i<=Trows 
    %disp('i='); 
    %disp(i); 
  
    if t(i,2)<=12&&t(i,2)>=1&&t(i,3)<=31&&t(i,3)>=1&&t(i,5)>=2&&t(i,5)<=6 
         if  t(i,4)>=720 && t(i,4)<=1080 
            b=i; 
            j=i; 
            while 
j+1<=Trows&&t(j+1,1)==t(j,1)&&t(j+1,2)==t(j,2)&&t(j+1,3)==t(j,3)&&t(j+1,4)>=720 && 
t(j+1,4)<=1080 
                    j=j+1; 
            end 
            e=j; 
            input=dlmread(inputfile,',',[b-1 1 e-1 19]); 
            for k=1:e-b+1 
                station(k,:)=[s t(b+k-1,:)]; 
            end 
            N=dlmread(inputfile,',',[b-1 1 e-1 19]); 
            dlmwrite(morning, [N station], 'delimiter', ',','precision', 11,'-
append'); 
            i=e+1; 
            clear station; 
            clear b; 
            clear j; 
            clear e; 
        elseif  t(i,4)>=1860 && t(i,4)<=2220 
            b=i; 
            j=i; 
            while 
j+1<=Trows&&t(j+1,1)==t(j,1)&&t(j+1,2)==t(j,2)&&t(j+1,3)==t(j,3)&&t(j+1,4)>=1860 && 
t(j+1,4)<=2220 
                    j=j+1; 
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            end 
            e=j; 
            input=dlmread(inputfile,',',[b-1 1 e-1 19]); 
            for k=1:e-b+1 
                station(k,:)=[s t(b+k-1,:)]; 
            end 
            N=dlmread(inputfile,',',[b-1 1 e-1 19]); 
            dlmwrite(evening, [N station], 'delimiter', ',','precision', 11,'-
append'); 
            i=e+1;  
            clear station; 
            clear b; 
            clear j; 
            clear e; 
        else 
            i=i+1; 
        end 
    else  
        i=i+1; 
    end 
  
end 
  
clear t; 
clear Trows; 
end 
  
disp('end of the program.'); 
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Table A - 2 Matlab Program Executed to Determine the Traffic States 
station=24; 
outputfile1=strcat('state_counts_evening',num2str(station),'_E','.txt'); 
outputfile2=strcat('sym_evening',num2str(station),'_E','.txt'); 
outputfile3=strcat('mean_evening',num2str(station),'_E','.txt'); 
outputfile4=strcat('contrast_evening',num2str(station),'_E','.txt'); 
outputfile5=strcat('state_evening',num2str(station),'_E','.txt'); 
dlmwrite(outputfile1,''); 
dlmwrite(outputfile2,''); 
dlmwrite(outputfile3,''); 
dlmwrite(outputfile4,''); 
dlmwrite(outputfile5,''); 
inputfile = strcat('Station_evening',num2str(station),'_E_imputation','.txt'); 
 
t=dlmread(inputfile); 
Trows=size(t,1); 
b=Trows/361; 
disp('b='); 
disp(b); 
count=zeros(6,5); 
for i=1:b 
    disp('i='); 
    disp(i); 
    j=i*361; 
    m((1:361),:)=t((j-360:j),:); 
    for k=1:352 
        S(:,1)=m((k:k+9),1); 
        ST=S'; 
        y(k,1)=m(k,1); 
        y(k,2)=mean(S(:)); 
        maxs=max(ST(:)); 
        IS(1,:)=ST(1,:); 
        for l=1:10 
            IS(2,l)=1; 
        end 
        [glcms,SIs] = graycomatrix(IS,'NumLevels',maxs,'G',[1 maxs]); 
        glcmst=glcms; 
        glcmst(1,1)=glcms(1,1)-9; 
        p=size(glcmst,1); 
        for w=1:p 
            z(w)=sum(glcmst(w,:)); 
        end  
        h=sum(z); 
        glcmst=glcmst/h; 
        upper=0; 
        for c=1:p 
            for d= c+1:p 
                upper=upper+(c-d)*(c-d)*glcmst(c,d); 
            end  
        end  
        lower=0; 
        for c=1:p 
            for d= 1:c-1 
                lower=lower-(c-d)*(c-d)*glcmst(c,d); 
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            end  
        end 
        y(k,3)=upper+lower; 
         if y(k,2)<=15 
            u=1; 
     elseif y(k,2)>15 && y(k,2)<=25 
            u=2; 
     elseif y(k,2)>25 && y(k,2)<=35 
            u=3; 
     elseif y(k,2)>35 && y(k,2)<=45 
            u=4; 
     elseif y(k,2)>45 && y(k,2)<=55 
            u=5;  
     else u=6; 
     end 
      if y(k,3)<=-20 
            v=1; 
     elseif y(k,3)>-20 && y(k,3)<=-10 
            v=2; 
     elseif y(k,3)>-10 && y(k,3)<10 
            v=3; 
     elseif y(k,3)>=10 && y(k,3)<20 
            v=4; 
     else v=5; 
     end 
     count(u,v)=count(u,v)+1; 
     y(k,4)=(u-1)*5+v; 
    end  
    term=y'; 
    dlmwrite(outputfile2,[term(1,:) i station],'delimiter', ',', '-append'); 
    dlmwrite(outputfile3,[term(2,:) i station],'delimiter', ',', '-append'); 
    dlmwrite(outputfile4,[term(3,:) i station],'delimiter', ',', '-append'); 
    dlmwrite(outputfile5,[term(4,:) i station],'delimiter', ',', '-append'); 
end  
for i=1:6 
    for j=1:5 
            z=[i j  count(i,j) (i-1)*5+j]; 
            dlmwrite(outputfile1,z, 'delimiter', ',', '-append'); 
    end  
end 
clc; 
clear all; 
disp('end of the program'); 
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Table A - 3 Matlab Program Executed to Train the HMMs and Predict 
Traffic Condition 
clc,clear all,close all; 
station=47; 
 
 
%input partition 
outputfile10=strcat('range_sym_morning',num2str(station),'_W_train','.txt'); 
dlmwrite(outputfile10,''); 
outputfile11=strcat('range_sym_morning',num2str(station),'_W_validation','.txt'); 
dlmwrite(outputfile11,''); 
outputfile12=strcat('state_morning',num2str(station),'_W_train','.txt'); 
dlmwrite(outputfile12,''); 
outputfile13=strcat('state_morning',num2str(station),'_W_validation','.txt'); 
dlmwrite(outputfile13,''); 
outputfile131=strcat('sym_morning',num2str(station),'_W_validation','.txt'); 
dlmwrite(outputfile131,''); 
outputfile132=strcat('contrast_morning',num2str(station),'_W_validation','.txt'); 
dlmwrite(outputfile132,''); 
  
inputfile13=strcat('range_sym_morning',num2str(station),'_W','.txt'); 
inputfile14=strcat('state_morning',num2str(station),'_W','.txt'); 
inputfile141=strcat('sym_morning',num2str(station),'_W','.txt'); 
inputfile142=strcat('contrast_morning',num2str(station),'_W','.txt'); 
  
e=dlmread(inputfile13,','); 
f=dlmread(inputfile14,','); 
f1=dlmread(inputfile141,','); 
f2=dlmread(inputfile142,','); 
g=e'; 
 
[traing,valg,testg,trainInd,valInd,testInd] = dividerand(g,0.7,0.3,0); 
traingt=traing'; 
valgt=valg'; 
dlmwrite(outputfile10,traingt,'delimiter', ',','precision', 11, '-append'); 
dlmwrite(outputfile11,valgt,'delimiter', ',','precision', 11, '-append'); 
ntrain=size(trainInd,2); 
 
for w=1:ntrain 
    dlmwrite(outputfile12,f(trainInd(1,w),:),'delimiter', ',','precision', 11, '-
append'); 
end 
 
nval=size(valInd,2); 
for z=1:nval 
    dlmwrite(outputfile13,f(valInd(1,z),:),'delimiter', ',','precision', 11, '-
append'); 
    dlmwrite(outputfile131,f1(valInd(1,z),:),'delimiter', ',','precision', 11, '-
append'); 
    dlmwrite(outputfile132,f2(valInd(1,z),:),'delimiter', ',','precision', 11, '-
append'); 
end 
 
disp('end of input partition.'); 
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%calculate the distance matrix 
inputfile131=strcat('sym_morning',num2str(station),'_W_validation','.txt'); 
inputfile132=strcat('contrast_morning',num2str(station),'_W_validation','.txt'); 
outputfile151=strcat('state_distance_matrix',num2str(station),'_W_validation','.txt'); 
dlmwrite(outputfile151,''); 
outputfile152=strcat('state_max_distance',num2str(station),'_W_validation','.txt'); 
dlmwrite(outputfile152,''); 
b=[-30 -15 0 15 30]'; 
a=[7.5 20 30 40 50 62.5]'; 
symv=dlmread(inputfile131,','); 
contv=dlmread(inputfile132,','); 
rown=size(symv,1); 
sn=0; 
cnp=0; 
cnn=0; 
  
for w=1:rown 
    for v=1:352 
        if symv(w,v)>55 
            sn=sn+1; 
            spdsym(sn)=symv(w,v); 
        end 
        if contv(w,v)>=20 
            cnp=cnp+1; 
            contp(cnp)=contv(w,v); 
        end 
        if contv(w,v)<=-20 
            cnn=cnn+1; 
            contn(cnn)=contv(w,v); 
        end 
    end 
end 
 
a(6)=mean(spdsym); 
b(1)=mean(contn); 
b(5)=mean(contp); 
for m=1:30 
    i=floor((m-1)/5)+1; 
    j=m-floor((m-1)/5)*5;   
    for n=1:30 
        k=floor((n-1)/5)+1; 
        l=n-floor((n-1)/5)*5;   
        d(m,n)=sqrt((a(i)-a(k))*(a(i)-a(k))+(b(j)-b(l))*(b(j)-b(l)));  
        disp(a(i)); 
        disp(a(k)); 
        disp(b(j)); 
        disp(b(l));  
        disp(d(m,n));  
    end 
end 
        
c=max(d); 
dlmwrite(outputfile151,d,'delimiter', ',', '-append'); 
dlmwrite(outputfile152,c,'delimiter', ',', '-append'); 
disp('end of the distance calculation.'); 
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%parameter estimation 
  
outputfile5=strcat('estimateTR_morning',num2str(station),'_W','.txt'); 
dlmwrite(outputfile5,''); 
outputfile6=strcat('estimateE_morning',num2str(station),'_W','.txt'); 
dlmwrite(outputfile6,''); 
outputfile7=strcat('prob_inital_state_morning',num2str(station),'_W','.txt'); 
dlmwrite(outputfile7,''); 
  
  
inputfile5 = strcat('range_sym_morning',num2str(station),'_W_train_rearrange','.txt'); 
inputfile6= strcat('state_morning',num2str(station),'_W_train_rearrange','.txt'); 
inputfile7= strcat('state_morning',num2str(station),'_W','.txt'); 
  
 
seq=dlmread(inputfile5); 
states=dlmread(inputfile6); 
  
 
aa=seq'; 
bb=states'; 
 
 
[estimateTRo,estimateEo] = hmmestimate(aa,bb); 
  
PSEUDOTR=zeros(30,30); 
  
for ns=1:30 
    for ms=1:30 
        if estimateTRo(ns,ms)==0 
            PSEUDOTR(ns,ms)=1; 
        end 
    end 
end 
    
[estimateTR,estimateE] = hmmestimate(aa,bb,'Pseudotransitions',PSEUDOTR);     
 
states2=dlmread(inputfile7); 
 
d=zeros(352,30); 
row=size(states2,1); 
 
for i=1:row 
    for j=1:352 
         d(j,states2(i,j))=d(j,states2(i,j))+1; 
    end 
end  
c=d/row; 
 
dlmwrite(outputfile7,c,'delimiter', ',', '-append'); 
dlmwrite(outputfile5,estimateTR,'delimiter', ',','precision', 11, '-append'); 
dlmwrite(outputfile6,estimateE,'delimiter', ',','precision', 11, '-append'); 
  
disp('end of the parameter estimation.'); 
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%calculation errors 
  
outputfile8=strcat('error_veterbi_seq3_30sec',num2str(station),'morning_W','.txt'); 
dlmwrite(outputfile8,''); 
outputfile9=strcat('error_rate_veterbi_seq3_30sec',num2str(station),'_W','.txt'); 
dlmwrite(outputfile9,''); 
  
  
inputfile8 = strcat('estimateTR_morning',num2str(station),'_W','.txt'); 
inputfile9= strcat('estimateE_morning',num2str(station),'_W','.txt'); 
inputfile10 = strcat('range_sym_morning',num2str(station),'_W_validation','.txt'); 
inputfile11= strcat('state_morning',num2str(station),'_W_validation','.txt'); 
inputfile12=strcat('prob_inital_state_morning',num2str(station),'_W','.txt'); 
inputfile13=strcat('state_distance_matrix',num2str(station),'_W_validation','.txt'); 
inputfile14=strcat('state_max_distance',num2str(station),'_W_validation','.txt'); 
  
TRANS=dlmread(inputfile8); 
EMIS=dlmread(inputfile9); 
observ=dlmread(inputfile10); 
cond=dlmread(inputfile11); 
p=dlmread(inputfile12); 
d=dlmread(inputfile13); 
c=dlmread(inputfile14); 
  
row=size(observ,1); 
 
error=zeros(row,321,3); 
rate=zeros(row*321,3); 
state=zeros(row,321); 
T_prob=TRANS; 
O_prob=EMIS'; 
  
for i=1:row 
    disp('i='); 
    disp (i); 
    for m=1:321  
        Nst=30; 
 
        I_prob=(q(m,:))'; 
        oblist=[observ(i,m) observ(i,m+10) observ(i,m+20) observ(i,m+30)]; 
        lob=length(oblist); 
 del=zeros(Nst,lob); % collection of the maximum probability values at each 
stage 
        maxlist=del; 
        mx=zeros(1,lob); 
        for t=1:lob 
            if t==1 
               del(:,t)=I_prob.*O_prob(oblist(t),:)'; %Initialization 
               [p mx(t)]=max(del(:,t)); 
               continue; 
        end 
        %Recursive Phase 
            for j=1:Nst 
           [del(j,t) maxlist(j,t)]=max(del(:,t-1).*T_prob(:,j)); 
        end 
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        del(:,t)=del(:,t).*O_prob(oblist(t),:)'; 
        [p mx(t)]=max(del(:,t)); % Read 4) in readme 
  
        % Termination and Backtrack stage 
        dec_state=zeros(1,lob); 
        decode_state=cell(1,lob); 
        [pstar dec_state(lob)]=max(del(:,lob)); 
 
        for t=lob-1:-1:1 
           dec_state(t)=maxlist(dec_state(t+1),t+1); 
        end 
    
        state(i,m)=dec_state(lob); 
        error(i,m,1)=state(i,m); 
        error(i,m,2)=cond(i,m+30); 
        error(i,m,3)=d(cond(i,m+30),state(i,m))/c(1,cond(i,m+30)); 
         
        rate(((i-1)*321+m),1)=state(i,m); 
        rate(((i-1)*321+m),2)=cond(i,m+30); 
    end 
   
end 
 
dlmwrite(outputfile8,error,'delimiter', ',', '-append'); 
dlmwrite(outputfile9,rate,'delimiter', ',', '-append'); 
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APPENDIX II. HMM MODEL PARAMETER  
Table A - 4 the Initial State Distribution for Morning Period of Station 47 
Number 
of 30-
second 
Traffic state 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0.35 0 0 0 0 0.62 0 0 
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.35 0 0 0 0 0.63 0.01 0 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.36 0 0 0 0.01 0.62 0.01 0 
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.36 0 0 0 0 0.62 0.01 0 
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0.37 0 0 0 0 0.61 0 0 
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.37 0 0 0.01 0.01 0.6 0 0 
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0.37 0 0 0 0 0.6 0.01 0 
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0.37 0 0 0 0 0.6 0 0 
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.38 0 0 0 0.01 0.6 0 0 
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0.37 0 0 0 0 0.6 0 0 
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0.39 0 0 0 0 0.59 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.38 0 0 0 0 0.59 0 0 
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0.39 0 0 0 0 0.59 0 0 
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.38 0 0 0 0 0.59 0 0 
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.39 0 0 0 0 0.59 0 0 
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.39 0 0 0 0 0.58 0 0 
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.41 0 0 0 0 0.58 0 0 
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.41 0 0 0 0 0.57 0 0 
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.41 0 0 0 0 0.56 0 0 
20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.42 0 0 0 0 0.54 0.01 0 
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.42 0 0 0 0 0.55 0 0 
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.42 0 0 0 0 0.55 0 0 
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.43 0 0 0 0 0.54 0 0 
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.43 0 0 0 0 0.54 0 0 
25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.44 0 0 0 0 0.53 0 0 
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.43 0 0 0 0 0.53 0 0 
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.44 0 0 0 0 0.53 0 0 
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.44 0 0 0 0 0.53 0 0 
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.45 0 0 0 0 0.52 0 0 
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.44 0 0 0 0 0.52 0 0 
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.45 0 0 0 0 0.52 0 0 
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Number 
of 30-
second 
Traffic state 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.45 0 0 0 0 0.52 0 0 
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.45 0 0 0 0 0.52 0 0 
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.45 0 0 0 0 0.51 0 0 
35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.51 0 0 
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.51 0 0 
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.45 0 0 0 0 0.51 0 0 
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.44 0 0 0 0 0.51 0 0 
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0.02 0 0 0 0.01 0.44 0 0 0 0 0.51 0 0 
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0.02 0 0 0 0 0.44 0 0 0 0 0.52 0 0 
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.43 0 0 0 0 0.52 0 0 
42 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.44 0 0 0 0 0.51 0 0 
43 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.44 0 0 0 0 0.51 0 0 
44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.44 0 0 0 0 0.5 0.01 0 
45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.44 0 0 0 0 0.5 0 0 
46 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.44 0.01 0 0 0 0.5 0 0 
47 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.44 0.01 0 0 0 0.5 0 0 
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0.44 0.01 0 0 0 0.49 0 0 
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0.45 0.01 0 0 0 0.49 0 0 
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0.45 0.01 0 0 0 0.49 0 0 
51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.04 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
52 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.46 0.01 0 0 0 0.48 0 0 
53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
54 0 0 0 0 0 0 0 0.01 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.49 0 0 
55 0 0 0 0 0 0 0 0.01 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.47 0 0 0 0 0.48 0 0 
56 0 0 0 0 0 0 0 0.01 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.49 0 0 
57 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
58 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.47 0 0 
59 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.45 0 0 0 0 0.48 0 0 
60 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
61 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.47 0 0 0 0 0.47 0 0 
62 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.47 0 0 0 0 0.47 0 0 
63 0 0 0 0 0 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.45 0 0 0 0 0.48 0 0 
64 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.03 0 0 0 0.01 0.46 0 0 0 0 0.47 0 0 
65 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.03 0 0 0 0 0.45 0 0 0 0 0.48 0 0 
66 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.03 0 0 0 0 0.44 0 0 0 0 0.48 0 0 
67 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.03 0 0 0 0 0.45 0 0 0 0 0.48 0 0 
68 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.03 0 0 0 0 0.45 0 0 0 0 0.48 0 0 
69 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
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70 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.47 0 0 
71 0 0 0 0 0 0 0 0 0 0 0.01 0 0.02 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.47 0 0 
72 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.04 0 0 0 0 0.45 0 0 0 0 0.48 0 0 
73 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.04 0 0 0 0 0.44 0 0 0 0 0.48 0 0 
74 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0.01 0 0.44 0 0 0 0 0.47 0 0 
75 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.04 0 0 0 0 0.45 0 0 0 0 0.47 0 0 
76 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.05 0 0 0 0 0.44 0 0 0 0 0.47 0 0 
77 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.04 0 0 0 0 0.43 0 0 0 0 0.48 0 0 
78 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0.01 0 0.04 0 0 0 0 0.42 0 0 0 0 0.48 0 0 
79 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.05 0 0 0 0 0.42 0 0 0 0 0.49 0 0 
80 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.04 0 0 0 0 0.42 0 0 0 0 0.49 0 0 
81 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.05 0 0 0 0 0.42 0 0 0 0 0.49 0 0 
82 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.05 0 0 0 0 0.42 0 0 0 0 0.48 0 0 
83 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.04 0 0 0 0 0.43 0 0 0 0 0.48 0 0 
84 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.04 0 0 0 0 0.44 0 0 0 0 0.47 0 0 
85 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.04 0 0 0 0 0.43 0 0 0 0 0.47 0 0 
86 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.04 0 0 0 0 0.44 0 0 0 0 0.47 0 0 
87 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.43 0 0 0 0 0.48 0 0 
88 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0.01 0 0 0.01 0.04 0 0 0 0 0.43 0 0 0 0 0.48 0 0 
89 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.04 0 0 0 0 0.43 0 0 0 0 0.48 0 0 
90 0 0 0 0 0 0 0 0 0 0 0 0.01 0.02 0 0 0 0.01 0.04 0 0 0 0 0.42 0 0 0 0 0.48 0 0 
91 0 0 0 0 0 0 0 0 0 0 0 0.01 0.03 0 0 0 0.01 0.04 0 0 0 0 0.42 0 0 0 0 0.48 0 0 
92 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.03 0 0 0 0 0.43 0 0 0 0 0.48 0 0 
93 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.04 0 0 0 0 0.42 0 0 0 0 0.49 0 0 
94 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.03 0 0 0 0 0.41 0 0 0 0 0.49 0 0 
95 0 0 0 0 0 0 0 0 0 0 0 0.01 0.03 0 0 0 0 0.03 0 0 0 0 0.42 0 0 0 0 0.49 0 0 
96 0 0 0 0 0 0 0 0 0 0 0 0.01 0.03 0 0 0 0 0.03 0 0 0 0 0.41 0 0 0 0 0.5 0 0 
97 0 0 0 0 0 0 0 0 0 0 0 0.01 0.03 0 0 0 0 0.03 0 0 0 0 0.42 0 0 0 0 0.49 0 0 
98 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.03 0 0 0 0 0.43 0 0 0 0 0.49 0 0 
99 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.03 0 0 0 0 0.43 0 0 0 0 0.49 0 0 
100 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.03 0.01 0 0 0 0.43 0 0 0 0 0.49 0 0 
101 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.03 0 0 0 0 0.43 0 0 0 0 0.5 0 0 
102 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.43 0 0 0 0 0.5 0 0 
103 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.43 0 0 0 0 0.5 0 0 
104 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.03 0 0 0 0 0.44 0 0 0 0 0.49 0 0 
105 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.44 0 0 0 0 0.49 0 0 
106 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.03 0 0 0 0 0.44 0 0 0 0 0.49 0 0 
107 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.03 0 0 0 0 0.44 0 0 0 0 0.49 0 0 
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108 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.02 0 0 0 0 0.44 0 0 0 0 0.49 0 0 
109 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.02 0 0 0 0 0.45 0 0 0 0 0.49 0 0 
110 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.45 0 0 0 0 0.48 0 0 
111 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.45 0 0 0 0 0.48 0 0 
112 0 0 0 0 0 0 0 0 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.45 0 0 0 0 0.48 0 0 
113 0 0 0 0 0 0 0 0 0 0 0 0.01 0.02 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
114 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.45 0 0 0 0 0.49 0 0 
115 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.02 0 0 0 0 0.02 0 0 0 0 0.45 0 0 0 0 0.49 0 0 
116 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
117 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
118 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
119 0 0 0 0 0 0 0 0.01 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
120 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
121 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.01 0 0 0 0 0.45 0 0 0 0 0.49 0 0 
122 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0 0.01 0 0 0 0 0.44 0 0 0 0 0.49 0 0 
123 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.01 0 0 0 0.01 0.45 0 0 0 0 0.48 0 0 
124 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.02 0 0 0 0 0.01 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
125 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.01 0 0 0 0 0.46 0 0 0 0 0.47 0 0 
126 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.01 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
127 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.01 0 0 0 0 0.46 0 0 0 0 0.48 0 0 
128 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.47 0 0 
129 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.47 0 0 
130 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.02 0 0 0 0 0.46 0 0 0 0 0.47 0 0 
131 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.02 0 0 0 0 0.47 0 0 0 0 0.46 0 0 
132 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.46 0 0 
133 0 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0 0 0 0.03 0 0 0 0 0.46 0 0 0 0 0.46 0 0 
134 0 0 0 0 0 0 0 0 0 0 0 0.01 0.02 0 0 0 0 0.03 0 0 0 0 0.47 0 0 0 0 0.46 0 0 
135 0 0 0 0 0 0 0 0 0 0 0 0.01 0.02 0 0 0 0 0.03 0 0 0 0 0.47 0 0 0 0 0.45 0 0 
136 0 0 0 0 0 0 0 0 0 0 0 0.01 0.03 0 0 0 0 0.03 0 0 0 0 0.47 0 0 0 0 0.45 0 0 
137 0 0 0 0 0 0 0 0 0 0 0 0.01 0.02 0 0 0 0 0.03 0 0 0 0 0.48 0 0 0 0 0.44 0 0 
138 0 0 0 0 0 0 0 0 0 0 0 0.01 0.02 0 0 0 0 0.03 0 0 0 0 0.49 0 0 0 0 0.44 0 0 
139 0 0 0 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.03 0 0 0 0 0.49 0 0 0 0 0.43 0 0 
140 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.02 0 0 0 0 0.03 0 0 0 0 0.5 0 0 0 0 0.43 0 0 
141 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.02 0 0 0 0 0.03 0 0 0 0 0.49 0 0 0 0 0.43 0 0 
142 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0 0.03 0 0 0 0 0.49 0 0 0 0 0.43 0 0 
143 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0 0.03 0 0 0 0 0.5 0 0 0 0 0.42 0 0 
144 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.03 0 0 0 0 0.51 0 0 0 0 0.41 0 0 
145 0 0 0 0 0 0 0.01 0 0 0 0 0 0.03 0 0 0 0 0.03 0 0 0 0 0.51 0 0 0 0 0.4 0 0 
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146 0 0 0 0 0 0 0 0.01 0 0 0 0 0.03 0 0 0 0 0.02 0 0 0 0 0.52 0 0 0 0 0.4 0 0 
147 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0 0.01 0 0 0 0 0.53 0 0 0 0 0.39 0 0 
148 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0 0.01 0 0 0 0 0.53 0 0 0 0 0.39 0 0 
149 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0 0.02 0 0 0 0 0.53 0 0 0 0 0.39 0 0 
150 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0 0.02 0 0 0 0 0.54 0 0 0 0 0.37 0 0 
151 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0 0.02 0 0 0 0 0.54 0 0 0 0 0.37 0 0 
152 0 0 0 0 0 0 0 0.01 0 0 0.01 0.01 0.03 0 0 0 0 0.02 0 0 0 0.01 0.54 0 0 0 0 0.37 0 0 
153 0 0 0 0 0 0 0 0.01 0 0 0.01 0.01 0.03 0 0 0 0 0.02 0 0 0 0 0.54 0 0 0 0 0.37 0 0 
154 0 0 0 0 0 0 0 0.01 0 0 0.01 0 0.03 0 0 0 0 0.02 0 0 0 0 0.54 0 0 0 0 0.37 0 0 
155 0 0 0 0 0 0 0 0.01 0 0 0.01 0 0.03 0 0 0 0 0.02 0 0 0 0 0.55 0 0 0 0 0.35 0 0 
156 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0 0.02 0 0 0 0 0.55 0 0 0 0 0.35 0 0 
157 0 0 0 0 0 0 0 0.01 0 0 0.01 0.01 0.04 0 0 0 0 0.02 0 0 0 0 0.56 0 0 0 0 0.35 0 0 
158 0 0 0 0 0 0 0 0.01 0 0 0 0 0.04 0 0 0 0 0.02 0 0 0 0 0.56 0 0 0 0 0.34 0 0 
159 0 0 0 0 0 0 0 0.01 0 0 0 0 0.04 0 0 0 0 0.02 0 0 0 0 0.56 0 0 0 0 0.34 0 0 
160 0 0 0 0 0 0 0 0.01 0 0 0 0 0.05 0.01 0 0 0 0.02 0 0 0 0 0.57 0 0 0 0 0.33 0 0 
161 0 0 0 0 0 0 0 0.01 0 0 0 0 0.05 0 0 0 0 0.03 0 0 0 0 0.56 0 0 0 0 0.33 0 0 
162 0 0 0 0 0 0 0 0.01 0 0 0 0 0.04 0 0 0 0 0.03 0 0 0 0 0.57 0 0 0 0 0.33 0 0 
163 0 0 0 0 0 0 0 0.01 0 0 0 0 0.04 0 0 0 0 0.03 0 0 0 0 0.57 0 0 0 0 0.33 0 0 
164 0 0 0 0 0 0 0 0.01 0 0 0 0 0.04 0 0 0 0 0.02 0 0 0 0 0.57 0 0 0 0 0.33 0 0 
165 0 0 0 0 0 0 0 0.02 0 0 0.01 0 0.04 0 0 0 0 0.02 0 0 0 0 0.59 0 0 0 0 0.31 0 0 
166 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.03 0 0 0 0 0.6 0 0 0 0 0.29 0 0 
167 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.03 0 0 0 0 0.6 0 0 0 0 0.29 0 0 
168 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.03 0 0 0 0 0.6 0 0 0 0 0.29 0 0 
169 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.03 0 0 0 0 0.6 0 0 0 0 0.29 0 0 
170 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.04 0 0 0 0 0.03 0 0 0 0 0.6 0 0 0 0 0.29 0 0 
171 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.04 0 0 0 0 0.03 0 0 0 0 0.6 0 0 0 0 0.29 0 0 
172 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.04 0 0 0 0 0.02 0 0 0 0 0.6 0 0 0 0 0.29 0 0 
173 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0.01 0.02 0 0 0 0 0.61 0 0 0 0 0.28 0 0 
174 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0.01 0.02 0 0 0 0 0.61 0 0 0 0 0.28 0 0 
175 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.02 0 0 0 0 0.61 0 0 0 0 0.27 0 0 
176 0 0 0 0 0 0 0 0.02 0 0 0.01 0.01 0.03 0 0 0 0 0.03 0 0 0 0 0.62 0 0 0 0 0.26 0 0 
177 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.03 0 0 0 0.01 0.62 0 0 0 0 0.26 0 0 
178 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0.01 0.04 0 0 0 0.01 0.61 0 0 0 0 0.26 0 0 
179 0 0 0 0 0 0 0.01 0.01 0 0 0 0.01 0.04 0 0 0 0.01 0.03 0 0 0 0 0.62 0 0 0 0 0.25 0 0 
180 0 0 0 0 0 0 0.01 0.01 0 0 0 0.01 0.04 0 0 0 0.01 0.04 0 0 0 0 0.62 0 0 0 0 0.24 0 0 
181 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.04 0 0 0.01 0.01 0.03 0 0 0 0 0.62 0 0 0 0 0.23 0 0 
182 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.04 0 0 0.01 0.01 0.03 0 0 0 0 0.63 0 0 0 0 0.22 0 0 
183 0 0 0 0 0 0 0 0.02 0 0 0.01 0.02 0.04 0 0 0 0.01 0.03 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
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184 0 0 0 0 0 0 0 0.02 0 0 0.01 0.02 0.05 0 0 0 0 0.03 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
185 0 0 0 0 0 0 0 0.02 0 0 0.01 0.02 0.06 0 0 0 0 0.03 0 0 0 0 0.65 0 0 0 0 0.21 0 0 
186 0 0 0 0 0 0 0 0.03 0 0 0.01 0.02 0.06 0 0 0 0 0.02 0 0 0 0 0.65 0 0 0 0 0.2 0 0 
187 0 0 0 0 0 0 0 0.02 0 0 0.01 0.01 0.07 0 0 0 0 0.03 0 0 0 0 0.65 0 0 0 0 0.19 0 0 
188 0 0 0 0 0 0 0.01 0.03 0 0 0.01 0.01 0.07 0 0 0.01 0 0.02 0 0 0 0 0.66 0 0 0 0 0.19 0 0 
189 0 0 0 0 0 0 0.01 0.04 0 0 0.01 0.01 0.06 0 0 0 0.01 0.03 0 0 0 0 0.66 0 0 0 0 0.18 0 0 
190 0 0 0 0 0 0 0 0.05 0 0 0 0.01 0.06 0 0 0 0 0.02 0 0 0 0 0.66 0 0 0 0 0.18 0 0 
191 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.06 0 0 0 0 0.02 0 0 0 0 0.66 0 0 0 0 0.18 0 0 
192 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.06 0 0 0 0 0.03 0 0 0 0 0.67 0 0 0 0 0.17 0 0 
193 0 0 0 0 0 0 0.01 0.04 0 0 0 0 0.06 0 0 0 0 0.03 0 0 0 0 0.68 0 0 0 0 0.16 0 0 
194 0 0 0 0 0 0 0 0.04 0 0 0 0 0.06 0 0 0 0 0.03 0 0 0 0 0.67 0 0 0 0 0.16 0 0 
195 0 0 0.01 0 0 0 0 0.05 0 0 0 0 0.06 0 0 0 0 0.03 0 0 0 0 0.67 0 0 0 0 0.16 0 0 
196 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.07 0 0 0 0 0.03 0 0 0 0 0.67 0 0 0 0 0.16 0 0 
197 0 0 0 0 0 0 0 0.04 0 0 0 0 0.07 0 0 0 0 0.03 0 0 0 0 0.67 0 0 0 0 0.16 0 0 
198 0 0 0 0 0 0 0 0.04 0 0 0 0 0.08 0 0 0 0.01 0.03 0 0 0 0 0.67 0 0 0 0 0.16 0 0 
199 0 0 0 0 0 0 0 0.04 0 0 0 0 0.08 0 0 0 0.01 0.03 0 0 0 0 0.67 0 0 0 0 0.16 0 0 
200 0 0 0.01 0 0 0 0 0.04 0 0 0.01 0.01 0.07 0 0 0 0 0.02 0 0 0 0 0.67 0 0 0 0 0.15 0 0 
201 0 0 0.01 0 0 0 0 0.05 0 0 0 0.01 0.06 0 0 0 0 0.03 0 0 0 0 0.68 0 0 0 0 0.14 0 0 
202 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.07 0 0 0 0 0.03 0 0 0 0 0.68 0 0 0 0 0.14 0 0 
203 0 0 0 0 0 0 0 0.05 0 0 0 0.01 0.06 0 0 0 0 0.03 0 0 0 0 0.68 0 0 0 0 0.14 0 0 
204 0 0 0 0 0 0 0 0.05 0 0 0 0.01 0.06 0 0 0 0 0.03 0 0 0 0 0.68 0 0 0 0 0.14 0 0 
205 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.06 0 0 0 0 0.03 0 0 0 0 0.68 0 0 0 0 0.15 0 0 
206 0 0 0 0 0 0 0 0.05 0 0 0.01 0.01 0.06 0 0 0 0 0.03 0 0 0 0 0.68 0 0 0 0 0.15 0 0 
207 0 0 0 0 0 0 0.01 0.05 0 0 0.01 0.01 0.06 0 0 0 0 0.03 0 0 0 0 0.67 0 0 0 0 0.15 0 0 
208 0 0 0 0 0 0 0.01 0.05 0 0 0 0.01 0.07 0 0 0 0 0.04 0 0 0 0 0.67 0 0 0 0 0.15 0 0 
209 0 0 0 0 0 0 0 0.05 0 0 0 0 0.07 0.01 0 0 0.01 0.04 0 0 0 0 0.66 0 0 0 0 0.15 0 0 
210 0 0 0 0 0 0 0 0.05 0 0 0 0.01 0.07 0 0 0 0.01 0.04 0 0 0 0 0.66 0 0 0 0 0.15 0 0 
211 0 0 0 0 0 0 0 0.05 0 0 0 0.01 0.07 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.16 0 0 
212 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.07 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.17 0 0 
213 0 0 0 0 0 0 0 0.05 0 0 0 0.01 0.06 0.01 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.17 0 0 
214 0 0 0 0 0 0 0.01 0.05 0 0 0 0.01 0.07 0.01 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.17 0 0 
215 0 0 0 0 0 0.01 0 0.04 0 0 0 0 0.07 0.01 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.16 0 0 
216 0 0 0 0 0 0 0 0.04 0 0 0 0 0.07 0.01 0 0 0 0.04 0.01 0 0 0 0.64 0 0 0 0 0.16 0 0 
217 0 0 0 0 0 0 0 0.05 0 0 0 0 0.06 0.01 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.16 0 0 
218 0 0 0 0 0 0 0.01 0.04 0 0 0 0 0.07 0.01 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.17 0 0 
219 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.07 0 0 0 0.01 0.05 0 0 0 0 0.64 0 0 0 0 0.17 0 0 
220 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.06 0.01 0 0 0.01 0.05 0 0 0 0 0.64 0 0 0 0 0.17 0 0 
221 0 0 0 0 0 0 0 0.03 0.01 0 0 0 0.08 0 0 0.01 0.01 0.04 0 0 0 0 0.63 0 0 0 0 0.17 0 0 
139 
 
                                                                                                                                                                                                                                                                                                                                               Table Contd. 
Number 
of 30-
second 
Traffic state 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
222 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.07 0.01 0 0.01 0 0.04 0 0 0 0 0.64 0 0 0 0 0.18 0 0 
223 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.06 0.01 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
224 0 0 0 0 0 0 0 0.04 0 0 0.01 0.01 0.06 0.01 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
225 0 0 0 0 0 0 0 0.05 0 0 0 0.01 0.06 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.18 0 0 
226 0 0 0 0 0 0 0 0.04 0 0 0 0.02 0.06 0 0 0 0.01 0.05 0 0 0 0 0.63 0 0 0 0 0.19 0 0 
227 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.06 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
228 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.08 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
229 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.09 0 0 0 0 0.05 0 0 0 0 0.61 0 0 0 0 0.2 0 0 
230 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.08 0.01 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.2 0 0 
231 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.08 0.01 0 0 0 0.04 0 0 0 0 0.61 0 0 0 0 0.2 0 0 
232 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.08 0.01 0 0 0 0.05 0 0 0 0 0.6 0 0 0 0 0.21 0 0 
233 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.08 0.01 0 0 0 0.05 0.01 0 0 0 0.6 0 0 0 0 0.2 0 0 
234 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.07 0.01 0 0 0 0.05 0.01 0 0 0 0.6 0 0 0 0 0.21 0 0 
235 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.07 0.01 0 0 0 0.06 0.01 0 0 0 0.6 0 0 0 0 0.2 0 0 
236 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.07 0 0 0 0 0.06 0.01 0 0 0 0.61 0 0 0 0 0.21 0 0 
237 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.07 0 0 0 0 0.05 0.01 0 0 0 0.61 0 0 0 0 0.21 0 0 
238 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.07 0 0 0 0 0.06 0 0 0 0 0.61 0 0 0 0 0.2 0 0 
239 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.07 0 0 0 0.01 0.05 0 0 0 0 0.62 0 0 0 0 0.2 0 0 
240 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.07 0 0 0 0 0.06 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
241 0 0 0 0 0 0 0.01 0.02 0 0 0 0.01 0.07 0 0 0 0 0.06 0 0 0 0 0.61 0 0 0 0 0.2 0 0 
242 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.07 0 0 0 0.01 0.06 0 0 0 0 0.61 0 0 0 0 0.2 0 0 
243 0 0 0.01 0 0 0.01 0 0.02 0 0 0 0.01 0.08 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
244 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.08 0.01 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
245 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.08 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
246 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.07 0 0 0 0 0.04 0.01 0 0 0 0.63 0 0 0 0 0.18 0 0 
247 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.08 0 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
248 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.08 0 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
249 0 0 0.01 0 0 0 0 0.03 0.01 0 0 0.01 0.07 0.01 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
250 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.07 0.01 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
251 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.07 0.01 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
252 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.08 0.01 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
253 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.08 0.01 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.19 0 0 
254 0 0 0.01 0 0 0 0 0.03 0 0 0.01 0.01 0.08 0 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.18 0 0 
255 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.09 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
256 0 0 0.01 0 0 0 0 0.02 0 0 0.01 0.01 0.08 0 0 0.01 0 0.04 0 0 0 0 0.63 0 0 0 0 0.17 0 0 
257 0 0 0.01 0 0 0 0 0.02 0 0 0.01 0.01 0.08 0 0 0 0.01 0.05 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
258 0 0 0.01 0 0 0 0 0.03 0 0 0.01 0.01 0.07 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.17 0 0 
259 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.07 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.17 0 0 
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260 0 0 0.01 0 0 0 0 0.03 0 0 0.01 0.01 0.07 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.16 0 0 
261 0 0 0.01 0 0 0 0 0.03 0 0 0.01 0.01 0.07 0 0 0.01 0 0.05 0 0 0 0 0.63 0 0 0 0 0.17 0 0 
262 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0.01 0.08 0 0 0 0.01 0.05 0 0 0 0 0.64 0 0 0 0 0.16 0 0 
263 0 0 0.01 0 0 0 0 0.03 0 0 0.01 0.01 0.08 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.16 0 0 
264 0 0 0 0 0 0 0.01 0.03 0 0 0 0.01 0.08 0 0 0 0 0.05 0.01 0 0 0 0.63 0 0 0 0 0.17 0 0 
265 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.08 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.17 0 0 
266 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.08 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.18 0 0 
267 0 0 0.01 0 0 0 0 0.04 0 0 0.01 0.01 0.07 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.18 0 0 
268 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.08 0 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
269 0 0 0 0 0 0 0.01 0.03 0 0 0.01 0.01 0.08 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
270 0 0 0 0 0 0 0 0.04 0 0 0.01 0.01 0.07 0.01 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.17 0 0 
271 0 0 0 0 0 0 0 0.04 0 0 0.01 0.01 0.07 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.18 0 0 
272 0 0 0 0 0 0 0.01 0.04 0 0 0.01 0 0.07 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
273 0 0 0 0 0 0 0 0.04 0 0 0.01 0 0.07 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
274 0 0 0 0 0 0 0 0.03 0 0 0.01 0.01 0.07 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
275 0 0 0 0 0 0 0.01 0.03 0 0 0 0.01 0.07 0.01 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.18 0 0 
276 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.07 0.01 0 0 0 0.05 0.01 0 0 0 0.65 0 0 0 0 0.17 0 0 
277 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.07 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.17 0 0 
278 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.06 0 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.18 0 0 
279 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.06 0.01 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.19 0 0 
280 0 0 0 0 0 0 0 0.04 0 0 0 0.01 0.05 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.19 0 0 
281 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.06 0.01 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.18 0 0 
282 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.06 0.01 0 0 0.01 0.04 0 0 0 0 0.64 0 0 0 0 0.18 0 0 
283 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.06 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.18 0 0 
284 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0.01 0.07 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.18 0 0 
285 0 0 0.01 0 0 0 0 0.04 0 0 0.01 0.01 0.06 0.01 0 0 0.01 0.04 0 0 0 0 0.65 0 0 0 0 0.17 0 0 
286 0 0 0.01 0 0 0 0 0.04 0 0 0.01 0.01 0.05 0.01 0 0 0 0.05 0 0 0 0 0.65 0 0 0 0 0.17 0 0 
287 0 0 0 0 0 0 0 0.04 0 0 0.01 0.01 0.05 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.19 0 0 
288 0 0 0 0 0 0 0 0.03 0 0 0.01 0.01 0.06 0 0 0 0.01 0.05 0 0 0 0 0.63 0 0 0 0 0.19 0 0 
289 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.06 0 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.19 0 0 
290 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.06 0 0 0 0.01 0.05 0 0 0 0 0.62 0 0 0 0 0.2 0 0 
291 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.06 0.01 0 0 0.01 0.04 0 0 0 0 0.61 0 0 0 0 0.21 0 0 
292 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.06 0.01 0 0 0 0.05 0.01 0 0 0 0.61 0 0 0 0 0.21 0 0 
293 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.06 0.01 0.01 0 0 0.05 0.01 0 0 0 0.61 0 0 0 0 0.21 0 0 
294 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.06 0 0 0 0 0.05 0.01 0.01 0 0 0.62 0 0 0 0 0.21 0 0 
295 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.05 0 0 0 0 0.05 0.01 0 0 0 0.63 0 0 0 0 0.21 0 0 
296 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.05 0.01 0 0 0.01 0.04 0 0 0 0 0.63 0 0 0 0 0.21 0 0 
297 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.06 0 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.21 0 0 
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298 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.05 0 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.21 0 0 
299 0 0 0 0 0 0 0 0.02 0 0 0 0 0.06 0 0 0 0.01 0.04 0 0 0 0 0.64 0 0 0 0 0.2 0 0 
300 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.06 0 0 0 0 0.04 0 0 0 0 0.65 0 0 0 0 0.2 0 0 
301 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.06 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
302 0 0 0 0 0 0 0 0.01 0 0 0 0.01 0.06 0 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.22 0 0 
303 0 0 0.01 0 0 0 0 0.01 0 0 0 0.01 0.06 0.01 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
304 0 0 0.01 0 0 0 0 0.01 0 0 0 0 0.06 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
305 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.06 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
306 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.05 0 0 0 0 0.05 0.01 0 0 0.01 0.63 0 0 0 0 0.2 0 0 
307 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.05 0 0 0 0.01 0.06 0.01 0 0 0 0.63 0 0 0 0 0.2 0 0 
308 0 0 0.01 0 0 0 0.01 0.02 0 0 0 0.01 0.05 0 0 0 0 0.06 0 0 0 0 0.63 0 0 0 0 0.21 0 0 
309 0 0 0.01 0 0 0 0.01 0.03 0 0 0 0.01 0.04 0 0 0 0.01 0.05 0 0.01 0 0 0.63 0 0 0 0 0.21 0 0 
310 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.03 0 0 0 0 0.06 0 0 0 0 0.63 0 0 0 0 0.21 0 0 
311 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.04 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.21 0 0 
312 0 0 0.01 0 0 0 0 0.03 0 0 0 0.01 0.04 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.22 0 0 
313 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.05 0 0 0 0 0.63 0 0 0 0 0.22 0 0 
314 0 0 0 0 0 0 0 0.02 0 0 0 0.01 0.05 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.22 0 0 
315 0 0 0 0 0 0 0.01 0.02 0 0 0 0.01 0.04 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
316 0 0 0 0 0 0 0 0.03 0 0 0 0.01 0.04 0 0 0 0 0.05 0.01 0 0 0 0.63 0 0 0 0 0.22 0 0 
317 0 0 0 0 0 0 0.01 0.03 0 0 0 0.01 0.04 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
318 0 0 0 0 0 0 0 0.03 0 0 0 0 0.04 0 0 0 0 0.05 0.01 0 0 0 0.64 0 0 0 0 0.2 0 0 
319 0 0 0 0 0 0 0 0.03 0 0 0 0 0.04 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
320 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.04 0 0 0 0 0.05 0.01 0 0 0 0.65 0 0 0 0 0.2 0 0 
321 0 0 0.01 0 0 0 0.01 0.02 0 0 0 0 0.04 0 0 0 0.01 0.04 0 0 0 0 0.65 0 0 0 0 0.2 0 0 
322 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.05 0 0 0.01 0 0.04 0 0 0 0 0.65 0 0 0 0 0.2 0 0 
323 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0.01 0.01 0.05 0 0 0 0 0.65 0 0 0 0 0.2 0 0 
324 0 0 0.01 0 0 0 0 0.01 0 0 0 0.01 0.04 0.01 0 0.01 0 0.04 0 0 0 0 0.65 0 0 0 0 0.2 0 0 
325 0 0 0.01 0 0 0 0 0.01 0 0 0 0.01 0.05 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.21 0 0 
326 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.05 0 0 0.01 0 0.04 0 0 0 0 0.65 0 0 0 0 0.2 0 0 
327 0 0 0.01 0 0 0 0 0.01 0 0 0 0 0.05 0 0 0 0 0.04 0 0 0 0 0.65 0 0 0 0 0.21 0 0 
328 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.04 0 0 0 0 0.05 0 0 0 0 0.64 0 0 0 0 0.22 0 0 
329 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.05 0 0 0 0 0.65 0 0 0 0 0.22 0 0 
330 0 0 0.01 0 0 0 0 0.01 0 0 0 0.01 0.04 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.22 0 0 
331 0 0 0.01 0 0 0 0 0.01 0 0 0 0.01 0.05 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.22 0 0 
332 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.05 0 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.22 0 0 
333 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.05 0 0 0 0 0.04 0 0 0 0 0.65 0 0 0 0 0.22 0 0 
334 0 0 0.01 0 0 0 0 0.01 0 0 0 0.01 0.04 0.01 0 0.01 0 0.04 0 0 0 0 0.64 0 0 0 0 0.22 0 0 
335 0 0 0.01 0 0 0 0 0.01 0 0 0 0.01 0.03 0 0 0.01 0 0.04 0 0 0 0 0.63 0 0 0 0 0.23 0 0 
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336 0 0 0.01 0 0 0 0 0.02 0 0 0.01 0.01 0.03 0.01 0 0 0 0.04 0 0 0 0 0.64 0 0 0 0 0.22 0 0 
337 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0.01 0.04 0 0 0 0 0.63 0 0 0 0 0.23 0 0 
338 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.04 0 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.24 0 0 
339 0 0 0.01 0 0 0 0 0.02 0 0 0.01 0.01 0.04 0 0 0 0 0.04 0 0 0 0 0.63 0 0 0 0 0.23 0 0 
340 0 0 0.01 0 0 0 0 0.01 0.01 0 0.01 0.01 0.04 0 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.24 0 0 
341 0 0 0.01 0 0 0 0 0.01 0 0 0 0.01 0.04 0 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.24 0 0 
342 0 0 0.01 0 0 0 0 0.01 0 0 0 0.01 0.04 0 0 0 0 0.05 0 0 0 0 0.62 0 0 0 0 0.25 0 0 
343 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.04 0.01 0 0 0 0.04 0 0 0 0 0.61 0 0 0 0 0.26 0 0 
344 0 0 0.01 0 0 0 0.01 0.01 0 0 0 0 0.03 0.01 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.25 0 0 
345 0 0 0.01 0 0 0 0 0.01 0 0 0 0 0.02 0.01 0 0 0 0.04 0.01 0 0 0 0.62 0 0 0 0 0.25 0 0 
346 0 0 0.01 0 0 0 0.01 0.01 0 0 0 0 0.02 0.01 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.26 0 0 
347 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0 0 0.04 0 0 0 0 0.62 0 0 0 0 0.26 0 0 
348 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.02 0 0 0.01 0 0.03 0 0 0 0 0.62 0 0 0 0 0.27 0 0 
349 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.02 0 0 0.01 0 0.03 0.01 0 0 0 0.62 0 0 0 0 0.27 0 0 
350 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.01 0.01 0 0 0 0.04 0 0 0 0 0.61 0 0 0 0 0.28 0 0 
351 0 0 0.01 0 0 0 0 0.02 0 0 0 0.01 0.01 0 0 0 0 0.04 0 0 0 0 0.61 0 0 0 0 0.28 0 0 
352 0 0 0.01 0 0 0 0 0.01 0 0 0 0 0.02 0 0 0 0 0.04 0 0 0 0 0.61 0 0 0 0 0.29 0 0 
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