Abstract. We provide a topological classification of locally constant functions over subshifts of finite type via their zero-temperature measures. Our approach is to analyze the relationship between the distribution of the zero-temperature measures and the boundary of higher dimensional generalized rotation sets. We also discuss the regularity of the localized entropy function on the boundary of the generalized rotation sets.
1. Introduction 1.1. Motivation. Recently, the following optimization problems have been posed for various systems. Consider a continuous map f : X → X on a compact metric space X and a continuous real-valued function φ on X.
Question 1 (Equilibrium states). Which f -invariant measure(s) µ maximizes the topological pressure (called equilibrium state), i.e. h µ (f ) + φ dµ ≥ h ν (f ) + φ dν for all f -invariant probability measures ν? Here h ν (f ) is the measuretheoretic entropy of ν. We refer to [6] and the references therein for an overview and recent results on equilibrium states.
Question 2 (Ergodic optimization)
. Which f -invariant measure(s) µ optimizes φ (called maximizing measure), i.e. φ dµ ≥ φ dν for all f -invariant ergodic probability measures ν? We refer to [14] for an introduction of the subject.
Question 3 (Optimal orbits). The orbit of which point(s) x 0 yields the largest time average of f (called optimal orbit), i.e. for all x ∈ X, see e.g. [14, 25] for details.
The research of these three questions is motivated by various problems in several areas. For example, the study of equilibrium states has its roots in statistical mechanics. As for ergodic optimization and the determination of optimal orbits, one motivation goes back to the theory of Mather [17] and Mañé [15, 16] on the dynamics of the Euler-Lagrange flow. At first glance, there is no connection between the three questions. However, Birkhoff's ergodic theorem states that space average = φ dµ = time average = lim
for any ergodic f -invariant measure µ and µ-almost every point x. Hence, selecting optimal orbits is naturally related to finding maximizing ergodic measures. The following inequality builds a connection between equilibrium states and maximizing measures:
i.e.
T h µ T (f ) + φ dµ T ≥ T h ν (f ) + f dν.
It follows that the limit lim T →0 µ T (if it exists) is a particular maximizing measure of the function φ. The limit lim T →0
µ T = µ is called the zero-temperature measure of φ. Here the limit is taken in the weak* topology. If the limit does not exist, one considers the accumulation points of the sequence (µ T ) T which are also maximizing measures. These measures are ground states and are of special interest in statistical physics. We note that here T is interpreted as the temperature of the system.
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In this paper, we study the zero-temperature measures for the locally constant functions over sub-shifts of finite type from the topological point of view. Consider f : X → X to be the shift map on a finite type shift space (see Section 2.1 for details). Let φ : X → R be a locally constant function. Such a function admits a unique Gibbs state µ φ . We are interested in the zero temperature limit µ(φ) given by µ tφ → µ(φ), as t → ∞.
The first natural question is whether the limit exists and if so, whether it can be described precisely or not. Nekhoroshev [19] proved that generically, the zero-temperature limits of Gibbs states of locally constant potentials exist and are supported on a periodic configurations. By the theory of analytic geometry, Brémont [1] proved the convergence of µ tφ , as t → ∞. Later, Leplaideur [18] obtained a dynamical proof of the convergence and the limit was partially identified: If ψ is Hölder continuous and φ is locally constant, then the limit of µ ψ+tφ exists, as t → ∞. Based on two different tools, namely approximation by periodic orbits and the contraction-mapping approach to the Perron-Frobenius theorem for matrices, and the idea of a renormalization procedure, Chazottes, Gambaudo and Ugalde [4] proved that as t → ∞, the family (µ tφ ) t>0 converges to a measure that is concentrated on a certain subshift of finite type, which is the union of transitive subshifts of finite type. Recently, Contreras [5] proved that for expanding transformations, the maximizing measures of a generic Lipschitz function are supported on a single periodic orbit. As well as results for convergence, there are also counterexamples to convergence. Namely, Chazottes and Hochman [3] and more recently Coronel and Rivera-Letelier [7] provided examples for which the zero temperature limit does not exist. A non-converging example with a discontinuous function was provided earlier by Van Enter and Ruszel [23] .
The goal in this paper is to classify the topological structure of the space of locally constant functions over subshifts of finite type in terms of their zerotemperature measures. Our approach is to apply the connection between the distribution of the zero-temperature measures and the geometric properties of the generalized rotational sets (see [17] ). In particular, we consider a higher dimensional function Φ that encodes all one-dimensional functions.
We then obtain a topological classification of the zero-temperature limits of locally constant functions in terms of geometric properties of the generalized rotation set of Φ.
1.2. Statement of the Results. Let f : X → X be a subshift of finite type and let LC k (X, R) denote the space of functions that are constant on cylinders of length k. Let m c (k) denote the cardinality of the set of cylinders of length k. Thus, we can identify LC k (X, R) with R mc(k) which makes LC k (X, R) a Banach space when endowed with the standard norm. Under this topology, we derive a specific description of the zero-temperature measures for the functions in LC k (X, R). The following is our main result.
Theorem A. Let f : X → X be a transitive subshift of finite type and let k ∈ N. Then there exists a partition of LC k (X, R) into finitely many path connected sets U 0 , · · · , U κ , U κ+1 , · · · , U ℓ such that the following properties hold:
(a) There exist finite sets of ergodic measures M 0 , · · · , M κ with |M i | = n i such that for any 0 ≤ i ≤ κ and any φ ∈ U i ,
where
periodic point. Moreover, for any φ ∈ U i the measure µ x i is the zerotemperature measure µ(φ) and the unique maximizing measure of φ. Further, the orbit of x i is the unique optimal periodic orbit of φ.
(c) The subsets U i , κ + 1 ≤ i ≤ ℓ are open subsets in LC k (X, R) and
(d) The entropy of the measures in M i is constant. Moreover, the func-
are constant on U i . (e) The set U 0 = {φ ≡ const} and M 0 = {µ 0 }, where µ 0 is the unique measure of maximal entropy of f . If φ ≡ 0 then for any neighborhood
Since the set of locally constant functions LC(X, R) = k∈N LC k (X, R), we have the following direct corollary.
We point out that Nekhoroshev [19] considered the case of two-sided fullshifts and proved a nonexplicit version of Theorem A (b) and (c). In contrast, our result is direct in the sense that we construct the path connected components U i explicitly through the direction vectors of the faces of a polyhedron rotation set associated with a computable universal higher dimensional function (see Theorem 5) . Combining this identification with recently obtained computability results for rotation sets [2] , we are able to explicitly compute the sets U i and M i . Another advantage of Theorem A is that it's proof provides additional information about the relative position among the components U i . For example, for any pair U i 1 and U i 2 , it is possible to decide if U i 1 and U i 2 are connected by a path of functions that stays entirely in U i 1 ∪ U i 2 . We also mention that our methods are geometric in nature and in particular do not make use of Ruelle-Perron-Frobenius's transfer operator theory. This suggests that our methods could be extended to handle more general classes of systems and functions.
As mentioned earlier, to obtain Theorem A we apply the theory of higher dimensional generalized rotation sets. For Φ ∈ C(X, R m ) we denote by Rot(Φ) the generalized rotation set of Φ which is the set of all µ-integrals of Φ, where µ runs over the f -invariant probability measures M on X. We refer to Section 2.3 for references and details. We develop versions of Theorem A for higher dimensional functions (Theorems 4 and 5). We then identify the zero-temperature measures µ(φ) in Theorem A as certain entropy maximizing measures at the boundary of a universal rotation set. Naturally, this leads to the question how the entropy varies on the boundary of rotation sets.
For w ∈ Rot(Φ) we denote by M Φ (w) = {µ ∈ M : rv(µ) = w} the rotation class of w. Following [13, 16] , we define the localized entropy at w ∈ Rot(Φ) by
The upper semi-continuity of µ → h µ (f ) implies that w → H(w) is upper semi-continuous on Rot(Φ). Further, since µ → h µ (f ) is affine, w → H(w) is concave and consequently continuous on the (relative) interior of Rot(Φ).
Here the relative interior of a set is defined as the interior of the set considered as a subset of its affine hull. We note that, in general, w → H(w) is not continuous on Rot(Φ), see [24] . However, if Φ ∈ LC(X, R m ) then by Ziemian's Theorem (see Theorem 1 in the text), Rot(Φ) is a polyhedron and thus the celebrated Gale-Klee-Rockafellar Theorem [8] implies that w → H(w) is continuous on Rot(Φ). It is shown in [17] that for Hölder continuous functions Φ (and therefore in particular for locally constant functions Φ ∈ LC(X, R m )) the localized entropy w → H(w) is analytic on the interior of Rot(Φ).
Since the rotation set of Φ ∈ LC(X, R m ) is a polyhedron it follows that the faces of Rot(Φ) are (lower-dimensional) polyhedra as well. One might suspect that H restricted to the relative interior (which we abbreviate by ri ) of a face of Rot(Φ) is also analytic. However, we are able to prove the following somewhat unexpected result (see Example 1, Proposition 3 and Theorem 8 in the text).
Theorem B. Let Φ ∈ LC(X, R m ) and let F be a non-singleton face of Rot(Φ). Then H| F is the concave envelop of finitely many concave functions h i : F i → R defined on sub-polyhedra F i ⊂ F . Moreover, the functions h i are analytic on ri F i , but H is in general not analytic on ri F . If m = 2 then H is a piecewise C 1 -function on ∂Rot(Φ). This paper is organized as follows. In Section 2 we review some basic concepts and results about symbolic dynamics, zero-temperature measures, the thermodynamic formalism and generalized rotation sets. Section 3 is devoted to the study of zero-temperature measures of higher dimensional functions in terms of their rotation sets. In Section 4, we present the proof of Theorem A. Finally, in Section 5 we study the regularity of the localized entropy function at the boundary of rotation sets.
Preliminaries
In this section we discuss relevant background material which will be used later on. We will continue to use the notations from Section 1. We start by recalling basic facts from symbolic dynamics.
2.1. Shift maps. Let d ∈ N and let A = {0, · · · , d − 1} be a finite alphabet in d symbols. The (one-sided) shift space Σ d on the alphabet A is the set of all sequences x = (x n ) ∞ n=1 where x n ∈ A for all n ∈ N. We endow Σ d with the Tychonov product topology which makes Σ d a compact metrizable space. For example, given 0 < θ < 1 it is easy to see that
defines a metric which induces the Tychonov product topology on X. The shift map f :
In the following, we use the symbol X for any shift space including the full shift X = Σ d . A particular class of shift maps are subshifts of finite type. Namely, suppose A is a d × d matrix with values in {0, 1}, then consider the set of sequences given by X = X A = {x ∈ Σ d : A xn,x n+1 = 1}. The set X A is a closed (and, therefore, compact) f -invariant set, and we say that f | X A a subshift of finite type. By reducing the alphabet, if necessary, we always assume that A does not contain letters that do not occur in any of the sequences in X A . Let f : X → X be an one-sided subshift. Given x ∈ X we write π n (x) = (x 1 , · · · , x n ). Moreover, for τ = (τ 1 , · · · , τ n ) ∈ A n we denote by
the cylinder generated by τ and by O(τ ) = (τ 1 , ..., τ n , τ 1 , ..., τ n , ...) the periodic point generated by τ provided O(τ ) ∈ X. In this case n is referred to as the length of the cylinder and to the period of the periodic point respectively. Given x ∈ X and k ∈ N we call C k (x) = C(π k (x)) the cylinder of length k generated by x. We denote by m c (k) = m c (A, k) the cardinality of the set of cylinders of length k. Note that m c (k) ≤ d k .
We denote by Per n (f ) the set of all periodic points of f with period n. Moreover, Per(f ) = n≥1 Per n (f ) denotes the set of periodic points of f . If n = 1 we say x is a fixed point of f . If x ∈ Per(f ) then we call the smallest period the prime period of x. In the following we always assume that n is the prime period of x.
We say x is a k-elementary periodic point with period n if C k (f i (x)) = C k (f j (x)) for all i, j = 0, · · · , n−1 with i = j. In case k = 1 we simply say x is an elementary periodic point. We denote by EPer k n (f ) the set of all k-elementary periodic points with period n and by EPer k (f ) the set of all k-elementary periodic points.
Remark 1.
We note that the period of a k-elementary periodic point is at most m c (k). In particular,
Definition 2. Let x, y be k-elementary periodic points of f with period n.
We say x and y are k-permutable if
Clearly, being k-permutable is an equivalence relation on the set of kelementary periodic points. For x ∈ Per n (f ) we denote by µ x be the unique invariant measure supported on the orbit of x, that is µ x = 1/n
We note that in this paper we consider the case one-sided shift maps. However, all our result carry over to the case of two-sided shift maps. For details how to make the connection between one-sided shift maps and twosided shift maps we refer to [13] . 
, is the smallest convex set containing K.
We will work with the standard topology on R m . For K ⊂ R m we denote by int K the interior of K, by ∂K the boundary of K and by K the closure of K. The relative interior of K, denoted by ri K, is the interior of K with respect to the topology of the smallest affine subspace of R m containing K.
For a non-zero vector α ∈ R m and a ∈ R the hyperplane H = H α,a def = {u ∈ R m : u · α = a} is said to cut K if both open half spaces determined by H contain points of K. Here α is a normal vector to H. We say that H is a supporting hyperplane for K if its distance to K is zero but it does not cut K.
A set F ⊂ K is a face of K if there exist a supporting hyperplane H such that F = K ∩ H. We say a normal vector α to H is pointing away from K if for w ∈ H the point α + w belongs to the open half space of R m \ H that does not intersect K. We note that if K has a non-empty interior then there exists a unique unit normal vector to H that is pointing away from K. A point w ∈ K is called exposed if {w} is a face of K. We say K is a polyhedron if it is the convex hull of finitely many points in R m . In this case the vertices of K coincide with the exposed points of K.
Generalized rotation sets.
Given a m-dimensional continuous function (also called a m-dimensional potential) Φ = (φ 1 , · · · , φ n ), we define the generalized rotation set of Φ under the dynamics f by
where M = M f denotes the set of f -invariant Borel probability measures on X endowed with weak* topology. This makes M a compact convex metrizable topological space. We call
the rotation vector of µ. It follows from the definition that the rotation set is a compact and convex subset of R m . We note that in general the geometry of rotation sets is quite complicated. Indeed, it is proved in [16] that every compact and convex set K ⊂ R m is attained as the rotation set of some m-dimensional function Φ. We point out that generalized rotation sets can be considered as generalizations of Poincaré's rotation number of an orientation preserving homeomorphism, see [10, 13, 16, 20, 26] for further references and details.
2.4. Locally constant functions. Let f : X → X be a subshift of finite type on the alphabet A = {0, · · · , d − 1} with transition matrix A. Let m ∈ N and Φ ∈ C(X, R m ). Given k ∈ N we define
We say Φ is constant on cylinders of length k if var k (Φ) = 0. It is easy to see that Φ is locally constant if and only if Φ is constant on cylinders of length k for some k ∈ N. We denote by LC k (X, R m ) the set of all Φ that are constant on cylinders of length k.
Recall the definition of the rotation set Rot(Φ) of Φ in Equation (3). Based on work of Ziemian [26] and Jenkinson [13] , we provide the necessary tools for the study of zero-temperature measures and rotation sets. We start with the following elementary result. 
Proof. The proof is elementary and can be for example found in [2] . For our exposition we only require the definitions of the subshift g and the conjugating map h. Let {C k (0), . . . , C k (m c (k) − 1)} denote the set of cylinders of length k in X, which we identify with A ′ = {0, . . . , d ′ − 1}. The transition matrix A ′ is defined by a ′ i,j = 1 if and only if there exists x ∈ X with C k (x) = i and C k (f (x)) = j. Let Y = Y A ′ be the shift space in A ′ N given by the transition matrix A ′ . Furthermore, let g : Y → Y be the corresponding map for the subshift of finite type. For x ∈ X we define h(
Ziemian [26] proved that the rotation set of a function Φ that is constant on cylinders of length two is a polyhedron. This result extends to functions that are constant on cylinders of length k ≥ 1, see e.g. [2, 13] . Theorem 1. Let f : X → X be a transitive subshift of finite type and let Φ ∈ LC k (X, R m ). Then Rot(Φ) is a polyhedron, in particular Rot(Φ) is the convex hull of rv({µ x : x ∈ EPer k (f )}).
Next, we discuss the set of measures whose rotation vectors belong to a face of Rot(Φ). We follow Jenkinson [13] for our exposition. Let f : X → X be a transitive subshift of finite type with transition matrix A. Moreover, let Φ ∈ LC k (X, R m ). By Theorem 1, the rotation set Rot(Φ) is a polyhedron. Let F be a face of Rot(Φ), and let x 1 , · · · , x ℓ denote the kelementary periodic points whose rotation vectors lie in F . Note that, in this list of k-elementary periodic points, points in the same orbit are considered distinct. It follows from Theorem 1 that F = conv(rv(µ x 1 ), · · · , rv(µ x ℓ )). For each r ∈ {1, · · · , ℓ}, let p(r) be the period of x r . Further, let s r = (x r 1 , · · · , x r p(r) ) be the generating segment of the periodic point x r . We define
The set X F coincides with of the set of all infinite g-admissible concatenations of the generating segments s 1 , · · · , s ℓ (see [13] ). Here we say that the concatenation of s r 1 with s r 2 is g-admissible if the generating sequences of the periodic points h(x r 1 ) and h(x r 2 ) can be concatenated in the shift (5), that f | X F is non-wandering. Let G B be Markov graph associated with the transition matrix B and let G 1 , · · · , G t denote the transitive components of G B . Moreover, for each G i , let B i denote the associated transition matrix. Define X i = X B i . Since f | X F is non-wandering, it follows from the construction that
Observe that f | X i is a transitive subshift of finite type without transitions between sets other than X i (see, e.g., Corollary. 5.1.3 in [15] ). We note that this includes the possibility of X i being a single periodic orbit.
Theorem 2. Let f : X → X be a transitive subshift of finite type, and let Φ ∈ LC k (X, R m ). Let F be a face of Rot(Φ), and let µ ∈ M. Then rv(µ) ∈ F if and only if supp µ ∈ X F .
Proof. For k = 2 the assertion is proven in [13] . The general case can be easily deduced from the case k = 2, Proposition 1, and using the fact that
2.5. Equilibrium states, ground states and zero-temperature measures. Let f : X → X be a transitive subshift of finite type. Given a continuous function φ : X → R, we denote the topological pressure of φ (with respect to f ) by P top (φ) and the topological entropy of f by h top (f ) (see [22] for the definition and further details).
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The topological pressure satisfies the well-known variational principle, namely,
A measure µ ∈ M that attains the supremum in (7) is called an equilibrium state (also called equilibrium measure) of the function φ. We denote by ES(φ) the set of all equilibrium states of φ. Since µ → h µ (f ) is upper semi-continuous we have ES(φ) = ∅, in particular ES(φ) contains at least one ergodic equilibrium state. Moreover, if φ is Hölder continuous (and in particular if φ is locally constant) then φ has a unique equilibrium state that we denote by µ φ . Next we give the definition for ground states. We say µ ∈ M is a ground state of the function φ if there exists a sequence (t n ) n ⊂ R with t n → ∞, and corresponding equilibrium states µ tnφ ∈ ES(t n φ) such that µ tnφ → µ as n → ∞. Here we think of t as the inverse temperature 1/T of the system. Thus, a ground state is an accumulation point of equilibrium states when the temperature approaches zero. We denote by GS(φ) the set of all ground states of φ.
In order to define zero-temperature measures we require convergence of the measures µ tφ rather than only convergence of a subsequence. Namely, suppose there exists t 0 ≥ 0 such that for all t ≥ t 0 the function tφ has a unique equilibrium state. We say µ(φ) ∈ M is a zero-temperature measure of the function φ if µ(φ) is the weak * limit of the measures µ tφ .
Let now Φ : X → R m be a continuous function and let
exists, we call µ(α · Φ) the zero temperature measure in direction α.
Classification of higher dimensional functions
The strategy to prove Theorem A is to construct a suitable higher dimensional function Φ that encodes all one-dimensional functions. With this goal in mind we provide in this section a classification of higher dimensional functions in terms of the "shape" of their generalized rotation subsets.
This classification will make use of a result in [17] that connects the geometry of the rotation set with the rotation vectors of the corresponding ground states. While this result is originally stated for continuous maps on compact metric spaces, here we only consider the case of subshifts of finite type.
We need the following notation. Let f : X → X be a subshift of finite type, and let Φ ∈ C(X, R m ) be a fixed m-dimensional continuous function. Given a direction vector α ∈ S m−1 we denote by H α (Φ) the supporting hyperplane of Rot(Φ) for which α is the normal vector that points away from Rot(Φ). Since Rot(Φ) is a compact convex set, it follows from standard arguments in convex geometry that H α (Φ) is well-defined. We denote by
Theorem 3 ([17]
). Let f : X → X be a transitive subshift of finite type, let Φ ∈ C(X, R m ) and let α ∈ S m−1 . Then (a) If µ is a ground state of α · Φ then rv(µ) ∈ F α (Φ), and
We recall that for a locally constant function Φ, for each α ∈ S m−1 there exists a unique ground state µ(α · Φ) of α · Φ , i.e., the zero-temperature limit exists. In particular, in the locally constant case the set {rv(µ) : µ ∈ GS(α · Φ)} in Theorem 3 (b) is a singleton.
We continue to use the notation from Sections 1 and 2. Let f : X → X be a transitive one-sided subshift of finite type (see Section 2 for details). Let k, m ∈ N and let Φ ∈ LC k (X, R m ). By Ziemian's Theorem (Theorem 1 in this paper), Rot(Φ) is a polyhedron. Let V Φ = {w 1 , · · · , w r } denote the vertex set of Rot(Φ). Clearly, r depends on Φ. Again by Ziemian's Theorem, Rot(Φ) is the convex hull of the rotation vectors of k-elementary periodic point measures (see Section 2 for the definition and details). It follows that each w j ∈ V Φ has at least one k-elementary periodic point measure in its rotation class M Φ (w j ). We will make use of the following definition.
Definition 3. We denote by U (k) = U (k, m) the set of functions Φ in LC k (X, R m ) with the following properties.
(a) For each vertex w of Rot(Φ) there exist n = n(w) ∈ N and disjoint cylinders
It follows readily from Definition 3 that any pair of k-elementary periodic points in a vertex rotation class must be k-permutable. Further, any such point has period n. We now establish a crucial property of the functions in U (k). Proposition 2. Let Φ ∈ U (k) and let w be a vertex of Rot(Φ). Let X F denote the subshift of finite type associated with the face F = {w} (see Equation (5)). Then there exist n ∈ N and x ∈ EPer
(a) By definition of U (k), every k-elementary periodic point in X F has period n. (b) Every periodic orbit can be written as a finite concatenation of kelementary periodic orbits. (c) The shift X F is given by the infinite g-admissible concatenations of generating sequences of k-elementary periodic orbits in X F (see Section 2.4.). It follows from (c) that in order to prove the proposition, it suffices to show that X F contains one and only one k-elementary periodic orbit. Let x, y ∈ EPer k (f ) with rv(µ x ) = rv(µ y ) = w. By (a), both x and y have period n. We have to show that x and y belong to the same periodic orbit. Assume on the contrary that x and y have distinct k-permutable orbits. Let τ x = (x 1 , · · · , x n ) and τ y = (y 1 , · · · , y n ) be the generating sequences of x and y respectively. By replacing x with an iterate of x if necessary, we may assume x 1 = y 1 . Thus, the cylinders x n and y n can both be followed by the cylinder x 1 . Define l = max{ι ∈ {2, · · · , n} : x ι = y ι }. It follows that there exist unique 2 ≤ i, j ≤ l − 1 such that x i = y l and y j = x l . That is,
We define a = (
, and
Hence τ x = abc and τ y = a ′ b ′ c ′ . By Equations (11), (12) , bb ′ , ac ′ and a ′ c are generating sequences of periodic points of g. We write ξ 1 = O(bb ′ ), ξ 2 = O(ac ′ ) and ξ 3 = O(a ′ c) (See Figure 1. ) and denote by n 1 , n 2 , n 3 the periods of the periodic points ξ 1 , ξ 2 , ξ 3 respectively. It follows from the observation that ξ 1 ∈ X F since x 1 ∈ bb ′ . Similarly, ξ 2 , ξ 3 ∈ X F since x l ∈ ac ′ and y l ∈ a ′ c. Let α ∈ S m−1 be a direction vector associated with F . We define the one-dimensional function φ = α · Φ. It follows that α · w = max Rot(φ), where Rot(φ) denotes the rotation set of φ which is a compact interval in R. Moreover, F 1 = {α · w} is a face of Rot(φ) with X F 1 = X F . Since ξ 1 , ξ 2 , ξ 3 ∈ X F we obtain φ dµ ξ 1 , φ dµ ξ 2 , φ dµ ξ 3 < α · w.
Note that the integrals in Equation (13) are averages of the values of φ on the corresponding cylinders. Together with x = abc and y = a ′ b ′ c ′ we may conclude that
Note that W A is the weighted average of the integrals φ dµ ξι , ι = 1, 2, 3. Thus, by Equation (13) we must have W A < α · w which gives a contradiction. Thus, x and y must belong to the same periodic orbit and the proof is complete. w + tα
Proof. In the proof we will make use of the following elementary Observation: If µ ∈ M and Φ,Φ ∈ C(X, R m ) with Φ −Φ < ε , then ||rv Φ (µ) − rvΦ(µ)|| < ε.
First we prove that
Without loss of generality we may assume that Rot(Φ) has nonempty interior because otherwise we can consider the relative interior of Rot(Φ). Let w be a vertex of Rot(Φ) and let
By Proposition 2,
for some k-elementary periodic point x with period n. Claim 1: There exists ε w > 0, such that ifΦ ∈ LC k (X, R m ) with Φ − Φ < ε w thenw = rvΦ({µ x : x ∈ E per (w)}) is a vertex of Rot(Φ). Let H = H(w) be a supporting hyperplane of the face {w} of Rot(Φ). It follows from the definition that for all y ∈ EPer k (f ) \ E per (w) the rotation vectors rv(µ y ) lie in the same open half space determined by H. Moreover, since EPer k (f ) is finite, we have
Let now Φ −Φ < ε w . By applying Observation 1 we conclude thatH = (w−w)+H is a supporting hyperplane of the face {w} of conv({rvΦ(µ y ) : y ∈ EPer(f )}). Therefore, Claim 1 follows from Theorem 1. Define E per (Φ) = E per (w), where the union is taken over all vertices w of Rot(Φ). Claim 2: There exists ε 0 > 0 such that ifΦ ∈ LC k (X, R m ) with Φ−Φ < ε 0 , then rvΦ({µ y :
. Consider Φ ∈ LC k (X, R m ) with Φ −Φ < ε 0 . Since Rot(Φ) = conv({rv Φ (µ y ) : y ∈ E per (Φ)}), Observation 1 implies that the Hausdorff distance of ∂Rot(Φ) and ∂conv({rvΦ(µ y ) : y ∈ E per (Φ)}) is smaller than ε 0 . Moreover, Observation 1 yields that rvΦ(µ y ) ∈ B(rv Φ (µ y ), ε 0 ) for all y ∈ EPer k (f )\E per (Φ). Together this implies that rvΦ({µ y : y ∈ EPer k (f ) \ E per (Φ)}) ⊂ int conv({rvΦ(µ x ) : x ∈ E per (Φ)}) which implies Claim 2.
Finally we define ε 0 = min{ε 0 } ∪ {ε w : w vertex of Rot(Φ)}. We now apply Claim 1 and Claim 2 and conclude that ifΦ ∈ LC k (X, R m ) with Φ −Φ < ε thenΦ ∈ U (k). Hence, U (k) is open. The statement that U (k) is nonempty will follow from part (b).
Next we prove LC k (X, R m ) = U (k). Let Φ ∈ LC k (X, R m ). Suppose there exists a non-vertex point w ∈ ∂Rot(Φ) with at least one k-elementary periodic measure in the rotation class of w. Pick x ∈ EPer k n (f ) with rv(µ x ) = w which is minimal in the following sense: There is no elementary periodic orbit y with rv(µ y ) = w whose cylinder set associated with y (cf Definition 1) is a proper subset of the cylinder set {C i = C(f i (x)) : i = 0, · · · , n − 1} of the generating sequence of x. Clearly, such a minimal x exists. Let α ∈ S m−1 be a direction vector of the largest (in the sense of inclusion) face containing w. Further, let χ x denote the characteristic function of C 0 ∪ · · · ∪ C n−1 on X. We define a perturbation of Φ along the direction vector α. More precisely, we define
Clearly, Φ t → Φ as t → 0. It follows that the corresponding rotation vector w + tα is a vertex point of Rot(Φ t ) for any t > 0. Moreover, the vertex point w + tα satisfies Property (a) of Definition 3. Therefore, by applying the argument in the proof of Proposition 2 to the face {w + tα} we may conclude that w + tα has only one k-elementary periodic point measure in its Φ t rotation class. (See Figure 2) . Using induction and performing this perturbation one by one (and arbitrarily small) we can remove all non-vertex rotation vectors of elementary periodic point measures from the boundary of Rot(Φ) by an arbitrary small perturbation. To complete the proof of (b) we still have to remove all but one k-elementary periodic point measures from the rotation classes of the other vertex points. However, this can be accomplished by performing a similar perturbation as in (15), and again doing it one by one, that is, vertex by vertex. We leave the details to the reader. Finally, we show Assertion (c). Let Φ ∈ U (k). By Proposition 2, for any direction vector α ∈ S m−1 of any of the vertices w of Rot(Φ), there is one and only one k-elementary periodic point measure in its rotation class {µ ∈ M : rv(µ) = ω}. By Theorems 2 and 3, the zero-temperature measure µ(α · Φ) is supported on this k-elementary periodic orbit. Since Rot(Φ) is a polyhedron, the direction vectors associated with the vertices of Rot(Φ) form a open and dense subset of S m−1 . This completes the proof of the theorem.
Remark 2. Note that in Theorem 4 (c) the direction vectors α that are associated with periodic point zero-temperature measures can in general not cover the entire sphere S m−1 . In particular, it is possible to show that there exists a nonempty open set V ⊂ U (k) such that for all Φ ∈ V we have h µ(α·Φ) (f ) > 0 for at least one α ∈ S m−1 .
The proof of the Theorem A
This section is devoted to the proof of our main result Theorem A. Our approach uses a suitable higher dimensional function Φ that encodes all onedimensional functions. We will then obtain Theorem A by applying results about the connection between rotation sets and zero-temperature measures (see Theorem 3) to the function Φ. We note that although Φ is far from being unique, we will call Φ a universal function.
We start by presenting a version of Theorem A for higher-dimensional functions. Recall that m c (k) denotes the cardinality of the set of cylinders of length k in X.
) and an analytic surjection I :
Proof. We first prove (a). Let k ∈ N and Φ ∈ LC k (X, R m ). It follows from Theorem 1 that the rotation set Rot(Φ) has finitely many faces F 1 , · · · , F ℓ . Therefore,
is a partition of S m−1 into disjoint nonempty sets of direction vectors. Let us consider a fixed face F ∈ {F 1 , · · · , F ℓ } and let α ∈ α(F ). By Theorem 3, the rotation vector of the zero-temperature measure µ(α · Φ) lies in the face F = F α (Φ), and
On the other hand, by Theorem 2, rv(ν) ∈ F if and only if supp ν ∈ X F , where
It follows that µ(α·Φ) is a measure of maximal entropy of f | X F . By Equation (6) , there exist t = t(F ) ∈ N and invariant sets X 1 , · · · , X t ⊂ X such that f | X j is a transitive subshift of finite type and
It is well known that for each j = 1, · · · , t there exists a unique measure of maximal maximal entropy µ F,j of f | X j (which is called the Parry measure of f | X j ). We conclude that
which is a finite set of ergodic measures. Define n F = |M F |.
Using that the entropy is affine on M we conclude that any measure of maximal entropy of f | X F must be a convex combination of measures in M F . In particular, for any α ∈ α(F ) there exist a 1,α , · · · , a n F ,α ≥ 0 with a j,α = 1 such that
where µ F,j ∈ M F . We define
It now follows from Equations (16), (19) and (20) that M(Φ) is a finite set of ergodic measures with the desired property. Finally, we define
Thus, for all α ∈ S m−1 we have h µ(α·Φ) (f ) ∈ E(Φ) which completes the proof of part (a).
Clearly, I is an analytic surjection. Moreover, for all φ ∈ LC k (X, R) \ {0} we have φ = ||L(φ)||I(φ) · Φ. We conclude from part (a) that µ(φ) = µ(I(φ) · Φ univ ) is a convex sum of measures in M(Φ univ ). Figure 3 . The partition of the sphere for a rotation set with ten faces. Remark 3. We note that the universal function Φ univ in part (b) of Theorem 5 is not unique. On the contrary, any function Φ ∈ LC k (X, R mc(k) ) whose values on the cylinders of length k form a basis in R mc(k) has this property. Thus, Φ has the universal function property for a dense open subset of functions in LC k (X, R mc(k) ).
By putting together the results of Proposition 2 and Theorems 4 and 5 we are finally ready to prove Theorem A.
The proof of Theorem A. Fix k ∈ N and let m = m c (k). It follows from Theorem 5 (c) and Remark 3 that there exists a universal function Φ univ ∈ LC k (X, R m ) such that Φ univ ∈ U (k). Since Φ univ is universal, there exist unique α 0 , α 1 ∈ S m−1 such that α i · Φ univ ≡ const. Note that α 0 = −α 1 . We define U 0 = {φ ≡ const} = {sα 0 · Φ univ : s ∈ R} which shows that U 0 is path connected. It follows that Rot(Φ univ ) is contained in an affine (m − 1)-dimensional subspace of R m . By definition Rot(Φ univ ) is a face of itself. Let F 1 , · · · , F κ , F κ+1 , · · · , F ℓ denote the other faces of Rot(Φ univ ). Here we arrange the faces such that F κ+1 , · · · , F ℓ are the vertex point faces of Rot(Φ univ ). For i = 1, · · · , ℓ we define
Clearly, {U 0 , · · · , U ℓ } is a partition of R m . (See Figure 3. ) Further, since the α(F i )'s are path connected subsets of S m−1 , we may conclude that the sets U i 's are also path connected. For i = 1, · · · , ℓ we define M i = M F i (see Equation (19) ). Further, we define M 0 = {µ 0 }, where µ 0 is the unique measure of maximal entropy of f . Assertion (a) now follows from Theorem 5 and Equation (20) . is a consequence of Equations (19) and (20) . Finally, Statement (e) follows from Definition (22) . The proof of Theorem A is complete.
Regularity of localized entropy function on the boundary
The goal in this section is to study the regularity of w → H(w) on the boundary of the rotation set for locally constant functions. Let f : X → X be a transitive subshift of finite type with transition matrix A and let Φ ∈ LC k (X, R m ). Applying Theorem B in [16] to our situation gives the following.
(ii) For all v ∈ R m , the measure µ v·Φ is the unique measure that maximizes entropy among the measures M Φ (T Φ (v)). In this case we say that µ v·Φ is the unique localized measure of maximal entropy at
More precisely, Theorem 6 was proved in [16] for so-called STP maps (which includes subshifts of finite type) and Hölder continuous functions. In [11] the authors give an alternate proof for Theorem 6 and provided a technique which allows to derive the analyticity of map w → H(w) also in the case int Rot(Φ) = ∅ but now on the relative interior of Rot(Φ).
Since the faces of the rotation set of locally constant functions are themselves polyhedra, one might expect from Theorem 6 that the localized entropy function restricted to the relative interior of such a face is also analytic. We will now construct an example that shows that analyticity does in general not hold on the relative interior of a face.
Let F be a face of Rot(Φ). It follows that F is also a polyhedron. Let d(F ) < m denote the dimension of F . Since we are interested in the regularity of the localized entropy function in the relative interior of F we may assume that F is not a singleton, i.e., d(F ) > 0. Let X F = X 1 ∪ · · · ∪ X t be as in Equations (5) and (6) . It follows that f i = f | X i is a transitive subshift of finite type and that 
It follows from the definition of A that f is transitive. Let w 1 , w 2 , w 3 ⊂ R 2 defined by w 1 = (0, 0), w 2 = (1, 0) and w 3 = (1/2, 1) and let ∆ denote the polyhedron (i.e. triangle) with vertices w 1 , w 2 , w 3 . We define the function Φ : X A → R 2 by
It follows from the construction that Φ is constant on cylinders of length 2. Let F be the line segment with endpoints w 1 and w 2 .
Theorem 7. Let f and Φ be as in Example 1. Then Rot(Φ) = ∆ and H is not analytic on the interior of the face F .
Proof. Since conv(Φ(X A )) = ∆ and since for each i = 1, 2, 3 the set Φ −1 ({w i }) contains a fixed point, the statement Rot(Φ) = ∆ follows from the convexity of ∆. Moreover, F is a face of Rot(Φ). Suppose x = (x n ) is a periodic point with µ x ∈ F . It follows from the definition of Φ that x n ∈ {0, 1, 3, 4} for all n ≥ 1. Define 
Moreover, each f | X A i is a transitive subshift that is conjugate to the full-shift in 2 symbols. This shows that h top (f | X A i ) = log 2. Hence, h top (f | X F ) = log 2. Let µ i denote the unique measure of maximal entropy for f | X A i , that is, the unique measure µ i satisfying h µ i (f ) = log 2. It follows that µ i is the Bernoulli measure that assigns each cylinder of length 2 the measure 1/4. We obtain by computation that It is a consequence of the identity theorem for analytic functions that if H were analytic on int F then H must be constant log 2 on F . We claim that
. By symmetry it is sufficient to consider the case w ∈ [0, 1/4). Since the entropy map ν → h ν (f ) is upper semi-continuous there exists ν ∈ M f | X F with rv(ν) = w and h ν (f ) = H(w). Using that X F = X A 1 ∪X A 2 we can write ν = λ 1 ν 1 +λ 2 ν 2 for some ν i ∈ M f | X A i and λ i ∈ [0, 1] with λ 1 + λ 2 = 1. If both, ν 1 = µ 1 and ν 2 = µ 2 then rv(ν) ∈ [v 1 , v 2 ] which is a contradiction. Thus, there must exist i ∈ {1, 2} with λ i > 0 and ν i = µ i ; in particular h ν i (f ) < log 2. Using that the entropy is affine, we conclude H(w) = h ν (f ) < log 2 which proves the claim. We obtain that H is not analytic on ri F .
Remark 4. (a)
In Example 1 the localized entropy function H| F is not analytic on the relative interior of the face F . However, it is fairly straightforward to show that H| F is a C 1 -map. In particular, this statement follows from Theorem 8 where we show that the localized entropy function is a piecewise C 1 -map on ∂Rot(Φ).
(b) Let Φ be as in Example 1 and let α = (0, −1). It is a consequence of Theorem 3 that the zero-temperature measure µ(α · Φ) of the function α · Φ is a convex combination of the the measures µ 1 and µ 2 . Using a symmetry argument similar to that in [17] , one can show that µ(α ·Φ) = Proposition 3. Let f : X → X be a transitive subshift of finite type and let Φ ∈ LC k (X, R m ). Let F be a face of Rot(Φ) and let X F = X 1 ∪ · · · ∪ X t be the decomposition of X F into transitive subshifts X i of finite type associated with F (see (5) and (6)). Then H| F is the concave envelope of
On the other hand, we clearly have F i ⊂ F for all i = 1, · · · , t and since F is convex we obtain that conv(F 1 ∪ · · · ∪ F t ) ⊂ F . Hence, h and H| F are both functions defined on F .
We need to show that h = H| F . Since H and therefore in particular H| F is a concave function, the statement h ≤ H| F follows directly from the definition of the concave envelope. Let w ∈ F . We claim that H(w) ≤ h(w). Since the entropy map ν → h ν (f ) is upper semi-continuous there exists
with h µ (f ) = H(w) and rv(µ) = w. Using that X F = X 1 ∪ · · · ∪ X t there exist µ 1 , · · · , µ t and λ 1 , · · · , λ t ≥ 0 with
Using that h is a concave function on F we may conclude that h(w) ≥ t i=1 λ i H i (rv(µ i )). On the other hand, the fact that the entropy is affine shows that H(w) = h µ (f ) = t i=1 λ i h µ i (f ). This proves the claim and the proof of the proposition is complete.
The following example shows the possibility of a line segment face F with a relative interior point at which H| F is not differentiable.
Example 2. Let f : X → X be a transitive subshift of finite type. Moreover, let Φ ∈ LC k (X, R 2 ) such that Rot(Φ) has a line segment face F = [w 1 , w 3 ] such that X F decomposes into X F = X 1 ∪ X 2 ∪ X 3 (see Equations (5) and (6)) with the following properties: (a) Rot(Φ| X i ) = {w i } for i = 1, 3 and Rot(Φ| X 2 ) = {w 2 } where
It now follows from Proposition 3 that the graph of H| F is given by the line segments joining (w 1 ,
Note that a function Φ satisfying the conditions in Example 2 can be obtained by making a slight modification of the construction in Example 1. We leave the details to the reader.
We recall that for k ∈ N 0 ∪ {∞, ω} a function h :
We say H is piecewise C k on the boundary of Rot(Φ) if there exist finitely many points a 0 , · · · , a ℓ = a 0 ∈ ∂Rot(Φ) such that [a i , a i+1 ] is a line segment contained in a face F i of Rot(Φ) and H| (a i ,a i+1 ) is C k .
We will use the following elementary fact.
The statement follows from an elementary induction argument and is left to the reader. Finally, we prove the following. Theorem 8. Let f : X → X be a transitive subshift of finite type and let Φ ∈ LC k (X, R 2 ). Then the localized entropy function H is piecewise C 1 on ∂Rot(Φ). Moreover, the non-differentiability points of H| ∂Rot(Φ) are rotation vectors of k-elementary periodic point measures.
Proof. Since ∂Rot(Φ) is a polygon whose vertices are rotation vectors of elementary periodic point measures, it is sufficient to proof the statement for every face of Rot(Φ). Let F be such a face. If F is a singleton then there is nothing to prove. Thus, we can assume that F is a non-trivial line segment. Let X F = X 1 ∪ · · · ∪ X t be the decomposition of X F into transitive subshifts X i (see Equations (5) and (6)). Further, let
. We will prove the statement by induction for t. If t = 1 then X F is itself a transitive subshift of finite type. As a consequence of Theorem 6 (see the discussion after the statement of Theorem 6) we obtain that H| F = H 1 is real-analytic on the relative interior of F and therefore in particular of class C 1 . t → t + 1 : Applying Proposition 3 and Lemma 1 we conclude that it is sufficient to consider the case t = 1. Assume that the assertions of the theorem hold for H 1 . As before Theorem 6 implies that H 2 is real-analytic on the relative interior of F 2 . Moreover, the end points of the intervals F i are rotation vectors of k-elementary periodic point measures. Let w 0 ∈ ri F such that w 0 does not coincide with a rotation vector of a k-elementary periodic point measure. In particular, w 0 is not an end point of the intervals F 1 and F 2 . Since there are only finitely many k-elementary orbits, there exists a neighborhood U ⊂ F of w 0 which does not contain a rotation vector of a k-elementary periodic point measure. Hence, H i | U ∈ C 1 (U, R) for i = 1, 2. In what follows we only consider points in U . Further, whenever we refer to a line segment of the graph of H we mean a non-trivial line segment of maximal length. Our proof is based on the following two elementary observations. Observation 1: If (w 0 , H(w 0 )) lies on a line segment of the graph of H and H i (w 0 ) = H(w 0 ) then DH i (w 0 ) coincides with the slope of the line segment.
Observation 2: If H(w 0 ) = H 1 (w 0 ) = H 2 (w 0 ) then DH 1 (w 0 ) = DH 2 (w 0 ). Observations 1 and 2 follow from the facts that H i | U ∈ C 1 (U, R) and that H i and H are concave functions. We leave the elementary proofs to the reader. To prove the theorem we need to show that H| F is C 1 at w 0 . We shall consider several cases. Case 1: The point (w 0 , H(w 0 )) belongs to the interior of a line segment of the graph of H. In this case H is affine in a neighborhood of w 0 and is therefore C 1 . Case 2: There exists a neighborhood V ⊂ F of w 0 such that H| V = H i | V for some i ∈ {1, 2}. This case is trivial since H i is C 1 on U ∩ V . Case 3: The point (w 0 , H(w 0 )) is an end point of two distinct line segments of the graph of H. Let L l denote the line segment on the left-hand side of w 0 and L r the line segment on the right-hand side of w 0 . We claim that this case can not occur. Otherwise, by maximality of the line segments (also using that H is concave), the slope of L l must be strictly larger than the slope of L r . We conclude that (w 0 , H(w 0 )) is an extreme point of the region bounded above by the graph of H. Let µ ∈ M f | X F with rv(µ) = w 0 and h µ (f ) = H(w 0 ), i.e., µ is a localized measure of maximal entropy at w 0 . It follows from an ergodic decomposition argument and the extreme point property of (w 0 , H(w 0 )) that we can assume that µ is ergodic. Hence, µ must be supported on X i for some i = 1, 2. We conclude that H i (w 0 ) = H(w 0 ). It now follows from Observation 1 that DH i (w) coincides with both, the slope of L l and the slope of L r . But this is a contradiction and the claim is proven. Case 4: There is a neighborhood V ⊂ F of w on which the graph of H coincides on one side of w with a line segment and on the other side with the graph of H i for some i = 1, 2. In this case H restricted to V \ {w} is clearly a C 1 -function. Moreover, Observation 1 shows that H is C 1 on V . Case 5: H 1 (w 0 ) = H 2 (w 0 ) = H(w 0 ) and neither of the Cases 1-4 applies. First note that Cases 1-5 actually cover all possibilities. Indeed, if H(w) > max{H 1 (w 0 ), H 2 (w 0 )} then (w, H(w)) must lie in the interior of a line segment of the graph of H which is Case 1. Moreover, if H 1 (w 0 ) < H 2 (w 0 ) = H(w 0 ) or H 2 (w 0 ) < H 1 (w 0 ) = H(w 0 ) then one of the Cases 1,2 or 4 applies. Next we show that H is differentiable at w 0 . By Observation 2, DH 1 (w 0 ) = DH 2 (w 0 ). Clearly, the previous cases fail either on the lefthand side of w 0 or on the right-hand of w 0 or on both sides. Without loss of generality we only consider the left-hand side case. The right-hand side case is analogous. Since Cases 1-4 do not apply in any neighborhood V ⊂ F of w 0 there exist ε > 0 and a strictly increasing sequence (w n ) n ⊂ (w 0 −ε, w 0 ) with lim w n = w 0 such that H(w n ) = H 1 (w n ) for n even and H(w n ) = H 2 (w n ) for n odd. We note that this includes the possibility of H 1 (w i ) = H 2 (w i ) for i = n, n + 1 in which case the graph of H must contain a line segment between the points (w n , H(w n )) and (w n+1 , H(w n+1 )). Let w ∈ [w 1 , w 0 ) and let N ∈ N such that w ∈ [w N , w N +1 ). Using that H is concave, we conclude 
Clearly both difference quotients on the right-hand side of Equation ( It now follows from either applying the same argument to the right-hand side of w 0 or from Cases 1-4 that H is differentiable at w 0 with DH(w 0 ) = DH 1 (w 0 ) = DH 2 (w 0 ). Let now w ∈ V . From previous arguments (including Cases 1-4) we know that H is differentiable at w. Moreover, we either have DH(w) = DH i (w) for some i = 1, 2, or (w, H(w)) lies on a line segment of the graph of H with one endpoint of this line segment being closer to w 0 as w. Finally, since DH(w 0 ) = DH 1 (w 0 ) = DH 2 (w 0 ) we obtain lim w→w 0 DH(w) = DH(w 0 ). Thus H is C 1 near w 0 .
Remark 5. One might ask if the proof of Theorem 8 can be extended to show that H is piecewise analytic on ∂Rot(Φ). In fact, piecewise analyticity holds provided the graph of H contains only finitely many line segments. We are not aware of an obstruction to having infinitely many lines segments. While we do not have an actual example, we believe that there do exist locally constant 2-dimensional functions such that H is not piecewise analytic on ∂Rot(Φ).
