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Preface

This book provides a system-oriented approach to electro-optical system
design. It is written for the sen ior and first-year graduate student of engineering and science.

The scope of this hook is limited to that of electro-optical systems for
information processing; it does not cover systems designed to utilize
optical energy for work. The emphasis is upon systems wherein information
is conveyed by means of an electro-optical beam such as in remote sensing,
guidance and tracking, and fiber optic and laser communication systems
with emphasis upon radiometric detection. Any system must be capable of
detecting incident electromagnetic flux before any data processing can
occur; thus, attention is also given to the optimization of systems for
maximum signal-to-noise ratio.

Any electro-optical system for information processing can be modeled
in terms of six basic subsystems : the source, intervening media, optical

subsystem, focal plane, signal-conditioning electronics, and output and
display.
The pedagogical approach is twofold: (1) to trace the signal flow from
the source through the system and (2) to develop a radiometric performance
equation in terms of the signal-to-noise ratio for optimization and sensitiv-

ity analysis.
The book is divided into two main parts. Part I (Chaps. I through
9) considers that level of design in which system and subsystem figures of
merit are defined and utilized to accomplish a radiometric feasibility study.
The feasibility study includes source characterization, flux transfer, optical
throughput, detection , noise , and uncertainty considerations to arrive at
system performance requirements. The consideration of system and subxiii
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system performance in terms of figures of merit provides an overview of
important design criteria and should prepare a person to direct and monitor
the development of a system without a knowledge of detailed subsystem
design.
Part II discusses detailed design considerations of various configurations of some of the subsystems introduced in Part I. No single book could
ever provide an all-inclusive coverage of the entire field of electro-optics,
nor could any one author be an expert in all aspects of system and
subsystem design. Part II necessarily reflects and is limited to the author's
expertise resulting from some 30 years associated with the Space Dynamics
Laboratory of Utah State University.
Chapters 10 and 11 discuss practical aspects of blackbody radiation
and optical media. This is accomplished by solving Planck's and Maxwell's
equations. Chapters 12 through 19 provide detailed design information for
some sensor subsystems. Chapter 20 covers calibration and error analysis.
Emphasis is placed upon achieving state-of-the-art performance in terms of
the system signal-to-noise ratio by considering the trade-offs necessary to
achieve system specifications. Detailed design criteria are presented for
several aspects of optical systems. These include basic optical configurations, modulation transfer function, and baffling; operation of thermal,
photon noise limited, and multiplier phototube detectors; and design of
electronic signal-conditioning subsystems, including low-noise preamplifiers
and detector coupling.
Numerous example problems are provided in the text to illustrate
numerical performance and dimensional analysis as applied to real-world
problems. Student exercises are also provided for each topic.
It is not possible to mention all those who have contributed to the
contents of this book. However, I am indebted to Dr. Doran J. Baker,
Chairman of the Electrical Engineering Department of Utah State University; to Allan J. Steed , Director of the Space Dynamics Laboratory; to
students who took the classes; to members of the SOL staff; and to Tes
Mace and Melinda Vance, who typed most of the manuscript. The research
from which the original notes were written was supported by the Air Force
Geophysics Laboratory, Bedford , Massachusetts . Drs. A. T. Stair, Jr. , and
R. E. Murphy in particular are acknowledged.

ELECTRO-OPTICAL
SYSTEM DESIGN
For Information Processing

one
FIGURES OF MERIT
AND FEASIBILITY
STUDY
Part 1 considers the design level in which system and subsystem figures of
merit are defined and utilized to accomplish a radiometric feasibWty study.

This study includes source characterization, flux transfer, optical throughput, detection, and noise considerations to arrive at system performance
requirements based on subsystem figures of merit. The development of a
radiometric performance equation provides for optimization and sensitivity

analysis in terms of the system signal-to-noise ratio. This approach, using
the generalized system model, provides an overview of important design
criteria that apply to any electro-optical system designed for processing
information.

chapter

J

Electro-optical Systems

1.1

INTRODUCTION

Electro-optical engineering is an extremely diverse field dealing with many

problems and solutions. The subject matter of this book is limited to
systems for information processing and does not include systems designed to
utilize optical energy for work. We are concerned primarily with information that is conveyed by means of a beam of electro-optical energy rather
than electric charge as in more conventional communication systems.

This book presents a system-oriented approach: the first step is to
define a generalized electro-optical system in which, by varying the nature
of the subsystems and components, we can realize numerous important

processing applications. The specific applications for which this generalized
electro-optical system is described are remote sensing (including environmental and earth resources, laboratory spectroscopy, and guidance and
tracking) and point-to-point communications.

Technical terms and definitions are introduced as needed. A summary
of the important terms, symbols, and units used in the text is given in the
glossary at the end of the book.
The field of electro-optical engineering results from the merger of two
related fie lds: electrical engineering and the science of optics. Electrical
engineering is concerned primarily with optimizing the generation, storage,
transmission, control, and conversion of electric energy. In some cases,

energy for doing work is the important quantity; in others, information is
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the important quantity, with energy providing the means for conveying that
information. Optics is the science that deals with light-its creation and
propagation, the changes it undergoes, and the effects it produces. The
science of optics is not limited to those regions of the electromagnetic
spectrum that produce sensory vision; many of the principles that apply to
visible light apply equally well to the ultraviolet and infrared regions of the
spectrum.
Electro-optical engineering might be defined as the engineering field
that is primarily concerned with optimizing the generation, storage, transmission, control, and conversion of opticol energy. In analogy with electrical
engineering, in some cases optical energy for doing work is the important
quantity, whereas in others information is the important quantity and
optical energy provides the means for conveying it.

1.2

THE ELECTRO-OPTICAL SYSTEM

The basic building blocks of a generalized electro-optical system for remote
sensing or for communications are given in Fig. 1.1. First there must be a
source of radiation, shown at the left in Fig. 1.1. After having been
modified by passing through an intervening medium and selectively collected by the optical subsystem, the radiation is incident upon a detector.
The detector output (an electric signal) is amplified and filtered by the
signal-conditioning electronic circuits. Finally, the output and display provides visual, graphic, or audio output (in communication systems) or
control voltages and feedback (in guidance systems) and often includes
inverse-transform (decoding) procedures in multiplexed systems.
All electro-optical systems designed for information processing utilize
the basic building blocks shown in Fig. 1.1. These may be considered under
the major headings of remote sensing and point-to-point communications.
1.2.1

Remote Sensing

Remote sensing deals with the characterization of a remote object through
measurement of the radiation properties of the object. The attributes of an
object cannot be measured directly by remote sensing of radiant flux but
must be inferred from the sensor's response to the flux incident upon the
entrance aperture. An object can be characterized using electro-optical
systems in five nearly independent domains: spatial (position, size, and
shape), spectral (distribution of energy as a function of wavelength or
frequency), temporal (variation of flux with time), polarization (orientation

Figure 1.1

A functional flow diagram for a general electro-optical system.
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of the electric field E vector), and coherence (phase of the elemental
radiators).
Every object in the universe is emitting and absorbing radiation
continuously unless it is at absolute zero temperature. In addition, the object
may be reflecting ambient or artificial radiation. It is possible to characterize a remote object using emitted, absorbed , or reflected radiation.

Remote sensing takes many forms. For example, the location of a
remote object may be determined using a simple spatial scheme, or a more
complex imaging system can provide a characterization of an entire scene.

The temperature, physical process, or energy levels associated with a plasma
can be determined from its spectral signature. The chemical composition of
a substance can be determined from its absorptance or emission spectra.

The properties of a contaminative film on the surface of a solid can be
determined using polarization techniques 1
Coherence (or partial coherence) has significant metrological implications that must often be taken into account in the design of high-resolution
optical systems-'
Discrimination is a measure of the ability to detect a signal that is
buried in noise. 3

A target can be characterized using the spatial, spectral, temporal,
polarization, and coherence properties of radiation, provided the radiation
contains sufficient information. Statistical decision theory is often used to
determine the presence or absence of an object in the scene. 4 A more
general approach to the problem of scene characterization is obtained using

pattern recognition theory ' by means of which the scene can be classified
into a number of useful categories.

Passive and active systems are defined according to whether the
radiation emanating from the remote object results from self-emission or
reflection of radiant energy from a natural source such as the sun, or from
artificial source, such as a laser. Examples of passive systems are missi le

guidance systems that detect the heat radiating from a target such as a jet
engine or engine rocket exhaust plume and the earth resources satellite
(LandSat), which makes use of a multispectral scanner that detects reflected
solar li ght. An example of an active system is a laser guidance system,

which seeks an object that is illuminated by a directed laser beam.
1.2.2

Point-to-Point Communications

Communication systems are utilized to transfer information from point to
point. There are two general categories of information: scene representation

(visual) and data transfer. Visual data communication systems include
photography, television, and radar. Lasers provide the primary optical
means of data transfer. Lasers, utilized as transmitters, exhibit great potential for high-data· rate communications applications. 6 Their narrow transmit

beam and narrow receiver field of view also provide the desirable character-
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istics of inherent privacy and jam resistance. Additional advantages of laser
systems are their immunity to nuclear detonation ionization effects, survivability; covertness; and small size, weight, and power requirements. Laser
systems have been proposed for satellite-to-ground communications for
operation under favorable atmospheric conditions.
The potentially high information-carrying capacity of optical waveguides (fiber optics), along with their convenient size and low weight, their
immunity from radio-frequency and electromagnetic interference, and above
all their very low cost potential, are reasons for further development and
application of ground-to-ground communication systems.

1.3 THE ELECTROMAGNETIC SPECTRUM

Energy transferred from one point to another in a beam of radiant energy
can be considered either as being propagated by wave motion or as a
stream of photon particles. Figure 1.2 identifies wavelength intervals within
which a common body of experimental techniques exist. These wavelength
regions are rather loosely defined and overlap.
The basic units of the International System (Systeme International, or
Sl) consisting of the meter (m), kilogram (kg), and second (s) are used
throughout this text (see Appendix A). However, an exception is made in
the case of wavelength and wavenumber as used to designate the spectrum;
the centimeter (em) is used for distance rather than the meter.
The Greek letter lambda(,\) is used to designate wavelength, which is
defined as the distance between two consecutive points in a wave that have
the same ph ase. The most common unit for wavelength is the micrometer
(I'm), where I' (Greek letter mu) is a prefix that represents 10 - 6 (see
Appendix B for a list of prefixes commonly used with the Sl system).
Alternati ve units for wavelength are the nanometer (nm}, where n represents 10 - 9, and the angstrom (A), which is defined as 10 - 10 m. The symbol
used to represent wavenumber is ;;, w here wavenumber is defined as the
number of wavelengths that would, at an instant, occupy a space 1 em in
length. The units for wavenumber mu st therefore be reciprocal centimeters:

I
ji = - = -

c

,\

(11)

where c is the velocity of light and v is the frequency in hertz (1 Hz = 1
cycle per second).
The spectral ranges considered in this book are categori zed on the
basis of distinct detection techniques as shown in Table 1.1. Electro-optical
systems are wavelength-dependent because of the nature of optical materi als.
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Figure 1.2 The electromagnetic spectrum . (Note: The scale is logarithm ic. ) (From C. L
Wyatt, Radiometric Calibration: Theory and Methods , Academic Press, New York, 1978,
p. 8. Used with permission.)
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Table 1.1

Ultraviolet (UV)
Visible (VIS)
Near infrared (NIR)
Short-wave infrared (SWIR)
Intermediate-wavelength infrared (IWIR)

Long-wavelength infrared (LWIR)

1.4

ELECTRO-OPTICAL SYSTEMS

REGIONS OF THE OPTICAL SPECTRUM

180-450 nm
450-750 nm
750-1000 nm
1- 51'm
5- 251'm
25- 1000 I'"'

SPECIFIC EXAMPLES OF ELECTRO-OPTICAL SYSTEMS

Electromagnetic radiation in the optical portion of the spectrum interacts
wit h materials in complex ways. This is fortunate, because it is the fact that
optical radiation is modified by reflection off or transmission through
various substances that provides the signatures by which remote objects or
processes can be characterized. However, the material's optical characteristics also result in numerous limitations for electro-optical systems, and th e
design is rendered more complex.
It was pointed out in the introduction to this chapter that information
processing using optical energy transfer is analogous to that of more
conventional electric circuits using electric charge transfer. However, in the
electro-optical system the "circuits" must be considered as " distributed"
rather than "lumped" as in simple electronic circuits. Optical circuits have
no equivalent to the zero- impedance wi re.
The following subsections illustrate specific examples of electrooptical systems that can be represented by the functional-flow diagram of
Fig. 1.1.

1.4.1

Remote-Sensing Systems

A system designed to collect radiant energy from a remote scene and
classify the elements of the scene into several categories can be represented
by Fig. 1.1. Reflected and emitted radiant energy from the scene objects is
incident upon the optics after having passed through and been modified by
the intervening medium (atmosphere). Unwanted radiation, coming directly
from the source and the background, also falls on the optics.
The optical and detector subsections are designed to determine the
spatial (field-of-view) and spectral (wavelength) response characteristics of
the sensor to reduce its sensitivity to off-axis sources and to limit its
response to those portions of the reflected or emitted spectrum that are
most characteristic of the objects of interest in the scene. The temporal,
polarization, and coherence properties of the optical and detector subsec-
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tions can also be designed to utilize whatever information the radiation may
contain in those domains.

The signal-conditioning system is designed to optimize the signal-tonoise ratio and to determine the system's temporal response.
The output and display subsystem may be capable of generating a
two-dimensional raster display of the scene processed to enhance objects of
interest, or it may classify the scene into several categories or objects of
interest, or it may simply make a decision as to the presence or absence of a
particular object within the scene. The display subsystem may perform any
one of various inverse-transform procedures to unscramble the multiplexed
data.
Active systems utilize artificial sources (laser beams, for example) to
illuminate the scene, so the unique characteristics of the source are incorpo-

rated into the design.
1.4.2

Laboratory Spectrometer

Spectroscopic analysis is a specialized application of remote sensing that
can also be represented by Fig. 1.1. In this case an artificial source provides
a smooth and continuously varying distribution of energy as a function of
wavelength. This radiant energy is reflected off a sample of the substance to
be analyzed in reflectance spectroscopy or is transmitted through the
sample to be analyzed in absorption spectroscopy. The optics and detector
subsystems function to determine the field of view and spectral response as
described in Sec. 1.4.1. The polarization properties of the source, sample,
and sensor create important metrological problems that must be considered.
The electronics and display subsystems can provide a graphic representation of the spectra or digital data output for computer graphics processing.
1.4.3

Missile Guidance System

Figure 1.1 can also represent a missile guidance system. In the case of an
active system, the source may be a pulsed laser directed at a target. The
optics and detector subsystems search and lock on the pulse-coded laser
radiation reflected off the target. The electronics and output subsystems
include servomechanisms to scan the optics and direct the missile toward

the target.
For a passive missile guidance system, the target may be a self-emitting jet engine of an enemy aircraft. The optics and detector subsystems
must be designed to discriminate between the target and competing sources
of radiant energy such as the earth, sun, or sunlit clouds. The atmosphere
(medium) constitutes a degrading feature of the system. Clouds, fog, and
haze may limit the system's application to those occasions or locations
(high altitude) where conditions are acceptable.

10
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1.4.4

Communications Link

Figure 1.1 can represent a communications link . In this case, the source
might be a laser encoded with data, and the medium could be the atmosphere or an optical waveguide (fiber optics). The optics and detector
collect the beam or couple the radiant energy from the fiber to the detector.
The electronics and output subsystems correspond to the decoding and
switching functions of complex communication systems.

1.5

SYSTEM NOMENCLATURE

There are a number of terms used to describe electro-optical sensors in the
literature. These terms are not used consistently, but they do convey some
indication of the type of measurement intended for a particular instrument.
They are generally composed of combinations of the prefixes and suffixes
listed in Table 1.2.
Radio refers to electromagnetic radiation in general. Photo refers to
visible radiation. Spectro refers to the division of the radiation into components. Meter implies a measurement is indicated, but the method of
presentation is not specified. Graph implies that the measurement is recorded in some graphic form. Scope implies that the radiation can be
viewed by the eye through the device. Thus, a radiometer is a sensor used to
measure radiation. However, the term generally implies that an absolute
measurement of radiant flux is made over a specific wavelength interval.
Additional adjectives may be used to specify the spectral interval that
the particular instrument measures, such as infrared radiometer, ultraviolet
radiometer, or microwave radiometer.
A photometer is an instrument used in the visible range, and it is
implied that the response is adjusted to give measurements in terms of the
visual effect. However, any sensor th at uses a multiplier phototube as the
detector is commonly referred to as a photometer regardless of the spectral
range.
In a similar manner, spectrometer is a general term for any device
used to measure rad iation at selected wavelengths. The spectrometer measures the distribution of radiant flux as a continuous function of wavelength
throughout a limited region of the electromagnetic spectrum that is defined

Table 1.2

PREFIXES AND SUFFIXES
USED TO DESIGNATE SENSORS

Prefix

Suffix

Radio

meter

Photo

graph

Spectro

scope
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WAVELENGTH (I-'m)

1.7

1.6

1.4

1.5
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Figure 1.3 The airglow spectrum of the hydroxyl obtained with the Utah State University field-widened interferometer-spectrometer. (From C. L. Wyatt, Radiometric Calibr~
tion: Theory and Methods. Academic Press. New York . 1978, p. 10. Used with permission .)

as the free spectral range . This distribution is known as the power spectral
density function or simply the spectrum. Figure 1.3 shows the airglow
spectrum of the hydroxyl radical obtained with a field-widened Michelson
interferometer spectrometer.

The spectrograph is a spectrometer that produces a graphically recorded spectrum as an inherent part of its function. Usually the term
"spectrograph" is used to imply that the recording is done on photographic
film placed in the image plane. Such a recording is called a spectrogram.
A recording spectrometer is a spectrometer that produces a graphic
plot of power as a function of wavelength rather than as a photograph of
the spectrum. A spectroscope is a spectrometer that provides for direct
observation with the eye.
A spectra-radiometer is a spectrometer that has been calibrated for
absolute measurements of a spectrum. Such an instrument functions in such
a way that it is roughly equivalent to n radiometers, where n is the number
of resolution elements within the free spectral range of the spectrometer.
An absolute calibration of a spectra-radiometer is very difficult to obtain
because of the great complexity of that type of instrument. Often a
spectrometer is used only to measure the relative power spectral density
while an associated radiometer obtains data to provide an absolute scale on
the relative power spectral density function obtained with the spectrometer.

12
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Radiant energy can be broken out into its component wavelengths by
dispersion techniques or by interferometric techniques. A dispersion spectrometer is a spectrometer that employs either a prism or a grating to
separate the energy into its spectral components. An interferometer spectrometer utilizes interference phenomena to separate the energy into its
spectral components.
Sequential and multiplex spectrometers differ in the way the data are
acquired: A sequential spectrometer obtains an independent measurement
of each component of the spectrum sequentially-one after the other-over
time. A multiplex spectrometer measures all the spectra at the same time;
each component of each spectrum is encoded. Inverse-transform techniques
are required to extract the spectral information from the encoded data. The
Michelson interferometer spectrometer is an example of a multiplex spectrometer that uses Fourier transform techniques. The Hadamard spectrometer utilizes other multiplexing techniques where the inverse transform
constitutes a form of co-adding.

1.6

SYSTEM CALIBRATION

In order to determine the temporal, spatial, spectral, polarization, or
coherent properties of a beam of electromagnetic radiation emanating from
an object, it is necessary to calibrate the sensor system in those same
domains. Success in defining object attributes using remote-sensing techniques or in conveying information on electro-optical communication systems requires that the sensor response in those domains be defined such
that the sensor attributes contribute to object characterization.
System calibration can be visualized as the quality control aspect of
system design and testing. The system performance and conformity to
specifications can be determined only by calibrat ion. The necessity to
interpret field data imposes additional requirements upon the calibrati on
procedures and reporting techniques.

EXERCISES
1. Name the subsystems in the generalized electro-optical system.

2 What is discrimination in remote sensing?
3. What is pattern recognition in remote sensing?
4. Give the general nomenclature for a sensor that yields:
(a) Total integrated measurements
(b) Power spectral density function
5. Define the optical spectrum.
6. Describe the function of a spectrograph sensor.
7. Give a possible name for a sensor that uses a multiplier phototube to measure the
total energy in an ultraviolet band.
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8. Refer to Appendix B, and complete the following table with the mi ssi ng

equivalent measures.
Wavelength,

Wavelength ,

Wavelength ,

•m

nm

A

Wavenumber,
cm - 1

Frequency,
Hz

1.0
10.0
200
750
5000
10000
1200
6800
1014

9. What are the two major functions of calibration of electro-optical sensors
designed and fabricated for instrumentation applications?
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Electro-optical Design

2.1

INTRODUCTION

While pure science is concerned with the search for basic knowledge,
engineering is the application of knowledge to serve human needs. Thus,
engineering is defined as the application of science and mathematics by
which properties o f matter and sources of energy in nature are made useful

to people in structures, machines, products, systems, and processes-' Engineers do the things required to serve the needs of the people; they apply
scientific theory and mathematical techniques and in so doing provide for
the material needs and well-being of the world's inhabitants. However, the
needs and the tools have changed through the years.
Engineering design is an iterati ve decision-making process intended to

produce plans by which various material resources are organized, preferably
in an optimal manner, into structures, machines, and products to meet
human needs. 2

A great many books have been written upon the subject of the design
process-' Some authors focus upon techniques of optimization and have as
one objective to optimize the entire process of design. Others stress the
process of optimizing components of design. Analysis of the design process
can become very complex. Figure 2.1 is one of the many possible representations of the design process as a functional flow diagram.
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Figure 2.1

Functional flow diagram illustrating the design process.

2.1. 1 Trade-Oils

At every step in the design process, the engineer is confronted with
confl.icting needs that require trade-oft's. Many desirable attributes of a
system are mutually exclusive; that is, one can be obtained only at the
expense of another. For example, the noise-equivalent power of a sensitive
radiometer is proportional to the square root of the noise bandwidth or
inversely proportional to the square root of the rise time. One cannot have
both great sensitivity and fast response. Other trade-oft's relate to system
capabilities versus cost and complexity of operation, or to cost versus
reliability, for example.
2.1 .2

lteraUon

Iteration occurs to some extent at all levels. It arises from the fact that
hindsight is better than foresight. The engineer can never anticipate all the
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ramifications of the problem. However, experience helps him or her become
more proficient.
It would be nice if the design process proceeded without deviation

through each phase in order. This rarely happens. The engineer may find it
necessary to back up and start something all over again. This can take place
as a direct result of the fact that the engineer's understanding of the very
nature of the problem changes as she or he obtains greater insight into it
through experience in working on it. These changes in the concept of the
problem may require new interaction with the customer.
Iteration is one of the special features that distinguishes the design
process from analysis or research. In analysis, the starting point is given
and the solution is determined by the analytic method. In design, the end
point is given and a starting point must be obtained by synthesis. However,
during the process of design, one attempts to work from an assumed
starting point to the required end. As errors in the direction are detected,
backing up to a new starting point is frequently required-this is iteration.
2.1 .3

Optimum Design

Of several possible approaches available, the engineer, through the analysis
phase, must determine which one is optimum. A relatively small class of
problems exist for which synthesis of optimum systems is possible 4 The
optimum synthesis process has the advantage that we can be assured that it
is impossible to construct a better device, subject to the given constraints.
In other words, knowledge of the theoretically optimum system makes it
unnecessary to consider a large number of possible modifications, just as
the law of conservation of energy makes it superfluous to analyze different
ways of constructing perpetual motion machines.
There are also some special cases in which an approach can be
selected through a process of optimization. Optimization is a process in
which various parameters are adjusted to maximize a desired result. However, it is necessary to establish the importance of various criteria by value
judgments within given constraints. In this case, the engineer must decide
what is most important among several features: cost, size, weight, reliabil-

ity, etc. Even the "given constraints" must be chosen by value judgment.
The meaning of "optimum" can vary greatly depending upon the
application and extenuating circumstances. Minimum production cost and
ease of maintenance are primary considerations in the design of competitive
consumer products. Maximum reliability and minimum size are require-

ments for military and space applications.
A primary consideration in electro-optical sensor design is the ability
of the sensor to detect faint signals. Thus, one criterion for an optimum
design is that the sensitivity is limited by fundamental effects that are
inherent in the radiant source or the electro-optical detector and are
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therefore beyond the control of the designer. This is the aspect of electrooptical system design that is concerned with the electrical interface to
the electro-optical detector. It includes considerations of low-noise
preamplifiers, signal-conditioning amplifiers, phase-sensitive detection
(de restoration), control systems, and computer algorithms.

2.2

SYSTEM SPECIFICATIONS ANO TOLERANCES

There are usually at least four levels of specifications that might be
identified in electro-optical system design. First-level specifications deal
with the user interface-the relationship between the human being and the
system visualized as a black box.
The first effort consists of expressing the human need as a set of
technical specifications. This requires defining the first-level specifications
and tolerances, which, as illustrated in Fig. 2.1, leads to both iteration and
trade-offs. The engineer must help the customer to define performance
objectives. These objectives must not go beyond the possible or contain
requirements that unnecessarily drive up the cost. Any statement of the
technical specification must be justified in terms of the system performance
requirements.
A complex system is simplified by breaking it down into subsystems
as illustrated in Fig. 2.2, which is a functional block diagram for a
radiometer that utilizes phase-sensitive detection. Functional block diagrams are used to define subsystem specifications. Second-level specifications deal with subsystem definition and interface. Third-level specifications
define the individual mechanical, optical, and electrical subsystem schematics or layouts. Finally, fourth-level specifications deal with the individual devices used in each subsystem. Very complex systems may require
more than four levels of definition and specification.
Unfortunatel y, even the first-level specifications cannot be agreed
upon without consideration of the individual devices to be used. For this
CHOPPER
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Figure 2.2

Illustration of a functional block diagram of a radiometer that utilizes

phase-sensitive detection .
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reason, a feasibility study is also required in the development or first-level
specifications. Such a study may include some testing o[ hardware or the
extrapolation or the design or existing systems to meet the new requirements.
The [easibility study is usually per[ormed by highly competent engineers who possess advanced academic degrees and have had considerable
experience in this field or work. A [avorable reasibility study (i[ correctly
and thoroughly carried out) guarantees that the customer will accept
delivery or the system upon completion.
The preliminary design is accomplished by engineers who are [amiliar
with similar designs that have proven success[ul. The conservative approach
is to base the design upon existing systems [or which relatively small
changes (improvements or modifications) are needed to meet the new
requirements. For this reason, companies tend to restrict their work to areas
in which they have a history or success and to build upon that basis as a
specialty.
Occasionally, satis[ying the design specifications may require that
systems be developed that extend [ar beyond the present experience level.
The success[ul development or such systems may represent real advancement in the state or the art, in which case the specifications may be stated
as "design goals." The customer and the design firm share the burden or the
uncertainty of the outcome. The customer agrees to accept the system
provided the engineering firm has made a reasonable effort to achieve the

goals regardless or how [ar the per[ormance may [all short or those goals.
The success or a company depends upon the ability or its engineers to
innovate unique approaches to problems.
The final production design requires engineers who have a good
background in production and manu[acturing processes.
A major characteristic or engineering related to the tradition o[ both
science and engineering is the individual's ability to both abstract and
predict. This provides the power to produce a design or plan (be[ore the [act
or existence or the system) and the confidence that in the end the system
will [unction according to that plan.
2.3 SUBSYSTEM SPECIFICATIONS

The rollowing description or possible subsystem specifications is based on
the six basic building blocks or the generalized electro-optical system
outlined in Sec. 1.2 and Fig. 1.1.
The source may be considered part o[ an electro-optical system even
when it is part or the environment and beyond control. Its radi ation
properties, natural or artificial , as modified by the intervening medium,
determine the required detector characteristics. However, the detector and
source must be matched, and available detectors may dictate the type or
source to be used in some applications. The source specifications may
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include but are not limited to the following:
I.
2.
3.
4.

Size, shape, range, movement
Temperature
Emissivity
Radiant properties: •
Spectral sterance [radiance] L , in W cm - 2 sr - 1 JLm Spectral areance [exitance] £,in W cm - 2 JLm - 1
Spectral pointance [intensity]/, in W sr - 1 JLm - 1
5. Temporal characteristics

1

The intervening medium modifies and in some cases severely limits the

amount o f radiant energy reaching the detector. The medium specifications
may include but are not limited to the following:
I. Spectral emission, absorption, and scattering
2. Path length
3. Spectral transmittance

The optical subsystem determines the spatial, spectral, and polarization properties of the sensor. The spatial specifications for an electro-optical
system may include but are not limited to the following:
I. The equivalent ideal field of view (expressed in terms of the solid
angle or the linear angle for symmetrical systems)
2. Spatial scanning mode and range
3. The out-of-field or off-axis rejection

The spectral specifications for an electro-optical system may include
but are not limited to the following:
I. Free spectral range
2. Spectral resolution
3. Out-of-band rejection

The polarization specifications for an electro-optical system may
include but are not limited to the following:
I. The degree of polarization sensitivity
2. Polarization parameters (Stokes)

The detector subsystem is the heart of the electro-optical system,
because detector performance is so materials-dependent and because it is
the detector that transforms the optical radiation into an electric signal that
can be amplified and processed. The detector subsystem (or what is often
•See Sec. 3.3 for a discussion of these terms.
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referred to as the " focal plane") specifications may include but are not
limited to the following:
I. Spectral region of response
2. Absolute responsitivity
3. Noise equivalent power, responsivity, or detectivity
4. Operating temperature
5. Radiant background
6. Frequency response
7. Number of detector elements

The signal-conditioning subsystem often provides for low-noise impedance matching of the detector to the amplifier, current-to-voltage conversion (when required), gain, phase-sensitive detection (for chopped systems),
and filtering. Thus, the signal-conditioning subsystem specifications may
include but are not limited to the following :
I.
2.
3.
4.

Low-noise detector impedance matching preamplifier
Gain
Bandpass and/or lowpass filtering
Phase-sensitive detection

The output and display subsystem could consist of a meter or a form of
graphical, visual, or oral presentation; it could include inverse transforms to
unscramble multiplexed data; guidance control systems to direct a missile
toward a target; or telemetry channels. Thus, the output and display
subsystem specifications may include but are not limited to the following:
I. Output voltage range and source impedance
2. Inverse-transform algorithms
3. Control systems
4. Bit rates
5. Graphic display
6. Data storage media
7. Telemetry systems

Each of the above specification parameters is defined in the chapters
to follow.
2.4

SUBSYSTEM TOLERANCES

Engineering tolerance control is a problem because few engineers have had
formal training in tolerance analysis and neglect has resulted in the lack of
standardized techniques'
The problem is further compounded by the fact that there are three
separate groups in any manufacturing company who are constantly concerned with tolerances and tolerance buildup : Design Engineering, which is
concerned with product developmental research ; Manufacturing Engineering, which is concerned with the actual manufacturing process and assigns
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appropriate tolerances to tool, gauge, and shop operations; and Quality
Control Engineering, which has the responsibility of measuring and evaluating the whole process. These three groups do not always use the same
techniques or have the same orientation for analyzing tolerance relationships.
Assembly tolerance buildup is an arithmetic summation of the tolerances of each part in the assembly and gives the max.imum possible range
for a given dimension. Statistical tolerancing, as opposed to arithmetic
tolerancing, is based upon the idea that the tolerances of individual parts
have a statistical distribution and do not therefore combine arithmetically.
The predicted statistical assembly tolerances usually depend upon the
assumption of natural (gaussian) distribution and certain empirical "design
factors" and are stated in terms of'' probable maximum variation in overa11
tolerance." 6

A major difficulty in electro-optical design is that of determining the
tolerances of one subsystem (e.g., optical) in time for the design of another
subsystem (e.g., structural).

2.5

ELECTRO-OPTICAL SYSTEM DESIGN

The basic building blocks of an electro-optical system were presented in
Fig. 1.1. It was pointed out that optical radiation is modified by reflection
off or transmission through various media. Figure 2.3 illustrates the prob-

Figure 2.3 Representation of an electro-optical system that illustrates the problem of
competing or interfering sources.
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lem of radiation transfer and of competing or interfering sources that must
always be considered in electro-optical design. 7 A target is shown embedded
in a background and in an intervening medium and illuminated by a source.
The target, the background, and the medium are represented as sources of
reflected, scattered, and emitted radiant energy, and some of this energy
reaches the optics. The design of an electro-optical system for any application must always address the problems of competing scattered and background radiation and the modifying effects of an intervening medium upon
the radiation emanating from the object of interest.
Selectivity is achieved in an electro-optical system through careful
consideration of the system performance requirements. For example , the
optical subsection (see Fig. 2.3) can be designed so that the system responds
only to energy that has its origin in a specific geometrical region. Energy
falling upon the collecting aperture from anywhere outside the desired
region is rendered ineffective in stimulating a response in the sensor. This
example has reference to the spatial domain (see Sec. 1.2.1) by which an
object embedded in a background, as in Fig. 2.3, can be characterized.
Another term used in describing the spatial response of a sensor is field of
view. The sensor field of view is described in terms of a linear half-angle for
a circularly symmetric field of view (like that of a binocular) and in terms of
a solid angle that is a measure of the three-dimensional cone associated
with the boundary of the field of view.
The design of the sensor field of view must take into account system
performance requirements, as described above , and include factors such as
uniformity of response within the specified region, steepness of the falloff of
response within the transition region as illustrated in Fig 2.4, and the
off-axis response in the wings.
These aspects of a system field of view vary greatly in difficulty and
complexity of design implementation and calibration. It is important that
the system performance requirements be expressed in terms of system specifications for each. The degree of off-axis rejection required depends upon the
nature of the background in which the object is embedded and the impact
that it may have upon system performance requirements. The costs of design ,
implementation, and calibration are also related to the degree of off-axis
rejection required. The designer must be alert to the possibility that certain
specifications that may be extremely costly to implement may not be related
to system ·performance requirements and may therefore represent an unnecessary cost. On the other hand , the designer must interact with the
customer to be certain that such considerations are not overlooked altogether.
The foregoing discussion with respect to the spatial domain, or field of
view. applies equall y well to other aspects of the system. For example, the
optics also determine the response in the spectral domain. Here the system
can be designed to respond only to energy that has its origin in a specific
wavelength region. Energy falling upon the collecting aperture from anywhere ou tside the desired spectral region must be rendered ineffective in
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Figu re 2.4 Illustration of steepness of the falloff of the point-source response , in the
transition zone, of a sensor field of view.

stimulating a response in the sensor. The design of the sensor must consider
the uniformity within the spectral domain, steepness of the falloff in the
transition region, and out-of-band response in the wings.
Similar consideration must be given to the temporal, polarization, and
coherence domains and to numerous factors such as environment, dynamic
range, signal-processing techniques, and decoding of multiplexed signals.
Each of these parameters must be considered in terms of system performance requiremen ts.

2.5.1

Feasibility Study

The objective of the feasibility study is to guarantee that the first-level
specifications can be achieved. The reputation of the engineer and his or he r
company is at stake. The feasibility study must (I) identify all possible
alternatives that appear to satisfy the specifications; (2) analyze each in
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terms of performance, ease of implementation, and cost; and (3) select the
preferred approach'
Product and market planning are required as an extension to the
feasibility study, particularly if it is a speculative venture rather than the
response to a request-for-quote .
The trade-offs and iterations required to accomplish the feasibility
study are illustrated in Fig. 2.5. Each alternative design must be evaluated.
A radiometric analysis is the starting point of such a stud y. It requires
selection of a detector of radiant energy and the associated optical and
electrical parameters that will satisfy the specifications regarding source,
radiation transfer through the intervening medium, system sensitivity, spectral response region, and response time. Stated simply: Information transfer
utilizing a radiant beam requires that radiant energy be detected with an
adequate signal-to-noise ratio.
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Feasibil ity study trade·offs and iteration as a functional flow diagram.
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The selection of a specific detector, based upon a given figure of merit,
requires that certain environmental conditions be attained, and particular

background requirements may even dictate cryogenic cooling. The detector
noise characteristics may require that signal-coding techniques be used; this
may dictate that choppers or scanners be employed. Each of these and
other considerations must be evaluated in the feasibility study for each
candidate detector.
The source can be described in terms of the power (energy rate) or
photon rate and various normalizing terms that include the geometrical
characteristics of the radiation transfer. The most general source parameter
is the sterance [radiance]. The medium can be described in terms of the
attenuation , which is usually a function of wavelength and path. In some
cases there is emission or scattering of radiation from out-of-field sources
into the field of view.
Detector performance can be described in terms of various figures of
merit (such as the responsivity, noise equivalent power , or detectivity). The
throughput provides a figure of merit for the optical subsystem that is more
)r less independent of the specific optical design. In addition, the optical
subsystem provides for spectral, spatial, and polarization selectivity. The
electronics can be modeled in terms of the gain and electrical noise
bandwidth. From these relatively simple parameters the responsivity of a
system can be evaluated for a given spectral region and integration time.
The subsystem figures of merit can be combined to create overall
system performance models. For example, an important parameter is the
noise equivalent flux (NEF), which can be interpreted three ways, to yield
(1) the smallest detectable change in the average radiant flux, (2) the
smallest average value of the absolute radiant flux that can be detected,
and (3) the signal-to-noise ratio for a given average flux level.
The sensor uncertainty pertains primarily to metrological instrumenta~
tion systems. It is obtained in the system calibration and depends upon the
sensor precision (repeatability) and the standard source uncertainty.
Additional system parameters can also be modeled, using suitable
subsystem figures of merit, such as spectral resolving power, modulation
transfer function (contrast) in imaging systems, spatial resolution in radiometric systems, and error rates in pattern recognition systems.
The ordering of evaluation criteria depends upon system performance
requirements and the level and complexity of analysis. For optical systems
the first-order performance criterion is often (as stated before) adequate
signal-to-noise ratio for subsystems designed for information processing.
Lower-order performance criteria probably arise from consideration of the
quality of the data, which is related to spatial and spectral purity 7
Part 1 of this book deals with that level of design in which a
radiometric feasibility study can be accomplished by making use of system
and subsystem figures of merit. An objective of the feasibility study is to
satisfy system performance requirements based upon appropriate figures
of merit without recourse to detailed design.
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Such a development does not usually require a knowledge of physical
processes. For example, a source can be characterized in terms of certain
geometrical parameters without regard to emission mechanisms, fundamental processes, etc.
The development in this text provides not only a rationale for a
feasibility study, but also an overview of an electro-optical system design
without cluttering up the picture with too much detail.
2.5.2

Preliminary Design

The preliminary design is undertaken after the first-level specifications have
been established, the design freeze accepted, and the project funded. In the
preliminary design, each of the subsystems is defined. The interface between subsystems must also be defined at this point. The interface definition is very important, as different engineers are frequently assigned to each
subsystem. Often, a particular subsystem design cannot be started until the
interfacing subsystem tolerances have been specified. It is important that
subsystems be compatible when they are to be interfaced. Frequently, the
more serious system problems result from failure to keep interface and
tolerance requirements in mind during subsystem design.
2.5.3

Final Design

The final design results in a subsystem design freeze. It includes the detailed
design and testing of subsystems.
The final design of the source is closely related to the medium and the
detector. The source may be natural or artificial. In active communication
systems the source must be chosen for its capability to be modulated at
high frequencies. It may be chosen for its spectral characteristics to match a
suitable detector.
The medium may be the atmosphere, an unknown sample to be
analyzed, or a fiber optic. The final design will be based upon its transmittance, absorptance, and scattering properties.

Optical schematics, ray trace studies, and detailed mechanical design
and component specifications are the result of the final design of the optical
subsection. It includes those designs and components that determine the
spatial and spectral characteristics of system performance. The design must
also interface with the detector (which is referred to as the focal plane) both
optically and environmentally. Not only does the optical subsystem focus
the selectively collected radiant energy on the detector, but it may also
share the same background and temperature environment required by the
detector. This might, for example, include cryogenic cooling where packaging of the sensor optical head requires integration of the optics, detector,
and preamplifier into the same unit.
The detector subsection design must take mto account the detector
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and its interface with the signal-conditioning electronics. This includes the
required temporal response rate and preamplifier noise and impedance
levels.
The final design of the signal-conditioning subsystem results in component specification, electrical schematics, and mechanical layouts. This
subsystem is frequently packaged separately from the optical head and is
interconnected by means of appropriate electrical cables and connectors.
The output subsystem may take on any one of many forms depending
upon the system performance requirements. It often includes inverse-transform procedures , servocontrol systems, or display devices. It may utilize
real-time data processing or recording equipment and subsequent computer
analysis.
2.5.4

Production and Testing

Final production, assembly, and testing usually uncover numerous problems resulting in "back to the drawing board" crises. This is normal,
because no one can anticipate every possible problem. The design procedure includes iteration at every level. Often it is very difficult to estimate the
amount of time required to complete production and testing.
An engineering calibration should be considered as the final phase of
sensor fabrication at which time an engineering firm is considered to have

established conformity with design specifications. Even at this point in the
design process, it is sometimes necessary to go back to the customer and
negotiate changes in the specifications that may result from minor (and
sometimes not so minor) failures to achieve the design goals.
2.5.5

Manufacturing Engineering

The description above relates more perfectly to the one- or two-of-kind
system developed by a specialty house. The process is somewhat different
for systems that are to be mass produced.
The engineering mass-production effort can be broadly classified into
two categories: (1) design engineering and (2) manufacturing engineering.
When the design engineers have completed their effort, a small number of
prototype models are built and tested to prove the soundness of the design
and to allow the design team to refine the drawings and specifications to the
point where they can be turned over to the manufacturing division for mass
production.
Of course, the design engineers have been working in close liaison
with the manufacturing engineers, so that advanced planning for special
manufacturing tools or methods could be initiated and so the design
engineers could gain information on manufacturing capabilities.
Manufacturing engineers must take additional steps to assure that
mass-produced systems will not fail at a high rate. Statistically, the mass-
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produced units may not equal the performance of the prototype units for a
number of reasons. The solution to this problem is to be found in a sound
approach to tolerance buildup control, which must be based on the manufacturing machine capabilities. 9
2.5.6

Documentation

Documentation is essential to the design process; otherwise the investment
in engineering time and money may be lost. It has been estimated that more

than 50% of an engineer's time is consumed in providing adequate documentation.

Few engineers appreciate the importance of laboratory notebooks 10
When properly used they can make the engineer's work easier and provide a
legal record. The laboratory notebook should provide a continuous record
of the design thought process, including blind alleys as well as successes.
The laboratory notebook provides a legal record that may be necessary for patent proof. Many companies require their patent lawyer to
inspect the notebooks periodically to assure that they are acceptable. To
qualify as a legal record:
I. The notebook should be bound (never use a looseleaf), and the
pages should be numbered.
2. All entries should be in ink. Any changes should be crossed out
(but not obliterated), and the changes should be initialed and
dated.
3. A large cross should be placed through any unused space (to assure
that material is not added later).
4. Only one project should be entered on a given page. Some companies provide notebooks that contain a perforated carbon copy
duplicate page that the engineer can remove to assemble notebook
information pertaining to a given project.
5. Every page of the notebook should be dated, witnessed, and
signed. The person witnessing what is on the page should understand it.
Reports are a basic product of an engineering research laboratory.

The laboratory notebook provides the resource material for the report.
Production and manufacturing also require engineering reports, which

may include such things as maintenance and operation manuals. Funda-

mental to any manufacturing process are detailed specifications and
drawings that describe every part and manufacturing process required to
produce and test the system.
2.6

RADIOMETRIC PERFORMANCE EQUATION

The objective of this section is to develop a generalized radiometric performance equati'>n as a unifying theme, specifically for the feasibility study
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and in general for the entire book. As indicated in Sec. 2.5 .1, the overriding
radiometric performance parameter required for systems designed for information transfer is the signal-to-noise ratio (SNR).
The SNR equation involves the source, intervening medium, optical
subsystem, detector, signal-conditioning optics, and output and display.
The complete equation is unmanageably complex until simplifying assumptions are introduced to make it workable. It is a function of the spatial,
spectral, temporal, polarization, and coherence of the target, background,
and sensor. The performance equation can take on many forms depending
upon the simplifying assumptions that must be made. It can be written to
show the dependence upon, and sensitivity to, various system parameters.
The radiometric performance equation is the mathematical expression
that quantitatively characterizes the SNR, taking into account all of the
pertinent factors contributing to the result. Fortunately, the effect of some
of the parameters is often negligible; the effects of others are small and
easily evaluated. The basic problem is to identify and correctly assess the
effects of all significant factors, making simplifications wherever possible in
order to obtain a useful expression. Of particular interest is the part of the
equation that deals with parameters under the control of the designer.
Sensitivity analysis, which has been defined 11 as a calculation of the ratio of
target signal to total noise, is facilitated by appropriately simplified performance equations.
In its simplest form, the radiometric performance equation is given by
the ratio of the effective flux
to the noise equivalent flux (N EF):

.p,.,

SNR~~
NEF

(2.1)

where cl>crr is that part of the flux incident upon the sensor entrance aperture

that is effective in evoking a response in the sensor, and NEF is that level of
flux incident upon the sensor entrance aperture that produces an average

change in the output signal equal to the root-mean-square (rms) noise.
Generally, a signal-to-noise ratio of l is not adequate for purposes of
signal conditioning, si nce the peak-to-peak noise is approximately 3 to 5
times its rms value. Consequen tly, a minimum SNR of 10 to 100 is often
required; however, in spite of this, the use of the rms value is mathematically convenient.
Equation (2.1) can be expressed in terms of energy rate (watts) or
photon rate; it can also be wri tten in terms of the appropriate entities used
to characterize sources such as sterance [radiance),* which is appropriate
for extended-area sources,_ and pointance [exitance), which is appropriate
for point sources. Equation (2.1) can also be used for other radiant entities
such as the rayleigh or areance [irradiance).
"See Sec. 3.3 for explanation of brackets.
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Some of the fundamental s of source characterization, transfer of flux ,
and the selectivity of optical systems must be developed before even a
simplified version of the radiometric performance equation can be written.
Chapters 3 and 4 provide the geometrical basis for calculating the flux
transferred from the source to the sensor entrance aperture. Chapter 5
develops the fundamentals of spatial and spectral selectivity; Chap. 6
provides detector figures of merit, including detector noise; Chap. 7 gives
parameters to characterize the temporal response function (information
bandwidth and noise bandwidth). At that point it is possible to write the
radiometric performance equation for a specific measurement configuration,
which is the subject matter of Chap. 8. Finally, Chap. 9 gives a specific
example of a feasibility study.

EXERCISES
1. What is the overriding sensi tivity requirement for all electro-optical system s

designed for information processing?
What is an optimum design in terms of fundamental effec ts?
What level of specifications is established by the feasi bility study?
How do technical specifications relate to sys tem performance goals?
How are complex systems made simple for design purposes?
How is the quality of optical measurements related to "spectral purity" and
"spatial purity" in connection with electro-optical selec tivity?
7. How are out-of-band and otf·ax.is response characteristics of an electro--optical
sensor related to sensor selectivity?
8. Classify the functional blocks in Fig. 2.2 in accordance with the generalized
electro·optical system illustrated in Fig. 1.1. What systems are missing?
9. Why is the selection of a detector of electro--optical radiant energy so central to
sensor system design?

1.
J.
4.
5.
6.
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chapter3

Radiant Sources

3.1

INTRODUCTION

In the development of subsystem figures of merit for use in the radiometric
performance equation, it is necessary to find the effective flux transferred
from the source to the receiver. The methodology of Chaps. 3 through 7 is
to trace the signal from the source to the output and display subsystem.
That signal consists of an optical beam of flux, encoded with information of
value to the system user, that results in flux on the detector. From that
point the signal is the electric output of the detector that must be amplified,
decoded (de restored), and filtered to produce a usable output signal.
The objective of this chapter is to model the source of optical flux in
terms of geometrical radiant entities that serve as source parameters to be
used in the radiometric performance equation. The parameters permit optimization of the system in terms of such factors as sterance [radiance] ,
wavelength , temperature , and size of the source .
These geometrical entities provide useful and practical means to
predict radiant energy transfer.' The characterization of radiant sources in
terms of Planck's equation is given in Chap. 10.
The transfer of radiant flux through space is evaluated using geometrical concepts of area, projected area, angle, solid angle, projected solid angle,
and beams of optical energy. The geometrical concepts are introduced (Sec.
3.2} , after which the radiant entities are defined (Sec. 3.3).
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Table 3.1 GEOMETRICAL ENTITIES
Terms

RelaUons"

Projected area

AP =

A

Solid angle

w-

n=

Projected solid angle
Throughput

T1

=

Units

Jcos 8 dA
( ' • dq,

lo

fo

2
w

cm2

£o sin 0 dO 9

2w(l - cos 9)

d~ foe sin 8 cos 8 dO

J J dA cos
1

=

2

'" sin 9

sr
sr
cm2 sr

(J dw 1

At "'1

u lt is assumed that the spherical Z axis is coincident with the axis o f the right
circular cone which is circularly in symmetry.

3.2

GEOMETRICAL ENTITIES

The geometrical entities of interest in this section are listed in Table 3.1.
3.2.1

Projected Area

The area of a rectilinear projection of a surface (not necessarily a plane
surface) onto a plane perpendicular to the unit vector k is the projected area
A P and is given by
[em' ]

(3.1)

where 8 is the polar angle between the unit vector k and the normal to the
element dA of the surface. This can be visualized in terms of an element of
the surface of a hemisphere projected onto the base of the hemisphere as
illustrated in Fig. 3.1.

z

X

Figure 3.1

Illustration of projected area.
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Figure 3.2 Geometry for radian measure of angle.

3.2.2

Degrees and Radians

Degrees and radians are measures of an angle in a plane surface. As
illustrated in Fig. 3.2, the radian (rad) is defined in reference to a circle as
the ratio of the segment s to the radius r. The radian measure of a full
circle is given by the ratio of the circumference 2wr divided by the radius r ,

which yields 2w. In other words, 2w rad = 360°.
3.2.3

Solid Angle and Projected Solid angle

The steradian (sr) is a measure of a solid angle (an angle in a volume) as
illustrated in Fig. 3.3. The steradian is defined in reference to a sphere (or
hemisphere) as the ratio of the area A intercepted on the surface of the
sphere to the square of the radius r. Thus the differential solid angle in
spherical coordinates is given by
dA

dw

=--;>" = sin8d8d<t>

[sr]

z

X

Figure 3.3

Illustration of solid angle and projected solid angle.

(3.2)
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A more general definition is given by
dw ~

r.

dA

-------;>

(3.3)

[sr]

The dot product gives the projected area normal to the unit vector r (see
Fig. 3.3). The dot product is everywhere satisfied in Eq. (3.2) provided the
vertex of the solid-angle cone is at the center of the sphere.
The solid angle for a right circular cone oriented with its center on the
Z axis is given by
w ~

1 d<f>1".

sm8d8~2,(1-cos0)

2•
0

[sr]

(3.4)

0

where 0 is the half-angle of the solid angle. This is illustrated in Fig. 3.4
The element of projected solid angle is given by
df! ~ cos8dw ~ cos8sin8d8d<t>

[sr]

(3.5)

where 8 is the angle between the cone axis and the zenith axis of the unit
hemisphere (see Fig. 3.3). It may be visualized as the projection of the area
(solid angle dw) of the unit hemisphere onto the base of the hemisphere.
The projected solid angle fl for a right circular cone oriented with its center
on the Z axis is given by
Q

~

j02" d<f> j0

8

sin 8cos 8 dB~., sin 2 0

[sr]

(3.6)

where 0 is the half-angle edge of the solid angle (see Fig. 3.4). The value of
fl is equal tow tO within J% for half-angles less than 0 ~ 10°.
For a full hemisphere (0 ~ 90°), Eq. (3.4) yields 2w sr, which is
one-half the area of a unit sphere, while Eq. (3.6) yields " • which is the area
of the base of a unit hemisphere.

z

X

Figure 3.4 Illustration of solid angle as a right circular cone with its center aligned
along the Z axis.
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Geometry of a ray.

The Optlcal Beam and Throughput

A beam or ray of optical energy is defined in terms of two finite areas 2 as
illustrated in Fig. 3.5. Such a beam consists of the geometrical region that is
bounded at the two nonzero cross-sectional areas A 1 and A 2 that are
separated by a distance s. All the flux in the beam flows through A 1
and A 2 .
The optical beam can be quantified in terms of the basic throughput,
which is defi ned by

T ~ n 2AR

[cm2 sr]

(3.7)

where n is the index of refraction, A is the area, and R is the projected
solid angle.
The throughput 3 for a homogeneo us medium where n ~ l for the
beam o f Fig. 3.5 is given for A 1 as

A 2cos.p

T 1 ~ A1cos Ow 1 ~ A1cos 0 -- 2-

[cm2 sr]

(3.8}

[cm2 sr]

(3.9}

5

and is given fo r A 2 by

T2

~

A 1cos.pw 1

~

A 1cos 0

A 1cos.p-- 15

Examination of Eqs. (3.8) and (3.9) shows that '1\ ~ T 2 , which illustrates
the inuariance of throughput . Because the throughput is invariant, it can be
appli ed to a source, an entrance aperture, a stop, a detector, or to any

abs tract point alo ng a beam. When we say the throughput is invariant we
mean that it has the same numerical value at any point along the beam. 4
The above results are true only in the limit as the distance s becomes
large compared with the linear dimensions of A 1 and A 2 . The exact value of
the throughput at A 1 is given by

T1 ~

j j
Al

dA 1cos Odw 1

[cm 2 sr]

(3.10}

wL

The integral can be evaluated provided w1 is independent of A 1, which
occurs when s is large compared to the linear dimension of A 1• Then the
throughput is given by Eq. (3.8). There is a rule of thumb that states that
Eqs. (3.8) and (3.10) agree to within about 1% when s is 20 times the
maximum linear dimension of A 1•
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3.2.5

Configuration Factors

There are means to obtain an exact evaluation of Eq. (3.10) when the
approximations given above are not adequate. The factors used to obtain
the solution are known by a variety of names: angle factor, angle ratio,
geometrical factor, interchange factor, shape factor, form factor, exchange

coefficient, and configuration factor 5 Configuration factors are widely used
in engineering literature, and there are extensive tables used in evaluating
them 6 · 7
The configuration factor F 1 can be defined in reference to Fig. 3.6 as
the ratio of the throughput in the beam at A1 to the hemispheric through·
put of A 1 using Eq. (3.6) for 0 = 90° and Eq. (3.10):

j J dA cos 0 dw
1

= _T_,_ =

F
1

1

--'-'A'-'.:w.!..
' -----

(3.11)

Them

The throughput T 1 is therefore given by

T1 = F,,A 1

(3.12)

A particularly useful case for electro-optical system design is illustrated in Fig. 3.6 for two concentric and parallel circularly symmetrical
cross-sectional areas. They exhibit a relatively large radius relative to their
separation. This orientation occurs in optical systems where the areas might
represent lenses or stops.
The throughput A
is given by

,n,

(3.13)
where

(3.14)
and where

r,
X=-

s,

s

y= -,

r,

z =I+ (I+ x 2 )y 2

(3.15)

Figure 3.6 Geometry tor parallel circularly symmetrical area throughput calculation
using configu ration factors.
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Example I : Find the exact and approximate throughput '1\ for a parallel
circularly symmetrical configuration like that of Fig. 3.6. Compare the
results.
Given:

r1

~

1, r 2

~

2, and s

~

20 em.

Basic equations:
A 2cos<t>

T,

~

A1cos8 -

T1

~

F1?TA 1

F1 ~

(3.13)

i(z- )z 2 r2

X=-·

s ,

~cos <1> ~

A 1A 2

7

y~

4x 2y 2 )

s
-;

r,

(3.14)

z ~ 1 + (1 +

x2

)y

2

(3.15)

None

Assumptions:

Solution:

(3.8)

- 2
5

The approximate solution is given by Eq. (3.8), where cos 8
1 and
~

"X 1 2 (cm2 ) X" X

20

22 (cm2 )

,[cm 2 ]

~ 9.8696 X 10

_

2

2

em sr

The exact solution is given by Eqs. (3.13) through (3.15):
2

x~W~01

z~ 1+
F1

~

[I

20

y~l~ 20

+ (0.1) 2]

1 [405 - [405 2

-

X20 2 ~ 405
4(0.1)

2

X

20 2

J'I

2
]

~

9.8772

X

10 - 3 (unitless)

9.8772 X 10 - 3 X" X" X 12 ~ 9.7483 X 10 - 2 cm 2 sr
The approximate and exact solutions differ by 1.24%, which illustrates
the rule of thumb given in Sec. 3.2.4.
•

T

3.3

~

BASIC RADIANT ENTITIES

One of the major problems in the field of electro-optics is that of nomenclature. Many different systems of nomenclature o f terms, symbols, and units
exist. This multiplicity of terminology discourages interdisciplinary communication and adds to the confu sion.
The standards that probably have achieved the widest accep tance are
those developed by the International Com mi ssio n on Illumination (CIE) 8
They have been adopted by the National Institute of Standards and Technology (NIST) 9 and other American societies and symposia. 10 Because of
their acceptance by these standardizing agencies and because of their wide
use, the CIE stand ards are used in this book. However , they are incomplete.
New terms have been suggested" to supplement the C!E terms. These
new terms are designed to suggest the geometrical characteristic of the
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Table 3.2

BASIC RADIOMETRIC ENTITIES

Terms

Flux (general)

Symbol
</>

Radiant flux

w

Photon flux
Luminous flux

qj s
lm
<1>/ JLm

Spectral flux
Areancc [exi tance)
Sterance [radiance]
Pointance [intensity]
Areance [irradiancej

.pj cm'
.p cm - 2 sr .pjsr
.pjcm'

1

".P is a general term for unit of nux. q quantum.

entity. They are
Sterance: related to solid angle (steradian)
Areance: related to area
Pointance: related to a point
These new terms are used in this book with the CIE term, when defined,
immediately following in square brackets.
The international system' of units (SI) is used for dimensional analysis. However, some exceptions in common use are noted. Appendix A gives
a list of the entities of interest in this book.
The subscripts e , p, and v, used in Table 3.2, refer to energy, photon
(or quanta), and visible, respectively. They are not used when it is clear
from the context.
The confusion related to terms used can be greatly alleviated through
the use of the associated units. Any radiometric term or symbol is most
fundamentally defined in terms of units. For example, the units of the
expression M = 1.6 W / em' clearly identify Mas radiant areance, which has
the units of watts per square centimeter. In the CIE standard, there are two
terms, exitance and irradiance, associa ted with these units.

Thus, the units are given following each expression throughout this
book wherever it is appropriate. This shou ld result in a more readable text,
especially for those not familiar with the terms andj or symbols used.
3.3.1

Flux

Flux, <!> , is defined as any quantity that is propagated or spatially distributed according to the laws of geometry. Examples are radiant energy and
power, visible ligh t, infrared radiation, quanta or photons, and spectral
radian t power. The term flux is a general term to be used when the
parameters being considered are independent of the units associated with
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the flux. In this case the symbol <j> is used to denote the units for general
flux <I> as given in Table 3.2.
Radiant flux , photon flux, and spectral flux are more specific terms
that imply units of energy rate, quanta rate, and spectral density as given in
Table 3.2.
3.3.2

Spectral Flux

Spectral flux is an entity that can be defined as differential with respect to
wavelength or optical frequency. For example, the spectral flux

d<l>

<I>(X) = dX

(3 .16)

is the ratio of the radiant flux to the wavelength interval t.X as t.X is
reduced to a particular wavelength and has the units <1>/ !'m. Note: It is
common to express wavelength in micrometer (l!'m = 10 - 6 m) rather than
in meters. The value of <!>(X) will, in general, vary with wavelength. The
total flux between the wavelengths X1 and X2 is given by

<I>= f '<t>(X) dX

'•

3.3.3

(3.17)

Sterance [Radiance]

One might expect that the radiation per unit solid angle (in a specific
direction) from a flat zero-thickness surface element varies with the projected area A P = A cos 0 in that direction. Both the projected area and flux
per unit solid angle vary with the cosine of the polar angle 0:
I = / 0 cos 0

(3.18}

where / 0 is the flux per unit solid angle and 0 is the angle between the
surface normal and the ray direction. This is known as Lambert's cosine law
(see Fig. 3.7) and explains why a spherical body with relatively uniform
surface conditions, such as the sun, appears as a flat disk. The projected

Figure 3.7

Pointance [intensity] m a direction with respect to the normaL
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area near the limb represents more real area, but that area is radiating less

in the oblique direction so the effects cancel and the disk looks uniformly
bright. Lambert's law holds only for the diffuse component of the flux. The
specular (reflective) component obeys Snell's law of reflection.
When the geometrical distribution of radiation from a surface obeys
Lambert's cosine law , the source is said to be Lambertian or perfectly
diffuse, and the sterance [radia nce] is independent of direction .
Sterance [radiance] is the most general term to describe source flux
because it includes both positional and directional characterization. The
sterance [radiance] is defined as

L

= -,---,------

(3.19)

dA cos Odw

where dw is the solid angle into which the flux is being radiated and
cos 0 dA is the projected source area. The sterance [radiance] is the ratio of
the flux to the product of the area and the solid angle as the area is reduced
to a point (positional) and as the solid angle is reduced to a specific
direction (directional). (Note: The definition of sterance is based on radiation from only one side of the source area.)
The visual equivalent of sterance may be termed "brightness." The
definition of sterance in terms of projected area makes the sterance or

brightness independent of direction. This is true only if the source is
perfectly diffuse or Lambertian but is common in nature and explains why
a photographic exposure is independent of distance or direction except
when specular reflectance occurs as on water or snow.

The total flux radiated into a solid angle w is given by
<l>r =

JJ LdAcosOdw
A

[ct>]

(3.20)

w

The invariance theorem 4 states that the sterance [radiance] is constant
within a homogeneous environment. Thus the sterance [radiance] has the
same numerical value anywhere along the beam as defined by the throughput.

Example 2:
Given:

Find the sterance [radiance] of a nuclear burst fireball.
Radius r

=

2.5 km, total power <I>, (T)

=

10 9 W.

Basic equation:
L = ---,--

dAcosOdw

(3.19)
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Assumption: The average sterance [radiance] is equal to the sterance
[radiance] for the case where the radiation is uniform and isotropic
(independent of direction).
Solution: The average sterance [radiance] is given as the ratio of the
total flux to the product of the solid angle 47T sr (for a sphere) and the
projected area (the disk).

L(ave)

47r(srj
=

7r(2.5

X

X

4.05 ·x 10 - W Cm 4

109(WJ
103 (m]) 2

X

I x 104 (cm 2 / m2 J

l Sr - I

Equation (3.20) can be written as

<I> = Ljj dAcosOdw = LT

(3.21)

A w

where T is the throughput given by Eq. (3.10) provided L and w are
independent of position. For many practical cases the throughput can
be given by Eq. (3.8) in accordance with the rule of thumb given above,
so that the flux in a beam from a source can be written as
<I>

= LA ,A 2 /s2

(3.22)

•

in reference to Fig: 3.5.

Example 3: Find the flux in watts radiated into a solid angle of 1 x 10 - 3
sr at an angle of 8 = 30° to the normal of a flat-plate radiator of area =
1 cm2
Given:

The fl at plate is radiating L = 1800 W cm - 2 sr - 1

Basic equation:

<I> = Ljj dAcosOdw = LT
A

(3.21)

w

Assumptions: The surface properties of the fl at plate are assumed to be
Lambertian or perfectly diffuse, so the radiation in any direction is
proportional to the cosine of the angle with the normal to the surface,
and where 8 = 1> = 0. It is also assumed that the fl at plate is a uniform
radiator ; that is , it has the same value of sterance [radiance] at each
point.
Solution: The flux in the beam is given as the product of the throughput and the sterance [radiance] in the beam calculated at the surface of
the flat plate.
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The throughput can be calculated as the product of the projected
area (in the direction 8) and the solid angle:
T ~ 1 [em' ] X cos30° X 1 X 10 - 3[sr] ~ 8.66 X 10 - 4 em' sr
The flux in the beam is
<I> ~ 8.66 X 10- 4 [cm2 sr] X 1800[W

3.3.4

cm - 2 sr - 1 ]

~ 1.6 W

•

Areance [Exltance]

The areance [exitance] characterizes the source in terms of position only
and is defined as
d<l>

M~

dA

[cp;cm2 ]

(3.23)

The areance [exitance) is the ratio of the flux to the source area from which
it is radiating as the area is reduced to a point (positional).
The total flux radiated into a hemisphere (one side of surface only) is
given by

<I>~ jMdA
3.3.5

[w]

(3.24)

Relationship between Sterance and Areance

The relationship between sterance [radiance) and areance [exitance] of a
source is obtained as follows: Consider an incremental radiating surface
t.A , small compared to a hemisphere of radius r, that has a sterance L as
illustrated in Fig. 3.8. The flux upon the incremental collecting area
dA c is
d<l>

~

cosOdA ,

Lt.A , --r2-

[cp]

(3.25)

where the incremental projected solid angle is

dO~ cosOdA ,

(3.26)

r'

The total flux radiated by t.A , is obtained by integration over the entire
hemisphere:

<I>T ~ Lt.AJ dO~ Lt.A , "

[cp]

(3.27)

The total flux is also given by
<I>T

~MilA ,

(3.28)
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z

X
Figure 3.8

Geometry for radiation of an elemental area into a hemisphere.

so that
M~

3.3.6

[cp;cm2 ]

L"

(3.29)

Polntance [Intensity]

Pointance [intensity] characterizes the source in terms of the direction only
and is defined as
d<l>

(3.30)
[ cj>/sr]
dw
The pointance [intensity] is the ratio of the flux to the solid angle as the
solid angle is reduced in value about a specific direction (directional) and
I ~

can be written as

(3.31)
where / 0 is the pointance [intensity] in a direction normal to the surface.

The total flux into a hemisphere is given by
<l>r

J I dw ~ IoJ cos 8 dw = -rr/
w

0

(3.32)

•

for a flat surface. The pointance may be appropriately used to characterize
a point source, since its area may be unknown. Equation (3.31) does not
apply for an isotropic point source. In this case the total flux is given by
(3.33)
since it radia tes in to a sphere.

45

BASIC RADIANT ENTITIES

3.3.7

Areance [lrradiance]

Areance [irradiance] is a measure of the total incident flux per unit area
upon an area and is defined as
d<l>

[cp; cm2 ]

E= dA

(3.34)

The areance [irradiance] is the ratio of the incident power to the area upon
which it is incident as the area is reduced to a specific position (positional).
The flux incident upon the collector is
(3.35)
The areance [irradiance] at the sensor aperture is an appropriate entity to
characterize a point source when the distance to the source is unknown.
The flux density that is incident upon a collector A , from a point
source is given by
E = <I>! A = lis'

(3.36)

Example 4: Find the areance [irradiance] of the fireball given in Example
2 at the range of 50 km.
Basic equation:

I= d<l> jdw

E

=

1/s'

(3.30)
(3.36)

Assumptions: The same assumptions hold as given in Example 2: the
source is uniform and isotropic. In add ition, it is assumed that the

intervening medium has no effect upon the radiation incident at a
distance.

Solution: The pointance [intensity] is equal to the average pointance,
which is given as the ratio of the total flux to the solid angle (of a
sphere) 47T sr.

/(ave) = 10 9 [W]/ 4"[sr] = 7.96 x 10 7 Wjsr
The areance [irradiance] is given by the ratio of the pointance to
the distance squared:

E=

7.96 X 10 7 [W jsr]
{50 X IO ' [cm]}

2

=3 18x10 - 6 Wjcm2
.

Note: The unit steradian (sr) is really length squared divided by length
squared, and care must be exercised in using it. In this case the quantity
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1js 2 can have the units of steradians if it is viewed as the sotid angle
•
subtended by unit area at the distance s.
3.3.8

Radiant Field Quantities

The terms sterance, areance, and pointance were defined as having reference to a source or a receiver. However, these concepts can also be applied
within a radiation field away from sources or receivers. If a barrier

containing an aperture is placed in a radiant field , it has the properties of a
source for the flux leaving the aperture and the properties of a receiver for
the flux incident upon it. The radiation field could be defined by reducing
the aperture to a point; then there would be a meaningful measure of the
sterance, areance, and pointance for that point or of the field. Thus, there is
no fundamental reason for distinguishing between incoming or outgoing
flux for any entity. The utility of considering these entities as field quantities will become evident in later sections.
3.4

BASIC PHOTOMETRIC ENTITIES

Photometry is the study of the transfer of radiant energy in the form of

light. Rather than measuring light in terms of energy rate or photon rate,
the vi sual effect is taken into account. The visual sensitivity of the standard
observer is described in terms of the response of the standard human eye.

The field of photometry is historically concerned with lighting conditions or
illumination in the design of buildings for human occupation.
There exists a direct correspondence among photometric and radiometric units, as shown in Table 3.2. For example, luminous sterance has the
units of lumens per square centimeter per steradian (lm cm - 2 sr - 1). The
CIE term for luminous sterance is luminance, and photometric brightness is
an alternative term.

The luminous areance, with units of lmj cm2 , has the ClE term of
illuminan ce, and illumination is an alternative. Luminous areance is used
with units of footcandle (lumen per square foot), or lux (lumen per square
meter), or stilb (lumen per square centimeter), or nit (candela per square
meter), or foot lambert (1/" candela per square foot), or apostilb (! / "
candela per square meter).
The luminous pointance, with units of lumens per steradian (lm/sr),
has the CIE term of lumin ous intensity with candlepower as an alternative.
Luminous pointance is used with the unit candela (formerly candle), which
is equivalent to 1 lumen per unit solid angle.
3.5

BASIC PHOTON FLUX ENTITIES

No terms are given in the ClE nomenclature for the entities that deal with
photon flux. However, the same general scheme given in Table 3.2 applies
for the geometri c concepts of sterance, areance, and pointance.
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EXERCISES
1

2

1
,

The photon steranee has units of q s - em - sr - the photon area nee
has units of q s - 1 em - 2 , and the photon pointance has units of q s - 1 sr - 1,
where q stands for quantum or quanta.

EXERCISES
1. Prove that M = L1r for a Lambertian source by carrying out the indicated

integration. (Refer to Sec. 3.3.5, Fig. 3.8, and Table 3.1.)
11
Wjcm2 •
The star is located 1.3 light-years from earth. Find the apparent pointance
[intensity] of the star assuming it radiates isotropically.
A flat-plate radiator is emitting 3.8 Wjcm2 • Find its sterance [radiance) in units
ofWcm - 2 sr - 1.
Given a 4-cm-diameter circular Hat-plate radiator for which the total power
radiated into a hemisphere is ~ = 1.5 X 10- 2 W. Describe the source in terms
of (a) sterance [radiance], (b) areance [exitance], and (c) pointance [intensity]
normal to the surface. List the assumptions required for a solution.
Given a spherical isotropic source of diameter 4 em for which the total power
radiated into a sphere is 4> = 6.3 X 10 - 4 W. Describe the source in terms of
(a) sterance [radiance], (b) areance [exitance], and (c) pointance [intensity]. List
the assumptions required for a solution.
Find the solid angle and the projected solid angle for a circularly symmetrical
cone coincident with the spherical Z axis fore = 1, 5, 10, 20, and 900. (See
Table 3.1 and Fig. 3.4.)
Calculate the hemispheric throughput for a l·cm diameter circular aperture.
Calculate the exact and approximate throughput for a circularly symme trical
configuration like that of Fig. 3.6, where r1 =- 1, r2 = 3, and s """ 15 em.
Calculate the percent error for the approximate solution.
A flat plate radiates as a perfectly diffuse (Lambertian) radiator M = 1.6
Wj cm2 (Fig. E3.9). What is its sterance L, in W cm - 2 sr- 1, in the direction 8?
The sterance L, of a 1-cm' flat plate is 500 W cm - 2 sr- 1 (Fig. E3.10). Find the
flux radiated into w- 10 - 3 sr at (J = 30°.

2. The measured areance [irradiance] E for a distant star is 3.3 X 10-

3.
4.

S.

6.

7.
8.

9.
10.

Figure E3.9

Figure E3.10
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11. An isotropic point source (spherical) radiates 4> - 1.6 X 10 3 W. Find the
average pointance I in Wjsr.

12. A perfectly diffuse Hat-plate source radiates a to tal of 4>r = 21 W into a

hemisphere. Its area is 5 c~. Find the average sterance in W cm - 2 sr- 1
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chapter4

Transfer of Radiant Flux

4.1

INTRODUCTION

A knowledge of the effective flux transferred from a source through the
intervening medium to a receiver or collector is required to enable one to
write the radiometric performance equation.
In the previous chapter, sources were characterized in terms of
geometric entities to facilitate calculation of flux transferred from a source.

In this chapter the effect of the intervening medium is introduced. This
chapter emphasizes path losses through the medium and the geometry of
radiation transfer, both of which are described in terms of general parameters.

The transfer of radiant energy from a source is described in terms of
the radiant entities given in the previous chapter and the effects of the
intervening medium. In each case the flux is obtained by integration over
the appropriate variables.
4.2

THE INTERVENING MEDIUM

The calculations of the radiometric characteristics of an observed source in
an attenuating medium from measurements made at a distance always

involve assumptions about the nature of the absorptions, emissions, and
scattering of the radiation within the intervening medium-'
The effect of the intervening medium is to introduce errors in the
calculated values unless corrections are made for them. In the absence of
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such corrections, the pointance [intensity] of a star, calculated from measurements made on the earth's surface with no correction for the atmo-

spheric attenuation, would be reported as the "apparent pointance [intensity)." On the other hand, the calculations of the total overhead sterance
[radiance) of the sky are defined to include the effects of emission, absorption, and scattering and therefore extend from the sensor outward. In this
case, the word "apparent" is not appropriate.
The incident areance [irradiance) at the aperture of a sensor is by
definition the flux density falling on the sensor aperture; therefore, the word
"apparent" is never an appropriate modifier for incident areance or irradiance.

The optical losses that occur at the boundary between two media-for
example, mirrors, lenses, and windows- can be expressed as follows:
The relationship

(4.1)
is a statement of the conservation of flux (or energy). Equation (4.1) states
that the incident flux <I>; is equal to the sum of the absorbed flux <1>., the
reflected flux <1>• , and the transmitted flux <1>,. Dividing both sides of Eq.
(4.1) by <1>, yields
1~a+p+T

(4.2)

The terms a, p, and T are the absorptance, reflectance, and transmittance,
respectively.
Terms that end in -ivity refer to the ideal property of a material
having planar surfaces between two media and no modes or coatings on the
surface or the property of a scattering or absorbing media along a path.
Terms, like those above, ending in -ance refer to the property of an actual
sample or path. Thus, we may speak of the transmittance or absorptance of
a filter or the reflectance of a mirror as the unitless ratio of flux transmitted,

reflected, or absorbed to the incident flux for a specific path.
Means are available to calculate the spectral transmittance of an
atmospheric path to an accuracy of 5 to 10%. Software packages known as
LOWTRAN and Aggregate are considered generally useful for a wide
variety of problems involving the spectral transmittance from 1 to 30 I'm. 2
Both LOWTRAN and Aggregate make use of mathematical models based
upon molecular absorption.
The LOWTRAN method, developed by the U.S. Air Force Geophysics Laboratory (AFGL), is more empirically derived and simpler to use
than the Aggregate method, although it is somewhat less accurate.
LOWTRAN has evolved through a number of versions.
The Aggregate method uses a number of models. Each one is used
over that range for which it yields the highest accuracy. To calculate the
atmospheric spectral transmittance, the appropriate atmospheric parameters are entered into the formulas. Once the spectral transmittance is
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known, the spectral sterance [radiance] can be calculated. All calculations
are made assuming a flat earth and standardized, horizontally uniform
atmospheric conditions. Calculations for a slant path use the so-called
equivalent absorber path method, which employs the same formula as for
uniform conditions. For slant paths where the angle with respect to the
zenith is less than about 80° , the calculation is made for the vertical path
and corrected by dividing by the cosine of the angle. Use of the flat-earth
assumption introduces errors for horizontal or near-horizontal paths unless
the path is relatively short.
The calculations provided by LOWTRAN and/or Aggregate are
beyond the scope of this text.
4.3

TRANSFER OF RADIANT ENERGY FROM A SOURCE

The spatial properties of the source may be idealized as either a point or
a uniform extended area for a first-order analysis. The path transmittance
must be included to take into account the path losses. The entity of sterance
[radiance] is most appropriate for the description of radiant flux from an
extended-area source, 3 which is considered next.
4.3.1

Extended-Area Source

The calculation of the geometrical transfer of flux from an extended-area

source to a sensor entrance aperture can be based upon the definition of
sterance [radiance] L. This is illustrated with reference to Fig. 4.1 as
follows: Dimensional analysis indicates that the flux <I> incident upon the
collector of a sensor is obtained by taking the product of the source
sterance L , the source projected area A,, and the solid angle w, into which
the flux is radiating. This solid angle is defined as the solid angle subtended
by the sensor entrance aperture at the source. The differential flux is
obtained starting with the definition of spectral sterance [radiance]

d 3 <1> = L(il)dA,cosOdw, dil

(4.3)

The total flux incident upon the collector is obtained by integrating
over the source area , the solid angle (beam) into which the source is radiating, and the wavelength:

<1>,

=

T,jj

J L(A) dA,cos 8 dw, dA

(4.4)

A A, w,

Equation (4.4) can be written as

<1>, = T,L(A) j dA
A

J cos 8 dw, J dA, = LA,fl,T,
w,

(4.5)

A.

where TP is added to account for path transmittance. The variables can be
separated as shown in Eq. (4.5) based upon the following assumptions:
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Geometry for transfer of flux from an extended-area source to a collector.

I. The solid angle and the sterance [radiance] are independent of the
source area. The rule of thumb' of Sec. 3.2.4 applies here: provided the
separation between the source and the entrance aperture is 10 to 20 times
the maximum transverse dimension of the aperture or the source as defined
by the sensor field of view, then

j dA ,j
A,

In this case, the solid angle

cos 0dw,

=

A,U,

(4.6)

w,

n, can be approximated by
QJ =

A,

-;r

(4.7)

where s is the distance between the source and the entrance aperture A c ·
(Note: The subscript on Q corresponds to the location of the vertex of the

cone that describes the solid angle.)
2. The spectral sterance [radiance] is independent of area and wavelength over the spectral bandpass; thus

L(>..)f.d>.. = L(>..)!::.>..=L

(4.8)

when the bandpass, !::.>. , is small.
3. The path loss term T,, obtained using computer models as given
above, can be included. Then the band flux incident upon A, is given by
A sAc
<!>, = LT, ---;;- = LT, T

(4.9)
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Equation (4.9) is often accurate enough for many calculations. Under these
conditions, the invariance theorem leads to the following relationship for
the throughput T:
[cm2 sr]

(4.10)

where Q c is the solid angle subtended by the source A , at the collector A c.
Thus, neglecting losses,

<1>,

=

LA,!l,

=

LA ,!l,

[W]

(4.11)

This equation may be interpreted in the case of an extended-area so urce as
follows : The flux in the beam is given by the product of the band sterance
[radiance] L and the sensor throughput A,U,. In this case it is convenient
to co nsider the beam as the field of view of the sensor.
These considerations are illustrated for the case of the cloudy sky as a
uniform source of diffuse radiation. For the first case consider a flat-plate
receiver of diameter d = 10 em whose field of view consists of the entire
hemi sphere.

Example 1: Find the flux on a flat-plate collector of diameter d
from a cloudy sky.

=

10 em

Given: The average cloudy-sky band sterance [radiance] is L = 2.40
10 - 2 W cm - 2 sr - 1•

X

Basic equations:
Q

= "sin 2 e

(3.6)

[sr]

d ' <I>
L= dAcosOdw

[cf>cm - 'sr - ']

<I> = Ljj dAcos Odw = LT

[ct>]

(3.19)
(3.21)

A w

Assumptions:

The sky radiates uniformly over the entire hemisphere.

Note:

The sterance [radiance] is defined to include path losses so the
term TP is not appropriate here.

Solution:

The throughput of the collector is given by
T = A,1rsin 2 El =

1Td'

4" sin 2 90°

= 246.7 cm 2 sr

e

= 90° for the hemisphere.
where
The total flux is given by

<1>, = LT = 2.4 x 1Q - 2[W cm - 2 sr - 1] x 246.7[cm 2 sr] = 5.92 W •
For a second case, suppose the sensor made use of a lens and
appropriate field stop to provide for spatial resolution. Such a sensor could
be used to measure the nonuniformity of an extended-area source such as
the sky. In this case, not all the radiation falling upon the entrance aperture
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will pass through the field stop. The power that is effective in passing
through the field stop can be calculated utilizing Eq. (3.6) again.
Find the effective flux entering the field stop.

Example 2:

Given: The sterance [radiance] is given in Example 1. The half-angle
field of view is 0 = 1 o. The lens diameter is 10 em.

Same as for Example 1.

Basic equations:
Assumptions:
Solution:

The sky radiates uniformly over the sensor field of view.

The solid-angle field of view, Eq. (3.6), is

R, =

sin' e = 9.57

1T

X

w-• sr

The collector area is
1rd 2
1T X 100
A = - = - - - = 78.54cm 2
'
4
4
The effective flux collected is
<t>, = LA.,!1, = 2.4 x JQ - '[W cm - 2 sr - I] x 78.54[cm 2]

x9.57 x w - •[sr]
= 1.8
4.3.2

x

w-' w

•

Point Source

The pointance [intensity] is appropriate for sources that approximate a
point source and is especially appropriate for sources for which the area is
unresolvable, such as a star. The pointance can be derived from the
definition for sterance [radiance] L as follows: The band flux incident upon
a reference surface Ac from a source As as illustrated in Fig. 4.2 is given in
terms of the sterance L by
<1>, =

JJ

L, dA,cosOdw,

(4 .12)

w, A,

which can be written as

<t> = L,A, A ,
'
s'

(4.13)

where the same assumptions are made as given above for the extended-area
source.

of-------jo
A(s)

Figure 4.2

A(c)

Power transfer from a source to a reference surface.
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The average pointance [intensity] I is given by
<I>
Is= w,

= LsAs = Ls'lTr 2

(4.14)

where the projected source area is given by 1rr 2 and r is the source radius.
The average areance [irradiance] E is given by

E = <1>/ A, = L, A,Is 2 = L,11r 2 j s 2

(4.15)

Using Eq. (4.14) yields

E = l ,ls 2

(4.16)

These considerations are illustrated for the case of the sun as a radiant
source. The throughput can be given by

T= {~cosOdAdw= ~cos8dA{dw = 11r 2 X 411 = 411 2 r 2 (4.17)
where r is the sphere radius, 11r 2 is the projected area (the disk), and 411 is
the solid angle of a sphere, or
T = j dA jcosdw = 411r 2 X " = 411 2 r 2

(4.18)

where 411 r 2 is the area of a sphere and 11 is the projected solid angle in any
specific direction. The results are identical whether the projected area or the
projected solid angle is used.
Example 3:

Find the sterance (radiance) of the sun.

Given: The solar constant (measured) is 0.134 W j cm2, neglecting
atmospheric effects. The sun subtends a full angle of 0.532° at the earth.
Basic equations:

ll
E

= " sin2 8
= dcp/ dA

<I> = j

(3.6)
(3.34)

[sr]
[q,; cm2 ]

j L, dA , cosOdw,

(q,]

(4 .12)

w. A ~

Assumptions:

Solution:

The sun radiates as a uniform isotropic source.

For a point source, Eq. (4.12) can be written as

cpr = L.s Aps"'s = LsApsAc/S2
where A P' is the area of the solar disk and w, is the solid angle
subtended by the collector at the sun. The solar constant
E, = <l> j A, = L, AP, j s 2 = L,ll,
[Wj cm 2 ]
The quantity
ll, = AP,js 2 = "sin2 (8/ 2) = 6.77 x 10- 5

[sr]

56

Ch. 4

TRANSFER OF RADIANT FLUX

Thus
0.134[W ; cm2 ]

----'----'----;-;---'-;- =
5

6.77 x 10

1.979

X

•

10 3 W cm - 2 sr- 1

Find the total flux and the pointance [intensity] of the sun.

Example 4:
Given:

[sr]

Refer to Example 3. The sun-earth distance s is 1.5 X 10 13 em.

Basic equations:

J J L, dA , cosOdw,

!I>=

W1

(4.12)

As

(4.14)

I ,= ll> jw,

Assumptions:
Solution:

Same as for Example 3.

For an isotropic source , Eq. (4.12) can be written as
!I> = L,A.,47T

since the sun radiates into 47T sr (a sphere). The radius of the solar disk
is given by
r = s sin (0/2) = 1.5

x 10 13 [cm] sin (0.532/ 2)

= 6.964

x

10 10 em

and the projected area of the solar disk is
AP,

=

1rr

2

= 7r(6 .946

X

2

10 10 ) = 1.5235

X

10 22

The total flux is therefore
!1>,

=

L, A.,

X

47T

=

1.979

X

10 3 [W cm - 2 sr - 1 ]

X

1.5235

X

10 22

X

47T

= 3.789 x 10 26 w
The average pointance [intensity] is
ll>,

1, =

4.4

471

3.789
=

x 10 26 [W]
47T[sr]

= 3.015 X 10 25 W jsr

•

PROPAGATION OF FLUX IN A PLASMA OR GAS

The emission, scattering, and absorption in a plasma or an optically thin
gas is of interest in atmospheric studies or in taking into account the
modification flux undergoes when passing through an optically thin gas-'
Emission within the gas is described using the entity of the photon
volume emission rate p(s) with units of quanta per second per cubic
centimeter (q s - 1 cm - 3 ). If we assume isotropic radiation, the effective
incremental photon flux <l<l>, incident upon a sensor aperture is given (see
Fig. 4.3) by
[q/s]

(4 .19)
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Figure 4.3

Geometry for radiation in an optically thin gas.

where 6V is the incremental radiating volume, s is the distance from the
aperture A, to 6V, and the transmissivity ~,(s) takes into account losses due
to scattering and absorption.
The incremental volume can be expressed in spherical coordinates as

6V = s 2 6s6w

[em']

(4.20)

where 6w is the solid angle of the incremental volume subtended at the
sensor aperture. Thus, the total flux incident upon the aperture is given by

<1>,= A,

47T

J[Jp(s)~,(s)ds]cosOdw
s

(qjs]

(4.21)

w

where

[sr]

(4.22)

Thus

L,

<I>

=

-f,
A ,~fl c

1
=-

4'7T

(4.23)

jp(s)T.(s) ds
s

which gives the photon sterance L, as though the gas were radiating as a
surface.

Chamberlain' states that the emission rate integrated over the whole
column (path) is given by
(4.24)
assuming no losses. Since these assumptions are generally not satisfied,
4rrLP represents an apparent emission rate. For this reason, and to have a
more convenient unit, the rayleigh (R) was introduced. If L, is measured in
units of 10 6 q s - 1, then 4,L, is in rayleighs.
1 Rayleigh = apparent emission rate of 10 6 q s - 1 cm - 2 (column)
The word " column" signifies that it is an integrated quantity.
Chamberlain refers to 411' X
as the apparent volume emission
rate , and its utility becomes apparent since the derivative of the photon
sterance L,(s) , measured along a path s, yields the distribution of the
volume emission rate along the same path. That is,

w-•L,

dLP(s)
ds

47T-- = p(s)

[q s - 1 cm - 3 ]

(4.25)
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This applies in the case where a sensor mo unted upon a rocket platform
measures the total overhead sterance [radiance] as a function of height as it
passes through the atmosphere. Equation (4.21) yields the vertical distribution of the volume emission rate.
The rayleigh is obtained from the radiant sterance [radiance] by 7 · 8
1 Rayleigh = 2111<.

x 10 13 L ,

[R]

(4.26)

where A is entered directly in JLm and L , has the units W cm - 2 sr -l
4.5

FIBER OPTICS LINK

The attenuation of a fiber optic link in a communicatio n system is of
interest. Current developmental efforts are directed toward reducing the
losses in the fiber optics channel due to attenuation of the optical signal to
extend the range between repeater amplifiers•

Example 5: Find the distance between repeater amplifiers for a fiber
optics link.
Given: The source emits 430 mW of peak pulsed power, the fiber link
ex hibits 10 dB / km attenuation, the detector NEP = w-s W at the
required bandwidth, and a minimum SNR of 10 is req uired. Neglect
coupler losses.
Basic equation:

Assumptions:

Neglect coupler losses.

Solution: The SNR of 10 requires that 10 - 4 W be incident upon the
detector. The allowed link loss is given as the rati o of so urce o utput
power, <Pn to the power incident upon the detector, <1> ,, as
<!>,/<!>, = 0.43/10- 4

= 4300

The fiber link loss expressed in deci bels, as a function of the power
ratio, is

10 log( <l>,j<!>,) = 36.33 dB
Thus, a 3.6-km link is possible between repeater amp lifiers.

•

EXERCISES

I. Given: The sterance of the sun is L(sun) = 1.98 X 10 3 W cm - 2 sr 1, the sun
subtends a full angle of 0.53° at the earth , and the collector size is 4 X 8 ft.
Assume the collector is normal to the sun's rays. Find the total power incident
upon a Hat-p late collector from the sun on a clear day.

REFERENCES
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2. Given: The sky sterance is L(sky) = 2.40 X w- w cm - sr . Assume the
entire sky (hemisphere) is a uniform diffuse extended-area source. Find the power
collected on a cloudy day (refer to Exercise 1).
3. A 36-in. diameter engine exhaust radiates as a diffuse source. The source areance
(exitance] M ~ 1.8 X 10 2 W j cm'- Calculate the areance (irradiance) observed at
2

2

1

a range of 100 yd normal to the surface.
4. A spy satellite records a bright flash of light near the surface of a hostile country.

5.

6.

7.

8.

9.

Peak areance [irradiance] observed at a range of 350 km is 1.8 X 10 2 W jcm2 •
Find the total energy rate of the source. Assume the source radiates isotropically.
Find the power required to transmit lO km between repeater amplifiers on a fiber
linlc Given that the attenuation is 2 dBjkm and the incident power required at
the receiver (detector) is w- 4 w.
A photometer measured the photon sterance emitted by an optically thin
atmosphere at LP - 1.6 X w- 10 q s - 1 cm - 2 sr- 1 over a path length of 2 km.
Find the volume emission rate p in q s - 1 cm - 3 . Assume the volume emission
rate is uniform throughout the atmosphere and the transmittance T(s) is unity.
An extended-area source radiates Ls = 2.3 X w- J W cm - 2 sr - 1. A sensor has a
2-cm diameter collector and a half-angle field of view of 1° . Find the flux
incident upon the collector within the field of view.
A distant small-area source radiates /J - 2.8 X 10 2 W jsr. The sou rce of diameter 200 em is at a distance of 2 km from a sensor aperture of 2-cm diameter. Find
the flux incident upon the aperture.
Given that a source exh ibits a band sterance [radiance] of 1.27 x w-u
W cm - 2 sr- 1 at 6600 cm - 1, find the photon areance [exitance] in terms of
rayleighs.
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chapter5

The Optical Subsystem

5.1

INTRODUCTION

The previous chapters developed the geometrical parameters and path-loss
factors of flux transfer. The objective of this chapter is to consider the
selective collection of flux by an optical subsystem where in each case the
effective flux incident upon the detector is obtained by integration over
the appropriate variables.
This chap ter emphasizes the parameters of the optical subsystem,
which are described in terms of general parameters or figures of merit that
relate to its flux-gathering capability, which can be utilized to write the
radiometric performance equation.

The optical subsystem design determines the spatial, spectral, and
polarization properties of the sensor. The design criteria for the optical
subsystem are best established in terms of applications considerations as
follows.
The objective of the design of the spatial response is to collect the
radiant flux from a specific region referred to as the " field of view." The
field of view should be matched to the geometry of the radiant source to
maximize source flux collected and minimize background flux.
There are two general classifications of application goals:
I. Maximize flux collected over a spatial region.
2. Maximize the resolving power wi thin a spatial region.

60

IDEAL AND NONIDEAL FIELDS OF VIEW

61

The first has application in the detection of flux from an extended-area
source. In the ideal, such a design provides a measure of the total integrated
flux over the specified region. The second has application in mapping the
variations of the flux within a scene. The spatial resolution determines the
detail to which the variations within the scene can be resolved. The spatial
resolution is usually characterized in terms of the instantaneous field of
view in degrees, radians, or steradians. The resolution must also be maxi-

mized in the case of the detection of flux from a point source in which the
effects of the background must be reduced.
The objective of the design of the spectral response is to collect the
radian t energy from a specific spectral region referred to as the "spectral
band." The spectral response should be matched to the spectral distribution
of the radiant source to maximize source flux collected and minimize
unwanted flux. The spectral domain is mathematically similar to the spatial
domain except that it involves a single dimension (wavelength or wavenumber), whereas the spatial domain involves two or sometimes three dimensions.

Here too there are two general classifications of application goals:
I. Maximize the flux collected over the spectral band.
2. Maximize the resolving power within a spectral band or region.
The first has application in the detection of ftux from a source that radiates

over a spectral band. In the ideal, such a design provides a measure of the
total integrated flux within the specified region. The second has application
in mapping the variations of the flux in terms of its spectral power density
function , which is usually referred to as the spectrum. It may also have
application in the detection of a nearly monochromatic source in which the
effect of neighboring emissions must be reduced. The spectral resolution is
generally characterized in terms of resolving power , which is defined as the
ratio of the center wavelength or wavenumber to the bandwidth.
The objective of the design of the polarization response is to provide
for the characterization of the source flux polarization or to avoid unwanted
metrological effects. Polarization is a fundamental property of electromagnetic radiation. The change that takes place in the polarization characteristics of electromagnetic radiation, as it interacts with materials and with
electric and magnetic fields, is a convenient and accurate diagnostic tool. 1
5.2

IDEAL AND NON IDEAL FIELDS OF VIEW

The throughput of a sensor was given in Chap. 4 as the product of the
entrance aperture area A, [cm 2 ] and the projected solid-angle field of view
!l, [sr]. The projected solid angle, for a circularly symmetric field of view,
was obtained by integration as !J, = 1TSin2 0, where 0 is the half-angle field
of view in degrees.

62

Ch. 5

THE OPTICAL SUBSYSTEM

The field of view of the sensor must be matched to the source. Thus
the objective in the design of the spatial response is to collect the total flux
in the specific region referred to as the field of view. The total flux is given
by

[q.]

{5.1)

where the projected solid angle s:l is given by

s:l

= lcos8dw

(5.2)

[sr]

The sensor output V is given by

V=&it 0

jhom&it(8,q.)<!>(8 , q.)ds:l

[Y]

(5.3)

where the integration is carried out over the entire hemisphere, &it0 is the
peak responsivity in volts per unit of flux, V/</>,along the optical axis, and
&it(8, </>)is the normalized spatial response (the field of view).
From this, the measured source flux is given by

[q.]

{54)

which, by Eq. (5.1), is equal to <!>T only if

1 &it(8,q.)<!>(8,q.)ds:l = j<t>(O
, q.)ds:l
n

[<t>]

(5.5)

hem

Unfortunately, the equality in Eq. (5.5) is valid only under two special
conditions, neither of which is perfectly realized in practice.
I. The equality in Eq. (5.5) is valid for an ideal sensor relative spatial
response function , &it(O, </>),which is defined as one that has unity
response over the sensor field of view s:l and is zero elsewhere.
Then the term &it(O, </>)is a unity constant that passes through the
integral and Eq. (5.5) is identically true.
2. The equality in Eq. (5.5) is also valid for the special case where the
spatial flux <!>(8, </>) = <!>0 is a constant that passes through the
integral. This is realized for a point source or a uniform extendedarea source.

The ideal sensor, case 1, does not exist; therefore, Eq. (5.4) yields the
true flux only when the source is a point source or a spatially uniform
extended-area source. Corrections can be applied for nonuniform spatial
distributions 2 ; however, in the absence of such corrections the ftux should
be reported as "peak normalized." 3 A good deal of the design effort in
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Figure 5.1

Field·of-view representation as a cross section .

electro-optical instrumentation, is expended in an attempt to develop a
nearly ideal field of view to reduce the errors that result from nonuniform
sources.
Under the conditions of a point source or a uniform source, Eq. (5.5)
becomes
[sr]

(5.6)

and indicates that the integral of the nonideal response function must be
equal to that of the ideal response function. The field-of-view response can
be considered in terms of a single dimension &f(O) for a circularly symmetrical field of view and can be represented as a cross section as illustrated in
Fig. 5.1.
Equation (5.6) yields the area under the &f( 0) curve, which is exact ly
equal to the full angle M (see Fig. 5.1) of the equivalent ideal field of view.
Thus for practical systems, the field of view is defined in terms of the angles
that give the edges of the equivalent ideal response function.

5.3

IDEAL AND NONIDEAL SPECTRAL BANDWIDTHS

Mathematical similarity exists between the spatial and spectral domains
except for the terms and the fact that the field of view is a two-dimensional
entity.
The spectral properties of the sensor must also be matched to the
source. Thus the objective in the design of the spectral response is to
measure the total flux in a specific spectral band :\ 2 - :\ 1• The total flux is
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given by

<l>r~

[q,]

J" '<t>(>.)d>.

(5.7)

>. ,

The sensor output V is given by

V ~ 9r0

f

~Jr(>.)<!>(>.) d>.

[Y]

(5 .8)

0

where 9r 0 is the absolute responsivity with units of volts per unit flux
(V />I>), !Jr(A) is the normalized relative spectral response, and the integration is over all wavelengths.
The measured source flux is given by

[.P]

(5.9)

which, by Eq. (5.7), is equal to <l>r only if

t ~Jr(>.)<t>(>.)
0

d>.

~

j"'<t>(>.) d>.
>.,

(5.10)

Unfortunately, the equality in Eq. (5.10) is valid under only two
special conditions, neither of which is perfectly realized in practice:
1. The equality in Eq. (5.10) is valid for an ideal sensor relative

spectral response function, !Jr(A), which is defined as one that has
unity response over the range A1 to >. 2 and is zero elsewhere. Then
the term !Jr(A) is a unity constant that passes through the integral,
and Eq. (5.10) is identically true.
2. The equality in Eq. (5.10) is also valid for the special case where
the spectral flux <I>(A) ~ <1>0 , a constant that passes through the
integral. This is realized for a monochromatic or a uniform spectral
source.

The ideal sensor, case 1, does not exist ; therefore, Eq. (5.9) yields the
true flux only when the source is either monochromatic or spectrally
uniform. Corrections can be applied for nonuniform spectral densities 4 ;
however, in the absence of such corrections the flux should be reported as
" peak normalized." A good deal of the design effort in electro-optical
instrumentation is expended in an attempt to develop a nearly ideal spectral
bandpass to reduce the errors that result from nonuniform sources.
Under the conditions of a monochromatic or a uniform source. Eq.
(5.10) becomes

f "'!11 (>-.)d>-. = ),("'dA = A

2 -

0

A1 ~ /!.A

(5.11)

"•

which indicates that the nonideal response function must be equivalent in
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Xz

WAVELENGTH ( Jo'm)
Figure 5.2 Illustration ol a practical bandpass filter and its equivalent-area ideal
representation.

area to that of the ideal response function . Figure 5.2 illustrates a typical
peak-normalized spectral-bandpass curve. For practical systems, the bandpass is defined in terms of the wavelengths A1 and A2 that give the edges of
the equivalent (area) ideal square response function or in terms of I!. A, the
ideal equivalent bandwidth.

5.4

POLARIZATION RESPONSE

The state of polarization of a beam of radiant flux can be completely
specified in terms of the Stokes' vector, '· 6 which consists of a set of four
entities called Stokes' parameters.
Serious problems arise from undesired polarization properties of
certain optical sensors. This is because the sensor response is often a
function of the polarization of the incident flux . All natural radiation is
polarized to some extent and can be a problem because sensor response
may depend upon the physical orientation of the sensor relative to the
source.

Any optical sensor that utilizes mirrors, slits, gratings, or beam
splitters may exhibit some degree of polarization sensitivity.
Sensor designs that utilize refractive lenses and antireflection coatings,
mirrors and high reflectance coatings, or thin-film spectral filters are generally not polarization-sensitive. This is because the optical components are
usually circularly symmetrical, and the radiation falls at or near normal
incidence upon these optical components.'
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EFFECTIVE FLUX

The effectiveness of the flux in evoking a response in the detector at any
wavelength A is the product of the source flux <I>(A) and the relative
spectral response !!P( A). For example,
(5.12)
for a radiometer, and

(5.13)
for a spectrometer, where llA is the equivalent ideal spectral bandwidth.
Generally, for high-resolution spectrometers, <I>(A) can be considered constant over llA. Then, by Eq. (5.13),

<l>,rr(A) ~

<I>(A)

---;;s:- j!!P(A) dA ~ <I>(A)

(5.14)

The magnitude of the effective flux calculated using Eq. (5.12) depends upon how 9P(A) is normalized. Ordinarily, the relative response is
peak-normalized and the effective flux is termed " peak-normalized flux. " 3
Even for wideband radiometers, the normalized flux can often be
approximated with sufficient accuracy for a feasibility study by assuming
that <I>(A) ~ <I>(A 0 ) , a constant, over the spectral bandwidth !!.'A. Then

<l>,rr

~

<I>(Ao) ll'A

(5.15)

where A0 is the center wavelength and !!.A is the equivalent (area) ideal
half-power bandwidth.
In each of Eqs. (5 .12), (5.13) , and (5.14) the integration must be
carried out over all wavelengths for which ~ (A) exhibits nonzero values.
For an ideal square response function .11/ (A) is unity over the band of interest
and zero elsewhere , then the limits on the integral in the above equations
become A1 to A2•
5.6

RELATIVE APERTURE OR f-NUMBER

The throughput of a beam of radiant flux was given in Sec. 3.2.4. There it
was pointed out that the throughput is in variant in a homogeneous medium
and applies to a beam of flux , to the entrance aperture of a sensor, and to
detectors. Thus, the throughput provides a figure of merit for the optical
subsystem.
The relative aperture or /-number ,8 like the throughput, is a measure
of the " flux-gathering power" of the optical system. The /-number, F, is
given by the ratio of the effective focal length f to the entrance aperture
diameter:
F ~ fj D

as illustrated in Fig. 5.3.

(5.16)

RELATIVE APERTURE OR /-NUMBER
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ENTRANCE
APERTURE

Figure 5.3 Optical schematic for a simple optical system containing a field stop in the
focal plane of a collector lens.

The [-number is also obtained (for an ideal lens) from Fig. 5.3 as
1
(5.17)
sin a
where 11 is the index of refraction, which for air is approximately unity. The
quantity 11 sin a is referred to as the numerical aperture. The limiting val ue
for F occurs for a = 90° (see Fig. 5.3), which yields F = l / 2TJ.
The throughput of the field stop of Fig. 5.3 is given as the product of
the stop area A,, and the projected solid angle of the lens cone n,,. Note
that the rays describing the field-of-view cone pass through the center of the
lens undeviated. The projected solid angle is given in terms of a by
F= -

2~

(5.18)

[sr]

and is obtained in terms of F by taking the ratio of the lens projected area
to the effective focal length squared:

12 1, = wD 2/ 4f 2 = wj 4F 2

(5.19)

The invariance of throughput is illustrated for the simple optical
system of Fig. 5.3 as follows: The throughput of the field stop is given by
A

,,n,. = stop area x

lens area

- --,-

[cm 2 sr)

1

(5.20)

and the throughput of the lens is given by
stop area
A tilL= lens area X - --,-

1

(5.21)

Equations (5.20) and (5.21) are identical.
Although the invariance theorem holds, the throughput calculated
using Eqs. (5.20) and (5.21) may be in error because the focal length is not
large compared with the linear dimensions of the lens and stop.
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The throughput, for low /-numbers, must be calculated using configuration factors as given in Sec. 3.2.5. However, the accuracy of Eqs.
(5.20) and (5.21) is sufficient for most feasibility studies.
Example 1: Find the exact throughput for the F = 1 lens and field stop of
Fig. 5.3.
Given: Lens diameter = 10 em, effective focal length = 10 em, and the
circular stop diameter is 0.2 em.
Basic equations:

Approximate solution:

A,,n,, =stop area x

lens area

[cm 2 sr]

- --,-

1

stop area

-,1

ALOL =lens area

(5.20)
(5.21)

X --

Exact solution:
(3.13)

T 1 = F,,A 1
F1 =

x
Solution:

=

t(z- /z'- 4x 2y 2 )

(3.14)

z = 1 + (I + x 2 )y 2 (3.15)

r2 js ,

Exact solution for throughput of stop:

x = r2 js = 5j10 = 0.5
y = sjr 1 = 10/0.1 = 100

z = 1 + (1 + x 2 )y 2 =I+ [1 + (0.5)

2

100 2 = 1.2501

] X

X

10 4

F 1 = !( z- /z - 4x y ) = 1.99985 X 10
T,, = F 1,A 1 = 1.97377 X 10 - 2
[cm2 sr]
2

2

4

2

Exact solution for throughput of lens:
x = r 2 j s = 0.1 / 10 = 0.01

y = sjr 1 = 10/5 = 2

z = I+ (1 + x 2 )y 2 = 1 + [1 + (0.01)
F2

=

t(z- /z

2

-

2

4x y

2

= 7.995

X 10 -

2
]

X 2 2 = 5.0004

5

TL = F,,A 2 = 1.97379 X 10 - 2

Approximate solution for throughput of lens or field stop :
lens area
,(0.2)
A ,,n,, = stop area x - --,- = - -4
1

2

"X 10 2
X - -- - X
4

1

J02

= 2.4674 X 10 - 2
Note: The configuration factors of Sec. 3.2.5 yield essentially identical
solutions for the throughput of the lens and the field stop of 1.9738 X
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w-' cm Sr. The approximate solutions given in Eqs. (5.20) and (5.21)
also yield essentially identical values for the throughput of the lens and
the stop of 2.4674 X 10 - 2 cm 2 sr. Thus, the invariance theorem holds
for either solution. However, the exact solution yields values of
throughput that are 25% lower than the approximate values for an
F ~ I system.
•
2

Any optical system, regardless of how many elements are used or how
complex it is, can usually be represented by a simple equivalent system like
that of Fig. 5.3 for throughput considerations, where the field stop is the
detector.
5.7

OPTICAL CHOPPER LOSSES

An optical chopper is a mechanical device, such as a rotating sector wheel,
that is used in optical systems 10 periodically interrupt the flux incident
upon the detector. The resultant electric signal can be amplified using an
ac-coupled system. The primary reason for using an optical chopper is to
transform the optical signal information band to a frequency for which the
detector noise characteristics are more favorable. 9 Such a technique avoids
problems of 1// noise and low-frequency drift. It also encodes the radiantsource flux to provide for discrimination between the source flux and
various possible background sources of flux.
The chopper functions as a radiometric standard, since the ac circuits
measure the difference between the source flux and the chopper flux. Often
the chopper is designed to yield a flux relatively near zero; this can be
achieved for IR systems by cooling the chopper to reduce emissions or for
short-wavelength systems by adequate baffling to reduce reflected flux. In
this case the electric output signal is proportional to the absolute flux.
A reflective chopper is used in some systems that are designed to
direct the flux from an internal radiometric standard to the detector. The
electric output signal is proportional to the difference between the source
flux and the nonzero reference flux. The reference flux may be dynamically
adjusted to produce an output null; in this case the source flux is equal to
the reference flux. Such a system avoids problems of variations in detector
sensitivity and nonlinear response.
The interruption of the source flux with an optical chopper reduces
the total source flux reaching the detector. There is an optical loss that
depends upon the nature of the convolution of the chopper with the flux
field. The optical loss also depends to some extent upon the ability of the
signal-conditioning electronics to reproduce the waveform produced by
the detector in response to the chopped flux.
The chopping factor /3 is a number greater than 1 that represents the
optical loss introduced by the chopper. It is given by the ratio of the
minimum detectable flux <l>mto the detector noise equivalent flux (NEF):
[3

~

<1>,./ NEF

(5.22)
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Equation (5.22) can be expressed by
(5.23)
where Tis the period of the optical waveform and f(t) is the relative shape
of the waveform over one period. The optimum, or ideal, design is one in
which the chopper produces a symmetrical square wave for which the
denominator of Eq. (5.23) is 1/2 and {3 = 2. These considerations lead to
the conclusion that for a chopped sensor the optimum design is only half as
sensitive as the ideal (noiseless) de-coupled sensor. 10
The requirement for abrupt symmetrical chopping can be supported
by an intuitive argument: The sensor must make an estimate of the levels of
the source flux and the chopper reference flux and compare them. Since the
quality of the estimate increases with signal-to-noise ratio, it follows that (1)
abrupt chopping provides the maximum average flux for the estimate and
(2) the accuracy of the measurement is no better than the poorer estimate of
either the source flux or the reference flux, so they must be estimated
equally well, which implies equal time or symmetrical chopping.
The optimum design (square-wave sensor) with {3 = 2 is difficult to
achieve in practice. There are two nonoptimum designs of note: The first, a
sine-wave design, results from the use of tuned signal-conditioning
amplifiers. The second, a triangular-wave sensor, results from using a
chopper and flux field of approximately the same size.
The tuned amplifier selects the fundamental component of the
square-wave signal. The value of the denominator of Eq. (5.23) is found by
Fourier analysis to be 1/2.46. The triangular-wave sensor results from using
a chopper sector approximately equal in width to the radiant field. The
value of the denominator of Eq. (5.23) for a triangular wave is 1/ 4.
Thus the chopping factor can vary from 2 for the ideal to 4 for the
triangular-wave sensor. Practical choppers are limited in size, so that
square-wave chopping is only approximated. Tuned amplifiers are often
used to reduce stray noise pickup; thus, a chopping factor of 3 is representative of many systems and is a useful value for feasibility studies.
For tuned systems the chopping factor accounts for the conversion
from peak flux to rms flux.

5.8

REFLECTANCE AND TRANSMITTANCE LOSSES

Optical losses occur in the optical system because of nonideal reflectance
and transmittance of flux by mirrors, lenses, and windows. These losses are
expressed in accordance with the definitions for reflectance, absorptance,
and transmittance; see Eq. (4.1). The net effect of losses in an optical
system is obtained by taking the product of the transmittance andjor
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reflectance of all the components in the system. The symbol T, is used to
express the total effect in terms of "optical efficiency."
Losses in refractive and reflective systems can be reduced substantially through the use of optical coatings.
5.9

OPTICAL SYSTEM IMAGE QUALITY

The quality of an optical system is usually expressed in terms of resolution
or image size for a point source. The image of a point source is not a point;
its size is determined by (I) the size of the system aperture because of
diffraction effects, (2) the /-number for spherica l aberrations, and (3) manufacturing defects. The image of a point so urce is referred to as the blur,
and its size can be specified in angular measure or in terms of its linear
diameter. The angu lar blur (in radians) is given by the ratio of the blur
diameter to the effective focal length.
The most fundamental limitation to aspheric optical image quality is
that resulting from diffraction effects. Generally, aberrations and surface
imperfections can be reduced by good design to approach diffraction-limited
conditions.
The blur circle for a perfect optical system, one with no aberrations or
other physical imperfections, is called the "airy disk"; and takes the form
of a central blur of light surrounded by alternating light and dark rings of
rapidl y decreasing intensity. The central blur contains 84% of the energy, so
the diameter of the first dark ring about this central disk is a convenient
measure of the size of the blur circle 11 The angular size of the blur is given
by
2.44;\.

o ~-

D

[rad]

(5.24)

where D is the effective aperture (entrance pupil diameter) of the system
(see Fig. 5.3), and the diameter of the blur circle is given by

d

~

2.44;\.F

(5.25)

where;\. is the wavelength and F is the relative aperture (or /-number). The
diameters D in Eq. (5.24) and d in (5.25) must have the same dimensions as
.\, and 8 is given in radians. Spherical aberrations are given in terms of
formulas and graphic representations of spherical aberrations of simple
refractive lenses and spherical mirrors in the Infrared Handbook-''
5.10

FLUX INCIDENT UPON THE DETECTOR

To this point in the text, methods have been presented to characterize
sources of optical flux and to calculate the quantity of flux emitted or
reflected into a beam. The optical throughput of a beam has been defined
and shown to be invariant. Furthermore, it has been shown that the
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invariance of throughput applies to optical systems, which makes it possible
to calculate the effective flux incident upon the detector. Finally, optical
losses due to absorption and scattering in the intervening medium, chopping, and the nonideal reflectance and transmittance of optical components
have been described. It is now appropriate to evaluate the effective flux
incident upon the detector.
The effective flux incident upon a detector is given in general by
<l>,rr

~

v.ff.f <I>,{A, 8, q,)!Ji(A) dAdO dq,j{J

(5.26)

X 8 4>

where the source flux <1>, is a function of wavelength and the geometric
properties 8 and q, of the radiated energy.
Equation (5.26) can be written in a more manageable form for a
specific radiant entity. For example, the effective flux incident upon the
detector is given for a sterance [radiance) source as follows:
(5.27)
where

"P

is the path transmittance.

Equation (5.27) can be integrated, as given in Sec. 4.3.1 , when the
variables are independent, as
<l>,rr ~

L,{ A) I!.A A ,ll ,T,TP

fJ

~

L, (A) i!.AT,T,Ar."

4/!F '

{5.28)

where I!.A is the equivalent ideal spectral bandwidth given by Eq. (5.11),
A,ll, is the equivalent ideal throughput of the beam (assuming the field of
view of the sensor is matched to the spatial properties of the source), and
A,,,j 4F 2 [see Eq. (5.19)) is the throughput of the sensor field stop for the
simple optical system of Fig. 5.3.
The right-hand term of Eq. (5.28) can be interpreted in terms of
maximizing the flux incident upon the detector as follows: The throughput
must be maximized to maximize <1>. This is accomplished, at least in
principle, independently of the sensor field of view, by maximizing the
field-stop area and minimizing the /-number, F As indicated in Sec. 5.6,
the simple equivalent representation of the optical system of Fig. 5.3
includes the detector as the stop.
There exist physical limits for which detectors can be fabricated. In
addition, the properties of many detectors are such that the noise increases
with area. So the signal-to-noise ratio may not be increased simply by
increasing
These factors are considered in detail in the following
chapters.
The [-number, F, is the most significant parameter in Eq. (5.28). The
flux and the signal-to-noise ratio are inversely proportional to the /-number
squared. The smaller the [-number, the greater the flux-collecting ability of

A,,.
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the system. The cost of a system, as well as the throughput, is probably
inversely related to F '- However, the ultimate limit to the smallness of the
/-number is set by theory at F = 0.5 for air.
Similarly, the effective Hux incident upon the detector fro m a point
source is given by

</>," =

! , (>-.) 1!.>-.w,T,T,
f3

=

1, (>-.) f!.).. A ,T, T,
f3 s'

(5.29)

2

The solid angle w, is written in terms of A js as the angle into which the
Hux is being collected by A,, the entrance aperture, over the distance s.
Thus we could conclude that the entrance aperture area should be enlarged
without limit ; this implies a field of view approaching zero. However, there
are practical and theoretical limitations to how small the field of view can
be made.
Given that the field of view is fixed at some value, increasing A, is
equivalent to reducing the /-number. Thus the /-number is a limiting factor
in systems designed for extended-area sources or for point sources.
A practical limit for the field of view is based upon pointing accuracy:
It is more difficult to acquire and or track the target with a small field of
view. A theoreti cal limit to the smallness of the field of view is based upon
the system optical blur. A point source is not imaged as a point. The optical
blur is a nonzero area containing most of the Hux imaged upon the focal
plane. The optical blur is determined by either aberrations or diffraction.
Thus, an optimum system for point sources is obtained by increasing A,
(the equivalent of reducing F) until either the optical blur matches the
detecto r or the /-number is reduced to a practical minimum value (the
theoretical minimum value is 0.5).
This can be illustrated in reference to Fig. 5.3 by rewriting Eq. (5.29)
to include the parameters of detector area Ad, field of view ll, , and the
focal length f:
and
so that by eliminating /

2

F' =

t__
D'

(5.30)

we have
A = 1rD
4
'

2

=

AJw
4F ' n ,

(5.31)

and then

<~>orr=

/, (>-.) f!.)..TPT, Ad'TT
4F 2 1l , f3s 2

(5.32)

Equation (5.32) is appropriate for point sources when the field of view n,
and detector area Ad are fixed by practical or theoretical considerations.
The conclusions given above for the extended-area source apply equally
well in this case.
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NUMERICAL INTEGRATION

Generally the relative response function :.Ji' (A) is not analytic and can only
be represen ted by a set (or array) of numbers obtained in an empirical test.
In this case the integration can be approximated by numerical methods.
This is illustrated in the case of the solution of Eq. (5.11) for the eq ui vale ntarea bandwidth and Eq. (5.12) for the effective flux.
The equivalen t-area bandwidth , Eq. (5.11) , is given by

I

:.Ji' (A)dA "' 8A

~

(5.33)

..Ji',

where SA is the incremental size, assuming the increment is uniform over

the entire set , and ::i'i', is the set of n values of the relative response fun ction.
The effective flux, Eq. (5.12), is given by
<!>,, =

I

,;!? (A)<I>(A)dA "' 8A

±.

,., .Ji',<l>,

(5 .34)

In this case, as above , the incremental wavelength 8A must be uniform over
the e ntire set. The flux<!>, may be analytic as in the case of Planck's equation
fur blackbody flux in which case it is given by
<1>, = f(A,T)

(5.35)

where fo r each increment i, the function is solved for A,.
The results given in Eqs. (5.33) and (5.34) can be made as accura te
as desired by sufficientl y decreasing the size of llA and increasing 11 . Such
solutions are conveniently obtained using the computer which doesn't tire
with large data sets.
EXERCISES
I. G raph the tabulated spectraJ response function and find the equivalent ideal
spectral bandpass by numerical methods.

Wavelength,
Index

4

5

Wavelength,
Index

~m

.'i'(l.)

~m

.'i'(l.)

2.60

0.01

2.74

0.96

2.62
2.64
2.66
2.68
2.70
2.72

0.30
0.67
0.88
0.93
1.0
0.98

2.76
2.78
2.80
2.82
2.84
2.86

0.99
0.76
0.43
0.43
O.o3
0.00

10
11
12
13
14
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2. A sensor has a 2° half-angle field of view.
(a) Find the incident areance [irradiance] for an extended-area source where
L , = 1.6 X 10- 6 Wcm - 2 sr- 1.
(b) Find the incident areance [irradiance] for a distant small-area source, where
6 W cm - 2 sr- 1, which subtend s a 1° full angle at the sensor.
L, = 1.6 X
3. Given the 91(A) and L(A) curves of Fig. E5.3:
(a) Find the total sterance [radiance] Lover the range A~ 2.0 to 2.3 ~m .
(b) Find the equivalent ideal bandwidth for 91(A).
(c) Find the effective ste rancc {radiance] Lover the range A = 2.0 to 2.3 JLffi.
H im: Use numerical approximation techniques for integration.
4. Given: 91( A) and L(A) as illustrated in Fig. E5.4:
(a) Find the equivalent ideal bandwidth for 91(A).
(b) Find the band sterance [radiance] Lin W cm - 2 sr- 1 between A ~ 2.95 and

w-

A~

3.05

~rn .

{c) Find the effective band sterance [radiance] Lc:rr in units of W cm - 2 sr-
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5. Given: A 30-cm diameter source radiating L = 5.0 X 10 2 W cm- 2 sr- 1 . Find
the sensor projected solid-angle field of view that is de signed to maximize the
flux collected at a range of 5 m.
6. Given: An F = 2 collector lens of 10-crn diameter. What diameter field stop
(localed in 1he focal plane) will produce a 1" half-angle field of view?
7. The flux incident upon an aperture is given by

<I>~

1J J L, (>.)cosOdA , dw, d>.
A ""• A,

Assuming (1) - the distance between A$ and A ,. is large; (2) A s and A c arc
perpendicular to a line (the optical axis) connecting them ; and (3) Ls{A) is
uniform over A. and 6.A , write the expression where the integrations have been
carried out.
8. Given a sensor located 10 m from a source that is 2 em in diameter. Find the
projected solid angle of the sensor field of view to match the source.
9. A sensor is designed to resolve a 1-rn target from a di stance of 100 km. Calculate
the diffraction-limited aperture diameter for 2-11-m wavelength response using a
0.015 mm diameter detector. Also calculate the focal lengt h and [-number of
the optical system.
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Detection of
Radiant Flux

6.1

INTRODUCTION

A major component of the radiometric performance equation (for the
signal-to-noise ratio)-the effective flux incident upon the detector based
upon the source characterization, geometrical transfer, path losses, and the
selective optical subsystem performance- was developed in the previous
chapters. The objective of this chapter is to introduce detector figures of
merit that can be used to develop the noise equivalent flux (NEF), a
component of the signal-to-noise ratio equation.
In addition to the detector NEF, this chapter provides an extension of
the development to include system noise equivalent sterance [radiance] and
system noise equivalent areance (N EF densi ty). These developments provide for limited (but useful) optimization based upon a criterion of minimizing the NEF using only the parameters of system throughput and
detector NEF.
Generally, at the system-design level the customer is interested in
sensor performance with respect to the flu x as a field quantity outside or
incident upon the sensor aperture. What happens inside the sensor may be
of little interest. However, the design engineer needs to know how much
flux is incident upon the detector in order to predict system response.
The field quantities that exist outside the sensor differ from the total
flux incident upon the detector by a constant. That constant characterizes
the optical subsystem parameters. Thus, the equations for minimum detect77
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able flux are expanded to include various field quantities and system
parameters.

The objective of the design of the detector subsystem is to select a
detector capable of satisfying the system specifications of wavelength,
minimum detectable flux, and frequency response.
6.2

DETECTOR PARAMETERS

The detector functions as a transducer of electromagnetic radiation in the

optical bands in which radiant energy is converted into an electric signal.
The choice of a detector is often the first consideration in the design of any
electro-optical system.
The development of infrared detectors dates back to the pioneering
discoveries of Sir William Herschel in 1800 and to the rapidl y expanding
area for applications to industrial and military problems. An astronomer,
Sir William discovered the infrared by moving a thermometer through the
sun's spectrum-' He found that the temperature recorded by the thermometer increased from violet to red and then continued to respond in the dark
region beyond the visible. This region he called the " infra" red. For more
than 100 years, little use was made of the infrared region of the spectrum,
largely because of a lack of detectors of optical radiation.
The problem can be better appreciated from the fact that current
state-of-the-art cryogenically cooled photoconductive detectors of the infrared are capable of detecting a power level of 10- 16 W, which delivers
signal currents of the order of 10 - I J A from an equivalent impedance of
approxima tel y 10 12 ohms. Infrared radiation is incoherent in nature and
cannot be amplified with resonance circuits such as are commonly em-

ployed with coherent microwave signals of the same frequ ency (see Fig.
1.2).

A large variety of detector types are now ava ilab le that respond from
the ultraviolet to the far infrared. The state of the art is constantl y being
advanced by the improvement of existing detectors and by the introduction
of new devices.
The word "sensitivity" is a term used in so many different ways that it
is not very useful. The important quantity is the minimum detectable signal,
which is related to the limiting noise, rather than how well a system
responds to a particular input. Certain figures of merit are defined to
describe detector performance under specific operating conditions; kn owing
them, it is possible to deduce the limits of detection. Those figures of merit
that are important from a design point of view are considered here.
Four important aspects of detector performance are: (I) the noise
equivalent power (NEP), (2) the absolute responsivity 91 , (3) the relative
spectral responsivity 91(11), and (4) the temporal response of the detector.
The detector NEP is related to its ability to detect faint signals. The
responsivity is an expression of output signal (usually voltage or current)
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per unit incident flux. Finally, the detector is inherently a band-limited
device.

These four detector parameters are dependent upon the operating
conditions. For example, the limiting noise mechanism, the responsivity

(both absolute and spectral), and the time constant of response are dependent upon (I) the operating temperature, (2) the level of radiant background, (3) the electrical bias, (4) the electrical noise bandwidth, and (5) the
physical size of the detector.
6.2.1 Detector Types

Optical system designs incorporate two basic detector types: thermal and
photon. Figure 6.1 illustrates the ideal behavior of thermal and photon
detectors. The distinction between them is based upon the responsive
mechanism. Thermal detectors measure the rate at which energy is absorbed, whereas photon detectors measure the rate at which quanta are
absorbed.
Thermal detectors are simply energy detectors, since they make use of
the heating effect of radiation. Their response is dependent upon the
radiant power absorbed but independent of the spectral content of the
radiation.

Associated with all thermal detectors is some form of thermal mass
that undergoes a temperature change when it absorbs radiation. Large
temperature changes per unit of radiant power absorbed are associated with
small thermal masses. Thus, the sensitive elements of most thermal detectors are physically small and their response rate is slow.
Examples of thermal detectors' are the thermocouple , which is based
upon a thermoelectric effect; the bolometer. which is based upon the change
in electrical resistance with temperature; and the relatively new pyroelectric
detector , 4 which is based upon the change in polarization of a crystal when
it undergoes a varia tion in temperature.

Photon detectors respond only to incident photons that possess more
than a certain minimum energy. Thus they are selective detectors of optical
radiation, responding only to those photons of sufficiently short wavelengths to produce charge carriers. Their response at any wavelength is
proportional to the rate at which photons of that wavelength are absorbed.
The number of photons per second per watt is directly proportional to the
wavelength ; thus, the response of a photon detector for equal amounts of
radiant power per unit wavelength interval decreases as the wavelength
decreases below that corresponding to the minimum energy (see Fig. 8.1 ).
Some types of photon detectors are: photoemissive detectors, which
are generally used with electron multipliers and are referred to as multiplier
phototubes (see Fig. 17.1); semiconductor photoconductive and photovoltaic
detectors (see Fig. 16.2); and photographic film. The semiconductor detectors are composed of lead (Pb), silicon (Si), germanium (Ge), and other
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( >.)

Illustration of the ideal behavior of thermal (A) and photon (8} detectors.

substances. Various regions of wavelength response are obtained by doping
these materials with certain substances. For example, germanium doped
with mercury (Ge: Hg) responds to 12 J.Lm, while germanium doped with
zinc (Ge: Zn) responds to 35 J.Lm. (Appendix D lists the elements and their
chemical symbols.)
The discussion so far has described ideal detector behavior, not the
actual behavior of a detector in each class. For example, most photon
detectors exhibit a wavelength-dependent quantum efficiency. Thus their
response is not simply a monotonically increasing function of wavelength
for equal power input per unit wavelength interval but exhibits considerable

deviation from this ideal. Neither do all thermal detectors exhibit a response that is completely independent of wavelength. The surface of the
sensitive element of a thermal detector may have a low absorptivity in
certain spectral regions, so that the energy in that region cannot be
effectively utilized.
6.2.2

Detector Figures of Merit

The effective flux incident upon the detector is usually interrupted periodically with a mechanical chopper to avoid bias offset and drift problems.
This results in an electric output signal that is periodic, for which accoupled bandpass amplifiers can be used to obtain high gain. The multiplier
phototube is the only detector that has had extensive use as an unchopped
detector'
The detector responsivity and noise are measured in two separate tests

and the NEP calculated from the results-' The rms signal voltage, V,, is
observed in response to the average incident power level; then the rms noise
voltage, V:, , is observed with the detector covered so the incident power is
zero.

The responsivity is defined as the ratio of the output signal voltage V,
to the radiant power <!>, incident upon the detector, and is given by

!!P(;>.)

~

V,/<1>,(;>.)

[V nns/ W rms]

(6.1)
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Both the electric signal and the incident flux are measured in terms of
the rms value of the fundamental component at the chopping frequency. 8
By rms power, in this case, is meant the average power of the waveform of
the chopped radiation.' Equation (6.1) also holds for unmodulated (de) flux
and de output voltage. In some cases the output is a current 1, ; then the
responsivity has units of A rms/W rms.
The detector noise must usually be measured with a preamplifier.
Sometimes detectors are operated under conditions in which the detector
noise is negligibly small and are therefore preamplifier noise-limited. In any
case, it is important to remove the effect of amplifier gain when the noise is
referred to the detector terminal. The electrical noise is measured with a
relatively narrow band (tuned) voltmeter to yield the rms value at the
fundamental chopping frequency.
The detector NEF is always defined in terms of radiant flux <1>,, which
has the units of watts; thus, NEP is the appropriate term. The NEP for ac
operation can be defined as the ratio of the incident effective flux to the
signal-to-noise ratio:

NEP

~

cl>dr
-SNR

~

«llerr
--

V,/ V.

~

Vn
fJt

(6.2)

where Vsl V, is the signal-to-noise ratio anti V:,/cl>err is the responsivity. The
magnitude of NEP depends upon the electrical noise bandwidth of the
1

measured noise voltage.

The meaning of NEP for a detector in ac operation is as follows: The
noise equivalent power is the incident power that produces an rms output

signal equal to the rms noise voltage.
The noise voltage squared (which is proportional to power) for
"white" noise mechanisms (having a uniform power spectral density) is
proportional to the electrical noise bandwidth. For a large class of detectors, the noise voltage squared is also proportional to the area of the
detector. Thus, the rms noise voltage is proportional to the square root of
both bandwidth and area.
For the special case where the noise voltage is proportional to the
square root of the product of the detector area and the electrical noise
bandwidth, the detectivity D* (pronounced D-star) is a better figure of
merit than NEP. D* is defined as

(6.3)
The detectivity can be considered the inverse noise equivalent power that
has been normalized for detector area and electrical noise bandwidth. Thus,
the detectivity is independent of detector size and/ or noise bandwidth and
is representative of a particular detector type. The detectivity also has the
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property that numerically larger values represent superior performance,
which follows the tradition that bigger is better.
The term D*(;\) represents the detectivity at a particular wavelength
A, while the term D*(T) is the detectivity obtained when the detector is
irradiated by an unfiltered blackbody source, a convenient measurement
technique. In this case, the incident power used in Eqs. (6.1) through (6.3) is
obtained as the integral of Planck's equation for all wavelengths (see Chap.
9). Correction factors are used to convert D*(T) to D*(A).
D* can also be defined in terms of the responsivity by combining Eqs.
(6.2) and (6.3)
D*(;\)

6.3

=

~(;\)(A

t::./)1 /2
[em

d

v.

Hz'l';w]

(6.4)

SYSTEM PARAMETERS

The calculation of system figures of merit is based upon detector figures of
merit and optical system constants. The detector NEP can be expressed in
terms of detector figures of merit of responsivity andjor D* , noise voltage
and electrical noise bandwidth as follows:
NEP(;\,det) = VJ~(;\)

(W]

(6.5)

or

(Adt::.!)' l'
D*(;\)

NEP(;\ , det) =
6.3.1

(6.6)

Noise Equivalent Power

Equations (6.5) and (6.6) must be modified to yield the NEP as a field
quantity at the sensor entrance aperture. This is necessary in order to take
into account the optical losses and noise effects associated with de restoration as follows:

(JVJ'i

NEP(;\,sys)

= ~(A)T,

NEP(;\, sys)

=

(6.7)

or

f3(2Adf,) 112
D*(;\)T,

(6 .8)

where (3 is the chopping factor and T, is the optical efficiency at wavelength
A. The factor .fi in Eqs. (6.7) and (6.8) results from an increase in the noise
because of the effect of coherent rectification upon the electrical noise
bandwidth. The electrical noise bandwidth !::.f is replaced in Eq. (6.8) by
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the low-pass filter cutoff frequency f 2 that is used with coherent rectification. Coherent rectification is utilized to obtain de restoration in chopped
systems resulting in a mean de output that is proportional to the mean
incident flux. This is discussed in detail in Sec. 7.5.
Equations (6.7) and (6.8) yield NEP at the indicated wavelengths but
imply nothing about the detectable power at any other wavelength.

Example 1:

Find the system NEP for a band radiometer that utilizes the

coherent rectification scheme for de restoration.

Given: The detector area is 7.85 x 10 - 3 cm 2 (1 mm diameter), D*(2.7
I'm)~ 9 x 10 9 em Hz 11 2j W, optical efficiency is T, ~ 0.62 at 2.7 fLm ,
chopping factor {3 ~ 3, low-pass / 2 ~ I 0 Hz.
Basic equation:

(WJ

(6.8)

Assumptions: (1) D*(A) is constant over the spectral bandwidth. (2)
The limiting noise is detector, not preamplifier, noise. (3) The flux
incident upon the entrance aperture originates within the sensor field of
view and from within the sensor spectral band.
Solution:

The NEP at 2.7 J.lm is

NEP( 2 ·7 1'm)

~

112
3{2 X 7.85 X 10 - 3 (cm2 ] X 10(Hzj}

~ 2.13

9

x

X

10 9 (cm Hz 112 ] X 0.62

w-ww

Note: The system NEP is larger than the detector NEP because of
system losses.
•
6.3.2

Noise Equivalent Sterance [Radiance]

Tho flux incident upon the sensor aperture may be expressed as a field
quantity using the most general radiometric entity, the sterance [radiance),
wh.ch has the units of W cm - 2 sr - '- The sterance [radiance) may be
thcught of as the ratio of the power in a beam to the optical throughput T
of he beam [see Eq. (3.21)].
The throughput of the sensor entrance aperture can be considered as a
be= of radiant energy, and the flux can be viewed as a field quantity
an)where in the beam. The sensor throughput is also given by the invariance theorem, in terms of the focal-plane /-number F and the detector field
StO? area Ad as
[cm2 sr]

(6.9)
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where Ac is the effective collecting aperture area, Qc is the sensor projected
field of view, and A J is the detector area that serves as the field stop.

The noise equivalent sterance [radiance], NER , is obtained from Eqs.
(6.7) or (6.8) and (6.9) as
2

NER(A) ; NEP(A, sys) ; 4F NEP(A , sys)
A ,!l,
1rA,
which in terms of detector responsivity 91 and noise voltage V, [Eq. (6.7)],
is
NER(A)

/'i(4(3F'V,)
1r !11' (A)r, A,

(6.11)

or in terms of D* [Eq. (6.8)] as
NER(A) ; 4(3F' (2f,/A,)
1rD*(A)r,

1 2
/

(6.12)

Equations (6.11) and (6.12) can be used for sensitivity analysis to
optimize the noise equivalent sterance [radiance] of a system based upon
the throughput parameters of the optical system and the detector parameters. These equations are of limited value because they do not contain terms
to descrihe the ~o urce , media losses, or selective properties of the optical
subsystem. Consequently , minimizing the NER does not necessarily maximize the signal-to-noise ratio. The NER, Eq. (6.11), is illustrated with an
example that shows it is independent of the field of view.
Example 2: Find the noise equivalent sterance [radiance] for a band
radiometer that utilizes coherent rectification for de restoration.
Given: Detector current responsivity is 91, = 2 A j W at 5 p.m. The
detector and associated electronics are cryogenically cooled to 78 K,
greatly reducing the background ; thus, the limiting noise is thermal
(rather than photon), originating from the load resistance of 1 X 10 9
ohms (see Fig. 18.2). The thermal noise voltage is given by the JohnsonNyquist equation, V, = (4kTR,)' I' (see Sec. 7.5.1). The system is
chopped (/3 = 3), the optical efficiency is r, = 0.3, the optical system
/-number is F = 2, the noise bandwidth / 2 ; 62 Hz, and the detector
area A,; 7.85 X 10 - 3 cm 2 .
Basic equations:

V, ; (4kTR,)

112

/'i(4(3F 2V,)
NER(A) ;

1r i11 (A)r, A ,

(6.11)
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Assumptions: (1) The responsivity is constant throu ghout the radiometer spectral band. (2) The flux incident upon the aperture originates
from within the sensor field of view and from within the spectral band.
Solution:

The thermal noise voltage is

V,, = (4kTRJ/2 )

11 2

(4 X 1.38 X 10 - 23 (J K -

1)

X 78(K)

9

Xl X 10 (ohms) X 62(Hz)}
= 1.63 X 10 -

5

11 2

V rms

for a low-pass cutoff frequency of 62 Hz. The noise equivalent sterance
[radiance] is obtained by

/2( 4,8F 2 V,,) =

/2

X 4 X 3 X 2 2 X 1.63 X 10 -

77~(>-)<,AJ ="X 2.0(A/W) X

5

V = 1.11 X 10 - 3 V

9

I X 10 (ohms)

X0.3 X 7.85 X 10 - 3 (cm 2 )
= 1.48 X 10 7 V cm2 sr/W

w-'

1.11 x
NER(5.0 I'm) = l.4S x IO'

=

7.47

X

Note: The magnitude of the field of view can be traded off for collector
area without changing NER provided the throughput is maintained
constant.
6.3.3

Noise Equivalent Areance [lrradiance]

As indicated in Sec. 4.2.1, the sterance [radiance] is the most appropriate
entity with which to describe an extended-area source. On the other hand,
according to Sec. 4.2.2, a small-area source (point source) at an unknown
distance is best described in terms of the incident flux density, the areance
[irradiance] £, which has the units of W /cm 2 The areance [irradiance] is
related to the sterance [radiance] L for a sensor by

[w; cm 2 ]

(6.13)

where n. is the sensor solid-angle field of view.
The noise equivalent areance [irradiance] is commonly referred to by
the acronym NEFD, taken from the words "noise equivalent flux density."
The NEFD for a distant small-area source is obtained using Eq. (6.7) as
(6.14)
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and from Eq. (6.8) as
NEFD(I.)

=

fJ(2A
d

I 2 ) 112

(6.15)

D*(I.)T,A ,

where A , is the area of the collecting aperture.
Equations (6.14) and (6.15) are not very useful for optimization and
sensitivity analysis for the reasons given in Sec. (5.10). Combining Eqs.
(5.31) and (6.14} , we obtain

{i[JV"4F 2 0. ,
NEFD(I\) = ""'(')
::7C

1\

(6.16)

'TeAd7T

in terms of the detector responsivity and noise voltage, where n, is the
field-of-view solid angle and Ad is the detector area that serves as a field
stop.
Combining Eqs. (5.31) and (6.15) we obtain
NEFD(I.)

=
__

{J(2A

I )11 2
d '

D*(I.)T, A,
2

=

4F {JO. , ( 2/2 )
D*(I.)T,1T Ad

fJ(2A

I )1124F 2 l!
d '

D*(I.)T, Ad"

'

112

(6.17)

in terms of D*, where l!, is the field-of-view solid angle and Ad is the
detector area that serves as the field stop. In general, the conclusions given
above for NER apply here when there is a fixed field-of-view requirement
for a point-source system.
6.3.4

Noise Equivalent Spectral Flux

Each of the entities described in Sees. 6.3.1 through 6.3.3 may be applied to
any sensor that makes a measurement of the total radiation over a specified
band /l"'A such as a radiometer. However, a spectrometer measures the

power spectral density function (or simply the "spectrum"}, which has the
units of flux per unit wavelength (or wavenumber).
The analysis for spectral NEF is essentially as given above for band
flux. In the case of a spectrometer, it is the instantaneous spectral bandwidth
that is used to calculate the total flux on the detector.
EXERCISES

I. A sensor sys tem responds to 1 X 10- 9 Wjcm2 incident flux with 1.57 V output.
The dark noise is 1.27 mV. Find the system noise equivalent flux density
(NEFD).
1. For the sensor of Exercise 1, find the system NEP, given the collecting aperture
diameter is 10 em.

REFERENCES
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3. A l X 1 mm detector is tested with a preamplifier that has a gain of 1000. The
radiant source is modulated with a light chopper at 150 H z. Assume a chopping
fact or o f 3. Two tests are conducted, and the results are as follows: (i) The output
voltage is 2.3 V rms when the incident areance [irradiance} is 1.6 X to - R W jcm2
(peak power densi ty). (ii) The detector is shielded from any modulated energy,
and th e noise voltage is measured using a tuned voltmeter. The voltmeter has a
noi se bandwidth of 10 Hz, and the output noi se voltage is found to be 1.2 mV
rms.
Assuming the preamplifier contributes zero noi se, find (a) the detector
responsivity, and (b) the detector D*.
4. Find the NEP(A , del) for a 0.5 X 0.5 em detector, given that D'(A) ~ 1 X 10 10
em Hz 112j W and the noise bandwidth is 100 Hz.
5. Given: D'(A ~ 5.0 ~m) ~ 1 X 1013 em Hz' 11 jW for a detector of area~ 7.85
X 10 - 3 cm2 Find: NEP(A ~ 5.0 ~m) for an electrical noise bandwidth of 1000

Hz.
6. Given: Detector NEP(A, del)~ 1 X 10 - 13 W, chopping factor fJ ~ 3, optical
system efficiency T.. = 0.5, throughput T = AO = w-Jcm 2 ST. Find the sys tem
NER for an exten ded area source.
7. A system has a detector with responsivi ty 9i = 10 6 V; w, noise vol tage V,, = 10
p.V rm s, chopping factor {3 = 3, optical efficiency Tr = 0.5 , and collecto r diameter
25 em a nd uses coherent rectificat io n. Find the syste m NEFD. Assume coherent
rectificat ion.
8. A detector of area 0.25 cm2 is irradiated by E = 1 X 10- 6 W j cm2 rm s. The
resultant signal voltage is 1.5 mV rms. The detector noi se voltage is measured at
1 X 10 - 5 V rm s in a 10-Hz bandwidth. Find the detector responsi vity !£,
NEP(A, det), and D' .
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7

Signal-Conditioning
Electronics

7.1

INTRODUCTION

The objective or this chapter is to consider signal-processing techniques and
noise mechanisms associated with the signal-conditioning subsystem. This
chapter emphasizes electrical parameters, which are described in general
terms that relate to overall system per[ormance. The electrical subsystem
normally determines the temporal characteristics or the system. Optional
signal-conditioning techniques involve trade-otTs to minimize the limiting
effects or noise.
The objective or the design or the signal-conditioning subsystem is to
establish the noise;in[ormation bandwidth, a term required to solve the
SN R radiometric performance equation. There are at least two classifications or application goals: (1) [or radiometric systems, to provide the best
possible estimate or the source flux [or stationary processes and (2) to
establish the sample rate for nonstationary sources encoded with information.
The best that any radiometric or spectrometric instrumentation system can accomplish is to provide an estimate of the magnitude of the source
fluxl The electrical subsystem is designed to provide optimum signal
processing to improve that estimate so far as the limiting effects of noise are
concerned.
Optical communication links and remote-sensing systems provide a
wide variety of functions such as target detection, 2 scene representation
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(radar and television}, and fiber optics data links. Such systems are optimized through the use of matched filters. In the statistical theory of
filtering, an optimum filter is the filter that operates with the minimum
mean square error. 3

The electronics must also provide enough gain to yield useful output
levels and operate over a dynamic range sufficient to provide linear re-

sponse over the expected flux levels. The signal-conditioning electronics
also provide for electrical interface with the radiant detector and in some
cases are the source of the limiting noise.
A major goal of the feasibility study is to determine the information
bandwidth and required sampling rates and to determine the limiting noise.
7.2

INFORMATION BANDWIDTH

The integration time TJ is defined as the amount of time available to obtain
a measurement in which there is little or no change in the radiant levels. It
can be visualized by assuming the signal to be an ideal square-wave pulse of
width r as illustrated in Fig. 7.1. In this case the pulse duration r is the
integration time TJ. The objective of the measurement is to estimate the
magnitude of the pulse. The sensor response to this square wave is given by

/(t)

[%)

100[1- exp( -TdjTJ]

=

(7 1)

where Tc is the system time constant.

The solution to Eq. (7.1) is obtained by expressing the integration
time in terms of the system time constant. For example, when
TJ

w
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5
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Time response to a square-wave signal of a low-pass RC filter where
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the system output achieves 99.3% of the source amplitude as shown in Fig.
7.1. which represents a nominal design value for systems that require
accuracy in measuring the pulse magnitude in analog systems.
The electrical frequency response is related to the time constant for
simple RC networks by
1
/, ~ 21TT,

[Hz]

(7.3)

where / 2 is the break frequency for a low-pass filter.
The information bandwidth can be defined in terms of the characteristics of an ideal square low-pass filter which has its cutoff at the break
frequency of its practical realiza tion. There may be energy present in the
filtered spectrum at freque ncies greater tha n the information bandwidth
due to the non ideal characteristics of practical filte rs.
7.2.1

Sampling Rate

Modulated radiant sources are generall y continuo us in time but a re not
necessarily pe riodic. The e lectro-o ptical sensor provides at best a periodic
sample of the source flux. A complete description of the temporal properties
of a modulated radi a nt signal does not requi re that the amplitude be known
at every instan t of time. This is a consequence of the fact that all signals
are bandwidth limited ,'·' as illustrated in Fig. 7.2, and is the basis of the
sampling theorem that is demonstrated by the following argument:
The lowest frequency possible in a sample set of dura tion T, seconds
is II T, Hz . Suppose the band-limited signal is known to contain no energy
at frequencies above fm· The signa l can be examined in terms of a Fourier
seri es expansion, and th e maximum number of harmonics present

isfmTs.

In order to completely describe the signal , we need only find the sine and
cosine coefficie nts, or the magnitude and phase angle, for each term. Thus
a total of 2fmT, coefficie nts is requ ired a nd they can be evaluated from the
same number of samples.
The effect of sampling periodically , t, seconds apart , where the data
rate is [, ~ lit, is visualized by considering that the signa l modulates the
am plitude of a periodic pulse train as shown in Fig. 7.3. Amplitude modul ation can be expressed as a multiplication process , as symbolica ll y represented in Fig. 7 .4 , in which the product of the ori ginal signal and the
sample fu nction is obtained.

0

fm
rREQU[NCY

Figure 7.2

Illustration of a possible power spectral density (PSD) function.
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(a) SIGNAL

(b) MODULATED PULSE
Figure 7.3

TRAIN

Illustration of modulated signal (a) and a modulated sample pulse train (b).

The sample function of Fig. 7.4 is illustrated for the case of a light
chopper which can be represented by a Fourier series as a switch alternating
periodically between zero and unity

~[I

+

±

,., c.sin(nw,c)]

(7.4)

where en are the Fourier coefficients and ws is the sample frequency.

The optical beam (the input signa l) power spectral density (PSD)
function is modeled , for purposes of illustration , with a de term (the average
flux) and a single sine wave modulation at the maximum frequency for
which the spectrum contains significant energy, namely f,. This can be
expressed as

<ll = a + b sin w,i

(7.5)

where a is the amplitude of the de (or average flux) and b is the fractional
modulation of the flux at the frequency w, = 21Tfm·

Figure 7.4

Symbolic representation of a product function.
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The sampling process yields the product of Eqs. (7.4) and (7.5):

~a

+

~ sin(w.,t)

+

~ 2:

c,sin(nw,t) +

~ sin(wmt) 2: c,sin(nw,t)
(7.6)

which is

~a
+

+

~ sin(wmt)

+

4b 2: c,[cos(nw,

i 2:

c,sin(nw,t)

- w.,)t - cos(nw, + w'")t]

(7.7)

where the identity
sin x sin y

= l[cos(x - y) - cos(x + y)]

(7.8)

is used and where n ranges from unity to fmT,.
The first two terms of Eq. (7.7) represent one-half the base band ,
where the factor 112 is related to the fact that the chopper blocks the flux
50 percent of the time. The third term is n = f mT, terms of the sample
frequency f, and its odd harmonics, 3f, Sf, etc. The fo urth te rm represents
the sidebands at f, ± fm, 3f, ± f,, Sf, ± fm , etc., where the fractional
modulation term b/4 is related to the fact that the energy in the spectrum
is equally distributed betwee n the two sidebands . This is depicted in Fig .
7.5 where it is seen that the information can be retrieved using an ideal
filter provided that fm ="' (!, - fm) so the sideba nds do not overlap. Thus ,
according to the sampling theorem,' the sample freque nc y must be at least
f, "" 2f.,. The maxi mum useful freq uency is given by

fN = f,/2

[Hz]

(7.9)

which is known as the Nyquist frequency ; thus the Nyquist frequency must
be equal to or larger than the information bandwidth , that is, f N ""fm·
It is common practice to set the sample ratio at 3 to 5 times the
ma ximum frequency because of the nonideal cha racteristics of practical
filters.

Figure 7.5

Illustration of sampling of a continuous signal and resulting sidebands.

(Note: The even terms are missing for square-wave sampl ing.)
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The Spectrometer as a Sample System

The sample rate for any spectrometer is the scan rateS, since each spectral
component is sampled only once each sca n. The radiant energy incident
upon the detector contains modulation components inherent in the source
and those resulting from the scanner function. Given that the maximum
modulation frequency in the flux beam is fm, then the scan rate must be

S 2: 2fm

[l i s)

(7.10)

A sequentia l spectrometer is one that samples each incremental wavelength one after the other. The integration , or dwell for equal resolution
element times , is given by
I

2Nfm

[sj

(7.11)

and the data rate is g, = 2N j;,.
The use of a light chopper in the sequential spectrometer constitutes
a second sampling function for which the rate corresponds to the chopping
frequency. Again , according to the sampling theorem , the chopper frequency[, must be at least two times the data rate in the multiplexed output
gs, which is
[, 2: 2g, = 4N fm

[Hz)

(7.12)

Example I: A sequential spectrometer is to be used to measure N = 50
resolution elements. Determine the scan rate, chopper frequency, dwell
time , time constant, and frequency response required for amplitude
accuracy of 2:99%.
Given:

The maximum modulation frequency in the flux beam is 2 Hz.

Basic equations:

(For 99 percent amplitude accuracy)
[2 =

S

11(21TT,)

= 2fm

(Scan rate)

Td = 1/(NS)
[, 2:2g,

Assumptions:

(Information bandwidth)

= 4N fm

(Dwell time)
(Chopper frequency)

(7.2)
(7.3)

(7. 10)
(7.11)
(7.12)

Equal integration times for each resolution e lement.
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Solucion: The scan rate S for a seque ntial spectrometer , must be two
times the maximum modulation frequency

S: 2fm: 4Hz
The integration or dwell time , for equal resolution increments, is
T,

1

= __!_ = - NS

50

4

X

= 0.005 s

The system time constant and information bandwidth , for ;e:99% amplitude accuracy , are given by Eqs. (7.2) and (7.3):

T, : T, /5 = 0.005 / 5 = 0.001 s
and

f,;:,: li(27TT,);:,: 1/ (27T

X

0.001) : 159Hz

The spectrometer data rate is 2N fm : 200 Hz, so the chopper freq uency
must be

f, ;:,: 4Nfm: 400Hz
and the ac bandpass must be at least 400 ± 200 Hz. The low-pass filter
determines the system information bandwidth which is arbitrarily set at
159 Hz to achieve the required accuracy. Because of the double sidebands the noise bandwidth is 2 X 159 Hz.

•

The information bandwidth for an ideal de radiometer is determined by
the acc uracy req uirements and sampling does not occur. The ac radiometer
must be chopped in accordance with the sampling theorem, that is,

f, : 2f,

(7.13)

For the case of a Michelson interferometer spectrometer , each monochromatic element of the radiant source is transformed into an electrical

frequency acco rding to the relation'

f = vv

[Hz]

(7.14)

where v is the rate of change of path difference (cm/s) and vis the wavenumber (reciprocal centimeters, cm - 1) so that the time constant depends
upon the maximum frequency obtained for the maxi mum wavenumber , "'"'
for a given rate.
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7.2.3

Aliasing

Rather serious errors occur when the modulated signal contains some unsuspected components at frequencies higher than the Nyquist rate. This
phenomenon is known as aliasing. 7 ·8 •9 •10 The effect of aliasing is to introduce
false frequencies into the output.
Aliasing is illustrated in Fig. 7.6. The sample frequency at the left in
Fig. 7.6 is chosen to be about 7 times that of the original sine wave. The
recovered version looks very similar to the original.
The sample frequency at the right in Fig. 7.6 is chosen to be about
715 of the original frequency , a clear violation of the sampling theorem.
In this case the recovered version does not resemble the original continuous
ORIGINAL

SIGNAL

SAMPLED

SIGNAL

RECOVERED

Figure 7.6

SIGNAL

Illustration of aliasing error. Left side, the sampling frequency is 7 limes the

original frequency; right side, the sampling frequency is 7 1 5 of the original frequency .
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waveform. The false signal frequency of the recovered signal is equal to
the difference between the original continuous signal and the sample frequency.
Aliasing is illustrated in the frequency domain in Fig. 7. 7 where the
high-frequency components are "folded down " into the baseband. An increase in the noise also results from under sampling since the noise components are also folded down into the baseband.
All signals are band-limited by the physical phenomena giving rise to
them. However , real processes do not exhibit ideal band-limited spectra.
The signal must therefore be band-limited using "prealiasing filter" techniques before sampling takes place. Spatial filtering of electro-optical signals
results from the response characteristics of the optical system and of the
detector array (see Chap. 12} and provides for anti-aliasing band-limiting.
7.2.4

Electrical Noise Bandwidth

The limiting noise in electro-optical systems can arise from a number of
different mechanisms and depends upon the detector and preamplifier
characteristics and the information bandwidth. There are two idealized
noise spectral density functions: white noise and "colored" noise.
White noise exhibits a uniform noise spectrum for which the mean
square noise voltage is given by

-V

2 ~

c

ff
[,

' df~ c(f,- [ 1 } ~ c l!.f

(7.15}

where the constant c is independent of frequency and depends upon the
noise mechanism. The rms noise in the output of a uniform noise source is
therefore proportional to the square root of the bandwidth.
Colored noise exhibits a nonuniform spectrum, and there are two
important cases:

Case I The rms noise of a system that has a 1/ f noise distribution
tends to be independent of system bandwidth. This occurs in high-gain
de-coupled systems. Drift in the input stages may be viewed as a very low
frequency noise.
Generally, light choppers are used with systems that are subject to
detector bias or preamplifier offset drift. This results in periodic flux and ac
output signal and permits the use of amplifiers that block the de and

,'

~--

'

''
'

~!
0

fN

fs
rREQUENCY

Figure 7.7 Frequency domain representation of aliasing where aliasing occurs for all frequencies greater than f11 , the Nyquist frequency .
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associa ted drift. The chopper samples the incoming flux beam in accordance with Eq. (7.7), transforming the frequency spectrum of the signal to
the sample frequency as illustrated in Fig. 7 .8, where the radiant energy is
depicted as having a positive mean value modulated at a freque ncy / 2 to
represent the information bandwidth. The chopped detector output spectrum results in a carrier at f, proportional to the mean flux value , and
sidebands at f, ± f 2 , each proportional to half the amp litude of / 2, in accordance with Eq. (7.7). The chopping frequency f, is chosen to provide
the most favorable detector-preamplifier noise characteristic. The great
majority of systems fall into this category. The use of light choppers effectively eliminates the 1/f noise. The resultant noise is characte ristic of frequencies in the neighborhood of the carrier frequency.

Case 2 A special case of colored noise occurs when the mean-square
noise is proportional to the square of the frequency. This occurs in systems
that are preamplifier noise limited and for which the input capacitance
causes the preamplifier loop gain to roll up at 6 dB /octave (see Sec. 19.6.2).
In this case the mean-square noise is given by

v; ~ cf

't' df

(7.16)

[,

The carrier frequency f can be considered constant over the bandwidth
when the bandwidth is relatively narrow. Then

-v; ~ cff'!' df ~ cf'(!,- /1) ~ cf' l:!.f

(7.17)

[,

and the mean-square noise is therefore proportional to the frequency
squared .
For wide-band systems (where f cannot be considered constant) the
mean-square noise is given by

v.' ~ cf't' df ~ c!,' - fi
[,

I
- t,
Figure 7.8

0

t,

(7.18)

3

f -f
'

2

-~

t,

Illustration of the transformation of the signal spectrum through the use of

a light chopper.
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for which the rms noise voltage is proportional to

v. ~IF'

[Vrms]

(7.19)

where / 2 > / 1 .
Each o f the noise mechanisms associated with the detector-preamplifier
subsystem must be evaluated in order to determine the optimum chopping
frequency and the resulting system noise. This probably constitutes the
most difficult aspect of a feasibility study. The outcome of such a study
depends upon the detector type, the operating temperature and background, and the preamplifier noise . This is covered in detail in Chap. 19.
7.3

DATA RATES

Pulse code modulation (PCM) is a time-sampled or multiplex data system
tha t is appropriate for use with optical communication systems. As in any
sampled system, the information bandwidth requirements dictate the sample rates in accordance with the sampling theorem. However, the communication link bandwidth is based upon the criterion that onl y the presence or
absence of a pulse is required rather than that pulse magn itude accuracy is
necessary. One level represents a 1 bit ; a second level represents a 0 bit. The
actual voltage level that represents the 1 and the 0 may vary with the
particular design; however, th e transmitte r, trans mission path, detector, and
detection equipment need handle on ly two levels. Thus, linearity of these
components is not important. In the absence of noise, the accuracy of the
data received is limited only by the end instruments: the multiplexer,
encoder. and decoders. Essentially error-free transmission of PCM is possible with a signal-to-noise ratio of 16 to 18 d B.
Each sample is taken from the analog signal channel and "encoded"
into a series of N binary digits, referred to as a "word," which describes the
ana log level of the sample. The output of the encoder, which is more
commonl y referred to as an analog-to-digi tal (A / D) converter, is a voltage
waveform that represents the 1 and 0 bits.
The accuracy of the data is determined by the bits per word . An N- bit
system refers to a system capable of handling N inform ation bits per word.
The number of discrete values, M , obtained for an N-bit system is given by
(7.20)
Using 12 bits, for example, 4096 discrete numbers, 0 th rough 4095 , can be
transmi tted. The accuracy of such a system is given by
Accuracy

~ (I - ~) X100%

(7.21)

which for a 12-bit system is 99.976%.
Encoders are capable of 16-bit accuracy. Another advantage is the
capability of handling a large number of data channels over a single link
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with l.ttle increase in hardware over that required for several channels. A
series of 11 words and synchronizing bits comprising the sampled and
multiplexed data for n data channels is referred to as a " frame."
The data-stream format must include extra pulses for synchronization.
Synchron ization patterns generally comprise 2 to 5% of the data transmille 11 Word synchronization patterns typically use one or more bits
betwe<n words. Where more than one data channel is being encoded, the
frame synchronization uses one word per frame.

In any time-division multiplex system, the first consideration is the
sampl.ng rate required for each channel of information to be transmitted.
As indicated above, the link frequency response does not have to
faithfully reproduce the pulse shape or voltage levels; it is only necessary to
determine the presence or absence of a pulse. It has been empirically
deter mined that the link bandwidth should be from one-half to three-fourths
of the bit rate frequency.''· ''
The foll owing example illustrates the application of PCM for a
multichanne l fiber optics link . 1'.1 5

Example 2:

Find the (PCM) link frequency response required.

Gicen: Ten data channels are to be multiplexed, the information
ba1dwidth for each channel is 5 kHz, and the accuracy required is 99%.
Basic equations:

M
Accuracy~

As;umptions:

~

2N

(1 - 1/M) X 100%

(7.20)
(7.21)

None

So:ution: The number of bits required for 99% accuracy is given by
solving Eq. (7.21) forM:
M~ ------

1 - accuracy / 100

~

100

and by solving Eq. (7.20) for the number of bits N:

N~ int( log M)
log2

+ 1

~

7 bits

Thts is accomplished by taking the logarithm of both sides of Eq.
(7.20) and rounding off to the next higher value. In this case it is
appropriate to use a standard 8-bit system, which will provide an accmacy better than required. As a check, Eqs. (7.20) and (7.21) are
solved again for N ~ 8 to obtain
M ~ 28 ~ 256
and
Accuracy ~ (1 - 1/ 256) x 100 ~ 99.61%
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The sample rate corresponds to the frame rate, since each channel is
sampled once per frame. According to the sampling theory, two samples
per cycle of the maximum data channel frequency are required; this
results in a frame rate of 2 X 5 = 10 kHz.
Two bits are used for word synchronization, so the word length is
10 bits. One word is used for frame synchronization, so each frame
contains 11 words. Thus, the bit rate is given by
frames
bits
words
6
10,000 - s - x 10 word x 11 frame = 1.1 x 10 bitsjs
Finally, the link frequency response is given by
F2 = 0.5 X bit rate= 550kHz

•

Data restoration is a process by which the original signal is derived
from the sample function. This is accomplished using decomrnutation and
digital-to-analog (D/A) converters wi th appropriate low-pass filters. Provided no frequencies exist in the channel data at rates higher than the
Nyquist rate (half the sample rate), the output data will perfectly reproduce
the original analog data -''
7.4

DYNAMIC RANGE

The dynamic range of a sensor relates to the range of incident flux over
whic h a useful output is possible. The dynamic range is defined as the ratio
of full-scale incident flux to the noise equivalent flux. For linear systems
the dynamic range is also give n by the ratio of the full-scale output voltage
to the rms noise voltage.
The ultimate dynamic range that a system is capable of exhibiting is
determined as the ratio of the flux levels corresponding to the ratio of the
detector-preamplifier full-scale output voltage to the preamplifier rms output noi se voltage.

Example 3:

Find the dynamic range of a radiometer.

The radiometer has four channels to increase the dynamic
range with full-scale output to 10 V each. The relative channel gain is
the factor 10. The output noise of the high-gain-channel is measured at
56 mY rms.

Given:

Assumptions: The system is assumed to be linear, so the dynamic range
of the output corresponds to that of the input flux.
Solution: The relative gain of the high- to low-gain channels is 10 3
Full-scale output on the low-gain channel (10 V) is therefore equivalent
to 10 X 10 3 = 10 4 Von the high-gain channel; thus, the dynamic range
is given by

10 4/(5.6 X 10 - 3 ) = 1.79 X 10 6

•
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7.5

NOISE

The ultimate limit to the detection of faint levels of radiant flux is set by
random fluctuations of a fundamental nature. 17 These fluctuations are
termed "noise ." The noise appearing at the output of an eleclro-optical
system may arise from any number of sources that can be classified in one
of three categories: (I) noise in the radiating background. (2) noise in
detectors, and (3) noise from circuits.
The phenomenon of background noise results from the random
arrival of photons. It is of special interest because it is the factor that
ultimately limits the performance of detectors. A detector that is limited by
random noise originating in the radiation background is referred to as a
BLIP, for background-limited infrared photodetector. The incident background flux is proportional to detector area, and the resultant noise is
proportional to the square root of the detector area; hence, the detectivity
D* is a preferred figure of merit for detectors operated under BLIP
conditions.

7.5.1

Thermal Noise

Fluctuations in the concentration and motion of the current carriers in a
resistive conductor or semiconductor material give rise to fh1ctuations in the

output signal of the system. This includes detectors and signal-condi tioning
circuit components. The system designer must exercise careful design and
component selection to reduce the noise generated in the circuits to a level
below that of the background noise where possible.
Many detectors of optical radiation and other circuit components
exhibit thermal noise, a form of noise that results from the random motion
of charge carriers in any resistive material. The mean-square thermal noise
voltage, sometimes referred to as Johnson-Nyquist noise after those who
first understood its origin , 18 is given by

V}

= 4kTR !J.f

[V ' ]

(7.22)

where k is Boltzmann's constant, T is the temperature in kelvins (K), R is
the electrical resistance , and IJ. f is the electrical noise bandwidth and is
independent of frequency, or "white. " The rms noise voltage in a unit
bandwidth can be expressed as

V, = (4kTR)

11 2

(7.23)

The noise current I, in a unit bandwidth is obtained by dividing the
open-circuit noise voltage by R:
i,

= (4kTR)

11 2

/R = (4kT/R)

11 2

(7.24)

For a network having more than one resistor, each at a different
temperature, the noise voltage is computed as if arising from each independently. For two resistors, R1 and R 2 , connected in series, the mean-square
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noise voltage adds:

[V ' ]

(7 .25)

For equal temperatures, the noise voltage is given by

V. = (4kTR,.)

112

(7 .26)

where R cq is the equivalent series resistance.
For two resistors in parallel at temperatures T1 and T2 , the meansquare noise currents add as

i;= 4k ( -RT

-

1

2

+T- ) A/

1

R2

[A']

(7.27)

For equal temperatures, the noise current is given by
i,

= (4kTR, + R ,)'l ' = (4kT)' I'
R 1R 2

(7.28)

R,.

where R,. is the equivalent parallel resistance.
Other noise forms, often termed "excess noise," occur in certain kinds
of resistive materials. For example, granular carbon resistors exhibit a form
of excess noise proportional to the current known as .. current noise."
Current noise may mask the thermal noise. Generally, wire.wound and
metal-film resistors are free of current noise.

Example 4: Find the thermal noise voltage for a 1-Hz bandwidth lead
sulfide (PbS) detector.
The detector exhibits a dark resistance of 10 6 o hms at 300 K.

Given:

Basic equations:

V. = (4kTR)
Assumptions:
noise.
Solution:

(7.23)

The thermal noise is given by

V,, = (4kTR) 11 2 = {4

where k

11 2

Thermal noi se dominates over other forms of excess

w-' v /

X 1.38 X 10- 23 [1/K] X 300[K]

Hz 11 2

=

1.29 x

=

1.38 X 10 - 23 JjK.

x 10 6 [ohms]}

11 2

7.5.2 Shot Noise

Schottky noise in detectors is directly related to the creation of charge
carriers by the absorption of incident photons. The fluctuations observed
in the flow of current in a multiplier phototube or a solid-state photon
detector, also arise from the fact that the chargee is not infinitesimal.
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Provided that the creation of each charge carrier can be considered
an independent event 19 the statistical distribution is governed by the Poisson
distribution function. Whe n recombination occurs as is generally the case
in photoconductive detectors, there results an additional increase in the
mean-square noise current by the factor 2. Collectively this is termed generation-recombination noise (gr).
The current, which is the number of charge carriers n, times the charge
e divided by the sample time T, varies from sample to sample. The steady
current, i0 , is defined as the average number of charge carriers, ii'T times e
divided by the sample time T and is independent of time:
fo

[A]

= fire / T = noe

(7 .29)

where n0 ~ n,l T is the average number of charge carriers per unit time.
The mean-square deviation in the current for a sample time Tis given by

[A]

(7.30)

Equation (7.30) shows that the mean-square fluctuation of the current is
proportional to the chargee and inversely proportional to the sample time.
The sample time Tis related to the noise bandwidth !!.[by the sampling
theorem: the noise bandwidth corresponds to the Nyquist frequency (the
maximum useable bandwidth), Eq. (7.9) , and since the sample rate is[, ~
l i T, then T ~ 11(21!.1). Thus , the mean-square noise current is given by

[A']

(7.31)

which is known as the Schottky equation. The rms noise current in unit
bandwidth, referred to as "shot noise " is given by
i( rms) ~ (2ei0) 112

[A rms / Hz 112 ]

(7.32)

Example 5: Find the anode dark-current shot noise for a 1-Hz bandwidth
multiplier phototube .
Given: The average anode dark current i, (dc) is I x
multiplier gain is 1 X 106

w-• A , and the

Basic equation:

i(rms)

~

(2ei0) 112

[A rms / Hz 112 ]

(7.32)

where i0 is the average cathode current.

Assumptions: The dark current results from thermionic emission only,
and the multiplier does not contribute to the noise.
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The average cathode current is

io

=

J0 - 9 / 1()6

=

lQ - IS

A

The cathode shot noise is given by
i,(rms)

= (2ei0)1 12 = 1.79

X

A rms / Hz 112

lQ - 17

where e = 1.6 x 10 _,, C, and the anode noise current is
i,(rms)
7.5.3

= i,G = 1.79 x lQ - 11

A rms / Hz 112 .

Excess Noise

Electronic systems are subject to many forms of excess noise that can often
be reduced by careful design. They include microphonics, pickup , and
crosstalk. Microphonic noise is caused by modulation of interelectrode
capacitance as a result of mechanical vibrations. Current flows into and out
of the device terminals when the magnitude of the interelectrode capacitance is modulated. This occurs, for example , when a moving light-chopper
blade passes over a detector without proper shielding. The resultant currents induced in the detector cannot be distinguished from true signal.
Current noise has a 1/ f distribution. A number of sources have been
suggested for this form of excess noise, including the electrical contacts of
the wire leads and surface conditions on the semiconductor in which the
conductivity of the material fluctuates and modulates the bias current. The
latter results in a dependence of noise upon the magnitude of the current.
Current noise , having a 1/ f dependence upon frequency , cannot be reduced
by reducing the noise bandwidth as can shot and thermal noise. However,
the effects of 1/ fnoise can be minimized by limiting the spectrum to higher
frequencies or by avoiding the use of bias.
7.5.4

Noise in Semiconductors

Noise in semiconductors is empirically found to exhibit three distinct regions
of the spectrum 20 ·21 as illustrated in Fig. 7.9. At high frequencies the dominant noise tends to be thermal as given by Eq. (7.22). At intermediate
frequencies the dominant noise may be gr (photon). At low frequencies
the noise generally exhibits a 11 f power dependence and is the form of
excess noise known as current noise.
Generation-recombination noise is an important source of noise in

semiconductor detectors and is characterized by a power spectrum that is
constant at intermediate frequencies but decreases rapidly beyond a characteristic frequency f 1 • 1t has the form
ji

=

Ci

-,---77--:-:-:

+ (fl f,)'

[A' ]

(7.33)
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Noise in semiconductors.

where C is a constant. The characteristic frequency / 1 is related to the
inverse of carrier lifetime.

7.6

COHERENT RECTIFICATION

The coherent rectifier was first utilized for microwave radiometry by
Dicke.22 The basic idea has been applied to many other fields and applications; for example, the "lock-in" and phase-lock-loop amplifiers. The
technique wherein the incoming radiation is chopped, ac-amplified, and
subsequently coherently detected to produce a de output proportional to
the incoming signal has also been referred to as " phase-sensitive
detection. "23
As previously indicated, most electro-optical systems employ light
choppers to transform the information-frequency spectrum of the radiant
signal to the chopping frequency in order to provide the most favorable
detector-noise characteristics. This permits the use of ac-coupled amplifiers
that block the de and low-frequency drift components of the detector
output. This is illustrated in Fig. 7 .8 , where / 2 is the information bandwidth.
The ac signal consists of a carrier at the frequency f, that is proportional to the de component of the radiant signal and sidebands f, ± / 2 that
correspond to the information bandwidth f 2• Negative modulation frequencies do not exist , but it is mathematically convenient to include - f 2
in the model. In this context the de component of the radiant signal can
be viewed as the information carrier in electro-optical systems. The average
value of the carrier is never zero as in more conventional communication
systems.
"De restoration'' is a term used to describe a process in which the
sensor output is made to reproduce the waveform of the flux beam. The
process utilizes "coherent rectification" and a low-pass filter that establishes
the information/ noise bandwidth. A functional flow diagram of a radiometer that utilizes de restoration -is given in Fig. 7.10.
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CHOPPER

TO
TELEMETRY~

Figure 7.10

Block diagram of a radiometer that utilizes a light chopper and coherent

rectification .

Incoherent rectifiers introduce nonlinearity so the output signal is not
proportional to the input flux. Such a rectifier is called "incoherent"
because the output does not depend upon the phase of the input signal. In
addition , the noise spectrum is modified by the nonlinear rectifier as a result
of the production of cross products in the output.
A coherent rectifier is one whose output is proportional to the amplitude of the ac input regardless of its magnitude. The simplest fo rm of
this type rectifie r is a switch that alternately reverses the signal phase . In
fact, ea rly coherent rectifiers were constructed of mechanical switches driven by the chopper motor operated cam.
A significant aspect of this type rectifier is that it passes the random
noise unchanged ; periodic phase reversal has no e ffect upon the mean or
standard deviation of the noise.
The action of the coherent rectifier can also be represented as the
product of the ac signal and a square-wave sample funct ion in accordance
with Fig. 7.4. The sample function, generated by the chopper and associated
electronics, provides a phase-reversing switch function which alternates
periodicall y between plus and minus one and which can be represented by
the Fourier series as
L;c,sin(nw,t)

(7.34)

This is a lso referred to as a " homodyne" amplifier. '' Figure 7. 11 is a timing
diagram used to illustrate the phase relationship of the waveforms associated with coherent rectification. The input to the cohere nt rectifier is the
output of the ac amplifier (see Fig. 7.10) which is given by Eq. (7.7) except
that the low-band te rms and all the higher-order terms are blocked by the
ac bandpass amplifier. Thus the ac signal, which consists of the carrier at
w, and the sidebands at w, ± w,, is given by
sin(w,t) + cos(w, - w,)t - cos(w, ± w,)t

where the coefficients have been dropped for simplicity and w,
the information bandwidth .

(7.35)
2Tr f, is
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Figure 7.11 Timing diagram showing the band-limited ac signal, reference , coherent rectifier
output, and de-restored output of the low-pass filter.

First the product of then
of Eq. (7.35) is given by
.

.

= 1 term of Eq. (7.34) and the first term

Sin Wi Stn Wsl

I (
= 2
1 +

COS

2wsf )

(7.36)

which illustrates the restoration of the de term (1 / 2) and the production of
a higher-order term (2w,) which can be seen in the rectified output waveform
of Fig. 7.11.
Second , the product of the reference signal and the sidebands of Eq.
(7.35) is given by
sin w,t [cos(w, - w,)t - cos(w, + w,)t]
.
I (.
= sm w, + 2 sm(2w, - w,)t - sin(2w, + w,)t]

(7.37)

which consists of the restored baseband , represented by w,, and the higherorder sidebands.
The low-pass filter removes the higher-order products and functions
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as the limiting determinant of th e information and noise bandwidth provided the ac bandwidth is more than a factor of 2 greater th an the informa tion bandwidth. In addition, [or coherent rectifi ca ti o n , the noise
bandwidth , !!.[, is
(7.38)
a factor of 2 greater than the information bandwidth resulting in an increase
in the rms noise by the factor square root of 2 as compared to an ideal de
radiometer. 25
Bandpass filters are generally used in the ac amplifiers of coherent
systems to prevent overdriving of the output stages with wide-band noise
and to help reduce the effect of power suppl y ripple and other environmental fo rms of noise pickup.
Reversal of the phase of the switching frequenc y by 180° results in
negative output of the coherent detector. In some special cases the phase is
adjusted to ±90°, which produces a null output.

EXERCI SES
1. A detector noise voltage is measured at 1.5 X 10 - 6 V rms with a 1000-Hz noise

bandwidth a t a temperature of 300 K . Find the thermal noise equivalent
resistance.
2. For detector R ,1 and bias resistor

RJ

R, in Fig. E7.2, where R,

=

10 7 ohms,

lO Rohms, and T = 300 K, find the limiting thermal noise voltage in un its
of Vj Hz ' l'3. The rise time T,. is defined as the time required for a system to respond from 10
to 90% to an input step function . It is given by T,. = 0.35/ / 2 , whe re f 2 is the
upper-frequency break point. Find the percent output !Eq. (7.1)] ob tained for an
ideal square-wave input pulse width equal to the rise time, i.e. , r;, = T,..
4. Derive the output of a mixer for which the sample fun ction is a sine wave
(sin w_t) and the input (sampled function) is a si ne-wave-mod ulated de component (a + b sin w,,t). Given fm = 5 H z and is = 100Hz. Plot the results as in
=

Fig. 7.8.
5. A continuous signal contains the sum of two sine-wave frequ encies, [ 1 = SO Hz
and / 2 = 7S Hz. Suppose it is sam pled with a 100-Hz si ne-wave sampling
function. Find all the frequen cies in the mixer output, and plot each component

as in Fig. 7.8.
6. A continuous signal contains a modulati on component (sine wave) at 100Hz. It
is sampled with a square-wave Lb,sin(nw.t) sampling fun ction at 300 Hz. The
system speci fi cations require that the higher-order products of the mixer be
filtered 60 dB below the 100-Hz signal with a bandpass filter. Fi nd the minimum
filter attenuation in dB /oc tave or dB/ decade to achieve the specified filterin g.
7. A sequential spectrometer has a scan rate S = O.S Hz and contains N = SO
resolution elements. Find the dwell time Tu. The dwell time is equal to th e
integration time in this case. Find the frequency respon se if the system is to
achieve the magnitude of the resolution elemen t within 1%.

EXERCISES
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Figure E7.2

8. A sequential spectrometer has a scan rate of 0.5 Hz and N

9.
10.

11.

12.

13.

= 50 resolution
clements designed for 99% magnitude accuracy.
(a) Find the maximum frequency in the spectrometer output (assuming the
source is not modulated, i.e., fm = 0).
(h) Find the minimum chopping frequency to satisfy the sampling theorem.
A 741 op-arnp is used with ± 15-V supplies. The output noise voltage is 12 1-iV
rms. Find the approximate dynamic range of the output.
A multiplier phototube has an anode dark current i 0 (average current) of 10- 9
A and a multiplier gain of 1 X 10 6 . Suppose the ac electrical noise bandwidth is
10 Hz; what is the anode rms noise current?
A sequential spectrometer is to be designed to measure N = 100 resolution
clements. Determine the scan rate and chopper frequency if the highest radiant
source modulation frequency is 5 liz. /lint: Usc the sampling lheon:m , and
assume ideal filters.
Find the limiting thermal noise rms voltage, in VjHz112 , for two resistors
connected in parallel. R 1 - 1 X 10 10 ohms, R 2 = 5 X 10 9 ohms, and the temperature is 300 K.
For a pulse code modulation (PCM) fiber optics link with the following
specifications, find the link length possible.

15 channels multiplexed (15 words/ frame)
Information bandwidth = 3kHz
Accuracy: > 99% (12 bits)
Word synchronization: 2 bits
Frame synchronization: l word
Source: LED
Output flux: 150 mW at 6300 A
Rise time: 100 ns
Link loss: 15 dBjkm
Coupler losses: 3 dB each (2 minimum)
SNR' 20dB
Detector: Multiplier phototube
Rise time 8 ns
NEP: 1 x w- 14 w/Hz 11 2
Low-pass filter cutoff: ~ sample rate

H im: It is not necessary to have amplitude accuracy in a digital system; hence,
bit rate is an empirica] rule.

/ 2 = }
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chapter8

The Radiometric
Performance Equation

8.1

INTRODUCTION

The radiometric performance equation is central to the approach to system
design given in this text. Its development in this chapter follows the
development of the "measurement equation" given in the National Bureau

of Standards "Self-Study Manual."u A general expression of the equation
is written first; and then by appropriate assumptions and simplifications the
general equation is rewritten for two illustrative systems. The examples

given here deal only with the spatial, spectral, and temporal domains.
Polarization is neglected. The two measurement configurations are (1) the
extended-area source and (2) the distanr small-area source. In each case, the
detector is characterized in terms of the detectivity.
This chapter also includes (1) a general discussion that summarizes
the important features of the radiometric performance equation; (2) a set of
orderly steps for writing the equation; and finally , (3) a summary of the
limitations of the radiometric performance equation.

8.2 THE RADIOMETRIC PERFORMANCE EQUATION
The radiometric performance equation provides a criterion for the optimum

design of electro-optical systems that is based on the premise that an
overriding requirement for all systems designed for information processing
is adequate signal-to-noise ratio (SNR). In the radiometric analysis of the
feasibility study (Sec. 2.5.1 ), top priority is given to the signal-to-noise ratio.
111
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Then, depending upon the specific application, spatial or spectral resolution, speed of response, etc., might be important in trade-off studies.
A general form of the equation was given in Sec. 2.6 as the ratio of the
effective flux <1>,, to the noise equivalent power (NEP).

~

(8.1)
NEP
where <1>,, is the effective flux, defined as the magnitude of flux incident
upon the sensor detector that is effective in evoking a response in the sensor
output as given in Sec. 5.10. The NEF is defined as the change in flux that
produces an average change in the output signal equal to the root-meansquare (rms) noise in the output signal. 3
Table 8.1 lists the system and subsystem figures of merit and parameters with the corresponding symbols and units. From the list of alternative
subsystem parameters , those must be selected for inclusion in the equation
that provide for optimization of system performance goals while simultaneously maximizing the signal-to-noise ratio.
It is important to remember that polarization is being ignored in the
development given here. In addition, the effects of nonlinearity and hysteresis are being set aside although they are often a consideration in the design
of real systems.
Other assumptions about the system must be made before the performance equation can be written. For example, the appropriate figure of
merit for the detector depends upon the limiting noise mechanism and the
detector responsivity. For purposes of illustration, it is assumed that the
detector can be characterized in terms of the detectivity.
Equation (8 .1) can now be expanded for a measurement configuration
as illustrated in Fig. 2.3 , using Eqs. (5.26) for the effective flux upon a
detector and (6.6) for the detector NEP in terms of D' as follows:
SNR =

SNR =

where

~ ' (A)T,)~~ 2

[3 2A , f,

ffJ
'

<I>,(A, 8, </>) !li' (A) d8d<J>dA

(8.2)

A

D'(A) is the detectivity, in em Hz'12 j W

is
[3 is
.fi is
Ad is
[ 2 is
T,

the
the
the
the
the

optical efficiency (unitless)
chopping factor (unitless)
phase detection noise factor (unitless)
detector area, in cm2
electrical (low-pass) noise filter cutoff frequency , in

s- '

<I>,( A) is the source spectral flux, in <P/!'m
!Jf(A) is the sensor relative spectral response function
8 is the polar angle
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cp is the azimu thal angle
A is the wavelength, in flm
a nd where the noise bandwidth is 2 times the information bandwidth for
coherent rectification and de restoration.
Table 8.1

SYSTEM AND SUBSYSTEM FIGURES OF MERIT
Term

Symbol

Unit

Source
Sterance [radiance]
Arcance [exitance]
Poin tance [intensity]

M

Wcm - 2 sr- 1
W jcm2
W jsr

Path
Path transmittance

'P

Receiver
Areance [irradiance]
Apertu re area

E

cpjcm 2

A,

cm2

AQ

cm2 sr

F
9

deg ( 0 ), rad

Spatial
Throughput (general)
Relative aperture
Field of view (linear)
Field of view (solid)

n

Spectral
Free spectral range
Bandwidth
Resolving power

A, - .\J
6A
SA

Polarization
Stokes parameters
Optical
Optical efficiency
Chopping factor

'•p

Detectors
Noise equivalent power
Rcsponsitivity
Detectivity
Electronics
Noise bandwidth
Information bandwidth
Time constant
Ri se time
Noise voltage
System
Noise equivaJent power
Noise equivalent sterance
[Noise equivalent radiance]
Noise equivaJent spectral sterance
[Noise equivalent spectral radiance)
Noise equivalent nux density
Noise eq uivalent spectral nux density

NEP

!JI

•m

•m
•m

w
v;w

o•

em Hz 11 2 j W

6[
f,

Hz (s- 1 )

Hz(s-')

T.
T,

s

v"

Vrms

NEP
NES
[NERJ
NESS
[NESRJ
NEFD
NESFD

w
cm - 2 sr - 1
Wcm - 2 sr - 1
q:, cm - 2 sr - 1 J.Lm - 1
Wcm - 2 sr - 1 J.Lm - 1
Wjcm2
Wcm - 2 J.Lm - 1

<P
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The Extended-Area Source

The radiometric performance equation must be written in a form con taining the desired radiometric quantity to characterize the source. It is written
most appropriately for the extended-area source in terms of the sterance
[radiance] as follows:

(8.3)
where L,(A) is the source spectral sterance [radiance] in W cm - 2 sc' I-'m · '
and As is the source area in cm 2 .
Equation (8.3) can be integrated based upon a number of simplifying
assumptions: 4
I. The source sterance [radiance) is uniform over the source area A,.
2. The source sterance [radiance) is uniform over the system spectral
response function.
3. The solid angle is independent of the source area.
4. The path is contained in a homogeneous medium where the index
of refraction exhibits unity value.
Then Eq. (8.3) can be written as
SNR ~ L,(A) CiA D*(A)T,TpAr,"
{3(2Adf,)
where,

(8.4)

11 2

4F 2

by the invariance theorem,

ll, A, ~ ll, A, ~ A,,,j4F 2

(8.5)

and where JdA , ~ A,, the source area, in cm2
Jcos 8 dw, ~ ll,, source solid angle, in sr
JL,(A)!Jt(A) dA ~ L, (A) CiA , the effective flux , in W cm - 2 sr · '
For the case where the detector serves as the field stop,
illustrated in Fig 5.3, Eq. (8.4) can be written as

A,,~

Ad, as

(8.6)
Equation (8.6) provides for system opti mization and sensitivity analysis: '
In consideration of the most obvious parameters, the SNR is maximized by
maximizing the source spectral sterance [radiance] L, ( A), the detec tivity
D* , the optical efficiency T,, and the path transmittance TP. The effect of the
magnitude of the bandwidth CiA, the detector area A d, the relative aperture
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F, and the electrical noise frequency / 2 warrants more careful consideration.

Equation (8.6) illustrates that the SNR is more sensitive to the relative
aperture, or /-number, than any other parameter. Lower /-number corresponds to " faster optics" and to increased throughput and SNR. However,
Eq. (8.6) does not contain an explicit term for the sensor field of view. It is
true that the SNR is independent of field of view in the case of a uniform
extended-area source; this follows from the fact that field of view can be
traded off for aperture area.
The SNR is not very sensitive to increases in the throughput that are
accomplished by increasing the detector field-stop area. This results from
the fact that for detectors most appropriately characterized with D* , the
noise increases with the square root of detector area; hence, NEP is
proportional to the square root of detector area.
The conclusions drawn from Eq. (8.6) may not be valid for different
noise-limiting cases. For example, extrinsic detectors operated at cryogenic
temperatures and shielded from any background may not produce measurable noise' In this case the limiting noise originates in the preamplifier. and
Eq. (6.5) is a more appropriate expression of the detector NEP. The
preamplifier noise is often directly proportional to the detector capacitance
and to detector area. In this case the SNR is more or less independent of
detector area.

The SNR is directly proportional to the spectral bandwidth Ll.A , and
a trade-off is necessary between SNR and spectral resolution . This becomes
a serious limiting factor for high-resolution spectrometer sensors . High
spectral resolution has implications for noise bandwidth also. In most applications , the time available for a complete scan is fixed, and increasing
the resolution increases the bandwidth requirement further, compromising
the SNR.

8.2.2

Distant Small-Area Source

In this case the radiometric performance equation is to be written in terms
of a distant small area or " point source." It is most appropriate to
characterize a nonresolvable point source in terms of the pointance [intensity] I in W jsr, using Eqs. (5.32) and (6.6) and correcting for de restoration
as follows:

(8.7)
where / ,( A) is the source spectral pointance [intensity] in units of
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W sr- 2 p.m - 1• Equation (8.7) is useful for optimization and sensitivity analysis for point sources where there exists a particular field-of-view requirement. The conclusions are similar to those given in Sec. 8.2.1 for the
extended-area source in that the SNR is proportional to the square root of
detector area and inversely proportional to the /-number squared.

8.3 RADIOMETRIC PERFORMANCE EQUATION AND ITS USE

The SNR equation has been introduced by writing it for specific cases: the
extended-area source and the point source. In each case the effective flux
was described in terms of integrals of the source and the sensor elements.
The detector NEP was described in terms of the detectivity D'. However,
D' is appropriate for only one class of detectors. Actually, what is important is the limiting noise mechanism and its relationship to the detector
area or throughput.
The integrals in the radiometric performance equation can be solved
by employing certain simplifying assumptions as indicated above' In
principle, it is always possible to separate the variables when the spectral
flux is uniform with wavelength and area, and when the solid angle and
area are independent. Configuration factors can be used when area and
solid angle are not independent.
The following three steps will assist the designer in making use of the
radiometric performance equation to accomplish a feasibility study.

Step I The choice of a detector and its operating mode are always at
the heart of the design of an electro-optical sensor. This choice must be
based upon the wavelength, flux level, speed of response, and signal-to-noise
ratio required. A first cut on this selection process is made by solving Eq.
(5.26), written in a form appropriate for the source, to obtain the effective
flux on the detector. Then, using Eq. (6.3) and the required SNR, find the
detector D'. Figure 8.1 gives D' as a function of wavelength for a set of
different classes of detectors. Using Fig. 8.1 and similar information, it is
possible to determine the operating conditions for the appropriate detector.
The easiest way to find the effective flux is to prepare a diagram
showing the source A s. the separating distances, and the sensor collecting
aperture A ,. Use the form of Eq. (5.28) for an extended-area source. The
throughput can be expressed in terms of the source (A ,f!.) , the entrance
aperture (A ,f!J, or the focal plane (Ar,?T/ 4F 2 ). Use the form of Eq. (5.32)
for the distant small-area (point) source. Generally, the /-number, F, is the
most useful parameter in determining the sensor throughput.
Example I:

Select a detector from Fig. 8.1 to satisfy the requirements
listed below. The system is a narrow-band radiometer that utilizes a
light chopper and coherent rectification (de restoration).

N
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Figure 8.1 Detectivity as a function of wavelength for a variety of photon-counting
detectors. Note: Values given are for a 295-K background and ., sr field of view .
(Courtesy of Santa Barbara Research Center.)
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Given:

Point-source target pointance [intensity] /, (A) ~ 48 W sr - 1 l'm - 1 at
3.51'm
Optical bandwidth 6 /.. ~ 0.27 I'm
System optical efficiency <,

~

0.3

Path transmittance "' ~ 0.5
/-number F

~

3.0
~

Detector diameter
SNR

~

1.0 mm

100 (minimum)

Chopping factor {3

~

3

Information-noise bandwidth / 2
Field-of-view solid angle
Target distance s

~

n, ~

~

0.1 Hz

10 - 4

Sf

1 km

Basic equations:

<l>,rr ~

/ , (/..) 6/..'P', A d'TT
4F 2 fl ,{3s 2

D*(/..) ~ (A"6f)

SNR

112

j NEP

(5.32)
1 2

(6 .3)

[em Hz 1 j Wj

/,( /..) 6/.. D*(lo.)<,<P'TT(A dj2f2 )

112

~ __!.:_.....:.__ _~,.!.!-;..._~....:.=.:..__

(8.7)

4F 2/W,.s 2

Assumptions: The bandwidth and field of view are small enough to
permit the integration of Eq. (5.26) into the form given here, namely,
Eq. (5.32).
Solution: Examination of Fig. 8.1 shows that a large number ·of detectors respond at 3.5 I'm. The required D* can be calculated from the
above-referenced equations and then a selection made based upon the
simplest possible detector implementation.
The effective flux is given by Eq. (5.32):

<l>,rr

~

48 X 0.27 X 0.5 X 0.3 X 7.85 X 10 - 3 X '1T
_ _4_X_3-=2 _X_3_X_I_X_
10_4,__X_1_X_I0
~
10-

For SNR

~

4.44 X 10- 10 W

~

100, the NEP must be
NEP ~ 4.4 X 10 - 10/ 100 ~ 4.4 X 10 - 12 W
The required detectivity is given by Eq. (6 .3), where
for coherent rectification:
112
(2 X 7.85 X 10 - 3 X 0.1)
D*(/.. ~ 3.51'm) ~
4.4 X 10 - 12
~

9.0 X !0 9 em Hz112j W

6/

~

2/2 is
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Figure 8.1 shows that InSb has aD* of 5 to 7 x l0 10 cm Hz' l';w
at 3.5 I'm; moreover, this detector must be operated at cryogenic
temperatures, which is inconvenient and expensive. However, PbSe

operated at ambient temperatures (295 K) has the required D* of about
1 x 10 10 em Hz 11 2j W and will satisfy the requirements given above; it
represents the most economical approach to the design. The solution
•
can be verified by solving Eq. (8.7) for the SNR.

Step 2

Based upon the choice of a detector and with the knowledge

of the dominant noise mechanism, it is now possible to write an expression

for the detector NEP. Its form depends upon whether or not the system is
de coupled or chopped and the dominant noise mechanism. Detectivity D*
is appropriate for one class of detectors. Detectors operated at reduced
backgrounds require that the NEP be expressed in terms of the responsivity
and the limiting noise. Whenever the noise is a function of detector area,
the effective flux and NEP are interdependent.

Step 3 It should now be possible to write the SNR radiometric
performance equation by combining the expressions for effective flux and
NEP in accordance with Eq. (8.1). Detector area factors common to the
effective flux and the NEP can be combined. In this form, the radiometric
performance equation provides for optimization, sensitivity analysis, and

trade-offs.

Example 2: Select a detector from Fig. 8.1 to satisfy the requirements
listed below. The system is a narrow-band radiometer that utilizes a
light chopper and coherent rectification (de restoration).
Given:

Extended-area source sterance [radiance]
W cm - 2 sr - 1 l'm - 1 at 9.6/'m
Optical bandwidth !111

~

System optical efficiency
Path transmittance
/- number F

~

~

0.8 I'm
T, ~

0.2

1.0

2.0

Detector diameter
SNR

TP ~

L(il) ~ 1 X 10 - 6

~

1.0 mm

10 (minimum)

Chopping factor {J

~

3

Information-noise bandwidth

f2 ~

1 Hz

Basic equation:

SNR

L,(A)

!;A

D*(A)T,Tp7T(A d/2 j,) 112
4F 2{3

(8.6)
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Assumptions: The bandwidth and field of view are small enough to
permit the integration of Eq. (5.27) into the form given here.
Solution: Examination of Fig. 8.1 leads to the conclusion that the best
detectivity at 10 J.lm is obtained using GeHg at 28 K, where the
detectivity is given as 2 x 10 10 em Hz 112j W.
The signal-to-noise ratio is
SNR ~
~

1 X 10 ~ 6 X 0.8 X 2 X 10 10 X 0.2 X 11 X (7.85 X 10 ~ 3 )
4 X 2 2 X 3 X {i

1 12

13.1

Note: Although the GeHg detector satisfies the SNR requirement, it
requires operation at 28 K. The above operating conditions - " sr field
of view to a 295 K background - are referred to as BLIP (background
limited infrared photodetector), and the limiting noise is photon noise
originating in the incident background.
•
8.4 LIMITATIONS TO THE RADIOMETRIC
PERFORMANCE EQUATION

Most of the limitations to the radiometric performance equation have
already been dis(.;ussed. They are summarized here. The equation does not
include the effects of:
I. Polarization
2. Environmental effects, other than detector operating temperture,
such as vibration, and electric and magnetic fields
3. Diffraction and scattering effects (The discussion has been primarily based upon radiation geometry.)
4. Nonlinear response

In addition, the very important considerations of out-of-band rejection and
off-axis rejection have not been considered. However, system designs for
high out-of-band or off-axis rejection usually have only a second-order
effect upon the system SNR. Thus, the solution of the radiometric performance equation, as outlined above, is generally adequate for a feasibility
study.
The ability to correctly discern the dominant noise mechanism in a
given radiometric system is the most serious limitation of the textual
development to this point. Noise forms that must be considered include
thermal, or Johnson, noise in resistive elements, which is a function of
operating temperture; shot noise in photoemissive devices, which is
a function of temperature and average current; preamplifier noise, which
is a function of input capacitance and frequency; and photon noise,
which is a function of the uncoded background incident upon the detector.
The dominant noise can be found using the methods given in Chap. 18.
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A method to solve the radiometric performance equation with respect
to the noise problem is to solve for a limiting case. The most fundamental
noise limitation is photon noise: In this case the detectivity D* is the
appropriate parameter to use. In the event that the detector is shielded from
any significant background radiation, D* cannot be used-' Then the next
most fundamental limit is thermal noise generated in the detector. The
detector load resistor thermal noise must also be considered ; in general , the
thermal noise is given by

V,(rms) = (4kTR tl/)

11 2

(8.8)

where R is either the load resistance or the detector resistance. Generally,
the preamplifier noise dominates for wide-band systems.
EXERCISES
1. Verify the solution of Example 1 by solving the appropriate radiometric perfor-

mance equation for the SNR.
1. Find the SNR for a narrow-band radiometer that employs a light chopper and

coherent rectification (de restoration) for the following specifications:
Source stcrance [radiance] L3 (A.) - l X 10- 6 W cm - 2 sr- 1 1!m Optical bandwidth a>.. - 1.0 J.Lm
Detector D-O. p) - 1 x 10 10 (PbSe at 295 K)
Optical efficien cy .,.~ = 0.7
Path transmittance .,.P - 1.0
Detector diameter = 1.0 mm

1

J-number F - 3
Chopping factor f3 = 3
Information-noise bandwidth - 1.0 Hz

J. Write a general equation similar to that of Eq. (8.6) for the SNR of a narrow-band

radiometer system for which the InSb detector is operated under low-background
conditions at 77 K. Assume an extended-area source and coherent rectification.
Hint: Assume the system is detector resistance thermal noise limited.
4. Find the SNR for a narrow-band radiometer that utilizes a light chopper and
coherent rectification (de restoration) for the following:
Detector InSb at 77 K. low-background
Detector resistance R.J - 2 X 10 8 ohms
Detector diameter = 1 mm
Detector-preamplifier responsivity 9l(A) ""' 1 x 10 9 V; w at 5.0 pm
Optical bandwidth .1.A = 0.8 pm
Sourcesterance(radianceJ L, (A) - 1 X 10- 11 Wcm - 2 sr - 1 ~-tm 1
Optical efficiency T.. = 0.5
Path transmittance T" = I.O
Chopping factor p = 3
/-number F - 2
Informatio n-noise bandwidth - l.O Hz

Hint: Assume the limiting noise is detector resistance thermal noise (see Exercise 3).
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5. Write a general equation similar to that of Eq. (8.6) for the SNR of a narrowband radiometer system given that the source is characterized in terms of the
incident areance [irradiance} £ in W / cm 2 • Express the system throughput in
terms of relative aperture F and detector area Ad. Include terms for chopping
factor, optical efficiency, and coherent rectification (de restoration). Characterize
the detector in terms of D*.
6. Write a general equation similar to that of Eq. (8.6) for the SNR of a narrow-band
radiometer system given that the source is a distant sma11 area (does not fill the
field of view) of area As, is at a distances , and is radiating Ls W cm - 2 sr - 1•
Express the SNR in terms of sensor field of view !2(., detector area A d, and
relative aperture F. Include terms for path losses, optical efficiency, chopping
factor, and coherent rectification (de restoration). Characterize the detector in
terms of o•.
7. Find the detector v• required to achieve the following specifications:

1

Radiometer system using chopper and coherent rectification
Source sterancc [radiance! L, = l x w-s W cm - 1 sr - 1
Optical efficiency ,... = 1
Path transmittance 'TP = 1
Detector diameter - 1 mm
Information/ noise bandwidth f2 - 12Hz
Signal-to-noise ratio= 100
F~3
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9

Feasibility Study- An
Example

9.1

INTRODUCTION

The purpose of this chapter is lO present a practical example of a feasibility
study. Such a presentation might be based upon any one of a great number
of applications. The example given here represents an instrumentation
application in which a rocketborne sensor is designed to obtain airglow
data measured on the earth limb (outer edge of earth) from a rocket
platform above the atmosphere. Unfortunately, any single example fails to
illustrate all the important aspects of a feasibility study. However, the basic
principles used in this example are common to most systems.

9.2

PROGRAM OBJECTIVES

This feasibility study is for a multispectral scanning radiometer to investigate several aurorally enhanced emitters including hydroxyl (OH) and
carbon dioxide (C02 ) emissions in the upper atmosphere. The measurement
program is referred to as ELIAS, for Earth Limb Infrared Atmospheric
Structure.' The instrument, equipped wi th a well-baffled telescope, is directed at the earth limb as illustrated in Fig. 9.1. Spatial va ri ations in the
airglow are to be measured through the use of a focal plane array and an
internal scanning mirror.

The OH fundamental (t.v ~I) emission occurs at 2.7 p.m and is
observed as a 10-km thick layer that exhibits a peak at 87 km in the lower
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AIRGLOW LAYERS

TANGENTIAL HEIGHT

h

PHOTOMETER IDEAL
FIELD-OF-VIEW CONE

Figure 9.1 Illustration of the earth -limb mode to obtain the vertical distribution of an
atmospheric emission species.

thermosphere.' The C0 2 v(3) emission occurs at 4.3f'm with a peak below
45 km and decreases logarithmically to above 100 km 3 TheN{ emission at
3914 A provides a monitor of the auroral activity resulting from electron
deposition in the upper atmosphere from solar events' Such energy deposition is known to be a factor in the variations of both OH and C02 .
Models of these airglow emissions' suggest smooth layers with relati vely little high spatial frequency content. This experiment is designed, in
part. to verify these models.
Viewing the airglow emissions in the earth-limb mode provides a
direct method of obtaining the vertical distribution provided the telescope
has sufficient resolution. The earth-limb mode also provides an approximate
gain of 60 for measurements of optically thin atmospheric emissions
compared with vertical viewing in typical rocket-sonde probes.'
9.3 REQUIREMENTS

The system performance requirements include three band measurements.
The wavelength specifications for each are given in Table 9.1.
The requirement to map the structure of the airglow layers establishes
the resolution as given in Table 9.1. This is accomplished by employing
three detector arrays with a telescope and a scanning mirror to map a
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Table 9.1

ELIAS SYSTEM REQUIREMENTS

I. Spectral domain:
Center

wavelength,
Item

Species

}lm

N,+

0.3914

OH

2.7

co,

4.3

2. Spatial domain:

Full field at the earth tangent: 9

X

9 km

Resolution: 1.5 km
Off-axis response to earth at 2°: less than NER
Regi stration: In-track separation 5 0.5 pixel
Cross-track position 5 0.5 pixel
3. Signal-to-noise ratio (SNR): 100 at L

=

3 x IQ - 1 W em

2

sr - 1 each wavelength

4. Dynamic range: lOS with four linear channels each wavelength
5. Radiometric accuracy: ~ 15%
6. Temporal domain : Scan rate . 10 per second

7. Rocket height: 250 km

6 x 6 km region of the earth limb in a " stare" mode. Inactivation of the
scanning mirror provides constant-height earth-limb scans as the payload
moves forward in its trajectory.
The attitude control system (ACS) is used. under ground control. to
direct the sensor optical axis at auroral forms as observed with an on-board
bore-sighted TV camera.
Correlations among hydroxyl, carbon dioxide, and nitrogen emissions
require spectral registration and geometric fidelity. Table 9.1 indicates
band-to-band registration of ,; 0.5 pixel for in-track and cross-track separation.
Radiometric accuracy is important in determining constituent number
densities in the atmosphere and in modeling auroral enhancement mechanisms. The radiometric performance goal is stated in terms of a signal-tonoise ratio (SNR) that will provide an absolute uncertainty of ± 15%.
9.4

PERFORMANCE GOALS

Before a feasiblity study (trade-offs and iteration) can be undertaken, it is
appropriate to summarize the specifications in terms of a list of primary
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system performance goals as follows:
I.
2.
3.
4.
5.

Signal-to-noise ratio
Field of view (FOV) - high resolution with high off-axis rejection
Band-to-band registration
Radiometric accuracy
Practical and economical design

Any one of the objectives might be easily attained, but it is more difficult to
achieve them simultaneously in one instrument. This is because these
requirements have conflicting interdependent design implications. Perhaps
the most seriously interdependent parameters are spectral resolution and
SNR. High-spatial-resolution systems require large apertures, to maintain
acceptable throughput, and high-D* detectors. The optical design also has a
strong influence upon the band-to-band registration and off-axis rejection.
9.5

RADIOMETRIC TRADE-OFF ANALYSIS

The radiometric analysis and trade-off study is illustrated in Fig. 9.2. The
detector size and pitch result from a consideration of noise and cost. The
required resolution, detector size and pitch, and relative aperture determine
the focal length and aperture size. Finally, the dwell time and required SNR
determine the detector D* for a given size instrument. The feasibility of the
design depends totally upon the availability of detectors with adequate
detectivity.
9.5.1

Detector Considerations

Detector technology is the dominant driver for most electro-optical systems,
so detector size is a good point at which to begin a feasibility study.
Throughput increases with detector size, but larger detectors generally
exhibit increased noise because of the area-related capacitance. Larger

Figure 9.2

An instrument feas1b1l1ty study.
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detectors also generally result in larger and more costly systems; therefore,
detectors of the order of 10 - 4-cm2 area (1-mm diameter) or smaller are
desirable.
Detector pitch, optical focal length, aperture size, and dwell time are
the basic parameters that determine the physical size and radiometric
performance of the system. These numbers are derived from the optical
throughput, modulation transfer function (MTF), and SNR analysis.
9.5.2

Resolution

The geometry of the rocket trajectory is given in Fig. 9.3. The earth
depression angle a, is the angular measure of the edge of the earth below
the local horizontal. It is obtained from Fig. 9.3 by

a~=

arccos(-r-)
+
r

x

(9.1)

where r = 6371 km is the earth radius and x is the rocket altitude. The
angle tangential to a shell at a height h (see Fig. 9.1) is given by
air

Figure 9.3

r

+h)

= arccos ( - r+x

The geometry for the earth-limb angle.

(9.2)
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Table 9.2 DEPRESSION ANGLES TO THE EARTH EDGE a.,
THE 87-km TANGENTIAL LAYER HEIGHT ••• DIFFERENCE ANGLE Aa(R),
AND LAYER THICKNESS Ah VS. ROCKET HEIGHT FOR 1 mrad FOV

...

•..

Rocket height,
km

deg

deg

deg

km

200
250
300
350

14.17
15.80
17.25
18.57

10.64
12.74
14.52
16.08

3.53
3.06
2.73
2.49

1.21
1.46
1.67
1.86

Aa(R).

Ah,

The rejection angle C.a( R) between the tangential height layer h and
the earth yields a criterion for telescope rejection and is
(9.3)

C.Ot(R) = a, - a,

The thickness of a layer, tJ.h, at the tangential height, resolved by t.O
field of view is given by
tJ.h

=

(r + x)sin a, sin t.O

[km]

(9.4)

Equation (9.4) can be solved for tJ.O which is the sensor instantaneous field
of view (IFOV) that flows down from the requirement for a 1.5 km footprint

c.e =

sin - '[

(r

tJ.h.

+ x) stn a,

J

(9.5)

The solutions to Eqs. (9.1) through (9.5) are given in Table 9.2 for a
tangential height of 87 km (the peak of the OH layer) and a 1.5 km footp rint
can be achieved at only o ne rocket height; namely 250 km for which the
IFOY is 1.0 mrad.
Another requirement that flows down from the resolution analysis
relates to th e small rejection angle which varies from 2.49 to 3.53°; specia l
attention must be given to the telescope design to prevent the earth radiance
(as an extended off-axis source) from swamping out the faint airg low measurements. This subject is treated in detail in Chap . 14.
The sampling theorem, as app lied to the problem of measuring spatial
structure, is that at least two samples per cycle must be obtained for the
highest spat ial frequencies. A practical implementation calls for five samples per cycle to avoid aliasing, since the MTF (Chap. 13) does not perform
as an ideal spatial filter. The primary objective of this measurement is to
map the structure of the airglow layers over a range of about 6 km.
A maximum spatial frequency of 1 cycle per 6 km is adequate to
define the general layer shape and suggests a five-element detector array.
The MTF generally exceeds 0.75 whenever the sample frequency is 5 times
the sampled frequency. The detector configuration is illustrated in Fig. 9.4.
The desired spatial information is contained in the modulation com-
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Figure 9.4

Layout of the ELIAS detector array .

ponents of the instrument output signal. The MTF analysis provides a
measure of the loss in SNR for spatial frequencies of interest and must be
included in the radiometric analysis.
9.5.3

Relative Aperture

The system throughput must be maximized in order to maximize the SNR.
The throughput can be maximized, for fixed field of view, only by increasing the collector diameter (or, what is equivalent - by reducing the relative
aperture or /-number). Cost and physical constraints suggest that an F ~ 2
system is reasonable.
A five-element linear detector array with pitch of 0.015 in (0.38 mm) ,
square aperture of 0.010 in (0.254 mm), and an area of 6.45 x
em'
is available in lnSb and Si. The detector throughput is therefore

w-•

7f

T ~Ad F , ~ 6.45
4

x

7f

w-• 4 x 22 ~

1.27

x

w-• cm2 sr

(9.6)

w-•

The required FOV is I X 1 mrad or
ST. According to the invariance
theorem, the entrance aperture throughput is
T ~ A,!l, ~ A,

x

w-• ~

1.27

x

w-• cm 2 sr

(9.7)

from which the aperture area is found to be
A , ~ 1.27 X 10 - 4 /10 -

6

~ 1.27 X 10 2 cm2

(9.8)

and the effective aperture diameter is 12.7 em (5 in.). The effective focal
length is the product of the effective aperture and the relative apert ure, or
25.4 em (10 in.).

130
9.5.4

Ch. 9

FEASIBILITY STUDY - AN EXAWPLE

Sample Time

The purpose of this section is to determine the electrical subsystem bandwidth so that it will not limit the resolution obtained optically (see Sec. 7.2).
The electrical bandwidth is also the information bandwidth[,, which is a
parameter required to calculate the SNR. The specifications require a scan
rate of 10 scans/s (Table 9.1), and each scan consists of six resolution
elements of 1 mrad each. The dwell time Td is defined as the time that the
system dwells upon a single resolution element. The dwell time is the same
as the integration time in this case. It is given by
T

1

~

NS

d

~

1
60

-

~

1.67 X 10 - 2 s

(9.9)

where N is the number of resolution elements per scan and S is the scan
rate.

The resolution element can be visualized as an ideal square pulse. The
objective is to design the electronics fast enough so the output voltage
ac hieves the peak value, within 1%, before the pulse ends (Fig. 7.1). The
system response V, is given in terms of the pulse height V(max), the system
time constant T,, and the dwell time Td as

V, -V(max)

~

1 - exp ( - -Td)
T,

~

0.99

(9.10)

where T, 1 ~ 5T,. The frequency response required is given by
/ 2 ~

1/ 27TT,

~

5/27TTd

~

47 .7 Hz

(9.11)

The system performance can be significantly improved for most
detectors by chopping the incoming flux so the detector output can be
processed in ac amplifiers. The chopping frequency/, must be 3 to 5 times
the highest modulation frequency, 60 Hz, according to the sampling theorem. Thus, the chopping frequency must be 180 to 300 Hz, depending upon
how fast the limiting electrical filters roll off.
9.5.5

Detector

o•

The detector D* required to meet the SN R ~ 100 specification can be
determined using Eqs. (5.28) and (6.3):
(9.12)
where

L, (:\) 6.:\

~

T,

~

Tp

Ar,

3.0
0.5

= 1
~ Ad

F~2
{3~3

X

10- 7 W cm - 2 sr - 1

~

6.45

X

JO - • cm 2
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The path losses are assumed to be zero, since the objective is to
measure the total integrated sterance [radiance) along the path.
For SNR = 100, the noise equivalent power (NEP) must be
NEP = 6.35

X

10 - 12;(/2

X

100) = 4.49

X

10 - 14 W

Then the detectivity is
D* = (Ad/2 )

112

/NEP = 3.91 X 10 12 em Hz 11 2j W

(9.13)

where f 2 = !!.f = 47.4 Hz is the information-noise bandwidth and the factor
/2 is introduced to account for the noise increase with coherent rectification (de restoration). The only detectors that qualify at 4.3 I'm are those
that must be operated at reduced temperatures.
Indium antimonide (InSb) photovoltaic detectors,' which are available in linear arrays, are the most likely candidates for the 4.3-l'm channel,
since they respond to 5 fLm . However, to obtain D* values approaching 10 12
requires " low-temperature background" operation (Chap. 16).
Low-background conditions are achieved by cooling the entire optical
subassembly, including the telescope and focal plane (detector array). In
this case, a liquid nitrogen dewar must be utilized as the basic housing for
the optical section. This results in an operating temperature of approximately 80 K. Under these low-background conditions, the detector is not
background-limited, because the photon noise is essentially zero. In this
case, an optimum engineering design is one in which the detector thermalresistance noise is the fundamenta] limitation.

The most significant parameter by which lnSb detectors can be
specified is the low-background R 0 A product. This is the product of the
detector resistance at 0 V and its area. A typical value for small-area
detectors is 1 X 10 6 ohms em'- The detector resistance for the proposed size
[Eq. (9.8)] is given by
1 X 10 6
(9.14)
R 0 = .4 X
= 1.55 x 10 9 ohms
6 7 10 4
and the limiting thermal noise current is

= ( 4kT/1f )'l' = ( 4

i

"

R0
=

X

1.38

23

10- X 80
1.55 X 10 9

X

X

47.7 )'

1.16 x 10 - 14 Arms

12

(9 .15)

The detector current responsivity is determined primarily by materials
and is about 2.0 A/ W at 4.3 f'm. Thus, the NEP is
NEP = i,/fJf,. = 1.16 X 10 - 14 /2.0 = 5.8 X 10 - ll W

(9.16)

The SN R is given by
SNR = <1>, 11/NE P = 6.35 x I0 - ";(/2 x 5.8 X 10 - ") = 774 (9.17)
(assuming an optical efficiency r, = 0.5), which is better than the required
value. See Table 9.1.
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The current responsivity at 2.7 I'm is down by the factor 0.67 (Fig.
8.1 ), which yields
SNR

~

774 x 0.67

~

519

(9.18)

which is also acceptable.
The current responsivity at 0.4 I'm is down by the factor 0.1. which
yields
SNR

~

774 X 0.1

~

77

(9.19)

which is not acceptable.
Silicon photovoltaic detectors with enhanced UV response are available in arrays-' The current responsivity at 300 K is given by the manufacturer as 0.18 A/W at 0.4f1m. They claim an improvement at 80 K of 22%,
yielding 9i ~ 0.22 A/W.
The detector noise also decreases with temperature so that the system
becomes feedback-resistor thermal-noise-limited with cooling. The feedback-resistor noise voltage is given by

V,, ~ (4kTR t!.f) 112 ~ (4
~ 4 .59

X

1.38 X 10 - 23 X 80 X IQI 0 X 47.7) 112

X 10 - ' V rms

(9.20)

where R ~ 1 X 10 10 ohms. This yields a low-temperature NEP of
NEP ~

4.59 X 10 - ' [Vj
0.22[A/W]1 X 10 10 [ohms]

~

2.09

x 10 - 14 W

at 0.4 flm.
Table 9.3

SUMMARY OF RADIOMETRIC TRADE-OFF ANALYSIS

Aperture diameter

Focal length
f-Number
IFOV at 250 km
Throughput
Detector pitch
Detector size
Number of detectors
Dwell time
Frequency response
Detectors
Optical efficiency

MTF

NER
Off-axis angle to earth

12.7 em (5 in.)
25.4 em (10 in.)
2
1.46 km (I mrad)
1.27 x 10- 4 cm2 sr
0.59 mm (0.015 in.)
0.39 X 0.39 mm (0.010 in.)
5 each band
1.67 X 10- 2 S
47.7 Hz
lnSb (4.3JL rn, 2.7JLrn)
Si (0.4JLm)
0.25
0.75
7.74 X 10- 10 W cm - 2 sr- 1 (4.31'm)
1.66 x 10- 9 (2.71'm)
2.80 X 10 - 9 (0.4JLrn)
3.06°
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The SNR is given by
SNR

= 6.35

X

10 - 12/(/2

X

2.09 X 10 - 14 )

= 215

which is adequate, provided the optical efficiency losses, including MTF,
can be maintained at a factor of 0.50 or better.
Thus, the general system appears to be fea sible with readily available
detectors. Table 9.3 summarizes the radiometric trade-off analysis. The next
step is to perform a configuration trade-off analysis.
9.6 OPTICAL CONFIGURATION TRADE-OFFS
The radiometric analysis above establishes the general parameters for
adequate noise equivalent sterance [radiance] and sets the stage for optical
configuration trade-offs. There are four general requirements for system
performance with respect to the spatial domain that must be considered
under configuration trade-offs:

I.
2.
3.
4.

Off-axis rejection to provide spatially pure measurements
Resolution required to map the spatial variations
Heat load on the cryogenically cooled baffies
Band-to-band registration

The first-order problem of earth-limb measurements is that of off-axis
rejection or spatial purity. It is necessary to direct the optical axis of the
telescope to within a few degrees of the earth. The earth is an extended-area
source of infrared radiation (Fig. 9.5), which, in a poorly baffied system,
would overwhelm the faint airglow emissions. Resolution requirements were
outlined above.

The problem of heat load on the baffie relates to the requirements to
minimize cryogen consumption. The total heat input to a 5·in. aperture
from earth shine is o nly about 2 W and is the dominant cause of cryogen
consumption. The length of the mission and the heat load determine the
cryogen storage tank dimensions. In the case of ELIAS, the short (approximately 10-min) period of the flight makes this problem insignificant.

Figure 9.5

Illustration of the earth as an off-axis source.
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The problem of heat load has been significantly reduced in some
cases' by using specular baffles that retromap the aperture into itself.
Off-axis rays that enter the aperture and strike the baffle surfaces are
reflected so they pass out of the aperture and are not absorbed.
Band-to-band registration requirements are not difficult to achieve,
but various configurations are considered below.

9.6.1

Off-Axis Rejection

Two generic configurations are possible whose principal axes are oriented
perpendicular to the rocket trajectory. Figure 9.6 illustrates these alternatives.

The nth-order sunshade baffle (illustrated for n = 2) is designed to
prevent direct illumination of the primary mirror (Chap. 14). This is
accomplished by making the baffle angle a exclude the off-axis source so
that radiation can reach the mirror only after scattering off the nth-order
baffle. Off-axis energy enters the field of view only after successively
scattering off the baffle and the primary mirror. Table 9.2 gives the off-axis
range of the earth for the 87-km tangential layer at 3.06°. For a 5-in.
Nth-ORDER SUNSHADE BAFFLE

::~::sa
MIRROR

OFF-AXIS LYOT SYSTEM

Figure 9.6

Candidate optical systems for off·axis baffling .

OPTICAL CONFIGURATION TRADE-OFFS

135

aperture, the baffle length is 5j tan(3.06) ~ 93.5 in. The sizing requirements
do not permit a baffle that large.
The off-axi s Lyot system is designed so the aperture stop is imaged at
the Lyot s top (Chap. 14) to block diffracted energy. Since the mirror is
illuminated directly by earth radiation, it must be given a low-scatter
"superpolished" surface to minimize the scattering of otT·axis energy into
the field of view' Such a system has been used successfully in the SPIRE
program' and is the practical choice for ELIAS.
9.6.2

Band-to-Band Registration

There are four generic configurations possible to obtain band-to-band
registration• Each of these configurations is, in principle, compatible with
the off-axis Lyot system. They are depicted in Fig. 9.7.
The first uses multiple optical systems, one for each band. Each
individual system is relatively simple because only one band filter is
required. However, the system suffers from a number of problems:
I. It requires duplication of the low-scatter Lyot system.
2. It has a parallax problem.
3. It suffers from cross-track misalignment when the focal lengths
differ.

4. It is physically large.
5. The registration stability is poor because of the large tolerance
buildup over large distances.
The second system avoids the problems of rep licating the low-scatter
optics a nd of cross-track misalignment due to differential focal lengths, as
in the multiple optics system, and it is very compact. Registration stability
is excellent because of mechanical compactness of the focal planes, but the
bands are not registered along-track. Registering the images after recording
can be accomplished only for systems that scan linearly along the track.
This system is elim inated by the " stare"-mode requirements.
The third system, recently proposed by Jet Propulsion Laboratory, 10
is an imaging spectrometer. The objective forms an image on a slit that
serves as the field stop and the entrance slit for a dispersion monochromator. In the focal plane, in one direction the location and size of the detector
element determines its spectral bandpass, whi le in the other direction its
size determines its cross-track footprint. All pixels are inherently registered
in-track and cross-track . However, this system is eliminated, primarily
because of the need for a new complex focal plane.
The fourth system, which was chosen for ELIAS, makes use of
beam-splitting dichroic surfaces. Band-to-band registra tion can easily be
achieved to the requirement of ± 0.5 pixel. Stability of registration is
achieved in ELIAS as a by-product of the requirement to control the
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Figure 9.7

Candidate spectral separation and band-to-band reg istration systems.

temperature of the entire optical subsection in order to obtain enhanced
detector performance by low-background operation. The beam-splitting
subassembly shown in Fig. 9.7 is relatively compact, and registration can be
accomplished at the subsystem level.
Figure 9.8 gives a pictorial representation of the ELIAS optical
system, showing the LN 2 dewar and optical layout including telescope,
baffles, scanning mirror, folding mirrors, dichroics, and detector-condensing
mirrors.

COOLED TELESCOPE BAFFLE

SECONDARY MIRROR CM2)

PRIMARY MIRROR (MIl

DIAGONAL MIRROR (M6l

CHOPPER

.-- j \

h'

FIRST FIELD STOP

DETECTOR/PREAMP ASSEMBLIES (3)
DICHROIC BEAMSPLITTERS (2)

CRYOGEN RESERVOIR

DIAGONAL MIRROR <M5l

- - - MIRROR DRIVE MOTOR

~~::::::;;==d~~~~~:jf-----SCANNING DIAGONAL MIRROR (M3l
ELIAS SENSOR

c:;
....

Figure 9.8 Pictorial representation of ELIAS sensor illustrating LN dewar , telescope ,
2
baffles , scanning mirrors, dichroics, and detector condensing optics .
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9.7

RAD IOMET RIC ACCURACY AND CALIBRATION
TRADE-OFFS

Radiometric precision and accuracy 11 depend upon the detector operating
conditions and calibration approach. The requirement for an optomechani-

cal chopper depends upon the 1/ / noise and drift and the required
dynamic range. The low-background temperature required to achieve adequate detectivity provides for stable and repeatable operating temperatures.
However, the large dynamic range of 1 X 10 5 precludes the use of de
amplifiers; thus, a chopper is necessary to avoid amplifier drift.
A fundamental limit to radiometric precision is set by system noise,
which is characterized in terms of the noise equivalent sterance [radiance]
and represents the spread in the output for a fixed input flux. The above
radiometric analysis indicates that the specifica tions can be achieved.

Figure 9.9 Five-element focal plane - detectors in center surrounded by chip resistors, FETs , and capacitors.

Figure 9.10
~

1ll

Electronic system block diagram.
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The radiometric accuracy trade-offs include questions of laboratory
calibration and inftight calibration techniques. The use of an independent
high-temperature in flight calibration source is an option. However, the cold
chopper provides a superior reference standard. Radiometric accuracy,
therefore, depends primarily upon the uncertainty of the laboratory calibration standard source.
9.8

ELECTRONICS

The achievement of the specified precision requires that optimized individual electrometer preamplifiers be used with each of the detectors. Junction
FETs exhibit lower noise than MOSFETs and function well at 80 K.
An important trade-off consideration relates to the focal-plane design.
The requirement to reduce shunt capacitance and microphonic noise suggests a compact layout. The detectors, thick-film resistors, chip FETs, and
capacitors can be bonded to a miniature printed circuit on a ceramic
substrate, with thermally conducting epoxy for heat sinking, rather than
using FETs in the usual T0-18 packages. This is illustrated in Fig. 9.9.
A low-power vibrating reed chopper 12 is located at the first field stop
to produce an alternating flux at the detector. The chopper drive circuits, ac
amplifiers, coherent rectifiers, and low-pass filters are of conventional
design. The electronics system is represented as a function al flow block
diagram in Fig. 9.10.
EXERCISES
I. A rocket instrumentation design requires a radiometer to measure the vertical

distribution of atmospheric emissions. The sensor measures the overhead stcrance as it moves upward through the layers at the rate of 10 km/s. It is required
to resolve layers that are 1 km thick. The shape of the vert ical distribution is the
primary measurement objective. What should be the frequency response of the
radiometer? What is the minimum chopping frequency? Hint: To measure shape
accurately means to measure amplitude accurately; hence, set dwell time equal to
5 time constants [Eq. (7.2)].
2. Find the signal-to-noise ratio for a sequential scanning spectrometer with the
following specifications:
Collector diameter = 3 in.
Collector field of view: I mrad (squa re) full-ang le
Numbe r of resolution elements: 50
Scan rate: 2 scans/s
Detector lnSb :
Current responsivity: 2 A/ W at 5 1-'-m
Dark resistance: 1.9 x 10 9 ohms
NER = I x
W em -l sr 1 at 5 IJ-ffi
/l ~ 3: T, ~ 0.5; T ~ 78 K
Assume the system is detector therm al-noise-limited .

w-s
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Him: Find the actual SNR, given a signal equal to the specified NER. Find the
frequency response based upon the sampling theorem.
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DETAILED DESIGN

Chapters 10 through 20 provide for detailed design of some configurations
of some of the subsystems covered in Part I. In particular, Chaps . 10 and
II provide practical aspects of blackbody radiation and optical media that
are useful in system design. This is accomplished by solving Planck's and
Maxwell's equations. Chapters 12 through 19 provide design information
for various sensor subsystems. Emphasis is placed upon achieving optimum
design, considering the trade-offs that must be made to achieve system
specifications. Chapter 20 discusses calibration and error analysis.
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10.1

INTRODUCTION

Sources were characterized in Chap. 3 in terms of geometrical radiant
enti ties to provide useful and practical means to predict radiant energy
transfer. Such a geometrical characterization of radiant sources is accom-

plished in terms of entities that serve as figures of merit in feasibility
studies. The objective of this chapter is to provide detailed information on
sources based upon blackbody radiation . A knowledge of these sources is
useful in the choice of detectors, the design of optical systems, and in
system eva luati on and calibration.

In many applications, the source is not subject to control by the
design engineer and originates as a result of physical processes in nature.

Other sources used in electro-optical systems can be fabricated and are
commercially available.
There exists a natural division of optical sources that depends upon
the nature of the spectral distribution of the emitted energy. The first type
of source radiates in a continuous fashion over a very broad band. A graph
of its energy rate per unit wavelength is a smooth and continuous spectrum

exhibiting a single maximum . This is typical of radiation resulting from the
thermally excited molecular oscillation that is known as "blackbody radiation."1 - 3

The second form of optical source is that which radiates in a discontinuous fashion and is characterized by relatively strong emission in narrow
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spectral intervals but no radiation at all in other wavelength intervals. A
graph of its energy rate per unit wavelength reveals a series of emission
lines or bands. This is typical of radiation that results from changes in the
electronic or molecular energy levels of atoms or molecules in a plasma.
Figure 1.3 is an example of the atmospheric emission band (showing individual lines) of the hydroxyl radical.
Electronic transitions result in relatively high energy changes, causing
emission in the ultraviolet and visible regions. Vibration of the atoms that
make up a molecule, or rotation of the molecule, results in relatively low
energy transitions, causing emission in the infrared regions.
In this book, the major concern is with ideal blackbody radiation,
which is useful in system design and calibration, rather than with theories
that explain the physical processes giving rise to continuous or discontinuous radiation.

10.2

PLANCK'S EQUATION

All objects that have a temperature at any value other than absolute zero
are continuously emitting and absorbing radiation. The radiation characteristics of ideal blackbody surfaces are completely specified if the temperature
is known. Blackbody simulators are commercially available that constitute a
good approximation to blackbody radiation over a useful wavelength
region. The background in which target sources are embedded (see Fig. 2.3)
or to which detectors are exposed can be conveniently modeled as blackbody
radiation. Blackbody simulators are used as primary calibration standards.
The accuracy of such a laboratory standard is primarily determined by the
accuracy with which its temperature can be determined.
Blackbody radiation is described by Planck's equation where the
value of the constants are as given in Appendix C. Equation (10.1) gives the
spectral sterance [radiance] as a function of absolute temperature and
wavelength .

L(>.) ~
where

h is
c is
A is
k is
T is

2hc 2

T

1

exp(hcj AkT) - 1

(10.1)

Planck's constant, 6.6262 x 10 - 34 Js
the velocity of light, 2.9979 x 10 8 m js
the wavelength in meters
Boltzmann's constant, 1.3806 x 10 - 23 J j K
absolute temperature in kelvins (K)

The unit for spectral sterance [radiance] is given as watts per unit area per
unit steradian per unit wavelength in Eq. (10.1), where the meter (m) is
used as the unit of wavelength. The units m - 3 should not be confused with
volume concentration .
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A convenient form of the equation that may be evaluated with a desk
calculator is

L(:>..)

1.191066
=

X

10 4

;>. '
x exp(1.43883 x 10 4 /:X.T)- 1

where A is entered directly in micrometers (I'm).
In many cases it is useful to solve Planck's equation for temperature
given the spectral sterance [radiance]. Equation (10.2) can be rewritten as
follows:
T

=

1.43883 X 10 4
,-A.,-In' [(' 1-.1.,--91--,-0-66-x 10:-:4-/L-('"';>..-,.).,-;:>..'")_+_1']

(10.3)

The spectrum of an interferometer is more appropriately described in
units of frequency or wavenumber. The wavenumber is

v[Hz]
P[cm - •J

1

= c[cm;s] = :>..[em]

It is therefore appropriate to provide the spectral sterance [radiance] as a
function of absolute temperature and wavenumber.

1
L(v) = 2hc 2 v 3 -~--:-::,.,-
exp(hcvjkT)- 1

(10.4)

The units for L(v) are watts per unit area per unit steradian per unit
reciprocal length, which is equivalent to W m - 2 sr - • m.
A convenient form of Eq. (10.4) is
1.19101
L(v)

X

10 - l2;7i

= exp(l.43883v/ 7) - I

[W cm - 2 sr- 1 em]

(10.5)

where ii is entered directly in reciprocal centimeters, cm - 1.
Figures 10.1 and 10.2 illustrate the spectral distribution of blackbody
radiation as a function of wavelength and wavenumber, respectively.
These curves illustrate the following:
I. The spectral radiant sterance [radiance] increases at all wavelengths
for increased temperatures.
2. The peak of the curve shifts toward shorter wavelengths or longer
wavei1umbers for higher temperatures.
3. The ratio AL(:X.)/ AT has its greatest value in those regions of the
curve (Fig. 10.1) where the wavelength is less than the wavelength
of th< peak radiation, that is, the region to the left side of the peak.
The ratio AL(ii)/ AT has its greatest value in those regions of the
curve (Fig. 10.2) where the wavenumber is greater than the wave-
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number of the peak radiation, that is, the region to the right side of
the peak.
4. The shape of the blackbody radiation curve is exactly the same for
any temperature T on a log plot.
5. A curve connecting the peak radiation for each temperature is a
straight line on a log plot.
6. The shape of the curve can be shifted along the straight li ne
connecting the peaks to obtain the curve at any temperature.
A " do-it-yourself" slide rule can be constructed by placing a sheet of
tracing paper over Fig. 10.1 or Fig. 10.2 and tracing a curve and the line.
Then , by keeping the lines overlapping and setting the peak at the desired
temperature, the tracing becomes the blackbody curve for that temperature.
Tables have been published 4 that contain compilations of va rious
blackbody functions including the solution to Eq. (10.1) for spectral radiant
sterance [radiance]. The tables are useful for precision work ; however.
interpo lation is necessary for intermediate va lues. Slide rules are also
avai lable that provide for rapid calculation of blackbody quantities with
good accuracy. However, the advent of the hand-held calculator has made
tables and slide rules obsolete.
The Planck radiation formula provides the basis for modeling numero us system design and analysis problems as illustrated in the following
examples.
Example I : Find the temperature (in kelvins) of an extended-area
blackbody source that will produce a signal-to-noi se ratio (SNR) of 10
at 22 11m.
Given: The sensor, an IR spectrometer, has a noise equivalent spectral
sterance [radiance] (NESR) of 5 x 10 - 12 W em · ' sr · ' ,..,m - 1.
Basic equation:

1.43883 X 10 4

T

~).. ln[(!.91066

x 10 4 / L(A)A5 ) + 1]

(10.3)

Assumptions: (1) Sterance [radiance] is inva rian t. (2) The source is an
ideal blackbody.
Solution: An SNR of 10 and the invariance theorem require the source
sterance [radiance] to be 10 times the spectrometer NES or 5 X 10 - 11
W cm - 2 sr- 1 pm - 1.
4

)
1.91066 X 10
In ( S X
X
, + I ~ 18 .122
10 11
22
1.43883 x
T~
~ 36.09 K
22 X 18 .122
Thus, an ideal blackbody at a temperature of 36.09 K can be detected
with an SNR of 10 in this system.
•

w•
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The parameters in Example 1 are typical of the slate of the art of
cryogenic sensor design. Arsenic-doped silicon (Si :As) semiconductor delectors operated at helium temperature and with low-temperature backgrounds are capable of measuring the heat emitted from extremely cold

sources.
The following example follows from Example 1 and addresses the
question of the temperature of the optics, which gives rise to the detector
background in what are commonly referred to as " low-background" systems.

Example 2: Find the temperature to which the optical subsystem must be
cooled to reduce the effects of self-emission upon the operation of the
detector in a sensor design to a negligible level.
Given: The I x 1 mm cold detector is exposed to self-emissions of the
optical subsystem through a 20° (half-angle) circular cold-shield aperture. The system throughput is 0.2 cm2 sr; the optical efficiency, for
external sources, is 0.4 ; and the noise equivalent sterance [radiance] is
5 X 10 - 12 W cm - 2 sr - 1 at 22 I'm.
Basic equations:

<I>= LT

(3.21)

1.191066

L(A) =
T

=

X

10 4

A5

1

exp(1.43883

x 10 4/ AT)- 1 (l0. 2 )

1.43883 X 10 4
A ln[(!.91066 x IO'jL(X);..5 ) + 1]

(

10 3
· )

Assumptions: (I) A limiting solution is one for which the flux incident
upon the detector from the baffle equals the detector NEP. (2) The
self-emissions of the baffle and telescope are coded (chopped) and suffer
the same losses as an external source. (3) The optical subsystem emits as
a perfect blackbody.
Solution: The NEP on the detector is obtained using Eq. (3.21) and the
optical efficiency for a noise equivalent sterance [radiance] of 5 x 10 - 12
W cm - 2 sr- 1.
NEP = 5 x 10 - 12 [W cm - 2 sr - 1 ] x 0.2[cm 2 sr] x 0.4
= 4.o x 10 - 13 w
The sterance [radiance] of the baffle is found that yields an NEP on the
detector as a limiting case.
NEP
L = -- =
TT,

4.0

X

10 - 13

3.67 X 10

J

X 0.4

= 2.72

X

10 - 10 W cm - 2 sr - 1

where the throughput for the optics is given by the detector area, the
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detector cold-shield solid angle, and the optical efficiency (0.4).
T ~ 0.01(cm2 ) " sin 2 20° ~ 3.67
1.191066
In ( 2.72 X 10

T

~

X

X

10
)
22' + 1 ~ 15.955

10 X

1.43883
22

x w - 3 cm2 sr

4

10'

X

15.955

~

40.99 K

•

The use of the ideal assumption in Example 2 is extremely useful in
system design because it represents a limiting case. The assumption that the
baffles emit as a perfect radiator yields the worst-case solution. Such an
assumption provides a relatively simple solution, since it is difficult to
determine the real emissivity of mirrors, lenses, and baffles.
The energy in a photon is given by

E,

~

hv

~

he/ A

(10.6)

where vis the optical frequency in Hz. The relationship between radiant
flux <1>, (J /s) and photon flux <1>, (q ls) is therefore given by

<1>,

~he

<l>,I A

[J /s]

(10.7)

The units of Eq. (10.6) could be thought of as energy per quanta and the
product of A/he and Eq. (10.1) yields Planck's equation in units of
q s- 1cm - 2sr - 1 as follows:
2c
A4

-ex-p-.,
(1,-,c-,-/A:-:k:-:1)----=-1

(10.8)

Equation (10.8) is very useful when dea ling with photon detectors as given
in Chap. 16.
10.3

THE WIEN DISPLACEMENT LAW

The Planck radiation formula shows that the spectrum of the radiation
shifts toward shorter wavelengths or longer wavenumbers as the temperature of the radiator is increased. The derivative of the Planck equation [Eq.
(1 0.1)) with respect to wavelength yields the Wien displacement law, which
gives the wavelength for which maximum radiation occurs for a given
temperature 5 :
A.,~

2898/T

(10.9)

The solution to Eq. (10.9) provides for the wavelength designation along
the straight line of Fig. 10.1.
The derivative of Eq. (10.4) with respect to wavenumber yields the
wavenumber for which maximum radiation occurs for a given temperature:
Vm

~

T / 0.51

(10.10)
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The solution to Eq. (10. 10) provides for the wavenumber designation along
the straight line of Fig. 10.2.
The wavelength hm , or wavenumber ;::, at which the peak for
maximum radiation occurs is significant for calibration purposes. At wavelengths less than Anr or wavenumbers greater than ;: , the spectral power
density is changing very rapidly with temperature and wavelength or
wavenumber, so a slight error in determining either the temperature or the
wavelengths or wavenumbers results in a relatively large error in the
calculated radiation (Chap. 20) . Howeve r, at wavelengths beyond A'" or
wavenumbers less than V:, the radiation changes less rapidly and is
therefore less sensitive to temperature errors.

Another factor that deserves attention is the uniformity (or lack of
uniformity) of the radiation as a function of wavelength. It would be
desirable to make use of a standard source with a uniform spectrum for the
calibration of a spectrometer. This would result in uniform stimulation of
the spectrometer response at all wavelengths throughout its free spectral
range. However, the blackbody curve is very nonuniform except in the
region of wavelengths near A.,.
For these reasons, it is desirable to use relatively hot blackbody
calibration sources. However, this calibration ideal is often difficult to
follow because of the problem of operating and maintaining high-temperature blackbodies (that is, blackbodies that operate above 1000°C, where
the materials begin to glow red hot and suffer oxidation). Also, such
high-temperature blackbody sources tend to overdrive or saturate sensitive
electro-optical sensors.
For example, the calibration of a UV photometer that is designed to
measure the 3940-A (0.3940-1' m) molecular nitrogen first negative band 6
would, by Eq. (10.6), require a blackbody operated at a temperature greater
than 7000 K to conform to the ideal outlined above. Tungsten lamps are
often used as standard sources at temperatures as high as 2600 K.
10.4

THE STEFAN-BOLTZMANN LAW

The total power radiated per unit area of a grcybody is obtained by
integrating Planck's radiation law over all wavelengths and is known as the
Stefan-Boltzmann law 1 :

M

= EoT 4

[w; m']

(10.11)

where ' may be called the "total hemispherical emissivity." For many
purposes e may be taken as a constant in the case of a solid and is
characteristic of the solid surface. The Stefan-Boltzmann constant a has a
value of 5.66961 X 10 - 8 and has the units of W m _, K _._ At room
tempera ture (approximately 300 K), a perfect blackbody (• = 1) of area
equal to 1 m2 emits a total power of 460 W. 1f its surroundings are at the
same temperature, it absorbs ttne same amount.
The heat loss from a blackbody at temperature T1 to its surroundings
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at temperature T2 is given by

[w; m' ]
If the difference tJ. T

= T1

-

(10.12)

T, is small, Eq. (10.12) can be written

[w; m2 ]

M = 4raT 3 !J.T

(10.13)

where T is the mean temperature (T1 + T2 )j 2.
The following example continues from Examples 1 and 2 and makes
use of the Stefan-Boltzmann law to analyze the heat load on a cryogenic

sensor.
Example 3: Find the heat load on a satellite-borne cryogenic sensor
resulting from earth radiations into the sensor baffle.
Given: The sensor is oriented along the zenith in a " lookdown"
attitude at an orbital altitude of 250 km and has a 6-in. diameter baffle.

Basic equations:
(3.21)
ae =

arccos(-r-)
r+x

(9.1)

[w; m

2]

M =eaT'

(10.11)

A ssumptions: (1) The baffle is a perfect absorber. (2) The earth emits as
an ideal blackbody at an average temperature of 247 K.
SoiUiion: Equation (9.1) provides the angle, with respect to the local
hori zon, of the earth's tangent :
6371
)
a,= arccos (
+
6371
250

= 15.8°

The half-angle with respect to the local zenith is the complement of a.,
or 74.2°. Thus the aperture throughput, for the earth as a source is

T

1T

=

4(6[in.] X 2.54[cmj in.])

2

X 1T

sin2 (74.2) = 530.59 cm2 sr

The earth sterance [radiance] is, by Eq. (10 .11) ,
M

L,.

5.67

=---;
=

6.72

where e

X

10 ~ 8 (W m ~ 2 K ~ 4 )

=

=

X
7T

X 10 ~ 3

1.

W

cm ~ 2 sr ~ 2

247 4 (K 4 )

X

10 ~ 4 [m 2 jcm 2 ]
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The flux incident upon the aperture is, by Eq. (3.21),

4> ~ 6 .72 x

w- 3 [W cm - 2 sr - 1 J x

530.59[cm 2 sr] ~ 3.5 W

The above solution can be obtained more simply by the following:
Assume the earth fills the sensor hemispheric field of view, i.e., T ~ A,.?T.
Then
«<> =

Le'lfA C= Ml' AC= aT 4Ac

4> ~ 5.67
X

(6

X
X

10 - 8 (W m - 2 K- 4 )
2

2.54) (cm 2 )

X

X

247 4 (K 4 )

X

I0 - 4 [m 2jcm2 ]

?T/4 ~ 3.85 W

Note: This result is very significant for liquid-helium-cooled sensors,
since the heat of vaporization for liquid helium is approxima tely I W
liter - 1 h - I Thus, the sensor of this example requires 3.5 liters of liquid
helium per hour to absorb the heat load of the earth emissions in a 6-in.
diameter aperture.
•
10.5

THE RAYLEIGH-JEANS LAW AND WIEN 'S RADIATION LAW

Two well-known approximations' to Planck 's law are readily obtained from
Eq. (10.1). For the cond itions hc! AkT < 1, Eq. (10.1) reduces to
L(A) = 2ckT/ A4

(W m - 3 sr - 1 )

(10.14)

and is known as the Rayleigh-Jeans law , which is valid only at long
wavelengths. For the conditions hc/AkT » I, Eq. (10.1) reduces to
2

2hc
he )
(
L{A) = yexp - AkT

{10.15)

and is known as Wien's radiaTion law, which is valid only at short
wavelengt hs.
10.6

EMISSIVITY AND KIRCHHOFF 'S LAW

As indicated above, practical sources approach the ideal blackbody. T he
idea l receiver and radiator of radiant energy is called a blackbody radiator
for reasons given below.

lf a small solid object S is located within an evacuated iso therm al
cavity, according to the second law of thermodynamics there wi ll be a net
fl ow of heat between the object and the wa lls toward the cooler of th e two.
Eve ntu all y, the object will come to equilibrium temperat ure with th e cavity
walls and will remain at that temperature. If the object absorbs only a
portion, a, o f the incident areance [exitance) E W jcm 2 that a perfectly
black ideal radiator would emit at that temperature, then the object S will
emit an amount eM equal to that absorbed ; that is,
a£~

•M
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This is an expression of Kirchhoff's law, which states that the absorptivuy a
of a surface is exactly equal to the emissivity < of that surface 9
The relationship

[W]

(10.16)

(where <1>, is the incident flux) is a statement of the conservation of energy.
Dividing both sides by <1> 1 yields
[ unitless]
For an opaque body, r

(10.17)

= 0, so Eq. (10.17) becomes
a= 1- p

(10.18)

indicating that the surfaces of high reflectance are poor emitters. That is
why the ideal emitter is literally a diffuse black surface, or a blackbody.
The emissivity E is defined as the ratio of the areance [exitance] or
sterance [radiance] of a body to that of an ideal blackbody. Generally the
emissivity E of a surface is a function of wavelength , temperature , and
direction. For many cases of radiation in solids, E can be considered constant. A radiating body is known as a greybody when E < 1 and is independent of A. The power spectral density curve of a greybody has the same
shape as that of a blackbody, but at any wavelength it has a value that
bears the ratio E to that of an ideal blackbody.

EXERCISES
I. Verify Eq . (10.2) using Eq. (10.1) and the atomic constants in Appendix C.
Hint: Usc unit analysis to convert from meters to centimeters and micrometers.

2. Prove the Wien displacement law , Eq. (10.9} , by taking the derivative of Planck's
equation [Eq. (10.1)] with respect to wavelength.

3. Prove the Stefan-Boltzmann law , Eq . (10.11 ), by integrating Planck's equation
[Eq. (10.1)] for all wavelengths.
4. Calculate the total heat radiated (neglect heat absorbed from the environment) for an ambient temperature (300 K) blackbody of area equal to 1 m 2 •
Note: This corresponds roughly to the heat loss for a typical human body.
Assume e = l.
5. Calculate the net radiative heat loss for a human body assuming a body
temperature of 98°F when the walls, ceiling, and floor of a room are at a
temperature of (a) 75°F; (b) 65°F. Assume body area is 1 m2 . Note: This
problem illustrates the importance of the radiative temperature of the environment for human comfort.
6. Using Planck 's equation, Eq. (10.1) , written for wavelength, derive Eq. (10.5)
for wavenumber, using the values for the atomic constants given in Append ix
C and unit analysis.
7. An electronics box dissipates 10 W and has a total surface area of 120 in2 •
Assume that the only mechanism for heat transfer out of the box is by blackbody
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radiation coupling into a background at 300 K. Find the equilibrium temperature
for an e missivity of 0.1.
8. Calculat e the spectral sterance [radiance] at 10 ~m for a 300-K blackbody
source in units of W cm - 2 sr - 1 Mm - 1•
9. Calculate the spec tral sterancc [radiance! at 10 11-m for a 300-K blackbody
source in units of W cm - 2 sr- 1 em.
10. Find the ideal blackbody temperature for calibrating a sensor at 10 IJ.ffi.
Assumption: Ideal temperature is one for which spectral sterance [radiance] is
maximum at 10 ,urn.
(a) Find Tmax for Am;u~ = 10 JLffi.
(b) Find Tmax for ~ma:o: = 1000 em - 1.
Note: 1000 cm - 1 - (10 4 ~m/cm)/10 ~m.
(c) Explain why they differ.
11. Given that the ene rgy in a photon is { = hv = he/ A, where / = energy,
h = Planck's constant , v = optical frequency in Hz, and c = velocity of light ,
find the quantum rate for an energy rate of IQ- 11 W at lO J.Lm.
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11

Optical Media

11.1

INTRODUCTION

An optical medium is described as part of the electro-optical system in
Chap. I and is considered as such in Chap. 4 primarily in terms of flux
transfer. The general subject of optical media includes atmospheric scattering, absorption, and emission, as well as the whole field of the interaction of
electromagnetic radiation with materials. Thus it would not be possible to
cover everything included under the heading "media" in any one book.
The objective of this chapter is to present some material of a general
nature concerning the interaction of electromagnetic radiation with optical

materials used in system design. This includes the effects of reflection,
refraction, and polarization. In order to describe such effects it is necessary
to specify the physical nature of the transverse wave motion associated with

the propagation of electromagnetic energy.
It can be taken as fact' that the E-field vibrations are perpendicular
(transverse) to the direction of motion of the waves . This is based upon
experimental evidence from polarization studies.
Maxwell's equations, written in differential form , provide the basis for
the solution of the boundary problem associated with nonconductive dielectric media such as optical lenses and filters. They are
JH
curl E = -1'-Tr
JE

curl H
158

= 'Tt

(11.1)
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Figure 11.1

Illustration of the transverse-electric-magnetic (TEM) wave.

The simplest form of Maxwell's differential equations is for the
transverse-electric-magnetic (TEM) mode, illustrated in Fig. 11.1, given by

aEY

curl E =a;=

aH,

-p.at

curl H = aH, =raE,

ax

(11.2)

ar

which is obtained by expanding the curl of E and H [Eq. (11.1)] and writing
the non zero terms for a TEM wave.
Equations (11.2) can be solved (variables separated) by taking the
derivative with respect to x and 1 and eliminating the common terms
between equations to get

a'H,
ax'
a'E,.

--a;>

a'H_

- P.•---af
a'Ey

-p.•iii'

(11.3)

which are the wave equations in E and H. The electromagnetic wave is a
function of time, and the direction of propagation is given by the Poynting
vector along the x axis (see Fig. 11.1):
(11.4)
where X signifies the cross product.
A useful form of the traveling wave equation for the electric vector is
(11.5)
as illustrated in Fig. 11.2. This wave can be shown to "travel" as follows: If

x = 1 = 0, then EY = Eyo is the crest of the wave. This is also true for the
case 1 = xjv, and since x = IV, the crest travels along x in time at a phase
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X
Figure 11.2

Illustration of a traveling wave.

velocity v. Equation (11.5) can also be expressed as

EY =

£ Y0 exp[iw(t

-

~)]

(11.6)

The phase velocity can be obtained by taking the derivative of Eq.
(11.5) twice with respect to x and then with respect tot and substituting the
results into the E-field form of Eq. (11.3) to get

v = 1/{!lf

(11.7)

where E = e0 er is termed the '" permittivity" and JL = JLoJ.I.r is termed the
"permeability," er and Jl. r are relative terms that are unity in free space,
p. 0 = 4w X 10 - 7, and r 0 = 1 X 10 - 9/36w. The solution of Eq. (11.7) for
free space yields the velocity of light, c.
The relative phase velocity is by definition

v, = ~ = ( JloEo) 1/2
C

p.E

= (p.,E,)l /2

(11.8)

The index of refraction for optical media is, by definition,
n = cjv = (p.,r,)

11 2

= <~ 12

(11.9)

si nce Jlr = 1 for nonmagnetic substances.
The index of refraction n exhibits values for a changing field different

from those it exhibits for a steady one 1 Equation (11.9) yields the values
for a steady field (which corresponds to zero frequency and consequently
gives values that differ from the familiar numbers for visible light). The
index of refraction is a function of frequency because of the nature of the

interaction of the periodic force of the wave with the molecular structure of
the material.
11.2

SNELL'S LAWS OF REFLECTION AND REFRACTION

Reflection, refraction, and polarization take place at the boundary between
media that exhibit different properties as illustrated in Fig. 11.3. In the case
of optical media the conductivity is usually zero.
The boundary conditions used are founded upon the principle of the
conservation of energy stated as follows: The components of electric and
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MEDIUM

I

MEDIUM 2

Htl

0 0

Hu

PLANE SURFACE
BOUNDARY
Figure 11.3

Boundary conditions for dielectric media.

magnetic fields parallel to the surface in one medium are at every point and
every instant equal to the corresponding parallel components immediately
on the other side of the boundary] Thus there exists no discontinuity at the
surface for parallel components of E and H.
Snell's laws of refraction and reflection are obtained using the above
boundary conditions as illustrated in Fig. 11.4.
The phase velocity u of a wave front perpendicular to the direction of
the ray is considered. The component of the wave along the + x axis
(tangential) is given by x sin 8, where 8 is the angle of incidence. The
component along the - z axis (normal) is given by - z cos 8.
Thus, the exponential form of the traveling wave [Eq. (11.6)] can be
written for each component:
(ll.IOa)

Incident :
Transmitted:

E

. [
E 0 exp ( tw

Reflected:

E

. [
= E0 exp ( tw
t

t-

-

z cos

8'])

(11.10b)

x sin 8 - z cos

f!'])

(II. JOe)

x sin

8-v,
v,

where 8, 8' , and 8" are the angles (with respect to the surface normal) of
the incident, transmitted, and reflected components, respectively.
At the boundary, z = 0, all the exponents must be equal for the
tangential E component; thus
sinO

sinO'

sin 8"

u,

(11.11}

The relationship between 8 and 8' of Eq. (11.11) for the transmitted
component is
sin 8

sin 8'

(11.12)
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Figure 11.4

Geometry to illustrate Snell 's law at the boundary of a dielectric material.

which, si nce v

~

cjn, is Snell's law of refraction

sin 8

n2

--~-

sinD'

n1

(11.13)

The relationship between 0 and 0" of Eq. (1l.l1) for the reflected
component is
sin 0

sin 0"
(11.14)

which is Snell's law of reflection; namely, that
0

~

0"

(11.15)

Snell's law is utilized in lens design to trace rays through a system.
Computer programs have been developed that yield the distribution of the
energy in the focal plane from a point in the object plane. Such a ray trace
gives the blur circle due to aberrations; however, it does not take into
account diffraction effects.

Detailed lens design is beyond the scope of this book. However, Fig.
11.5 and the following example illustrate the use of Snell's law to calculate
the la teral displacement of a ray in passing through a parallel-plate beam
splitter. In actual application, such a device, referred to as a dichroic,
reflects a designated band of wavelengths and transmits another band and
functions as a color separation filter.
Example I: Find the lateral displacement of a ray passing obliquely
through a parallel-plate window.
Given: The angle of incidence with respect to the normal is 45 °, the
index of refraction of the window is 1.5, and the thickness is 4 mm.
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~/
/

d

N

Figure 11 .5

Illustration of the lateral displacement of a ray through a parallel·plate

beam splitter.

Basic equation:

Snell's law:
sinO
sin

(11.13)

u·

Assumptions: The ray emerges from the second surface at 45° so that it
continues in the same direction (see Exercise 2).

(Fig. 11.5)

Solution:
U'

~ arcsin(~sinU)
~ arcsin(_2__
sin45 °) ~ 28.13°
n
1.5
2

Path length s through the plate is
S ~ TjCOS 8' ~ 4jcos 28.13 °

~

4.54 mm

The lateral displacement d is
d ~ s sin(U- U') ~ 4.54sin(45°- 28.13°) ~ 1.32 mm
11 .3

•

FRESNEL'S FORMULA

In order to determine the magnitude of the electromagnetic fields of the
transmitted and reflected waves it is necessary to take into accou nt both the
angle of incidence and the polarization of the reflected wave.
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Figure 11,6 Geometry to illustrate perpendicular polarization at the surface of a
dielectric material .

The boundary conditions are the same as those for Snell's law given
above. In addition, the relationship between the E and H fields must be
considered. The amplitude of the E field is greater in a nonmagnetic
dielectric medium:
H ~ e~I' E ~ nE

11.3.1

(11.16)

Perpendicular Polarization

The polarization of electromagnetic radiation has reference to the direction
of vibration of the electric vector. Figure 11.6 illustrates perpendicular
polarization. The electric vector is shown perpendicular to the xz plane,
which is termed " the plane of incidence" because it is the plane that includes
the angles of incidence 8, 8' , and 8".
The boundary conditions are that the components of E, and Hx that
are tangent to the boundary between media o f index n 1 and n 2 must be

equal. (Note: The subscripts x and y are not used hereafter, and E and H
are written in nonvector form .) In addition, in order to satisfy the principle

o f the conservation of energy, the sum of the reflected and transmitted
components must equal the incident components. Thus

E- £"

~

£'

(11.17)

and
(H

+ H")cos 8 ~

H 'cos 8'

(11.18)

However, Eq. (11.18) can be written, using Eq. (11.16), as
n 1(£ + £ ")cos 8

~

n 2E'cos 8'

(11.19)
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Elimination of the transmitted wave E' between Eqs. (11 .17) a nd
(11.19) gives the Fresnel equation for reflection as
cosO

n

E - E" ~ -'-(E

+ £ ") - -

n2

cosO'

(11 .20)

Substitute Snell's law, Eq. (I 1.13), and use
si nO
tan 0 ~ cos

(11.21)

0

to get

E - E"

~

tanO'
( E + £") - tan 0

(II .22)

Solving for the ratio of E" to E yields the amplitude of the perpendicular
reflect ion coefficient :

Reflection :

E"

tan 0 - tan 0'

sin( 0 - 0')

tan 0 + tan 0'

sin( 0 + 0')

(11.23)

The transmission amplitude is similarly obtained by eliminating £ "
between Eqs. (11.17) and (I 1.1 9) to get
Transmission:

11 .3.2

E'

2tan 0'

2sin0'cos0

E J.

tanO + tanO '

sin( 0 + 0')

(II .24)

Parallel Polarization

Parallel polarization is illustrated in Fig. 11.7, where the E vecto r is shown
parallel to the xz plane of incidence. The boundary conditions are

( E + E")cos 0 ~ E' cos 0'

(11 .25)

and
H- H"

~

H'

( 11.26)

Agai n, Eq. (I 1.1 6) is used to write Eq. (11.26) in terms of£ :

n 1(E- £")

~

n 2 E'

(11.27)

Elimination of the transmitted wave between Eqs. (I 1. 25) and (II .27)
yields the amplitude of the reflection coefficient

E"
Reflecti on :

tan( 0 - 0')
tan(O + 0')

(11.28)

Similarly, the transmission amplitude coefficient is found :

Transmission:

E'
£1

2 sin 0' cos 0
sin(O + O')cos(O - 0')

(11.29)
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WAVE

TRANSMITTED WAVE

Figure 11.7

Geometry to illustrate parallel polarization at the surface of a dielectric

material.

Flux is generally partially polarized. The flux exiting from a slit in a
grating monochromator, or after reflectance from a folding mirror, for
example, is polarized to some degree. The polariza tion sometimes results in
metrology problems when the flux from vari ous devices becomes crosspolarized. The following example illustrates the reflectance from an uncoated germanium beam splitter.

Example 2: Calculate the reflectivity of an un coa ted germanium beam
splitter for a perpendicularly polari zed ray.
Given: The beam splitter is used at incident angle of 45 '.
Basic equa tions:

sin 0

n,

sin 0'

n,

(11.13)

--=-

Refl ection :

tanO + tanO '

sin(O - 0')

tanO + tanO '

sin(O + 0' )

£"
£

Reflection:
Assumptions:

Solution:

£"

E J.

(11.23)

tan(O - 0')
tan{O + 0')

{11.28)

No absorptive losses.

The angle of refrac tion is given by Snell's law :

0' =

arcsin(~sino) = arcsin(~sin45')

= 10 .18'

The reflectivity is given by the square of the amplitude:
Pl. =
P;

sin 2{0 - 0')
sin 2(0 + 0')

sin 2{45' - 10.18' )
sin 2{45' + 10.18')

0.48

tan 2{0 - 0')
0')

tan 2{ 45' - 10.18')
tan2{45' + 10.18' )

0.234

= tan 2(0 +
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The best estimate of the reflectivity (for unpolarized flux) is the average
of the perpendicular and parallel components ; name ly p(ave) = 0.359 .

•
11 .3.3

Normal Incidence

Normal incidence provides additional simplification. Consider the case
where the quantity 8 - 8' approaches zero: Both the parallel and perpendicular re fl ection coefficients reduce to
£"

sin( 8 - 8')

E

sin(8 + 8')

(11.30)

since tan 8 = sin 8 for small angles.
Equation (11 .30) is written as
£"

n,jn 1

E"'

n 2/ n 1 + 1

1

-

(11.3 1)

where Snell's law [Eq. (1 1.1 3)) and the identity
si n( A - B)

=

sin A cos B - cos A sin B

(11.32)

are used. Eq ua tion (11.3 1) becomes exact as 8- 8' = 0, for which

£"
E

n2

-

n1

n 2 + n1

(11.33)

which when squared yields the ratio of the intensity of the reflected and
incident waves, or the reflectivity for normal incidence:
p, = (

n2

-

n1

n2

+

nl

)'

(11.34)

Similarly, the amplitude of the transmission coefficients is obtained
from Eqs. (11.24) and (11.29) as

£:£~
E

(11.35)

which becomes exact as 8 - 8' = 0. In order to obtai n the transmissivity, a
correction must be made to take into account th e fact that the cross-sectional area o f the transmitted beam is different from that of the incident
beam. The transmissivity is the ratio of the energy of the transmitted beam
to the total energy in the beam. The cross-sectional area of the beam in
media I and 2 are proportional to the indices of refraction n 1 and n 2 , and
thu s the transmissivity for normal incidence is
(11.36)
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Equation (11.36) can be verified by again appealing to the principle of
co nservation of energy for nonabsorptive media, which in this case states
that
(11.37)
Equations (11.34) and (11.36) are substituted into Eq. (11.37) to get the
identity
(11.38)

Example 3:

Find the normal reflectivity and transmissivity of an lR

window manufactured from germanium.

Given:

The index of refraction for germanium is 4.

Basic equations:

(11 .34)

(11.36)

Assumptions:
interest.

There are no absorptive losses at the wavelengths of

Solution:
p ~

"

4 -1 )'
(4+ 1

~

0.36

4 x 1x 4

T

"
Note: The sum p, +

11.3.4

,.n

~ --- ~

(1 + 4)

2

0.64

•

= unity.

Polarizing Angle and Brewster's Law

For unpolarized light incident upon a dielectric medium such as glass as
shown in Fig. 11.8, there are always a reflected ray and a refrac ted ray.
Light is always polarized to some degree upon reflection from a surface. It
was Brewster who discovered that light becomes completely plane-polarized
a t a particular angle.
This is illustrated in terms of the square of the amplitudes of the
reflection coefficients (the reflectivity):
sin 2 (8 - 8')
P' ~ sin2 ( 8

+ 8' )

(11.39)

REFLECTANCE , TRANSMITTANCE, AND ABSORPTANCE
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Figure 11.8 Illustration of Brewster's angle upon reflection from the surface of a
dielectric medium.

and
tan 2 (0- 0')
Pn = tan'( 0

(11.40)

+ 0')

for the special case where the reflected and refracted (transmitted) rays are
exactly 90° apart, that is, when 0 + 0' = 90°. In this case, where tan 90° =
oo and sin 90° = 1 in Eqs. (11.39) and (11.40), the reflected light is totally
perpendicularly polarized.
The special angle of incidence giving rise to the above conditions is
called Brewster's angle or the polarizing angle. Since 0 + 0' = 90°, sin 0'
= cos 0 and Snell's law can be written as

~
sin 0'

=

sinO = tanO
cos 0

=~
n1

(11.41)

For the case where n 1 = 1 for air, Brewster's angle is

(11.42)
and the angle of incidence for total polarization depends only upon the
index of refraction.
Reflection polarizers preferentially reflect and transmit radiation of
orthogonal polarization. Numerous polarizers are available that capitalize
on these principles 4 · 5

11.4

REFLECTANCE, TRANSMITTANCE, AND ABSORPTANCE

Equation (11 .34) gives the reflectivity and Eq. (11.36) gives the transmissivity. Terms ending in -ivity refer to the ideal property of material having
planar surfaces between two media and no oxides or coatings on the
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surface. Terms ending with -ance refer to the property of an actual sample
or path 6
The actual reflectance and / or transmittance of a real object results
from multiple reflection and transmission paths as illustrated in Fig. 11.9.
The reflectivity is by definition the ratio of the reflected flu x to the
incident flux

(11.43)
and the reflectance is given by the ratio of the total reflected flux <ll, to the
incident flux
<ll,
p,=

(11.44)

~

However, the total reflected flux is given by

(1145)
which is
<ll,

= <ll,{ P + p(1- p) 2exp( -2ad) + p3 (1 - p')exp( - 4ad) + ···}
(11.46)

where a is the absorption coefficient and d is the thickness. The reflectance
p, is
2

<ll,

(1 - p) pexp( - 2ad)
p,=~= p + 1 - p2 exp( - 2ad)

(1147)

Similarly, the total flux transmitted is
<ll,

=

<ll,J + <ll,, + <ll, +

(1148)

~r\
~
~

......

~

Figure 11.9 Illustration of the geometry for multiple reflection and transmission paths
through a parallel plate.
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w hich is

<1>,

=

<1>,{ (1 -

p}

2

exp( -ad) + I -

p )' p

2

exp( - 3ad) } · · ·

{11.49}

and the transmittance is
2

1

'T

<1>,
{1-p} exp{ - ad}
= ~ = 1- p2 exp( -2ad)

{11.50}

The absorptance a, is obtained between Eqs. (11.47) and (11.50) using
the principle of the conservation of energy:
(11.51)
again. In general, the absorptance is

<1>.
{1- p)[1- exp{-ad}]
a,=$,=
1 - pexp{ -ad)

{11.52}

Two cases are of interest:
I. For opaque material, the term exp(- ad) = 0 and Eqs. (11.47) and

(11.5 1) yield
p,

and

=p

(11.53}

Thus for opaque material ( T = 0) the reflectivity is identical to the
reflectance. It is also noted that surfaces of low reflectivity are good
absorbers and appear to be black (in the visible).
2. For lossless media, exp(- ad) = I, for which Eqs. (11.47) and
(11.51) yield
{11.54}
and

(1-

p)'

T,=~

{11.55}

Equations (11.54) and (11.55) provide a good estimate of the reflectance and transmi ttance of flat optical windows in those spectral regions

where the absorptance can be neglected.
The same equations hold when passing from high to low index of
refraction. Total internal reflection will occur for all angles greater than the
critical angle. which is given by Snell's law
sin fJ

n2

--=-

{11.56}
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The critical angle occurs for all 0';;, 90° such that sin 0' ~

0,

~ a rcsin{n 2 /

n1 )

{11.57)

EXERCISES
l. Calculate the relative phase velocity for germanium given that the index of

refraction is 4.
1. Use Snell 's law of refraction to prove that a ray incident upon the first surface of
a pa rall el plate at an angle (} with respect to the normal emerges from the second
surface at an angle equal to 0.
3. Calculate the reflectivity of glass (n = 1.5) as a function of incident angle
between 0° and 90°. Plot the results for both perpendicular- and parallel-polarized

light.
4. Find the critical angle for total internal reflection for glass ( n = 1.5) and for
germanium ( n = 4).
5. Find the reflectivity and transmissivity for glass (n = 1.5), silicon (n = 3.4}, and
germanium ( n = 4) for normal incidence. Assume no losses.
6. Find the reflectance and transmittance for glass (n = 1.5), silicon (11 = 3.4), and
germanium ( n = 4) for normal incidence. Assume no losses.
7. Given a ray incident upon a surface of glass at an angle of 4SO, fi nd the
refracted angle for n 1 = 1 and n 2 = 1.5.
8. Given that a fixed beam is reflected off a mirror in accordance with Snell's law, if
the mirror is rotated by an increment of tlq, , by what angle does the reflected
beam increment?
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chapterl2
Optical Systems

12.1

INTRODUCTION

The optical subsystem, as part of an electro-optical system, is characterized
in Chap. 5 in terms of figures of merit that relate to its selective properties
in the spatial, spectral, and polarization domains. This chapter is concerned
with system design considerations rather than component design. The application of lenses and mirrors is emphasized.
The optical system design engineer is generally concerned with system
performance, which requires a knowledge of elementary ray tracing and the
configuration of telescopes. Once the layouts are completed, the detailed
design is accomplished using computer techniques that are best consigned
to the specialist and are beyond the scope of this book.

12.2

RAY TRACING

The beam is defined in Sec. 3.2.4 in terms of the throughput of two finite
areas. In this chapter we are concerned with the ray as a means of showing
the direction u of the How of flux, making use of the idea that radiant flux
travels in straight lines (provided diffraction effects can be neglected).
Only the simplest form of ray tracing is required to create an optical
system layout. This is accomplished by defining ideal lenses and mirrors for
which perfect images are formed. Such a first-order design is of value to the
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optical designer to synthesize system configurations to achieve design goals.
Once a system layout is accomplished, the effects of aberrations and
diffraction can be considered.
The ideal lens is achieved, in the abstract, by the thin lens and
paraxial ray assumptions. The ideal mirror is abstracted as one that has
image-forming properties similar to those of the ideal thin lens. The thin
lens and paraxial ray assumptions are defined below.
12.2.1

Conventions

Certain conventions and principles of optics are useful in ray tracing and
creating optical layout drawings. The conventions are:
I. All figures are drawn with the rays traveling from left to right.
2. All distances along the axis are positive when measured from the
associated vertex to the right and negative when measured to the
left; this includes focal lengths and image and object distances.
3. All distances (object, image, or element heights) are positive when
measured from the optical axis upward and negative when measured downward.

An important principle is that of reversibility, which states that if a
reflected or refracted ray is reversed in direction, it will retrace its original

path ' Thus, for example , a telescope and a collimator are visualized as
systems that function in the reverse mode of one another.
12.2.2

Thin-Lens Ray Tracing

Thin-lens ray tracing is based upon the above conventions and the principle
of reversibility plus an understanding of basic lens types as illustrated in
Fig. 12.1. The lenses are referred to by the following terms: (a) double
convex, (b) plano-convex, (c) positive meniscus, (d) double concave, (e)
plano-concave, and (/) negative meniscus. It is noted that all positive
lenses are thicker in the center than at the edge, while the opposite is true of
negative lenses. Other distinctions useful in ray tracing are noted below in
connection with the definitions for primary and secondary focal lengths.
A thin lens is defined as one whose thickness is considered small
compared with distances associated with its optical properties such as focal
length, radius of curvature, or diameter. In this case, refraction can be
considered as occurring on a plane, normal to the optical axis, that
coincides with the vertex as shown in Fig. 12.2.
The properties of an ideal image-forming thin lens are achieved by the
assumption that the images correspond to those formed by paraxial
rays'-rays for which the angles are small enough that the cosines equal
unity and the sines equal the angles.
The above conventions are illustrated in Fig. 12.2. The lenses are
converging, or positive, in parts (a) and (c) of the figure and diverging, or
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(a

POSITIVE OR CONVERGING

NEGATIVE OR DIVERGING

I

ldl

(b)

(c)

(~)

Figure 12.1 Illustration of cross sections of common types of lenses. (From F. A.
Jenkins and H. E. White, Fundamentals of Optics, McGraw·Hill , New York, 1957, p. 28.
Used with permission .)

negative, in parts (b) and (d). In addition, the principal axis is the line
through the points F, F', and A, where the point F is the primary focal
point, F' is the secondary focal point, and A is the lens vertex. The focal
plane is a plane perpendicular to the axis that passes through the
focal point.
The focal points are defined in reference to Fig. 12.2 as follows: The
primary focal point F is a point on the optical axis such that any ray
coming from it (Fig. 12.2(c)J or proceeding toward it (Fig. 12.2(d)] travels
parallel to the axis after refraction. The distance I is the primary focal
length . The primary focal point F is to the left of the vertex for a positive
lens, and the focal length I is a negative number; F is to the right of the
vertex for a negative lens, and f' is a positive number.
The secondary focal point F' is a point on the optical axis such that
any ray moving parallel to the optical axis will, after refraction, proceed
toward [Fig. 12.2(a)] or appear to come from [Fig. 12.2(b)] the secondary
focal point. The secondary focal point F' is to the left of the vertex for a
negative lens, and the secondary focal length f' is a negative number; F' is
to the right for a positive surface, and f' is therefore a positive number.
There are two simple rules, derived from the definitions of the
primary and secondary focal points, that can be used to accomplish a
thin-lens ray trace. They are illustrated as follows:
I. The central ray, which passes through the vertex, is undeviated (see
Fig. 12.3).
2. Parallel rays (oblique or on axis) converge toward or away from the
point where the central ray intersects the focal plane after refraction.

The rules are illustrated for the case of image formation in Fig. 12.4.
The central ray (1) is drawn first, undeviated from point P though the lens
vertex (rule 1). A ray (2) is drawn parallel to the optical axis from point P

-

(-)

(+)

Ol

__ _-/

/

........

..................

AXIS

AXIS

A

(b)

!ol

'~ ~

F

"'

~~
(c)

(d)

Figure 12.2 Illustration of principal focus point F , secondary focus point F', and focal
lengths f and f ', associated with negative ( - ) and positive ( + ) thin lenses. (From
F. A. Jenkins and H. E. White, Fundamentals of Optics , McGraw-Hilt , New York, 1957,
p. 29. Used with permiss1on .)
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AXIS

Figure 12.3 Illustration of how parallel rays are brought into focus at the point where
the central ray intersects the focal plane.

Figure 12.4 Illustration of parallel-ray method (rule 3) to locate the image formed by a
thin lens. The numbers give the order in which the lines are drawn .

and passing through the focal point F' after refraction (rule 2). These two
rays are sufficient to define the point P'. However, another parallel ray (3),
drawn through F (using the principle of reversibility) after refraction,
confirms the location.
The principle of reversibility can be illustrated in the case of Fig. 12.4.
If the object is placed at the position previously occupied by its image, it
will be imaged at the position previously occupied by the object. The object
and image are interchangeable , or conjugate ' Any pair of object and image
points such as P and P' are conjugate, and the planes through these points,
perpendicular to the optical axis, are conjugate.
Figure 12.5 illustrates the method of tracing an arbitrary oblique ray
(I) through the lens. A construction-line central ray (2) is drawn parallel to
the arbitrary ray (rule 1). Then, ray (3) is drawn to intersect the central ray
(2), after refraction, in the focal plane (rule 2).
12.2.3 Images

A real image can be made visible on a screen placed at the image point of
Fig. 12.4. A virtual and erect image is formed if the object is placed inside
the focus, as in the simple magnifier illustrated in Fig. 12.6.
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AXIS

I
I

F'

I

t'----1

Figure 12.5 Illustration of method for graphically tracing an arbitrary oblique ray using
the central ray (rule 1 and 2). The numbers correspond to the order in which the rays
are drawn .

The magnifier (Fig. 12.6) is ray-traced as follows: The central ray (1)
is drawn undeviated through P and A (rule 1). A ray (2) parallel to the
axis is drawn through P, which after refraction (3) passes through F' (rule
2). An oblique ray (4) is drawn through F and P and emerges (5) parallel
to the axis (rule 2). These rays (I , 3, or 5) do not converge to form a real
image. However, they appear to be coming from the point P' on the far
side of the lens; here, the virtual image is erected and magnified.
12.2.4

Lens Formula

The "lens formula" is useful in predicting the focal length required for
giving image and object distances-' The formula is derived in reference to
Fig. 12.7, where o and i are the object and image distances, respectively,
and y and y' are the object and image heights, respectively.

AXIS

Figure 12.6 Illustration of a ray trace to locate the virtual image formed by a positive
lens when the object is between the vertex A and the focus F. The numbers give the
order in which the rays are drawn .
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From similar triangles TP'S and TF'A we can write

+ y'

y

y

(12 .1)

--=-

!'

From similar triangles PTS and FAS we can write

y + y'

y'

-=7

(12.2)

Taking the difference between these two equations yields

y + y'

y + y'

y

y + y'

y'

-----=---=--0
!' f
f

(12.3)

since f' = - f by convention. The term y + y' cancels from each term,
yielding the lens formula

1

1

I

.

f

0

-+-=-

(12.4)

The lateral magnification is given by the rati o of y' to y, which by
similar tri angles TSP ' and TSP is
m

y'

(12.5)

=- =y
0

Example 1: Given that for Fig. 12.7 the focal length is 6 units and the
object distance is 9 units, find the image distance and magnification.
Basic equations:

I

I

1

.

f

0

-+-=y'

i

y

0

(12.4)

m =- =Assumptions:
Solution:
(12.4),

(12.5)

Thin lens and parax ial rays

By convention, o

-9 and

=

f

=

1

1

1/o- 1/f

- 1!9 + 1/6

- 6. and thus from Eq.

i = - - - - = - - - - - = 18 units

The positive 18 units indicates that the image is 18 units to the right
of A.
The magnification is given by
18

m =- = - =
0

-9

-2
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The negative sign on the magnification indicates that P' is measured
below the axis and that the image is inverted.
•
The following example illustrates the solution of the lens formula for
the magnifier of Fig. 12.6.
Example 2: Given that for Fig. 12.6 the focal length F is 10 units, the
distance to the object, o, is 5 units, and the height of the object is 3
units, find the location and height of the virtual image.
Basic equations:
I

I

I

(12.4)

-+-~-

.

I

y'
m=y
Assumptions:

(12.5)

=0

Thin lens and paraxial rays

Solution : By convention, o
from Eq. (12.4),
i

o

~

-

I

---

lj o -

111

~

~

-5, y

~

3, and

I

-,..---,..-----,-.,-

-1 / 5 + l j iO

~

I~

-10, and thus

- 10 units

The negative 10 units indicates that the image is 10 units to the left. The
magnification is, by Eq. (12.5),
i
-10
m~-~--~2

0
-5
The positive sign on the magnification indicates that P' is above the axis
and that the image is erect. The height of the image, y', is, by Eq. (12.5),
y' ~ ym ~ 3 X 2 ~ 6 units

•

The " lensmakers' formula ," which is given in the literature ,' provides
solutions for the radius of curvature for the first and second surfaces to
achieve a given focal length as a function of the index of refraction of the
material.
Lenses can be manufactured of various materials that transmit radiant
energy at the wavelength of interest. The preferred shape is one that results
in the least spherical aberration, which depends upon the material to be
used. The shape factors of minimum blur are given in the literature' as a
function of the index of refraction for various materials.
12.2.5

Mirror Ray Tracing

A reflective surface can be shaped to produce images similar to those of the
ideal thin lens. As with the thin lens, we are interested in a simple form of
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Figure 12.8 Illustration of focus point F associated with (a) positive ( + ) and (b)
negative ( - ) mirrors .

ray tracing for which we define the mirror surface to be shaped to provide
near-perfect images.
It is generally possible to find an optical layout using mirrors that is
equivalent to that of a thin-lens system. However, there are some distinct
advantages to the reflective systems: (1) The focal length is independent of
wavelength ; chromatic effects, in general, are absent, (2) Visual alignment
techniques are possible, since the system passes visible light. On the other
hand, mirrors do not offer the same possibilities for correction of spherical
aberrations as do lenses; for this reason, camera lenses are generally
refractive.
The conventions for ray tracing for mirrors are the same as for thin

lenses with several exceptions. A mirror has only one focal plane, and the
reflected ray travels from right to left. The mirrors are converging, or
positive, in Fig. 12.8(a) and diverging, or negative, in Fig. 12.8(b),
The focal points are defined in reference to Fig. 12.8 as follows: the
mirror exhibits a focal length that is defined such that any ray moving
parallel to the optical axis will, after reflection, proceed toward [Fig.
12.8(a)] or appear to come from [Fig. 12.8(b)] the focal point. For a
positive mirror, the focal point is to the left of the vertex and the focal
length f is a negative number; for a negative mirror, F is to the right of the
vertex and

f

is a positive number.

Ray tracing a reflective system is simpler than for a refractive system.
Ideal mirror performance is achieved by the paraxial ray assumption, where
all the rays pass through the focal point as illustrated in Fig. 12.8.
The rules for ray tracing a mirror are similar to those for a thin lens.
It is convenient to define a ray that passes through the focal point F as the
central ray. The rules are as follows:
I. The central ray (passing through F) travels parallel to the optical
axis after reflection.

2. Parallel rays (oblique or on axis) converge toward or away from the
point where the central ray intersects the focal plane after reflection.
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(+) MIRROR

T
y

Figure 12.9 Illustration of parallel-ray method (rule 3) to locate the image formed by a
converging mirror. The numbers give the order in which the lines are drawn .

Those rules are illustrated in the case of image formation in Fig. 12.9.
A ray (I) parallel to the optical axis is drawn from the object point P to the
mirror surface and through the focal point F (2) after reflection (rule 2). A
central ray (3) is drawn from the point P through the focal point F and is
drawn parallel (4) to the axis after reflection (rule 1). The intersection of
rays 2 and 4 locate the image point P'. The points P and P' are conjugate
points in object and image space.
Figure 12.10 illustrates the method to trace an arbitrary oblique ray
(I). A central ray (2) parallel to the oblique ray (construction line) is drawn
through the focal point F and is then drawn parallel to the axis (3) after
reflection (rule 1). Ray 4, the continuation of ray I, converges with ray 3 at
P in the focal plane (rule 2).
The thin-lens formula, Eq. (12.4), can be applied to the spherical
mirror; however, one change in the conventions must be made. Incident
rays, after reflection, travel from right to left; the image distance measured
from the vertex to the left must be considered a positive number.
(+)MIRROR

Figure 12.10 Illustration of the method to graphically ray trace an arbitrary oblique ray
for a mirror (rules 1 and 2). The numbers give the order in which the rays are drawn.
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Example 3: Gi ven that for the mirror of Fig. 12.9 the focal length is 10
units and the object distance is 25 units; find the image distance and the
magnification.
Basic equations:

1

Assumptions:

Solution:

1

1

-+-=. I o

(12.4)

y'
nz = - = y
0

(12 .5)

Paraxial rays

By convention, o = -25 and

I=

- 10. Thus from Eq. (12.4),

1
1
i = -1/-o--1/-/ = ----,1-/""25,--+--,1--,
/=
1o = + 16 ·67
The magnification is given by
m

i
+ 16.67
= - = - - - = -0.67
0
- 25

The positive sign on the image distance indicates that the image is
to the le"ft of the vertex, in accordance with the convention for mirrors,
and the negative sign on the magnification indicates that the image is
inverted.
•
12.3

APERTURES AND STOPS

In Chap. 5 the optical subsystem is characterized in terms of the figures of
merit - throughput and field of view. The effect of stops and apertures must
be considered in order to define these figures of merit for a system.
In Fig. 12.11, a single-lens system is illustrated with two stops. The
rays shown correspond to parallel rays from two points on a distant object.
The size of the bundle of parallel rays is limited by the stop that is located
on the lens. This stop is termed an aperture stop because it determines the
amount of flux reaching the image from any point on the object. The
second stop, placed in the focal plane, determines the extent of the object
that can be represented in the image. This stop is termed the field stop
because it determines the field of view.
The simple system illustrated in Fig. 12.11 is an extremely important
one. The field stop is placed in the focal plane so that for objects at large
distances the image is formed in the field stop and the field of view is very
sharply defined.
The ideal sensor field of view is defined in Sec. 5.2 as one that has
unity relative response over a specified region and zero response elsewhere.

The cross section of such an ideal field of view can be defined as the
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Figure 12.11

Illustration of aperture stop and field stop.

norm al ized angula r response of the system to a point source (see Fig. 5.1).
Since the image of a point source in the focal plane approaches a poi nt
(neglecting diffraction and distortion), the convolution of the point image
with the field stop results in a field-of-view function that approaches the
field-stop function.
12.3.1

Entrance and Exit Pupils

The edge of the lens always functions as an aperture stop ; however, it may
not be the limiting stop. It is necessary to consider the effect of stops that
are not necessarily located in the focal plane or on the lens edge.
A stop P'£', placed behind the lens as in Fig. 12.12, is in the image
space and limits the image rays. Image space is defined as everything tha t
pertains to the rays afte r refraction, and everything that pertains to them
before refraction is defined as object space. For every position on the o bject
there is a corresponding position for the image. Thus, in this case, the image
of the stop is in object space.
Figure 12.12 illustrates a case that behaves like a magnifier (Fig. 12.6)
with the stop inside F'. Rays I through 4, usi ng the parallel rule, locate the
virtual image of the stop. As viewed from F, the stop in object space
appears magnified at P , functions as the limiting aperture (as compared to
the edge of the lens), and is called the entrance pupil. On the other hand,
viewed from F' , or beyond the stop in image space, this stop is the limiting
aperture and is called the exit pupil.
Which stop functions as the limiting aperture depends upon the point
from which it is viewed. For example, the edge of the lens in Fig. 12.12
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Figure 12.12

Illustration of entrance and exit pupil and chief ray of a system .
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Illustration of field of view of a telescope focused at a finite object
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functions as the limiting aperture, or exit pupil, when viewed from within
F' near the point £'.The general rule is that the limiting system aperture is
the stop, or image of a stop, that subtends the smallest angle as seen from
the object point.
In general, a limiting aperture is called an exit pupil when it is in
image space and an entrance pupil when it is in object space. Any stop can
be treated as an object, and its image is found using normal ray-tracing
techniques as shown above. When the edge of a lens is considered as a stop,
as in Fig. 12.11 , the image and object of the stop coincide; hence, the lens
edge functions as both entrance and exit pupil. Any ray in object space that
passes through the center of the entrance pupil is termed a chief ray. Such a
ray passes through, or appears to pass through, the center of the exit pupil
after refraction. This follows, since for every point on the image there is a
conjugate point on the object.
The use of the chief ray to determine the field of view is illustrated in
Fig. 12.13, where the usual notation is reversed, insofar as primes and
object and image distances are concerned, since the field stop is an object
and we wish to find its image.
The field stop is located beyond the focal plane and corresponds to a
telescope focused at a finite object distance. The image of the field stop, in
the telescope's object space, determines its field of view. As viewed from the
ohject point P' , the system aperture is the lens edge, which is therefore both
system entrance and exit aperture.
The limiting chief ray is directed from the edge of the object to the
center of the entrance pupil. The half-angle field of view 0 is, in general,
the smallest angle subtended at the center of the entrance pupil by any
stop, or image of a stop, in object space.
By similar triangles we can write

i/y'

=

y jo

(12.6)

which is valid for i = oo, which occurs when the field stop is moved to F.
Thus, the half-angle 0 is always given by
0 = arctan{y'/ i) = arctan(yjo )

(12.7)

In the special case where the system is focu sed at infinity and the field stop
is at F, the field of view is

e=
12.4

arctan{y/ /)

{12.8)

ABERRATIONS

The image of a point source is not a point in practical optical systems. The
optical blur is a nonzero area containing most of the flux incident upon the

focal plane. The optical blur size is determined either by aberrations or by
diffraction limits for corrected systems.
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In principle, spherical aberrations can be avoided by making use of
systems that are corrected (aspherical) through the use of elliptical or
parabolic surfaces. Chromatic aberrations can be avoided by using reflective systems. Chapter 13 considers diffraction limits.
Reducing the optical system /-number until the optical blur is equal
in area to the field stop provides a criterion for systems limited by spherical
aberrations. This maximizes throughput at the sacrifice of the field-of-view
function , which departs from an ideal spatial filter.
Therefore, the choice of a system /-number depends to a great extent
upon the decision to use refractive or reflective, spherical or aspherical
designs, as well as the monetary resources available to obtain high-quality
optics. Once this decision is made, the layout design can proceed. However,
a limiting-case design can be based upon diffraction limits as outlined in
Chap. 13 and in the literature '
12.5

ELECTRO-OPTICAL TELESCOPES

Many electro-optical systems utilize telescopes to maximize throughput and
satisfy field-of-view (spatial) requirements. This section illustrates refractive
and reflective designs.
12.5.1

Simple Refractive System

Perhaps the simplest telescope design is the system of Fig. 12.11 , which
consists of a single refractive lens and a detector mounted in the field stop.
This system suffers from several problems: (1) chromatic effects, (2)
chopper-induced noise, (3) infrared materials that are generally opaque in
the visible and difficult to align and focus, and (4) a field of view subject to
detector response nonuniforrnities.

The index of refraction is a function of both temperature and wavelength. This is especially inconvenient in cooled systems, where it is
necessa ry to compensate for changes in temperature.
Most infrared systems utilize choppers (see Chap. 7) to convert the
radiant flux to pulsating de signals. The chopper must be very large if it is
located in front of the lens of Fig. 12.11 , and may introduce noise into the
detector if it is located between the lens and the focal plane.
The alignment of cryogenically cooled infrared systems is very
difficult when the lenses are fabricated from visually opaque materials.
Generally, alignment can be verified only by a rather difficult calibration
measurement; subsequent adjustments are made after the system has been
brought to an ambient environment. Each cool-down, warm-up cycle often
requires several days.
The system of Fig. 12.11 produces a sharp image on the detector field
stop. This results in a field of view that exhibits the same non uniformities as
the detector itself.
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Reflective System

The problems associated with the simple refractive system of Fig. 12.11 can
be avoided by using reflective optics. Such a design layout. which makes use
of a field lens, is illustrated as a refractive system first (Fig. 12.14). This
arrangement solves the problem of chopper noise and nonuniform field of
view by the introduction of a field lens L 2 located in the system field stop.
Then, in Fig. 12.15 a similar reflective system is illustrated that solves the
remaining chromatic and alignment problems.
The field stop of Fig. 12.14 is located in the focal plane of lens L 1,
which corresponds to a telescope focused at infinity. The edge of L 1 is the
limiting aperture and is therefore the entrance pupil of the system as in Fig.
12.13.
The field of view is determined by the chief ray, which is directed
from the edge of the object to the center of the entrance pupil, and is given
by Eq. (12.8). The field of view results from the convolution of the image of
a point in the object plane, and the field stop, which for a small optical blur
approaches the field-stop function (i.e., an ideal square function). The most
efficient location for the optical chopper is in or near the focal plane
because the optical field exhibits its smallest extent there, and in that
location is sufficiently removed from the detector to overcome the noise
problem.
The problem of the nonuniform field of view is also avoided by the
use of the field lens that images the entrance pupil, rather than the object,

ENTRANCE PUPIL
LENS L1

r
y

L~~~~~~~~~

Figure 12.14 Illustration of a telescope designed so the entrance pupil is imaged upon
the detector by lens 2.
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Figure 12.15 Illustration of an all-reflective system that utilizes a confocal off-axis
system consisting of two parabolas, a Aitchey-Chrt!tien relay . and a parabolic condenser.

upon the detector. This is illustrated in Fig. 12.14 as follows: Rays 1, 2, and
3 show that L 2 images the lens edge P on the detector edge P'. Rays 3 and
4 represent an on-ax.is ray bundle from a point on the object that irradiates
the entire detector area. Thus, a ray from any point on the object will
completely fill the detector, so the response everywhere within the field of
view corresponds to the detector average response. The following is a
numerical example of the design of the telescope of Fig. 12.14.

Example 4: Find the focal length of lens L 2 (Fig. 12.14) to produce an
image of the entrance pupil on the detector.
Given: The focal length and height of L 1 are 20 and 7.5 units,
respectively, and the field stop is located in the focal plane (the system
object distance is infinity); the lens L 2 object distance is 20 units, and
the detector and field-stop height is I unit (i.e., the detector and field
stop are the same size).
Basic equations:

1

I

1
o

-+-~-

.

I

y'

m=y

i
=0

Assumptions: Thin lens and parallial rays

(12.4)
(12.5)
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Solution: Lens L 2 images the entrance pupil on the detector, and by
convention y ~ + 7.5 and y' ~ - 1.0. Thus, from Eq. (12.5)
m

~

-1.0/7.5

~

- 0.1333

~ i/o

the object distance is - 20 units and the image distance is
i

~

-0.1333 X ( -20)

~

2.667

The focal length is, by Eq. (12.4),
1

f ~ 1/ o-

1/i

~

I
-1/20- 1/ 2.667

- 2.35

where the negative sign indicates that lens L 2 is a positive converging
lens as illustrated in Fig. 12.l(a). Alignment is simplified in this design
by making the detector somewhat oversized.
•

The remaining problems associated with the simple system of Fig.
12.11 , namely chromatic effects and difficulties in alignment associated with
refractive systems, which make use of materials that are opaque in the

visible, can be eliminated through the use of a reflective system.
Figure 12.15 illustrates an all-reflective system that utilizes a confocal
off-axis system consisting of two parabolas, a Ritchey-Chretien relay, and a
parabolic condenser. This system, designed for a circular-variable filter
(sequential) spectrometer, produces three images, one for the field stop and
chopper, one for the filter slit, and one for the detector.
The off-axis parabola M 1 serves as the collector and produces an
image at the first field stop, which determines the field of view and is
focused at infinity. The optical chopper is also located there. The second
parabola M 2 , provides collimated output. The confocal arrangement has
the focal plane of M 1 and M2 coincident and results in self-correction of
aberrations.

The Ritchey-Chretien, M3 and M 4 , produces a second image that is
used for the slit of a circular-variable interference filter. Finally , a third
parabola M 5 collects the energy onto the detector, trading large solid angle
for relatively small detector area.

12.5.3

Lyot System

A system of considerable interest (Sec. 14.4.2) is one used to reduce stray
light caused by diffraction. Energy diffracted at the entrance aperture is

M IRROR M 1

~

--------.f.----------------- 1, -----------------;~
Figure 12.16 Illustration of a telescope designed to reduce stray light caused by
diffraction at the entrance aperture th rough the use of a glare stop.
~

"'w
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imaged somewhere in the system so that it can be blocked with a glare or
Lyot stop. Such a system is illustrated in Fig. 12.16.
The field stop is located at the focal point of M1, which results in the
telescope being focused at infinity, and thus the edge of M 1 is an entrance
aperture. The field stop is also located at the focal point of M2 , which
results in parallel, or collimated, rays emanating from the system- these
rays can be imaged upon a detector as shown in Fig. 12.14 or 12.15. The
glare stop P is imaged at P'. The entrance aperture point Q is imaged at
Q'; thus, any off-axis energy diffracted from the entrance aperture at Q is
blocked by the glare stop at Q'.
The edge of mirror M 1, the entrance aperture Q, and the image of the
glare stop (in object space, P') are all entrance pupils. According to the rule
stated in Sec. 12.3, the system entrance pupil is the limiting aperture, or
image of an aperture, in object space. The image of the glare stop is the
limiting entrance aperture as viewed from a point on the object (at infinity)
and functions as the system entrance pupil.
A detector condensing system, like that of Fig. 12.15, could be used
after F2 to concentrate the energy upon a detector. The entrance pupil can
be imaged upon the detector (to avoid field-of-view problems), as in Fig.
12.14, by imaging the glare stop on the detector.

EXERCISES

1. A telescope objective lens has a focal length o f 10 em. Calcul ate the half-angle
field of view and the solid-angle field of view for a 1-cm-diarnetcr field stop.
2. A positive thin lens with a diameter of 2 em and a focal length of 8 em is located
20 em from an object that extends from the op tical axis to a height of 1 em. Find
the image distance and the magnification . Use graphic and numeric methods.

J. An ideal converging mirror has a focal length of 20 em and is located 40 em from
an object that ex tends from the optical axis to a height of 3 ern. Find the image
distance and the magnification. Use graphic and numeric methods.
4. A thin converging lens with an aperture 4 em in diameter and a focal length of 8
em has a 2-cm-diameter stop located 6 em to the right of the ve rtex. Locate and
identify the limiting aperture for object space as the entrance pupil for a point
(a) at infinity and (b) 4 em to the left of the vertex. Use graphic and numeric
methods.
5. Prove that the solid-angle field of view, in units of sterad ians, is given by
n = 4 sin2 8, where 8 is the half-angle of a square field of view.
6. Find the focal length of lens L2 to produce an image of L 1 upon the 2-cm-diameter detector (Fig. 12.14), given that the focal length of L1 ~ 10 em, y ~ 3 em,
and the 1-cm-diameter field stop is located in the focal plane. Give a graphic and
mathematical solution.
7. Design an off-axis system like that of Fig. 12.16 where numerical aperture is
F""" 2, the diameter of M 1 is 6 in., the full-angle field of view is 1 X 10 ~ 3 rad ,
M2 diameter is 3 in., and the glare-stop diameter is 2.5 in. Find the field stop and
entrance pupil diameters. Give a graphic and numeric solution.
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Imaging Systems

13.1

INTRODUCTION

This chapter is concerned with optical systems designed to create an image.
The quality of an image formed by an optical system is determined by three
factors: (I) the wave nature of light and resulting diffraction effects; (2)
spherical and chromatic aberrations in the optical system, and (3) manufacturing defects.
Diffraction-limited systems represent a limit to the performance of
any system of a given size. Consider a lens that forms an image of an
incoherently illuminated narrow slit as illustrated in Fig. 13.l(a). The
distribution of light in the image plane would be an exact duplicate for a
hypothetical ideal system as shown in Fig. 13.1( b); however, this can never
be realized because of the finite wavelength of light and the size of the
system. The best that can be realized is the (sin x)jx distribution shown in
Fig. 13.l(c). If there are aberrations, or manufacturing defects, present in
the optical system, then the image may be very complex and could be of the
form illustrated in Fig. 13.l(d).
The diffraction image of an incoherently illuminated slit is known as
the line-spread function. If the slit is replaced by a point source, the
corresponding diffraction-limited image is known as the point-spread function , and the image is referred to as the airy disk or optical blur.
The airy disk exhibits a cross section similar to that of Fig. 13.l(c)
and contains 84% of the energy to the first dark rings for diffraction-limited
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IMAGE

Figure 13.1 Illustration of image of a narrow slit for ideal, diffraction-limited, and
aberrat ion-limited image.

conditions. The blur diameter 9 (to the first da rk ring) is given1.2 by

9 ~ 2.44A/D

[rad]

(13.1)

where A is the wavelength and D is the effecti ve aperture (diameter of the
entrance pupil). The Rayleigh criterion is that two adj acent equal-intensity
point sources can be considered resolved if the first dark ring pattern falls
on the center o f the other pattern. Thus, the angular resolution for the
Rayleigh criterion is half that given by Eq. (13.1).
The design problem consists of quantitatively specifying an optical
system consisting of lenses, or other imaging devices, and detectors and
signal-conditioning circuits to obtain the system performance requirements.
However, the resolving power of an optical system as given by the Rayleigh
and similar criteria is only a partial description of system performance.
The modulation transfer function (MTF) theory of a sensor provides
a tool that can be used by an optical designer to quantitatively analyze
system performance and to determine how each element in the system is
contributing to that performance -'-'
The MTF method is analogous to that used with electric networks in
which the network is stimulated with an electric signal. The relationship
between the input and output signals can be used to describe the transfer
function of the network. In this analogy, the object scene, like a complex
electric signa l, contains patterns that are referred to as '"spatial frequenc ies."

The system frequency response is obtained, as with electrical networks, by
considering its response to a particular object scene distribution. For
example, the response to an incoherent point source, the point-spread
functi o n, is analogous to an impulse response function in electrical network
theory. The response to a " knife-edge," which is an abrupt transition from
a dark area to a light area, is analogous to a step function response in
electrical network theory.
It is also possible (although difficult) to construct a one-dimensional
sine-wave source. In this case a series of alternate bright and dark bars with
a sine-wave distribution is constructed as shown in Fig. 13.2. A cycle
includes the dark and light regions, and the spatial frequency can be
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(a)
Figure 13.2

DEGREES__..

(b)

Object scene modeled with (a) a bar pattern and (b) the corresponding

sine-wave distribution.

specified in terms of cycles per degree (or radian) or, for a specific system,
in cycles per millimeter in the focal plane.
The quantitative response of the optical system's electric output signal
to such a spatial scene as that given in Fig. 13.2 is evaluated in terms of the
modulation transfer function as follows.
Frequency-response analysis is accomplished using Fourier transform
techniques ' The transform of the point-spread function, when normalized
to unity value at zero spatial frequency, is referred to as the optical transfer
function (OTF). Generally the OTF will be a complex function having both
magnitude and phase. The magnitude and phase portions of the OTF are
referred to as the modulation transfer function (MTF) and the phase transfer function (PTF), respectively. The MTF is the magnitude of the response
of the optical system to the various spatial frequencies of the scene.
It is known from Fourier transform theory' that an object scene
consisting of a one-dimensional sine-wave distribution [as shown in Fig.
13.2(b)] results in a sine-wave distribution in the image plane of a diffraction-limited aperture. Provided the detector is linear, and neglecting the
effects of noise, the electric output signal is also sinusoidal. The only effect
of the system is to reduce the contrast or modulation .

For equal crests and troughs, the modulation is defined as the relative
deviation from the average, which for the case of Fig. 13.2(b) is given by

t,- t,

Modulation (object scene) = - - 12 + t,

(13.2)

The modulation of the sensor output voltage in response to the object
scene is

v,- v,

Modulation (output voltage)=--V2 + V1

(13.3)

The modulation transfer function is an expression of the ability of the
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Figure 13.3 A comparison of possible MTFs for two different lenses that exhibit the
same resolution.

system to faithfully reproduce the object scene modulation and is given'
by
MTF = modulation (output voltage)
modulation (object scene)

(13.4)

The MTF is a function of spatial frequency and for a perfect system has a
value of unity. It is also a function of wavelength and field of view. It may
have a different value perpendicular to the direction of scan than in the
scan direction, or it may vary off-axis from what it is on-axis.
The utility of the MTF function is illustrated in Fig. 13.3, which gives
possible modulation transfer functions for two different optical systems that
exhibit the same resolution based upon the Rayleigh criterion. Lens A is
superior for high spatial frequencies, while lens B is best for low spatial
frequenci es.
13.2

SYSTEM MTF

The system MTF results from the system components' as shown in Fig.
13.4. This development concentrates on the effects of diffraction, aberrations , and the detector scanning aperture before noise and nonlinearities are
introduced.

Figure 13.4 Major contributors to system modulation transfer function in a typical
imaging system .
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One of the convenient features of the MTF method is that the system
MTF can be obtained simply as the product of the optical MTF and the
detector scanning aperture MTF.

OPTICAL MTF

13.3

The MTF of the optical system is the ratio of the modulation of the image
scene to that of the object scene. In principle, it could be measured by
scanning the image plane with an extremely fine slit and associated detector. Such a measurement is generally difficult to make. It requires fabrication of a sine-wave scene of known contrast and a very sensitive detector
that can detect the energy in the image plane when limited by a slit narrow
enough to have negligible effect on the optical system MTF.
The MTF of a corrected, or ideal, optical system is diffraction-limited
and is dependent upon the wavelength of light used and the effective
diameter of the collecting aperture. Systems designed to produce a scene
representation are generally optimized so that diffraction theory can be
applied as follows: The MTF for a clear circular aperture is given' by

2
MTF ~ -(q,- cos<j>sinq,)

(135)

7T

where

q,

~

arccos(J..FN)

(13.6)

where A is the wavelength, F is the relative aperture (/-number), and N is
the spatial frequency.
It is evident that MTF is zero when <1> is zero. Thus, the " limiting
frequency" N~_ is given in cycles per millimeter by
I
N'- ~ /..F

[c/ mm]

(13.7)

and is the frequency for which the MTF ~ 0. Thus, Eqs. (135) and (13.6)
can be solved in terms of the relative frequency N j N1_ since
<1>

~ arccos(N/ Nt.)

(13.8)

Figure 13.5 gives the solution to Eq. (13.5) in terms of relative frequency.
The limiting frequency, Eq. (13.7), can be expressed in cycles per
radian by multiplying by the effective focal length , and is given by
[c; rad]

(1 3.9)

Example 1: Find the MTF for a diffraction-limited optical telescope for a
spatial frequency of 1.0 cjmrad at 10-f.lm wavelength.
Given:

The effective collector diameter is 10 em.
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Basic equations:

MTF

~

2

-(.p- cos<j> sin <P)

(13.5)

1T

.p

~

arccos(N/NL )

N~_ ~ D/11

(13.8)
(13.9)

[c/ rad]

Assumptions: Ideal diffraction-limited, i.e., no spherical aberra tions or
manufacturing defects.

The limiting spatial frequency of the telescope is given by

Solution:

N1

·

D

~ -

II

~

2
X 10 - [m/cm)
10 X 10 6 [m)

IO[cm)

~

1

x 10 4 cjrad

The relative spatial frequency for LO cjmrad is
N

NL

~

l[c/ mrad]
I X 10 4 [c; rad] X 10

3

[radj mrad]

~OJ

·

Thus,

.p

=

arccos(N/NL )

=

arccos(0.1) ~ 84.26° = 1.47 rad

and
MTF

2

= -(1.47 - cos84.26°sin84.26°)

~

0.87

1T

which agrees with Fig. 13.5 for a relative frequency of O.L
Note: In Example 1 the limiting frequency could also be given in
cycles (or lines) per millimeter as is common in the lens industry. This is
obtained using Eq. (13.7) provided the focal length f is known; then
F~fjD.
•

1.0 ~--,,-----,--,--,--,--,----,,---,--,--,

0 .8
0.6
0.4

02
0 o'-----=o='-.I--:0,....2,---o,...."3_o,....-:4-oc:'-::.s-o"'.-6-o".'-7,--::o'-.8,-,-L:-='"'
RELATIVE SPATIAL FREQUENCY
Figure 13.5 Modulation transfer function for a circular aperture resulting from optical
diffraction . The dashed line is the MTF for a square-wave target.
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LINEAR FOCAL-PLANE ARRAYS

A linear square-detector array exhibits an instantaneous field of view
(lFOV) given by
lFOV = wl f

[rad]

(13.10)

where f is the effective focal length and w is the width of an individual
array element. Figure 13.6 illustrates two possible response profiles: Fig.
13.6(a) is the "ideal" uniform square response approximated in arrays
designed with a barrier between individual pixels. Figure 13.6(b) is typical
of detectors for which the sensitive region is defined by the contact at which
charge carriers are collected. A charge carrier, created by the absorption
of a photon on the boundary, has equal probability of being collected on
either of the two adjacent contacts; this gives rise to the trapezoidal response
function.
The square response array exhibits the (sinx) /x distribution' as shown
in Fig. 13.7(a). The trapezoidal response is shown in Fig. 13.7(b) and is
noted by reduced response in the lobes beyond the first zero crossing which
has significance for reduced aliasing as is shown below.
The meaning of negative values of MTF is that the dark and light
regions are reversed in position in the output. 10 The abscissa in Fig. 13.7
is given in terms of relative frequency as before.
The detector pitch p and the detector width w are not necessarily
equal as illustrated in Fig. 13.8. The limiting frequency, for the MTF first
zero crossing, is given by
No

=

f !w

= 1/IFOY

[c/ rad]

(13.11)

The array provides a sample set of the image scene obtained at the frequency
Np. The sample frequency is given by
Np

= f lp

[c / rad]

(13.12)

where p is the pitch , which is defined as the detector center-to-center
distance (see Fig. 13.8).

!bom'''
lrxn(B
)
TI ME -

Figure 13.6 Square (a) and trapezoidal (b) detector response profiles.
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Relattve Spatlal Frequency

Figure 13.7 MTF of a square response detector {a) and of trapezoidal response detector
(b). Note decreased response in the lobes beyond the first zero crossing of curve b.

The Nyquist frequency is defined as N p/2. the frequency beyond which
no useful information is obtained-" This corresponds to the sampling theorem criteria and relates to aliasing errors as given below. The Nyquist
frequency and the first zero crossing of the MTF are two independent
parameters determined by the focal plane array geometry as expanded upon
below.

Example 2:

Find the MTF for a linear rectangular scanning detector array,
when used with a lens , for an image frequency of 1000 cl rad.

Given: The detector width is 15 J-Lm , and the effective focal length of
the lens is 55 mm .
Basic equation:

No= f l w

1/IFOV

[clrad]

(13.11)

Assumptions: None
Solution:

The detector frequency , for which the MTF first zero cross-

DAo\\ DL
Figure 13.8 A linear square-detector array of pitch p and width w.
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ing occurs, is given by

f
55[mm]
No ; ~; lS[I"m) x tO - ' [mm / l"m) ; 3666.7 c/ rad
and the Nyquist frequency is NN ; N 0 12 ; 1888 c/rad.
The relative frequency for 1000 cirad is given by
NIN 0

;

lOOO[c / rad] / 3666.7[c/rad] ; 0.27

which corresponds to an MTF of about 0.87.
13.5

SYSTEM MTF

The system MTF is given as the product of the optical system and the
scanning detector array MTF, providing the designer with 2 degrees of
freedom. This is particularly important as pertaining to the problem of
aliasing as is given below.
The MTF quantifies the spatial frequency response of the system in
terms of the loss of response and corresponding signal-to-noise ratio. The
relative response varies from unity to zero. Data processing algorithms
utilize the MTF performance data to correct for the nonuniform response.
This is accomplished as follows: the time-domain response data are
Fourier transformed to the frequency domain and corrected by multiplying
by the inverse MTF on a frequency-by-frequency basis. This corrects the
measured power spectral density (PSD) function for the nonuniform system
spatial response. Performing an inverse transform of the PSD provides a
corrected time-domain response.
The product of PSD and inverse MTF results in an increase in noise
in direct proportion to inverse MTF. The SNR at a spatial frequency N is
the product of the MTF at that frequency and the SNR for de (N ; 0)
where the MTF is unity , as follows:
(13.13)
The push-broom scanner , illustrated in Fig. 13.9, obtains scan data
as a direct result of forward translational motion along the track. Each
detector element moves forward at a scan rateS [mrad / s]. Spatial variations
are converted into electrical frequencies in accordance with

[N [Hz] ; N [c/ mrad] x S [mrad /s]

(13.14)

The maximum possible electrical frequency generated by scanning is determined by
[ , ; N, S

(13.15)

where N, is the limiting, or cutoff, system spatial frequency. The electrical
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Figure 13.9

Illustration of an aircraft-borne linear array "push-broom" scanning system.

signal-conditioning system must be designed with adequate bandwidth to
avoid further deterioration of the system MTF.
13.6

ALIASING

The focal-plane array produces a sample set of data. The sampling theorem
(see Chap. 7) states that a continuous signal must be sampled at twice that
of the highest frequency component in order to faithfully reconstruct the
original signal. Aliasing is a form of error that occurs when the signal
contains frequencies that exceed this maximum frequency' ' which is referred
to as the Nyquist frequency.
Figure 13.10 illustrates an over-sampled PSD where the sample frequency is greater than twice the bandpass. The power spectral density (PSD)
function is transformed to the sample frequency N, and both upper and
lower sidebands are present in the sampled spectrum .

PSD
LOWER SIDEBAND

Figure 13.10 Illustration of an over-sampled PSO in which the Nyquist frequency is greater
than the PSD bandpass and aliasing does not occur.
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Figure 13.11 illustrates an under-sampled PSD where the lower sideband " folds back" high frequencies into the baseband .
Aliasing causes image distortion. Two types appear.'' The first is a
type of Moire pattern that appears when the scene contains periodic patte rns. The second is the result of aliased continuous spectra a nd is more
complex. In this case high-frequency spectra are folded down into the
bandpass as shown in Fig. 13. II.
The optical system should be matched to the detector array. The
aliasing problem is worsened when the telescope has a resolution greater
than that implied by the array.
13.7 THE LINEAR SCANNING ARRAY

Each element of a " push-broom" array provides a continuous scan of the
scene in the along-track direction (see Fig. 13.9). Sampling occurs only
when the data are quantized , for example using an analog-to-digital
(A / D) converter. The sample rate can be traded off with integration time
and can be set sufficiently high to avoid aliasing.
However in the cross-track direction , the sample rate is determined
by the detector geometry as given by Eq . (13 .12). Thus, the along-track
and cross-track sample rates must be considered separately. The design
and analysis of a high-resolution system is illustrated in the following ex-

ample.

Example 3: Limit aliasing in the following push-broom scanning system
by selecting appropriate sample rates:
Given: Telescope entrance pupil diameter 13 in ., focal length 44.2 in.;
detector array pitch 120 J.<m , width 100 J.<m , and wavelength 12 J.<ffi.

PSD

LOWER SIDEBAND

0
Figure 13.11 Illustration of an under-sampled PSD bandpass and aliasing occurs because
of the "fold down" of lower sideband frequencies into the baseband.
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Basic equations:

[rad]

(13.1)

[rad]

(I 3.10)

No= f / w

[c / rad]

(13.11)

Np = flp

[c/rad]

(13.12)

0 = 2.44A / 0
NL

=

(13.9)

0 /A

IFOY = w/f

General solution:
The IFOV is given by
IFOY = wlf = O.IO[mm]/(44.2[in.] x 25.4[mm/in.]) = 89 wad
The Airy disk diameter is given by
0 = 2.44A / 0 = 2.44 X 0.012[mm)/ (!3(in.) X 25.4[mm / in .])

= 89

~-tract

thus , the Airy disk is matched to the pixel size.
The detector limiting frequency N 0 , for the first MTF zero crossing
in both along-track and cross-track directions is given by

N 0 = f l w = 44.2[in.]
= 11 ,227 .

X

25.4[mm/in.] /O.l[mm]

[c/ mrad]

The telescope limiting frequency for which the MTF is zero is
NL = 0 / A = !3[in.] x 25.4[mm/in.]/0.012[mm]= 27,517

[clrad]

The MTF is calculated for the detector , both square and trapezoidal
response , based upon a Fourier transform , and is illustrated in Fig. 13.7
where the spatial frequency is normalized to the detector limiting frequency .
The product of the detector MTFs (Fig. 13.7) and the diffraction
limited telescope MTF (Fig. 13.5) is plotted in Fig. 13.12; this is the
system MTF for the two cases of square and trapezoidal response profile
arrays. The array sample frequency is given by
N , = f l p = 44.2[in.] x 25.4[mm / in.] / 0.12[mm] = 9,356

[c/rad]

which corresponds to a normalized frequency of 0.83.

Cross-track solution: The focal plane sample frequency is set by the
geometrical properties of the array. In this case the normalized sample
frequency corresponds to N~ = 0.83 as calculated above for which the
Nyquist frequency is NN = 0.42 and aliasing occurs from N' = 0.42
to 2.0 (Fig. 13.12). The sampling can be increased by the factor 2 in
the cross-track directio n by adding a second column where the edge of
one detector coincides with the center of the adjacent detector. 13 This
"staggered array" is illustrated in Fig. 13.13.
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_.. (A )

Relat1ve frequency

Figure 13.12 Illustration of the system MTF obtained as the product of the telescope MTF
(Fig . 13.5) and the detector MTF (Fig. 13.7) for square detector response profile (a) and for

a trapezoidal detector response profile (b) (see Fig. 13.6) . Note reduced area in the lobs
beyond the first zero crossing for the trapezoidal response.

Aliasing for the staggered array in the cross-track direction is
analyzed as follows: As a limiting case solution, assume a uniform power
spectral density function; in this case aliasing is proportional to the area
under the curves of Fig. 13.12.
First , consider the case where the detector pitch and width are not
equal as in this example: Aliasing occurs over the range of relative
frequencies from 0.8310 2.0 (see Fig. 13.12). For the square response
profile detector the area under the curve constitutes 9.71 % of the total
area , while for the trapezoidal response profile detector it is 4.75%.
Second , consider the case where the detector pitch and width are made
equal. Then the sample frequency corresponds to the limiting frequency
and aliasing occurs over the range of 1.0 to 2.0 on the relative scale of
Fig. 13.12. For the square response profile detector the area under the

CRO SS TRACK - --

DO D. D D 00D D LONG

TlRACK

DDDDD)PDD
-w-

Figure 13.13 Illustration of a square staggered array for which the pitch p is 1/ 2 the single
column pitch.
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curve constitutes 7.91 % of the total area , while for the trapezoidal
response profile detector it is 3.33 %. Aliasing is minimized when the
detector pitch and width are equal and where the detector response
profile is trapezoidal rather than square.

Along-track solution: The focal plane sample frequency is set by the
digitization rate ; aliasing can be reduced if the digitization rate is set at
2 samples per dwell. This a lso yields a Nyquist rate equal to N 0 , the
frequency for the first detector MTF zero crossing , and the analysis
follows the cross-track case. It is possible to completely eliminate
aliasing in the along-track direction by sampling at a rate of 4 samples
per dwell; then the Nyquist frequency is equal to 2 (see Fig. 13.12). •
13.8

AREAL FOCAL-PLANE ARRAYS

The situation is more complex in the case of the areal , or staring array. 14 · 15
The sample frequency along each axis is determined by the array geometry
only. The staggered array approach , given above, can be achieved along
one axis only. 16 In this case aliasing can be controlled only by over sampling.
This is accomplished in a design where the optical MTF passes frequencies
below the detector Nyquist frequency only. This is a compromise resulting
in a blur much larger than the detector. The trade is SNR for lower aliasing.
One benefit is that the detector MTF is relatively flat in this region , that
is , below MTF = 0.5.
13.9

MEASUREMENT OF MTF

Diffraction-limited MTF provides a standard of excellence of optical design
and fabrication as well as an evaluation of the limiting performance of any
given optical system. However, most systems will fall short of this ideal
because of aberrations, scattering, and other imperfections . It is therefore
usually wise to measure the system MTF.
The exists a relat ively large number of methods by which the MTF
can theoretically be measured. 16 However, all such measurements, though
simple in principle , are difficult to make.
The resolution of camera lenses is often measured by photographing
bar patterns of various spatial frequencies. The stated resolution corre·
sponds to the highest frequency for which the resulting bar pattern can be
perceived with a microscope. It depends not only upon the quality of the
lens but also upon the film used in the test. It is likely that such a test
corresponds to a system MTF of about 0.1 , which is close to the ability of
the human eye to detect changes in intensity.
Examination of the image on a film produced by photographing a
scene pattern yields a measure of system MTF. It might be argued that a
measurement of the system MTF is best , since that is the way the system
is to be used. However, knowledge of the optical subsystem and the detector
(film) subsystem MTFs is required before the optical designer can optimize
each contributor to system performance.
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The method described above, of stimulating the system by scanning
an object scene consisting of altern ate bright and dark bars of sine-" ave
distribution of known contrast, is the most straightforward in principle.
However, spati al sine-wave distributions of known contrast are not readily
available. A more convenient pattern is the square-wave target , which is

a pattern of alternate bright and dark bars of eq ual width. 17 In ge neral. the
optical MTF is higher for a square wave than for a sine-wave distribution
as illustrated in Fig. 13.5.
The square bar pattern method is illustrated for the case of a Pen tax
55 mm Takamar F/2 lens and a Retico n HB 1728 linear array. The reticle
is used with a high-resolution collim ator to provide a direct measurement
of the system MTF. The sample freque ncy for this system is given by
55 [mm]
Np = f !p = 15(p.m) x JO ' ' [mm / p.m] = 3666.6

[c/rad]

The sensor aperture is illuminated wit h the collimator and the output signa l
observed on an oscilloscope as shown in Fig. 13.14 which shows the response
to four cycles at 750 cirad (N' = 0.2) and to a large (low-frequency) bright
area.

The large bri ght area in Fig. 13. 14 gives the object scene contrast
(modulation), since it corresponds to low spatial frequenc ies for which the
system MTF approaches unit y; the modulation for the 750 c/rad is observed
to be somewhat less. Careful examin ation of the oscillogra m yields a measure of system MTF of about 0. 7 which is obtained as the ratio of the highfrequency peak-to-peak response (a bout 7 minor units) to the lowfrequen cy pea k-to-peak response (abou t 0.93). Th is corresponds to
13.6 c/m m in the focal plane of the associated 55-mm lens.
A method to measure the optical MTF makes use of a knife-edge test
and a scanning detector array. 18

A simple way to perform the knife-edge test for a syste m consisting
of a lens and linear detector array is to im age the system on a razor blade
that is back-illuminated with a collim ated light source. The video output
of the signal processing system is displayed on an oscilloscope. The darkto-light transition appears as a step-function transition. The rise time T, is

Figure 13.14 Oscillogram of the electrical response of a Reticon HB 1728 detector array
and Pentax 55 mm Takamar F/ 2 lens to a sq uare-wave bar pattern of 750 c/ rad.
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observed in terms of the number of de tector e lements required to complete
the 10 to 90% rise time . Thus,
T,

=

(13.12)

[radj

N INr

where N is the number of detector elements for the 10 to 90% rise time
and Nr is the detector sampling frequency.
The MTF is obtained for the Nyquist frequency as
MTF =liN

(13.13)

Example 3: Measure the system MTF of the Pentax 55 mm Taka mar Fl2
lens and Reticon array using a collimated beam-expanded 632.8 nm
laser. The 10 to 90% rise time is observed to be approximately 1.8
elements.
Assumptions:
Solurion:

None

By Eq. (13.13) and the observational data ,
MTF = liN= 111.8 = 0.56

for a spatial frequency of 1833 clrad (relative frequency of 0.5).
The Nyquist frequency of 1833 c/rad can be described in terms of
cycles (lines) per millimeter as follows:

NN

_
-

.
N[cl rad] _ 1833 _
f[mmlrad] - 55 - 33 1mes 1mm

where f is the focal length of the lens expressed in mm/rad.
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Figure 13.15 Measured response for a point source and for a slit source (obtained as the
average of several scans). See the corresponding MTFs obtained by Fourier transform in
Fig. 13.16.
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Figure 13.16 Modulation transforms for point source and for a slit source (obtained as the
average of several scans). (See the scans in Fig. 13.15.)

A Fourier transform of a spot-scan yields the modulation transfer
function. " Transforming the average of several scans allows selected scattering areas to be included in the MTF calcu lation.
In general , a spot-scan matrix , obtained with a collimator , is processed
to provide a field-of-view contour rnap . The matrix data can be processed
to yield the MTF along either axis. For example, summing each column
yields a linear array in X which when transformed yields the MTF in the
X-axis direction. On the other hand , summing along the rows provides for
a measure of the MTF in the Y-axis direction.
For example , a single X-axis point-source scan and the equivalent of
a slit-source scan (obtained as the average of several scans) for a detector
are presented in Fig. 13.15. Figure 13. 16 gives the corresponding MTF plots
obtained by Fourier transform. The effect of scatter is evident in reduced
MTF obtained for the slit-source data.

EXERCISES
1. Find the MTF at a frequency of 20 cjmrad for a 20-i n.-diameter (aperture)

optical telescope that is diffracti on-limited at a wavelength of 10 J.Lffi.
2. The SNR for very low spatial frequencies is 25. Find the SNR for a 20-cj mrad
spatial frequency of a diffraction-limited 10-in.-diameter (aperture) telescope at
10 I'm.
3. A scanning radiometer is to be designed that is capable of detecting targets 0.2 m
in diameter at a range of 1000 m. Radiometric calibrations predict a signal-tonoise ratio of 100 for a sensor with MTF = 1. Design a difli·action-limited
telescope that provides an SNR of 10 at a wavelength of A ""' 10 lim at the target
spatial frequency. Hint: Model the problem in terms of a periodic function
where target is t cycle.
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4. The SNR lor a system exhibiting an MTF of 1 is 100. Fi nd the SNR for a spa ti al
freque ncy of 20 cj mrad for a diffraction-limited 12-i n.-d iame ter telescope at 10
I'm.

5. Find the MTF a t a frequency of 930 cj rad for a 2-cm-diamc tcr camera lens a t
1.0 JLID . Assume diffraction-limited conditions.
6. Given that a photographic bar chart produces 4000 cjrad , find the number of
lines per millimeter (cycles per mm) in the focal plane of a 55-mm focal length
camera lens.
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Baffling in
Optical Systems

14.1

INTRODUCTION

Bafflin g in optical systems is used to redu ce the propaga ti on of radiant ftu x
by scattering from nonoptical co mponents-' The unw anted flu x. referred to
as " stray light," 2 often results in spatial and /or spectral impurities in
sensor measure ments. 3
The reduction of stray light in optical systems relates to the quality of
the measurements achieved using a sensor. The sensor aperture is bombarded
with unwanted flu x that arrives from spatial regions outside the sensor fi eld
o f view, such as the sun, earth , and li ghts. The sensor o utput is also
bo mba rded with un wa nted flu x that is out-of-band, th at is, outside the
spec tral band of interest. The sensor outpu t, fo r spatially and spectrally pure
meas urements, is independent of these unwa nted forms of flu x. Therefore,
the reducti o n of stray light in optical systems improves the q ua lit y of the
res ultant measu reme nts.
T here are two basic types of baffl es used in optical telescopes; they
can be class ified as imaging and nonimaging.
A " sunshade" baffle is typical of nonimaging baffle systems for which
the un wanted source is far enough off-axis that di rec t illumination of the
optical surface; can be avoided by plac ing baffl es ahead of the optics.
Glare stops, placed at the image of the system entrance pupil, are
used in systems that require rejection of unwanted sources located very near
the op tical axis when direct ill umin ati on of the optical surface cannot be
avo ided .
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Low-scatter optical surfaces are used when direct illumination of

these surfaces by unwanted off-axis sources cannot be avoided. An example
is the solar coronagraph in which the direct radi ation of the sun is imaged
and blocked by a gla re or Lyot stop, so that the brighter parts of the corona
can be measured at the experimenter's convenience rather than waiting for
a solar ecl ipse.
Sunshade baffles, glare stops, and low-scatter surfaces are combined
in systems to achieve the ultimate in stray-light rejection; each of these
devices is considered in this chapter.

14.2

THE nTH-ORDER BAFFLE

The nth-order baffle is a useful concept to illustrate the design of baffle
systems in general. The n th-order baffle system is defined as one for which
the stray radiation has been successively scattered from a series of n baffles
so that after the nth successive scattering the radiation has been reduced by
some coefficient raised to the nth power. Such a system is appropriately
called an nth-order baffling system.
A third-order baffling system is illustrated in Fig. 14.1. Radiation
entering the system at an angle greater than or equal to a relat ive to the
optical axis can fall upon the firs t-order baffle only. Scattered radiation
from thi s baffle can fall upon the second-order baffle onl y, and scattered
radiation from the second can fall only upon the third-order baffle; hence
the stray radiation incident upon the detector can come only from the
third-order baffle.
The analysis of the 11th-order baffle is accomplished by examining the
effects of scattering of radiant energy entering the aperture of a sensor. It is

''d

ORDER

Figure 14.1

2nd
ORDER

A third-order baffling system.

,,,
ORDER
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assumed that the batHe surfaces are treated so that they absorb a large
fraction of the incident radiation.
If the stray radiation originates at a source radiating L 0 W cm - 2 sr - 1,
the total power entering the batHe is

[W]

(14.1)

where A, is the batHe aperture area and w, is the solid angle subtended by
the source at the batHe (in the direction 8). The energy is incident only
upon the first-order batHe (see Fig. 14.1) provided the source is located at
8 ;,: a.
Of the power incident upon the first-order batHe, a fraction f 1 is
scattered to the second-order batHe (where r is an empirical parameter
determined experimentally for a given batHe configuration).
If this process is repeated on n successive surfaces, the power incident
upon the detector from the nth-order batHe is
(14.2)
where it is assumed that the scattering coefficient is similar for each batHe.
The power incident upon the detector when the source is on-axis
(cos 8 = 1) is given by

[W]

(14.3)

where A, is the collector area and w, is the solid-angle field of view.
The relative response, Yl ,( 8), is defined as the off-axis response to a
point source. The relative response for the nth-order batHe is the ratio of
the otT-axis power to the on-axis power:
Cl>d

!11,(8) = - =
4>o

PAbwbcos 8

.:......:..'--"-"-'~--'

(14.4)

A cwc

The performance of such a batHe is illustrated in Fig. 14.2, which is
the measured response to a point source of a system with a sunshade batHe.
A layout drawing of the batHe is given in Fig. 14.3.
The data plotted in Fig. 14.2 are interpreted as follows: The rapid
drop in the response at 2° off-axis results from the point-source image
convolving with the edge of the system's first field stop.
The inclined region from 2 to 12° results from illumination of the
primary mirror, by the point source, from which radiant energy scatters into
the field stop.
The rapid drop at 12° results from the shielding of the primary mirror
by the batHe.
The inclined region from 12 to 55 ° results from the illumination of
the knife-edges. The radiant energy scatters from the knife-edges to the
primary mirror, from which it scatters into the field stop.
The rapid drop (into system noise) at 55 ° results from the shielding of
the knife-edges by the forebaffie.
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Measured off-axis response to a point source of the USU spectrometer
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Figure 14.3
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Layout drawing of the Utah State University spectrometer baffle.
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These scattering coefficients are typical of those obtained for baffles
and standard optical quality mirrors. The principle of the nth-order baffle
illustrated in Fig. 14.1 applies in the system of Fig. 14.3 as follows : The
sunshade is the first-order baffle. Energy entering the aperture at angles
greater than a (12° in this case) is incident upon the sunshade only. The
scattering coefficient r, is observed in Fig. 14.2 to be about I x 10- 4 • The
mirror function s as the second-order scatterer in this system; its scattering
coefficient is about I x 10 - 3 , as observed in Fig. 14.2.
The overall performance depends upon the location of the off-axis
source. Between 2 and 12° the system functions as a first-order baffle with
~ 1 ;;; I X 10 - 3 (the function cos 0 in Eq. (14.1) is very nearly unity for all
cases). The system functions as a second-order baffle for angles of 12 to 55°
and ~ 2 ;;; 1 x 10 - 7 Finally, for angles greater than 55°, energy does not
enter the baffle directly from the source.
14.3

KNIFE-EDGE BAFFLES

The coefficient of scattering for the sunshade baffle is improved by incorporating knife-edges in the design. The baffle surface is constructed with many
radiation-trapping cavities formed by thin-walled projections as illustrated
in Fig. 14.4. Any radiation incident upon the cavity is completely absorbed
after many successive reflections. The deeper the cavities, the more complete is the resultant absorption of incident radi ation.
The scattering coefficient is proportional to
(14.5)
where A is the area per unit length. The ratio A 2 /A 1 is the fraction of the
tota l incident radiation that is available for scattering on the edges of the
partitions. In practice, these partitions are manufactured with sharp or
knifelike edges to reduce the scatteri ng area. In some cases these partitions
a re honed to a razorblade-like edge.
A design goal for knife-edge baffles is to make the cavities as deep as
overall space limitations will permit in order to minimi ze the number of
scattering edges. The following is a rationale for designing a sunshade baffle
as illustrated in Fig. 14.5. Note: The item numbers (I to 9) correspond to
the construction lines in Fig. 14.5.

Figure 14.4

Hlustration of cavities and thin-walled projections of a knife-edge baffle .

219

KNIFE-EDGE BAFFLE S
r

NVELOPE

LIMIT_§_

Figure 14.5 Rationale for the design of a knife-edge baffle based upon a fixed space
limitation (1) and a given aperture.

I. Draw the physical limits for the system.
2. Draw the marginal rays from the edge of the entrance aperture.
3. Draw the baffle angle (primary angle) from the upper entrance
aperture to the lower right physical limit. (The off-axis source must
be located at or beyond a to prevent direct illumination of the
entrance aperture.)
4. Draw the knife-edge limits to ensure that baffle edges are out of the

field of view.
5. Locate the first knife-edge so its edge is at the intersection of the
knife-edge limit (4) and the primary baffle construction line (3).
(This knife-edge partition shields the aperture from any stray light
scattered from the walls to the right of the partition.)
6. Draw the scattering ray from the first knife-edge to the lower right
physical limit.
7. Draw the lower-limit ray to intersect with the scattering ray (6) on
the wall.
8. Locate the second knife-edge at the intersection of the knife-edge
limit (4) and the lower-limit ray (7). [This construction provides the
greatest separation of knife-edges and yet shields the aperture from
any direct scattering off the walls (1).]
9. Repeat the above procedure to locate the third baffle (11 ), using
construction lines 9 and 10. (Line 11 shows that knife-edge 11 is
closer to the aperture than necessary. However, this procedure
proves that for the physical limits given, a maximum of three
knife-edges are required. It is now possible to reposition the

knife-edges to achieve more uniform location consistent with the
objective of preventing any scattering from the wall from entering
directly into the aperture.)
A major objective of the sunshade baffle is to prevent direct illumination of the optical components located in the entrance aperture (Fig. 14.5).
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Figure 14.6

N.

Limitations to the sunshade baffle based upon L 1 W ratio .

The limits to the achievement of this objective in the design of a sunshade
baftle are the field of view and the primary baftle angle. This limitation can
be described by consideration of a single-baftle system as illustrated in Fig.
14.6.
Neglecting the dependency on field of view (which is generally small),
the limitation to a baftle design can be expressed in terms of the ratio L j W ,
where
Lj W~

cot a

(14.6)

This leads directly to the conclusion that baftling is difficult for large
apertures and small a.
The next section considers diffraction and low-scatter optics, which
are used when direct illumination of the primary collector (entrance aperture , Fig. 14.4) cannot be avoided.
14.4

IMAGING SYSTEMS

There are two problems associated with the rejection of stray light when the
unwanted source is within a degree or so of the optical axis. First, the
primary collecting optic is directly illuminated by the unwanted source; this
results in energy being scattered directly into the sensor field of view. This
is the subject of the next section. Second, diffraction off the aperture and
knife-edges results in energy being dispersed into the field of view. This
section deals with diffraction and with imaging systems used to reduce this
type of stray light.
14.4.1

Diffraction

Diffraction is a complex phenomenon and is difficult to model mathematically. The problem of diffraction in an optical baftle is best illustrated in
terms of Fig. 14.7, which is a schematic representation of a baftle with a
square entrance aperture. Radiant energy from the source s passes through
the aperture and is incident upon the plane containing the point p.
In the absence of diffraction, the distribution of light in the plane is
exactly that which is predicted by geometrical optics. A ray-trace analysis
would show that for a point source at a distance r 10 = oo , the geometrical
shape of the entrance aperture appears projected into the plane at P.
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s

Figure 14.7 Schematic representation of a baffle with a square entrance aperture for
diffracting on the entrance aperture into the plane at point P. (From J. M. Stone,
Radiation and Optics , McGraw-Hill, New York, 1963, p. 193. Used with permission .)

However, the effect of diffraction is to cause fringes to appear near the
edge of the pattern, and energy is spread into the shadow of the baffle.
According to Stone, 4 the eft'ect of dift'raction can be represented by
the term t:.v , which, by Fig. 14.7, is
t:.v

1(2

= a 2( riO + r2o )
(

Ar10r2o

)

= ( 3..':._2)1/2
Ar2o

(14.7)

where r 10 >> r20 (point source at a distance).
Equation (14.7) shows that t:.u depends upon the baffle width-towavelength ratio a/A and the baffle width-to-length ratio a j r20 • The
resulting diffraction patterns are shown in Fig. 14.8 as a function of t:. u.
A qu ite complete idea of the nature of diffraction is obtained from
Fig. 14.8. When t:.v is greater than 10, the pattern of light obtained at
the end of the baffle is roughly that predicted by geometrical optics,
the principal diffraction being the prominent fringes near the edge of the
pattern, which are referred to as Fresnel patterns.
The patterns obtained for small t:.v are known as Fraunhofer pauerns.
In this case the distribution of energy is found to extend far into the
geometrical shadow and is obtained directly as the Fourier transform of the
aperture distribution. 5
An objective in the design of the nth-order baffle is to use a lengthto-width ratio sufficient to prevent direct illumination of the optical surfaces
that are located at the end of the baffle tube. A baffle tube must be designed
in the Fresnel region for two reasons: First, for Fraunhofer patterns (t:.v
less than unity), most of the on-axis energy is dispersed out of the optical
path; hence the throughput is poor. Second, stray light from off-axjs sources
is diffracted into the field of view to a much greater exten t for low t:.v. A
criterion for baffle design, based upon Fig. 14.8, is that t:.v <o 50 to avoid
the problems of Fraunhofer diffraction. The following numerical example
illustrates the use of Eq. (14.7) to place a limit on a baffle length-to-width
ratio.
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t::.v= 0.6

6.v..: 1.5

ll.V"" 2.4

Figure 14.8 Diffraction patterns associated with a rectangular aperture for several
values of Av . The heavy segment along the horizontal axis indicates the region of the
shadow of the entrance aperture. (From J. M. Stone, Radiation and Optics , McGraw-Hill,
New York, 1963. p. 194. Used with permission.)

Example I: Find the maximum length of a baffle for an electro-optical
sensor that has a 6-in. diameter collecting mirror and maximum wavelength of 30 11m.
Basic equation:

2a')
!J.v=( ;..,,0

1 2
/

The entrance aperture of the baffle is also 6 in.

Assumptions:

Solve Eq. (14.7) for the baffle length r 20 :

Solution:

2a 2
'

20

2 X (15.24[cm])

= !\(tJ.v)' = 30(1'm)

X

61.94 em
6 in., )\ = 30 11m, and !J.v

4

=

2

l0 - (cmfl'm)

=

where a

(14.7)

= 50.

X

50 2
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The length-to-width ratio is

Lj W

~

61.94/ 15.24

~

4.06

and the baffle angle is
a~

arctan(1 j 4.06) ~ 13.82°

This problem illustrates that direct illumination of the collector optics
cannot be avoided for off-axis sources less than approximately 13.82°
off-axis for a 3-l'm sensor.
•
14.4.2 Optical Systems

The approach used to reduce stray light caused by diffraction is to establish
a baffle entrance pupil as the limiting aperture, or entrance pupil, which is
imaged somewhere in the system so the diffracted energy can be blocked
with a glare stop 6 This is represented through the use of thin-lens ray-tracing schematic of Fig. 14.9.
Diffraction at the entrance pupil P1 is imaged at P{, where it is
blocked by the Lyot (glare) stop. The ray trace shows that energy diffracted
in any direction from P 1 is imaged at P{. The "effective" aperture or
entrance pupil P; is defined as the reverse image of P 2 .
The glare stop reduces the throughput of the system by the ratio
(A 1jA 2 ) 2 , which is the penalty for reducing stray light originating near the
optical axis. The loss depends upon the actual size of the glare stop.
The distance from P{ to P2 is determined by the quality of the image
of P1 at P{. The diffracted energy is spread over a finite region about P{
because of the nonideal characteristics of the lenses L 1 and L 2 •
The imaging system depicted in Fig. 14.9 accepts energy that is
relatively collimated, as determined by the field stop, and outpu ts colAPERTURE
STOP

L,

LYOT
STOP

Figure 14.9 Optical schematic of an imaging system employing a glare stop to block
energy diffracted from the entrance aperture.
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limated energy. Generally, such systems include a condensing lens and a
second field stop to collect the energy onto a detector. The basic scheme
depicted in Fig. 14.9 has been employed in reflective systems 7
The actual performance of such systems can be predicted using
various computer programs. Initially a "straight" Monte Carlo method was
used. The physical shape of the system is modeled into the program.
Individual rays are traced through the system. Whenever a ray intercepts a
surface, the energy is decreased and then, depending upon the nature of the
surface, is statistically scattered. The major limitation is that the number of
rays that must be traced is proportional to the stray light transmittance.
Thus, for systems capable of an off-axis rejection of 10 - 10 , on ly one ray in
10,000 would reach the detector. To obtain reliable statistics, many more
rays must be traced.
Around 1970, the Space and Missiles System Organization (SAMSO)
funded two projects to improve the approach. Honeywell, Inc. developed a
"modified" Monte Carlo program called General Unwanted Energy Rejection Analysis Program, or GUERAP I. This program differed from the
"straight" Monte Carlo program in that it permitted the "important"
directions of scatter to be preferentially selected, allowing more rays to
reach the detector. Each ray is weighted according to the modified statistics,
so the results are the same but require less computer time.
Perkin-Elmer developed the second but deterministic approach, called
GUERAP II. In this system, rays are propagated specularly from the
entrance aperture to the detector. At each surface the energy is attenuated
according to the properties of the material. In addition, diffuse scatter is
calculated when the surface is "critical"; that is, it scatters directly on to the
detector.
In 1972, NASA funded the development of another program: Arizona's
Paraxial Analysis of Radiation Transfer (APART) at the Optical Science
Center of the University of Arizona. This system is deterministic, like
GUERAP II.
.
The software programs are not perfect. Modeling every mechanical
detail of a baffie is extremely complex. The programs are difficult to
implement and require experienced personnel. However, they are useful in
trade-oft' studies, parametric analysis, and studies of alternative designs. 8

14.4.3

BRDF

Low-scatter mirrors are evaluated for their surface quality in terms of a
figure of merit referred to as the bidirectional reflectance distribution
function (BRDF), which is defined as 9· 10
BRDF(O)

dL(O)
= -d£(8)

(14.8)
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Figure 14.10

Geometry to measure BROF(9) for an off-axis parabolic mirror.

where L is the sterance [radiance] in W cm - 2 sr - 1, E is the areance
[irradiancc] in Wj cm2 , and (} is the off-axis angle.
The sca ttering of olf-axis energy into the sensor field of view that
occurs on the surface of ·a low-scatter mirror is a function of the off-axis
angle.
The experimental setup for evaluating the BRDF 11 of an olf-axis
parabolic mirror is shown in Fig. 14.10. A collimated source (laser) is used
to simulate an off-axis point source. This source is directed to the mirror.
The imaged energy (on-axis) provides a measure of the power incident upon
the mirror. The detector is moved olf-axis to obtain the distribution of
olf-axis energy.
The detector entrance aperture is made equal in size to the image of
the laser exit aperture, and the detector field of view matches the illuminated spot on the mirror. This assures that the detector measures all
the power incident upon the mirror, <l>m, for 8 ~ 0. The detector is then
rotated to an olf-axis angle 8 to measure the scattered power <1>, (8). The
detector responds only to that part of the energy that is scattered into the
solid angle Q, defined by its aperture, which in this case is eq ual to its field
of view. The BRDF is obtained as

BRDF(8) ~ <1>, (8) / <I>.,Q

(14.9)

where <!>., is the total on-axis beam power, <1>, is the power scattered at 8,
and BRDF(8) is the relative power scattered per unit solid angle at 8.
When <1>, ~ <!>., (on-axis), the BRDF has a value of 1/R.
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For a linear detector (or for linearized data), Eq. (14.9) can be written
as
BRDF{8) ~ V(off axis) / V(on axis)!l

(14.10)

Equations (14.9) and (14.10) are equivalent to Eq. (14.8), since the
voltage andjor power are related to the sterance [radiance) by a constant
and since E ~ L!l.
Measurements of BRDF( 8) for flat optical surfaces require the use of
imaging optics in the exit aperture 10 of the laser.
The ratio of off-axis to on-axis power for a point source is by
definition the mirror off-axis response function !H.,(8); thus, Eq. (14.9) can
be written
BRDF(8) ~ !H.,( 8) / fl

(14.11)

The point-source off-axis mirror response function !H.,(8) is obtained from
Eq. (14.11) as
(14.12)
where fl is the sensor field of view. Equation (14.12) has a value of unity for
8 ~ 0 [see Eq. (14.9)].
14.5

EVALUATION OF THE OFF-AXIS RESPONSE

Figure 14.11 illustrates the geometry for the power incident upon the sensor
aperture from an off-axis source. The differential throughput is given by

A,

dT ~ dA , (cos 8) -:;T ~A,. dfl ,

(14.13)

where the differential-source solid angle is given by
dfl

'

~

cos8dA ,

s'

[sr]

(14.14)

and where A , is the effective aperture of the sensor and s is the distance.
SENSOR
AC

COLLECTOR

Figure 14.11
earth}.

Illustration of the geometry for an extended-area off-axis source (the
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The weighted differential power on the aperture is given by

d<l>, ~ L,fJt (O) dT ~ L ,fJt(O)A , df! ,

[W)

(14.15)

where L, is the off-axis source sterance [radiance]. The effect of fJt( O) as a
weightin g factor in Eq. (14.15) is to yield the magnitude of the equivalent
o n-ax is power that would evoke the same sensor response as does the
off- axis source.

The total power incident upon the aperture is obtained by integration
over the off-axis source.
<1>,

~ L, AJ

fJt( O) df! ,

(14.16)

off-axis source

The eq uivalent nonrejected sterance [radia nce) is, by definition, the ratio
of the power <1>, to the sensor throughput:
(14.17)
The point-source rejection ratio 31 (0) in the above development
includes the effects of low-scatter mirror BRDF and the forebaffie and is
usually measured as part of the calibration.
The solution for Eq. (14.17) for a distant small-area source, such as
the sun, is

0'
L , ~ L ,PII(O) ~

(4.18)

where 0 is th e sun a ngle (the angle between the sensor optical axis and the
source) and n; is the solid angle subtended by th e sun at the sensor.
The solution for Eq. (14.17) for an extended-area off-axis source, such
as the ea rth, req uires numerical methods as illustrated in the following
examples.
A prediction of the performance of a batHed low-scalter system is
possible using system figures of merit, in a limiting case, as follows: With
the assumption that the limiting stray light results from mirror scatter
rather than from batHe knife-edge scaner, the effect of the batHe is to reduce
the illuminated area of the low-scatter mirror. Then
(14.19)
where fJth(O) is the relative mirror area illuminated by the off-axis source.
The relati ve area fJth(O) varies from unity for 0 ~ 0 to zero for the batHe
angle a (see Fig. 14.12) and is obtained as the convolution of the entrance
aperture with the mirror.
The following example is for an earth-limb sensor (Chap. 9) for which
the sensor must view faint airglow emissions above the earth limb and reject
the ea rth emi ssions, which constitute a relatively bright off-axis extendedarea source.
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Figure 14.12

Physical layout of a baffled low-scatter mirror.

Example 2: Esti mate the quality of the off-axis mirror (BRDF) required to
reduce the equivalent on-axis sterance from the earth as an off-axis
source to a value equal to the system noise equivalent spectral sterance
[radiance] (NESR). See Fig. 14.10.
Given: NESR ~ 3 X w-• w em - ' sr - I J.<m - 1 at 10 J.<m. Baffie L/W
~ 3.49 ; a ~ arctan(1/3.49) ~ 16°; sensor height (above the earth) ~
250 km. Off-axis angle (between earth and sensor optical axis) ~ 2.0° _
Basic equations:

(14.12)
(14.17)
(14.19)
Assumptions: (1) Stray light properties of the system are dominated by
mirror scattering rather than baffle knife-edge scattering. (2) The relative
area fill.(O) is obtained as the convolution of two circles of equal
area-the mirror and the entrance aperture. (3) The earth radiates as a
blackbody at 245 K.
Solution : An average value of BRDF can be obtained over the range
of 0 ~ 2 to 16°. In this case (an extended off-axis source), most of the
energy is incident upon the mirror at angles of 2 to 6° ; therefore. the
average BRDF is indicative of that required for such angles.
Equation (14.17) can be written for L , ~ NES and fill.,(O) using
Eq. (14.19) [where !!1.,(0) is the average value over 0 ~ 2 to 16°] as
NER ~

ftL .r.,(ave)
j .r..(o) dfl,

and using Eq. (14.12),
BRDF(ave)
Note:

NER / L,

~

~ fill.,(ave);n , ~ NEs/ L,jfill.(o) dR ,

NESRI L,(A)
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Table 14.1

RELATIVE AREA FOR THE CONVOLUTION OF TWO
EQUAL-DIAMETER CIRCLES AND A BAFFLE ANGLE OF 16'

Off-axis relative
angle

Area

0.925370242221
0.849820383299
0.773942709144
0.698237638306
0.623145967968
0.549079099052
0.476445603617
0.405674959318
0.337240958904
0.271688593243
0.20967019296
0.152001326664
0.0997598404051
0.0544933046317
0.0187894462522
0.00

I

2
3
4
5
6
7

8
9
10
II

12
13
14
15
16

Table 14. 1 gives the relative area rJt.( O) for the convolution of two
eq ual-di ameter circles and a baffle angle of 16° . This tabulation is used
in a computer program to calculate the integral of the earth at 250 km
and 2° off axis. The result is

f

rJt.(e) dO,~ o.026

earth

which is given in Table 14.2. In addition, NESS is given as 3 x 10 - 9
W em · ' sr - 1 JLm - I, and th e off-axis source (earth) s terance !radiance]
L, (A) is 3.36 x 10 - 4 W em ·' sr - 1 JLm - 1 (obtained from the solu tion
to Planck's eq uation at 10 I'm for 245 K ; see Chap. 10). Thus,
BRDF(ave} ~ 3 X 10 - 9/(3.36 X 10 -

4

X 0.026} ~ 3.44 X 10 -

Note: BRDF(O) values of 1 x 10 - 4 sr obtained in practical systems.

Table 14.2

1

4

sr ·

WEIGHTED SOLID ANGLE OF THE EARTH AS A FUNCTION OF
SENSOR HEIGHT AND OFF-AXIS ANGLE FOR A 16' BAFFLE
Off-axis angle, deg
Altitude,
km

200
250
300

0.03005
0.02996
0.02994

1

at 1o off axis have been
•

0.02602
0.02598
0.02591

0.02213
0.02210
0.02202
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The above example represents a realistic prediction of required BRDFs
at a ngles greater than 2° off axis when the low-scatter mirror is directly
illuminated.
The baffle term Yi, (O) must be given a new interpretation for the case
of a sunshade baffle in which the off-axis source angle exceeds the baffle
angle. In this case the low-scatter mirror is never directly illuminated by the
off-axis source. In such a system, the mirror functions as a second-order

scatterer for which the total energy incident upon the baffle (the first-order
scatterer) is scattered onto the mirror after having been attenuated by a
fixed scattering constant [see Eq. (14.4)].
The following example illustrates the case of a sunshade baffle and
low-scatter optics when direct illumination of the mirror does not occur.

Example 3:

Estimate the quality of the off-axis mirror (BRDF) required to

reduce the equivalent on-axis sterance from the earth as an off-axis

source to a value equal to the noise equi valent spectra l sterance (NESR)
for the baffle of Figs. 14.2 and 14.3.

Given: NESR = 1 x I0 - 11 W em ·' sr · ' l<m - 1; baffle angle = 12°
(see Fig. 14.3; earth angle= 25 °) .
Basic equations:

(14.12)
(14.17)
(14.19)

Assumptions: (1) Primary mirror not illuminated since earth angle
(25°) > baffle angle (12°). (2) The energy scattered by the baffle relative
to the mirror is Yt,(O) = Io - •, a constant (see Fig. 14.2). (3) Mirror
BRDF(O) = BRDF(ave), a constant.
Solution:

An average value of BRDF can be ob tained over the range

of angles for which energy sca tters onto the mirror from the baffle.

Yt, (O) is the energy scattered by the baffl e relative to that scattered by
the primary mirror (3 X 10 - 5 - 3 X 10 " 9 ). Thus Eq. (14.19) is written
for Yt,(O) = 10 - 4 In addition, L , =NESS and Yt.,(O) = Yi.,(ave), so
that using Eqs. (14.17) and (14.19),

NESR =

~ 3/,(ave) c'/1,(8) j

dfl,

and using Eq. (14.12),
Yi.,(ave)

BRDF(ave) =

- n
- ,-

NESS
= -----L,Yt,( 0)
drl,

1

earth
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The term

1

dll, ~ 0.827

canh

which is obtained by integrating over the range of 22 to 90° off axis
(over the earth). In addition,
NESR

~

I x 1- 11 W cm - 2 sr - 1 J.Lm - 1

L,( i<.) ~ 3.36 x 10- 4 W cm - 2 sr - 1 11m -

1

forT ~ 245 K

Thus
BRDF(ave) ~ 3.36

X

1 x 10 - 11 [sr - 1 ]
10 4 X 1 X 10 - 4 X 0.827 ~ 3.60

Note: In this case the baffle factor Yf.( O) ~ 10 -

X

10 - 4 sr - '

4

(a constant) is taken
from the data of Fig. 14.2, which were measured in the visible. It is
likely that Yfb( O) < 10- 4 for 10 11m; thus, this solution is conservative
and the mirror BRDF obtained here should be a worst case.
•

EXERCISES
1. Considering diffraction limits, find the minimum baffle angle for a sunshade

baffle given that the clear aperture is 6 in. in diameter and operates at 24 p.m.

Use ~v =50.
2. Given: X= 10 I'm , 0 (off-axis angle)= 30" , T(sun) = 5800 K, M(sun) = 0.53"
(full-angle) , .41 (0 = 30") = tQ - ", n ,(sensor) = IQ - 3 . Find th e nonrejected

spectral sterance fradiance] of the sun as an off-axis so urce for a te lesco ped
radiometer. Assume the su n radiates as a blackbody, and neglect the effects of
the intervening atmosphere.
3. Given : 0 (off-axis angle)= 10°, sun parameters as in Exercise 2, n ,.(sensor) =
10- 4 sr, A= 10 p.m. Find the average BRDF of a mirror used in a radiometer
telescope given that the nonrejected spectral ste rance [radiance] is measured at
1 x 10 -9 W cm -z sr - 1 J.Lm - 1 for the sun as an off-axis sou rce. Assume: Direct
illumination of the mirror through an equal area battle (Table 14.1 ).
4. A low-scatter mirror has a bidirectional reflectance di stribution function (BRDF)
of 1 X 10 - 4 sr- 1 at 2° off axis. Given that the mirror is used as the primary
element of a telescope for a radiometer with a solid-angle field of view of
1 x l0 - 3 sr, what is the point source rejection ratio at 2° for this system , assuming
the mirror is fully illuminated?
5. Find the non rejected spectral sterance [radiancej of the sun as an off-axis source
for a telescoped radiometer , given that ()s = 5° off-axis, T(sun) = 5800 K, mirror
BRDF = 3 x IQ · ' sr-' at 5', A = 10 11m, and telescope field of view n , =
10 -s sr. Assum e that th e sun radiates as a blackbody and that the mirror is fully
illuminated by the sun , and neglect atmospheric losses. Note: The sun subtends
an angle of 0.53° at earth.
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chapterl5
Thermal Detectors

15.1

INTRODUCTION

As implied by the name, thermal detectors respond to heat that is absorbed
from the incident radiation and results in a change in the device temperature. Three of the most common thermal detectors are the bolometer, the
thermocouple, and the pyroelectric detector.'
In each of these detectors, the absorbed radiation produces a temperature change, which in turn alters a physical property of the material. The
bolometer undergoes a change in electrical resistance, the thermocouple (or
thermopile) produces a voltage at the junction of two dissimilar materials,
and the pyroelectric detector undergoes a change in the polarization of the
crystal.
The major advantages of these detectors are that (1) they respond
uniformly to all wavelengths (for which the absorber has uniform absorptance) and (2) they can be operated at room temperature. Their main disadvantages are relatively slow response time and lower sensitivity compared

with photon detectors. An exception is the superconductive bolometer,
which, when operated at about 1.5 K, exhibits exceptional performance.
The primary application of thermal detectors is as standard or reference detectors because of their uniform spectral response. For example,
the electrically calibrated pyroelectric radiometer'·' provides a singlestep-traceable standard to the measurement of electrical power. 4 The
thermal detector also has application in laboratory spectrometers used for
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measuring spectra over a broad wavelength range. Commercial detectors
specify a usable spectral range from 0.2 to 35 JJm depending primarily upon
the window transmission and the receiver absorptivity.
15.2

THERMAL NOISE

Thermal detectors are sensitive to the rate of energy absorption that rewlts
in a rise in temperature. The fundamental limit to the detection of radiant
energy in thermal detectors is understood in terms of the statistical nature
of thermal equilibrium. The temperatu re of a body results from the random
exchange of energy with its surroundings and fluctuates in a random
fashion about its mean value. The purpose of this chapter is to set forth the
basis for the thermal noise in the so-called ideal thermal detector.
15.2.1 Thermal Properties

When a temperature difference exists across a body, there results a flow of
heat or energy. The thermal entities used to describe this heat flow are
analogous to those describing the flow of electric current that results from a
voltage difference in a circuit.
The thermal resistance R T as defined by the temperature-energy
relationship is

(K/W]

(15.1)

where t:; T is the temperature differential and M> is the incremental energy
rate or power. The thermal conductance is G 7 = ljR,.. The thermal
capacitance is defined by
t:;U
cT =t:;T
(15.2)
(J/ K]
where t:;U is the energy flow from a body resulting from a temperature
difference t:; T.
From the above , the analogy with electric circuits is as follows
Thermal

Electrical

Temperature difference 6. T
Energy rate cl>
Thermal capacity Cr
Thermal resistance R7

Potential difference V
Charge rate i
Electrical capacity C
Electrical resistance R

15.2.2

Thermal Fluctuations

A ge neral theorem of statistical mechanics' gives the mean-square energy
fluctuations as

(J ' ]

(15.3)
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for any system having many degrees of freedom. Based upon Eq. (15.2), the
mean·square temperature fluctuation is

kT 2

-

t>T. '~ -

(K ' ]

CT

0

(15.4)

It is now necessary to find the power spectrum ; to do so, we resort to the
electrical equivalent circuit for a radiation-coupled detector as illustrated in
Fig. 15.1. The differential equation for the circuit of Fig. 15.1 is
d(t>T)
Cr - d-+ Grt>T
1

where t>T ~ T2

~

f><ll

(15.5)

T 1 (Fig. 15.1). To solve this equation, let

-

Ll<ll ~ f><ll 0 e 1"'

(15.6)

and
(15.7)
where f>T0 and f><ll 0 are the mean incremental temperature and resulting
flux , respectively. Then

d(t>T)
_ d_t_

= jwdToeJ'*'I

(15.8)

and Eq. (15.5) becomes
(15.9)
which gives
(15 .10)
BACKGROUND

'I~

~DETECTOR

RT

i-.

T1

o

I

<"----

il

CJ

12

o

T2

cT

Figure 15.1 Top: Schematic representation of a detector coupled to its environment
by radiation only . Bottom: Schematic ci rcuit representation of the equivalent thermal
circuit.
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from which

[K)

{15.11)

The mean-sq uare temperature change is obtained by taking the absolute
value (modulus) of 11T0

[K ' ]

(15.12)

It is of interest to know the frequency distribution of the temperature
fluctuation. This is obtained by an appeal to Fourier analysis of random
events. The temperature change results from a large number of very short
impulses of energy. A Fourier analysis of a single impulse of this type is
well known to show that the frequency spectrum is constant in amplitude
up to very high frequencies. This is also true for the power spectrum of a
series of random impulses, which therefore, on the average, is constant so
that the power in a frequency interval is proportional to 11/. This result is in
accordance with Rayleigh's theorem' that the mean-square values in
neighboring frequency intervals are additive.
Thus, the mean-square power exchanged between the detector and the
environment is given by

M>J(!)

=

(15.13)

811/

where 8 is constant. The variations in 8 at very high frequencies can be
ignored , since the thermal inertia will not let the system respond to these
high frequencies anyway.
Substitution of Eq. (15.13) into Eq. (15.12) gives

-811/
tJ.To'(!) = G} + w 2Cf,

(15.14)

which when integrated over all frequencies yields

- 2
8
11T0 = - - -

4CTG T

{15.15)

Eliminating 11T02 between Eqs. (15.15) and (15.4) yields

8 = 4kT 2GT

(15.16)

and
(15.17)
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For the case where the thermal capacity may be neglected, we have
(15.18)
which is very similar to Eq. (7.19)-the Johnson noise Huctuations in a
resistor- except that it contains T 2 rather than T. This results from the
fact that according to the Carnot heat cycle only t1TjT of t1T is available
for work, while in electrical circuits all the energy is available for work. It is
also interesting that the power spectrum does not depend upon the thermal
capacity C,..
The power spectrum is obtained by combining Eqs. (15.16) and
(15.13) to get
(15.19)
15.2.3

Thermal Conductance

In general, the value of thermal conductance G,. depends upon the way in
which a body is thermally connected to its surroundings. We are interested
in the simplest case for the ideal thermal detector- one in which the
detector is connected to its surroundings by radiation coupling only.
According to Stefan's law [Eq. (10.10)], the incremental heat How from a
body is given by

M>

~ 4AaeT 3 t1T

(15.20)

when the temperature difference t1T is small , where A is the surface area
and e is the emissivity of the body. Using Eq. (15.1) the thermal conductance for a radiation coupled detector is found to be
G,. ~ 4AatT 3

15.2.4

(15.21)

Noise Equivalent Power (NEP)

Substitution of Eq. (15.21) into (15.19) yields the mean-square power
fluctuations for the ideal thermal detector:

M>J ~ i6kT 5aeA t1f
Example I:

[W ' ]

(15.22)

Determine the NEP and D* for the ideal thermal detector.

The detector parameters are A ~ 0.01 cm 2, T ~ 300 K, e ~ 1,
and t1/ ~ 1 Hz.
Given:

Basic equations:

M>J ~ 16kT 5aeA t1f
112
D* ~ (A"t1/) jNEP

[W 2 ]
[em Hz 11'/W]

(15.22)
(6.3)
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Assumptions: The detector is coupled to the environment by radiation
only, and all other noise forms are negligible.

Solution:

6<l>fi; 16

X

1.38

X JQ- 23 [JK- 1) X

300'[K5)

X

5.669

X

10-' [W m- 2 K - 1

XI x 10 - 2 [cm 2 ] x 1[Hz] x 10 - 4 [m 2/ cm2 ]
; 3.042 x w- 23 w2
11 2
12 W
NEP; (M>J}
; 5.515 X 10 and
D* = (0.01 X 1)

11 2

j(5.515

X

10 - 12 ) ; 1.8

X

10 10 em Hz 112 j W

Practical detectors are designed to approximate the ideal detector
through (1) mounting the sensitive element within a vacuum to eliminate
convective coupling and (2) utilizing very small electrical leads to reduce
conductive coupling.
A typical D* value is 2 x 10 8 cm Hz 11 2 j W.
•
15.3

BOLOMETER

The bolometer is essentially a resistor that exhibits a relativel y large
temperature coefficient of resistance. The sensitive element typically consists of a thin film or flake of semiconductor material. Thermistors exhibit
similar properties. The infrared bolometer detector is coated with optically
black material to increase its absorption.
The change in electrical resistance on heating depends upon a quantity a, known as the temperature coefficient of resistance , which is defined'
by
1 dRd
a=- (15.23)
R d dT

where R" is the detector resistance. For metals, a has values ranging from
0.003 to 0.006 K - t at room temperature, and for semjconductors a is an
order of magnitude larger.
The response time and responsivity depend upon the rate of heat
transfer between the active element and its heat sink. Greater thermal
contact results in faster response but reduces the magnitude of the temperature change that is possible. Hence, response time and responsivity must be
traded off. The responsivity for an ideal metal bolometer with predominantly conductive cooling is of the order of 30 to 80 V; w, while that of a
semiconductor bolometer' is of the order of 10' V / W.
The noise mechanism in thermistor bolometers includes current noise
resulting from bias current and thermal noise. Current noise is also referred
to as 1//. excess, or modulation noise.
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Figure 15.2

Use of matched flakes for

which slow changes in ambient conditions
cancel. The bridge circuit cancels the effect
of de bias.

Typical performance' for room-temperature bolometers is D* = 1 x
10 6 em Hz 11 2j W, and the time constant T, = 1 ms.
There are two detector configurations available. One is used for de
measurements and the other for chopped radiation. Detectors for de
measurements consist of two matched detector flakes ; the active one is
coated with absorbant material and the other, a "dummy" detector, is
shielded from radiation. This configuration is used in a bridge circuit as
shown in Fig. 15.2. Slow changes in ambient temperature affect each
element equally, thus canceling out any effect.
The change in the voltage at A (Fig. 15.2) due to a change tlR" ,
provided !1 R J « R J • is
tlV=

RLV,tlRJ
(RJ + RL)

2

[VJ

(15.24)

where v, is the bias voltage, R L is the resistance of the dummy detector,
and !l R d is the change in the detector resistance in response to incident
flux.
For chopped sources, the second half of the bridge is replaced with a
capacitor to block the de voltage, and R L can be any suitable load resistor.
In this configuration, only a single detector element is used. Equation
(15.24) still applies in this case, and tlV is the peak-to-peak voltage
resulting from the resistance change tlRJ.
15.4

THERMOCOUPLES AND THERMOPILES

A thermocouple consists of a junction of two dissimilar materials that when
heated produced a voltage across the two open leads. This is the thermovoltaic effect. When more than one junction is combined into a responsive
element, it is termed a thermopile.
Thermopiles are fabricated using thin-film techniques that permit
high-density junctions and complex detector arrays. There exists a trade-off
between responsivity and time constant as with the bolometer. The main
advantage of the thermopile is that a bias current is not required, which is
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convenient; in addition , it eliminates the current noise so that thermal noise
predominates.

The Seebeck etfect 10 relates to the electromotive force (EMF) produced in a circuit made up of different conducting elements when the
contacts are at different temperatures. The open-circuit voltage is given by

the product of the thermoelectric power
tial tJ.T.

<I>AB

and the temperature differen(15.25)

The quantity <I>AB is characteristic of the two materials. For example, a
junction consisting of antimony and bismuth exhibits a thermoelectric
power of 100 JLV /C. If current is allowed to flow in the circuit, the Peltier
effect 8 reduces the responsivity. The Peltier effect refers to the cooling of
the junction when current flows through it.
Responsivities for metal thermocouples vary from 0.4 to 0.6 V; w,
with time constants roughly equal to 10 ms. The NEP is about 2 x 10 - to
W/ Hzt i'Semiconductor thermopiles exhibit higher thermoelectric power than
pure metals; however, the resistance and noise are higher also. Responsivities in the order of 10 to 50 V; w are available with D* ~ I X 10 8 em

Hz' l';w.

The frequency response of the thermopile favors low frequency and
de applications that take advantage of the detector's inherent de stability.
15.5

PYROELECTRIC DETECTORS

Pyroelectric detectors share many characteristics with other thermal detectors. In general they are capable of uniform response over a broad wavelength range, limited by the ability of the receiver to absorb radiation.
Unlike other thermal detectors, the pyroelectric effect depends upon
the rate of change of the detector temperature, rather than the absolute
temperature. This results in a much faster time constant than those of
thermopiles or bolometers. It also means that pyroelectric detectors respond

only to chopped or pulsed radiation and the steady background radiation
has no effect.
The physical effect of pyroelectric detection is the temperature dependence of the electric polarization of certain materials of which ferroelectric

crystals are the most common. These crystals exhibit an internal electric
field along a certain crystal axis. The electric field results from the alignment of electric dipole moments. The electric field is directly proportional
to crystal temperature, because the degree of alignment (or "polarization")
can be disturbed by photon vibration. When the crystal is an insulating
material and parallel electrodes are attached, the electric charge is attracted
and stored on the plates. Thus, if the temperature changes, the electric field
varies also. This change produces an observable current when the electrodes
are connected to external circuits.

REFERENCES
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A simple detector consists of the pyroelectric crystal coated on its
front and back with electrodes and mounted in an enclosure that often
includes an FET amplifier and matched load resistor.
When a very-low-load (50-ohm) resistor is shunted across the detec-

tor, an effective response time of nanoseconds can be attained. However,
the responsivity is reduced dramatically. Typically a 10 8-ohm load yields a
time constant of I ms with D* ~ I x 10 8 em Hzt1 2j W.

EXERCISES
I. Assume constant bias voltage for the bridge ci rcuit of Fig. 15.2 and Eq. (15.24).

What is the optimum value of R 1_ for maximum output vol tage Ll.V?
2. Assume constant bias current for the bridge circuit of Fig. 15.2 and Eq. (15.24).
What is the optimum value of R 1_ for maximum output voltage 6V?
3. Find NEP and D• for an ideal thermal detector of area 0.05 cd at a
temperature of 193 K (Dry Ice) and noise bandwidth of I Hz. Assume the
detector is coupled to the environment by radiation only and its receiver has an
E =

1.

4. A pyroelectric detector exhibits maximum n• at a chopping frequency of 10 Hz.
The optical signal is detected and de-restored using a phase-sensitive rectifier and
low-pass filter. What is the maximum rise time of the incoming flux permitted to
avoid aliasing errors? What is the low-pass filter time constant?
5. A 1-mm diameter thermopile detector has a D• of 2 X 10 8 em Hz 11 2 j W. If it is
used in a system with an information/noise bandwidth of 5 Hz, what is the
detector NEP?
6. For the detector bridge circuit of Fig. 15.2, given Rd = R r_ = 5 X 10 7 ohms,
4
12
Vll = 100 V, and I:!R 11 = 1 X 10 - ohms for 6.¢1 - 1 X 10W incident upon
the detector, find the detector responsivity in units o f volts per watt.
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Photon Noise
Limited Detectors

16.1

INTRODUCTION

Photon detectors are sensitive to the rate of photon absorption, whereas
thermal detectors respond to energy rate or power. Photon noise is the
term describing fluctuations in the instantaneous value of the number of
photons in a beam of radiation. These fluctuations set a fundamental limit
to the accuracy by which the average photon rate can be measured. This
limit arises from the quantum nature of the radiant source , and applies to
the case of an ideal detector that is capable of counting every incident
photon and that generates no noise.
Infrared photon detectors are often operated at low temperatures of
the order of 80 K or lower. Generally , they are surrounded by a cold
enclosure at the same temperature as illustrated in Fig. 16.1. Radiation can
enter the enclosure through its aperture ; thus, the detector may be irra·
dialed by flux originating from the target , its background , and the warm
optical system.
Unmodulated radiation reaching the detector from its surroundings
or from the target background , produces a fixed photon noise level that
sets a limit to the level of flux that can be detected from the target. This
condition is referred to as BLIP for background limited infrared photo·
detector.
On the other hand, the accuracy for which the flux in a beam can be
measured may be limited by noise in signal for IR systems that have cold
optics and operate under low background conditions.
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Figure 16.1

Illustration of infrared detector and shield exposed to radiant source.

Only charge-carrier generation contributes to the noise in photoemissive , photovoltaic, or photoelectromagnetic detectors. But photoconductive detector noise depends upon the change in the concentration of
charge carriers which is determined by both generation and recombination
rates. Fluctuations in these rates are termed generation-recombination (gr)
noise. It has been shown 1 that at equilibrium in a photoconductor, the total
noise can be no less than twice the photon noise alone. Since NEP, NER,
and D' depend upon the square root of the noise power, the photon noise
limit of photoconductors is degraded by the square root of 2 relative to
photovoltaic detectors.
Limitations to the accuracy of any measurement of beam sterance

(radiance] depends upon the noise; more specifically it depends upon the
signal-to-noise ratio. The maximum theoretical SNR is always obtained for
the case where the measurement is limited by photon noise. It is therefore
the objective of this chapter to develop the theory of photon noise limited
detectors to provide tools by which the performance of detectors can be
predicted and optimized with respect to SNR.
16.2

PHOTON NOISE

The Schottky equation holds for ideal photon conversion' in which the
noise is due to the fluctuations in the number of photons arriving at the
detector (see Chap. 7). The Schottky equation is

~

= 2el0 t.f

[A']

(16.1)

The current in an ideal photoconductor is given by
10

where

Ep.b

=

(A]

e["'(E,., + £,.,) + g(T)]Ad
2

is the background flux density [q cm - s-

E,., is the signal flux density [q em - 2 s - I]

1
]

(16.2)
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'1 is the quantum efficiency [electron charge per photon]
g( T) is the thermal generation rate [electron charge cm - 2 s- 1]
A,1 is the detector area [cm 2 ]

Substitution of Eq . (16.2) into (16.1) yields

[A' ]

(16.3)

and the rms noise current is

[A]

(16.4)

The signal current is given by

[A]

(16.5)

The e nergy in a photon is J, ~ h v ~ he! A, where v is the o ptical
frequency in Hz . The relationship be twee n radiant flux <1>, and the photon
flux <I>, is the refore

[W]

(16.6)

The current responsivity , in amperes pe r watt, for monochromatic radiation
is given by
[A / W]

(16.7)

Detectors are ordinarily operated at temperatures that yield the thermal ge neration rate negligible -' Exceptions to this include the multiplier
phototube which ge nerall y exhibits a dar k curre nt that can be dominated
by the rm ally gene rated electrons (see Chap. 17). In addition. blocked impurity band detectors (BIB) generally exhibit significant thermal shot noise
(see Chap . 18). Neglecting the the rm al no ise, the noise-equivalent power
at A is give n by

[W]
where <I>

(16.8)

EA,. Finally, the signal-to-noise ratio is given by
SNR ~ - .-' - ~ <1>
i,(rms)
"·'
1

[

'1

2 tl.f(<l>, ., + <1>,.,)

]"'

(16.9)

Two cases are of importance: The first occurs when unmodulated
background flux dominates over the scene flux (i.e. , <I>,., :> <!>,..) and the
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thermal noise is negligible. These are the conditions req uired for BLIP. In
this case the photon noise, arising from the unmodulated background dominates and

[W]

(16.10)

where in the second term , the flux is expressed in terms of the beam photon
sterance and the detector throughput for background Y'. This pertains to
the detector with cold shield as illustrated in Fig. 16.1..
The second case occurs when the scene flux dominates over the unmodulated background (i.e. , <PP·' 4> <Pp.b); this occurs under conditions
referred to as " low background" corresponding to an IR senso r for which
the entire optical subsystem is cooled to reduce the internal background
flux . It also applies to photoemissive devices such as a multiplier phototube
when photoemission exceeds thermal em mission. In these cases the photon
noise, inherent in the signal , dominates; this is termed "noise in signal. " 3
An expression for NEP is not appropriate in this case; rather , a useful
relationship is developed for the signal-to-noise-ratio SN R as follows:
SNR = __i,_ =
i,(rms)

[<1>,_,1]
2 t:.f J

112

=

[

y
~

2 t:.f

J

112

(16.11)

where Y is the system throughput for the target scene. This expression
provides a convenient method to determine the relationship between the
source signal and the associated photon noise.
Noise in signal is significant in multiplexed spectrometers.' An interferometer is a multiplex spectrometer that simu ltaneously samples and
encodes the scene flux at all wavelengths within the free spectral range. ln
this case the photon noise arising from all spectra l bands is spread over the
entire spectrum. Examples of this important case are given below.

16.3

BLACKBODY RADIATION

The solution to Eqs. (16.10) and (16.11) require that the flux be expressed
in terms of the photon sterance at wavelength A. Background flux can often
be modeled in terms of blackbody radiation and it is convenient to express
Planck's equation in terms of photon flux. Integration of Planck's equation
over the appropriate wavelengths is necessary in order to find the background flux.
The relationship between radiant sterance [radiance] and photon sterance is given by

L, = L,A i hc

(16.12)
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and based upon the definition of sterance [radiance], the photon sterance
(see Chap. 10) is

L, (A)

~

2c _ ____:__ _ _
exp(hc / AkT) - 1

(16.13)

A'

A solution for the effective photon flux can be obtained as follows:
(16.14)

The solution to Eq. (16.14) can be obtained using numerical methods

"
[
( he
) ] _,
L" == 2c 8A '~ A,- ' exp A,kT - 1

(16.15)

where SA is a uniform incremental wavelength and the summation is over

the responsive range of the detector.
The first case of interest is when the background consists of unfiltered
blackbody radiation. The effective background photon flux can be obtained
by integration over the responsive wavelength range of the detector.
Another case of interest is obtained when the photons are limited by
a cold (nonemitting) narrow spectral bandpass filter. This is implemented
by placing a filter in the cold aperture of Fig. 16.1 and the integration is
over the fi lter spectral bandpass region.
16.4

BLIP OPERATION

Background limited operation , BLIP, is obtained when photon noise arising
from the presence of an unmodulated background dominates-' Typically
this background radiation eminates from ambient temperature optics in the
system.
The application of the above to the prediction of system performance
for the case of noise equivalent sterance [radiance] NER is obtained using
Eq. (16.10) and the definition of sterance [radiance ] to obtain
NER

~

NEP / YT,

(16.16)

where Y is the system throughput and T, is the optical efficiency which must
include the chopping factor where appropriate . lt is also important to include the noise-power factor of 2 for coherent rectification and for gr noise
when appropriate as illustrated below.
NER, is given by
NER,

~~

YT,A

[2L,.,Y'
'1

tJ.f] "'

[W]

(16.17)

247

BLIP OPERATION

for the case of BLIP operation. Here it is necessary to recognize that the
detector throughput for background Y' (with the prime) will usually be of
greater magnitude than the system throughput Y (without the prime).
The detector throughput is given , in refe re nce to Fig. 16.1 , as
(16.18)
The following example illustrates the case of BLIP operation for a
radiometer that utilizes warm optics. This example also illustrates the
method by which gr noise and the effects of coherent rectification are taken
into account.

Example 1: Find the noise equivalent sterance [radiance] at 22 Jlm for a
cryogenically cooled and chopped radiometer that is operated under
BLIP conditions.
Given: The radiometer uses an arsenic-doped silicon photoconductive
detector which has a quantum efficiencyof0 .15 . The de tector is mounted
in a cold shield similar to that of Fig. 16.1 and is exposed to an ambient
background through a 21 to 23 J.lm cold bandpass filter that is mounted
in the aperture of the cold shield. The system employs a chopper and
coherent rectification. The system throughput is 1 x J0 - 3 cm 2sr while
the detector throughput is 3 x JQ- 3 cm 2sr. The optical efficiency is 0.2
and the information bandwidth is 50 Hz.
Basic Equations:

!::.f = 2f,
he
L, _= 2c c5A .,:;.,
,::. A,- •[ exp ( kT
A,

, .. 1

NER,

(7.38)

-

= ..!!£__ [2L,_,Y'
Yr,A

'1

(16.15)

llf]"'

(16.17)

Assumptions: Determination of NER, utili zing Eq. (16.17) assumes
that the quantum efficiency '1 is uniform with wavelength. This is not a
bad assumption over the range of 8 to 24 J.lm , the region where most
of the background ftux, Eq. (16.15), originates for a 300 K source.
Solution: Adjustments must be made in Eq. (16.17) to account for gr
noise and the fact that systems that employ a chopper and coherent
rectification have a noise bandwidth /lA that is a factor of 2 greater than
the information bandwidth / 2 as given in Eq. (7.38). Thus Eq. (16.17)
is written
NER,

= ..!!£__ [8L,_,Y'/z] I"
Yr,A

'7

[W]

248

Ch. 16 PHOTON NOISE LIMITED DETECTORS

First, the background photon flux is obtained using a computer program
for Eq. (16.15). The summation is over the range of 8 to 24 I'-m with
/JA = 0.1 I'-m which yields

L,.b = 6.56

X

10"'

Second, the modified version of Eq. (16.17) is solved as follows:

8Y'f2

8 x 3 x J0 - 3[cm 2sr] x IO - ' [m 2/cm2] x 50[s - ']
0.15

=

q

= 8.0 x

w-•

The term in the square brackets is
] 112

= (8 X IO -'[m 2sr s- 1]
= 7.24 x 10' [s -' ]

X

6.56

X

1020 [s - lm - 2sr - 1]} 112

The first term is
he
Yr,A = I

X

= 4.5

6.6 X 10- " [Js) X 3 X I08(m / s)
10 3[cm 2sr) X I X IO - '[m 2 / cm 2 j X 0.2 X 22
]Q -

X

13

X

I0 - 6(m)

(J m - 2sr- 1)

Finally, NER, at 22 I'-m is given by
NER,

= 4.5 x
= 3.26

I0 - 13 [J m - 2sr- 1) x 7.24 x 108[s - 1]

X

I0 - 4 [W m- 2sr - 1)

= 3.26

X

I0 - 8 [W cm - 2sr - 1]

•

This example illustrates the necessity to perform careful unit analysis as it
contains several cases of conversion from square centimeters to square

meters and back.
The detectivity is another figure of merit that is appropriate for detectors operated in BLIP conditions. It is defined in Chap. 6

D*(A)

=

(Ad !!if)'"

NEP,

[em Hz/ W]

(6.3)

NEP, is obtained by combining Eqs. (16.10) and (16. 18) to get

(W]

(16.19)
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Substitution of Eq. (16.lg} into Eq. (6.3) yields
112

D ' (A)

=

2L:,7T

(

)

fc (sin e} -

1

(16.20)

The following example illustrates theoretical D' for an ideal photovoltaic
detector.

Example 2: Find the detectivity D' at the cutoff wavelength of 5.2 I-'m
for an lnSb photovoltaic detector.
Given: The quantum efficiency is assumed to be unity for an ideal
detector. The background is assumed to come from a 2g5 K background
through e = goo (a full hemisphere).

Basic equation:

(-'~-)
~(sin
e} 2L,_,7T
he

112

D '(A) =

1

(16.20)

Again, the background photon sterance is obtained by computer solution of Eq. (16.15} by summing over I to 5.2 I-'m to get
L, .• = 6.26

X

10 19

The remaining terms of Eq. (16.20) are obtained as follows:
112

112

CL:,7T)

=

(z x 6.26 x

= 5.04

X

lQ - II

10 19 [q s 1m 'sr

1]

7T [sr])

x

[s 112 mj

and
A

he

5.2

6.6

X

10

X

10 - 6 [m)
_ 2 63
3 X 108[m / sj - ·

34 [Js] X

X

I

O" [ _11
J

and sin goo = I
Finally D' is given by

D' = 5.04 x I0 - 11 [s 112 m] x 2.63 x IO" IJ - 1]
= 1.3 x 109 [m s 112J - 1]

Note:

The units for D'
m Hz112J W::::; ~
1 st tz

= m st'2 J- l

so that

D*

1.3 x 109 [m Hz 112 / W]

1.3 x 10 11 (em Hz 112 / Wj

•
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The solution to this problem agrees with the ideal photovoltaic D'
given in Fig. 16.2 for 5.2 !Lm. The entire curve can be generated by solving
Eq. (16.20) for a number of wavelengths.
16.5

LOW-BACKGROUND OPERATION

The so-called low-background operation pertains to systems for which the
entire optical system is cooled to the point where internal unmodulated
background flux is negligible.
NER is determined by "system" noise in low background operation.
Photon noise exists only in the form of noise in signal and becomes dominant
as the scene flux increases until it exceeds the system noise. Here, the
appropriate parameter is signal-to-noise ratio given by Eq. (16.11).
There exist two important variants on the low background operation:
The first is when the measurement objective is to detect a point source
imbedded in an extended-source background and usually finds application
in astronomical work and in target discrimination. Typically ·'spatial radiomete rs" are applied to this measurement problem.
The second is when the objective is to measure the spectral signature
of a physical process in the presence of wide band spectra. An example of
this is the use of a wideband interferometer spectrometer. 5
In both cases the " hackground" can create a photon noise floor that

limits the quality of the measurement. The background can introduce two
forms of noise in the case of the spatial radiometer: the first is photon noise
which is a problem only when the mean background flux is much larger
than the target flux. The second is "spatial noise ," which results from a
nonuniform background that exhibits spatial structure. Spatial variations
of a few percent can adversely affect the ability to discriminate a target.
The SN R for weak emitters is reduced by photon noise produced
by strong emitters in the case of the interferometer spectrometer. Cold
(nonernitting) narrowband filters, placed in the aperture of Fig. 16.1, are
sometimes used to block strong emitters to reduce the photon noise.
Confusion can result from the use of the word "background. " When
the measurement objective is to measure extended-area " backgrounds" the

distinction between signal and background can become fuzzy.
The dynamics of sensor performance include such factors as output
signal. dynamic range , photon (gr) noise, quantization noise , and SNR as
a function of incident flux. This is illustrated in the following example of
the dynamic performance of a circular variable-filter spectrometer (CVF)
for which Fig. 16.3 is the functional block diagram. This system employs
a chopper and coherent rectification. In addition, four simultaneous linear

amplifiers with gains of 2, 20, 200, and 2000 provided extended dynamic
range.
Provide a dynamic response analysis for a cyrogenically cooled
circular variable spectrometer.

Example 3:
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Figure 16.2 Detectivity as a function of wavelength for a variety of photon-counting
detectors. Note: Values given are for a 295-K background and '" sr field of view.
(Courtesy of Santa Barbara Research Center.)
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nI nl-__________.
~

Figure 16.3 Functional block diagram of a circular variable-filter CVF spectrometer which
utilizes a light chopper and coherent rectification, and 4 parallel linear gain channels for
increased dynamic range .

G iven: The syste m utilizes an arsenic-doped silicon photoconductive
detector with a current respo nsivi ty of I A / W at 23 JLm , operated unde r
low hackground conditions, ::t nd ::~chi eves a NF.P of 3. 7.S X J0- 15 W ,
and a noise equivalent spectral ste ra nce [radia nce ] (NESR) of 7.69 x
L0 - 12 W cm'sr - 1!Lm - 1• The fixed focal plane rms noise voltage referred
Y, a 12-bit analog-to-d igital converter
to the TIA output, is 1.87 x
(A / 0) is used in each channel.

w-s

Basic equations:
tlf

=

(Hz]

2f,

<1>, = <t>,,hc! A
·

41

( 16.6)

[A / Wj

(16.7)

= [ L,., YTJJ '

(16.11)

= eTJA
he

c

SNR

(7.38)

[WJ

2 tlf

Assumptions: A factor of 2 is added to the noise power to take into
accoun t photoconduction , and another factor of 2 e nte rs because of
coherent rectification. The res ponse of the system is ass umed to be
linear over the entire dynamic range of response. Detector the rmal noise
is ass umed negligible.
Solution: The system output dark-noise voltage , which is fixed for each
gain channel, is give n by

V,.,

=

[II},, +

(VA10 / G.)'] 112 X

G,

[Yrms]
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where V1P is 1.87 x JO - > [ VJ (37.4 mVrms at G2000 output) is the
preamplifier and load resistor noise voltage referred to the TIA output.
VA ID

=

10
12'" 2"

=

7.05

X

[Vrms]

J0 - 4

is the rms quantization noise introduced by the A I D converter.

G, (2, 20, 200 , 2000)
is the ith channel gain for each of 4 channels. The system output dark
noise Vd" is obtained for each output channel:

V," (G2) = 0.706 mVrms
Vd" (G20)

=

0.784 mVrms

Vd" (G200) = 3.8 mVrms
V,1" (G2000)

=

37.4 mVnns

where it is noted that the G2 and G20 outputs are dominated by quantization noise and the G200 and G2000 gain channels are dominated by
the focal plane noise . Calculations for the total rms output noise voltage
must include the photon (gr) noise as given here:

v" =

[V}p + v~ + (VA10 /G,)'J' " x G

[Vrms]

where V,, is the photon noise voltage.
The quantum efficiency, required to calculate the photon noise,
can be derived from the current responsivity using Eq. (16.7):
.-1/ jlc
1)

= ---;;:\ =
=

l(C/Jj X 6.6 X J0 - 34 [Jsj
1.6 X 10 19 [Cj X 23
0.0538

X

X

3 X lO'[m /sj
10 6(mj

[unitless]

The photon noise (gr) is obtained using Eq. ( 16.11) in terms of the
SNR. We arbitrarily determine the SNR for the noise-equivalent power
which must be expressed in terms of quanta per second using Eq. (16.6)

wh ich is written as
NE<I>

=

NEP A/he

=

4.36 x 10'

=

P

3.75
6.6

x IO - " [J i sJ x 23 x 10 - 6 fm]
X

10

34 [Jsj X

3

X

108[m / sj

[q i s]

By SNR we mean the rat io of photon flux to photon noise flux. We
must also evo ke a factor of 2 for gr noise in the photoconductor, and
a factor of 2 for coherent rectification, Eq. (7.38); thus Eq. (16.11) is
written as

SNR

'7)'"

NEP
( 8 X f,

4.36
(

x 10' [q / s] 0.0534) = 7 _63
8

X

50
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Thus, the G2000 photon noise rms voltage is given by
V
'

= V"(G2000) = 3.74
SNR

X

7.63

L0 -

2

= 4 .90

X

10 _,

[Vrms]

The photon noise for all other values of flux can be extrapolated based
upon the square root relationship of Eq. (16.11). Consequently , we now
have all the information required to produce a graphical representation
of the dynamic response which is given in Fig. 16.4.
•
The dynamic response , of Fig. 16.4, is interpreted as follows:
The output for all 4 channels is shown to be linear with input spectral
sterance [radiance]. The dark noise for each gain range is constant , and is
dominated by quantization noise for the G2 and G20 channels, and by
focal-plane noise for the G200 and G2000 channels. The photon noise
penetrates the dark-noise floor at a signal-to-noise ratio of about 100.
The system exhibits maximum theoretical SNR where it is dominated

G2000

--o--

S1gnal

···· 0 ..

Dark

---- 6 ···

Pnoton NOIS E'
NOISe

G200

G20

G2

NOISE'

~ Total

- - - - SNR

0
Q

0
0

Spec t ral Sterance

[ ~aaJance)

Figure 16.4 Dynamic response for a 4-channel CVF spectrometer (see Fig. 16.3). Response, dark noise, photon noise, total noise, and SNR are shown as a function of incident
spectral sterance [radiance].
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by photon no ise. There is a glitch in the SNR at the transition from G20
to G2 that resu lts fro m excessive quantization noise. This illustrates that
only by careful design can opti mum SNR be obtained over the e ntire dynamic range.

16.6

TESTING OF PHOTON DETECTORS

Most manufacturers of detectors rate their products in terms of D'.
Several methods are used to measure D'. It is often advisable to test
detectors for compliance with specifications.
One method used to measure D'(A) is to allow a monochromatic
beam of radiation at wavelength A to fall upon the detector. However, it is
difficult to determine the sterance [radiance] of a monochromatic bea m. A
more common method is to measure the blackbody D'(T), usually with a
500 K source, a nd then calculate D'(A). The T in the parameter D'(T )
could stand for the temperature of the source used or for "total," si nce it is
based upon th e roral blackbody flux.
The blackbody method of measuring D'(T) req uires that two measurements be made : (I ) the response Ye( T ) in V; w to the blackbody flux
<I> in Wand (2) the noise voltage V" in V. The detectivity is given by

D*(T) ~ Ye(T)(Ad C.f)

11

'; v"

[em

Hz'l';w]

(16.21)

where Ye(T) is given by

Ye(T)

=

v,; f"<t>,(A) dA

(v; w]

(16.22)

0

The integra l of E q . (16.22) re prese nts th e total incident radiant flux at all
wavelengths- including those that are not effective in producing an o utput
signal. Thus, the resulting D' is not as good as that ob tained if o nl y the
effective flux had been used. However, the total flux from a blackbody is
easily obtained from the Stefan-Boltzmann equation

M, = oT 4

[w; cm 2 ]

(16.23)

The value of D' at the peak (cutoff) wavelength is designated as
D'(A , ) and can be calculated provided the relative spectral response,
Ye(A), is known . The ratio of D*(A,) to D'(T) is given by th e ratio of the
responsivities, si nce the detector area, noise bandwidth, and noise voltage
are the same in each case. This ratio equals the ratio of the total flu x to the
effective flux for a given signal voltage:

D'(A,)
D ' (T)

.YI (A,)

fQ<I>,(A) dA

= !!I (T) = f t .YI (A)<I>,(A) dA

= a

(16.24)

where A, is the detector cutoff wavelength and the factor a can be used to
calculate D*(A) where
(16.25)
D'(A,) = aD*(T)
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Figure 16.5 Dependence of factor a on the detector cutoff wavelength for source temperature T = 500 K.

The value of the ratio of the total flux to the effective flux of Eq.
(16.24) can be obtained assuming ideal photon-counting detector response ,
which is a linear function of wavelength.
(16.26)
where ;.,, is the detector cutoff wavelength. Equation (16.24) can be approximated using numerical methods , combining Eqs. (10.1 ), (16.23) , and
(16.26) as follows: The numerator of Eq. (16.24) is given by

r
0

4>,(>.) d>.

= oT

4

/ '1T

(16.27)

where Eq. (16.23) is used. The denominator is given by

f"'
0

" ;.,

d/ ().)<1>,(;.,) d). = {;; :\; x

2hc 2

AS

X

8A
exp(hc l ).kT) - I

where Planck's equation and Eq. (16.26) are used , and where

(16.28)

a;..

is the
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(uniform) wavelength increment over n. Thus.

a = --~------;u~T~'~I~n~~----=--

2_h_c2l5_A ±A-'[exp(-h_c) - I] '
A,

, '

(16.29)

A,kT

The solution of Eq. (16.29) is illustrated in Fig. 16.5 forT = 500 K.

EXERCISES
I . List. in order of fundamental considerations, noi se mechani sms that limit system
noise equivalent power (NEP). What is the most fundamental noise mechanism
beyond which no improvement can ever be made? What is the second, and so

on?
2. What three methods are available to reduce the background nux inciden t upon a
detector. with given throughput , in order to reduce the photon noise?

J. Cold background operation of photon detectors usually reduces the photon
noise to essentially zero values. What other noi se mechanism might then limit

the system?
For Problems 4 through 8:
Given: An InSb (indium antimonide) detector that is operated photovoltaically
at 77 K (liquid nitrogen temperature) with a cold shield as illustrated in Fig.
16.1. The cutoff wavelength is 5.2 J.lm.
4. Find the theoretical D"' for 0 = 90° (hemispherical field of view) and background at 300 K. (This corresponds to no cold sh.ield.)
5. Find the theoretical D' for an F ~ 2 cone cold shield (Fig. 16.1) and background at 300 K .
6. Find the theoretical D' for an F ~ 2 cone (Fig. 16.1) and background at 300 K
that is filtered with a 5.0-~m cold filter (AI-= 0.2 ~m). (Assume an ideal filter.)
7. Find the theoretical D* for the lnSb detector with a 77 K background and

e

~

90'.

8. Find D* , given that the lnSb detector is thermal resistance noise limited.
R d = 2 X 10 9 ohms at 77 K, and the current responsivity is~( = 2.0 A/ W, the
detector diameter is 1 mm , and 6/ = l Hz.
9. A GeHg (mercury-doped germanium) detector is operated photoconductively at
28 K with its full hemispherical field of view at 28 K. Find the theoretical D*
for 1- , - 12 ~m, given Q ~ 0.5.
10. A PbS (lead sulfide) detector has a cutoff wavelength of 4.0 ~m and is operated
at 77 K . It is tested with a 500 K blackbody source and is found to have
D'(T)- 5.6 X 10 9 em Hz 112 j W. Find D'(l- ~ 4.0 ~m). Check your solution
using t he graph given in Fig. 16.5. Note: Assume linear response , Eq. (16.26),
wi t h cutoff wavelength at A, ~ 4.0 fLm. Use Eq. (16.29).
11. Given a beam of monochromatic radiation at 10 J.lm: the beam power is
1 x 10 12 W. Find the NEP due to fluctuations in the beam. Find the SNR
assuming Q = Af ~ unity.
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12. Repeat Exercise 11 for a monochromatic beam at lO JLffi where the power is

J0 - 16 W .
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17

Multiplier Phototube
Detectors

17.1

INTRODUCTION

Photon detectors, unlike thermal detectors, do not depend on temperature;
therefore, the thermal capacity has no effect upon their operation. Their
response depends upon events such as the electron emission caused by
absorption or si ngle quanta of radiation.
17.2

THE PHOTOEMISSIVE EFFECT

Hertz discovered the photoemissive effect in 1887, and Einstein explained it
in 1905 1 Einstein proposed the existence or quanta, each having a discrete
amount of energy equal to the product h• , where h is Pla nck's constan t and
• is the frequency of the radiation. Einstein termed the quanta " photons."
The Einstein equation expresses the phenomenon of photoemission in
a concise way as
hv
where

= { . + imu2

[J]

(17.1)

h = Planck's constant
• = frequency of the radiant energy
rl . = e nergy of the surface work function
m = mass o f the electron
u = velocity of the electron after emission
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The electrons are emitted in response to the absorption of a quantum
hv of energy. The kinetic energy of the emitted electron corresponds to
energy in excess of that required to overcome the surface work function.
Solving Eq. (17.1) for v ~ 0 corresponds to the frequency of light for which
the emitted electrons have zero energy:
v0 ~

l.f h

[Hz]

(17.2)

[m]

(17.3)

The corresponding wavelength is given by
A0 ~ c/v0

where c is the velocity of light in mjs.
The general laws of photoemission are
I. The kinetic energy of the emitted electron is a function of the
frequency or wavelength of the light only; thus, the photoelectron
energy is independent of the intensity of the excitation light.
2. The number of electrons emitted is proportional to the intensity or
number of photons of the radiant energy.
These laws of photoemission are interpreted as follows: Photons at
frequencies less than v0 or at wavelengths greater than A0 produce no
photoelectrons regardless of the excitation light intensity. The ideal responsivity El, with units of amperes per watt, is a linear function of frequency or
wavelength.
Emissive surfaces are available that have a variety of surface work
functions resulting in the different responsive curves shown in Fig. 17.1.
17.3

PHOTOEMISSION RESPONSIVITY

The photoelectric elfect is illustrated with reference to Fig. 17.2. Monochromatic light falling upon the cathode C will liberate photoelectrons, which
can be detected as a current if they are attracted to the plate P by means of
a potential difference applied between C and P. The galvanometer G serves
to measure this photoelectric current. Figure 17.3 is a plot of the photoelectric current in a photodiode like that of Fig. 17.2. The current reaches a
limit if the potential is made large enough to collect all the photoelectrons
emitted from the cathode. However, the current does not stop even if the
potential is reversed. This proves that electrons are emitted with enough
excess velocity to reach the plate P in spite of the reverse potential.
However, if the reverse potential becomes large enough, it reaches a
stopping potential V0 at which the photoelectric current goes to zero. The
product of the potential V0 and the electronic charge gives the kinetic
energy, in electron vo lts, of the most energetic electrons. The value of the
stopping potential is independent of the intensity of the light as shown by
cu rves a and b in which the intensity is related by the factor 2. However,
the stopping potential is a function of the frequency of the incident light.
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Figure 17.1 Typical spectral response characteristics for multiplier phototube. (From
Practical Photocathode Materials , cou rtesy of RCA , New Products Division , Lancaster ,
PA .)

G

c

Figure 17.2

Circuit to illustrate the photoelectric effect.
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(a)

- - - - - - (b)

V0

VOLTAGE DIFFERENCE Vp-c

Figure 17.3

Plot of the photoelectric current in a photodiode.

The responsivity was derived in Chap. 16 and is

[A / W)

17.4

(17.4)

MULTIPLIER PHOTOTUBES

American Standard-Methods of Testing Electron Tubes establishes " multiplier phototube" as the standard term for photoemissive detectors th at
make use of electron multipliers. 2

T he RCA 4516 is a typical multiplier phototube that consists of an
evacuated glass enve lope with a Corni ng No. 0080 lime glass window 3 The
transparent bialkali (K 2-Cs-Sb) photocathode is deposited directly on the
inner surface of the 1.5-in.-diameter window. The spectral response is
illustrated in Fig. 17.1 and is determined by the transmi ttance of the
window and the relative response of the photocathode. For example, an
RCA Type 4522 multiplier phototube uses a fused silica window to obtain
improved response in the ultraviolet. Vari ous cathode sizes are avai lable
from 1-in . to 5-in. diameter with a variety of spectral responsivities.
The electrons emitted from the cathode in response to incident
photons provide a signal current that is amplified in the electron multiplier.
Amp li fication occurs as a result of secondary electron multiplication at one

or more electrodes called dynodes. The impact of a primary electron results
in the emission of m secondary electrons. The current gai n of an n-s tage
multiplier is given by
G

~ m1 X m2 X

Xm.,

(17.5)

where m 1 through m., are the gains of each stage. The gain per stage is
defined as the ratio of current leaving a stage to the current en tering that
stage. The gain per stage depends upon the second ary emission surface
used, the structure of the dynodes, and the interdynode vo ltage. Thus, the
anode current i A is
( 17.6)
where ic is the cathode current.
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Figure 17.4 shows a typical wiring schematic for the type 4516
multiplier phototube. The potential between adjacent stages is equal except
for the cathode-to-first-dynode voltage, which is double that of the succeeding interelectrode voltages. This arrangement produces the optimum signalto-noise ratio (SNR) by reducing secondary emission shot noise. In this
case, it is the cathode current shot noise that dominates.
One of the outstanding features of a multiplier phototube is the very
fast response time. The limiting frequency to which the multiplier phototube will respond is determined by the transit time spread of the photoelectrons as they traverse their complicated paths, via the dynodes, from
cathode to anode. The spread arises from the fact that the path length is not
the same for electrons released from different parts of the cathode by the
same light signal.
The transit time of an electron leaving the cathode with zero velocity
and arriving at the anode with velocity v is given by 1 = 2sjv , where s is
the distance between cathode and anode, assuming uniform acceleration.
The final ,·elocity v is determined by the anode-to-cathode potential V,
according to v = (2eVj m) 112, where e and mare the charge and mass of
an electron. respectively. The spread in transit time is therefore

[s]

(17.7)

where the cathode-to-anode separation s is in em.
In a typical phototube, the path length from the cathode to the anode
may vary by as much as 1 em. If the supply voltage is 300 V, the transit
time spread is about 2 ns. The frequency response of such a phototube
extends from de to about 500 MHz.
In a multiplier phototube, a much greater transit time spread occurs
because electrons released from the various parts of each dynode will have
differences in their path lengths to the next dynode. In a 10-dynode
multiplier, 1he upper frequency limit drops to about 100 MHz.
The lapse time between the signal in and the signal out in a vacu um
tube device is the time required for an electron to travel from one electrode

MAGNETIC

SHIELD/

ANODE

R

R

2R

-1500V
Figure 17.4 Typical winng schematic for a 10-dynode multiplier phototube.
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to another. The lapse time is only a fixed delay and has no appreciable
effect on the frequency response of the device.
Practical high-performance multiplier phototubes have recently become available for use in high-data-rate laser communication systems. 4

High-speed laser systems under development require 1- to 3-0Hz bandwidth detectors. Computer-optimized dynode structures using wide-band
microwave collector designs have resulted in several types. These designs
employ fewer dynodes with higher interelectrode voltages to achieve the
required gain and speed.
A frequency response of 10 GHz has been achieved in designs that
use an rf field in a continuous multiplier. The rf field "bunches" the
electrons to eliminate those traveling over different paths or those emitted
out of synchronization with the radio frequency . These detectors have
found applications, other than for high-data-rate communications, that
capitalize upon the sensitive and fast detection.
Multiplier phototubes were initially used to measure the visual effect
and are still tested and specified in terms of luminous flux . The lumen is
defined ' in terms of a 2040 K blackbody and a filter that has a "standard"
eye spectral transmittance v,. The coefficient that relates lumens to watts
and recommended by the National Bureau of Standards is 680 lm j W.
17.4.1

Noise in Multiplier Phototubes

The figure of merit D* is not appropriate for multiplier phototubes. Such a
rating is based upon an area dependence that is not justified in this case.
The noise in a multiplier phototube output signal may be given a broad
classification as originating from either photon-excited electron emission or
nonphoton origin.

Following IEEE standards, 2 the noise output current fluctuations for
any unmodulated input flux (either background or signal) are called "noise
in signaL" Noise in signal is present only when flux, within the spectral
responsive wavelength region. is incident upon the photocathode.
Thus, the observed noise increases whenever flux is incident upon the

cathode of a multiplier phototube. This is the result of the statistical
fluctuation s of photoemission, which are modified by gain variations in the
multiplier. In many applications, such as the detection of a point source,
there is a background flux contributing to the noise, in addition to the
signaL This additional noise component might be termed "background"
noise, and it often predominates in many applications. In any case, it is
important to include all noise forms in determining the SNR.
There is always a residual output current in the absence of any flux
incident upon the cathode; this is termed "dark noise." Dark noise is

caused by several mechanisms: thermionic emission from the cathode,
which, like noise in signal, has a distribution independent of frequency, and
unpredictable noise sources such as leakage current, dynode emission, gas
discharge, ion drift, and radioactive excitation. The dark noise can be
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measured by simply covering the cathode with an optically opaque mask,
since phototubes normally do not respond to thermal radia tion.
Background noise, noise in signal, and photocathode thermionic noise
can be predicted by means of the cathode de dark current i,., using the
shot-noise relationship

~(anode) = 2eG 2kiJ1f = 2ekiAG t.j

[A' ]

(17.8)

where i 11 is the anode rms noise current, e is the electronic charge, G is the
multiplier gain , k is the multiplier noise factor, iA is the anode de dark

current, and 11/ is the noise bandwidth. The total noise is the sum of the
squares for the various components considered.
For discrete-stage electron multipliers, which obey Poisson statistics
for the secondary emission process, the noise factor k can be approximated
as
(17.9)
k = mj (m- 1)
where m is the average gain per stage.

The noise in multiplier phototube photoemission current, both thermionic and photoemissive, is known to be independent of frequency from de
to the upper frequency limit set by the transit time. On the other hand,
noncathode noise sources do not exhibit a uniform frequency distribution
and cannot be predicted.
Leakage currents occur between electrodes in the tube socket, base,
stem, and internal parts. For example, a leakage resistance of 10 12 ohms at
1 kV potential yields w-' A current-a relatively large signal. The noise
resulting from leakage currents would be negligible if it were purely ohmic;
however, it is characterized by sudden discharges and is very erratic.
Leakage noise is often the limiting noise form except when pulse-counting
techniques are used.
Thermlonic noise in multiplier phototubes is more serious in cathodes
that possess a lower surface work function and are therefore more respon-

sive into the red part of the spectrum. This form of noise can be reduced by
cooling the photomultiplier. The dark noise for type S- 1 tubes, for example, falls about an order of magnitude per 10°C of cooling'; however, it
varies with different tube designs. There are some hazards associated with
cooling multiplier phototubes. Structural failure may occur in the graded
seals between the glass base and the window. Also, it has been shown that
cooling reduces the thermionic noise down to approximately o•c.
Ion drift can occur in the glass envelope when a large electric field
exists between the electrodes and an external shield. This is especially
serious when such a potential exists in the region of the cathode. ion drift
through the window can actually destroy the photoemissive surface. Generally , this problem ca n be avoided by insulating the tube from the shield
with a laye r of mylar and connecting the magnetic shield to the cathode
potential through a large isolation resistor as Fig. 17.4 shows.
The superior performance obtained using pulse-counting techniques
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depends on pulse-height discrimination. Pulses origi nating from cathode
emission experience grea ter multiplica tion than other forms of dark current

noise.
17.4.2

Responsivlty of a Multiplier Phototube

The anode responsivity YPA is given in terms of the cathode responsivi ty YP,.
by Eq. (17.4) , the gain of Eq. (17.5} , and Eq. (17.6) as
.- ItA= .-'i?c G

[A/W]

(17.10)

where G is the multiplier gain.
The multiplier phototube can be used in any of three modes:
(1) de-coupled, (2) ac-coupled with a light chopper, or (3) pul se counting.
17 .4.3

Direct-Coupled Noise Equivalent Power

The direct-coupled noise equivalent power (N EP) is defined as the incident
power that results in a change in the output eq ual to the multiplier
phototube dark current. This is given by

[W]

(17.11)

where iA is the anode de dark current. Combining Eqs. (17.4) , (17.6),
(17.10) , and (17.11),

[W]

NEP,, = iJ[8.06 x IO - ' TJA(A}]

(17. 12}

where i (. is the cathode dark cu rrent.

17.4.4

Equivalent Noise Input

Followi ng IEEE standards, 2 the noise equivalent flu x (NEF) for a multi·
plier phototube operated with a light chopper is termed equivalent noise
input (EN l) rather than NEP.
A light chopper provides an alternating electric signal output from the
multiplier phototube. The narrow-band ac noise may depend upon the
electrical bandwidth. In this case, the rms noise vol tage may be significantly
lower than the de dark current, and light chopping may therefore improve
the a bility to detect faint signals.
The ac noise is proportional to the square root of bandwidth only
whe n the dark noise is uniform with freq uency, or "white." Generall y this
is true for multiplier tubes only where they are thermal-noise-limited. If the
dominant noise is leakage, or otherwise colored, chopping may not improve
perfo rmance. In thi s case, pulse-counting techniques are superior.
When the dark noise is proportional to the square root of bandwidth,
the eq ui valent noise input is given by

[w)

(17.13}
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w here e is the charge o n an electron (1.6 X 10 - 19 C). i, is the cathode de
dark current, C;f is the electrical noise bandwidth, and fit, is the cathode
responsivity given by Eq. (17.4).
Example 1: Find the NEP(dc) and EN! for a type 4516 bialkali multiplier
phototube det ector.

A.

Given: Quantum efficiency is 0.24 at 4000
2 x 10 - 10 A at multiplier gain of 4 X 10 5

Anode dark current is

Basic equarions:

J/1

· '

=

eryA

NEPd, = iA(dc)jfitA
EN!= (2ei , t;j)

[W]

(17.11)

11 2

jfit,

(17.13)

[W]

The noise is white, and k = 1.

Assumptions:

Solution:

(17.4)

[A IW]

he

Cathode responsivity is given by

.1'/,

= 8.06 X lQ - 5 ryA(A)
= 0.0775 A / W

= 8.06

X

J0 - 5

X

0.24

X

X

1-

16

A

4000

The cathode dark current is given by
i, = iA/G = 2

X

10 - 10/4

X

10 - 16/0.0775 = 6.45

X

10 5 = 5

The de NEP is
NEP = ijfit,. = 5

X

10 -

15

W

The ac equivalent noise input is

(2ei,. ) 112
(2 X 1.6 X 10 - 19 X 5 X 10 - 16 ) 11 2
EN ! = - - - = _.:_____ _ _ _ _ _ _ ____:__
fit,
0.0775
= 1.63

X

10 - 16 W/ Hz 11 2

System NEF is degraded by the chopping factor (typicall y 3) and
the coherent rectification factor ff; thus, the system EN! is
ENI(sys) = 1.63

X ]Q - 16 [W

Hz 112 ] x 3 x

v'2

= 6.92 x 10 - 16 W I Hz

which indicates an improvement of about one order of magnitude.

•

Table 17.1 provides calculations for a number of tube types based
upon the method of Example 1.
17.4.5

Pulse Counllng

Pulse-counting techniques capitalize upon the fact that photoemission from
the cathode experiences a greater gain, thus resulting in a greater pulse

.,
"'co

Table 17.1

NEP AND ENI FOR 1·Hz BANDWIDTH FOR TYPICAL MULTIPLIER PHOTOTUBES
Wavelength ,

a,

!Jic,

lc,

A

%

A/ W

A

Lithium
fluoride

200

3.0E·3

5.0E·4

l.OE·l8

2.0E·l5

l.IE· l5

K 1 ·Cs·Sb

Fused
si lica

400

22.0

7. 10E·2

2.86E·14

4.08E·13

1.37E·14

4516

K 1 · Cs·Sb

Lime glass

4000

24.5

7.90E·2

5.00E·16

6J3E·I5

1.64E·I 6

8644
(S·20)

K·Na·Cs·Sb

Lime glass

4000

19.0
2.5

6.13E·2
1.40E·2

7.50E·15

1.22E·l3
5J5E·l3

8.03E·16
3.50E·I 5

7102
(S·l)

Ag·O·Cs

Lime glass

7500
11000

2.54E· 3
1.77E·3

4.48E·ll

L76E·8
2.53E·8

1.49E·1 2
2.14E·12

type

Photocathode
type

C70128

CsTe

RCA

4522

Window
material

7000

0.42
0.20

Source: Cou rtesy of RCA, New Products Division, Lancaster, PA.

NEP,

EN I,

w

W j Hz11 2
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amplitude in the output, than pulses that have their origin in photoemission
from a dynode or intereleclrode leakage. Using pu lse- height di scrimination
circuits e lim inates all pulses not originating from the cathode. In practical
application, those pulses that exhibit an amplitude above some thres hold
va lu e are assumed to originate in the photocathode and are counted.
Typically, the counter is ga te d so that th e output is th e average count over
a period T.
Under ideal conditions, where the multiplier phototube is limited by
photon noise in the signal, there are no advantages to pulse-counting
techniques. In addition, it is not possible to distinguish between thermionically emitted electrons and true photoelectrons. In either case, th e mean-

sq uare deviation in the count is exactly the same as for the current in an
analog system for the sa me observation time. In Chap. 7, it was pointed out
that for independent events such as the emission of a photoelectron, the
stati stical distribution is governed by the Poisson function. The Schottky
equation (Eq. (7.31)] gives the mean-square flu ctuations in th e current.
For a pulse-counting sys tem, the number of counts n, obtained

during sample time -r varies from time to time. However, the average
number of counts;;-; for a sample time is independent of time (assuming the
photon source is stationary in time), and the steady sample rate ;;;; is
(17.14)

n0 = nT/T

The mean-square deviation in the count rate for a sample time

T

is

(17.15)
which is large for small sample times. The rms count rate deviation is given
by
8n(rms) ~

(ii 0 ) 112

(17.16)

For example, the rms deviation in the count rate for an average of 100
counts/sis ± 10 couri ts;s or ± 10%. On the other hand, a count rate of 10 4
counts/s has an rms deviation of only ± 1.0%. It follows that the SNR is
SNR ~ n 0T/(n 0T)

112

~ (n 0T)

112

( 17.17)

The sample time T corresponds to the sa mple frequency / , , which
mu st be es tabli shed in accordance with the sa mpling theorem as follows: A
modulated signal can be completely reproduced provided that the sa mple
frequency is

/,

~

2/m

(17.18)

where fm is the maximum frequency for which the signal contains sufficient
energy to be significant. It therefore follows that the information bandwidth
is

8/

(17.19)
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The cathode-to-first-dynode voltage is made relatively large so that
photoelectrons andjor thermionic electrons experience greater gain than
electrons emitted from any dynode. Pulse-counting techniques provide an
advantage only when photocathode thermionic electrons have been
eliminated by design or by cooling. The ultimate limit to the pulse-counting
technique is set by electrons emitted from the cathode that result from
cosmic events-gamma rays, secondary beta rays, etc.

EXERCISES
I. Verify Eq. (17.12) using the value of the atomic constants given in the appendix
and unit analysis.
2. The dark current of a multiplier phototube is measured across a load resistor R L.
The multiplier bas a gain of 10 6 . Find the value of R 1" that yields thermal
noise voltage equal to the shot noise for an anode dark current of 10 - 9 A.
Hint: Assume the dynamic resistance of the multiplier phototube can be neglected. Also assume k ~ I and T ~ 300 K.
3. A photometer is required to monitor both ampli tude and rate of change of the
N{ emission of the active thermosphere. The maximum sterance [radiance] for a
Class Ill aurora is 1 X 10- 8 W cm - 2 sr- 1 . The aurora contains modulation
frequencies up to 100Hz. A design goal of 10 5 dynamic range is desired with 1°
full·angle field of view. Given: Photocathode size ~·in diameter, filter 3940 A,
bandwidth 30 A, optical efficiency 0.2, Tl "" 0.24, f = 2 optics. tube type 4516

(Table 17.1). Find the NER, dynamic range, and the collector diameter and
focal length. Hint: Dynamic range ~ I x IQ- 8 /NER.
4. A figure of merit for an amplifier is its equivalent input noise resistance (based
upon thermal noise J4kTR ). Consider the shot noise- limited electron multiplier
as an amplifier-find its equivalent input noise resistance. Given: Cathode
current 1 X 10- 15 A, gain 1 X 10 6 , load resistor 1 X 10 7 ohms, T = 300 K.
Compare this with a high·quality operational amplifier for which the input noise

voltage is I

X

10- 8 Vj Hz 11'-
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18

Blocked Impurity
Band Detectors

18.1

INTRODUCTION

Historically , the development of blocked impurity band detectors (BIB)
resulted from a need to further reduce nuclear radiation effects on extrinsic
semiconductor long wavelength infrared (LWIR) detectors.'
Very thin detectors are desired since the gamma response rate is
related to detector volume. Such detectors required high doping concen·
!ration to obtain adequate quantum efficiency. However, the required high
doping concentration leads to excessive impurity conduction dark current

and the associated noise. 2
Extrinsic germanium photoconductive detectors, first developed in
the late 1960s required an active IR depth of 3 mm in order to obtain
acceptable quantum efficiency.
Extrinsic silicon detectors , developed in the early 1970s, were possible
with an absorption depth of the order of 200 JLm, a significant improvement
over that required for germanium.
The blocked impurity band (BIB) detector design was reported in
1980 as a method of further reducing gamma response on LWIR detectors.
These detectors exhibit good quantum efficiency in absorption depths of
less than I 0 JLm.
Other advantages of BIB detectors , such as reduced optical and electrical crosstalk , and improved uniformity of response , resulted from their
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thinness and amenability to epitaxial fabrication, and were recognized as

early as 1979.
In addition these detectors were not expected to exhibit various nonlinear effects associated with multiple time constant response observed in
ordinary extrinsic detectors operated at low backgrounds.
The performance characteristics of the first devices of this type were
reported at the NOSC Conference on Extrinsic Silicon Detector Behavior,'
and the 1980 IRIS Detector Specialty Group Meeting.' Significant development of BIB detectors has occurred since then and most of the anticipated
performance characteristics have been realized.
18.2

NUCLEAR HARDENING

The problem of nuclear hardening can be illustrated in the case of a mercury-doped germanium detector used in 1971 in a rocket-borne circular
variable-filter (CVF) spectrometer Model HS-1, designed to make measurements of the airglow emissions in the upper atmosphere.' This large
volume detector (3 x 3 x 5 mm) exhibited some 54 noiselike events
between launch and tip-eject , a period of 78.5 s as illustrated in Fig. 18.1.
Similar events were recorded in the laboratory, during prelaunch countdown, and throughout the flight.
The time distribution (see Fig. 18.2) of the high-intensity pulses exhibits a maximum number density of 1.4 per second as the payload was
passing through the 15 to 30 km altitude range which corresponds to the
level where the mean number density of energetic particles (and presumably
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Figure 18.1 Typical noise spikes resulting from gamma events that occurred during the
1971 rocket flight of CVF Spectrometer Model HS-1 .

MULTIPLE TIME-CONSTANT RESPONSE
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TIME FROM LAUNCH (SECONDS)

Figure 18.2

Gamma pulse events yielding no less than 10 V referred to the high-gain

output. (Number of events per 5-s interval.)

gamma events) and the resultant atmospheric ionization peak' as shown in
Fig. 18.3.
All the energy of a gamma ray is converted to free carriers almost
instantaneously within the volume of the detector; signal levels observed,
during the above described passage, corresponded to energy levels ranging
higher than 100 mev , driving the transimpedance amplifier (TIA) into saturation.

The HS-1 spectrometer employed a de reset system that provided for
de-coupled output between reset operations that occurred between each
scan when a mask passed over the detector. The occurrence of gamma
events during a de reset resu lted in loss of data for a period of several scans
as the system attempted to correct for the large offset introduced by the
event.

The requirement to develop nuclear-hardened detectors for military
IR sensors includes naturally occurring events as observed above , as well
as those associated with possible nuclear weapon deployment.
18.3

MULTIPLE TIME-CONSTANT RESPONSE

In addition to the gamma response , these early germanium and silicon
detectors exhibited anomalous response resulting from dielectric relaxation
effects (ORE) and trapping '
The performance of a 1 x 1 x I mm helium-cooled photoconductivedoped germani um detector, coupled to a transimpedance (TIA) preamplifier , was experimentally evaluated for multiple time constant effects.
Figure 18.4 illustrates the detector response to a square wave of ra-
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Figure 18.3 Cosmic radiation as a function of altitude. (From C. F. Campen , Jr., Ed .,
Handbook of Geophysics, USAF Air Research and Development Command, Air Force
Research Division , Geophysics Research Directorate , Macmillan, New York, 1961 , p. 18+4,

Used with permission.)

diant ftux 4 The fast portion of the response (TIA·Iimited) exhibits a rise
time of about 3 x I0 - 3 s which is not bias dependent for voltages above
abo ut 4 Y. This corresponds to the TIA design frequency response of about
116 Hz. The dielectric relaxation time constant is indicated by a continued
but slower bias·dependant rise of the signal after 5.0 ms.
DRE is evidently a function of bias, as shown in Fig. 18.4. The fact

1/ v~v
17/' ~ ----~ ~

,\ 1 v

v

I

4V

3V

~~

f/
Figure 18.4

2V

lt/ div

I
~~
'\;
~

5 m

c/ div

~~~

Aerojet Electro-Systems Corporation detector (GeHg) 1 x 1 mm, Serial No.

X-42-55-61 ; oscillogram of response for constant irradiance versus bias at essentially zero
background illustrating bias dependence of fast and slow portions of response and trapping.
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that the pulse begins at I V rather than zero is evidence of a third time
constant characteristic of the detector. Apparently carriers arc trapped
within the detector, producing a large de offset. These trapped carriers are
swept out of the detector at a rate corresponding to a time constant of
approximately 85 s. This was determined by observing the fall time (to
zero) when the source was turned off.
The frequency response of the germanium detector is illustrated in
Fig. 18.5 where the response below 300 Hz is attributed to ORE . The
response above 300 Hz corresponds to the TIA-Iimited fast response.
Figure 18.6 illustrates the effect of ORE on the linearity of an indiumdoped silicon detector used in the infrared background signature survey
(IBSS) sensor.' The log-log graph exhibits a 45° slope for linear systems.
These data indicate that ORE is also a function of total signal as well as
bias. An increase in detector response of a factor of 1.5 is observed midrange . At higher levels a soft-clip saturation effect that is attributed to the
TIA voltage sensitive feedback resis tor is obse rved.
The wavelength dependency of ORE in arsenic-doped silico n detectors is illustrated in Fig. 18.7: the case of a circular variable-filter (CVF)
spectrometer-' Here the linearity is evaluated over a range of 6 to 20 I-'m.
An increase in responsivity of about a factor of 2 is observed between low
and high backgrounds. In addition , a relative change of about a factor of
2 is observed between 6 and 20 I-'m.
Multiple time constant effects are very complicated and greatly increase the calibration effort to fully characterize the resultant nonlinear
operation. The use of such detectors in Fourier transform spectrometers
(interferometers) can produce problems: The nonlinear response, a function of bias , wavelength , and irradiance , results in the formation of false

,.
10
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0 -

I
10"

10
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1

10'

FREQUENCY tHzl

Figure 18.5 Germanium detector preamplifier frequency response at 4.0 V bias (see Fig.
18.4) . The response below 300Hz is attributed to dielectric relaxation effects.
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Figure 18.6 An indium-doped silicon detector, utilized in the infrared backgrounds signature
survey (IBSS) sensor, exhibits an increase in response of a factor ol1. 8 as a result of ORE
effects. The soft-clip saturation at higher levels is attributed to the voltage sensitivity of the
TIA feedback resistor.

spectra' as shown in Fig. 18.8. Such nonlinearity is so complex that it is
virtuall y impossible to lineari ze the data.
18.4

PHOTOCONDUCTOR OPERATION

A simple energy model , useful to explain the optical properties of a crystalline sem iconductor detector is shown in Fig. 18.9. The electrons can
occupy various e nergy states, or bands. The fi lling of the bands follows the
rule that the lowest energy bands a re filled first , the next lowest , and so
on until all the electrons have been accommodated. The energy level of
the highest filled state is called the Fermi energy level (at 0 K). Spaces
between the bands are called forbidden energy gaps. 10
Semiconducti ng materials are characterized by a nearly fu ll vale nce
band whic h is separated from a nearly em ply conduction band by an energy
gap. Thermal energy, or the absorption of a photon of sufficient energy ,
can move electrons to the conduction band and leave vacant states, called

holes, in the valence band. Both electrons and holes serve as charge carriers.
When on ly valence and conduction states are in volved the material is said
to be intrinsic or pure.
A photoconductive detector consists of in tri nsic semiconductor ma-

terial as illustrated in the energy diagram , Fig. 18.9. A photoelectron is
produced whe n the energy of the incident photon is
he/ A ~(£,-

£ ,)

(18.1)
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Figure 18.7

Relative flux input versus absolute output voltage illustrating wavelength de-

pendent nonlinearity ascribed to ORE effects.

(where £ , is the conduction and £ , is the va lence energy levels); then an
electron is liberated from the valence band into the conduction band and
a corresponding hole is produced in the valence band. The longest wavelength for which the photon has sufficient energy to produce a free electron
is given by
A :s he / (£, - £ ,)

(18.2)

which for silicon is about 1.0 JLm. The liberation of electron charge carriers
reduces the resistance of the semiconductor. The response consists of a
resista nce change which can be measured usin g the bridge circuit (see Chap.
19).
An impurity introduced into the material of higher or lower valence
may contribute electrons to the conduction band or holes to the valence
band. An impurity with an excess valence electron results in an n-type
extrinsic semiconductor. The impurity is referred to as a donor because the
majority carriers are electrons. A p-type semiconductor results from an
acceptor impurity that accommodates electrons from the full valence bands ,
the resultant holes in the va lence band are the majority carriers 10
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Figure 18.8 Illustration of the production of ghost spectra by response nonlinearity. Harmonics of the band-limited input are evident on the upper response versus wavenumber.
The lower curve shows the interterogram that exhibits some soft clip.

In particular, the valence bond for silicon is 4; an inpurity , such as
arsenic, has a valence of 5. Only four of the arse nic e lectrons can participate
in the bonding; but the fifth electron does not go into the conduction band.
It is attracted to the positively charged region of the impurity atom. However, the binding energy is much less. A free e lectro n can read il y be excited ,
by the rm al energy or by the absorp tio n of a photon, to the condu ction
band . It is called a donor , since it donates conduct ion electrons without
producing holes in the valence band. It is therefore an 11-type extrinsic
semiconductor since the electrons added in the condu ction band out number

CONDUCTION
ELEC TRON

Figure 18.9 Energy model for intrinsic semiconductor material illustrating the liberation of
an electron from the valence band to the conduction band requiring a photon of energy
E, - E~. (From R. M. Rose, L. A. Shepard , and J . Wulff, The Structure and Properties of
Materials, Vol . IV, Wiley, New York, 1967, p. 96. Used with permission.)
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the holes in the valence band and the e lectrons are the majority carriers
and holes are the minority carriers.

An e lectron and a mobile o + charge are liberated at the donor site
when the photon energy is greater than Ec - £ 0 as shown in the energy
diagram of Fig. 18.1 0. For silicon doped with arsenic the detector response
is extended to about 30 J"m.
With a bias applied, the electrons drift toward the positive contact,
where they are collected , while the o + charges drift toward the negative
contact.
The doped 11-type active region has an unavoidable , but small concentration of acceptor impurities, usually of boron (valence 3) which are
all ionized. Charge neutrality requires an equal number of ionized donors.
While the electrons, at these acceptor sites, are bound , the positive charges
associated with ionized donor sites (D + charges) are mobile. The transport
of o + charges in an applied field involves their trapping and detrapping
near acceptor sites. The presence of empty states below the conduction
band traps electrons. There also exist imperfections and surface effects that
act as traps and recombination centers.
18.5

BIB OPERATION

The operation of the blocked impurity band detector (BIB) is as fol lows:
The device consists of two epitaxial layers deposited on a degenerately
doped n-type substrate as illustrated in Fig. 18. 11. The substrate behaves
as a conductor and constitutes one of the detector contacts.
The first of the epitaxial layers is heavily doped (but not degenerately)
and constitutes the active I R layer of sufficient thickness to provide the
desired quantum efficiency. The second layer is intrinsic , or pure, and
provides the blocking layer. A shallow n + implant provides a transparent
contact and constitutes the second detector contact which also defines the
sensitive area.

>

"~
w

b-7'7777:'77,-1
~CL.L.L.~

Figure 18.10

Energy model for extrinsic n-type semiconductor material illustrating the

liberation of an electron from the donor level to the conduction band requiring a photon of
energy Ec : £ 0 . (From A. M. Rose, l. A Shepard, and J. Wulft, The Structure and Properties
of Materials, Vol. IV, Wiley, New York, 1967, p. 101 . Used with permission.)
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TRANSPARENT ELECTRODE
PURE BLOCKING LA YEA

/

DEGENERATIVE SUBSTRATE

Figure 18.11 Illustration of the construction of a BIB detector consisting of two epitaxial
layers deposited on a degenerately doped n-type substrate. The first layer is the extrinsic
active !R region, the second is the intrinsic blocking layer. A shallow n · implant provides a
transparent contact defining the detector active area. (From M. D. Petroff, and M. G. Stapelbroek "Spectral Response, Gain, and Noise Models for IBC Detectors," IRIS Detector
Spec. Grp., August 1985. Used with permission.)

As with photoconductive detectors described above, there is a small
concentration of acceptor impurities which are all ionized.' Charge neutrality requires an equivalent number of ionized o• charges which are
mobile. With no incident IR , applying a positive bias on the transparent
electrode creates a field that drives the excess o• charges toward the
substrate while the blocking layer preve nts the injection of new o· charges.
A region depleted of o • charges is thus created. Its width depends upon
the applied bias and on the residual acceptor concentration , and a negative
space charge remains in the depletion region.
The width of the acceptor region defines the active volume of the
device because an appreciable electric field exists on ly in this region. Without photo or thermal ionization , the depletion region is , ideally ,
a perfect insulator. The energy-band diagram, Fig. 18. 12 , illustrates the
adsorption of an I R photon by a neut ral donor creating an electron and
D ' pair, both charges are swept out of the active IR layer. Under reverse
bias conditions the electron is swept out and collected by the transparent
contact in an extremely short time (ns). The donor charge drifts toward
the substrate and is collected there. Because the active IR region is depleted
of o • charges , the collection efficiency for electrons is very high. Electrons
cannot be trapped so that BIB detectors a re free from multiple time constants. In addition , the conduction band electron concentration is very low
and the collection efficiency of o • charges is very high L 11
The blocking layer does not impede the motion of any e lectrons that
may appear in the conduction band ; the blocking layer only blocks the
large impurity conduction current that would ordinari ly be present upon
the application of bias.
18.6

NOISE

Under "' low-bias" operating conditions each carrier pair, electron and mobile D + charge , whether generated optically or thermally , causes, upon
collection , one electron charge to flow through the detector circuit.'

281

NOISE
TRANSPARENT ELECTRODE
BLOCKING LA Y EA

IR ACTIVE LA YER
/ /

/

/

DEGENERATE SUBSTRATE

/

ICONTACT SJ

/

r

IR PHOTON

~

I

I

I
I

I
I
I

f%-L~~ i

l...r

~

~

l

I

:

:?1

I

~

I

-

-

ENERGY GAP

-

VALENCE BAND

I
I

~ _j
Vi

CONDUCTION BAND

I

- - - - - - -1

I

~

~ ~

w

I

I

_____________ l ______ ,
I

I

I

LENGTH

II

-~

Figure 18.12 Energy-spatial model of the BIB detector illustrating the bias field and the
absorption of an IR photon by a neutral donor which creates an electron - D • pair. Both
charges are swept out of the active IR region and collected on the contacts. [From S. B.

Stetson et al., "Design and Performance of Blocked-Impurity-Band Detector Focal Plane
Arrays, " Proc. Soc. Photo-opt. lnstrum. Eng.-lnfrared Detectors, Sensors, and Focal Plane
Arrays, 686, 51 (1986). Used with permission.]

The simple model for reversed-biased photo diodes is directly applicable for this low-bias case and the noise is given by the Schottky formula
and is free of the recombination noise usually associated with photo conductors .1 Thus , the mean-square noise current is given by

7'{, = 2e/o tlf

( 18.3)

[A' ]

where e is the electronic charge (1.6 x I0 - 19 C), tlf is the noise bandwidth
[Hz], a nd / 0 , the average detector current is given by
/0

whe re

= e[7J<G> E, + g(T)<G> ]A d

[A]

(18.4)

7J<G> is the quantum yield
7J is the quantum efficiency [electron charge per photon]
< G > is the average gain [unitless]
£,is the background photon flux [q cm - 2s- 1]
g( T) is the thermal generation rate [electron-charge cm - 's- 1]
Ad is the detector area [em' ]

Equation (18.4) can be thought of as the charge-carrier generation rate in
units of amperes. The first term gives the current due to the background
flux while the second term gives the dark current due to thermal excitation.
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The low-bias model gives conditions for unit y gain. A high-field effect
called " impact ionization" sets in when the electric field exceeds 1000 V / em.
Impact ionization provides a gain mechanism for photoelectrons. 12
Impact ionization can be visualized when photoelectrons , after being
accelerated in the high-bias field, collide with additional bound-donor electrons: two free electrons and an ionized donor are present at the donor
site. Thus, more than one electron results from the absorption of one
photon.
The occurrence of a collision and the energy level of the free electrons
is governed by probability theory; consequently , the gain varies randomly
and the operation of the detector exhibits an average gain <C> and an
excess noise factor known as "gain dispersion noise" given by
(3

= <G 2>/<C> 2

(18.5)

which is the spread or variance of the gai n.
This factor appears in the shot-noise equation

/), = 2e<G>f3lo t>.f

(18.6)

for background-limited noise in the detector, and / 0 is the average current
due to background. At low bias , impact ionization is very improbable and

both < C > and < C 2 > are unity so that (3
18.7

= I and there is no excess noise.

CURRENT RESPONSIVITY

The responsivity is given by the familiar expression , Eq. (16.7) derived in
Chap. 16, where 1J<C> is the quantum yield

ell,

= l]< G >eA!hc

[A / W]

(18.7)

Example/: Find the current responsivity for a typical BIB detector ope rated in the low-bias mode.
Given:

The peak wavelength is 24 JLm , and the quantum yield is 0.9.

Basic equation:

ell, = 1J< G>eA!hc
Assumptions:

Solution:
A

· '

(A / W]

(18.7)

None

The responsivity is given by

= 0.90 (e/q)

X

1.6

6.6 x 10

X
34

I0 - 19 (C /e ) X 24 x J0 - 6(m)
(Js) x 3 x 108(m /s)

= 17.45 A / W

Relatively high values of current responsivity are possible.

•
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18.8

NOISE EQUIVALENT POWER

The noise equivalent power (NEP), for the low-bias case, where the gain
is very nearly unity is given by the ratio of the shot-noise current to the
responsivity . An interesting case is for "low background " operation where
the background current is essentially zero.
The detector is intended to operate at low temperatures where thermal
generation of free electrons is negligible. A limiting solution can be found
for NEP in which it is assumed that the noise arises from the detector load
resistor. The following example illustrates this limiting solution.

Example 2: Find the limiting·case solution for the NEP of a BIB detector
with the characteristics given in Example I. Assume the limiting noise
is the Johnson-Nyquist noise from the detector load resistor.
Given:
10 K.

The detector load resistor is 1 x 10 10 ohms and is operated at

Assumptions: The background, to which the detector is exposed, is
also cooled to 10 K and the average background detector current can
be neglected . In addition, it must be ass umed that at 10 K the thermal
generation rate can also be neglected . 1n addition, the noise bandwidth
is unity.
Basic equations:

IN= (4KTt.f/ RL) 112
NEP

(7.24)

[Arms]

= IN/ !II,

(6.2)

[WJ

Solution: The NEP is given as the ratio of load-resistor thermal noise
to the current responsivity (given in Example 1):

IN= (4

X

1.38

= 2.35

where

X

X

J0 -

JQ - 23 (JK - 1)
16

X

10 (K)

X

1 (Hz)/ I

X

10 10 (ohms)] 112

[Arms]

RL is the detector load resistor [I x 10 10 ohms]
Tis the temperature [10 K]
t.f is the noise bandwidth [unity Hz]

The NEP is
NEP = 2.35 x I0 - 16 (A rms) / 17.45 (A / W)

1.35

X

J0 - 17

[W]

•
In normal low background operation , the thermally generated shot noise
may contribute to the noise. Typically, NEP values near 1 x I0 - 16 W I

Hz 1' 2 are obtained.
18.9

ARRAY COUPLING

A multiplexer is used to read out the BIB detector array. This multiplexer
is designed as a large·scale integrated circuit that the detector array can be
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directly imerfaced with as illustrated in Fig. 18.13. Each detector , and
associated clock , supply voltage, a nd detector bias line is interconnected
using an indium bump bond. A shift register, driven by appropriate clock
drives, seq uentially connects each detector to an output busn
The multiplexer must have the abi lity to operate at cryogenic temperatures (<20 K) ; very low powe r, low no ise, high dynamic range, and
exhibit radiation hardness.
Unlike a charge-coupled device (CCD) the BIB multiplexer directly
integrates the charge from an individual detector pixel on the input capacitance of a MOSFET source-follower amplifier , converting the charge to a
voltage. The resulting voltage is directly read out on a bus.
A special cryogenic MOSFET was developed" for this application,
and the resulting multiplexer design is referred to as a SWitched mosFET
(SWIFET). The combined detector and multiplexer chip is referred to as
a " hybrid. "
The hybrid consists of the detector array, corresponding input circuits,
and a scanning circuit which consists of shift registers with reset and access
drivers and output line amplifiers.
A simplified schematic diagram, and associated timing diagrams are
illustrated in Fig. 18.14. node A, of the detector is attached to the source

HYBRID ARRAY

NPLANTED

BURIED CONTACT

BLOCKNG
LAYER

CROSS SECTION OF A BIBIB
HYBRID
Figure 18.13 Illustration of the BIB SWIFET hybrid (top view), cross section showing backilluminated hybrid configuration (bottom view). The multiplexer covers the transparent electrode, so the detector is illuminated through the degenerative substrate.
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Figure 18.14 Hybrid SWIFET input circuit and timing diagram. The presence of the access
pulse connects node A to the output bus; the reset pulse resets node A and the output bus
to the bias voltage. The output signal AVis the difference between the node A voltage after
integration and after reset to V8 . [From S. B. Stetson et al., "Design and Performance of
Blocked-Impurity-Band Detector Focal Plane Arrays ," Proc. Soc. Photo-opt. lnstrum. Eng.lnfrared Detectors, Sensors, and Focal Plane Arrays, 686, 55 (1986) . Used with permission.]

of the reset MOSFET and to one gate of the access MOSFET. The capacitance is the parallel combination of both the detector and multiplexer
capacitance. Node B, the detector substrate, is connected to the return line
so that appropriate bias can be provided through the reset MOSFET. The
timing diagram illustrates the access and reset pulses ge nerated by their
respective drivers.
Operation of the multiplexer is as follows: When a particular cell is
accessed by the shift register and a reset pulse applied , node A is set to
the bias voltage V0 . Then node A voltage is permitted to float when the
reset returns to its low value. The node A voltage decays as illustrated in
Fig. 18. 14 as the capacitor discharges through the detector. At the end of
the integration time the access MOSFET is turned on , connecting the bus
to node A. The voltage is sampled and held by an off-chip analog-to-digita l
(A I D) converter. While the access pulse is still on , the reset pulse is app lied
again , the voltage on the bus assumes a value proportional to VIJ , which is
also sampled and held . The output signal , V510 as shown in Fig . 18.14, is
obtained as the difference between VA and V 8 in a process known as " digital
double-correlated sampling ." This process re moves any I I f noise at frequencies below 11 T1NT· including drift.

18.10

BIB DETECTOR PERFORMANCE

BIB detector performance is illustrated for an array to be utilized in a
sampled system. The following parameters have been reported " for a 500element array: The effective capacitance CEFF = 0.61 pF. The mean dark
current is 12.3 pA and the corresponding mean read noise voltage VN =
34 !J. V, which corresponds to an input referred noise in units of electrons
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pe r sample [el/spl] of
[e l/ spl] (rms)

(18.8)

for a n integration time of 1.25 x w- s, and a bias of 2.0 V.
It is also reported that the dark current for an unmultiplexed detector,
from the same wafer, is about 4 pA . The shot noise and multiplexer noise
are considered to be statistically independent so they combine according
to the square root of the sum of the squares, thus the equivalent shot noise
contribution is about 42 electrons and the multiplexe r and bias noise are
about 123 electrons.
Using the above information we can project the following performance:
The shot noise N 5 is proportio na l to the sq uare root of integration
time, therefore
3

2

N

s

= [
T LNT
]'
1. 25 x w- 3

X

42

[el/spl]

(18.9)

The multiplexe r and bias noise is fixed at N" = 23 e l/ spl.
It is ass uming that the sa mple and held o utput is conve rted to a digital
signa l using an analog- to-digital converter. T he usual crite ria is to set the
1-bit level equal to the noise fl oor. The rms quantization noise is theoreticall y equa l to 1-bit divided by the sq uare root of the number of bits. Thus,
rms no ise for a 12-bit A I D conve rter is
NAID

= (Nl + N),) 112 1 ( 12)' 12

[e l/spl]

(18.10}

The noise-equi vale nt electrons NEE (the noise floor) which depends
upon integration time is given as follows:
NEE

= (Nj +

N~,

+

N~10)' 12

[e l/ spl]

(18. 11)

The noise-equivalent input NEI is given by
NEI = NEE / T)<G>

[el / splj

(18. 12)

where T)<G> is the quantum yield [see Eq. ( 18.4) [.
The noise-equivalent flux NE<I> ,in units of quanta per second is given
by
NE<I>

= NE1 / T1Nr

[q is]

(18.13}

Finally the photon noise, correspond ing to NE<I>, is given by
N, = (NEE} '12

[el /spl]

(18.14)
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Table 18.1

BIB DYNAMIC PERFORMANCE

Parameter

Symbol

Integration time

TrNT

Shot noise
Mux and bias noise
A I D noise

N,
NM

Value

N AIO

Noise-equivalent electron

NEE

Quantum yield
Noise-equivalent input
Noise-equivalent flux

'I< G>
NEI
NE<I>
N,
NEP

Photon noise

Noise-equivalent power

Units

ms

10
11 8.8
123
49.3
177.98
0.9
197.76
1.98 X 10'
13.34
1.6 X JO · "

el/spl
el/spl
ellspl
el/spl
unitless

el/spl
q/s
el/spl

w

The peak wavelength noise equivalent power NEP is given by
NEP(A, )

= NE<I> x

[W]

he/ A

( 18.15)

The signal-to-noise ratio is given by the ra tio of the output to the
combined focal pl ane and photon noise. Table 18.1 contains the solution
to Eqs. (18.9) through (18.14) for the case of an integration time of 10 ms.
The dynamic response is calculated , using a compute r program , to
generate the data given in Table 1 ~.2.
The dynamic response data give n in Table 18.2 are plotted in Fig.
18. 15 . The response is plotted over the range of 12-bit A I D converter
assuming the detector response is linear. The combined shot, mux , bias,
and A I D noise , which is referred to as the focal-plane noise (FP) , is constant. The photon noise is plotted separately from the focal-plane noise so
that it can be clearly seen when the syste m becomes photon-noise limited .
This occurs at about a SNR of I00. Reducing the focal-plane noise would
Table 18.2

BIB DYNAMIC RESPONSE

Input
(q / s)

1.98e

5.93e
1.38e
2.97e
6.13e
1.25e
2.51e

5.04e
I.Oi e
2.02e
4.05e
X. IOe

+
+
+
+
+
+
+
+
+
+
+
+

Noise

Output

(W)
4 1.63e - 16
4 4.89e - 16
5 1.14e - 15
5 2.45e - 15
5 5.05e - 15
6 1.03e - 14
6 2.07e - 14
6 4.16e - 14
7 8.33e - 14
7 1.67e - 13
7 3.34e - 13
7 6.67e - 13

Bits

I
2
3
4

5
6
7
8
9
10
II
12

Cnts

el / spl

1
178
534
3
1246
7
15
2670
55 18
31
11214
63
127 22606
45390
255
5 11
90958
1023 182094
2047 364366
4095 7289 10

Performance

FP

PN

Total

SNR

Tint

178
178
178
178
178
178
178
178
178
178
178
178

13
23
35
52
74
106
150
212
30 1
425
602
85 1

178
179
18 1
185
193
207
233
277
349
461
628
870

I
3
7
14
29
54
97
164
260
395
581
838

I.OOe - 2
I. OOe - 2
I.OOe - 2
I.OOe - 2
I.OOe- 2
I.OOe - 2
I.OOe - 2
1.00e - 2
I.OOe - 2
I.OOe - 2
I.OOe - 2
I.OOe - 2
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Figure 18.15 Dynamic response for a typical SWIFET BIB array. The integration time is
10 ms, the system becomes photon-noise limited at a SNR of about 100. The focal-plane
noise (FP) is a function of integration time.

simultaneously improve the SNR and the NEP. In any case, optimum SNR
is obtained whenever the system is photon-noise limited.

EXERCISES
1. Show how the value of the thermal noise-limited NEP varies with the detector
load resistor over the range of RL = I x 10' through I x 10w ohms in steps of
10. Hint: follow Examples 1 and 2 in the text and assume similar detector
performance parameters.
2. Following the example of the data in Table 18.1 , using Eqs. (18.9) through
(18.15), create a new table where the paramete rs are given for an integration

time of I, 2, 4, and 8 ms. Provide the results in tabular form including extra
columns for the indicated integration times.
3. Following the example of the data in Table 18.2. generate a graph like that of
Fig. 18.15 (use log- log paper and plot by hand or use computer software if
available to you) for the data of Exercise 2 for integration times of 1 and 8 ms.
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chapterl9
Low-Noise Preamplifiers

19.1

INTRODUCTION

The detector of optical radiant energy is a transducer that produces an
electric signal response to incident energy rate or incident photon rate. This
chapter deals with circuits and devices uti lized to convert the detector signal
into a useful voltage level.
The circuit designer is concerned primarily with the volt-ampere ( V-1)
characteristics of the detector. An opti mum design is one that couples the
faint electric signal into the am plifier circuit without degrading the detector
performance.

19.1.1

Photoconductive Detectors

A photoconductive detector is one for wh ich the resistance is inversely
proportional to the photon rate. Thus, a method must be devised to
measure the resistance change. This can be accomplished by using a bridge
circuit as shown in Fig. 19.1. The change in the detector resistance R, that
occurs when inc ident photons are absorbed causes an imbalance in the
bridge, providing an indication on the galvanometer G. The variable
resis tor in the right arm of the bridge is adjusted to null the dark signal.
Normall y detectors are used with light choppers to avoid ljf noise
that is present in semiconductors. In this case, the right arm of the bridge
and the galvanometer can be replaced with a capacitor and ac amplifier.
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Figure 19.1 Bridge circuit for measuring resistance change
of a photoconductive detector.

The capacitor effectively blocks the dark signal and couples only the
changing voltage at the junction of Rd and R L into the amplifier. This is
illustrated with the circuit of Fig. 19.2. The bias current is given by
(19.1)

[A]

where R L is termed the " load resistor" and R d is the "dark" resistance of
the detector. The resulting voltage at point P is obtained for the circuit as

V=~
p

RL + R d

[V]

(19.2)

Only the change in VP' for a change in R" , is coupled into the amplifier.
This can be obtained by assuming that the illuminated detector resistance is
R d- tJ.R , thus
tJ.V,

=

VbRL
(Rd+Rc)

2

tJ.R

=

l bRL
---tJ.R
Rd+RL

[V)

(19.3)

where Ih is the bias current. The output tJ.V, is a linear function of tJ.R ,
provided that tJ.R « Rd. This equation is often written in the form

[V]

(19.4)
1

where F = R 1/ (Rd + Rc) is called the "bridge factor. " For constant bias
voltage, the condition R d = R L yields the maximum output.
Anoth er circuit for photoconductive detectors is one that terminates

the detector in a short circuit. This is possible using an operational
amplifier as shown in Fig. 19.3. Feedback at the inverting input provides a

RADIATION

CHOPPER DISKFigure 19.2 Circuit for detector bias and ac amplifier.
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Figure 19.3 Operational amplifier circuit illustrating the virtual ground.

"virtual ground."' The output, for an ideal amplifier, is

- v,

V, ~ --RL ~ - l ,RL
Rd

(V]

(19.5)

Again, only the change in output for chopped radiation is of interest. The
change in the output for a change in detector resistance is given by
RL
LlV, ~
LlR d
(v]
(19.6)

-t,R
d

The output LlV,, is a linear function of Ll R d as with the bridge circuit,
provided LlRd « Rd.
Photoconductive detectors operated under reduced temperature conditions in the infrared exhibit very high resistance va lues, particularly when
operated under reduced background (enhanced) conditions. Thus, the detector resistance may be several orders of magnitude greater than the load
resistor. 3
19.1.2

Photovoltaic Detectors

Photovoltaic detectors are made from grown or diffuse junctions and can be
operated either in the unbiased photovoltaic mode or in the reverse photoconductive bias mode. The highest D* values are obtained in the unbiased
photovoltaic mode, while maximum response rates are obtained for biased

detectors.
The V-1 curve for a typical lnSb photovoltaic detector is given in Fig.
19.4. These data are obtained for the detector cooled to 78 K and shielded
at the same temperature from any ambient background. Figure 19.4 is
interpreted as follows: The slope, dv,ldi, represents the junction resistance
R and has a maximum value at V ~ 0. The detector capacitance is
proportional to area and is given approximately by C ~ 5 X 10 - s Fjcm2
A figure of merit for photovoltaic detectors is the RA product (where A is
the detector area). Limiting values of RA are achieved for given detector
types; thus, larger detectors have smaller resistance. Large detector resista nce values yield higher D* values as shown below. For this reason,
short-circuit operation (V ~ 0) yields superior performance.
Two V ~ 0 modes are possible: (1) A transformer primary winding
provides a low-resistance termination for the detector. The secondary
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Figure 19.4

The V-/ curve for a typical lnSb photovollaic detector. (Courtesy of Santa

Barba ra Research Center.)

wi ndi ng yields the out put voltage. (2) The operational amplifier vi rtual
gro und of Fig. 19.3 provides a ve ry low im peda nce termination for the
detector. The output voltage of the current-to-voltage converter is given by

(v]

(19.7)

where !l i s is detector signal current.

Typical InSb photovoltaic detectors have cu rrent responsivities of 2.0
A/ W. Si licon diffused junction detectors (0.3 to 1.1 I' m) have typical
curren t responsivities of 0.5 A j W .
19.1.3

Photoemissive Detectors

Chap ter 17 covered multiplier phototubes in detail. The V-1 characteristics
of a typical multiplier phototube de tector' are illustrated in Fig. 19.5 . The
data of Fig. 19.5 are inte rpreted as follows: The anode current is relatively
independent of anode-to-las t-dynode voltage provided the voltage is suffi ciently high. In the fi at region of the curves, the anode resistance R d =
dv/di > 200 megohms. Thus, the multiplier phototube behaves as a highimpedance current source.

The basic circuit fo r a multiplier phototube is given in Fig. 17.4. The
ac-equi vale nt circuit fo r a multiplier phototube is give n in Fig. 19.6 , whe re
Rd is the anode-to-last-dynode dynamic resistance ( dv/ di ) and the corre-
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o_L---~--~,o~----~,oo~------~,oo~--L-~2~o~o--
ANODE-TO-LAST-DYNODE VOLTAGE ( VOLTS )

Figure 19.5 Typical V-1 curves for a multiplier phototube detector.

spending voltage is

~VA.

A node equation for point P gives
-~v

= _ _A

~j

+~i

Rd

.J

A

(A]

(19.8)

where M , is the signal current given by the product of the current
responsivity !ftc in amperes per watt and the incident flux <l>e in watts:
(19.9)
and where ~VA represents a decrease in the interelectrode voltage due to the
flow of anode current in R L (see Fig. 17.4) and where ~i A is the anode
current.

Linear operation of the multiplier tube' req uires that
ble compared to M A' or that

~id

be negligi(19.10)

which occurs when R L << Rd. This condition is achieved by using the

ope rational amplifier of Fig. 19.3.
P-

1
C>VA

j

"' '•
Rd

RL

I

,;d

Figure 19.6 Equivalent circuit for a multiplier phototube where 6. V,. and Rd are the
last-dynode-to-anode voltage and dynamic resistance (dv ; di) , respectively.
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Figure 19.7

19.2

Circuit to illustrate the transfer function of the transimpedance preamplifier.

TRANSIMPEDANCE PREAMPLIFIER

The operational amplifier of Fig. 19.3 is referred to as a " transimpedance
preamplifier."' The following analysis of 1he transfer funclion and the
virtual ground of the feedback amplifier is based upon Fig. 19.7.
The transfer function is defined as
(19.11)
and is obtained by wriling a node equation for the point P.
(19.12)
which is true o nly if the current flow into the amplifier is negligibl y small.
An amplifier wilh an ex lremely low input current (or high input impedance)
is referred to as an "electrometer" amplifier. 5 - 8 The values of i 1 and i 2 are
oblained from the figure:

-V0 jA-Vo

(19. 13)

R,
where the a mplifier gain is given by

(19.14)
for an in ve rting operational amplifier. The characteristics of an electrometer

can be obtained using field-effect devices at Ihe amplifier input. High-quality junction FETs have input currents as low as 10 - ll A when operated at
reduced temperatures.
Solving Eq. (19.13) for the transfer function yields

V

T, =

- R (

~=~

I

I + (1 /A )(I + R 2j R 1)

)

(19.15)

which in the limit as A approaches infinity becomes
(19.16)
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~~
~Vo
Figure 19.8
ground .

19.3

Equivalent circuit of the operational amplifier to illustrate the virtual

VIRTUAL GROUND

The virtual ground at the inverting input of an operational amplifier is
obtai ned using Eqs. (19. 12) and (19.14) to ge t

; ~; ~ vp- v, ~ vp(1 +A)
I
2
R,
R,
and the input impedance

R in

(19. 17)

is

R,
l +A

(19.18)

as illustrated in Fig. 19.8, which approaches zero in the limit as A
a pproaches infinity.
T ypical operational amplifiers have de gains as high as 10 5 resulting
in an effective short-circuit termination fo r R 1•

19.4

FREQUENCY RESPONSE

The above analysis of the transfer function is valid only at low frequencies
because the effect of circuit capacitances has been neglected. The purpose
o f this sectio n is to co nsider the effect of circuit capacitances upon the
transfer function and to introduce frequency-compen sation techniques. 3
The circuit of the operational amplifier and detector-bias network
with th e associated shunt and input capacitances are shown in Fig. 19.9.
The bias supply is a zero-impedance de vo ltage; thus, the circuit of
Fig. 19.9 can be simplified by lumping th e detector and input capacitances
together in CT as shown in Fig. 19. 10, where the detector is represented
as a current so urce.

Figure 19.9

The circuit of the operational amplifier and detector bias network.
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oVo

Figure 19.1 0

Equivalent ac circuit for the operational amplifier.

The transfer function for the circuit of Fig. 19.10 is defined as
T,

= V,/i ,

(19.19)

which has the units of ohms, and gives rise to the term "transimpedance"
attributed to this current-to-voltage configuration.
The effect of the capacitances at higher frequencies is determined by
solving for the transfer function in the s domain, letting i , become a step
function , and determining the system response using the appropriate Laplace
transform' We proceed as before to write a node equation for point P:

(19.20)
and using VP =

-

V,/A to get

-v

i, = -' [RLCrs
R~,A

+ RLCLs + 1 + (RLCLs + 1)A]

(19.21)

It is necessary to factor out s to obtain a standard Laplace form:

(19.22)
or
- v.[R ~,Cr + RLCL(A + 1)]
RLA

(s +

A +1
)
RLCT+ RLCL(A + 1)
(19.23)

Letting is become a step function, the output is

A+ 1
R~,Cr+ R~,C~,(A

)-

1

+ 1)
(19.24)

We recognize Eq. (19.24) as a standard transform:
{3-1 ( - 1 )
s s +a

->

exp{ -at)
{3 _1- ___:_:..___;_
a

(19.25)
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where
(19.26)
and
a

The time constant T,
T
,.

~

~

A+ I
------.,.--.,RLCT + R LCr.(A +I)

(19.27)

! Ia [Eq. (19.25)] is given by

~ RLCT+ RLCL(A +I)~ R
A+1

(_s:_ +c)

LA+ 1

I.

(19.28)

Equation (19.28) is interpreted as follows: The input time constant R ~.Cr is
reduced by the gain, but the load resistor time constant R LCL is not.
The open-loop gain A of an operational amplifier is a function of
frequency. Typically the gain is 10 5 from de to 10Hz and then rolls off at 6
dB/ octave. The gain can be expressed as

A~~

(19.29)

f+a

where a is the frequency of the first pole and GB is the gain-bandwidth
product given by the product of the de gain and a; i.e. , typically GB ~
a X Ad, ~ 10'.
The following is an example calculation for an InSb detector based
upon the data of Fig. 19.4.
Example 1: Calculate the time constant and frequency response for a
1-mm-diameter InSb detector and an 1 X 10 9-ohm Eltec load resistor
(which has 0.2-pF shunt capacitance) in the circuit configuration of Fig.
19.2. Note: No feedback.
Given: The amplifier of Fig. 19.2 is a conventional high-impedance ac
amplifier (without feedback) using FET inputs to provide high impedance.

Basic equacions:

T, ~ R ,qCT

[s]

C ~ 5 X 10 - 8 Fj cm 2
1
[, ~ 27TT,
Assumptions:

(Time constant)
(For InSb detectors)
[Hz]

(7.3)

The amplifier is an ideal electrometer.

Solution: The detector of Fig. 19.4 has a V ~ 0 resistance of 7.8 x 10 8
ohms. The equivalent circuit resistance is the parallel combination of Rd
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and R v which for R 1 = 10 9 is
R,q

= 7.8

X 10 8 X 1 X 10 9/(7.8 X 10 8 +I X 10 9 )

= 4.38

X 10

8

The tota l input capacitance consists of the sum of the detector, stray.
and input capacitances. The detector capacitance is
Cd= 5 X I0 - 8 [Fjcm2 ] X 7.85 X 10 - 3 (cm 2 ]

= 393pF.

The stray capacitance is typically 2 pF, and the FET input capacitance
is 6 pF; thus,

CT = 393 + 2 + 6 = 401 pF
The time constant is

T,.

= 4.38

X 10 8 X 401 X

10 - 12 = 0.176 s

and the frequency response is

I=

1/(217

X

•

0.176) = 0.9 Hz

The above example illustrates the relativel y poor response of the
high-impedance detector circuits utilizing conventional ac amplifier techniques. The next example illustrates the frequency-compensating effect of
feedback at the input of an operational amp lifier electrometer.
Example 2: Calculate the time constant and frequency response for the
InSb detector of Example I , utilizing the operational amplifier configuration of Fig. 19.10.
Given: A Signetics FET input operational preamplifier type 536 is
used. The 536 has the following pertinent typical characteristics: Input
bias current is 30 pA, input capacitance is 6 pF, and the de gain is 10 5
The detector capacitance is 5 X 10 - 8 F jcm 2 The feedback resistor
R 1_ = 1 x 10 9 ohms, and CL = 0.2 pF.
Basic equations:

RL( __!i_ + CL)
A+ I
A = GB ! (f + a)
12 = l j 2wT,
T,

=

(19.28)
(19.29)
(7 .3)

Assumptions: The amplifier is an ideal electrometer, and at high
frequency the gain can be approximated as GB/ I and A > 1.
Solution:

The time constant is
T,

=

RLCrf!GB

+ RLCL

and the frequency response is

I=

l j 21TT,
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Eliminating the time con stant gives

RLCdiGB + R,_CL

=

112-rr f

whi ch is rewritten in quadratic form as

f

This equation can be solved for

utilizing the quadratic formula

b ± [( -b )' - -c ]1 /2
! -- - -

2a

2a

a

as follows:

b
2a

= 106 x 0.2 x J0 - 12 / (2 x 400 x 10 - 12 )

GB CL/ 2Cr

(b/ 2a)

2

2

= 250 = 6.25

GB

X

10

10'
- = -- - =
21T X 109 X 400 X 10 12 = 3 ·98 X 10'
c

I

250

4

c ]1 / 2
b )'
- -;;
[ ( 20

= (6.25

X

X 10

4

+ 3.98 X 10 5 ) 112 = 678.5

Thu s,

f=

- 250 + 678.2

= 428.5 Hz

where the positi ve solution is used.
Assuming C 1_ = 0 the solution is
6

GB

) "'

f = ( 27TR,_Cr

(

= 27T

X

)
10
109 X 400 X 10 12

"'

= 631 Hz

which illu strates the limiting effect of the load resistor time constant
that is not reduced by the gain in thi s configuration .
•
Example 3 illustrates the design considerations for a multiplier photo·
tube application.
Example 3: Determine the load resistor, time constant, frequency response, and system responsivity in volts/watt for a Type 4516 multiplier phototube operated in the de mode. The 5-ft-long coaxial cable
(capacitance 150 pF) is used to connect the detector to the type 536
operational amplifier. The load resistor must be chosen to yield a
dark-current ou tput voltage less th an 100 mY.
Given: The detector parameters obtained from Table 17.1 are as
follows: NEP = 6.33 X 10 - 15 W, cathode responsivity !ll,. = 7.9 X 10 - 2
A/ W. and cathode dark current i,. = 5 x 10 - 16 A. In addition, a
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I X 10 1 can be obtained by using a suitable

=

multiplier gain of G
suppl y voltage.
Basic equations:

(17.10)

fitA =fit,G

T, = RL (A~I

(19.28)

+CL)

A=~

(19.29)

f+a

The load resistor shunt capacitance is 0.2 X 10 - 12 F.

Assumptions:
Solution :

The dark output voltage is given by

V, (dc)

=

i,. X G X R L = 5 X l0 - 16 (Aj X I X 10 1 X R L (ohms]

= 100 mV
from which

R L = 2 x 10 9 o hms
The system responsivity is given by
fit(sys)

=

fitA(AjW) X R L(ohms j

= 1 .58

x

=

7.9 X 10 - 2 X I X 10 1 X 2 X 10 9

v; w

IO' '

The input capacitance is 158 pF, which includes 2.0 pF stray and 6 pF
FET input capaci tances and the 150 pF coaxial cable capacitance. The
time constant is

T,

RLCrf/GB + RLCL

=

I /2 -rr f

=

Using th e quadratic equation as in Example 2:

.!?._
2a

= GBCL =

10'

2Cr

2

X

X

=

0.2 X JQ - I2
158 X lO 12

632 91
.

2

(b j 2a ) = 4 .006 x 10 1
c

~ =
[( b
20

GB
2-rrRLCr

)'-

= 2-rr

~r /l =

X

2

X

1 x 10'
109 X 158

X IQ - I2

(4.006 X 10 1 + 5.037 X 10 1 )

=

112

5 037
·

X

= 950.95

Thus,

f=

- 632.91 + 950.95

=

318.04 Hz

where the positive solution is used.
Assuming CL = 0, the solution is
6

GB ) '"
(
j = ( 2-rrRLCr
= 2-rr

X

2

X

10
109 X 158

X

lO

12

) "'

=

710

lO'
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which illuslrates the limiting effect of the load resistor time constant as
in Example 2.
•
Examples 2 and 3 illustrate the frequency- response limitations of the
load resistor time constant. The foll ow ing secti on covers frequ ency compensa tion techniques to overcome these limitati ons.
19.5

FREQUENCY COMPENSATION

Frequency compensation of high-impedance transd ucers through the use of
negative feedback operational preamplifiers has had wide applications. The
circuit of the compensated amplifier is given in Fig. 19.11, where the
detector is modeled as a high-impedance current source, and the detector,
stray, and input capacitances are lumped into Cr- The components R c and
Cc are used to achieve compensation of the load time constant R ~.c~..
A node equation is written in the s domain and solved for e 0 as

e. (R L- Rc(RLC1s + I )/A ]
eQ ~ R ~. Rc(Cc + C~.)s + R L + Rc

(19.30)

Similarly, a node equation is written for point P, using Eq. (19.30),
whic h afte r some manipulation yield s

- e ( Crs + R Lc Ls + I + -::---;--::-R-=-Lc..:L:..s-,--+_1- - - 0
A
ARL
R t. Rc (Cc+Cc)s+ R t.+ Rc

R c (R ~.C1_s + 1)

+

AR~.[Rt.R c (Cc +

2

C1.)s + R t. + Rc ]

)

(19.31)

Compensatio n is achieved when

(19.32)
Substitution of Eq. (19.32) into the third term in the large parentheses in
Eq . (19 .3 1) yields
(19.33)

is-

Figure 19.11

Equivalent circuit for the frequency-compensated operational amplifier.
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and for the fourth term,

Rc (R 1C 1s + 1)

2

AR 1 [ R 1Rc{Cc + C1 )s + R 1 + Rc
so that Eq . ( 19.31) can be written as

.

1

s

( Crs
=

- eo

A+

R 1C~_s +I

I
Rc (R 1_C1 s + I)) ( . )
19 35
+ Rc + RL + ARL(Rl. + Rc )

ARL

It is desirable to set Rc « R~_ so the transfer function is dominated
by R I . and Cc » cJ.· This also reduces the effect of parasitic capacitances
(stray capacitance to ground along R 1 and shunt capacitance across Rcl·
Under these cond itions , Eq. (19.35) can be simplified to
i = - e (s(Cr+ CL) + _ I _ +
0

A

·'

ARL

_2_)

(19.36)

RL

Solving for e. and letting i , become a step function as bdore yields

A

e.= Cr+ C1

(I)( s +
-;

1 )-'

A+
RL(Cr + CL)

(19.37)

which according to Eqs. (19.25) through (19.28) yields a time constant
T

'

=

RL(Cr + CJ
A+ I

(19 38)
.

and all time constants associated with the amplifier are reduced by the gain.
For these same conditions (i.e. , Rc < R 1 and Cc > CL) , Eq. (19.32) can
be written

(19.39)
as the condition for compensation.

For those frequencies of interest in the operational ampl ifier time
constant of Eq. (19.39) , the factor a can be neglected; thus, the time
constant is
T
'

= RL(Cr + CL)f

(19.40)

GB

The frequency response is

f = _1_
27TT,

=

GB

2TTR 1 (Cr + CL)f

and solving for the upper break frequency

f, =

[Hz]

(19.41)

f 2,

GB
) "'
( 27TR ( Cr + CL)
1

[Hz]

(19.42)
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Example 4: Determine the values of R c and Cc assuming R L = !OOR c,
and calculate the frequency response for the lnSb detector of Example I
and a compensated operational amplifier.
Given: In addition to the parameters given in Example I, the coefficients GB and a of Eq. (19.39) (for the 536 amplifier) are 10" and 10,
respectively.
Basic equations:

f,
Assumptions:

=

) "'
GB
( 2-rrRL(Cr + CL)

[Hz]

(19.42)

(19.38)
RcCc = RLCL
Ideal electrometer amplifier and no parasitic capaci-

tance.

Solution: It is desirable to have the transfer function dominated by
R 1_; thus, select RL = !OOR c.
The value of R c is
Rc= 10 9/ 100 = 10 7 ohms

and Cc is
1

X

10 9

X

0.2

X J0 - 12

1 X 10 7

= 20 pF

The input capacitance typically dominates. In this case we have approximately 400 pF input capacitance and 0.2 pF load capacitance;
thus, Eq. (19.42) can be written as
1

f, =

GB )
( 2-rrRLCr

"

(

=

(2-rr

X

I

10'

X

109

X

400

X

10

12 )

) "'

=

630 Hz

This represents an improvement factor of 630/0.9 = 700 over the
voltage amplifier (see Example 1) and an improvement factor of
6301429 = 1.47 over the uncompensated transimpedance amplifier (see
Example 2).
•
Example 5: Determine the values of R c and Cc assuming RL = lOOR c,
and determine the frequency response for the multiplier phototube
detector of Example 3 using the compensated operational preamplifier.
Given: See Example 3 for the detector parameters and Example 2 for
the amplifier parameters.
Basic equations:

[Hz]

(19.42)
(19.38)

305

NOISE IN THE OPERATIONAL AMPLIFIER

Assumptions:

Ideal electrometer amplifier and no para sitic capacitance

S olution: The value of R c is
Rc ~ 2

X

10 9/ 100 ~ 2

X

10 7 ohms

X

IQ -

The value of Cc is
RLCL
Cc ~~

2

X

10 9

X

0.2

12
~

2 X 10 7

20 pF

The input capacitance of 158 pF dominates; thus,

[,~ (r27T~~Cr)r ~ c27T

X

2

X

l010~ 158

I0 - 11

This represents an improvement factor of 710/ 318
uncompensated amplifier.
19.6

J~
12

X

~

710

Hz

2.233 over the
•

NOISE IN THE OPERATIONAL AMPLIFIER

The effect of the input capacitance upon the operation of the compensating
amplifier is to cause the loop gain to increase at high frequencies. This is
one explanation for frequency compensation , but it also results in amplification of the preamplifier noise. This sets a limit to the bandwidth that can
be achieved without introducing excessive noise. The following is an analysis of this effect.
The feedback amplifier can be considered an ideal noiseless am plifier
with noise voltage and current sources at the input as shown in Fig. 19.12.
The noise current and noise voltage can be considered to be statisticall y independent, which means that the total effect is given by the square
root of the sum of the squares of each. This permits independent analysis of
each effect.
19.6.1

Current Noise

The effect of the noise current can be determined by writing a node
equation for point p of Fig. 19.12.

(19.43)

•on
Figure 19.12

Ideal noiseless amplifier with input current and voltage noise sources.
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which is

(19.44)
thi s can be written as

i .. ~

1

-e ... [
1(R
----p:;
1 + A R~

+ 1)]

( 19.45)

which for large A yields
(19.46)

eon= -inRL

Typically the input de bias current is of the order of 10 _,, A.
Although the rms noise i" arising from the bias current is not likely to be
governed by Poisson statistics, it should be considerably less than the
average (de) value. Thus, the input current noi se can be neglected for
electrometer-t ype amplifiers.
18.6.2

Voltage Noise

The o utput noise voltage consists of the product of the open-loop gain and
the sum of the noise voltage and a fraction /3 of the output voltage:
(19.47)
The output noise voltage

emr

is

(19.48)
when the product

A/3 becomes large,
e...

~

-e ..! /3

(19.49)

The va lue of f3 for Fig. 19.12 is
Rd

{3 ~--

R d + R ,_

(19.50)

which is a simple voltage divider. Substitution of {3 into Eq. (19.49) yie lds
(19.51)
which illustrates that the noise voltage is always amplified by a gain of at
least unity.
Equation (19.51) is valid only at frequencies near de si nce the effects
of capacita nce have been neglected. A more detailed analysis can be
achieved using the compensated amplifier shown in Fig. 19. 13.
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Figure 19.13

Ideal noiseless compensated amplifier with input current and voltage

no•se sources.

f3 for the complex network of Fig. 19.13 is
e,
RJ
f3 = - = -;-------=----,-- - -

The value of

e, ,

(RJRLCL + RLRJCT)s + RL + RJ

(19.52)

where R,. « R 1 and RcCc = R 1C 1 (the condition for frequency compensation).
Using Eqs. (19.49) and (19.52) , the output noise voltage al the
frequency f is found to be

e,, (/) = -e, [R 1 (CL + CT)s + I + R J RJj

(19.53)

where s = j X 27Tf. The break frequency, which is 1he frequency for which
the real and imaginary terms are equal, is given by
I+ RJR"

1• = 2"RL(c, + cT)

(19.54)

AI frequencies below/, lhe noise voltage is given by

(19.55)
and at frequencies above

f.

I he

noise voltage is given by

e, ,(/) = - e,[J X 27TfRL(CL + CT)j

[V/ Hz 112]

(19.56)

which increases at the rate of 6 dB per octave.

Example 6: Find the break frequency for the compensated amp lifier and
InSb detector of Example 2.
Given: The input noise voltage for the type 536 operational amplifier is
2 X 10 - 8 V rms/Hz 112 (average between 0.1 Hz and 100kHz), the total
input capacitance is 401 pF, load capacitance is 0.2 pF, load resistor is
1 X 10 9 ohms, and the detector resistance is 7.8 X 10 8 ohms.
Basic equation:

[Hz]

(19.54)
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Assumptions: It is assumed that the amplifier input no ise voltage is
white (i.e. , uniform) between 0.1 Hz and 100kHz.

Solwion:

Using Eq. (19.54) , the break freque ncy is found to be

1+

f.~ 2"

(I X

10 9 )/(7.8

X

10 8 )

X 1 X 10 9 X 401 X 10 - 12

•

~ 0. 9 Hz

The rms noise voltage is obtained as the modulus of Eq. (19.53) by
taking the square root of the sum of squares of the real and imaginary
terms. The total mean-square voltage is given by integrating over the
freq uencies of interest. There are two cases. The first is the narrow-band
system, such as a chopped radiometer, where the carri er frequency/, can be
considered constant over the bandwidth i:J. f. The mean-square voltage is
given by

The second is the wide-band system, such as for an interferometer, where
the frequency cannot be considered a constan t. The mean-square voltage
is

which is

(19 .59)
where / 1 is the low and / 2 the high edge of the bandpass.
Example 7: Find the output rms noise voltage for th e compensa ted
amplifier a nd lnSb detector of Example 2.
Given: The bandwidth is from 100 to 200 Hz, R 1_ ~ 10 9 ohms, R d ~
7.8 x 10' ohms, Cr = 401 pF, e" ~ 2 x 10-' V Hz'' rms (for the type
536 operational ampl ifier).
Basic equation:

e;;; ~

e;{ [2nRL(CL + Cr)J' f l ;

fl

+

(1 + k)'(j, - f,)}
(19.59)

Assumptions:

Ideal amplifier and no parasitic capacitances.
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Solution:
(2rrRL(C,

The rms voltage is obtained as the square root of Eq. (19.59):

+

C7] 2

(fj - fl) / 3
(1

+ RL! Rd)'

=

(2rr

X

I

= (2003 = (I + (1

f, - f, =

X 109 X 401 X J0 - 12 ) ' = 6.35
1003) / 3 = 2.33 X ]Q6
9
2
X 10 /7.8 X 10 8] = 5.21

100

er.: = (2

X

J0 - 8) 2(6.35

X

2.33

w-•

X

106

+ 5.21

= 5.92 x
eo, = 76.9 JJ.V rms

19.6.3

X

100]
•

Total Noise Effects

The output noise for a detector-preamplifier circuit originates in several
phenomena that have been discussed in previous sections. They are thermal
noise in the detector and in the load resistor, photon noise, and preamplifier
noise. Only the preamplifier noise is a function of frequency.
An optimum design is one in whkh photon noise (or shot noise in a
multiplier phototube) dominates. In the absence of photon noise (in lowbackgro und systems), the detector thermal-noise limitation is optimum. In
many cases, the system is noise-limited by load resistor thermal noise or
peramplifier noise. The total output noise for a detector-preamplifier circuit
is the squ a re root of the sum of the squares of each term. The designer has
to satisfy the sampling theorem requirements first ; beyond that, the
frequency and load resistor can be varied to obtain a minimum-noise
design.
The preamplifier mean-square noise is give by Eqs. (19.57) and
(19.59). The load resistor mean-square thermal noise is manifest in the
preamplifier output noise as

[V ' ]

(19.60)

The detector thermal noise voltage is manifest in the preamplifier
output noise as

(19.61)
The theoretical preamplifier output noise voltage for photon noise
input is determined by the method of Example 3, Chap. 16, using Eq.
( 16.11).
The total preamplifier output noise voltage is given by the square root
of the sum of the squares of each term10
[V rms]

(19.62)
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Example 8: Select the load resistor and chopping frequency for the InSb
detector of Fig. 19.4 that results in the minimum noise equi valent powe r
(NEP).

Given: A compensated preamplifier has an input noise vo ltage of
1 X 10 - ' V rms/Hz 11 2 , the total input capacitance is 393 pF, the
required electrical bandwidth is 10 Hz, the minimum chopping frequency
is 50 Hz (as determined by the sampling theorem), and the detector
current responsivity is £if,~ 2.0 A/ W. The detector and load resistor
are both operated at a reduced temperature of 80 K, and the detector is
exposed to a background at 80 K.
Basic equations:

ei, ~

4kTR L t!.f

(19.60)

R'

d, ~ 4kTt!.f__l:_

(19.61)

Rd

?.: ~ ~{ [2nRL(CL + Cr)J' n t!.f + (I + ~)'

t.t}

(19.57)

(19.62)
(6.2)
(19.42)
Assumptions:

Ideal amplifier and no parasitic capacitance.

Solution: The photon noise is negligible in this case because of the low
background. The chopping frequency is also fixed at 50 Hz by the
sampling theorem and practical filter considerations. Thus, the task
consists of selecting the load resistor. The noise terms are e 0 n (detector
thermal noise voltage), eL, (load resistor noise voltage), e0 , (preamplifier noise voltage), and e,, (total output noise voltage). The noise
terms a re tabula ted in Table 19.1.
•
The tabulated data of Example 8 are interpreted as follows: The
detecto r noise voltage increases linearly with R L; the load-resistor noise
voltage increases with the square root of R L; the preamplifier noise voltage
breaks at R L ~ 1 X 10 7 ohms and increases linearly with R L thereafter.
The total noise voltage is dominated by detector thermal noise voltage for
values of R L > 10 9 ohms, whjch is op timum for low-background systems.
NEP bottoms out at 4.20 X 10 - 15 W. The frequency response requirement
limits R L to about 10 12 ohms; howeve r, large values of R L lirrut the
dynamic range, since the output noise voltage is getting so large. A
compromise choice is R L = 10 9 ohms.
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Table 19.1
Noise Voltage (rms)

R, ,
ohms

10 5
10 6
10'
10'
10 9
lOlO
1011
101 2

1013
10 14

•.. ...

7.5E-10"
7.5E-9
7.5E-8
7.5E-7
7.5E-6
7.5E-5
7.5E-4
7.5E-3
7.5E-2
7.5E- I

6.6E-8
2.1E·7
6.6E-7
2.1E-6
6.6E-6
2.1E-5
6.6E-5
2.1E-4
6.6E-4
2.1E-3

·~

3.2E-8
3.2E-8
S.IE-8
3.9E-7
3.9E-6
3.9E-5
3.9E-4
3.9E-3
3.9E-2
3.9E-1

...

7.4E-8
2.1E-7
6.7E-7
2.3E-6
l.IE-5
8.7E-5
8.5E-4
8.5E-3
8.5E-2
8.5E-1

NEP,

w
3.7E-13
UE-13
3.4E-14
l.IE-14
5.4E-15
4.4E-15
4.3E-15
4.2E-15
4.2E-15
4.2E-15

Hz

6.4E
2.0E
6.4E
2.0E
6.4E
2.0E
6.4E
2.0E
6.4E
2.0E

+ 4
+ 4
+ 3
+ 3
+ 2
+ 2
+I
+I
+ 0
+ 0

"7.5E-10 is compute r notation for 7.5 x w - to.

For R ~, = 10 9 ohms, the frequency response is 640Hz and NEP = 5.4
X 10-ts W. The dynamic range is given by the ratio of full- scale output
(approximately 10 V for ± 15 V supplies) to the noise voltage, which in this
case is II !'V.
The solution given in Example 8 can be extended to include a
prediction of the noise equivalent sterance {radiance] by making use of the
throughput (the detector area and /-n umber of the sys tem). This complicates the analysis, since increased detector area not only increases the
throughput but a lso increases the input capacitance and the preamplifier
noise. An optim um solution is not obvious. Ci rcuit analyses like that of
Example 8 require computer subroutines to permit a sea rch for the optimum load resistor, chopping frequency, and detector size.

EXERCISES
I . Referring to manufacturers' data books:

(a) Li st input current for typical operational amplifiers that utilize {l) bipolar,
(2) JFET. and (3) MOSFET input devices. Hi111: Survey typical manufacwrers' specification data for linear devices.
(h) Comment upon their usefulness as electrometers.
(c) Calculate the vi rtu al ground input resis tance (at de) for a 10 7 -ohm load
resistor.
(d) Calculate the de error due to bias current.
(e) Note the input noise voltage.
2. Determine the values of Rc and Cc assuming R~. = lOOOR c for a high-impedance photon detector and compensated operational amplifier. Given: R 1• = 10 7
ohm s, C1 = I pF, Cr ~ 200 pF, k = 10 7 (gain bandwidth). Find the frequency
response, taking into account that the gain is a function of frequency.
3. A compensated preamplifier and high-impedance detector have the followi ng
characteristics: Short-circuit input noise e11 - l X 10 - 8 V rms/Hz 1!2, Cr + C1•
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- 100 pF, load resistor RL = 10 9 ohms, detector resistance Rd = 10 14 ohms.
Find the break frequency where the real and imaginary preamplifier noise terms
are equal.
4. Given that the gain bandwidth is 10 6 , find the rms noise voltage per 1HZ for the
preamplifier output of Exercise 3 (consider the effect of preamplifier noise only)
at100 Hz.
5. Repeat Exercise 4 except obtain the total noise integrated from 100 to 200Hz for
a bandpass application.
6. Given that the operating temperature of the preamplifier is 300 K, find the
thermal noise in the band 100 to 200 Hz for R 1. ~ 10 9 ohms (Exercise 5).
Compare this with the preamplifier noise voltage (Exercise 5).
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chapter20
Calibration and
Error Analysis

20.1

INTRODUCTION

Thi s chapter is concerned primarily with the quality of measurements
obtained with radiometric measurement systems. The uncertainties associated with radi ometric measurements result from several factors. Radiant
emission arises from discrete, random processes, and a radiometer is a
dev ice that. at best. provides an estimate of the power or photon rate in this
process. 1 Also, uncertainties result from the nonideal response properties of
the sensor. The extent of these errors depends upon the nature of the target
source and the backgro und as well as the sensor characteristics. Finally,
uncert ai nt ies are associated with the calibration procedures and reference

sta nda rds.
Accuracy implies absolute standards and possibly tracea ble standards.
The concept of absolute standards has less meaning for radiation measurements than it does for the standard meter, for example. To begin with,
radiometric entities are not basic units like length , mass, or time; rather,

they a re deri ved entities with typical units of joules per second, photons per
second, or joules per second per area per solid angle per wavelength, etc. In
practice, the simulated blackbody has been uti lized as a radiometric standard because it can, in principle, be reproduced in any laboratory, and
radiometric standards can be traced to uni ts of length and absolute temperature. The accuracy of a stand ard source is known primaril y in term s of the
accuracy o f its temperature.
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The calibrati o n o f a radio metri c meas urement system ca n be rega rded as an
ex periment in whi ch the output is o bse rved in response to a standard
source. It is o bserved th at in a series o f such ex perim ents each measurement
yields di ffe rent va lues. An observat ion of th e meas urements indicates that
th e o utput can be regarded as a random va ri a ble x.
We would like to be able to determin e th e probability of getting any
parti cul ar va lue of x in one meas urement. To do this we require a
kn o wledge o f the distribution o f an infinite number o f measurement s. Th.is
collection o f a n infinite number o f measurements is kn own as the " parent
distributi on."
In any practi cal experiment we obtain only a finite data set. These
dat a represent a sa mple se t of the parent populatio n.
T he mea n o f the parent pop ul ati on is, by co nve nti on, th e best
es tim a te of the pa rameter x and is given by 2
J.1

~

lim
, ...... oc

(2_N ~ £:- ~ x,)

(20.1 )

where the mea n is ob ta ined as a limit o f an infi nite number o f measurements.
The devia ti o n of any meas urement x, from th e mean Jl is defined as
th e dilfe rencc
d,

~

x,- J.l

The average deviati o n is zero by virtue o f th e definiti on o f th e mean. A
mo re appro pri ate measure of th e d ispersio n o r sp read o f th e points a bout
the mea n is th e va ri ance s 2, which is defi ned as the limit o f th e average of
the squ ares o f the devia ti ons from t he mea n p.,

s2 ~

lim
N--+oc;

[2_I:(x,J.I)
N

2

]

(20.2)

and the sq uare root of th e va ri ance is the standard deviatio n s.
In a ny prac ti cal ex perimen t we ma ke only a finite se t o f measurements. say N observat io ns o f x,, where i ranges from 1 to N. We assume
th at th e probabilit y of ob tain ing any pa rt icu lar measure ment x, is d etermin ed by the parent d is tri buti on. However, our experim ent al set of the
N o bserva ti o ns represents a sa mple se t o f pa rent va lues, a nd all calculations
must be made from th e sa mple set. The sa mple se t on ly permits us to
es tim ate th e mea n a nd stand ard deviati on.
For a se ries o f N obse rvations, th e most p ro bable es timate of the
mea n J1 is th e sa mpl e mean 3
I

x ~ N L; x,

(20. 3)
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and the sample variance is given by

o' = N

I

- 1

'

(20.4)

L;(x,-.q -

The question immediately arises as to the number of measurements,
N, required to make a realistic estimate of the parent mean. This is given by
the standard error

e = ( N(NI- I) L;(x,-

x)'('

=

oj /N

(20.5)

which is the standard deviation divided by the square root of the number of
observations.

Example I:

Find the uncertainty in the sample mean.

Given: A series of 10 measurements are taken for which the mean and
standard deviation are 5.32 and 0.45, respectively.

Basic equation:
E

Solution:

=

oj /N

(20.5)

Equation (19.5) gives the uncertainty in the estimate of the

mean:
€

= 0.45/110 = 0.14

The relative uncertainty is
(0.14/5.32)

X

100

= 2.67%

which implies that the mean is known quite well for 10 measurements. •
According to the law of large numbers, 4 the sample mean and
variance are better es timators of the parent random process as the number

of measurements increases without limit.
As stated above, we wou ld like to know the probability of getting a
particular value of x in any one measurement. More specificall y, in calibrat·
ing a radiometric sensor, we would like to know, based upon certain

calibration experiments, what the probable error is.
The error for any one measurement can be described only in terms of
a probabilistic statement based upon the mean and standard deviation and
by assuming a normal or Gaussian probability function. The Gaussian
assumpt ion is used by convention. It is justified because (l ) it generally
gives good results and (2) the central limit theorem' assures that the sample
mean becomes Gaussian as the number of statistically independent measurements increases without limit, regardless of the probability distribution
of the parent process, provided it has a finite mean and variance.
The error for any one measurement is given in terms of the standard
deviation r;. The data in Table 20.1, computed from the normal function,'
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THE PROBABILITY THAT THE ERROR WILL NOT EXCEED % "
Uncertainty

Probability, 'lb

l.Oo

68.26
86.64
95.44
98.76
99.74

l.So
2.0a
2.5a
3.00

indicate that a 95% confidence level is obtained for 2a. This can be
interpreted two ways: (1) the probability is 95% that the value of x for a
particular measurement will differ from the mean value by less than ± 2a,
and (2) that for a series of measurements of x , some 95% of the values
measured should fall within the range of x ± 2a.
20.3

PRECISION AND ACCURACY

There are two types of errors associated with measurements: (1) random
and (2) systematic. The effect of random errors can often be reduced by
repeating the measurement-or by averaging. Such a process increases the
precision of a measurement. However, the effect of systematic errors cannot
be reduced by averaging. Thus, a measurement may be precise but at the
same time inaccurate.
The difference between the mean and the" true" value of an entity is
a measurement of the accuracy. Thus, a measurement may be accurate
although imprecise. This is illustrated as follows: Even in the presence of
large random errors, an accurate measurement may be obtained by repeating the measurement and averaging many times to get the true value.
However, this is not the case with systematic errors even if the random
error is zero. In general, an accurate measurement gives truth ; a precise
measurement is repeatable.
The precision of a measurement is a measure of the reproducibilit y or
consistency of measurements made with the same sensor. The accuracy of a
measurement refers to absolute measurements and implies absolute standards 7·8 Neit her the precision nor the accu racy can be determined exactly
but must be es timated from the sample data set.
20.4

SOURCES OF ERROR

Precision and accu racy in radiometric instrumentation are tied into the
multivariable functional relationship between the incident flux and the
instrument output. 9
The instantaneous responsivity is a function of the geome trical va riables 0 and <t>. field of view; wavelength A, the spectral response function ;
timet , instrument time constant; and polarization p, the orientation of the

SOURCES OF ERROR
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E vector, as foll ows:
(20.6)
where ~ 0 has the units of output per unit flu x, ~( 0, </>) is the relative
spa tial respon se function (the field of view), ~(A) is the relative spectral
respo nse function (the spectral bandpass), ~( p) is the polariza tion response functio n, a nd ~(1) is the time domain response function . (There
may be other terms for spatial, spectral, andjo r polarization scanning
functions.) Each of these terms is generally peak-normalized.
Successful calibration of a sensor depends on the interrelationship of
th e terms in Eq. (20.6). For well-designed instruments , the responsivity
terms can be independently evaluated. Actually, they are fun cti onally
independent only within certain operational limits, and calibration tests
must be devised th at stay within these limits. The quality of the data
obtained with a sensor is relative to the degree to which the parameters of
Eq. (20.6) can be independ entl y evaluated.
For example, when measuring the field of view, or the spectral
bandpass, it is essential that the instrument be scanned through 0 and </>or
A slowly enough th at the instrument time constant does not distort the
shape of the response function. Also, when measu ring the spectral bandpass
function , the source position must remain constan t; likewise, when measur·
in g the field of view, it is important that the source spectral characteristics
remain constant.

The precision of a sensor can be evaluated in terms of the spread or
consistency of th e meas ured data set for each term in Eq. (20.6). It is first
necessary to determine the functional nature of Eq. (20.6). This relates to
o peration over a range of values of the variables. All systems are not
necessaril y linear by design or by nature. Various nonlinear schemes are
occasionally used to ex tend the dynamic range. However, the relative
response terms of Eq. (20.6) must be evaluated with linearized data.
The transfer function shows the functional relatio nship between incide nt flux and the elec tri c output signal. To determine system li nearity, it is
necessary to devi se a method to change the incident flux over the sensor's
ent ire dynamic range while maintaining the spectral, spatial , and polari zation properties of the source constant.

The data are processed by best fit , which minimizes the mean sq uare
error. 10 The square root of the mean square error is the standard deviation,

which gives the probability that any one particular measurement will yield
the output signal predicted by the functional re lationship. This is referred
to as the linearity uncertainty a L.

The response for each point should be averaged sufficiently to eliminate
the effect of internally generated noise. The noise depends on the sensor
time constant.

A statistical analysis of the " dark no ise" is obtained by placing a
lighttight cover over the instrument aperture and providing a sufficiently
long run to evaluate the mean and standard deviation. The output may
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conta in noise forms th at are coherent function s of sca n position, mi crophonics, de o ffset, or dri[t. The mean (or long- te rm ex pectation va lue) will
provide a measure o r the raise signa l conte nt or th e ou tput. The " offset
erro r" must be subtracted from all subseq uent measu rements. The variance
provides a measure of the error spread due to system noise.
The sensor precision is given by
(20.7)
assuming that each parameter in Eq. (19.6) can be independentl y evaluated''
and that the uncertainty or spread in the data ca n be de termined by best fit
or o th erwi se estimated.
The na ture of the application o f radiometric instrumenta tion dete rmines the need [or precision andj or accuracy. For exa mple, data
processing algorithms that are based upo n rati os o r appropriate radiant
entiti es requi re only that the measurem en ts be precise; in other words,
sys tem a tic e rrors ca ncel out. Absolute measurements req uire the instrument
to be both precise and accurate.
Systematic errors must be assumed zero in a standa rd source, since if
any were known they would be eliminated. The source uncertainty can
usuall y be traced back to the uncert aint y or a standard detector or to
absolute temperature and emissivit y measurement s. The source uncertainty
is characterized by o,, which includes such [actors as resettability, repeatabi lity, and stability.
The radiant input to the sensor depend s on the geometrical relationship o r the source to the sensor. The problem or determining the uncertainty of the geometrical variables can sometimes be avoided when, for
exa mpl e, a n ex tended-area source is used for an ex tend ed-a rea calibration.
Ass uming that the source is noise-[ree and exhibits sho rt-term stability, th e
sen sor precision oP ca n be considered independent or th e source. Thus th e
se nsor accu racy au is
(20.8)
Typical va lues or the uncerta inties given in Eq. (19.7) depend upon
the sensor design, the flu x entit y o [ interest, a nd the calibration procedure.
Generally. the spectral parameters are the most difficult to measure and
con sequ en tl y will dominate in estimating sensor precision.
20.5

SOURCE UNCERTAINTY

Blackbody simulators are generally utilized as standard sources. The effective flux [or a radiometric calibrati on can be approximated by Planck's
equation (see Sec. 10.1) [or the sterance [radiance] in units or W cm - 2 sr- 1
as foll ows:
L ~ t:.;\,C/.. - 5 [exp( C2j;I,T)

- l] - 1

(20.9)
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where

1

2

L is the sterance [radiance], W cm - sr
CiA is the radiometer bandwidth , I'm
A is the band center wavelength, I'm
T is the source absolute temperature, K
C 1 = Li91066 X 10 4
C2 = 1.43883 X 10 4

The uncertainty in the sterance [radiance] resulting from a temperature uncertainty can be determined by taking the derivative of Eq. (20.9)
with respect to temperature:

(c

-dL = AA C 1A- 5[exp - 2) dT

AT ,

(c2) c2

I ]-2exp -

(20.10)

-

AT AT 2

which can be written by passing to the incremental form as

t.L = C 1C2 AA ex ( -C2 )
CiT
T 2 A6
p AT

(20.11)

where exp(C2/AT) » I (see Sec. 16.2).

Example 2: Find the required temperature uncertaint y for 1% uncertainty
in the sterance [radiance] for a band-radiometer calibration.
Given: The radiometer bandcenter is 1.250 I'm, bandwidth 0.3 ~m,
and so urce temperature 620 K.
Basic equations:
L

1r

= t.AC 1A- ' [exp(C2/ /..T) -

1

(20.9)

t.L j i!.T = ( C 1C2 AA/ T 2 A6 )exp( - C2 j /..T)
Solwion:

(20.11)

First find the sterance [radiance], L:

AXC 1A- 5 = 0.3

X

1.191066

10'

X

(1.25)

X

5

= I 17

X

10 3

= 1.43883 X 10 4 /(1.25 X 620) = 18.6
exp( C 2j AT) = 1.16 X 10 8
C2j /..T
L

=

1.17

X

103 / (1.16

X

=

10' )

1.01

X

10 - 5

Next, find the sensitivity, t.Lj t.T:

T ~~: = 1.43883 X 10 X 1.191066 X 10 =
C
4

4

2

"
C2 jAT

620 X (1.250)

=

6

1.43883 X 10 4/ (1.25 X 620)

exp( -C2/ AT) = 8.65

x

=

_
116 83

18.57

w-9

t.L j i!.T = 116.83 X 0.3

X

8.65

X

10 - 9

=

3.30 X 10 - 7

The source uncertainty t.L is specified as 1% of the sterance [radiance],
L:

AL

= 0.01

X

1.01

X

J0 - 5

=

1.01

X

J0 - 7
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Figure 20.1

Percent uncertainty per unit degree as a function of wavelength.

Thus

tJ.T

=

1.01

X

J0 - 7 / (3.03

X

J0 - 7)

= 0.333

K

or

tJ.T

= (0.333 / 620)

X

100

= 0.0538%

•

The solutio n to Eqs. (20.9) and (20. 11) is give n in Fig. 20.1 , in terms
of sterance [radiance] uncertainty for a temperature uncertainty of 1 K. The
data show that the uncertainty varies with both wavelength and temperature. Lower temperatures and sho rter wavelengths ex hi bit greater uncertainties.
20.6 NONIDEAL RESPONSE

As indicated in Chap. 5, the effect of nonideal spectral bandpass and
field-of-view response functions in a radi ometric sensor is to introduce
errors into the measurements.
20.6.1 Spectral Response

The objective of the measurement with respect to the spectral domain is to
measure the total integrated flux <1>, in a specified region 1\ 1 to 1\ 2 :

<1>, = f '<!> (l.) dl.
>,

where <I>( A) is the spectral distribution of flu x over all wavelengths.

(20.12)
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The actual sensor output V in response to <I>(A) is given by the
integral of the product of <I>( A) and the sensor response function 9f0 9f(A):
V = 9f0 f9f( A)<I>(A) dA

(20.13)

where 9f0 is the peak responsivity in units of volts per unit flux and 9f(A)
is the peak normalized response function.
The measured flux is obtained from Eq. (20.13) by

v
<I>"' =-;;;;--=

j ""9f(A)<I>(A) dA

(20.14)

o
which , by Eq. (20.12), is equal to <l> r only if
"'o

r9f(A)<I>(A)dA= j"'<I>(A)dA
>,

0

(20.15)

which occurs for the ideal radiometer when 9f(A) = I over the range A1 to
A2 is zero elsewhere. Such an ideal radiometer will always yield the total
flux <l>r regardless of the distribution of <I>( A).
The equality in Eq. (20.15) also holds for the case where <I>{ A) = <l>u,
a uniform function of wavelength, in the case of the nonideal radiometer,
provided
t9f(A)dA= t 'dA=IH
0
>,

(20.16)

The nonideal sensor yields the same response to a uniform source as
does the ideal sensor provided they have equivalent area as given by Eq.
(20.16).
Generally the spectral bandpass function is not ideal and the flux
distribution is nonuniform ; consequently, there will be errors unless corrections are made.

Corrections are made as follows: The source spectral distribution, Eq.
(20.12) , can be expressed as

<I>( A)= k<I>,(A)

(20.17)

where k is the peak flux and has the units of absolute flux and <I>,( A) is the
peak normalized flux over the region of interest. The sensor output, Eq.

(20.13), can then be written as
V = 9f0 k f<1>,(A)9f(A) dA

(20.18)

0

from which k can be obtained from a field measurement
(20.19)
provided <I>,(A) is known from either theory or spectrometric measurements. The quantities 9f0 and 9f(A) are measured during the calibration.
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Then the total flux is given by

cJ>T ~ k j"'cJ>,(/..) d/..

(20.20)

'•

where 'A 1 and 'A 2 can define any region of interest that satisfies the
measurement objectives and for which <I>,( 'A) is known.
The above discussion suggests that the ideal measurement technique is
one that simultaneously employs a band radiometer to evaluate k according
to Eq. (20.19) and a spectrometer to measure <I>,( A).
When corrections cannot be made, it is recommended practice to
calculate the measured flux using Eq. (20.14) and report it as " peak
normalized." 12

It is desirable to estimate the extent of the un certainty in radiometric
measurements when <!>,( /.. ) is not known and the corrections given above
cannot be applied. In this case the spectral response function ~('A) is made
as nearly ideal as possible. However, even the so-called "square" interference filters exhibit a ripple structure in the bandpass. An example is
give n in Fig. 20.2.
The wo rst-case error occurs when a single-line spectrum is located at
an arbitrary wavelength between /.. 1 and /.. 2 . The correct flux value is given
for a single line only when it occurs at the wavelength /.. 0 for which
.'II (A) ~ 1. Examination of Fig. 20.2 shows that the o utput will vary
between 86 and 100% of the peak response depending upon the exact
location of the line. The worst-case uncertainty corresponds to the peak-topeak variations in the spectral responsivity functi on.
The probable error can be red uced provided that .>II (A) in Eq. (20.13)
is no rm alized at the average response in the region /.. 1 to /.. 2 rather than at
the peak.
It is important to realize that very large measurement errors can occur
when the major features in <I>('A ) lie outside the range /.. 1 to /.. 2 or when
intense out-of-band sources lie within the wi ngs of ~('A) (outside of the
region 'A, to /.. 2 ) .
20.6.2

Spatial Response

The above discussion of errors associated with the relative spectral response
fun ction also applies to the spatial domai n. The mathematics are similar
except that the single dimension 'A, for wavelength, must be replaced in
Eqs. (20.12) through (20 .20) with the spatial parameters 0 and </>and the
single integrals must be replaced with double integrals.
It is significantly easier to design optical systems for which the spatial
response function approaches the ideal (as compared to the spectral doma in), in which ~(8 , </>)is very nearly unity over the field of view and for
which the off-axis rejection is very high , although such designs are costly to
implement.
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Figure 20.2 Spectral response function of a typical "square" bandpass system showing in-band ripples as a source of radiometric uncertainty.

The uncertainty can be estimated in the case of the spatial response
function Yi (8 , <t>) as for the spectral domain given above, by examining the
variations in the Yi(8 , <t>) response function , and the probable error can be
reduced by normalizing to the average response within the field of view
rather than to the peak response.
EXERCISES
1. A convenient computational method for the sample variance is &iven by

a2

-

1 [L
N x;2 ---=-!
N

;- 1

-1

N

(

LN x , ) ' ]

,. 1

Prove the above relationship given Eq. (20.4) .
2. Find the mean for the following sample set: 25.4, 21.3, 22.7, 19.8, 21.5, 25.4, 18.9,
26.4, 22.1 , 24.8, 20.4.
3. Find the standard deviation for the data set of Exercise 2.
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4. Find the relative (percent) uncertainty in the estimate o f the mean for the data
set of Exercise 2.
5. Find the sterance [radiance] relative( %) uncertainty for a temperature uncer·
tainty of ± 1 K for the following:
(a) T = 1200 K, A= 2.5 ~m , t.A = 1 ~m
(b) T - 1200 K, A= 0.5 ~m . t.A = 1 ~m
6. Find the relative(%) source radiant uncertainty for T = 300 K at 3.5 1-1-m given
that the temperature uncertainty is ± 1 K and t:J.A - 1 p.m.
7. Find the required source temperature uncertainty for T = 1000 K at 3.5 p.m
given that the radiant uncertainty must be ± 10%.
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appendix A

Sl Base Un its *

Entity

Length

Mass
Time
Electric current
Thermodynamic temperature
Luminous intensity

Term

Symbol

meter
kilogram

m
kg
s
A

second
ampere
kelvin
candela

K
cd

Of the SI base units, the one of particular interest in photometry is the
candela, defined as follows: The candela is the luminous pointance (intensity], in the perpendicular direction, of a surface of 1/600,000 square meter
of a blackbody at the temperature of freezing platinum under a pressure of
101 ,325 newtons per square meter.l I candela~ !lumen per steradian.

tlntemalionul Lighting Vocahulary, 3rd ed. Pub!. CIE No. 17(E-1.1), common to the
C IE and IEC . International Elcctrotcchnical Commission (IEC), International Commission on
Illumination (CIE). Bur C IE, Paris. 1970.
•E. A. Mcchtly, "The International System of Units," Rep. NASA SP-7012, pp. 4,5.
Office of Technical Utilization NASA, Washington, DC , 1969.
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Sl Prefixes

Factor

Pl"eflx

Symbol

Factor

10 12
10'
10 6
10 3
10 2
10 1

tera
giga
mega

T

w-'
w-'
w-•
w-'12
10 w-"
w-"

w-•

IOlo
hecto
deka
deci

G
M
k
h
da
d

Prefix

centi
milli
micro

Symbol

nano
pi co

m
I'
n
p

fern to

[

atto

The terms and symbols listed in the tabulation are used, in combination
with the terms and symbols, respectively, o[ the SI units, as prefixes to form
decimal multiples and submultiples of those units. •

•E. A. Mechtly, " The International System of Units," Rep. NASA SP-7012. p. 3. Office
of Technical Utilization, NASA, Washington, DC, 1969.
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•E. A. Mcchliy, "The International System or Units," Rep. NASA SP-7012. pp. 7.8.
Office of Technical Utilization, NASA, Washington. DC, 1969.
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Entity

Symbol

Speed of light in vacuum
Gravitationa1 constant
Avogadro constant
Boltzmann constant
Gas constant

c

Volume of ideal gas
(standard conditions)

v.

Faraday constant
Unified atomic mass unit
Planck constant
Electron charge
Electron rest mass

G
NA

k

R

F
u

h
hj2w
e

m,

Proton rest mass

m,

Neutron rest mass

m,

Electron charge-to-mass
ratio
Stefan-Doltz.mann
constant
First radiation constant
Second radiation constant
Ryberg constant
Fine structure constant
Bohr radius
Magnetic nux quantum

Quantum of ci rculation

e/rn.,
a

8whc
hcjk

Value

Error,
ppm

2.9979250
6.6732
6.022169
1380622
8.31434
2.24136

000.33
460.00
006.60
043.00
042.00

9.648670
1.660531
6.626196
1.0545919
1.6021917
9.109558
5.485930
1.672614
1.00727661
1.674920
1.00866520

005.50
006.60
007.60
007.60

1.7588028
5.66961

4.992579
1.438833
1.09737312
R~
a
7.297351
. -1
13703602
5.2917715
ao
2.0678538
<l>o
hj2m., 3.636947
h/m, 7.273894

004.40
006.00
006.20
006.60
000.08
006.60
000.10

ATOMIC CONSTANTS

Unit

Prefix

ms I
N m 2 kg - 2
kmole - t
10"
to- 23 1 K - 1
J kmole - 1 K 10 3
m3 kmole - 1
10 1

X 10'
10- 11

C kmole 10 7
10 - 27 kg
10 - 34 1 s
10- 34 1 s
10 19
10 - 31 kg
10- 4 u
10 - 27 kg

1

c

-

u

-

u

10 27 kg

c kg - 1

003.10
170.00

lO tt
10

007.60
043.00
000.10
001.50
001.50
001.50
003.30
003.10
003. 10

10 24 1m
10 - 2 mK
m- 1
10 7

'

10 3
10'
10 II
10 15
10'
10 4

Wm

2 K - 4

m
Wb
1 s kg - 1
1 s kg - 1

1
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Name

Symbol

Actinium
Aluminum
Americium

Ac
AI
Am
Sb
Ar
As
At
Ba
Bk
Be
Bi
B
Br
Cd
Ca
Cf

Antimony
Argon

Arsenic
Astatine
Barium
Berkelium
Beryllium

Bismuth
Boron

Bromine
Cadmium
Calcium
Californium
Carbon

Cerium
Cesium
Chlorine

Chromium
Cobalt
Copper
Curium

Dysprosium
Einsteinium
Erbium
Europium
Fermium
Fluorine
Francium
Gadolinium
Gallium

Germanium
Gold
Hafnium

Helium
Holmium
Hydrogen
Indium
Iodine
Iridium
Iron

c
Ce
Cs
Cl
Cr
Co
Cu
Cm
Dy

Es
Er
Eu
Fm
F
Fr
Gd
Ga
Ge
Au
HI
He
Ho
H
In
I
lr
Fe

THE ELEMENTS AND THEIR CHEMICAL SYMBOLS

Symbol

Name

Symbol

Krypton

Name

Kr

Lanthanum
Lawrencium

La
Lr
Pb
Li
Lu
Ms
Mn
Md
Hg
Mo
Mo
Ne
Np
Ni
Nb
N
No
Os

Technetium
Tellurium
Terbium
Thallium
Thorium
Thulium
Tin
Titanium
Tungsten

Tc
Te
1b
Tl
Th
Tm
Sn
Ti

Lead

Lithium
Lutetium
Magnesium
Manganese
Mendelevium
Mercury
Molybdenum
Neodymium
Neon

Neptunium
Nickel
Niobium
Nitrogen
Nobelium
Osmium
Oxygen
Palladium

0
Pb

Phosphorus

p

Platinum
Plutonium
Polonium
Potassium
Praseodymium
Promethium
Protactinium
Radium
Radon

Pt
Pu
Po
K
Pr
Pm
Pa
Ra
Rn
Re
Rb
Rb
Ru
Srn
Sc
Sc
Si
Ag
Na
Sr

Rhenium

Rhodium
Rubidium
Ruthenium
Samarium
Scandium
Selenium
Silicon
Silver
Sodium
Strontium
Sulfur
Tantalum

s
Ta

Uranium

Vanadium
Xenon
Ytterbium
Yttrium
Zinc
Zirconium

w

u

v

Xe
Yb
y

Zn
Zr

Glossary

A
A,
A"
A,,
AP
AP,

A,

c
c
Cc
c.
c~.
c,
c,
c
D,d

v•
E
E

"·
ei,.

eL,
e,
e,

Units•

Term

Symbol

Area
Collector area
Detector area
Field stop area
Projected area

Projected source area
Source area
Constant
Capacitance
Compensation capacitance
Detector capacitance
Feedback capacitance
ThermaJ capacitance
Total capacitance

Velocity of light
Diameter
D star (detectivi ty)
Areance [irradiance)
Electric field vector
Energy of surface work function
Charge on an electron

(subscrip t) Energy
De tector noise voltage
Load resistor noise voltage
Noise voltage

cm2
cm2
cm2
cm2
cm 2
cm 2

cm2
F
F

F
F
1/ K
F

cm/s
em
cmHz 11 2 j W
<t> /cm2
J

c
v
v
v

Total noise voltage
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•..
F
F
F
F'

I
I
I,
tl.l
I'
f.
lm
I,
G
GB

Gr
H
h
I
I,
i
k
k

k
L
L,
L c(f

M

MTF

m
N
NEF
NEFD
NEI
NEP
NES
NESS
n
n
0

p
p
R

R,
R,
R,
Rl
R,.
Rr

GLOSSARY
Term

Preamplifier output noise voltage
I number
Configuration factor
Primary focal point
Secondary focal point
Electrical frequency
Primary focal length
Information bandwidth
Noise bandwidth
Secondary focal length
Chopping frequency
Maximum frequency
Sample rate
Gain
Gain-bandwidth product
Thermal conductance
Magnetic field vector
Planck's constant
Pointance {intensity]
Bias current
Image distance
Multiplier noise factor
Boltzmann's constant
Unit vector
Sterance [radiance]
Source sterance [radiance]
Effective sterance [radiance]
Areance [exi tance]
Modulation transfer function
Multiplier stage gain
Mass
Number of resolution elements
Noise equivalent flux
Noise equivalent flux density
Noi se equivalent input
N oise equivalent power
Noise equi valent sterance
Noise equivalent spectral sterance
Index of refraction
Number of electrons
Object distance
Period
(Subscript) Photon
Electrical resistance
Bias resistance
Compensation resistance
Detector resistance
Feedback resistance
Load resistance
Thermal resistance

Units•

v

Hz
em
Hz
Hz
ern
Hz
Hz
Hz
Wj K
Js
<t>/sr
A

ern
1/ K

cp cm - 2 sr- 1
<f>cm 2 sr - l

cp cm - 2 sr- 1
<t>f cm 2

4>

W jcm2

w
w
W crn
W cm

ohms
ohms
ohms
ohms
ohms
ohms
Kj W

2
2

sr-I
sr - • J.im -

1
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fit
fit,
fit,.
fit(9, <I>)
fit(>.)

s
S , X,

T

T,
T"
T,
T,
T,,
I

11t

u

v
vh
V,,

y,

Z

Responsivi ty

Cathode responsivity
Current responsivity
Relative spatial responsivity
Relative spectral responsivity
Radius
Unit vector
Scan rate
Distance
Temperature
Time constant
Dwe11 time (integration time)
Rise time
Sample time
Transit time
Time
Transit time spread
Energy
Volume

Bias voltage
Noise voltage

v;

Signal voltage
Velocity
(Subscript) Visible

a
a
a
{J
9
T

Absorptance
BalOe angle
Temperature coefficient of resistance
Chopping factor
Polar angle
Throughput
Standard error

'

;>.

.,.

...

Op

•.
.,f1s . .;.
T,.

~
<l>d

output/ <!>
A/ W
A/W

em

scan/s
em

K

s

J
em'

v
v
v
cm j s, m/ s
deg (')

K- '
deg (' )
cm2 sr

Emissivity
Wavelength
Optical frequency
Wave number

Reflectance
P.

Units•

Term

Symbol

Volume emission rate
Stefan-Boltzmann constant

Linearity uncertainty
System noise uncertainty
Polarization uncertainty
Source uncertainty
Field or view uncertainty
Spectral uncertainty
Sample time
Transmissivity
Optical erriciency
Path transmittance
Flux (general term)
Flux incident upon a detector

m, J.1ffi , nm , A

Hz
cm -

1

qs - 'cm- 3
W m-

<I>
<I>

2

K-4
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Symbol

Term

Radiant nux (energy rate)
Incident flux
Measured flux
Photon flux (quanta rate)

u,
w,
w,

Source flux
Total nux
Luminous flux (visible)
Spectral nux
Azimuthal angle
Projected solid angle
Projected solid angle with vertex
at collector
Projected solid angle of /-number
cone
Projected solid angle with vertex
at source
Solid angle
Solid angle with vertex at collector
Solid angle with vertex at source
•41 is a generalized symbol for unit of Hux. q - quantum.

Units•

w
<I>
<I>

q/s
<I>
<I>

lm
</>/A
deg ( 0 )
sr
sr
sr
sr
sr
sr
sr

INDEX

Chopping factor, 69
Circular variable-filter (CVF)
spectrometer, 272
Coherent rectification, 105-1 08
Configuration factors , definition of 37
Conjugate points, 177
'

A
Aberrations, 174, 188
Absorptance, 50, 169-172
Accuracy, 90, 316-320
Active systems, 5
Aggregate, 50
Air glow, 56-58, 124
Airy disk, 71, 198
Aliasing, 95-96, 203, 205-209
Amplifier
homodyne, 106
low-noise, 290-311
Angle, 34-35
see Field of view
see Projected solid angle
APART, 224
Apertures, 184-185
Apostilb, 46
Apparent pointance, 50
Area, projected, 33
Areance
definition of, 39, 43, 45
Array coupling, 283-285

0
o ·, see Detectivity
Data rates, 98-100
de restoration , see Coherent
rectification
Degrees, see Angle
Detection of radiant flux , 77-86
Detectivity, 130-133, 248-250
definition of, 81
Detector
blocked impurity band (BIB), 271-

289
bolometer, 79
coupling to preamplifier, 290-295
f1gure of merits, 80
film, 79
multiplier phototubes, 79, 245, 259-

270, 300, 302

B

photoconductive, 79, 271 , 280,

Background limited infrared
~~gtodetector (BLIP), 242, 245-

290-292
photoemissive, 79, 259-270
photon detector, 79, 80, 242, 258
photovoltaic, 79, 292-293
pyroelectric, 79, 240-241
responsivity, definition of, 80
testing, 255-257
thermal detector, 79, 233-241
thermocouple, 79, 239-240
Dicke, 105
Dielectric relaxation effects (DRE) ,

Baffling in optical systems, 214-231
knife-edge, 218
nth-order, 215
primary baffle angle, 220
sunshade baffle, 215
Bandwidth
baseband, 107
information, 89-91 , 105, 108
no~"o"a bandwidth, 96-98, 101-1 05,

273- 276

sideband, 205, 206
Beam, 36
Bidirection reflectance distribution
function (BRDF), 224-226
Blackbody radiation , 145-156
Blocked impurity band detectors (BIB)

271-288
dynamic performance, 285-288
Blur, 71, 196
Brewster's angle, see Polarization
Bridge factor, 291
Brightness, see Sterance [radiance]

'

Diffraction effects, 71 , 196, 220-223
Discrimination, 5
Dispersion spectrometer, 12
Distant small-area source, see Point
source
Documentation, 28
Domains, 4
polarization , 2, 65
spatial, 2, 22, 61-63, 322-323
spectral, 4, 22, 63-65, 320-322
temporal, 4, 88-100
Dynamic range, 100

c

E

Calibration of system, 12, 313-323
Candela, see Luminous pointance
Chamberlain, 57

Earth limb, 123, 231
Effective flux , 5, 66, 112
definition of, 29
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Einstein equation, 259
Electrical noise bandwidth, 96-98,

101-105
Electro-optical system , 4
ELIAS, 123
Emissivity, 156
Equivalent noise input (EN I) , 266
Error analysis, 313-323
spatial domain, 322-323
spectral domain, 320-322
Exitance, see Areance [irradiance]
Extended-area source, 51-54
Extrinsic detectors, 271
Extrinsic semiconductors, 277- 279

F
1-number, see Relative aperture
Feasibility study, 18, 23
an example, 123-141
Fiber optics link, 58
Field of view,
ideal and nonideal, 61-64, 322-

Image formation , 175- 179, 206
Image space, 185
Imaging spectrometer, 135
Imaging systems, 198- 213
Incoherent rectification , 106
Index of refraction , 160
Information bandwidth , 89-90
Infrared, 78
Instantaneous field of view, 202
Instantaneous spectral bandwidth, 86
Integration time, 89
Intensity, see Pointance
Intervening medium , 19, 49, 56-59
Intrinsic detector, 271
Intrinsic semiconductor, 276-280
lnvariance theorem, 41
lnvariance of throughput, 36, 67-69

lrradiance, see Areance
Iteration, 15
K
Kirchhoff's law, 155

323
Figures of merit, 25, 113
Final design, 26
Fluctuations in blackbody flux, 242-

255
Flux, 39
Focal plane, 19-20, 205-209
Footcandle, 46
Fraunhofer patterns, 220-223
Free spectral range, 11
Fresnel's formula, 163-168
Fresnel patterns, 220-223

G
Gain, 25
Gamma events, 272, 273
Gaussian probability function , 315
Geometry of radiation, 32-46
Glare stop, see Lyot stop
Greybody, 153, 156
GUERAP, 224

H
Herschel, Sir William, 78

Illuminance, see Luminous areance
Illumination , see Luminous areance

L
Lambert 's cosine law, 40
Lens
focal planes and points, 175-177
formula , 178-181
principal axis, 175
thin assumption, 174
types, 175
Line-spread function , 198
Low background operation, 245
Low scatter, 134, 220-23 1
LOWTRAN , 50

Luminance, see Luminous sterance
Luminous areance, 46
Luminous pointance, 46
Luminous sterance, 46
Lux, 46
Lyot stop, 192-194, 215, 223

M
Maxwell's equation, 158
Mean , 314
Meter, 10
Michelson interferometer
spectrometer, 12, 94, 245, 250
Modulation transfer function (MTF),

196-212
aliasing, 205
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Modulation transfer function (MTF),
(Cont.):
detector MTF, 202-204
measurement of, 209-212
optical MTF, 200-202
system MTF, 199, 204-205
Multiplex spectrometer, 12
Multiplexer chip, 284

N
Nit, 46
Noise
colored, 96
current, 102, 104
detector, 81
excess, 104
gain dispersion, 282
generation-recombination , 104
Johnson-Nyquist, 101
in semiconductors, 104
in signal, 245
low-noise preamplifiers, 290-311
photon, 242-257
Schottky equation, 103
shot, 102
thermal, 101, 234, 243
white, 96
Noise equivalent areance [irradiance],

85
Noise equivalent electrons, 286
Noise equivalent flux, see Noise
equivalent power
Noise equivalent input, 286
Noise equivalent power, 25, 81 , 237,

252, 266-267, 283, 287
Noise equivalent sterance [radiance],

86
Nomenclature, 38-39, 62, 64, 295
prefixes and suffixes, 10
Normal distribution function , see
Gaussian probability function
Normalization , 62, 64 , 295
Nuclear hardening , 272, 273
Numerical aperture, 67
Numerical integration, 74
Nyquist frequency, 92, 203

0
Object space, 185
Off-axis rejection, 134
Optical chopper, 69
Optical efficiency, 71
Optical spectrum, regions , 8
Optical subsystem , 173-194

Optical transfer function , 198
Optics, 4
Optimization, 16
Optimum filter, 89

p
Parent distribution , 314
Passive system, 5
Performance objectives, 17
Phase-sensitive detection , see
Coherent rectification
Phase velocity, 161
Photoemissive effect, 259
Photometer, 10
Photometric brightness, see Luminous
sterance
Photometry, 46
Photon areance, 47
Photon pointance, 47
Photon sterance, 47
Planck's equation , 146
radiance uncertainty, 318-320
solution for temperature, 147
wavenumber, 14 7
photon, 152
Plasmas, 56
Pointance, 39
definition of, 44
Point source, 54-56
Point spread function , 196
Polarization design goals, 61
Polarization
angle, 168
normal incidence, 167
parallel , 165
perpendicular, 164
Power spectral density function , 11 ,

204-206
Poynting vector, 159
Preamplifier, low-noise, 290-311
electrometer, 295
frequency compensation, 302-305
frequency response, 296-305
noise voltage, 305-311
transimpedance (TIA) , 273, 295
virtual ground, 296
Precision and accuracy, 316
Preliminary design, 26
projected area, 33
Projected solid angle, 33
Pulse code modulation, 98
Pupil, entrance and exit, see
Apertures
Purity, spatial and spectral, 214
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Q

Quantum efficiency, 244
quantum yield, 281

R
Radian, 34
Radiance , see Sterance
Radiant entities, 33
as field quantities, 46
Radiation geometry, 32-46
Radiometer, 10
Radiometric analysis, 24
Radiometric pertormance equation.

28, 111-121
for distant small-area source, 115
for extended-area source, 114
Ray, 173
chief, 186
paraxial assumption, 174
principle of reversibility, 174
thin lens, 174
tracing, 173-194
Rayleigh, 57
criterion for resolution , 197
Rayleigh-Jeans law, 155
Recording spectrometer, 11
Registration , color, 135-136
Reflectance, 50, 170, 162, 169-172
Reflective system , 190-194
Reflectivity, 170
Refraction, 162, 189
Relative aperture, 66-69
Remote sensing, 4, 8-9
Resolving power, 61
Responsivity, 25, 243-245
current, 244
Requirements, system, 21-28, 124
Ritchey-Chretien , 192

s
Sampling rate , 90-93, 130, 202-203,

267
Scanner, push-broom , 204-209
Selectivity, 22
Sensitivity, 78
Sensitivity analysis, 114
Sequential spectrometer, 12
Sidebands, 205
Signal-conditioning electronics, 88-

108
Signal-to-noise-ratio (SNR) , 29, 111-

121,245
definition, 81

Snell's law, 41 , 160-163
Solid angle, 34
Sources, 32-47
source uncertainty, 318
Spatial response design goal, 60
spatial resolution , 127-129, 206-

209
Specifications ,
subsystem , 18-20
Spectral bandwidth,
ideal and nonideal, 320-322
Spectral flux, 63-65
Spectral response, 63-65, 74, 320-

322
Spectrometer, 10
as a sampling system, 93-94
sequential, 12, 93
multiplexed, 12, 94
Spectra-radiometer, 12
Standard error, 314
Standard observer, 12
Stefan-Boltzmann law, 153
Steradian
definition of, 34
Sterance, 41-43
definition of , 39

Stokes' vector, 65
Stone, 221
Stray light, see Low scatter
Subsystem
detector, 20, 77-86
intervening medium , 19, 49-58
optical, 20, 60- 74
output and display, 20
signal conditioning , 20, 88-108
source, 18, 32-47
Super polish, see Low scatter
Synthesis, 16
System parameters, 82
System requirements , 17, 124-125

T
Target characterization , 5
Telescopes, 189- 194
off-axis response , 226-229
Testing and evaluation, 27, 255-

257
Thermal detectors, 233-241
Thermal fluctuations , 234-237
Thermal conductance, 237
Throughput, 25
definition of, 26
invariance of, 36
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Time constant, 89
multiple, 272, 273-276
Tolerances, 20-21
Trade-off analysis, 15, 126-136
Transfer of radiant flux , 49-58
Transmiltance, 169-172
definition of, 50
Trapping , 273, 280

u
Uncertainty, source, 318

v
Variance, 314
Virtual ground, 296
Volume emission rate , 56-57

w
Wavelength, 6
Wavenumber, 6
Wien displacement law, 152
Wien radiation law, 155
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