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ABSTRACT
Exploratory factor analysis is a dimension-reduction technique commonly
used in psychology, finance, genomics, neuroscience, and economics. Ad-
vances in computational power have opened the door for fully Bayesian treat-
ments of factor analysis. One open problem is enforcing rotational identi-
fability of the latent factor loadings, as the loadings are not identified from
the likelihood without further restrictions. Nonidentifability of the loadings
can cause posterior multimodality, which can produce misleading posterior
summaries. The positive-diagonal, lower-triangular (PLT) constraint is the
most commonly used restriction to guarantee identifiability, in which the up-
per m×m submatrix of the loadings is constrained to be a lower-triangular
matrix with positive-diagonal elements. The PLT constraint can fail to guar-
antee identifiability if the constrained submatrix is singular. Furthermore,
though the PLT constraint addresses identifiability-related multimodality,
it introduces additional mixing issues. We introduce a new Bayesian sam-
pling algorithm for both continuous and binary responses that efficiently
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This thesis is mainly concerned with addressing rotational indeterminacy and
convergence issues in exploratory factor analysis (EFA) models estimated us-
ing Bayesian MCMC methods. Bayesian methods are popular for estimating
parameters in complex, hierarchical models, and MCMC methods are com-
monly used to draw posterior samples of parameters to be used for infer-
ence. Recent advances in computational power have increased the interest
in Bayesian techniques. Recent advances in Bayesian EFA models include
algorithms that perform automatic selection of the number of factors (Lopes
and West, 2004), item factor analysis Béguin and Glas (2001); Sheng (2010),
and incorporation of sparsity (Conti et al., 2014; Ročková and George, 2016).
The loadings parameter Λ in Exploratory factor models is identified only
up to a rotation, and the commonly used constraint in Bayesian MCMC
methods is to constrain the upper m×m submatrix of Λ (which we call Λr)
to be lower triangular with positive diagonal elements (PLT) (Geweke and
Zhou, 1996). Since the imposition of zeros and positivity apply to rows of
the loadings that correspond to variables in the data, various authors have
shown that the PLT constraint may lead to inference that depends on the
order of the variables in the data (Lopes and West, 2004; Leung and Drton,
2016; Chan et al., 2018). Aßmann et al. (2016) has also shown that the
PLT constraint changes the shape of the posterior distribution and creates
local multimodality that can cause poor estimation of Λ. Furthermore, when
Λr is singular, the PLT no longer resolves identifiability. Even with these
problems, one of the reasons the PLT continues to be used is because other
constraints for enforcing rotational identifiability, such as constraining Λ′Λ
or Λ′Ψ−1Λ to be diagonal (Anderson and Rubin, 1956), are challenging to
implement in the MCMC framework. We explore the mechanisms underlying
posterior multimodality under the PLT constraint. We also demonstrate
that posterior multimodality from the PLT constraint may further negatively
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impact estimation of the number of factors.
In Chapter 2 we propose a Bayesian MCMC method to address prob-
lems with the PLT approach. Based on the ideas of enforcing identifability
constraints as a post-processing step (Aßmann et al., 2016), using orthogo-
nal rotations to efficiently explore the space of the posterior (Ročková and
George, 2016), and mode-jumping proposals to sample strongly coupled pa-
rameters (Tjelmeland and Hegstad, 2001), we propose a model and algorithm
that treats the row indices of the PLT constraint as a random variable and
incorporates rotation steps for sampling Λ. We demonstrate that this algo-
rithm outperforms a number of competing algorithms in parameter recovery,
including both algorithms that rely on the PLT constraint and algorithms
that do not.
In Chapter 3 we conduct a study of rotational indeterminacy as it relates
to the PLT constraint, and how this may affect convergence both within and
across independent runs of the algorithm. We explore multimodality due to
rotational indeterminacy when Λr is singular. We show that multiple runs of
algorithms under the standard PLT converge to different modes regardless of
whether or not Λr is singular, and demonstrate that our proposed algorithm
avoids these common sources of multimodality.
In Chapter 4 we introduce an extension of our algorithm to allow for binary
responses and mixed binary and continuous responses. We propose a modi-
fication to our algorithm that addresses the latent response scale indetermi-
nacy inherent in item factor analysis. We demonstrate that our proposed item
EFA algorithm outperforms out-of-the-box methods in terms of parameter
recovery, including both limited-information methods and full-information
methods. We further observe that estimation of the number of factors in
Item factor analysis is much more challenging than for the continuous case,
due to the need to integrate over the latent response variables to calculate
a likelihood. We apply our item EFA algorithm to a dataset consisting of





Exploratory factor analysis is a dimension-reduction technique used in fields
such as Psychology (Woolley et al., 2010), Finance (Aguilar and West, 2000),
Genomics (Carvalho et al., 2008; Pournara and Wernisch, 2007), Neuro-
science (Sadtler et al., 2014), and Economics (Chib et al., 2006; Fan et al.,
2008; Forni et al., 2009). Advances in computational power have opened
the door for fully Bayesian treatments of factor analysis, with recent de-
velopments including incorporation of structural sparsity (Carvalho et al.,
2008), automatic determination of the number of factors (Bhattacharya and
Dunson, 2011; Lopes and West, 2004), and parameter expansion to improve
mixing (Chan et al., 2018; Ročková and George, 2016; Ghosh and Dunson,
2009).
The exploratory factor model represents n×p observed dataX = (x1, . . . ,xn)′
as a linear combination of m latent factors f1, . . . ,fm, where the p×m fac-
tor loadings matrix Λ describes how each column of X relates to the latent
factors. A common specification for the factor model is to assume xi | fi ∼








and fi = (fi1, fi2, . . . , fim) ∼ Nm (0m, Im). By marginalizing over fi, the
covariance structure of xi may be written as Σ = ΛΛ
′ + Ψ.
A challenge with estimating factor models is that Λ is not uniquely identi-
fied from the likelihood without further restrictions. As described in Ander-
son and Rubin (1956), for any orthogonal matrix R (such that RR′ = Im),
the marginal likelihood is unchanged by replacing Λ with Λ∗ = ΛR, as
Σ = Λ∗(Λ∗)′ + Ψ = ΛRR′Λ′ + Ψ = ΛΛ′ + Ψ. In the Bayesian framework,
rotational indeterminacy creates multimodality in the posterior surface of Λ.
Posterior multimodality can cause a MCMC sampler to visit multiple modes
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during sampling, or can cause multiple independent runs of the algorithm
to end in different modes, depending on the separation between modes in
the posterior surface. A posterior sample from multiple modes can produce
misleading summaries, and independent chains ending in different modes
can make it difficult to assess convergence. See Gelman and Rubin (1992);
Lopes and West (2004); Ročková and George (2016) for further discussion of
posterior multimodality.
The standard approach to address rotational indeterminacy is the positive
diagonal, lower triangular (PLT) constraint. First proposed by Anderson and
Rubin (1956), the PLT has since been used in many Bayesian EFA models
(Geweke and Zhou, 1996; Lopes and West, 2004; Chib et al., 2006; Ghosh
and Dunson, 2009; Leung and Drton, 2016). In the MCMC framework, the
PLT is popular due to its ease of implementation. The PLT constraint on Λ
implies that λjk = 0 for k > j, and λkk > 0 for k = 1, . . . ,m. The leading m
variables then distinguish the latent factors and are referred to as the factor
founders (Carvalho et al., 2008).
However, there are limitations with imposing the PLT constraint. Let
r = (1, . . . ,m) be an index vector that denotes the positions and order
of the founding variables, and let Λr denote that leading m × m subma-






. First, the PLT can
fail to guarantee identifiability when Λr is not full rank (Muirhead, 1982),
which is dependent on the ordering of the data through the leading m vari-
ables, and creates instabilities in marginal likelihood estimation and selecting
the number of factors (Lopes and West, 2004; Chan et al., 2018). Second,
though the PLT constraint addresses rotational nonidentifiability of Λ, the
PLT constraint can introduce new, nontrivial multimodality with subopti-
mal modes (Erosheva and Curtis, 2017; Aßmann et al., 2016). Other ap-
proaches to address rotational indeterminacy without relying on the PLT
include generalizations of the PLT (Fruehwirth-Schnatter and Freitas Lopes,
2018), post-processing algorithms to realign multimodal posterior samples
(Aßmann et al., 2016; Erosheva and Curtis, 2017), sparsity-inducing pri-
ors (Conti et al., 2014; Ročková and George, 2016; Bhattacharya and Dun-
son, 2011), parameter expansions from identified specifications (Chan et al.,
2018), and evolutionary stochastic search algorithms (Carvalho et al., 2008).
The main contributions of this paper can be summarized as follows:
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1. We propose a rotationally identified model specification that extends
the PLT constraint to address the case where the PLT fails to identify
Λ. We treat the choice of the m founding variables as a model selection
problem, building a hierarchical model that encapsulates all models
under permutations of the PLT constraint.
2. Prior research finds mode-jumping algorithms improve mixing in mul-
timodal surfaces (Tjelmeland and Hegstad, 2001) and we present a
mode-jumping Metropolis-Hastings step that efficiently explores the
posterior surface through orthogonal rotations, and has the advantage
of being easy to include in existing models.
3. We provide evidence in simulation studies that our algorithm improves
upon the existing models of Geweke and Zhou (1996), Ghosh and Dun-
son (2009), Leung and Drton (2016), and Chan et al. (2018) in recovery
of ΛΛ′, Λ, and selection of the number of factors.
In Section 2.3 we outline our prior specifications and algorithm. Section 2.4
reports Monte Carlo simulation studies to evaluate recovery of ΛΛ′, Λ, and
in selection of the number of factors. Section 2.5 contains an application of
our algorithm to exchange rate time series data for six countries. Finally,
Section 2.6 provides concluding remarks.
2.2 Motivation
2.2.1 Exploratory Factor Analysis
In the exploratory factor analysis model, observed p-variate data X is repre-
sented as a linear combination of m latent factors F , where the p×m factor
loadings matrix Λ describes how each observed variable xj is constructed
from the latent factors. For i = 1, . . . , n individuals, j = 1, . . . , p variables,








where fi = (fi1, fi2, . . . , fim). This can be equivalently written as xi ∼








. If we allow fi ∼ Nm (0m, Im),
5
we can marginalize over fi and write the covariance structure Σ of xi as
Σ = ΛΛ′ + Ψ (2.2)
2.2.2 Posterior multimodality
2.2.2.1 Rotational identifiability
Under certain conditions, ΛΛ′ and Ψ are identified from the likelihood, but
Λ is not, without further restrictions. As described in Anderson and Rubin
(1956), for any orthogonal matrixR such thatRR′ = R′R = I, the marginal
likelihood will be unchanged by replacing Λ by Λ∗ = ΛR.
Σ = Λ∗(Λ∗)′ + Ψ (2.3)
= ΛRR′Λ′ + Ψ (2.4)
= ΛΛ′ + Ψ (2.5)
This implies that, without additional restrictions on Λ, Λ is only identifiable
from the data X up to any orthogonal rotation, as Λ∗ = ΛR for any R
such that RR′ = I is an equally valid configuration. Two special cases of
rotational identifiability are sign-flipping and label switching. Sign-flipping
describes the invariance of the likelihood function to reflections of Λ. Suppose
we flip the signs of the mth factor, denoting f ∗m = −fm and λ∗m = −λm,
then (f ∗m)









m, and as such we can replace
fm,λm by their reflections without changing the likelihood. In the case of
sign-flipping, the rotation matrix R is a diagonal matrix with only -1’s and
1’s on the diagonal. Label switching describes invariance of the likelihood
function to relabelling of the factors, as the factor labels are arbitrary, which
becomes a problem if 2 factors switch roles during sampling. In the case of
label switching, R is a permutation matrix, where each row and column of
R contains a single 1 with 0’s everywhere else.
In the MCMC framework, rotational indeterminacy can additionally lead
to convergence problems, as the existence of multiple, equivalent solutions
of Λ creates posterior multimodality. We define a mode as ΛR, for any R
where R′R = I, where each mode is an equivalent solution of Λ (under the
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likelihood), indexed by a rotation matrix R. Multimodality in the posterior
surface for Λ can cause a sampler to visit multiple modes during sampling,
or can cause multiple independent runs of the algorithm to end in different
modes.
If the sampler visits multiple modes in a single run of the algorithm, the
posterior samples will not be s = 1, . . . , S samples of
(
Λ(1), . . . ,Λ(S)
)
, instead
the posterior samples will be an rotationally mixed sample
(
Λ(1)R(1), . . . ,Λ(S)R(S)
)
.
As such the posterior samples cannot be summarized by taking element-wise
averages, as this produces poor estimates of the “center” of Λ. Take for
example the case of sign flipping. As f ′mλm = −f ′m(−λm) and λmλ′m =
−λm(−λ′m), we can replace fm,λm by their negative values without chang-
ing the likelihood. If half of our posterior samples for λm come from the
positive mode, and half come from the negative mode, then our posterior
estimate will be λ̂m ≈ 0p. This problem can be summarized as not-well
separated posterior multimodality due to rotational identifability.
If the modes in the surface of the posterior are well separated, then indi-
vidual runs of the algorithm may not visit multiple modes, and the posterior
samples can be summarized using simple element-wise averages. However,
multiple independent runs of the algorithm (with random initialization) will
show multimodality across their posterior mean estimates of Λ. This problem
can be partly related to initialization of Λ, as the algorithm may simply find
the local mode nearest to the initial value of Λ. This non-convergence can
be detected by, for instance, the Gelman-Rubin statistic, which uses multiple
chains to evaluate convergence through the ratio of across-chain variability
over within-chain variability (Brooks and Gelman, 1998). This problem can
be summarized as well-separated posterior posterior multimodality, due to
rotational identifiability.
Rotational indeterminacy in the MCMC framework can be considered re-
solved if posterior output comes from only one mode, and multiple, indepen-
dent runs of the sampling algorithm produce posterior samples from the same
mode. This can be obtained before running the algorithm by enforcing model
constraints on Λ to sample from only one mode, the ex-ante approach, or by
dropping any restrictions and running an algorithm that explores all modes,
and then summarizing the multimodal posterior output into unimodal poste-
rior output through some post-processing steps, the ex-post approach. In our
approach we blend the two frameworks, running an algorithm that enforces
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identifiability constraints, yet explores all modes under those constraints,
and summarizes multimodal posterior output into unimodal posterior out-
put through post-processing.
2.2.2.2 Identifiability constraints - PLT
A commonly used constraint to ensure rotational identifiability of the factor
loadings, Λ, is to fix the upper triangle of Λ to 0, and restrict the diago-
nal elements to be positive. All other elements are unconstrained. We refer
to this constraint as the PLT (positive diagonal, lower triangular) identifi-
ability constraint for the remainder of this paper, and we define Λr as the
upper m×m submatrix of Λ to which the PLT constraint is applied, where
r = (1, . . . ,m) are the row indices of Λr from Λ. The PLT constraint pro-
vides the simple interpretation that the first variable loads onto only the first
factor, the second variable loads only onto the first two factors, and so on.
These m variables can be defined as the factor founders, as they differen-
tiate the latent factors and uniquely determine Λ’s rotation. This method
was first proposed by Anderson and Rubin (1956), and used, for example, in
Geweke and Zhou (1996); Lopes and West (2004); Leung and Drton (2016).
So long as Λr is nonsingular, the PLT constraints produce an identified solu-
tion that is invariant to rotations, including sign-flipping and label-switching
(Anderson and Rubin, 1956; Chan et al., 2018). This solution is popular in
the Bayesian MCMC literature due to its simplicity, both in interpretation
and implementation, and because it will force the algorithm to converge. It
is also popular because the PLT constraint will produce similar estimates
of Λ across multiple runs of the algorithm, since the location of fixed-zero
elements is fixed. See Figure 2.1 for a graphical representation of the PLT
constraint on Λ.
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Figure 2.1: The PLT constraint restricts the upper m rows of Λ to be a
PLT matrix.
However, in the case that Λr is singular, enforcing the PLT constraint
will not guarantee identifiability. Λr is singular only when the determinant
|Λr| = 0. Because Λr is lower-triangular, we have that the determinant
|Λr| =
∏m
k=1 λkk, the product of the diagonal elements of Λr. Thus, Λr
is not identified under the PLT only when
∏m
j=1 λjj = 0, which is the case
when λj∗,j∗ = 0 for some j
∗ ∈ 1, . . . ,m. We can see that when λj∗,j∗ = 0,
the reflection −λj∗ also satisfies the PLT, and has identical likelihood if we
sign-flip the corresponding fj∗ , implying nonidentifiability.
This scenario may arise more commonly in practice than in simulation, as
in real-life scenarios our variables will likely be highly correlated considering
we are attempting to apply factor analysis on them, whereas in simulation
studies, it is very unlikely to randomly generate a singular matrix when us-
ing element-wise random number generation. Chan et al. (2018); Lopes and
West (2004) use time series data of currency exchange rates, to illustrate
a case where under the PLT constraint, the number of factors selected to
represent the data depended on the order of the variables presented to the
algorithm. Chan et al. (2018) also notes that both the magnitude of the
marginal likelihood estimate as well as the accuracy (numerical standard er-
ror) of the marginal likelihood estimates depended on how close Λr was to
singular, which indicates that even near-singular Λr may exhibit nonidentifi-
ability problems. Lopes and West (2004) also noted that stability of marginal
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likelihood estimators were dependent on the order of variables under the PLT
constraint. We will additionally show that when |Λr| is near 0, the estimate
of the identified quantity ΛΛ′ is also negatively affected.
Convergence problems due to PLT constraint Λ Though the PLT
constraint is used in Bayesian factor analysis to resolve nonidentifiability and
in turn resolve posterior multimodality, the PLT constraint itself may intro-
duce additional convergence problems in the MCMC framework (Erosheva
and Curtis, 2017). Though Λ is identified from the data under the PLT
constraint, sensitivity to initial values of Λ can cause multiple runs of the
algorithm to produce different estimates of Λ. The parameter space of Λ
is restricted based on the PLT constraint, which can cause the sampler to
become stuck in a local mode that is suboptimal in terms of likelihood. Take
again for instance the case of sign-flipping. If Λ is the true solution satis-
fying the PLT constraint, and |Λr| > 0, then the reflection −Λ is outside
of the (constrained) parameter space, as its diagonal elements are negative.
However, in the neighborhood of −Λ there exists a suboptimal solution Λ̃,
or a near-reflection, that is very close to −Λ but has nonnegative diagonal
elements, such that Λ̃ is not an orthogonal rotation of Λ, and thus has lower
likelihood. If the initial value of Λ(0) is close to the suboptimal solution, then
the resulting posterior estimate may also be suboptimal. Furthermore, these
convergence problems can go beyond initialization, as even careful selection
of starting values can still result in poor convergence, as studied by Erosheva
and Curtis (2017) under multiple initialization settings. Erosheva and Curtis
(2017) noted that even starting Λ(0) under random positive values or the first
m PCA loadings resulted in nontrivial posterior multimodality.
2.2.3 Other approaches for enforcing identifiability
An extension to the PLT constraint in the case that the determinant |Λr| = 0
was proposed by Fruehwirth-Schnatter and Freitas Lopes (2018), in which
the PLT constraint is relaxed to the Generalized PLT constraint. Assuming
Λ is of dimension p×m, let rk denote the row index of the top nonzero entry
in column k (i.e. λjk = 0,∀ j < rk). Λ is generalized lower triangular if r1 <
· · · < rm and λrk,k > 0 for k = 1, . . . ,m. In the case that |Λr| > 0 (i.e. λkk >
0 for k = 1, . . . ,m), the GLT restriction can reduce to the PLT restriction.
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However, in the case that |Λr| = 0, the GLT constraint allows for increasing
the number of constrained rows past m so that the “generalized diagonal”
elements λrk,k > 0 for k = 1, . . . ,m, resolving rotational identifiability for Λ.
Other recent approaches for enforcing identifiability without relying on
the PLT constraint include Conti et al. (2014), who use spike-and-slab pri-
ors to induce sparsity. They maintain the classical identifiability conditions
(m nonzero entries in each column of Λ), and use a tempered transition
approach to jump between identified models. Their tempered transition ap-
proach makes Gibbs sampling sweeps through unrestricted models, accepting
the final proposal state if the classical identifiability conditions are met.
Carvalho et al. (2008) proposed an evolutionary stochastic search algo-
rithm to identify m variables that served as founders of the factors, in other
words the set of variables that define the structure of the latent factors. For
example, the first founding variables loads onto only the first factor, which
uniquely determines the first factor. The second founding variable loads onto
only the first two factors, which uniquely defines the second factor, given the
first founding variable and factor. Our proposed algorithm can be seen as an
alternative approach to stochastically search for the best subset of founding
variables.
Other recent approaches for identifiability in EFA include Chan et al.
(2018), who uses a parameter expanded singular value decomposition (SVD)
of the quantity FΛ′, working with identified SVD parameters that are ex-
panded with non-identified auxiliary variables to construct F ,Λ. This ap-
proach replaces the PLT constraint, resolving rotational identifiability by
anchoring the orientation of Λ on the principal components, rather than
anchoring the orientation of Λ on a PLT structure, which allows Chan’s al-
gorithm to be invariant under ordering of the data. Chan mentions that
there are two approaches to handling invariance, to develop a single model
that does not depend on ordering of the the data, or to develop a model
that averages over all orderings of the data. We take the latter approach,
developing an efficient way to sample over much of the posterior space of Λ.
Why not sparsity? Sparse models are not actually identified, in the sense
that running the algorithm multiple times will produce different results. If
the locations and number of zero elements are fixed a priori rather than
estimated, then the solution Λ is rotationally identified, given the fixed zero
constraints. However, as the positions of zero elements are also estimated,
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multimodality related to variable selection is introduced. The subset of coef-
ficients selected to be nonzero can be very sensitive to random initialization
or small changes to the data X. Running the algorithm multiple times on
the exact same dataset will likely produce different results, which may be
confusing for the practitioner and challenging to summarize. Across multi-
ple runs of the algorithm, the PLT constraint results in fewer local modes
than a sparsity constrainst, as the PLT fixed-zero locations remain the same,
while the zeros may be anywhere under a standard sparsity-inducing prior.
Our idea is that if the determinant |Λr| = 0, is it possible to shift the
PLT constraint to another m × m submatrix of Λ that is full-rank? We
propose to treat r, the row indices of the PLT submatrix Λr as a random
variable, rather than fixed as the first m rows under the PLT constraint such
that r = (1, 2, . . . ,m). We continue to apply the PLT constraint to the
submatrix Λr, though we allow r to be any m rows of Λ.
This method should be order-invariant, in the sense that it will avoid cases
where |Λr| = 0 affects selection of the number of factors or affects the quality
of marginal likelihood estimates. This method is not order-invariant in the
sense that inference on the coefficients depends on the order of the variables,
as that is not really a statistical problem. If the estimated Λ under the PLT
constraint is likelihood equivalent to some “true” Λ that is not PLT, from
the statistical perspective these are both equally valid configurations of Λ,
and either configuration is equally valid to be the “true” Λ.
Given that we treat r as random, we next describe how we construct
proposal steps for sampling from the distribution P (Λ, r) = P (Λ | r)P (r),
using orthogonal rotations to deterministically jump from Λ | r(1) to Λ | r(2).
We construct a Metropolis-Hastings step for sampling from P (Λ, r), and we
provide a full MCMC algorithm for sampling all parameters.
2.2.4 Motivation as a parameter expansion
We note that rotational nonidentifiability of Λ implies that any orthogonal
rotation of Λ has the same likelihood, such that we can replace Λ by Λ∗ =
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ΛR, where RR′ = Im.
Σ = Λ∗(Λ∗)′ + Ψ (2.6)
= ΛRR′Λ′ + Ψ (2.7)
= ΛΛ′ + Ψ (2.8)
One approach to identifiability is to put constraints on Λ such that the
only rotation R that satisfies this is the identity matrix R = Im. However,
this may introduce convergence problems by restricting the parameter space
such that the path from initialization to the maximum likelihood state is
blocked.
The second approach to identifiability is to forgo any constraints on Λ and
to include R as an auxiliary variable or working parameter. Additionally










= Im for s = 1, . . . , S samples. R is an element of the
orthogonal group O (m), group of orthogonal m×m rotation matrices. The
space of O (m) is the Stiefel manifold Vm (R
m), which we can construct a
Metropolis-Hastings step to sample on using the R package rstiefel as de-
scribed in Hoff (2013). Sampling R allows us to take large steps along orbits
of equal likelihood, allowing us to easily explore the full posterior space of
Λ. We note that simply loosening restrictions and sampling unrestricted Λ
is not guaranteed to explore the full parameter space, due to the presence of
local modes that can be difficult for samplers to escape from. Some mecha-
nism for performing large jumps (such as sampling R) is necessary to explore
the full posterior space of Λ.
However, summarizing an orthogonally mixed sample is not straightfor-
ward. The general procedure is to define a target orientation, and then
proceed to rotate all posterior samples towards that target. One approach
has been described by Aßmann et al. (2016), who uses a weighted orthogonal
Procrustes rotation to rotate all samples to a common orientation.







Where Λ∗ defines the common orientation, which is updated iteratively until
convergence. However, the choice of initialization of the common orientation
is subjective, and if the common orientation is defined by a given posterior
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sample, there is no guarantee that rotating all samples to be as close as
possible to a given sample is consistent in recovering the true Λ. A similar
procedure is described by Erosheva and Curtis (2017), in which they pro-
pose a post-processing algorithm that summarizes posterior output in the
presence of reflection invariance, i.e. sign-flipping behavior. Erosheva and
Curtis (2017) draws a parallel between realigning samples of orthogonally-
mixed matrix variables and the relabelling algorithms in Bayesian mixture
modelling, which deal only with label switching.
Our proposed approach samples R, but restricts R to a finite subset of
Vm (R
m), where the subset is defined as V ∗m,Λ = {R : RR′ = Im, ΛR = PL},
where P is any p× p permutation matrix and L is a p×m lower-triangular
matrix. This subset describes the set of rotation matrices that retain the
configuration of PLT rows (and corresponding zero elements) somewhere in
Λ, and we make implicit the dependence of V ∗m,Λ on the current value of Λ.
In this case the prior distribution for R is dependent on Λ as we restrict
the parameter space of R based on the current values of Λ, and as such we
do not benefit from the results of Liu and Wu (1999) which would ensure
convergence and faster mixing if R was proposed independently of Λ. Re-
stricting moves based on the current state can cause algorithms to get stuck,
and as noted in (Liu and Wu, 1999, Section 3.2), dependence between the
expanding parameter and Λ can actually cause the algorithm to converge
more slowly.
We summarize the orthogonally-mixed posterior sample by rotating all
samples to a common configuration, using the same rotation step used to
generate the orthogonally-mixed samples. Our choice of common configu-
ration is the PLT configuration, unless the upper m × m submatrix is not
full-rank, in which case we would like the next m ×m submatrix to be the
constrained submatrix, and so on.
Our approach can be viewed as parameter expansion, or marginal data
augmentation, though we expand the parameters Λ rather than the aug-
mented data F , and our expanding parameters are dependent on the current
state of our parameters Λ. Similarly to work done by Ghosh and Dunson
(2009); Ročková and George (2016); Chan et al. (2018); Conti et al. (2014),
we expand our parameter space with parameters that do not belong to the
model and are not identified. We use the working parameters to transform
Λ and F and continue sampling in the transformed space, though we do not
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reverse the transformation until after the algorithm finishes running.
2.3 Methods
This section describes methods to extend the prior for Λ to a mixture dis-
tribution P (Λ) =
∑
r P (Λ | r)P (r) around permutations of the PLT con-
straint r, such that Λ is restricted to stay in identified space. By treating
the model constraints r as a random variable, our proposed algorithm can
be seen as a stochastic search for a subset of founding variables that form a
full-rank submatrix, or as a model selection algorithm that explores models
under variations of the PLT constraint.
Because r represents a model-level constraint under which Λ is estimated,
it can be challenging to draw samples of (r,Λ), due to strong coupling be-
tween the model constraint variable r and the state of Λ. Previous ap-
proaches considered tempered transitions (Conti et al., 2014) and the use
of preliminary MCMC runs to estimate P (Λ | r) a priori (Lopes and West,
2004). We next describe a mode-jumping Metropolis-Hastings step is derived
for sampling from (Λ, r).
2.3.1 Permutation PLT constraint (PPLT)
The positive-diagonal, lower-triangular (PLT) constraint restricts Λ to the
constraint set C1:m = {Λ ∈ Rp×m | λjk = 0 for k > j, and λkk > 0 for k = 1, . . . ,m}.
We relax the restriction that the PLT must apply to the first m rows of the
loading matrix, and allow these constraints to apply to any arbitrary subset
of the m rows of the loading matrix. Let r = (r1, r2, . . . , rm) ⊂ {1, 2, . . . , p},
such that rk 6= rk′ for any k 6= k′. Define the PPLT constraint on Λ as
imposed by r through the constraint set
Cr =
{
Λ ∈ Rp×m | λrk,k′ = 0 for k′ > k, and λrk,k > 0 for k = 1, . . . ,m
}
(2.10)
which implies that the number of different sets Cr is
p!
(p−m)! . See Figure 2.2.
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Figure 2.2: The PPLT constraint restricts the rows r = (r1, r2, . . . , rm) of Λ
to be a PLT matrix.
This can be viewed as satisfying the General triangularity condition from
(Anderson and Rubin, 1956, Equation 5.19), which states that Λ is rotation-
ally identified if A′Λ = L for a given p × m matrix A, where L is a PLT
matrix. In our case, A is a row sub-permutation matrix of dimension p×m,
which is defined by r to be Ajk = 1 if rk = j, and Ajk = 0 if rk 6= j. As such,
we define Λ as satisfying the permutation positive-diagonal lower triangular
(PPLT) constraint defined by r if AΛ = L. The PPLT reduces to the PLT
when r = (1, 2, . . . ,m), or A = (Im,0m×m). We finally define Λr as the




λr1,1 0 0 . . . 0







. . . 0
λrm,1 λrm,2 . . . . . . λrm,m

= L. (2.11)
In general we have no order preference for the variables in our data, as
such we assign a uniform prior to r. Alternatively, more informative priors
may be used to reduce the p!
(p−m)! number of configurations explored. The
prior for r may be modified to behave more similarly to the standard PLT
constraint by favoring the leading m row indices. Alternatively, if we have a
subset of variables that we prefer to be the factor founders, we can design a
prior that targets those variables.
16
2.3.1.1 Sampling of r
Given r, sampling of Λ proceeds similarly to the PLT case. The question
then becomes how to sample r. The conditional distribution of r given Λ is
very unlikely to propose a new PLT configuration given the point mass zero
entries of the current state Λ. To propose a new r∗, what we really need
is the marginal likelihood L(X | r∗) =
∫
L(X | Λ,Ψ)P (Λ | r∗)dΛ, which
requires marginalizing out the Λ terms. As we have already marginalized out
the latent factors F in L(X | Λ,Ψ), it is infeasible to additionally integrate
out Λ. Conditional updates for r appear infeasible so we rely on Metropolis-
hastings steps to jointly propose new (Λ, r).
Since r is a model constraint under which to estimate Λ, we could first
propose a new r∗, then propose a Λ∗ satisfying r∗, which requires knowledge
of P (Λ | r) for any r we want to propose. P (Λ | r) could be estimated
using preliminary runs of a standard EFA algorithm, under all values of r,
as described in Chan (1987), and similarly to what is done by Lopes and
West (2004) in a Reversible Jump MCMC algorithm for automatic selection
of the number of factors. However, for our case there are p!
(p−m)! possible
configurations of r to try, so it is not feasible to run a Gibbs sampler to
convergence for each possible value of r.
We could alternatively approximate the marginal likelihood L(X | r∗) ≈
L(X | Λ̂,Ψ), where we plug in the MLE Λ̂ = arg maxΛ L(X | Λ,Ψ)P (Λ |
r∗), adapting the mode-jumping approach of Tjelmeland and Hegstad (2001).
In this formulation, we would
1. make a large jump by proposing a new r∗
2. perform local optimization to find Λ̂∗ | r∗




Σ(Λ̂) is an arbitrary covariance structure used to propose Λ∗ around Λ̂,
for example it could be the asymptotic covariance matrix of the MLE. This
mode jumping proposal reduces to an independent proposal, since we propose
Λ̂ | r∗ independently of the current state Λ0. The acceptance probability















We note that the proposal likelihood L(Λ∗,Ψ∗, r∗) and the reverse tran-
sition probability fr0(Λ0,Ψ0 | r0) (both of which appear in the numerator)
are inversely related through the choice of Σ(Λ̂), as larger randomization
around the local mode Λ̂∗ leads to lower likelihood proposals Λ∗, yet in-
creases the reverse transition probability. Conversely, small randomization
produces higher quality proposals, yet decreases the reverse transition prob-
ability. We will illustrate through a small numerical experiment. Let
Σ(Λ̂) = κεI + (1− κ)Acov(Λ̂) (2.13)
where we set ε = 0.01. Then εI represents a very small, diagonal co-
variance matrix. Acov(Λ̂) is the asymptotic covariance matrix of the MLE
Λ̂, Ψ̂, which represents a larger variance. Varying the value of κ ∈ [0, 1]
controls the amount of ”small randomization” performed around the MLE
when generating proposals.
Figure 2.3: κ vs. Log acceptance probability A. For no values of κ does the
acceptance probability go above 7e-129.
We report very low acceptance probabilities when using the mode-jumping,
local optimization, small randomization proposal for proposing Λ∗, see Fig-
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ure 2.3. The small randomization either is too small to have a non-neglible
reverse transition probability, or is too large to produce a Λ∗ with an accept-
able likelihood value, as the small randomization step adds random noise to
each element λjk of Λ. Acceptance probabilities decrease as both sample size
n and number of factors m increase. This may also limit the use of algo-
rithms such as parallel tempering and tempered transitions, which also rely
on element-wise updates to perform large jumps in the configuration of Λ.
The entire p×m proposal matrix Λ needs to be a good quality proposal, so
randomly varying every single element is unlikely to produce a high quality
proposal.
The main challenge then is to design a proposal distribution that has
nonneglible acceptance probability. As described in (Lopes and West, 2004,
Sec 2.2) and Chan et al. (2018), so long as Λr is full-rank, we can always
find an orthogonal matrix Q and PLT matrix L such that Λr = LQ. Thus,
ΛrQ
′ = L, and we design our proposal based on the facts that the likelihood
is invariant to orthogonal rotations of Λ, and that given r, we always want
Λr to have PLT structure.
2.3.2 Determinant-based prior
The PLT constraint guarantees identifiability of Λ, as long as the PLT sub-
matrix Λr is nonsingular, i.e. |Λr| > 0. To examine the effect of near-zero
estimated determinant |Λ̂r| on the recovery of ΛΛ′, we ran a small experi-
ment using the standard PLT model (see Figure 2.4). It can be seen that in
near-zero determinant cases where |Λr| ≈ 0, the estimation error of Λ̂Λ̂′ can
be very high. For all other values of |Λr| sufficiently thresholded away from
0, the estimation error is relatively constant (and lower). It would appear
then that we need only avoid the near-singular cases |Λr| ≈ 0.
19
Figure 2.4: Left : Scatterplot of the estimated determinant |Λ̂r| vs.
Frobenius distance ||Λ̂Λ̂′ −Λ0Λ′0||F . We see that when |Λ̂r| → 0, the
estimation error ||Λ̂Λ̂′ −Λ0Λ′0||F tends to be abnormally high.
Since Λr is a lower triangular matrix, the determinant is the product
of the diagonal elements, det(Λr) =
∏m
k=1 λrk,k. We define a determinant-
maximizing prior by selecting a distribution that assigns greater density to
larger values for the diagonal elements of Λr.
Motivated by the prior distributions defined in Arngren et al. (2011) and
Leung and Drton (2016), we define a distribution of the form:









I[λrk,k > 0], k = 1, . . . ,m. (2.14)









, under the shape/scale parameterization. Here γ ≥ 0 is
a tuning parameter controlling the magnitude of det(Λr), as the prior ex-
pectation is E
[











(2σ2Λ). When γ = 0, Equation 2.14
reduces to the truncated normal distribution. Large values of γ encourage
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larger magnitude estimates of λrk,k, k = 1, . . . ,m. See Figure 2.5 for the
distribution of λrk,k for varying values of γ.
Figure 2.5: When γ = 0, this prior reduces to the truncated normal
distribution. Larger values of γ correspond to larger values of λrk,k and
more thresholding away from 0.
We fix γ as a tuning parameter, but a prior could be specified. With normal
priors for the remaining nonzero entries of Λr, the joint prior distribution for






















2.3.3 Mode jumping through rotations
In this section we describe how we construct Metropolis-Hastings proposals
to produce samples (Λ, r) ∼ P (Λ | r)P (r).
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Figure 2.6: Scheme for rotating Λ to satisfy new PPLT constraints defined
by r∗. Step (1) performs the LQ decomposition on the submatrix Λr∗ to
obtain the rotation matrix Q. Step (2) rotates Λ by Q′ to obtain Λ∗ that
satisfies the new PPLT constraint.
Let Λ(0) be our current estimate of the loadings matrix. Given a new
PPLT configuration r∗, we can transform Λ(0) to satisfy the new constraints












submatrix of Λ(0) corresponding to the rows r∗. From a theorem in matrix
theory, there exists matrices L, Q, such that Λ
(0)
r∗ = LQ, where L is an
m×m lower triangular matrix with positive diagonal elements and Q is an
m×m orthogonal matrix (Muirhead, 1982, p. 592, Theorem A9.8). If Λ(0)r∗ is




to a PLT structure Λ
(0)
r∗Q
′ = L. Thus, we produce a proposal Λ∗ = Λ(0)Q′
that satisfies the new constraints r∗, and has equal marginal likelihood. The
procedure can be found in Table 2.1 and seen graphically in Figure 2.6.
22
Table 2.1: Steps to rotate to new configurations
Given a target row configuration r∗, and initial state












, where λj corresponds to
the jth row of Λ.
2. Obtain m×m orthogonal matrix Q from an LQ decom-
position on the m×m submatrix Λ(0)r∗ .



































The acceptance ratio satisfying Metropolis-Hastings detailed balance con-
dition can be found in Equation 2.16. The transformation of both Λ(0) in-
troduces Jacobian terms into the acceptance probability. However, since the
transformation we apply is an orthogonal rotation, the Jacobian term is sim-
ply one and can be dropped (Dutta and Bhattacharya, 2014). Recall the
likelihood terms in the MH ratio in Equation 2.16 can be dropped as they
are invariant under orthogonal rotations of Λ. Therefore, under uniform
priors and proposals for r, and scalar prior variance for Λ, the acceptance
probability satisfying detailed balance reduces to a ratio of the determinants
of the constrained submatrices. The Metropolis-Hastings step for sampling
(r,Λ,F ) can be found in Table 2.2.
It may be difficult to incorporate any prior distribution on Λ that treats the
distribution for each column or element of Λ differently, since this Acceptance
ratio in Equation 2.16 relies on the ratio of priors for Λ reducing to only a
ratio of determinants of Λr. This means that for example, we may not be
able to incorporate sparsity inducing priors or as discussed later on in the
Numerical Experiments, Path Sampling for selecting the number of factors.
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, perform the following
steps to obtain a new state (r∗,Λ∗).
1. Propose new row configuration r∗ ∼ q(r∗ | r(0)).
2. With target row configuration r∗, and initial state Λ(0),
perform the steps in Table 2.1 to get proposal Λ∗.














as the new state.
Thus, if we let γ = 0, we can achieve unit acceptance rate, which allows
us to decrease acceptance rate to some desired level by increasing the value
of γ. However, when γ = 0, all configurations of r will be equally likely
to be visited, including those where the PLT submatrix Λr is singular and
rotational indeterminacy is not resolved. We need γ large enough to threshold
the determinant away from 0, in our numerical studies, we have found that
γ = 0.5 was acceptably large, which implies a prior conditional mean of
0.75 (2σ2Λ) for λ
2
rk,k
. γ can also be tuned to achieve a theoretically optimal
acceptance rate (Sherlock and Roberts, 2009).
The posterior distribution of Λ is constructed by orthogonal rotations be-
tween discrete states Λ | r as r is discrete and finite. As such, it is then
possible to reconstruct Λ at a single configuration Λ | r = r0. However, it is
unknown whether or not |Λr0| = 0 a priori, and we require a full-rank target
to avoid multimodality. We therefore cannot choose the target configuration
r0 before running the algorithm, and leave re-orienting the posterior samples
as a post-processing step.
2.3.4 Summarizing posterior output
Our algorithm offers several options for summarizing the posterior distribu-
tion. We could simply take only Λ samples from the most-visited config-
uration r and report results from the posterior mode configuration. This
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is similar to how parameters have been summarized when estimated under
models with different number of factors or different model constraints (Conti
et al., 2014; Lopes and West, 2004). However, we would be discarding much
of our posterior sample.
Alternatively, if we would like to use all posterior samples, we can rotate
all posterior samples of Λ to a common rotation. This is similar to what is
done by Aßmann et al. (2016) and Erosheva and Curtis (2017). Following the
procedure in Table 2.1 we rotate all posterior samples of Λ to some common
PPLT structure defined by r̃. r̃ may be the posterior mode, or the standard
PLT configuration, or arbitrarily determined. The primary consideration is
that det(Λr) > 0.
For consistency with standard PLT-based approaches, we can choose the
standard PLT configuration as a rotation target, rotating all posterior sam-
ples of Λ to the configuration r = (1, . . . ,m). However, if the upper m
rows of Λ is singular, then rotating to the PLT configuration will exhibit
identifiability-related convergence problems, as we demonstrate in our nu-
merical studies. As such we do not recommend always using the standard
PLT configuration as a rotation target.
2.3.5 Remaining prior specifications
The remaining specifications of our model are given here. For i = 1, . . . , n,
the observed data xi is conditionally normally distributed,
xi | fi ∼ Np (Λfi,Ψ) . (2.18)
For i = 1, . . . , n, the latent factors follow the standard normal distribution,
fi ∼ Nm (0m, Im) (2.19)
which implies the following marginal likelihood
P (X | Λ,Ψ) = 1












The prior for a row j of Λ depends on whether or not j is one of the PLT
rows. For the unconstrained rows j = 1, . . . , p and j /∈ r,







For the constrained rows specified by r = (r1, . . . , rm)
′, λrk,k follows the prior
distribution specified in Equation 2.14. λrk,k∗ = 0 for all k
∗ > k, and for all
k∗∗ < k,





The prior distribution for the m-vector r is uniform without replacement
from the set {1, 2, . . . , p}, and as such the probability for any given real-





For j = 1, . . . , p,
σ2j ∼ Inv-Gamma (a, b) (2.23)
where Ψ = diag
(





σ2Λ ∼ Inv-Gamma (c, d) . (2.24)
We use a scalar marginal variance for the latent loadings to maintain a high
acceptance rate in the mode-jumping step, because the ratio of priors for Λ
then reduces to a ratio of determinants. At the cost of a lower acceptance
rate, the marginal variance can be extended to σ2Λk , a marginal variance for
each factor, or σ2λjk , an element-wise variance, for example used for inducing
sparsity.
2.3.6 Gibbs Sampler
Our full conditional steps are as follows. For i = 1, . . . , n observations,
j = 1, . . . , p covariates, and k = 1, . . . ,m latent factors, iterate through the
following steps until convergence.
1. Sample the latent factors from conditional normal, where the condi-
tional variance is Σ̃f = (Im + Λ
′Ψ−1Λ)
−1
, and for i = 1, . . . , n the
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conditional mean is µ̃fi = Σ̃fΛ
′Ψ−1xi,





2. Sampling of the factor loadings. For each row of Λ, denote the con-
ditional variance Σ̃λj :=
(
σ−2Λ Im + F
′Ψ−1jj F
)−1
, and the conditional
mean µ̃λj := Σ̃λjF
′Ψ−1jj xj (where xj represents the j-th column of
X).
(a) Sampling of the PLT rows. The prior distribution for the diago-
nal elements of Λr is not conjugate with the likelihood, as such,
for k = 1, . . . ,m, sample λrk,k from the slice sampler in Section
2.3.6.1. Sample the remaining elements λrk,1:(k−1) from Equation
2.26, conditional on the value of λrk,k.
(b) For all elements of Λ in the unconstrained rows, sample from the
following. For j : j = 1, . . . , p and j /∈ r,







































5. Jointly sample (r,Λ) according to the Metropolis-Hastings step defined
in Table 2.2.
The final step in the Gibbs Sampler, Step 5, returns a transformation (i.e. an
orthogonal rotation) of Λ. We demonstrate in the Supplementary Material




The distribution specified in Equation 2.14 is not congujate with the likeli-
hood, so we follow Leung and Drton (2016) in deriving a slice sampler for







1 [x ≥ 0] (2.29)
where γ ≥ 0, a ∈ R, and b > 0. We introduce an auxiliary variable u with
joint density
f (x, u | γ, a, b) ∝ xγ1
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and we iterate between drawing
























to sample a new value of x.
2.4 Numerical Experiments
We conduct two simulation studies to evaluate our algorithm. Simulation
study 1 examines recovery of Λ, and the two identified quantities ΛΛ′ and
Σ = ΛΛ′ + Ψ. Simulation study 2 examines correct selection of the number
of factors.
We compare our proposed PPLT algorithm against other MCMC algo-
rithms for factor analysis that address identifiability or mixing concerns. The
algorithms we compare against include an EFA algorithm with the standard
PLT constraint from Geweke and Zhou (1996) and the order-invariant algo-
rithm from Leung and Drton (2016). These two algorithms use the PLT con-
straint for rotational identifiability. We also include the parameter-expanded
algorithm from Ghosh and Dunson (2009) that only constrains Λ to be LT
(though realigning posterior samples of Λ to be PLT as a post-processing
step). We note Leung and Drton (2016) make no claims of unbiased esti-
mation, only order-invariant estimation of the identified quantity ΛΛ′. For
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algorithms that do not rely on the PLT, we include the invariant algorithm
from Chan et al. (2018), the post-processing algorithm of Aßmann et al.
(2016), and the sparse EM algorithm of Ročková and George (2016).
2.4.1 Model specifications
We keep all our model specifications as consistent as possible across mod-
els. We specify a unique residual variance for each variable j = 1, . . . , p,
and we specify a single, scalar marginal variance parameter for the loadings
σ2Λ. For j = 1, . . . , p, σ
2
j follows the prior distribution from Equation 2.23,
and σ2Λ follows the prior distribution from Equation 2.24. We use the same
hyperpriors for these distributions across models, where a = b = c = d = 1.
For all models except Chan’s, F follows the prior distribution from Equation
2.19. All algorithms except Ročková-George’s were implemented in Rcpp
(Eddelbuettel and Balamuta, 2018).
2.4.1.1 Mode-jumping model
Λ follows the determinant-maximizing prior distribution specified in Equa-
tion 2.15. In terms of hyperpriors, we set the determinant-maximizing hy-
perprior as γ = 0.5. We let r follow the uniform prior and proposal. As a
post-processing step, we rotate all samples of Λ to the PPLT configuration
defined by the posterior mode r̂.
2.4.1.2 Geweke and Zhou’s model
Geweke and Zhou (1996) use the standard PLT constraint to identify Λ,
































2.4.1.3 Ghosh and Dunson’s parameter expanded model
Ghosh and Dunson (2009) propose to parameter expand the latent factors
F by introducing the working parameters ΣF = diag
(





that fi ∼ Nm (0m,ΣF ) and σ2fk ∼ Inv-Gamma (1, 1). Λ follows a LT prior


























Under this constraint Λ is not rotationally identified since Λ is not invari-
ant under sign-flipping. Therefore, as a post-processing step, the parameter
expansion is reversed by applying the following procedure to all posterior
samples of Λ and F : λ∗jk = s (λkk)λjkσfk , and f
∗




s (x) = −1 for x < 0 and s (x) = 1 for x ≥ 0. Inference is then conducted on
the quantities Λ∗ and F ∗.
As recommended in Dutta and Ghosh (2013), we also tried the stronger
prior specification σ2Λ ∼ Inv-Gamma (5, 5), but found that parameter recov-
ery performance was similar to the specification we used, σ2Λ ∼ Inv-Gamma (1, 1)
which we chose for consistency between models that we compare. We have
not included results for simulation studies conducted for the setting σ2Λ ∼
Inv-Gamma (5, 5).
2.4.1.4 Leung and Drton’s order invariant model
Λ follows the prior distribution specified in Leung and Drton (2016), which
is an extension to the standard PLT model specification such that the in-
duced prior distribution for ΛΛ′ is invariant to reordering of the variables.
They propose a modification of the priors for the diagonal elements λjj, j =











I [λjj > 0] . (2.35)
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2.4.1.5 Chan’s invariant model
The model of Chan et al. (2018) does not rely on the PLT constraint for
identifying Λ, addressing identifiability by treating Λ and F as parameter
expansions of the identified SVD decomposition components (We note that
it does appear that Λ is actually identified since it is a product of an iden-
tified parameter and a nonidentified parameter). Λ,F , and Ψ follow the
prior distributions specified in Chan et al. (2018). The forms of the posterior
distribution can also be found in Chan et al. (2018). An important hyper-
parameter in Chan’s algorithm is M , which we set to M = Ψ (As opposed
to M = Ip). This implies that the uniquenesses Ψ are shared between the
residual variance and the marginal variance of the loadings, and that the
marginal variance of the loadings is simply a scale factor of the uniquenesses.
We additionally tried the setting M = Ip, however we found that for our
simulation study setting, performance (in terms of recovery of the quantities
Λ and ΛΛ′) was better under the setting M = Ψ (Furthermore, M = Ψ was
the setting used for the simulation studies in Chan et al. (2018)). The joint












The conditional prior distributions for F and Λ, and the conditional pos-
terior distributions for F , Λ, and Ψ can be found in Chan et al. (2018).
Though a prior for σ2Λ is not specified in Chan et al. (2018), we have defined
one in Equation 2.24 to keep all our model specifications consistent across
algorithms. The conditional updates for σ2Λ are straightforward to derive
from Equation 2.36.
Upon marginalizing out the latent factors F from equation 2.36, the covari-






Ψ. The marginal prior for Λ is a matrix t-distribution with zero mean, vari-
ance for each row of Λ defined as Var (λj) = (n+ 1−m− p)−1 σ2jσ2ΛIm, and
n+ 1−m− p degrees of freedom.
31
2.4.1.6 Aßmann’s Post-processing algorithm
The algorithm of Aßmann et al. (2016) relies on running an unrestricted EFA
Gibbs sampler and realigning the orthogonally mixed posterior samples of Λ
as a post-processing step. In the unrestricted EFA model, the prior for Λ















We follow the Weighted Orthogonal Procrustes (WOP) procedure as defined
in Aßmann et al. (2016). The algorithm iterates between defining a center of
the posterior samples of Λ and rotating the posterior samples of Λ towards
the previously defined center. We note that this algorithm also does not rely
on the PLT constraint for rotational identifiability.
2.4.1.7 Ročková-George’s PXL-EM algorithm
The algorithm of Ročková and George (2016) resolves rotational indetermi-
nacy through sparsity-inducing spike-slab priors. We note that this model,
though Bayesian in nature, is estimated through the EM algorithm rather
than Gibbs sampling. The prior distributions for the elements λjk is a mix-
ture of two Laplace components ψ (λ | s) = s
2
exp {−s |λ|}, where the spike
component has s0 = 20 and the slab component has s1 = 0.001. This algo-
rithm also does not rely on the PLT constraint; rotational indeterminacy is
resolved by the zero elements in Λ implied by the sparse prior distributions.
2.4.2 Study 1: Parameter Recovery
We evaluate our algorithm against similar algorithms in recovery of the term
ΛΛ′, which is invariant under rotations of Λ. We use the L2 (Frobenius)
matrix norm of the matrix D = Λ̂Λ′ − ΛΛ′ to measure distance. We also
evaluate recovery of Σ = ΛΛ′ + Ψ, also using the L2 matrix distance.
We further compare all models in recovering Λ. Since any rotation of
Λ is theoretically valid, we only evaluate recovery of Λ up to an orthog-
onal rotation. This allows us to compare algorithms that utilize different
identifability constraints in recovering Λ. We evaluate recovery of Λ using
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, R′R = RR′ = Im (2.38)
We evaluate parameter recovery in three settings of signal-to-noise. We
generate the loadings Λ in the same way for both settings, and vary the
value of the residual variance Ψ = σ2Ip. We compare the three settings
σ ∈ {0.2, 0.5, 0.7}.
We also evaluate parameter recovery in the scenario that Λr (the upper
m×m submatrix of Λ that is restricted to be PLT under the PLT constraint)
is singular. This setting has been suggested to add uncertainty in inference
(Lopes and West, 2004; Chan et al., 2018), and we have shown that Λ is
not identified when Λr is singular. This scenario appears in real data as we
show in our application study. We let the residual variance be σ = 0.2 in
this scenario. We generate Λ to be singular by first rotating Λ to PLT and
then setting λ33 = 0. This introduces at least two equivalent modes under
the PLT constraint since Λ1 = (λ:,1,λ:,2,λ:,3) and Λ2 = (λ:,1,λ:,2,−λ:,3) are
both valid and have equal likelihood.
Our simulation data is generated as follows. For i = 1, . . . , n, xi was
generated from Equation 2.18 with Ψ as defined above, and fi was generated
from Equation 2.19, where we set p = 20 variables and m = 3 latent factors.
We generate the loadings from Np×m (0, 1). We simulate data for sample
sizes equally spaced by 50 in the range n ∈ [50, 500], and equally spaced by
100 in the range n ∈ [600, 1000].
For each algorithm, we specify the number of factors as the true number of
factors m = 3 and run each algorithm for 100,000 iterations each, discarding
the first 30,000 as burn-in. This experiment was repeated for 300 replicates.
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2.4.2.1 Results when σ = 0.2











of Σ0 = Λ0Λ
′
0 + Ψ0, evaluated similarly.
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2.4.2.2 Results when σ = 0.5











of Σ0 = Λ0Λ
′
0 + Ψ0, evaluated similarly.
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2.4.2.3 Results when σ = 0.7











of Σ0 = Λ0Λ
′
0 + Ψ0, evaluated similarly.
See Figures 2.7, 2.8, 2.9 for a summary of parameter recovery results across
different signal-to-noise settings. The proposed mode-jumping algorithm has
the lowest error in recovering Λ, ΛΛ′, and Σ in all settings of signal-to-noise.
For smaller sample sizes, Leung-Drton’s algorithm has the next lowest error,
but for largest sample sizes has one of the highest error for all quantities of
interest.
The algorithms of Ghosh-Dunson, Aßmann, and Ročková-George all have
similar performance in recovering all quantities of interest, followed by Geweke-
Zhou. At high noise-to-signal settings, Ghosh-Dunson and Ročková-George
perform similarly to Geweke-Zhou, while Aßmann’s algorithm is consistently
low at all signal-to-noise settings. Chan’s algorithm has similar performance
to Ghosh-Dunson, Aßmann, and Ročková-George in recovering the identified
quantities ΛΛ′ and Σ but has the worst performance in recovering Λ due to
mode-switching behavior stemming from the lack of a mechanism to resolve
rotational indeterminacy.
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2.4.2.4 Results when |Λr| is singular











of Σ0 = Λ0Λ
′
0 + Ψ0, evaluated similarly.
The algorithm of Ghosh-Dunson does not constrain Λr to be PLT, only
LT. However, in order to produce a posterior estimate of Λ, all posterior
samples of Λ are then post-processed such that the diagonal elements of
Λr are positive. When the true Λr is actually singular, there are still at
least two equivalent reflection modes. This post-processing will not actually
resolve posterior multimodality, and will produce poor estimates of Λ from
averaging over multiple modes, as seen in Figure 2.10.
We also note that the algorithm of Chan does not appear to be rotationally
identified, which can explain the relatively poor parameter recovery of Λ.
This is likely because of mode-switching behavior during sampling of Λ. A
fix to this issue would be to rotate all posterior samples of Λ to an identified
configuration, for example PLT. However in the event that Λr is singular,
the recovery of Λ would suffer from the same multimodal target issues that
Ghosh-Dunson exhibits in Figure 2.10.
We also compared a case where Λ was made sparse by replacing a number
of elements in each column with 0. We found results were basically the
same as the nonsparse case, which intuitively made sense since none of our
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algorithms (With the exception of Ročková and George (2016)) have any
explicit handling for sparse matrices. We have omitted these results.
2.4.2.5 Comparison with Frequentist Approaches
We also make a comparison of our proposed Mode-jumping algorithm to the
Frequentist approaches of estimating the factor model using
1. Maximum Likelihood
2. Principal Axis Factoring
These methods were implemented using the fa function from the psych pack-
age. The Maximum Likelihood method resolves rotational indeterminacy by
constraining Λ′Ψ−1Λ to be diagonal. The Principal Axis Factoring method
resolves rotational indeterminacy by constraining Λ′Λ to be diagonal. We
repeated our previous parameter recovery experiments with these methods
compared against our proposed Mode-jumping algorithm, for the settings
σ ∈ {0.2, 0.5, 0.7} and additionally one setting where Λr was singular (the
last setting does not actually matter since neither Frequentist method relies
on the PLT constraint for identifiability). Our results were basically identical
across all simulation settings (implying that the Frequentist algorithms also
had lower parameter recovery compared to all the Bayesian algorithms we
compared), so we report only the results for the case where σ = 0.2. See
Figure 2.11 for a summary of results. Essentially our algorithm has identical
parameter recovery performance to the Frequentist methods across all of the
simulation settings that we considered. Since the Frequentist methods do
not have problems with posterior multimodality due to the PLT constraint,
and our algorithm performs identically to the Frequentist methods, we can
say that our algorithm similarly does not have problems with posterior mul-
timodality due to the PLT constraint.
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Figure 2.11: Parameter recovery of Frequentist methods as compared to our
proposed Mode-jumping algorithm, for the setting where σ = 0.2. From left
to right, Procrustes Frobenius distance for Λ, Frobenius distance for ΛΛ′,
and Frobenius distance for Σ = ΛΛ + Ψ.
2.4.3 Study 2: Selection of the number of factors
We additionally evaluate our algorithm in terms of selection of the number of
factors. Following the simulation set-up of Simulation Study 1, we simulate
X with n = 100 observations and residual variance σ = 0.2. For each
simulated dataset, We estimate models with m = 2, 3, 4 latent factors, each
for 30,000 iterations with 15,000 burn-in. We then use Bayes’ factor to select
m. This experiment was repeated for 250 replicates.
2.4.3.1 Marginal likelihood estimators for selecting the number of factors
As none of the compared algorithms performs automatic selection of the
number of factors m, we rely on Bayes Theorem to select m, which requires
estimates of marginal likelihood P (X | m) for values of m.
P (X | m) =
∫
P (X | m,θm)P (θm | m)dθm (2.39)
where θm = (Λm,Fm,Ψm) represents the set of parameters estimated under
m.
The marginal likelihood of m is computationally intensive to evaluate, so
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we rely on standard methods for estimation. We included the Harmonic mean
estimator, Newton-Raftery’s stabilized correction to the Harmonic mean es-
timator, and Bridge sampling. We included these three methods because
they cover a spectrum of methods from not-recommended to recommended,
and because they are frequently used in literature (Lopes and West, 2004).
The Harmonic mean estimator has been noted to perform poorly in the
presence of occasional outlying samples with very low likelihood (Newton
and Raftery, 1994; Lopes and West, 2004; Fourment et al., 2018). Bridge
sampling is recommended over other methods including the Harmonic mean
estimator and Newton-Raftery’s stabilized Harmonic mean estimator (Lopes
and West, 2004; Gronau et al., 2017; Fourment et al., 2018).
See Fourment et al. (2018) for a description and performance compari-
son of these marginal likelihood estimators. Implementation details for the
Harmonic mean estimator and Newton-Raftery’s stabilized Harmonic mean
estimator can be found in Newton and Raftery (1994). Bridge sampling is
also straightforward to implement by specifying a posterior distribution and
using the Bridgesampling R package (Gronau and Singmann, 2018). See
Gronau et al. (2017) for a detailed description of the algorithm.
We did not include Ročková-George’s algorithm since it is an EM algorithm
and does not produce posterior samples, and Aßmann et al.’s post-processing
algorithm since it modifies the posterior distribution of an unrestricted EFA
model (We instead included results for an unconstrained EFA model).
2.4.3.1.1 Harmonic Mean Estimator As described in Newton and




















are posterior samples for s = 1, . . . , S samples,
and P (X | m,θ(s)m ) is the likelihood evaluated at θ(s)m , the form of which can
be found in Equation 2.20. While this algorithm has been noted to perform
poorly in the presence of occasional outlying samples with very low likelihood
(Neal, 2008), we include it due to its ease of implementation.
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2.4.3.1.2 Newton-Raftery Estimator A modification of the harmonic
mean estimator to deal with numerical instability from very small likeli-
hood values was also proposed by Newton and Raftery (1994). A num-
ber of draws from the prior of θm are made to form a mixture of posterior
samples and prior samples. The draws from the prior are made with like-
lihood equal to their expected value. The solution is found iteratively by
γnew = A(γold)/B(γold), where
A(γ) = εS +
S∑
s=1




{δγ + (1− δ)fs}−1 (2.42)
with ε = δ/(1− δ). fs are the likelihood values P (X | m,θ(s)m ). δ is a small
tuning parameter, which we set to 0.01. We set the number of iterations to
20, and initialize γ = 1. The final value of γ is our estimate of the marginal
likelihood p̂NR.
2.4.3.1.3 Bridge Sampling We also include bridge sampling, as it is
recommended over other methods including the harmonic mean estimator
and Newton-Raftery’s stabilized harmonic mean estimator (Lopes and West,
2004; Gronau et al., 2017; Fourment et al., 2018). It is also straightforward
to implement from the bridgesampling R package (Gronau and Singmann,
2018). The R package by default uses the optimal bridge function (Meng
and Wong, 1996, see equation 4.1). We use the warped proposal from Meng
and Schilling (2002) rather than the more standard normal approximation
proposal, as our parameter space is large and includes variance terms.
Bridge sampling approximates the marginal likelihood using n1 samples


























Where θ∗m ∼ P (θ | m) are samples from the posterior, and θ̃m ∼ g (θ) are
samples from the proposal. h (θ) is the bridge function, the optimal value of
which depends on the marginal likelihood itself. See Gronau et al. (2017) for
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a detailed description of the algorithm.
2.4.3.1.4 Also considered but not included: Path Sampling We
also tried implementing Path Sampling following the approach of Dutta and
Ghosh (2013) and Ghosh and Dunson (2009), but found it was not trivial to
incorporate in our estimation scheme. Path Sampling estimates the Bayes
factor between two models by building a path between the models. For esti-
mating the Bayes factor of preferring an m+ 1-factor model vs. an m-factor
model, we can build a path between the two models by introducing a path pa-
rameter t, and writing ourm+1-factor model as Λ = (λ1,λ2, . . . ,λm, tλm+1).
By estimating models along a grid of 0 ≤ t ≤ 1, we can obtain a gradient of
the contribution of including an additional factor to the m-factor model.
Implementation of Path Sampling requires rewriting the model and modi-
fying the prior distribution of Λ. In the implementation described in Ghosh
and Dunson (2009), the t parameter enters the variance of the prior of the
m+ 1-th column of Λ. This implies that the first m columns of Λ may have
an identical distribution, but the final m+1-th column must be treated with
a special distribution. This is problematic for our proposed algorithm, since
our algorithm relies on being able to sample along the rotation space of Λ.
Rotations do not preserve the distribution of variance across columns of Λ.
Specifically, we specify all columns of Λ to share an identical prior variance
σ2Λ so that the ratio of priors in our MH acceptance ratio reduces to a ratio
of determinants, which allows us to have a high acceptance ratio that is only
tuned by a single parameter γ. If we instead allow columns of Λ to be non-
identically distributed our acceptance ratio would be negatively affected and
our algorithm perhaps would not perform as well as it does.
2.4.3.2 Results
See Table 2.3 for a summary of the number of times that each m-factor
model achieved the highest posterior probability in each of our simulation
replicates, where we assigned equal prior probability to each value of m. For
example, the Harmonic Mean estimator on Chan’s posterior samples selected
the three-factor model 197 times out of 300 replicates, and selected the four-
factor model 94 times out of 300. Our proposed algorithm, Ghosh-Dunson’s
algorithm, Chan’s algorithm, and the unconstrained EFA model select the
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correct number of factors every single time under Bridge Sampling. These
were the algorithms that did not constrain Λ to be PLT during sampling.
The Newton-Raftery and Harmonic Mean estimators display the most error
and tend to prefer high numbers of factors, confirming the results of Lopes
and West (2004). Our results differ from Lopes and West (2004) in that
we observe that Bridge Sampling also has the potential to select the incor-
rect number of factors for algorithms that rely on the PLT constraint, while
Lopes and West (2004) observed that Bridge Sampling essentially had perfect
selection.
Conversely, the two PLT-based algorithms, the Leung-Drton algorithm
and the Geweke-Zhou algorithm, have a nonzero probability of selecting an
incorrect number of factors under all three marginal likelihood estimators. To
examine why this happens we may examine scatterplots of the three-factor
marginal likelihood vs. the four-factor marginal likelihood.
Table 2.3: Selection frequencies of the number of factors over 300 replicates
Method Marg. like. est. m=1 m=2 m=3 m=4 m=5
Chan Bridge 0 0 300 0 0
Harmonic 0 0 197 94 9
Newton-Raftery 0 0 144 99 57
Geweke-Zhou Bridge 0 2 226 56 16
Harmonic 0 0 191 80 29
Newton-Raftery 0 0 180 80 40
Ghosh-Dunson Bridge 0 0 300 0 0
Harmonic 0 0 300 0 0
Newton-Raftery 0 0 278 22 0
Leung-Drton Bridge 0 0 193 107 0
Harmonic 0 0 160 139 1
Newton-Raftery 0 0 149 141 10
ModeJumper Bridge 0 0 300 0 0
Harmonic 0 0 300 0 0
Newton-Raftery 0 0 287 13 0
Unconstrained Bridge 0 0 300 0 0
Harmonic 0 0 300 0 0
Newton-Raftery 0 0 276 23 1
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From Figure 2.12, it appears that some of the uncertainty in marginal
likelihood estimation may be directly related to the PLT constraint. For the
two algorithms relying on the PLT constraint, we see the replicates where
the 4-factor solution is preferred are the cases where the 3-factor estimate
of Λ has lower than expected marginal likelihood. This may indicate that
incorrect selection of m can be related to suboptimal estimation of Λ.
Figure 2.12: Bridge sampling marginal likelihood of m = 3 vs. m = 4,
where the true number of factors was m = 3. The dotted 1:1 line indicates
the threshold for preferring m = 4 over m = 3. Each point represents the
marginal likelihoods for a single simulated dataset.
2.5 Applications
2.5.1 International exchange rates
We apply our proposed algorithm to analyze a real dataset describing time
series of exchange rates of 6 currencies against the British pound; this dataset
was studied in (West and Harrison, 1997, pp. 610-618) and Lopes and West
(2004). Lopes and West (2004) found that when modelling this dataset
using PLT factor analysis, the stability of marginal likelihood estimators was
dependent on the ordering of the variables.
The dataset consists of n = 143 monthly first-differences of the exchange
rates of 6 international currencies against the British pound, from Jan 1975
to Dec 1986, these currencies are: US dollar (USD), Canadian dollar (CAD),
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Japanese yen (JPY), French franc (FRF), German (deutsche)mark (DEM),
and the Italian lira (ITL). We standardize the first differences by centering
and scaling.
Figure 2.13: Centered and scaled first differences of monthly exchange rates
against the British pound.
We estimate models under m = 1, 2, 3 factors, and use Bayes’ factor to
select the number of factors. We run 100 replicates of our proposed algorithm
with 30,000 iterations and 15,000 discarded for burn-in. For each replicate,
we estimated the marginal likelihood P (X | m) using Bridge sampling, based
on our empirical results favoring Bridge sampling and discussion from Lopes
and West (2004); Fourment et al. (2018). Bridge sampling selected m = 2
100 times out of the 100 replicates.
This application study illustrates an example of how certain datasets may
cause the PLT to fail to identify Λ because |Λr| ≈ 0, and how this is re-
lated to the order of the variables in the data. See Figure 2.14 for posterior
distributions of the elements of Λ under two different post-processing rota-
tion targets. We can see that certain choices of the founding variables, or
specific orderings of the data, can induce posterior multimodality. Choosing
USD and CAD as the founding variables leads to posterior multimodality, as
high correlation between USD and CAD cause λ22 to be estimated near zero,
which allows the two reflection modes to have comparable likelihood. When
the founding variables are instead chosen to be USD and ITL, the posterior
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multimodality disappears.
Our algorithm takes a data-driven approach to choosing the founding vari-
ables r, and will avoid cases where Λr is singular by specifically favoring
configurations r where Λr has a high determinant. Algorithms that rely on
the PLT constraint for estimation or for post-processing will to be subject
to this multimodality.
Figure 2.14: Posterior distributions of the entries of Λ under two models,
generated by our Mode-jumping algorithm. A (left): USD and CAD
selected as the founding variables shows multimodality in Λ. B (right):
USD and ITL selected as the founding variables shows no multimodality in
Λ.
2.6 Discussion
We proposed a stochastic modification to the popular PLT constraint, and a
modification to the prior of Λ, that together addresses the scenario when the
PLT fails to rotationally identify Λ. We then introduced a mode-jumping al-
gorithm to sample this model. In numerical comparison studies with existing
algorithms, we find that our proposed algorithm has lower error in recovery
of the quantities ΛΛ′ and Λ, and more accurate selection of the number of
factors.
Improved accuracy in estimation of Λ and ΛΛ′, and better selection of the
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number of factors than a number of competing methods may be explained by
1. the capability of our algorithm to escape suboptimal modes of Λ by incor-
porating rotations of Λ into our sampling steps. Our algorithm can efficiently
explore the posterior surface by taking large leaps through orthogonal rota-
tions of Λ that map transformations between PPLT structures. 2. Avoiding
mode-switching behavior by aligning samples of Λ to a common, rotation
target as a post-processing step. 3. Avoiding posterior multimodality by
enforcing the PLT constraints on a submatrix Λr that is full-rank.
For our proposed algorithm and other algorithms that did not rely on the
PLT constraint, we noticed little difference between marginal likelihood es-
timators in uncertainty for selecting the number of factors. This leads us to
believe that one cause for discrepancies between marginal likelihood estima-
tors may simply be the quality of the posterior samples at covering the full
posterior distribution. We saw that algorithms that rely on the standard PLT
constraint had a tendency to incorrectly select the number of factors, regard-
less of which marginal likelihood estimator was used. Future research should
consider additional simulation settings to understand conditions where the
various marginal likelihood estimators are preferred.
In conclusion, our Monte Carlo experiments provide evidence that choos-
ing a rotational identifiability constraint a priori may not be a good idea.
Algorithms that do not efficiently explore posterior space and rely on the
standard PLT constraint can occasionally be constrained to search only sub-
optimal space, leading to suboptimal solutions of Λ, which may also impact
selection of the number of factors. Furthermore, when the constrained sub-
matrix Λr is not full-rank, the constraint can fail to guarantee identifiability.
We cannot detect whether or not Λr is full-rank before running the algo-
rithm, which means we cannot fix r a priori. Whether or not Λr is singular
depends entirely on the data, and occurs any time the leading m variables
contain at least a pair of highly correlated variables. We recommend invari-
ant model specifications to estimate Λ, and rotating posterior samples of Λ
to any PPLT configuration that is full-rank.
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2.7 Detailed balance
Our MCMC algorithm includes nonstandard MCMC sampling steps for which
we must demonstrate that detailed balance, or reversibility is satisfied. In a
given iteration, we incorporate standard Gibbs sampling steps from the full
conditional distribution of Λ and F , followed by MH updates that produce
new states of the rotational identifiability constraints r along with rotations
of Λ and F that satisfy the updated constraints. We must show that these
sequence of updates satisfies detailed balance.
The main steps of our algorithm that constitute nonstandard MCMC
moves are as follows. Beginning with initial state (Λ,F , r), we obtain a
new state (Λ′′,F ′′, r′) following the below steps.
1. Gibbs Sampling steps
Λ′ ∼ P
(
Λ′ | F , r,X, σ2Λ
)
(2.44)
F ′ ∼ P (F ′ | Λ′,X) (2.45)
2. Metropolis-Hastings step
r∗ ∼ q (r′ | r) (2.46)
(Λ∗,F ∗) = f (Λ′′,F ′′ | Λ′,F ′, r∗) (2.47)
Accept (Λ′′ = Λ∗,F ′′ = F ∗, r′ = r∗) with some probability α. Else,
accept (Λ′′ = Λ′,F ′′ = F ′, r′ = r).
For simplificity of notation, let
1. θ = (Λ,F , r) represent the initial state,
2. θ′ = (Λ′,F ′, r) represent the transitional state after Gibbs sampling,
3. θ′′ = (Λ′′,F ′′, r′) represent the state after the MH step.
2.7.1 Gibbs Sampling steps
We first demonstrate that the sequence of Gibbs sampling steps satisfies
detailed balance. We omit the dependence on X,Ψ, r, σ2Λ as these terms are
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fixed for this transition. Let T12 ((Λ,F ) , (Λ
′,F ′)) be the transition of the
sequence of Gibbs sampling steps for updating Λ followed by F .
T12 ((Λ,F ) , (Λ
′,F ′)) = P (Λ′ | F )P (F ′ | Λ′) (2.48)
Let T21 ((Λ
′,F ′) , (Λ,F )) be the reverse sequence of Gibbs sampling steps
for F ′ followed by Λ′.
T21 ((Λ
′,F ′) , (Λ,F )) = P (F | Λ′)P (Λ | F ) (2.49)
We must show that
π (Λ,F )T12 ((Λ,F ) , (Λ
′,F ′)) = π (Λ′,F ′)T21 ((Λ
′,F ′) , (Λ,F )) (2.50)
Starting from the LHS of Equation 2.50,
π (Λ,F )T12 ((Λ,F ) , (Λ
′,F ′)) = π (Λ,F )P (Λ′ | F )P (F ′ | Λ′) (2.51)
= π (Λ,Λ′,F )P (F ′ | Λ′) (2.52)
= π (Λ′,F )P (Λ | F )P (F ′ | Λ′) (2.53)
= π (Λ′,F ,F ′)P (Λ | F ) (2.54)
= π (Λ′,F ′)P (F | Λ′)P (Λ | F ) (2.55)
= π (Λ′,F ′)T21 ((Λ
′,F ′) , (Λ,F )) (2.56)
which demonstrates that the sequence of Gibbs sampling steps for updating
Λ and F satisfies detailed balance. If the M-H proposal is rejected then our
algorithm reduces to Gibbs sampling updates for Λ and F , which we have
shown satisfy detailed balance.
By rearranging some terms we have that
T12 ((Λ,F ) , (Λ
′,F ′)) = T21 ((Λ











which we will use in the following proof.
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2.7.2 Gibbs Sampling steps and Metropolis-Hastings step
We next demonstrate that detailed balance is satisfied for the sequence of
Gibbs Sampling steps for sampling θ′ = (Λ′,F ′) followed by the MH step for
sampling θ′′ = (Λ′′,F ′′, r′). We must show that the probability of being in
state θ and transitioning to θ′′ is the same as being in θ′′ and transitioning
to θ through following the reverse sequence of steps.
π (θ)T13 (θ,θ































′,θ′′) = q (r′ | r)1 [Λ′r′ = LQ]1 [Λ′′ = Λ′Q′]1 [F ′′ = F ′Q] |Q| |Q′|
(2.63)
where L is a lower-triangular matrix with positive diagonal elements, and Q
is an orthogonal matrix.
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Starting from the LHS of Equation 2.59, we have
π (θ)T13 (θ,θ


















′,θ) π (θ′) (2.66)
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= π (θ′′)T31 (θ
′′,θ) (2.69)
which demonstrates that the detailed balance condition holds for our entire
sequence of transitions T13 (θ,θ







In this section we explore posterior multimodality in the exploratory factor
model under the PLT constraint that is meant to address posterior multi-
modality. We first separate posterior multimodality into two cases, one where
Λ is actually rotationally indeterminate (when Λr is singular), and another
where there is only one global mode but there exist more than one local mode
(when Λr is full-rank). We first demonstrate both of these issues using a sim-
ply toy example relying on an algorithm using the standard PLT constraints
(Geweke and Zhou, 1996). Finally we include more algorithms in a compar-
ison study, including other algorithms that rely on the PLT constraint and
ones that do not. We examine commonly used convergence criteria including
the Gelman-Rubin statistic and within-chain standard deviation.
3.2 Multimodality toy example
We first demonstrate a small toy example to show the presence of multiple
modes under the standard PLT constraint, using the model of Geweke and
Zhou (1996). The problems we aim to show are
1. If the PLT constrained submatrix Λr is singular, there exist multiple
modes with equal likelihood
2. If the PLT constrained submatrix Λr is full-rank, there exist multiple
modes with unequal likelihood
We simulate data with p = 15 variables and m = 3 latent factors. We
generate the data under two settings of loadings Λ, one where Λ is singular,
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and one where Λ is full-rank. To artificially force Λ to be singular, we can first
rotate Λ to PLT and then set λ33 = 0, as in Figure 3.1. By setting λ33 = 0,
we induce the presence of multiple modes, since now Λ is not invariant to
sign reflections of the third factor, meaning the solution (λ:,1,λ:,2,λ:,3) has
the same likelihood as (λ:,1,λ:,2,−λ:,3).
Figure 3.1: We can artificially induce multimodality in a PLT p×m Λ by
setting λmm = 0, and can then detect multimodality by examining posterior
samples of λmm vs. λm+1,m.
We simulated a dataset and ran our Geweke-Zhou algorithm on the simu-
lated dataset five times, with 100,000 iterations, burning in 20,000 iterations.
Posterior multimodality can be explored by examining marginal pairwise
scatterplots of any two elements of Λ; we choose λ33 and λ34. In the singular
case, we see that there exist two reflection modes, both with equal likeli-
hood (Figure 3.2). We also see that in the 80,000 kept iterations, no chain
crossed from one reflection mode to the other, indicating that the two modes
are separated by a low-likelihood valley that is unlikely to be crossed. This
also indicates that chains will tend to end up in a rotation that is near to
where they are randomly initialized. Since both modes have equal likelihood,
performing inference on chains that sample from either mode would be fine.
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Figure 3.2: Posterior samples of λ33 vs. λ34 across four chains, when Λr is
singular. The true value of (λ33, λ34) is indicated by the white diamond.
The plot on the right is colored by log-likelihood of Λ.
However, when we examine the case where Λr is full-rank, we see that there
are still two modes (Figure 3.3). However, we see that the second mode has
lower likelihood than the true mode. This indicates that the second mode
is a suboptimal, local mode. Furthermore, we see that λ33 is estimated very
close to 0. This may indicate that λ33 is supposed to be estimated near −λ33
but is constrained by the PLT constraint to remain above 0. This would also
mean that the remaining elements of λ:,3 are actually estimated near the
reflection mode −λ:,3. For this reason we call these modes “near-reflection
modes”, which represent a suboptimal mode created by the PLT constraint
constraining the parameter space.
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Figure 3.3: Posterior samples of λ33 vs. λ34 across four chains, when Λr is
full-rank. The true value of (λ33, λ34) is indicated by the white diamond.
The plot on the right is colored by log-likelihood of Λ.
We further see that no chains among the four shown switched modes within
the 80,000 iterations that are plotted, indicating that it is very likely that
regardless of the number of iterations, a chain that begins near a suboptimal
mode will stay in a suboptimal mode. This can be due to strong coupling
between the states of Λ and the states of the factor scores F , as well as the
other elements of Λ that are in their maximum likelihood modes and refuse
to leave.
3.3 Posterior multimodality under the PLT constraint
We evaluate convergence of PLT-based algorithms and invariant algorithms
using metrics that detect the presence of well-separated and not well-separated
local modes. We additionally examine the effect of rotational indeterminacy
on convergence, by considering the setting where |Λr| = 0 and the PLT fails.
We compare two invariant algorithms, our own proposed algorithm and
the algorithm from Chan et al. (2018), against two PLT-based algorithms,
the standard PLT algorithm from Geweke and Zhou (1996) and the order-
invariant algorithm from Leung and Drton (2016), and one LT-based parameter-
expanded algorithm from Ghosh and Dunson (2009). We use invariant only
to refer to models that do not rely on the first m founding variables to identify
Λ.
55
We evaluate mixing performance using two metrics. High within-chain
variability indicates the presence of local modes that are not well-separated,
such that a sampler can reasonably visit more than one mode during sam-
pling. To evaluate within-chain variability, we use element-wise variance of
loadings entries λ
(s)
ij for s = 1, . . . , S posterior samples.
High across-chain variability can indicate multiple chains converging to
different solutions, and high across-chain variability but low within-chain
variability can represent well separated local modes, where each chain may
be converging to the local mode nearest to initialization. To estimate across-
chain variability, we use the Gelman-Rubin statistic for entries λij. The
Gelman-Rubin statistic can be viewed as a ratio of the variance of the across-
chain fitted loadings entries λ̂
(c)
ij for c = 1, . . . , C chains, over within-chain
variance of λij. Large values of the Gelman-Rubin statistic indicate the vari-
ability in posterior means Λ̂(c) is high, relative to the within chain variance,
indicating that the multiple chains may be converging to different modes. See
Gelman and Rubin (1992); Brooks and Gelman (1998) for the detailed de-
scription of this method. Large values of the Gelman-Rubin statistic indicate
nonconvergence, with a threshold recommended as 1.1 or 1.2.
We investigate the extent to which rotational indeterminacy induces pos-
terior multimodality by evaluating mixing performance of standard PLT al-
gorithms against invariant algorithms, under two settings: Full-rank Λr, and
singular Λr. For the singular case, we make Λr singular by setting λ33 = 0,
which implies that we have introduced at least one more equal-likelihood
mode (the reflection mode) into the posterior surface such that Λ is not
identified. Specifically, Λ:,3 = (λ13, λ23, . . . , λp3) and −Λ:,3 are equal likeli-
hood solutions for the loadings of the third factor. We expect that under the
setting of |Λr| = 0, both the standard PLT algorithms and the invariant al-
gorithms will exhibit identifiability-related convergence issues from exploring
likelihood-equivalent modes. We borrow the loadings from Leung and Drton
(2016) in Equation 3.1 to generate our simulated data. The Leung-Drton






















We choose the PLT rotation as a rotation target to fairly compare all al-
gorithms. For both our proposed PPLT algorithm and Chan’s algorithm, we
deterministically rotate each posterior sample Λ(s) to the PLT configuration
through the procedure described in Table 2.1. Ghosh-Dunson’s algorithm au-
tomatically performs sign-flipping post-processing to realign LT-constrained
posterior samples to be PLT. Note that in the singular case, we are rotating
posterior samples to a non-identified configuration, so we should see posterior




The standard PLT constraint results in very large values of the Gelman-
Rubin statistic, as seen in Figure 3.4 for the Geweke-Zhou algorithm and
Leung-Drton algorithm. Both the Chan and our proposed mode jumping al-
gorithm have much lower values of the Gelman-Rubin statistic. We note that
Ghosh-Dunson’s algorithm has low values of the Gelman-Rubin statistic, but
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some elements of Λ are still above the threshold of 1.1 or 1.2 to diagnosing
nonconverge (Brooks and Gelman, 1998). In the full-rank setting, Λ is iden-
tified under the PLT constraint, so the observed posterior multimodality is
unrelated to rotational indeterminacy.
Figure 3.4: Each point represents the Gelman-Rubin statistic for a single
entry λjk, estimated using 100 replications run at 30,000 iterations each.
Large values of the Gelman-Rubin statistic indicate nonconvergence. The
dotted lines indicate the threshold of 1.1 and 1.2 for assessing convergence
(Brooks and Gelman, 1998)
The reason for high Gelman-Rubin statistics for the three PLT-based al-
gorithms can be seen in Figure 3.5, which shows scatter plots of posterior
samples of λ33 vs. λ34. High values of the Gelman-Rubin statistic indicate
nonconvergence with multiple modes. For the two PLT-based algorithms,
we note the presence of two modes in five replicate runs of the algorithm,
while we see only the true mode for the rotated samples of our algorithm,
Chan’s algorithm, and Ghosh-Dunson’s algorithm. For the two PLT-based
algorithms, we note that the second mode that has λ33 = 0 is a subopti-
mal mode (a near-reflection mode), as the configuration with λ33 = 0 is not
likelihood equivalent under the PLT.
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Figure 3.5: Scatterplot of within-chain samples of λ33 vs. λ34, for all 5
methods, for 5 independent replicate runs of the algorithms. The large,
white diamonds indicate the true values from Λ0.
3.3.1.2 Rotational indeterminacy
The effect of rotational indeterminacy on posterior multimodality can be seen
in Figure 3.6, which shows within-chain standard deviation for elements of Λ.
In the singular setting we set λ33 = 0, which implies two likelihood-equivalent
solutions for Λ:,3, so we expect all algorithms to have higher within-chain vari-
ability for Λ:,3 due to sampling from both modes. However, we observe that
only the mode-jumping algorithm, Chan’s algorithm, and Ghosh-Dunson’s
algorithm have higher variability in the singular setting relative to the full-
rank setting. This implies that for the PLT-based algorithms, the presence of
two reflection modes does not increase sampling variability, which indicates
poor posterior exploration.
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Figure 3.6: Element-wise within-chain standard deviation, each point
represents (1/p)
∑p
j=1 sd (λij) for a single replicate at 30,000 iterations with
15,000 burn-in.
The two PLT-based algorithms have low within-chain variability in the
singular case because each run of the algorithm visits only one of the multiple,
equivalent modes. See Figure 3.7 for marginal density plots of the elements in
the first four rows of Λ, where it can be seen that each replicate of the PLT-
based algorithms has unimodal marginal densities, though the mode may
differ between replicates. We can see that the distributions of the rotated
samples of our algorithm, Chan’s algorithm, and Ghosh-Dunson’s algorithm
capture the true multimodality when Λr is singular. This suggests that the
PLT-based algorithms do not mix well enough to visit both equal-likelihood
modes.
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Figure 3.7: Posterior density plots for elements of Λ1:4, where the true Λr
is singular. By setting λ33 = 0, we have implied the existence of two
likelihood-equivalent reflection solutions. Specifically the multimodality can
be viewed in the cell for λ43.
3.3.1.3 Summary
PLT-based algorithms exhibit convergence issues beyond rotational indeter-
minacy. PLT-based algorithms generally do not mix well enough to fully
explore the posterior distribution, and are unaffected by whether or not Λr
is singular. The PLT constrains the parameter space, which can lead to
suboptimal estimates of Λ. Suboptimal estimates of Λ naturally have lower
likelihood, which may partially explain the uncertainty in selection of the
number of factors when relying on Bayes’ factor.
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In contrast, invariant algorithms do not exhibit convergence issues to the
same extent, such that multiple runs of invariant algorithms produce similar
estimates of Λ. Efficient posterior exploration allows invariant algorithms to
escape suboptimal modes, which addresses multimodality except for the case
where Λr is singular.
Our proposed algorithm produces a posterior distribution of Λ that is
mixed by r, and the choice of a common orientation to realign posterior
samples is subjective. Choosing the PLT configuration as a rotation target
can create multimodal output in the case that Λr is singular, so we do not
recommend always choosing the PLT configuration. Instead, we recommend
rotating to the posterior mode configuration r̂, such that the algorithm can
reduce to PLT only when Λr is full-rank. In practice we do not require the
posterior mean Λ to be PLT anyway, since we only use the PLT configuration
as an estimation tool to make sure our posterior samples are unimodal. In
practice once we have estimated Λ, we would most likely rotate Λ to the
Varimax rotation for conducting inference.
However, we do note that Chan’s algorithm and Ghosh-Dunson’s algorithm
also both require rotating posterior samples to some common target rotation
before estimating posterior means, as they are not rotationally identified
during sampling. While our proposed mode-jumping algorithm takes a data-
driven approach to choosing our rotation target r, their algorithms do not. If
those algorithms choose the PLT configuration there is a change that the PLT






Item Factor Analysis is an extension of Factor Analysis to response data that
consists of Binary or Polytomous data. Methods for estimating Item Factor
Models include Full Information Methods and Limited Information Methods
(Forero and Maydeu-Olivares, 2009).
Limited information methods involve estimation of latent factor loadings
from the tetrachoric/polychoric correlation matrix, which can be thought
of as a covariance matrix between underlying latent variables (Kamata and
Bauer, 2008).
Full-information methods (Bock et al., 1988) include the EM algorithm ap-
proach using the fixed Gauss-Hermite quadrature method (Bock and Aitkin,
1981), Metropolis-Hastings Robbins-Monro (MHRM) algorithm (Cai, 2010),
and the Monte Carlo-Expectation Maximization (MCEM) (Wei and Tanner,
1990; Meng and Schilling, 1996; Song and Lee, 2005). MCEM has also been
extended to Quasi-Monte Carlo EM for improving the efficiency of MCEM
(Jank, 2005). Implementation details for full-information IFA methods in
the mirt R package can be found in Chalmers (2012).
Many Bayesian models have been proposed for continuous factor analysis.
Bayesian models for continuous Factor Analysis can be readily extended to
Item Factor Analysis (Conti et al., 2014; Ročková and George, 2016). MCMC
approaches have been described for both Confirmatory IFA (Edwards, 2010)
and Exploratory IFA (Béguin and Glas, 2001; Sheng, 2010). Bayesian mod-
els are commonly estimated using MCMC methods to sample from the full
posterior distribution. Since the factor loadings matrix is not rotationally
identified, constraints on Λ must be imposed to ensure identifability (Ander-
son and Rubin, 1956), otherwise the algorithm may exhibit mode-switching
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behavior, making it unreasonable to produce posterior estimates of Λ. In
the MCMC framework only the positive-diagonal, lower-triangular constraint
(PLT) is feasible (It is challenging to design a sampler that enforces the con-
straint that Λ′Λ or Λ′Ψ−1Λ is diagonal). However, it has been shown that
the PLT constraint causes convergence issues in MCMC sampling because
the PLT constraint constrains the shape of the parameter space, inducing
the presence of local, suboptimal modes (Aßmann et al., 2016), which can
lead to order-dependent inference as observed by Lopes and West (2004);
Carvalho et al. (2008); Chan et al. (2018). Furthermore, identifiability of Λ
under the PLT constraint requires the first m rows of Λ to form a full-rank
submatrix, which implies that the first m variables in the data must span all
m latent factors. This does not always hold for real data.
Man and Culpepper (2019) address order-dependence by treating the index
of the PLT constraint as a random variable. They further address conver-
gence issues by incorporating a rotation step of Λ into their Gibbs sampler,
which allows the algorithm to escape suboptimal modes by rotating Λ. We
propose an extension of their model to Item Factor Analysis by adding a
link function that allows for Binary responses. Item Factor Analysis intro-
duces one additional scale indeterminacy which our proposed algorithm also
addresses.
4.1.1 Model
For n individuals responding to p binary items, a continuous latent response
variable Xn×p = (xij) underlies each binary, observed response variable
Yn×p = (yij).
yij =
1 if xij > 00 otherwise. (4.1)
Item-specific thresholds (i.e. yij = 1 if xij > cj) could also be implemented
to represent differences in individual item difficulties, however an alternative
strategy is to fix the thresholds to zero cj = 0 and model an item-specific
intercept instead.
The latent response variable is then represented as a linear combination of
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m latent factors Fn×m = (f1, . . . ,fm).









To illustrate that our model does not allow for local dependence, Equa-
tion 4.2 can also be written as xi | fi ∼ Np (µ+ Λfi,Ψ) where Ψ =
Diag
(




is a diagonal matrix. The probability of a correct response









The latent intercepts µj and the item-specific thresholds cj are not jointly
identified, so we fix the thresholds at cj = 0, j = 1, . . . , p and allow the





, j = 1, . . . , p (4.3)
σ2µ ∼ Inv-Gamma (1, 1) (4.4)
An IG (1, 1) prior for σ2µ implies that upon integrating out σ
2
µ, µj is
marginally t-distributed with 2 degrees of freedom.
Either the scale of the latent response variable xj or the scale of the unique-
nesses σ2j must be fixed for scale identifiability. In our model we fix the scale
of the response variable Var (xj) = 1, which we follow previous authors and
refer to as the standardized representation (Maydeu-Olivares et al., 2006;
Kamata and Bauer, 2008; Forero and Maydeu-Olivares, 2009).
Our sampling strategy holds the residual variance (uniquenesses) fixed at
σ2j = 1, j = 1, . . . , p throughout the algorithm run. Thus while the algorithm
runs, the variance of the latent response variable xj is not fixed at 1. In this
way the variance of xj is only a function of the variables λj, reducing the
number of moving parts. Our other option was to sample both λj and σ
2
j
but we found it challenging to implement sampling of λj and σ
2
j under the
constraint Var (xj) = 1 and further found that performance was worse.





















Our full conditional steps are as follows. For i = 1, . . . , n observations,
j = 1, . . . , p covariates, and k = 1, . . . ,m latent factors, iterate through the
following steps until convergence.




















I [xij ≤ 0] otherwise.
(4.8)
2. Sample the intercepts from the normal distribution, where for j =
























Sample the intercept prior variance σ2µ from Inverse-Gamma.










3. Sample the latent factors from conditional normal, where the condi-
tional variance is Σ̃f = (Im + Λ
′Ψ−1Λ)
−1
, and for i = 1, . . . , n the
conditional mean is µ̃fi = Σ̃fΛ
′Ψ−1 (xi − µ),





4. Sampling of the factor loadings. For each row of Λ, denote the con-
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ditional variance Σ̃λj :=
(
σ−2Λ Im + F
′Ψ−1jj F
)−1
, and the conditional
mean µ̃λj := Σ̃λjF
′Ψ−1jj (Xj − µj1n). Here Xj represents the j−th
column of X, rather than row, and 1n is a n× 1 vector of 1’s.
(a) Sampling of the PLT rows. The prior distribution for the diago-
nal elements of Λr is not conjugate with the likelihood, as such,
for k = 1, . . . ,m, sample λrk,k from the slice sampler in Section
2.3.6.1. Sample the remaining elements λrk,1:(k−1) from Equation
2.26, conditional on the value of λrk,k.
(b) For all elements of Λ in the unconstrained rows, sample from the
following. For j : j = 1, . . . , p and j /∈ r,





5. Sample the marginal variance of the loadings


















6. Jointly sample (Λ,F , r) according to the Metropolis-Hastings step de-
fined in Table 2.2.
The uniquenesses are fixed at σ2j = 1, j = 1, . . . , p throughout sampling.
The loadings and uniquenesses are transformed to the standardized repre-
sentation as a post-processing step, using Equation 4.5.
4.2 Numerical Experiments
4.2.1 Recovery of Λ, ΛΛ′
Algorithms we consider include
1. Our proposed mode-jumping Item Factor Analysis algorithm, ran at
30,000 iterations with the first 15,000 discarded as burn-in. We rotated
all posterior samples of Λ to the posterior mode configuration r̂ before
computing the posterior mean Λ̂.
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2. The fa function from the R package Psych, with the Polychoric esti-
mation specification.
3. The mirt function from the R package mirt, which performs Full-
information Item Factor Analysis. We included Cai’s Metropolis-Hastings
Robbins-Monro (MHRM) algorithm, and used 30,000 maximum cycles
rather than the default settings of 2000 maximum cycles. We also in-
cluded the Monte-Carlo Expectation-Maximization (MCEM), Stochas-
tic EM (SEM), and Quasi-Monte-Carlo EM (QMCEM) methods.
All three algorithms resolve scale identifiability by constraining the scale
of the latent response variable Var (xj) = 1.
mirt addresses rotational indeterminacy by constraining the loadings ma-
trix to be a form of lower triangular. Specifically, Λp:(p−m), is constrained to
be a lower triangular matrix. fa addresses rotational indeterminacy by con-
straining the loadings matrix such that Λ′Λ is diagonal. Estimation under
this constraint is not feasible under an MCMC framework, as it is challenging
to draw samples that would satisfy this constraint.
We compared two simulation settings of signal-to-noise ratio, by setting
the uniquenesses at σ = 0.2 for the first and σ = 0.5 for the second. We
simulated data with p = 20 items and m = 3 latent factors. We generated
the elements of the loadings matrix Λ from standard random normal. We






All elements of F were generated from the standard normal distribution.





set σ2µ = 0.5
2. The latent response variables X were generated according to
Equation 4.2 and the observed response variables Y were generated according
to Equation 4.1.
Since we do not put any rotational identifiability constraints on estimating
Λ for both the fa and mirt functions, we evaluate recovery of Λ up to an
orthogonal rotation, using Procrustes matrix distance. This will find the
rotation closest to the true Λ0 before evaluating matrix distance, essentially
ignoring any estimation error that could be attributed to rotational distance.
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, R′R = RR′ = Im (4.15)
4.2.1.1 Results
The proposed mode-jumping algorithm has the lowest estimation error in
recovering both Λ0Λ
′
0 and Λ0 out of all the comparison algorithms in both
settings of Signal-to-noise, as can be seen in Figures 4.1 and 4.2. In the high
Signal-to-noise setting, as can be seen in Figure 4.1, the mirt algorithm using
the MCEM method has the second lowest error, followed by the fa algorithm
using tetrachoric correlations. The mirt algorithm using QMCEM has high
estimation error for small sample sizes, but has comparable error to the
mirt MCEM method and the fa algorithm for large sample sizes. In the
lower Signal-to-noise setting in Figure 4.2, the tetrachoric fa, mirt MCEM
and QMCEM all have similar parameter recovery performance. Across both
settings of Signal-to-noise, the mirt functions using MHRM and SEM behave
similarly and have the highest estimation error.
The run-time of the fa function is the fastest, and is negligible compared
to the other algorithms. The second fastest algorithm is mirt SEM. Our
proposed Mode-jumping algorithm is the third fastest for small sample sizes,
but increases in run-time linearly as a function of sample size n. For larger
sample sizes n > 400 both mirt MCEM and MHRM are faster than our
proposed algorithm. Run-time for mirt decreases as sample size increases,
since as the sample size increases, the number of required cycles to reach
convergence decreases. MHRM converges much faster in the lower Signal-to-
noise setting.
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Figure 4.1: Left: Procrustes Frobenius distance to Λ0, Center: Frobenius
distance to Λ0Λ
′
0, Right: Run-time in seconds.
Figure 4.2: Left: Procrustes Frobenius distance to Λ0, Center: Frobenius
distance to Λ0Λ
′
0, Right: Run-time in seconds.
4.2.2 Selecting the Number of Factors
To find the marginal likelihood of the number of factors m, we must first find
the marginal likelihood of Λ,Ψ, which involves p-dimensional integration
over the latent responses X (Ansari and Jedidi, 2000)








P (Xi | µ,Λ,Ψ) dXi (4.16)
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where P (Xi | Λ,Ψ) = N (Xi | µ,ΛΛ′ + Ψ), and the integration limits s1, . . . , sp
are defined as
sj =
(−∞, 0) , if yij = 0(0,∞) , if yij = 1. (4.17)
This is computationally intensive to evaluate. If we instead treat the latent
factor scores F as parameters, and assume that the latent response variables
X are independent given F ,Λ,Ψ, we can also write the likelihood in the
form:
















Though Bridge Sampling is feasible for continuous factor analysis, it may not
be straightforward to implement for Item Factor Analysis. If we treat the
latent variables F as parameters, this implies that our parameters are now
θ = (F ,Λ,Ψ,µ) rather than only θ = (Λ,Ψ,µ), which adds an additional
n×m parameters to our proposal distribution. From a simple test implemen-
tation of Bridge Sampling, we find that most of the proposal samples from
bridgesampling have a posterior log probability of −∞ (e.g. 12867 of the
17500). Since our proposal distribution includes so many parameters, it is
unlikely to randomly draw suitable proposals without running into numerical
issues. This indicates that Bridge Sampling may require a very large number
of posterior draws to accurately compute the marginal likelihood, which is
computationally infeasible.
4.2.2.2 Harmonic Mean Estimator
Another method we have tried for estimating the marginal likelihood P (Y | m)
is the harmonic mean estimator, which uses the S posterior samples to make
the following approximation












where the likelihood is found using Equation 4.18.
However, we found that in a toy example with data simulated from m0 = 3
factors and p = 20 variables, the harmonic mean marginal likelihood only
increased as a function of m, even when m > m0 (See Figure 4.3). Since the
marginal likelihood never decreases, we would always incorrectly select the
largest number of factors possible. Thus it seems that the Harmonic Mean
Estimator is not suitable for selecting the number of factors.
Figure 4.3: Frequency distribution of log-likelihood values, under models
with different numbers of factors m. The simulated data was generated
with true number of factors m0 = 3. The red horizontal line indicates the
marginal likelihood P (Y | m) estimated using the Harmonic Mean
Estimator.
4.2.2.3 Cross-Validation Predictive Density
We also tried the pseudo-Bayes factor based on the cross-validation predic-
tive density as described in Ansari and Jedidi (2000); Gelfand (1996). This
estimator essentially reduced down to the product of harmonic mean esti-
mates computed individually for each yij. It relies on the identity that given





= P (yij | θ), where Y(ij) is all data with the ij-th observa-
tion omitted.
Similarly to the Harmonic Mean Estimator, this estimator also tended to
overfit the data by selecting the large models. It seems that methods that
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simply rely on posterior samples of the item likelihood (with F treated as
parameters) tend to overfit. However, integrating the latent factors out of
the likelihood as in Equation 4.16 seems very challenging.
4.2.2.4 Posterior Predictive Model Check
Though standard methods may be unsuitable for selecting m, we still require
some way to choose m. Ansari and Jedidi (2000) describes a Posterior Pre-
dictive Model Checking (PPMC) technique that we can also apply. PPMC
techniques can give us evidence of model adequacy, meaning that we can
quantify the extent to which our model covers the observed data. However,
PPMC is entirely nonparametric, so it can be difficult to assign a threshold
to deciding whether or not a model ”covers” the observed data. Once a suit-
able threshold has been defined, we can simply choose the model with the
smallest number of factors m that sufficiently covers our data. Ansari and
Jedidi (2000) uses PPMC test statistics based on tetrachoric correlations.
Fontanella et al. (2019) describe PPMC based on observed data for checking
model fit.
4.2.2.5 BIC
Both mirt and fa provide BIC. Thus, if we substitute the MAP estimator
for the MLE, we can use BIC to perform model comparison and select the
number of factors based on this. However, BIC uses only point estimates of
the parameters, ignoring the entire posterior distribution of samples. We’ve
included some basic results for evaluating the number of factors using fre-
quentist approaches in Figure 4.4. We can see that the BIC calculation in the
fa function tends to overfit the number of factors, while the BIC calculation
in the mirt function seems to estimate the number of factors correctly.
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Figure 4.4: BIC values for models with different numbers of factors m. The
simulated data was generated with m0 = 3 factors.
4.2.2.6 DIC
The Deviance Information Criterion (DIC) was used to select the number of
factors in IFA by Fontanella et al. (2019). The DIC was originally proposed






Where f (Y | θ) is the likelihood function from Equation 4.18, θ = (µ,F ,Λ,Ψ)
are the parameters, and θ̂Bayes = E [θ | Y ] is the posterior mean estimate of
the parameters. pDIC is a penalty for the effective number of parameters,
which has multiple forms. We use the form
pDIC = 2varpost (logp (Y | θ)) (4.21)
In comparing models, the model with a smaller DIC is preferred.
We find that the DIC is somewhat effective at discriminating the number
of latent factors m. DIC seems more accurate the more iterations are used,
as seen in Table 4.1. We can see from a line plot of DIC values in Figure 4.5
that the DIC is not a very stable estimator, however, increasing the number
of iterations used to estimate DIC seems to stabilize it to some extent. Since
DIC selects the correct number of factors at least most of the time, we proceed
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to use DIC for a following application study.
Table 4.1: DIC Selection frequencies for m across 100 replicates (100,000
iterations, 10,000 burn-in)
m 2 3 4 5 6
Selected 27 59 1 1 12
Figure 4.5: DIC values for selecting the number of factors m ∈ {2, 3, 4, 5, 6},
where the true number of factors was m = 3. The variance of DIC for
m ∈ {5, 6} is very large, which creates uncertainty in selection of m. For
values of m less than or equal to the true value, DIC seems more stable
(though still selecting the incorrect number of factors some percentage of
the time).
4.2.3 Application to Spatial Rotations Task
The Spatial Rotations Task is an analogical test of spatial reasoning. In this
task, individuals are first shown a diagram of a 3-dimension object and a
rotation of the object in 3-d space. They are then shown a new object and
must correctly identify the same rotation applied to the new object. See
Figure 4.6 for a sample question. The task consists of 30 items of increasing
difficulty. In our dataset, 516 individuals participated in the task. Both
accuracy and response time was recorded for each item. See Figure 4.7 for a
summary of the number of correct responses per item, and Figure 4.8 for a
summary of the response times for each item.
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Figure 4.6: A sample question from the Spatial Rotations Task.
Figure 4.7: Number of correct responses per item. The difficulty of the
items gradually increases through the test, as shown by the decreasing
accuracy.
76
Figure 4.8: Log response time plotted against Item index. The response
time for each Item increases over the course of the test as items become
more difficult.
We approximately normalize Response Time by applying the log trans-
form. Log response time is a continuous response variable, and Accuracy
∈ {0, 1} is a binary response variable indicating whether an individual cor-
rectly responds to a particular item. We used a mixed response factor model
to uncover latent factors.
We applied DIC to estimate the number of factors. Using 100,000 iter-
ations, with the first 10,000 discard as burn-in, we estimated models for
m ∈ {1, 2, 3, 4}. Based on DIC (Table 4.2) we select m = 1.
Table 4.2: DIC for m (100,000 iterations, 10,000 burn-in)
m 1 2 3 4
DIC 111298.4 128920.7 151467.2 178469.9
The fitted intercept and single factor loadings vector can be seen in Fig-
ure 4.9. The intercept for Accuracy is decreasing, describing an increase in
difficulty according to item index. The intercept for Response Time is flat
due to the Log Response Time being centered and scaled prior to modelling.
The latent factor loads more heavily onto earlier test items for Accuracy, but
loads more heavily onto later test items for Response Time.
77
Figure 4.9: Fitted loadings and intercept. The 30 loadings on the upper
plot correspond to Accuracy, while the 30 loadings on the lower plot
correspond to centered and scaled Log Response Time (which is why the
intercept for Response Time is near 0).
4.3 Discussion
We have extended a Bayesian MCMC method to binary item factor analy-
sis from continuous exploratory factor analysis that addresses convergence
issues and rotational nonidentifiability related to edge cases related to the
PLT constraint. We find the proposed algorithm improves upon standard
methods in terms of parameter recovery of Λ and ΛΛ′. These standard
methods were implemented in psych and mirt and include limited informa-
tion estimation based on tetrachoric correlations, full information estimation
using the Metropolis-Hastings Robbins-Monro and variants of Monte-Carlo
Expectation-Maximization.
We explored estimation of the number of factors using simulation studies,
and find that standard methods such as Bridge Sampling, Harmonic Mean
Estimator, and Cross-validation Predictive Density had less than satisfactory
performance. We find that Deviance Information Criteria could correctly
select the number of factors most of the time, but required a large number of
posterior samples and even then exhibited great instability. We believe that
78
future research is needed in leveraging the posterior distribution of MCMC




This research set out to address the order-invariance problem in Bayesian
exploratory factor models estimated via MCMC as discussed by Lopes and
West (2004); Leung and Drton (2016); Chan et al. (2018), and gradually
led to exploration of further issues including rotational identifiability, poste-
rior multimodality, mixing, parameter expansion, mode jumping, and post-
processing. We confirmed through simulation studies that order-dependent
inference was a problem that stemmed from imposition of the commonly
used identifability constraint, the positive diagonal, lower triangular (PLT)
constraint, which led to posterior multimodality with low-likelihood modes
that influenced selection of the number of factors. We found that algorithms
that did not rely on strictly imposing the PLT constraint as a sampling con-
straint did not suffer from these inference problems. Therefore we concluded
that the PLT constraint itself, though one of the few techniques available to
resolve identifiability, was in fact driving order-dependent inference.
Recent literature has seen arguments for treating rotational identifiabil-
ity as a post-processing problem (Aßmann et al., 2016; Erosheva and Curtis,
2017; Fontanella et al., 2019), due to the effect of model sampling constraints
on changing the shape of the posterior distribution, creating local, suboptimal
modes. Other literature has proposed modifications of the PLT constraint to
avoid cases where the PLT constraint fails to correctly address rotational in-
determinacy (Carvalho et al., 2008; Fruehwirth-Schnatter and Freitas Lopes,
2018). Our approach has blended the two approaches by using a random
modification of the PLT constraint to identify a unimodal, post-processing
target rotation. Since we proposed a random constraint on the loadings
matrix, we needed to find a way to efficiently sample both the constraints
and the loadings matrix. We explored techniques including sparsity-inducing
priors, parallel tempering, tempered transitions, and mode-jumping with lo-
cal optimization, before finally realizing the LQ decomposition provided us
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with a way to permute the PLT constraint while retaining a high-likelihood
state of the loadings matrix. This solved both our sampling needs as well
as our post-processing needs. We found this approach had better parameter
recovery than other Bayesian algorithms that we compared to for continuous
data, achieving the same level of accuracy as Frequentist algorithms. We
further found that our approach had better parameter recovery than Fre-
quentist algorithms for item (binary) data, which adds an additional level
of complexity on top of continuous data through the latent response layer
separating observed data and the latent factors.
Regarding selection of the number of factors, we confirmed results from
previous authors lauding Bridge sampling as one of the better methods for
estimating the marginal likelihood of the number of factors. We found that
our method performed similarly in recovering the number of factors as other
algorithms that did not rely on the PLT constraint, all of which outperformed
algorithms that did rely on the PLT constraint. However, an area that
requires further research is selection of the number of factors for Item factor
analysis, specifically methods that utilize posterior samples from MCMC
methods. We found that methods that performed fairly well in the continuous
case had very poor performance for binary data, or were computationally
infeasible. The main challenge is obviously integrating through the latent
response variables to obtain a likelihood of the latent factors, which is of
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