Model order reduction is the approximation of dynamical systems into equivalent systems with smaller order. Model reduction has been studied extensively for different types of systems. In this paper, we present two methods for multi input multi output linear systems. These methods are based on solvents, also called block poles. These methods are particularly suitable if the given system is in matrix transfer function form. The first method eliminates solvents one by one whereas, the second method can eliminate multiple solvents at the same time. The two presented methods are implemented in MATLAB in order to provide a systematic method for the model order reduction of MIMO linear systems.
Introduction
Model reduction has been extensively studied in recent years. This is due to the fact that nowadays we are dealing with large systems or switching systems that have a lot of configurations which require a lot of computation power and memory space. Depending on the application, computation capabilities are limited and the results are needed rapidly. For example, in real time embedded systems applications or when having to iterate thousands of simulations to tune some parameters for a system that is constantly changing. Then, it is required to make these systems simpler. Model reduction approximates the original system into a simpler system with smaller order. In other cases, the given system is unnecessarily cumbersome. Quite often not all the components make significant contribution to the 2 system dynamic behavior. And even if modern computers are computationally capable of dealing with the original systems, it would not be energy or time efficient.
In this paper, we deal with linear time invariant systems either represented by a state space equation or a matrix transfer function G(s):
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A is of size nn  , B of size nm  .,C of size pn  and D is of size pm  . This system has order n. The goal of model reduction is to transform G(s) into an equivalent low dimensional system with far lower storage requirements and evaluation time. The order of the resulting system is n such that nn  . The resulting reduced model is generally used to develop a low dimensional controller suitable for real time applications. Many methods were proposed in the past [1] [2] [3] [4] [5] [6] but few were based on matrix polynomials [7, 8] . In this paper we present two new methods based on solvents. First, we start by reviewing the basic definitions of matrix polynomials and solvents. Then, we introduce the main model reduction techniques based on solvents. After that, the two contributed methods are presented successively. In order to illustrate the implementation of the two algorithms in MATLAB, an example is presented.
Matrix polynomials and solvents
In this section, some basic definitions of matrix polynomials are presented. The theory of matrix polynomial is by itself a field and will not be discussed extensively here. For more on this, The references [9, 10] can be consulted. In MIMO systems, matrix transfer functions are matrices where each entry is a transfer function. A MIMO transfer function can be represented as a fraction of polynomial matrices as in: 
The corresponding primary right latent vector p is the solution of
The right part of equation (6) is the zero vector with size corresponding to the size of 
Solvents are important in matrix polynomials [11, 12] and are defined as follows:
Definition 1: [12]
A right solvent or right block root is defined as the solution of:
A left solvent or left block root is defined as the solution of: 
A complete set of solvents is a special set of solvents that completely describes the latent structure of the matrix polynomial with the following properties: 
If R V is needed, the complete set of solvents has to be computed. The methods that can be used to compute the complete set of solvents are discussed in section 4. Solvents can also be computed individually using the eigenvalues and eigenvectors of the matrix c A . This method is discussed more in depth in section 3. Many techniques were presented in the past for model reduction [1] [2] [3] [13] [14] [15] [16] [17] [18] . These techniques have tried to improve: storage, computational speed and accuracy. Most methods can be categorized into two main approaches: Krylov based subspaces and Truncation. Among the proposed methods, we cite: the Padé via lanczos method, the Arnoldi and Prima method, the Laguene method, the balanced truncation method, the optimal Hankel norm method and the Proper orthogonal decomposition (POD) method. Other algorithms are based on the factorization of transfer functions by eliminating poles (or solvents in case of MIMO systems). All model reduction methods based on solvents [7, 8] require a complete set of solvents. The solvents are eliminated one by one until the threshold error is exceeded. In this paper we present two new methods. In section 3, the method presented does not require a full set of solvents. The solvents are computed one by one directly from eigenvalues and eigenvectors of the matrix A. On the other hand, in the method presented in section 4, multiple solvents are eliminated at the same time and only the solvents corresponding to the dominant poles are kept in the final model. These methods can be considered good if they fit these three criteria: computational efficiency of the algorithm, preservation of the properties of the original system (such as stability) and minimization of the approximation error. 5 
Method based on eigenvalues
There are several methods to obtain solvents. One of these methods is using latent roots and corresponding latent vectors. 
The same can be concluded about left solvents using latent roots and their corresponding left latent vectors.
Proof: [19] .
Given a MIMO transfer function which can be written as a coprime fraction:
The idea here is to eliminate poles which have the weakest effect on the system response. Since latent roots correspond to poles of the system, all latent roots are computed; Afterwards, they are sorted to get the smallest ones (farthest left of the s-plane). These have the smallest effect on the system and if they are far enough from the poles which are the closest to the imaginary axis, then these can be eliminated without affecting the response of the system. Next, a solvent R is computed using the chosen latent roots and their corresponding latent vectors. Finally, this solvent can be eliminated by equation (10) . In this case, since R is a solvent, it divides exactly R D .
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where MOR D is the reduced order denominator of the coprime fraction.
In order to keep the system proper, the nominator ()
R
Ns is also reduced such that:
This means that the remainder  is neglected. This is why this step is only performed when absolutely necessary. In order to test the quality of the new model, an error criterion has to be used. In our methods we use an output error such that: The derivation of this inequality can be found in [20] . Practically, the 2 H norm can be computed as in (19 
Step 2: Sort the latent roots in terms of their real part.
Step 3: Choose the latent roots Step 7: Form the new transfer function
Notice that if the given system is in state space form, it can be transformed to a coprime matrix fraction. Also, instead of using right solvents, one can use left solvents in a dual manner. This procedure is repeated until the error between the original and the resulting system is less than the given tolerance. This method was tested on several systems. Although it worked for a limited number of cases, it did not in most cases. This is due mostly to the fact that the algorithm could not find linearly independent latent vectors that yield solvents that are insignificant. Since this method did not yield satisfying results, we introduce a more robust method in section 5.
4 Method based on dominant poles
Given a system in state space form and a complete set of right solvents, one can write the transfer function as an addition of subsystems. The complete set of solvents can be obtained using different methods [19, 21, 22] . In our implementation, the block power method was used [21] . First, the system is transformed into a controller canonical form:
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where i R for i=1,2,…,r are the right solvents of the MIMO system. Then, using the transformation:
To get the state space equations we take the derivative:
Replacing C X results in:
Replacing also C X for the output:
This results in the new matrices:
The state space equations will have the form: 
This results in a block decoupled transfer function of the form:
This form allows to eliminate directly the subsystems corresponding to specific solvents. We know that some poles don't affect the system significantly and can be discarded without a noticeable effect on the system response. To determine which poles are essential, we use Subspace Accelerated MIMO Dominant Pole Algorithm (SAMDP) presented in [23] . This algorithm is fast, reliable and flexible. It computes the dominant poles one by one by selecting the most dominant approximation in every iteration. SAMDP computes the dominant poles and corresponding residue matrices one by one by selecting the most dominant approximation in every iteration. This approach leads to a faster, more robust, and more flexible algorithm. To avoid repeated computation of the same dominant poles, a deflation strategy is used. The algorithm is based on a modified accelerated Newton scheme. The problem is to compute dominant poles Then as proven in [23] , a dominant pole is computed iteratively as: 
is the eigentriplet of
Then three strategies are used to make this algorithm able to compute more than one dominant pole: subspace acceleration, selection of most dominant approximation, and deflation. The subspace acceleration keeps the search spaces orthogonal using modified Gram Schmidt (MGS). The selection strategy concerns the selection of the new pole estimate. This algorithm is sensitive to this choice. In this algorithm the new pole is selected based on the largest residue norm. Finally, a deflation strategy is used to avoid computing already converged poles. For a real system, if a complex pole converged, its complex conjugate is also a pole. The detailed algorithms and MATLAB code can be found in [23] . This algorithm needs an initial guess for the poles which can affect the result. The obtained dominant poles are then matched with their corresponding solvents. The k selected solvents are kept with their corresponding subsystems. All the other subsystems are discarded. This allows to eliminate multiple solvents at the same time. The whole model reduction procedure is summarized in figure 1 . Once the system with k solvents is obtained, one can try to further eliminate solvents one by one and verify if the error criterion between the given system and the new system is satisfied. If we cannot reduce the system further, one can turn to the eigenvalue level and try to eliminate the eigenvalues one by one in the last subsystem. Notice that instead of using right solvents, left solvents can be used. The left solvents method is dual to the one presented here, this is why it is not presented.
The presented algorithm was implemented in MATLAB and tested on various examples. To illustrate its use, an example is presented.
Numerical Results
Electrical power networks can be quite complex. In general these systems require model reduction before being able to tackle analysis or design. Take for example the electric power network [24] of order 8 in state space form: 
(31) The complete set of solvents of this system can be computed using the Power method. Their corresponding latent roots are also shown in Table 1 . Next, we need to determine which solvents are essential. We run the SAMDP algorithm to determine the dominant poles. These poles are shown in equation (32). 
