SAMPLE SIZE REQUIRED FOR ESTIMATING THE STANDARD DEVIATION AS A PER CENT OF ITS TRUE VALUE
One frequently encounters the need of a rational selection of sample size when it is desired to estimate the standard deviation. Changing the permissible error of the estimate from an absolute to a relative one is acceptable in many cases and permits an exact, a priori solution to the problem of sample size without involving any previous estimates.
T HERE ARE many practical engineering situations in which an estimate of the linear dispersion of a characteristic is desired. Examples of such are longitudinal or range error of a low-altitude bomb sight, or errors of a measuring device. Experience in working with the engineer has shown that 1) he grasps the idea of a standard deviation as a measure of dispersion; 2) he accepts the concept of expressing a sample standard deviation as being within a previously agreed-upon percentage of its true value for the normal population; 3) he has enough intuitive understanding of a confidence coefficient to be willing to take action accordingly. Thus, a quick means of telling him the required sample size for obtaining estimates within various confidence intervals for different confidence coefficients has been found useful. These estimates are those in which the half-length of the confidence interval about the true standard deviation is expressed as a percentage of the true standard deviation. The proposed solution for the required sample size for estimating this does not utilize any previous estimate of dispersion or its true value, and thus is widely applicable.
Let it be assumed that a normal population is being sampled. Let 82 be an estimate of the squared standard deviation of the population, o2, such that ns2/o-2 is distributed as X2 with n degrees of freedom. Then the average value of s2 will be E(s2) = u2, where u2 is the true, but unknown, population variance. Let 0 <u <1. The proportion of the time that s lies within a given fraction u of u-will be known if we know the prob{s>(1+u)u} =pi, and the prob {s<(1-u)u} =P2.
The values of pi and P2 were obtained through the following relation.
* The opinions herein are not necessarily those of the Navy Department or the Naval Service at large. Convenient values of n and u were selected and these probabilities were computed. Then points forming the curve for a constant value of u were plotted with coordinates (1 -pl -P2) on the confidence-coefficient axis, and n on the degrees-of-freedom axis. In Figure 1 , u is changed to per cent P. When n ? 100, linear interpolation between the logarithms of probabilities in the Thompson tables [1] was used. When n > 100, the WilsonHilferty formula [2] / 2 \3 Xn 2= n 1 -+ yp/-was used to find the corresponding normal deviate yp. It is clear from the graph that when any two of the three variables, P, degrees of freedom, and confidence coefficient, are given, the third variable is readily determined.
Sample size is determined from the number of degrees of freedom read and the considerations entering into the original design of the experiment. In a simple replicated test, sample size is greater by one than the number of degrees of freedom. In a more complex, multi-factor arrangement, the degrees of freedom obtained from the graph are considered as those corresponding to the residual error, and a sufficient number of measurements plus one must be added thereto to allow for the estimates associated with each of the main factors and their interactions as prescribed by the original design. In planning an experiment for estimating the standard deviation, the loss in this way of degrees of freedom, leading to an increase in total sample size, should be balanced against the need for the additional information to be gained from the multiple classification. In such cases the assumption must be satisfied concerning the homogeneity of the set of population variances pertaining to the different groupings.
Example 1: A series of radar pulses is to be sent out to a target and the strength of the return signal measured. How many readings under identical conditions shall be taken so that the standard deviation of the return signal strengths shall, with 0.80 confidence, be within 10 per cent of the true value? Solution-From the graph it is seen that n is 83. Sample size, in this case one greater than the degrees of freedom, is 84.
Example 2: How many bombs shall each of 6 bombardiers drop at a target in order that an average bombardier's standard deviation for horizontal range shall, with 0.90 confidence, be within 15 per cent of the true standard deviation? Solution-From the graph it is seen that n=60. Then each of 6 bombardiers would contribute 10 degrees of freedom, or would drop 11 bombs. This results in a total of 66 bombs to be dropped.
It was considered of interest to compare the graphical results with a distribution of estimates that could be made from a set of random numbers. Dodd's table [3] contains 800 (in 16 columns of 50) "almost normally-distributed deviates" in random order, with an average close to zero (-.016) and a standard deviation near 1 (.993). If a proposed problem be one of determining the standard deviation to within 10 per cent of its true value, half of the time, Figure 1 indicates that n = 24, or samples of 25 are required. Dodd's table furnished 32 samples of 25 values, for which standard deviations were calculated, and then converted to percentage errors of the true value of 1. It was found that 16, or just one-half, of these values were not over ? 10 per cent. In other words, estimates within 10 per cent of the true value were obtained half of the time.
A horizontal line of Figure 1 provides a series of distribution points for the expected frequency of errors obtained from samples of a given size. For samples of 25, the following are the expected frequencies for various errors, and the proportion calculated from the set of 32: 
