The asymptotic expansion by Erdelyi (1955) of integrals of the type
Introduction
ALTHOUGH MOST text-books covering the subject evaluate the first term of the asymptotic expansion for large k of the integral /= \e ikfM g{x)dx it is not common to find any details regarding higher terms. Erdelyi (1955) has studied the problem in considerable generality but as a casual user I have found his account very difficult to use. It is certainly not possible just to quote a formula and work out an expansion. It is the aim of the present work to do just that. Another point is that Erdelyi in a sense gave too much apparent generality which makes his method difficult to use, and it is possible to simplify his work without in fact losing any generality. In this paper we find in general the coefficients of the first three terms in our simplified form of the problem. In one case (the commonest) we give four terms.
We start by giving in full Erdelyi's results, then we solve a simplified problem (two closely allied problems in fact) and finally we write down the solution in more detail for the simplest and commonest problem occurring in practice.
Erdelyi's Solution
where 0 < /, m < 1 and G(x) is N times continuously differentiate in a ^ x ^ /?, and where r,s^ 1 and F(x) is positive and N times continuously differentiate in a ^ x ^ P, then 
.
and (8) ?=KP)-f(x).
If F(x) is negative change its sign and change the sign of i. Erdelyi gives a rigorous account. We shall merely here suggest how the solution may be obtained. Erdelyi first showed that the only regions in the range of integration which contribute to the value of the integral are those which are (a) close to the "singular" points and (b) close to the end points of the range. By singular points we mean those for which/'(x) = 0. Hence the term "stationary phase". In Erdelyi's integral the only singular points can be at a and P; these happen to be end points. We can split the integral into two parts, one with limits between a. and b and one between b and p, where b is any internal point in the range, non-singular of course. Being an internal point the point contributes nothing to the value of the integral, or alternatively we may say that each separate integral has a contribution due to b but that these cancel one another.
We now use the substitutions (7) and (9) provided that the integral converges. If it does not converge at the upper limit the right-hand side is the "finite part" of the integral-in fact the "contribution" to it from the lower limit. Erdelyi's results follow easily from these considerations.
Further Considerations
Let us first consider the integral
A common way of finding an asymptotic expansion is formally to integrate by parts. If we do this we obtain where the part in square brackets is the "integrated part" and the limits b and a are inserted in the usual way. This is perfectly satisfactory unless/' vanishes for some x in a ^ x ^ b, that is there is a singular point in the range.
When there are singularities it seems that a simplification is possible if we say that, near to x -a we can write
g(x) = (x-a)'G(x)
and that near to x = J? we can write and similarly for/'(x), rather than combining them into one formula as Erdelyi does in equations (1) and (2). This is legitimate since the integral at each singular point only depends on a range of integration close to it. If we do this we avoid very much complication in the expansions of K(t) and L(t) which are already fairly complicated.
So we shall in fact consider two integrals, namely one between the limits a and ft and the other between a and b, where a and ft are singular points and a and b are not. In other words we solve separately two special cases of Erdelyi's, one when / = 1 and one when m = 1. We lose no generality in doing this.
The Simplified Integrals
We will first evaluate between limits a and b. In this case we write
and so in Erdelyi's result we write m = s = I, f} = b. For L(t) we have
and so on, and it is easy to see that as indeed we would expect from equation (10).
When we consider A N (k) we shall suppose known the expansions where the first three a's are given by equations (19), (20) and (21). Similarly for the integral between a and fi we suppose
and replace (9) by
We write
The work is similar to that done before and we omit details. The result is
where the formulae for the a n here are the same as those in equations (19), (20) and (21) with r, / and a replaced by s, m and T.
The "Standard" Case
We may give this name to the case where the limits are a and b and there is just one singular point x = a which is normally ihside the range but may coincide with an end point. The singular point is such that/'(a) = 0 and/"(a) =| = 0. The function g(x) is not singular, that is I = I, m = I, r = s = 2. We have for both x ^ a and x ^ a 
Here we have evaluated a 3 in a separate calculation. For the solution corresponding to (23) we now have 
where the a's have the same values as before and a = sgn/ 2 as before.
Finally for the commonest case, if there is one singular point x = a inside the range and/'(a) = 0,/"(a) =( = 0 and a = sgn/"(a) we have on adding the two results
where the a's are given by equations (25) and (27) and the first term has the same * meaning as in equation (10).
Example: A Bessel Function
We will expand H[ l) (k) using the formula (Watson, 1952) e ik cosh x cosh vx dx
where k > 0 and -1 < v < 1. Here the singular point/'(•*) = 0 is at the lower limit and/"(0) = 1 so that a = 1. We find 0 O = 1,0, =0, g 2 = v 2 , g^ = 0,. . .,/ 2 = l,/ 3 = 0,/ 4 = l,/ 5 =0and from these values we deduce from equations (25) In equation (24) the integrated part in square brackets vanishes if |v| < 1 and so we have and this is as far as we can go by our method. The term e~'" /4 looks wrong but it is in fact e in '*/i. As a matter of fact it is possible here to find all the a's. Equation (15) 
