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Abstract
By using a multi-species fluid model the tunability and controllability of plasma parameters such as
distributions of electron density, electron energy, ion density, and electric field in a micro-DBD with charge
injector electrode and driven by negatively polarized nanosecond pulsed voltage superimposed on a positive
dc bias voltage are investigated. To this end, the effects of changing features of pulsed voltage like pulse
rise time (10-20 ns), pulse peak width (10-15 ns), and pulse fall time (20-30 ns) on characteristics of argon
plasma formed inside the reactor are studied. The results show that with the increase of pulse width and
pulse rise time, the density of electron and ion increase while fall time change does not significantly affect
the plasma parameters. Generally, the results of this study explicitly prove the possibility of controlling
plasma formed inside DBD reactors driven by negative pulse voltage combined with a positive DC voltage,
which is very important in waste gas conversion applications.
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I. INTRODUCTION
Non-thermal plasmas, also known as non-equilibrium plasmas, that contain energetic elec-
trons with temperature 1-15eV and ions and neutral species (radicals, excited atom and molecules,
background gases) having temperature of order few hundreds Kelvin has recently found numerous
applications in different fields such as biomedicine [1, 2], sterilization [3, 4], organic chemistry
[5], environmental pollution treatment [6, 7], flow control [8], triboelectric [9], nano-generators
[10], cell fuels [11], and ignition combustion [12]. There are a lot of procedures and sources
to generate non-thermal plasmas, but only a few of them such as corona discharge, high energy
electron beam, and dielectric barrier discharge can produce this kind of plasmas in the atmo-
spheric pressure range, which are employed in environmental applications. Among these, dielec-
tric barrier discharge (DBD) in comparison to the other systems is known by its considerably high
specific power density, strong potential for upscaling, and low gas consumption. Consequently,
atmospheric pressure DBD with the capability to generate energetic electrons to overcome ther-
modynamic obstacles have been a good candidate to be applied for remediation of gaseous waste
streams and the destruction of volatile organic compounds (VOCs) and also a great deal of effort
in recent years has been devoted to using the DBD in other applications such as surface treatments,
high-power lasers, excimer UV light sources, and plasma display panels.
In its common configuration, a dielectric barrier discharge consists of two electrodes that are
separated by one or more dielectric layer and a discharge gap [13]. The dielectric barrier is in-
serted to prevent the plasma transition to arc or spark regime (very common in high-voltage corona
discharges) and maintaining the temperature of heavy species being low [14]. Depending on the
structure of electrodes, dielectric surface properties, characteristics of operating power, the gas
mixer, and gas pressure and temperature, the DBD can show diffuse or glow and filamentary
modes [15, 16]. The diffuse or glow mode is uniform, stable and homogeneous environment and
temporal features inside it are stable and reproducible. This mode usually appears at low pressure
operating conditions and pure single background gas, so it is favored in the semiconductor indus-
try for plasma etching and plasma deposition processes. On the other hand, in atmospheric and
higher pressure ranges, most of DBD configurations operate in the filamentary regime and electri-
cal breakdown in a large number of micro discharges is the normal situation for them. Spatially
non-uniform streamers and tiny short-lived current filaments are called micro-discharges. There-
fore, the main focus of fundamental research on the environmental application of atmospheric
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pressure DBD is recently devoted to tailoring micro discharge features by adjusting temperature
and pressure, using the electrodes with special shapes and geometry, and dielectric barriers with
specific properties. The most important reason for this is that the radius of a propagating streamer
can be affected by these parameters and by gas density.
As mentioned before, the atmospheric DBD plasmas have a high tendency to instabilities and
they are non-uniform and inhomogeneous. A more favorable way to tackle this problem is to
decrease the discharge gap of the DBD reactor and confining the plasma to dimensions less than
1 mm [17]. In this way having atmospheric-pressure plasma operating in glow or diffuse regime
becomes feasible and desired uniformity and stability can be achieved. This kind of weakly ionized
plasmas that are referred to as micro-plasmas or microreactors can promote the efficient produc-
tion of transient molecular species and they are also capable to offer better control of processing
parameters for selective synthesis of particular products [18, 19].
It could be claimed that among plasma reactors powered with different voltage sources, pulsed
plasma generators have shown better results for the destruction of volatile organic compounds and
flue gas decomposition [20–25]. They initiate discontinuous discharge that prevents remarkable
heat losses between pulses and improves the energy efficiency and the discharge stability without
overheating effect. As a result, a high nonequilibrium discharge is achievable with smaller total
discharge power. Also, in the sub-microsecond time scale, they result in significant shifts in the
distribution functions of temperatures and energies associated with the ions and electrons. This
allows for the selective production of chemically reactive species and opens the door to a wide
range of new applications of microplasmas. Besides, in microplasma powered by pulsed genera-
tors, the charge efficiency can be enhanced by shortening pulse rise time and width to the micro or
nanosecond scale. Consequently, narrower pulse width (i.e., micro or nanosecond scale) is in favor
of breaking bonds of feed molecules rather than heating the gas bulk and surrounding materials.
Depending on the polarity of the voltage applied to a DBD reactor, self-sustainability of plasma
formed by that can change. The higher self-sustainability occurs by a negative applied voltage
[26]. When the discharge gap in a direct-current plasma reactor is bigger than 10 µm the field
emission effects are negligible and the most important factor of self-sustainability becomes the
intensity of secondary electron emission from electrodes and reactor walls [27, 28]. The secondary
electron emission appears when plasma ions are accelerated under the affection of the electric field
of plasma sheath formed on walls and electrodes and collide with them energetically to release the
electron. The flux of secondary electron emission is proportional to the velocity of ions, which
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is directly dependent on the electric field intensity. It is obvious that when the potential of an
electrode is highly negative the possibility of secondary electron emission rises due to the increase
in the intensity of interaction of the electric field and the positive ions. Also, in sharp point where
there is an accumulation of the electric field, again, the secondary emission process can be more
intensive due to the high intensity of the electric field. These sharp points are defined as charge
injection parts.
Our precise review of the literature reveals that although surface dielectric barrier plasma ac-
tuators driven by pulsed voltage supply have been studied a lot, in the electro-hydrodynamic field
in order to air flow control, there is no report considering effects of characteristics of nanosecond
pulsed power upon the behavior of plasma formed inside the micro-DBD reactors used in gas con-
version applications. As, in the simulation of these plasma reactors only ac voltage sources have
been used as power supply [29, 30]. Therefore, by following outline of our multi-disciplinary
international project, European Research Council Synergy Grant SCOPE 810182, which deals
with the synergy between catalytic materials and fast-modulated micro-plasma array in order to
increase the energy efficiency and yield of waste gas conversion, in this work, we tend to study the
behavior of argon plasma formed in a micro-DBD with one electrode containing charge injection
points and driven by nanosecond pulsed voltage in order to obtain an in-depth understanding from
the physics of the system and to check how pulse shape can affect the plasma parameters. To
this end, a multi-species fluid model that combines transport and momentum equations for each
species as well as energy balance relations with the Poisson equation to anticipate the behavior of
the system will be used. In the next section, the structure of the reactor and the employed model
will be described while section III presents and discusses the results of the simulation. Finally,
section IV is devoted to the conclusion and summarizing the main findings.
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FIG. 1: (a) Complete structure of the DBD reactor, (b) 3D unit cell of the reactor (c) axisymmetric 2D
computational domain.
The structure of the plasma reactor considered in this work is displayed in Fig. 1(a). It consists
of two electrodes (grounded and powered) and a PET (Polyethylene terephthalate) dielectric bar-
rier layer that covers the upper electrode (grounded electrode). The bottom electrode (powered)
is engraved to a periodic cone-shape sharp array, establishing charge injection phenomena. The
dielectric layer has a thickness equal with 0.5 mm and the distance between the tip of cones and
surface of the dielectric layer is 0.5 mm. The radius of the circular cone base is selected to be
0.2 mm and the height of cones and septation distance between them are fixed to 0.5 mm and
1 mm, respectively. Also, since in reality, there is not an infinite sharp point the curvature radius
of the cone tip was selected to be 25 µm. For this structure, the length of the discharge gap is
d = 0.5 mm and the mean free path, based on the momentum transfer collision frequency of
electrons and neutrals, at pressure 1 atm and background gas temperature 300 K is λ ≃100 nm.
With these conditions, the Knudsen number (Kn = λ/d) comparing the geometric length scale
with the mean free path of the collisions is very small (≃ 2× 10−4), implying that non-continuum
effects are negligible. Therefore, using the kinetic or hybrid models which need a high run-time
cost is not essential and a fluid approach could be sufficient to replicate the real system and pro-
vide a correct thorough understanding of the discharge behavior. The 3-D modeling of the whole
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system is very complex. However, with bearing in mind the periodicity of system, a 2D axisym-
metric fluid modeling of a periodic unit (Fig.1 (c)) will also be able to mimic the actual problem.
The fluid approach used here is based on solving a set of coupled differential equations that ex-
press the conservation of mass, momentum, and energy, for the different plasma species. This
approach has widely been used in previous simulation studies related to DBD devices such as
DBD gas discharges in gas conversion applications in plasma chemistry area [30–32] and surface
DBD actuators in air flow control applications in elctrohydrodynamics field [33–35]. The mass
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where nj is density of species j = i, e, n (ion, electron and neutral, respectively),
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Γ j stands







where the first term on the right-hand side describes the diffusion while the second term determines
the electric drift which is zero for neutrals. Dj and µj are the diffusion and mobility coefficients
of the species j, respectively, and −→E is the electric field with the signs plus and minus for ions and
electrons, respectively. The source term ωj in equation (1) is obtained by considering the volume








where aRjk and a
L
jk are the right-hand side and left-hand side stoichiometric coefficients of species
j in reaction k , kk is the reaction rate coefficient and nLl is the density of the l-th species in the
left-hand side of reaction k. The energy balance equations for ions and neutrals are disregarded
in this model and it is assumed that ions have the same temperature of background gas and are
constants throughout the reactors. Therefore, here, the energy balance equation will be solved








E = Sε, (4)
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where nε is the electron energy density, Sε is the energy loss/gain due to collisions, and the flux






The set of fluid equations is completed with Poisson equation for electric potential:
∇⃗.(εrε0E⃗) = −∇⃗.(εrε0∇⃗V ) = e(
∑
i
ni − ne), (6)
ε0 is the permittivity of vacuum, εr the relative permittivity of the material or the gas, V is the
potential and e is the elementary charge. Notice that, unlike the discharge gap region, in the di-
electric area the transport and energy equations are not considered and only the Poisson equation
with zero space charge density (Laplace equation) is solved for the electric potential. The solution
of the Laplace equation in the dielectric region and solution of the Poisson equation in the plasma
region are connected self consistently to each other by boundary condition considered at the inter-
face between two media. As a converged solution for potential distribution in the whole domain is
obtained when potential continuity in interface boundary is established by applying the following
boundary condition:
εdielE⃗diel.n⃗− E⃗gas.n⃗ = σ/ε0 (7)
where εdiel is dielectric constant of the insulating layer (PET) that is fixed to 3.4, n⃗ is the unit
normal, and E⃗diel and E⃗gas are the electric fields in dielectric and discharge sides of the boundary.
Surface charge accumulation on the dielectric layer, σ, due to difference in fluxes between the
electrons and ions is calculated by:
∂σ
∂t
= −→n .−→J i −−→n .
−→
J e, (8)
where −→J i and
−→
J e are the total ion and electron current densities at the wall, which are determined
by species flux (J⃗j = qjΓ⃗j).
The chemistry of argon plasma considered here is the same as the reference [36]. Five species
(e, Ar, Ar∗, Ar+2 , Ar
+) are considered in the chemistry mechanism. These five species participate
in 12 reactions to form a complete and closed reactions mechanism (see table II of reference [36]).
The reaction rates of reactions occurring between heavy species have been presented there, but for
reactions that electron incorporates in them, we use Boltzmann equation solver, BOLSIG+ [37],
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to form look-up tables which give electron reactions rates for each mean electron energy value.
The transport coefficient of ions and neutral species are extracted from the table I of this reference.
The electron mobility and diffusion coefficients are also calculated from the Boltzmann solver and
are sorted as a function of the electron mean energy in the look-up tables. In each time step, the
local electron reaction rates and electron transport coefficient have been interpolated from look-up
tables. The upper electrode was grounded while the bottom electrode is powered by a voltage
waveform combined of a repetitive negative nanosecond pulses and a positive dc bias (see Fig. 2).
As the figure shows, a single pulse consists of three parts such as pulse rise time (tr=10 ns), pulse
peak width (tp=10 ns), and pulse fall time (tf=20 ns). The positive bias voltage is fixed in 400 V
























FIG. 2: Shape of nanosecond pulse of -1600 V amplitude with repetition rate of 10 kHz, rise time of
tr =10 ns, pulse peak width of tp =10 ns and fall time of tf =20 ns superimposed on a dc bias of 400 V.
In the lateral side of the computational cell, the periodic condition must be applied. To this
end, we need to consider that in this boundary, two adjacent unit cells create the same electric
field and species fluxes but in opposite direction. Therefore, the normal component of electric
fields and normal fluxes of species for two adjacent cells balance each other. This results in zero
value for the net normal electric field and normal fluxes of species in the boundary. Therefore, we
must set the normal fluxes of electrons and electron energy on this boundary to zero, and assume
a zero charge boundary condition, defining the normal electric displacement equal to zero. It is
obvious that when the normal electric field is zero forcing the normal component of flux in the
left-hand side of Eq.(2) to zero leads to that the normal gradient of species across the boundary
becomes zero. The combination of these boundary conditions provides periodicity, which has also
been explained previously in reference [39]. The other boundary conditions, considered surface
reactions and the parameters of secondary electron emission are as same as those of reference [36].
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The field emission effects are not considered because these effects appear at size lengths smaller
than 10 µm [40].
III. SIMULATION RESULTS AND DISCUSSION
This section presents the results of the simulation of the structure presented in previous section
for gas temperature and total pressure fixed respectively to 300 K and 1 atm. The simulation
was done in the COMSOL software which is based on the finite element method. A non-uniform
mesh was applied to the domain. It was dense near the cone tip and the dielectric layer surface and
become coarser in other regions. It is noteworthy to mention that in the plasma the typical thickness
of the space charge region near electrodes and walls is a few electron Debye lengths. The later
for the plasma in the gas discharge condition lies in the range 10−5m− 10−4m. Therefore, to take
space charge effect and plasma sheath formation into account mesh size near the electrodes and
walls must be smaller than electron Debye lengths. Also, mesh size near the sharp points must
be smaller than their curvature radius in order to see charge injection effects. Therefore, a mesh
size as small as 2µm was chosen near the cone tip and near the dielectric layer surface. Also,
automatic adaptive mesh refinement as an option in the COMSOL study setting was activated
to achieve reliable results. The relative tolerance, which is the convergence criteria value and is
defined as | (Xnew − Xold)/Xnew | (X being the value of calculated parameters), was selected
to be 0.0001. This value is 10 times smaller than the default value provided by the COMSOL
study setting. It was selected in a such way that the result of simulation did not change for values
smaller than it. In order to achieve reliable results, the time step in a time-dependent solver must be
selected in such a way that any instant time-dependent change is taken into account. During pulse
on time, the smallest time interval is 10 ns that is assumed for the pulse rise time. It requires that
this interval must be divided at least to 100 time-points in order to capture the effects of voltage
change in the interval and at interval ends. With bearing this in mind, for each time interval, value
of time step is chosen in a such way that for values smaller than it the results are unchanged. The
time steps during the pulse on-time were shorter than 0.01 ns while during the pulse off-time it
was bigger than 1 ns.
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FIG. 3: The spatial distributions for time-averaged on a single pulse of different plasma parameters: the
electron density, total ion density, the electron temperature, and the electric field.
Figure 3 shows the time-averaged distribution of electron density, total ion density, electric
field, and electron temperature on a single pulse voltage shown in Fig. 2. Here and hereinafter
every ”ion” word briefly points out to total ion (Ar+2 +Ar
+). The total pulse duration is 40 ns. As
can be seen from the figure, the peaks of averaged electric field and averaged electron temperature
appear in the cone tip region while the density of electron and ion get their maximum value near the
dielectric layer surface. It can also be seen that the maximum value of electron density is smaller
than that of ion density and it is more localized. The electron density peak location, compared
with ion peak location, is positioned further away from the dielectric layer, which is the result of
surface charge accumulation on the dielectric layer surface.
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FIG. 4: Time evolution of electron density distribution during pulse on-time.
FIG. 5: Time evolution of electron density distribution during pulse off-time.
To a more detailed investigation of the behavior of discharge, the electron density distribution
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at different times during pulse on-time is displayed in Fig. 4. The snapshot at t=0 represents the
electron density created only with biased voltage +400 V, after this time the negative nanosecond
pulse voltage is started. Through increase in the pulsed voltage, the electron avalanche begins
to move from the cone tip towards the dielectric layer. During the movement, it becomes more
localized and its value increases. This process continues until t=20 ns when pulse fall starts.
During the pulse fall time, the electron avalanche comes back from the dielectric layer towards
the electrode. In the initial time of the pulse fall interval, the density of electron first increases
but with more decrease of net applied voltage after t=35 ns it is going to decrease. At the end of
the pulse fall interval, the electrons in front of the avalanche show a tendency to jump towards
the electrode and it seems there will be a transition after pulse-off time. This requires that the
behavior of discharge after pulse on-time should be investigated. Therefore, in figure 5 we present
the snapshots of electron density at several times between 40 ns to 60 µs. As can be seen from the
first two snapshots, after pulse switching-off, the electrons are accelerated by the electric field of
the positive bias voltage of the electrode and they move very quickly to reach the cone tip during
a time of 3 ns. The accumulation of electrons near the cone tip continues until the electric field
of positive bias voltages covered by sheath formation around it and the electrons are pushed back
by sheath electric field, which occurs at t= 90 ns. After this moment, the electron density starts to
decrease very slowly, and finally, at t= 60 µs it reaches its initial value observed at the start of the
pulse (t=0 at Fig. 4). It is noteworthy to mention that for a frequency of 10 kHz, the time septation
between pulses (100 µs) is bigger than t=60 µs. Therefore, there is no overlap between different
pulse effects and during the pulse off-time the plasma has enough time to restore its initial value
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FIG. 6: Spatially averaged electron density, ion density, electron temperature, and electric field as the
functions of time for three different pulse rise times 10 ns (solid), 15 ns (dash-dotted), and 20 ns (dashed).
To investigate the effect of the shape of nanosecond pulse voltage on characteristics of plasma,
firstly, the pulse rise time is considered as a variable. Therefore, figure 6 compares the time
evolution of the spatially averaged density of charged plasma species (ion and electron) as well
as electric field and electron energy for three different pulse shapes that have different pulse rise
times. Each pulse has the same pulse peak width 10 ns and pulse fall time 20 ns while three
different pulse rise times are 10 ns, 15 ns, 20 ns. According to the figure, for all three pulses, the
most significant increase in electron density occur just 5 ns after pulse duration time i.e t=45 ns
for the pulse with the rise time 10 ns, t=50 ns for the pulse with the rise time 15 ns, and t=55 ns
for the pulse with the rise time 20 ns. While the ion density experiences two remarkable increases
in value: one during pulse the peak time interval and another (like the electron density) after the
pulse on-time. Both the electron density and the ion density stagnate during pulse fall time. After
reaching their maximum values, the densities of electron and ion start to decrease slowly during
the pulse-off time, as explained previously. Regarding electric field and electron energy, two dips
appeared in time evolution of electric field and electron energy profiles, each one is related to one
of the moments when the net applied voltage is zero. By comparing the figures it can be found
out that increase in pulse rise time results in an increase in both electron density and ion density.
The electron temperature and electric field do not experience an increase in their value and only







































































FIG. 7: Spatially averaged electron density, ion density, electron temperature, and electric field as functions
of time for three different pulse peak width values 10 ns (solid), 12 ns (dash-dotted), and 15 ns (dashed).
Our main aim to present Fig. 7 is to study the effects of change in pulse width on plasma
parameters. Therefore, this figure shows the plasma characteristics for three applied pulses with
different pulse peak widths and same pulse rise and fall times. The figure reveal that increase in
pulse peak width increases both the electron density and ion density, but that is more vigorous
for electron density. It also leads to that electron density and ion density profiles become more
similar to each other (compare the electron density and ion density profiles for the pulse with peak
width 15 ns). In addition, by comparing the electron density profiles with each other it can be
deduced that for pulses with higher peak width the growth of electron density during peak time is
more remarkable. The plots presenting the electric field and electron temperature indicate that for









































































FIG. 8: Spatially averaged electron density, ion density, electron temperature, and electric field as the
functions of time for three different pulse fall times 20 ns (solid), 25 ns (dash-dotted), and 30 ns (dashed).
Figure 8 illustrates the time evolution of spatiality averaged plasma parameters, same as two
previous figures, for three input pulses that have different pulse fall times. As can be seen from
figures, although increasing the pulse fall time increase density of plasma species (electron and
ion) it is not remarkable in comparison to increase in them due to increase in the pulse rise and
the pulse peak width (see figures 6 and 7). Also, magnitude of electric field and electron energy
of pulses with different pulse fall times are approximately the same.
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FIG. 9: Time evolution of spatially averaged electron densities for different applied voltages. The density
profiles in (a) and (c) are corresponded to applied voltages (b) and (d), respectively.
Lastly, figure 9 compares the effects of different positive bias voltages and different polarities of
net applied voltage (pulse+bias) on the plasma electron density. In Fig. 9(a) the time evolution of
spatially averaged electron densities for three different applied voltages of Fig. 9(b) are illustrated.
Voltage profiles in Fig. 9(b) are different in values of applied positive bias voltages (200 V, 300 V,
400 V) and the amplitude of negative pulse voltage is the same for all. As can be seen from Fig.
9(a), with increasing positive bias voltage not only the electron density value increases in pulse
off-time but also it gets higher values in pulse on-time. Also, for higher positive bias voltages
the electron density does not show a quick drop in value after pulse becomes off (after t=40 ns).
This implies that how a positive bias voltage can be used to maintain the plasma being active
during pulse off-time, which is important from the energy-cost aspect in plasma gas conversion
applications. Figure 9(c) shows the time evolution of electron density for two applied voltages
having different polarities shown in Fig. 9(d). As can be seen from the figure, when the polarity
of applied voltage changes the electron density profile shows a significant change in value both
during pulse off-time and during pulse on-time. For voltage profile with negative pulse voltage and
positive dc bias electron density is higher than that of voltage profile with positive pulse voltage
and negative dc bias and also after pulse off-time, the plasma is more active for negative pulse
voltage. This is related to the secondary emission rate that is vigorous for voltages profiles having
negative polarity, which was discussed in section I.
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IV. CONCLUSIONS
By employing multi-species fluid model the argon plasma created in a micro dielectric barrier
discharge containing charge injection points and driven by negatively polarized nanosecond pulsed
voltage superimposed on a positive bias voltage was simulated. The effects of the shape of input
voltage signals such as the pulse rise time, pulse peak width, and pulse fall time were investigated
on plasma parameters like electron density, electron energy, ion density, and electric field. The
results revealed that, during a pulse period, electron avalanche oscillates in the discharge gap be-
tween the dielectric layer and the powered electrode. The time-averaged plasma parameters upon
a single pulse showed that peak for electron density and electron energy appear near the dielec-
tric surface while maximum values of the time-averaged electric field and electron temperature
emerged near the cone tip (charge injection point). Increasing pulse rise time and/or pulse peak
width increased the density of electrons and ions while pulse-fall time change did not remarkably
change the plasma characteristics.
The results implied that, in comparison to ac powered DBD, DBDs powered with pulsed volt-
age combined with low dc voltage can be a promising system to control the plasma behaviour in
order to achieve high yield and high energy efficiency. The negatively pulsed voltage can prevent
heat losses between pulses and improves the energy efficiency and the discharge stability with-
out overheating effect. Also, its variables such as pulse rise and fall times, and pulse width are
useful tools to adjust energy absorbtion of different reactions occurring in plasmas used in gas
processing applications. The low positive dc bias can be used to maintain the plasma being ac-
tive during pulse off-time. Applying negatively pulsed voltage to a electrode containing charge
injection points (sharp parts) can be a effective approach to decrease the breakdown voltage and
increase the self-sustainablity of plasma, due to high rate of secondary electron emission and/or
field emission effects observed in length scales of a few micrometer.
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