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CERTAIN NEW EXTENSIONS OF BETA AND RELATED
FUNCTIONS
MOHD GHAYASUDDIN, MUSHARRAF ALI, AND R. B. PARIS ∗
Abstract. In this paper, we introduce and investigate a new extension
of the beta function by means of an integral operator involving a product
of Bessel-Struve kernel functions. We also define a new extension of the
well-known beta distribution, the Gauss hypergeometric function and the
confluent hypergeometric function in terms of our extended beta function.
In addition, some useful properties of these extended functions are also
indicated in a systematic way.
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1. Introduction
Throughout in this paper, let N, R and C be the sets of natural numbers,
real numbers and complex numbers, respectively, and let
N := {1, 2, 3, ...}, N0 := {0, 1, 2, 3, ...} = N ∪ {0}.
The classical beta function B(ξ1, ξ2) is defined by (see [12], see also [13])
(1.1) B(ξ1, ξ2) =
∫ 1
0
yξ1−1 (1− y)ξ2−1dy
(ℜ(ξ1) > 0, ℜ(ξ2) > 0).
In 1997, Chaudhry et al. [4] introduced a very useful generalization of the
classical beta function (1.1) by
(1.2) Bp(ξ1, ξ2) =
∫ 1
0
yξ1−1 (1− y)ξ2−1 exp
[
− p
y(1− y)
]
dy
(ℜ(ξ1) > 0, ℜ(ξ2) > 0, ℜ(p) > 0).
Obviously, for p = 0, (1.2) reduces to (1.1). The most interesting applications
of (1.2) are given by Chaudhry et al. in [5]. They generalized the classical
∗Corresponding author.
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Gauss and confluent hypergeometric functions by means of the extended beta
function Bp(ξ1, ξ2) as follows:
(1.3)
Fp(ξ1, ξ2; ξ3;x) =
∞∑
n=0
(ξ1)n Bp(ξ2 + n, ξ3 − ξ2)
B(ξ2, ξ3 − ξ2)
xn
n!
(p ≥ 0, |x| < 1, ℜ(ξ3) > ℜ(ξ2) > 0)
and
(1.4)
Φp(ξ2; ξ3;x) =
∞∑
n=0
Bp(ξ2 + n, ξ3 − ξ2)
B(ξ2, ξ3 − ξ2)
xn
n!
(p ≥ 0, ℜ(ξ3) > ℜ(ξ2) > 0).
Among the many interesting properties given in [5], the following integral
representations are recalled:
(1.5) Fp(ξ1, ξ2; ξ3;x) =
1
B(ξ2, ξ3 − ξ2)
×
∫ 1
0
yξ2−1 (1− y)ξ3−ξ2−1 (1− xy)−ξ1 exp
[
− p
y(1− y)
]
dy
(p ≥ 0, | arg(1− x)| < π, ℜ(ξ3) > ℜ(ξ2) > 0)
and
(1.6) Φp(ξ2; ξ3;x) =
1
B(ξ2, ξ3 − ξ2)
×
∫ 1
0
yξ2−1 (1− y)ξ3−ξ2−1 exp
[
xy − p
y(1− y)
]
dy
(p ≥ 0, ℜ(ξ3) > ℜ(ξ2) > 0).
If we set p = 0 in (1.5) and (1.6) then we easily recover the integral representa-
tions of the classical Gauss and confluent hypergeometric functions as follows
(see [12] and also [13]):
(1.7) F (ξ1, ξ2; ξ3;x) =
1
B(ξ2, ξ3 − ξ2)
∫ 1
0
yξ2−1 (1− y)ξ3−ξ2−1 (1− xy)−ξ1dy
(| arg(1− x)| < π, ℜ(ξ3) > ℜ(ξ2) > 0)
and
(1.8) Φ(ξ2; ξ3;x) =
1
B(ξ2, ξ3 − ξ2)
∫ 1
0
yξ2−1 (1− y)ξ3−ξ2−1 exp(xy)dy
(ℜ(ξ3) > ℜ(ξ2) > 0).
By introducing an additional parameter q, Choi et al. [3] defined a further
extension of (1.2) as follows:
(1.9) Bp,q(ξ1, ξ2) =
∫ 1
0
yξ1−1 (1− y)ξ2−1 exp
[
−p
y
− q
(1− y)
]
dy
(ℜ(ξ1) > 0, ℜ(ξ2) > 0, ℜ(p) > 0, ℜ(q) > 0).
The case q = p in (1.9), yields the extended beta function given in (1.2).
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Since the beta function and its extensions play a crucial role in the study
of special functions, a number of researchers have introduced and investigated
several extensions of this important function (see, for example, [1]–[4], [7], [10],
[11], [14]).
The Bessel-Struve kernel function Sη(λt), λ ∈ C is the unique solution
of the initial value problem Lηu(t) = λ
2u(t) subject to the initial conditions
u(0) = 1 and u′(0) = λΓ(η+1)√
π Γ(η+ 3
2
)
, where
Lη =
d2u(t)
dt2
+
2η + 1
t
(
du(t)
dt
− du(0)
dt
)
is the Bessel-Struve differential operator. This function is given by (see [6]
and also [8])
Sη(λt) = jη(iλt)− ihη(iλt), ∀ t ∈ C,
where jη and hη are the normalized Bessel and Struve functions. The series
representation of the Bessel-Struve kernel function is given as follows:
(1.10) Sη(t) =
Γ(η + 1)√
π
∞∑
m=0
tmΓ(m+12 )
m! Γ(m2 + η + 1)
.
Also, we have the following relations of the Bessel-Struve kernel function with
the exponential function (see [6] and also [8]):
(1.11) S− 1
2
(t) = et and S 1
2
(t) =
et − 1
t
.
The main object of this paper is to introduce and investigate a new exten-
sion of the beta function by making use of the Bessel-Struve kernel function
(1.10). This is applied to extend the well-known beta distribution arising
in statistical distribution theory. We also define a new class of Gauss and
confluent hypergeometric functions in terms of our introduced beta function.
2. Extended beta function and its properties
This section deals with a new extension of the beta function and its
associated properties.
Definition 2.1. The new extended beta function Bp,qη (ξ1, ξ2) for ℜ(η) > −1
is defined by
(2.1) Bp,qη (ξ1, ξ2) =
∫ 1
0
yξ1−1(1− y)ξ2−1Sη
[
−p
y
]
Sη
[
− q
1− y
]
dy
(ℜ(ξ)1 > 0, ℜ(ξ2) > 0, ℜ(p) > 0, ℜ(q) > 0, ℜ(η) > −1)
where Sη(t) denotes the Bessel-Struve kernel function given by (1.10).
Remark 2.2. We note that the case η = −12 in (2.1) yields the extended beta
function defined by Choi et al. [3], which further for q = p gives the known
extension of the beta function given by Chaudhry et al. [4]. Obviously, when
p = q = 0, (2.1) reduces to the classical beta function (1.1).
4 MOHD GHAYASUDDIN, MUSHARRAF ALI, AND R. B. PARIS
Theorem 2.3. The following integral representations for the extended beta
function Bp,qη (ξ1, ξ2) hold true:
(2.2) Bp,qη (ξ1, ξ2) = 2
∫ pi
2
0
cos2ξ1−1 t sin2ξ2−1 t Sη(−p sec2 t) Sη(−q csc2 t)dt,
(2.3) Bp,qη (ξ1, ξ2) =
∫ ∞
0
wξ1−1
(1 + w)ξ1+ξ2
Sη
[
−p(1 + w)
w
]
Sη [−q(1 + w)] dw,
(2.4) Bp,qη (ξ1, ξ2) = 2
1−ξ1−ξ2
∫ 1
−1
(1 + w)ξ1−1 (1− w)ξ2−1
× Sη
[
− 2p
1 + w
]
Sη
[
− 2q
1− w
]
dw,
(2.5) Bp,qη (ξ1, ξ2) = (c− a)1−ξ1−ξ2
∫ c
a
(w − a)ξ1−1(c− w)ξ2−1
× Sη
[
−p(c− a)
(w − a)
]
Sη
[
−q(c− a)
(c− w )
]
dw.
Proof. On setting y = cos2 t, y = w1+w , y =
1+w
2 and y =
w−a
(c−a) in (2.1) we
obtain, respectively, the above integral representations (2.2)-(2.5). 
Theorem 2.4. The following relation for the extended beta function Bp,qη (ξ1, ξ2)
holds true:
(2.6) Bp,qη (ξ1, ξ2) = B
p,q
η (ξ1 + 1, ξ2) +B
p,q
η (ξ1, ξ2 + 1)
(ℜ(p) > 0,ℜ(q) > 0,ℜ(η) > −1).
Proof. From (2.1), we have
Bp,qη (ξ1, ξ2) =
∫ 1
0
yξ1−1 (1− y)ξ2−1{y + (1− y)} Sη
[
−p
y
]
Sη
[
− q
1− y
]
dy,
whence
Bp,qη (ξ1, ξ2) = B
p,q
η (ξ1 + 1, ξ2) +B
p,q
η (ξ1, ξ2 + 1),
which is our desired result. 
Theorem 2.5. The extended beta function Bp,qη (ξ1, ξ2) satisfies the following
summation formula:
(2.7) Bp,qη (ξ1, 1− ξ2) =
∞∑
l=0
(ξ2)l
l!
Bp,qη (ξ1 + l, 1)
(ℜ(p) > 0,ℜ(q) > 0,ℜ(η) > −1).
Proof. We have
(2.8) (1− y)−ξ2 =
∞∑
l=0
(ξ2)l
l!
yl (|y| < 1),
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where (a)ℓ = Γ(a + ℓ)/Γ(a) is the Pochhammer symbol. Therefore (2.1) can
be written as
Bp,qη (ξ1, 1− ξ2) =
∫ 1
0
yξ1−1
[ ∞∑
l=0
(ξ2)l
l!
yl
]
Sη
[
−p
y
]
Sη
[
− q
1− y
]
dy.
Interchanging the order of integration and summation (which is permissible
due to the uniform convergence) in the last expression and further by using
(2.1), we easily obtain the stated result (2.7). 
Theorem 2.6. The extended beta function Bp,qη (ξ1, ξ2) satisfies the following
summation formula:
(2.9) Bp,qη (ξ1, ξ2) =
∞∑
l=0
Bp,qη (ξ1 + l, ξ2 + 1)
(ℜ(p) > 0,ℜ(q) > 0,ℜ(η) > −1).
Proof. By using the fact
(1− y)ξ2−1 = (1− y)ξ2
∞∑
l=0
yl (|y| < 1),
in (2.1), we easily obtain the stated result (2.9). 
3. An extended beta distribution
In statistical distribution theory, we define an extended beta distribution
as follows:
(3.1)
f(y) =


1
B
p,q
η (ξ1,ξ2)
yξ1−1 (1 − y)ξ2−1 Sη
[
− p
y
]
Sη
[
− q(1−y)
]
(0 < y < 1)
0 otherwise
(p, q > 0,−∞ < ξ1, ξ2 <∞ ,ℜ(η) > −1).
We now discuss some fundamental properties of the extended beta distribu-
tion (3.1).
If n is any real number, then the nth moment of X is given by
(3.2) E(Xn) =
Bp,qη (ξ1 + n, ξ2)
Bp,qη (ξ1, ξ2)
(ξ1, ξ2 ∈ R, p, q ∈ R+, ℜ(η) > −1).
The particular case of (3.2) for n = 1 yields the mean of our proposed extended
beta distribution, that is
(3.3) E(X) =
Bp,qη (ξ1 + 1, ξ2)
Bp,qη (ξ1, ξ2)
.
The variance of our introduced distribution can be expressed as
V ar(X) = E(X2)− [E(X)]2 = E[(X − E(X))2]
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(3.4) =
Bp,qη (ξ1 + 2, ξ2) B
p,q
η (ξ1, ξ2)− [Bp,qη (ξ1 + 1, ξ2)]2
[Bp,qη (ξ1, ξ2)]2
.
The coefficient of variation of this distribution (which is defined as the
ratio of the standard deviation and mean) can be expressed as
(3.5) C.V =
√
Bp,qη (ξ1 + 2, ξ2) B
p,q
η (ξ1, ξ2)
[Bp,qη (ξ1 + 1, ξ2)]
− 1.
The moment generating function (m.g.f.) about the origin of this distri-
bution is given by
MX(t) =
∞∑
n=0
tn
n!
E(Xn),
whence
(3.6) MX(t) =
1
Bp,qη (ξ1, ξ2)
∞∑
n=0
Bp,qη (ξ1 + n, ξ2)
tn
n!
.
The characteristic function of the proposed distribution can be calculated
as follows:
E(eitx) =
∞∑
n=0
intn
n!
E(Xn)
(3.7) E(eitx) =
1
Bp,qη (ξ1, ξ2)
∞∑
n=0
Bp,qη (ξ1 + n, ξ2)
intn
n!
.
The cumulative distribution function, or probability distribution function,
of our proposed extended beta distribution (3.1) can be expressed as
F (x) = P [X < x] =
∫ x
0
f(x) dx,
so that
(3.8) F (x) =
Bp,q,xη (ξ1, ξ2)
Bp,qη (ξ1, ξ2)
,
where Bp,q,xη (ξ1, ξ2) denotes the (lower) incomplete extended beta function
defined by
Bp,q,xη (ξ1, ξ2) =
∫ x
0
yξ1−1 (1− y)ξ2−1 Sη
[
−p
y
]
Sη
[
− q
1− y
]
dy
(p, q > 0,−∞ < ξ1, ξ2 <∞ ,ℜ(η) > −1).
The reliability function (which is simply the complement of the cumula-
tive distribution function) of our proposed distribution is given by
R(x) = P [X ≥ x] = 1− F (x) =
∫ ∞
x
f(x)dx
so that
(3.9) R(x) =
Bˆp,q,xη (ξ1, ξ2)
Bp,qη (ξ1, ξ2)
,
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where Bˆp,q,xη (ξ1, ξ2) is the (upper) incomplete extended beta function defined
by
Bp,q,xη (ξ1, ξ2) =
∫ ∞
x
yξ1−1 (1− y)ξ2−1 Sη
[
−p
y
]
Sη
[
− q
1− y
]
dy
(p, q > 0,−∞ < ξ1, ξ2 <∞ ,ℜ(η) > −1).
4. Extended hypergeometric functions and their associated
properties
In this section, we present the following extensions of the Gauss and con-
fluent hypergeometric functions by making use of our extended beta function
Bp,qη (ξ1, ξ2):
Definition 4.1. A new extension of the Gauss hypergeometric function is
defined as follows:
(4.1)
F p,qη (ξ1, ξ2; ξ3;x) =
∞∑
l=0
(ξ1)l B
p,q
η (ξ2 + l, ξ3 − ξ2)
B(ξ2, ξ3 − ξ2)
xl
l!
(p, q ≥ 0, |x| < 1, ℜ(ξ3) > ℜ(ξ2) > 0, ℜ(η) > −1).
Definition 4.2. A new extension of the confluent hypergeometric function is
defined as follows:
(4.2)
Φp,qη (ξ2; ξ3;x) =
∞∑
l=0
Bp,qη (ξ2 + l, ξ3 − ξ2)
B(ξ2, ξ3 − ξ2)
xl
l!
(p, q ≥ 0, |x| < 1, ℜ(ξ3) > ℜ(ξ2) > 0, ℜ(η) > −1).
Remark 4.3. We note that the case η = −12 in (4.1) and (4.2) yields the known
extended Gauss and confluent hypergeometric functions defined by Choi et al.
[3], which further for q = p gives the known extension of the Gauss and
confluent hypergeometric functions given by Chaudhry et al. [5]. Clearly,
for p = q = 0, (4.1) and (4.2) reduce to the classical Gauss and confluent
hypergeometric functions [12].
Theorem 4.4. The following integral representations for our extended Gauss
and confluent hypergeometric functions hold true:
(4.3)
F p,qη (ξ1, ξ2; ξ3;x) =
1
B(ξ2, ξ3 − ξ2)
×
∫ 1
0
yξ2−1 (1− y)ξ3−ξ2−1 (1− yx)−ξ1Sη
[
−p
y
]
Sη
[
− q
1− y
]
dy
(p, q,≥ 0, | arg(1− x)| < π, ℜ(ξ3) > ℜ(ξ2) > 0, ℜ(η) > −1)
and
(4.4)
Φp,qη ξ2; ξ3;x) =
1
B(ξ2, ξ3 − ξ2)
×
∫ 1
0
yξ2−1 (1− y)ξ3−ξ2−1 exy Sη
[
−p
y
]
Sη
[
− q
1− y
]
dy
(p, q ≥ 0, ℜ(ξ3) > ℜ(ξ2) > 0, ℜ(η) > −1).
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Proof. Each of the above representations can be readily established by using
the integral representation of the extended beta function in (2.1) on the right-
hand sides of (4.1) and (4.2), respectively. 
Theorem 4.5. The following integral representation holds true:
(4.5)
Φp,qη (ξ2; ξ3;x) =
exp(x)
B(ξ2, ξ3 − ξ2)
×
∫ 1
0
(1− y)ξ2−1 yξ3−ξ2−1 e−xy Sη
[
−p
y
]
Sη
[
− q
1− y
]
dy
(p, q ≥ 0, ℜ(ξ3) > ℜ(ξ2) > 0, ℜ(η) > −1).
Proof. On replacing y by 1− y in (4.4), we easily get our desired result (4.5).

Theorem 4.6. The following differential formulas for the extended Gauss and
confluent hypergeometric functions hold true:
(4.6)
dk
dxk
{
F p,qη (ξ1, ξ2; ξ3;x)
}
=
(ξ1)k(ξ2)k
(ξ3)k
F p,qη (ξ1 + k, ξ2 + k; ξ3 + k;x)
(p, q ≥ 0, ℜ(η) > −1, k ∈ N0)
and
(4.7)
dk
dxk
{
Φp,qη (ξ2; ξ3;x)
}
=
(ξ2)k
(ξ3)k
Φp,qη (ξ2 + k; ξ3 + k;x)
(p, q ≥ 0, ℜ(η) > −1, k ∈ N0).
Proof. On differentiating (4.1) with respect to x, we obtain
d
dx
{
F p,qη (ξ1, ξ2; ξ3;x)
}
=
∞∑
l=1
(ξ1)l B
p,q
η (ξ2 + l, ξ3 − ξ2)
B(ξ2, ξ3 − ξ2)
xl−1
(l − 1)! .
On replacing l by l + 1, we then have
d
dx
{
F p,qη (ξ1, ξ2; ξ3;x)
}
=
∞∑
l=0
(ξ1)l+1 B
p,q
η (ξ2 + l + 1, ξ3 − ξ2)
B(ξ2, ξ3 − ξ2)
xl
l!
.
Now by using B(ξ2, ξ3−ξ2) = ξ3ξ2B(ξ2+1, ξ3−ξ2) and (ξ1)l+1 = ξ1(ξ1+1)l,
on the right-hand side of the above equation, we find
(4.8)
d
dx
{
F p,qη (ξ1, ξ2; ξ3;x)
}
=
ξ1ξ2
ξ3
∞∑
l=0
(ξ1 + 1)l B
p,q
η (ξ2 + l + 1, ξ3 − ξ2)
B(ξ2 + 1, ξ3 − ξ2)
xl
l!
=
ξ1ξ2
ξ3
F p,qη (ξ1 + 1, ξ2 + 1; ξ3 + 1;x).
Again differentiating (4.8) with respect to x, we have
d2
dx2
{
F p,qη (ξ1, ξ2; ξ3;x)
}
=
ξ1(ξ1 + 1)ξ2(ξ2 + 1)
ξ3(ξ3 + 1)
F p,qη (ξ1 + 2, ξ2 + 2; ξ3 + 2;x).
Continuing this process, by induction we obtain the required result (4.6). Sim-
ilarly, we can establish the result (4.7). 
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Theorem 4.7. The following transformation formulas for the extended Gauss
and confluent hypergeometric functions hold true:
(4.9) F p,qη (ξ1, ξ2; ξ3;x) = (1− x)−ξ1F p,qη
(
ξ1, ξ3 − ξ2; ξ2;− x
(1− x)
)
(p, q ≥ 0, ℜ(η) > −1, | arg (1− x)| < π)
and
(4.10) Φp,qη (ξ2; ξ3;x) = exp(x)Φ
p,q
η (ξ3 − ξ2; ξ3;−x)
(p, q ≥ 0, ℜ(η) > −1).
Proof. On replacing y by1 − y in (4.3) and then using [1 − x(1 − y)]−ξ1 =
(1− x)−ξ1
[
1 + x1−xy
]−ξ1
, we have
F p,qη (ξ1, ξ2; ξ3;x) =
(1− x)−ξ1
B(ξ2, ξ3 − ξ2)
×
∫ 1
0
yξ3−ξ2−1 (1− y)ξ2−1
(
1 +
x
1− xy
)−ξ1
Sη
[
−p
y
]
Sη
[
− q
1− y
]
dy,
which in view of (4.3), yields the right-hand side of (4.9). In a similar way,
we can establish (4.10). 
Theorem 4.8. The following generating function for the extended Gauss hy-
pergeometric function holds true:
(4.11)
∞∑
k=0
(ξ1)k F
p,q
η (ξ1 + k, ξ2; ξ3;x)
zk
k!
= (1− z)−ξ1F p,qη
(
ξ1, ξ2; ξ3;
x
1− z
)
(p, q ≥ 0, ℜ(η) > −1, |z| < 1).
Proof. Let ℑ be the left-hand side of (4.11). By the virtue of (4.1), we have
ℑ =
∞∑
k=0
(ξ1)k
[ ∞∑
l=0
(ξ1 + k)l B
p,q
η (ξ2 + l, ξ3 − ξ2)
B(ξ2, ξ3 − ξ2)
xl
l!
]
zk
k!
.
Now by using the identity (ξ1)k(ξ1+k)l = (ξ1)l(ξ1+l)k in the above expression,
we obtain
ℑ =
∞∑
l=0
(ξ1)l
Bp,qη (ξ2 + l, ξ3 − ξ2)
B(ξ2, ξ3 − ξ2)
[ ∞∑
k=0
(ξ1 + l)k
zk
k!
]
xl
l!
.
On applying the binomial theorem to the inner summation, we obtain
ℑ =
∞∑
l=0
(ξ1)l
Bp,qη (ξ2 + l, ξ3 − ξ2)
B(ξ2, ξ3 − ξ2) (1− z)
−(ξ1+l)x
l
l!
,
which upon further use of (4.1) yields the stated result (4.11).

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