The concepts of a linear covering code and a covering set for the limitedmagnitude-error channel were introduced in Kløve and Schwartz (2013) . Here, a number of new covering set constructions are given, in particular for sets of r-tuples of large r. The main emphasis is on errors of size up to three.
Introduction
For integers a and b, where a ≤ b, we let Throughout this paper, let k − , k + be integers such that 0 ≤ k − ≤ k + , and let q be a positive integer. The ring of integers modulo q is denoted by Z q . Usually, but not always, we represent the elements of Z q by {0, 1, . . . , q − 1}. In the (k + , k − ; q) limited-magnitude-error channel, an element a ∈ Z q may be changed into any element in the set {(a + e) mod q | e ∈ [−k − , k + ]}.
This channel has been used as a model for flash memories, see e.g. [1] . Torleiv Kløve Torleiv.Klove@ii.uib.no 1 Department of Informatics, University of Bergen, N-5020, Bergen, Norway For convenience we shall set M = [−k − , k + ] * . For any S ⊆ Z r q and any integer x, we define xS = {xs | s ∈ S}. We also define MS = {xs ∈ Z r q | x ∈ M, s ∈ S}. Covering sets for this channel were defined in [9] . They were further studied in [2] , [10] , and [11] . A set S is called a (k + , k − , r; q)-covering set (or basis) if MS ⊇ Z r q \ {0}. We call a set S a full (k + , k − , r; q)-covering set if MS = Z r q . The study of error correcting and covering codes for the limited magnitude error channel for certain parameters have applications, such as rewriting schemes for non-volatile memories. For a more detailed description the reader is referred to [4] 
is a linear code that can cover any vector in Z n q by a single limited-magnitude error from the set [−k − , k + ]. This is a covering code.
In the covering-set scenario we are interested in having the union of Ms, s ∈ S, cover Z r q or Z r q \ {0} entirely with S being as small as possible.
We say that a (k + , k − , r; q)-covering set, S, is perfect if the products ms ∈ Z r q , where m ∈ M, s ∈ S, are all distinct and non-zero. These are also called abelian-group splittings in the terminology of [13] .
The following functions shall be of interest to us: 
If S is a (k + , k − , r; q)-covering set of minimal size ω k + ,k − ,r (q), we call S an optimal covering set.
Example 1 Let k + = 2, k − = 0, r = 0. We see that [1, 2] {1, 4} ≡ [1, 4] (mod 5) and so
On the other hand [1, 2]{1, 3, 5} ≡ [0, 5] (mod 6) and so
Here we consider the ratio ω k + ,k − ,r (q)/q r . It is not clear if this ratio goes to a limit when r → ∞ in all cases, but we think that this may be the case. In any case, we can define
We will give some results on χ k + ,k − (q). To the best of our knowledge this limit has not been studied previously.
In the next section, we prove some simple general bounds. In Section 3, we determine χ 1,k − (q) for all q. In Section 4, we give some results for general k + . In Sections 5 and 6, we determine χ 2,k − (q) for all q. In Sections 7-10 we determine χ 3,k − (q) in most cases.
Some general results

Lemma 1 Suppose that
Since B is a full covering set, there exists a u ∈ B and an
This proves a).
Next, consider b). Let (a, b) ∈ Z r 1 +r 2 . If a = 0, then the proof is similar to the proof of a). If a = 0, then there exist a v ∈ B 2 and an
Theorem 1 Suppose that
Proof Let B be a full (k + , k − , r; q) covering set of sizeω k + ,k − ,r (q) and let B as defined in Lemma 1 a). Thenω
Dividing by q r+1 , the theorem follows.
Theorem 2 If gcd((k + )!, q) = 1 and r ≥ 1, then
Proof By a simple argument (see [10, Theorem 2] ) one can show that
This proves the lower bound. 
Hence,
Consider the directed graph with vertices Z 7 and an edge a → b if b ≡ 2a (mod 7). The elements in Z 7 split into cycles
We see that to cover Z 7 \ {0}, we need two elements from each of the first two cycles, in total at least 4 elements. We also see that for example {1, 4, 3, 5} is a covering set. Hence ω 2,0,1 (7) = 4. To get a full covering set we need to include 0 also and soω 2,0,1
In Theorem 13 we show that χ 2,0 (7) = 2/3.
Next we give a result that is essentially the same as [9, Theorem 4] .
Lemma 2
Let q 1 and q 2 be positive integers such that gcd(q 1 q 2 , k + !) = 1 and let r ≥ 1 and
where i ∈ M and a ∈ C. Hence u ≡ iq 1 a (mod q 1 q 2 ) where now
Theorem 3 Let q 1 and q 2 be positive integers such that gcd(q 1 q 2 , (k + )!) = 1 and let r ≥ 1 and
and
Proof From Lemma 2 we immediately get (3). Further,
We may have strict inequality in (3).
Example 3 Let k + = 3, k − = 0, and r = 1. It is easy to see that ω 3,0,1 (5) = 2 (a covering set is {1, 4}) and ω 3,0,1 (7) = 2 (a covering set is {1, 6}). Then (3) gives
and also
Hence, we do not have equality in the first inequality. For the second inequality, we cannot tell from this data if we have equality or not. However, as noted in the proof of Theorem 2, we have
and so ω 3,0,1 (35) = 12.
From [10] denote the set of doubly-even vectors in Z r q and Z r q;se denote the set of singly even vectors in Z r q . However, note that if q = 2t is singly even, and 2b is even, then 2b ≡ 2(b + t) (mod q). If 2b is singly even, then 2(b + t) is doubly even and vice versa. Hence it is not well defined to talk about a singly even (or a doubly even) vector in Z r q . But if a ∈ Z r q is even and nonzero, then the argument shows that there is vector b ∈ Z r q with only odd elements such that a = 2b.
For any positive integer q, a vector a ∈ {0, 1, . . . , q − 1} r \ {0} whose first non-zero element satisfies 
Determining χ 1,k − (q)
Before we go on with general results, we consider the simple case of k + = 1 as an illustration.
Theorem 4 a)
For all q ≥ 2 we have
c) For all even q ≥ 2 we have
Proof Clearly, for k + = 1, k − = 0, the unique covering basis is Z r q \ {0}. This proves a). For k − = 1, a covering set must contain at least one of the vectors a and −a for any nonzero a. If q is odd, then we get an optimal set by choosing exactly one vector for each such pair, e.g. the positive vector. Hence, b) follows.
To show c), let q = 2t and F r = {0, t} r . We see that −a = a for all a ∈ F r . Hence all the 2 r − 1 non-zero vectors in F r must be contained in a covering set. The remaining q r − 2 r = 2 r (t r − 1) vectors are split into pairs a, −a and again the optimal choice is to choose one vector from each pair. Hence
Corollary 2 For q ≥ 2 we have
We have
and for q ≥ 3 we have
From Lemma 3 and Corollary 2 we get the following corollary.
Further general results
For 
We note that
Here, μ(·) denotes the Möbius function; if n = We can prove (6) by noting that the relation is true for prime powers and that both J r (q) and the right hand expression are multiplicative functions of q.
From (5) we immediately get the following lemma.
Lemma 4 We have
For k ≥ 2, let k be the product of the primes ≤ k.
Proof Let B be a (k + , 0, r; q) covering set of size ω k + ,0,r (q) and let a ∈ mJ r (q/m) where m|q and gcd(m,
for some b ∈ B and x ∈ [2, k + ]. Let p be a prime dividing x. Then p ≤ x ≤ k + and so p divides k + and also p divides q. By (7), p divides a i for all i ∈ [1, r] . This implies that p divides gcd(q, a 1 , a 2 , . . .a r ) = m. Hence p divides gcd(m, k + ) = 1, a contradiction. Therefore a ∈ B. We can conclude that
The proof of the second inequality is similar: let k − ≥ 1, let B be a (k + , k − , r; q) covering set of size ω k + ,k − ,r (q), and let a ∈ mJ r (q/m). Then −a ∈ mJ r (q/m). By a proof similar to the one above, we see that a ∈ B or −a ∈ B. Hence
J r (q/m).
Corollary 4 For t ≥ 1 we have
Proof Combining Theorem 5 and Lemma 4, we see that
If d is odd we let d be the multiplicative order of 2 modulo d, that is,
Further, we let σ d be the multiplicative suborder of 2 modulo d, that is,
The sequences { d } and {σ d } for d = 1, 2, . . . are sequences A002326 and A003558 respectively in [12] , and more information about them can be found there. A direct consequence of the definitions is the following lemma.
Proof a) and b) follow directly from the definitions of d and σ d , and c) and d) follow from a) and b).
Let P be the set of all primes. For an integer n and a prime p ∈ P, the valuation v p (n) is the exponent of the exact power of p dividing n. Hence
Let P i be the set of primes p for which v 2 ( p ) = i. In particular 
Proof Let p ∈ P 0 and let g be a primitive root modulo p. Then
and so ind(2) p ≡ 0 (mod p − 1). Since p is odd, this implies that ind (2) 
We see that
Example 4 Let q = 3 · 5 2 · 7 3 · 11 3 · 13 · 17. In Table 1 For q odd, we define
In [10] and [11] the following seven results were shown.
Theorem 6 For all odd q we have
where [q] 0 is defined by (10) .
Theorem 7 For q = 2t where t is odd, we have
ω 2,0,r (2t) = 2 r − 1 t r .
Theorem 8 For all m ≥ 1 and s ≥ 1 we have
ω 2,0,r (4 s m) = 2 r 4 rs − 1 2 r + 1 m r + ω 2,0,r (m).
Theorem 9 For all odd q we have
ω 2,2,r (q) = q r − 4 + ϑ r ([q] 0 ) + 2ϑ r ([q] 1 ) 4 .
Theorem 10
For all odd q and r ≥ 1 we have
Theorem 11
For all odd t ≥ 1 and r ≥ 2 we have
Theorem 12
For all m ≥ 1, k − ∈ {1, 2}, and s ≥ 1 we have From Theorems 6, 8, 9, 10, and Lemma 7, we get the following theorem.
Theorem 13 If q is odd, then
From Theorems 7, 8, 11, and 12, we get the following theorem.
Theorem 14 If q is even, then
χ 2,0 (q) = 1, χ 2,1 (q) = χ 2,2 (q) = 1 2 .
On ω 3,k , r (6t)
In this section q = 6t and r ≥ 1.
Lemma 8 a)
If gcd(t, 6) = 1, then We note that in b) for example, if all the elements in b are divisible by 12, then b is counted twice when we find the upper bound. Hence, we expect that the upper bound is not tight. This is the case also for the bounds in c) and d). However, the upper bound in a) is possibly tight.
For k − > 0 we get a similar result. The proof is similar, so we skip it and give only the result.
Lemma 9 Let k
Combining Lemmas 4, 8, 9 and Corollary 3, we get the following result.
Corollary 5 We have
8 On ω 3,k − ,r (3t) and χ 3,k − (3t) for k − ∈ {0, 1, 2, 3} and gcd(t, 6) = 1
In this section we consider q = 3t where gcd(t, 6) = 1 and r ≥ 1. Let G = {0, t, 2t} r .
k − = 0
Theorem 15 If gcd(t, 6) = 1, then
for all t ≥ 1 and for all r ≥ 1.
Proof We note that t and q are both odd. Let
We note that 3(a + t) ≡ 3a (mod 3t) and so each element in T can be written as three times an element of S.
For a ∈ S, let d = δ(a) = q/g q (a). Since a ∈ S, 3 g q (a), and so d = 3d where 3 d .
By definition, an element a in S cannot be of the form 3b. Therefore, a (3, 0, r; q) covering set B must contain at least half of elements a, 2a, 4a, . . . , 2 d −1 a (modulo q). This implies that a minimal covering set for Z r q must contain either
Hence, a minimal covering set must contain at least half of the (3t) r − t r elements in S, that is,
We next show that there is a covering set of size (3 r −1)t r /2. First, for u ∈ G \{0}, we see that 3u ≡ 0 (mod 3t). Hence, we must choose one (and only one) of u and 2u in a minimal covering set. For a, b ∈ S we have 3a ≡ 3b (mod 3t) if and only if a ≡ b (mod t). Hence for each a ∈ S, a covering set must contain at least one element b such that a ≡ b (mod t).
We will first illustrate the construction by a simple example.
Example 5 Consider q = 3 · 5 = 15 and r = 2. Consider an element in S \ G, we choose a = (1, 2) as an illustration. We have ((1, 2)) = 4. In the following figure, we list the elements 2 n (1, 2) (mod q) for n = 0, 1, 2, 3 in the first row, the elements 2 n (11, 7) (mod q) for n = 0, 1, 2, 3 in the last row, and the elements 2 n (3, 6) (mod q) for n = 0, 1, 2, 3 in the middle row. We let ⇒ denote multiplication by 2 and a simple arrow (up or down) multiplication by 3. Multiplying an element in the last column by 2, we get the element in the first column and same row. E.g. (8, 1) ⇒ (1, 2) .
We see that we must choose at least 4 of the 12 elements in a covering. One possible choice for a covering with 4 elements is the elements written in bold. We see that this choice covers all the 12 pairs. For the other 6 · 4 = 24 elements of the form 2 n (a + g) where n ∈ [0, 3] and g ∈ G, g ∈ {(0, 0), (10, 5), (5, 10)} we again choose the elements from columns 2 and 4. Note that we exclude (0,0) and (10,5) since they are already included in the figure, and we exclude (5,10) since
In general, we may consider one such group of elements at a time. For an element a ∈ S \ G not already considered, we include the elements
for all g ∈ G, except 0 and the g ≡ −a (mod 3). By this choice, all elements 2 n (a + g) are covered by multiplying a suitable basis element by 2, and all elements 3 · 2 n (a + g) are covered by multiplying a suitable basis element by 3. We see that in all we get exactly half the elements of S in the basis, that is (3 r − 1)t r /2 elements and so ω 3,0,r (3t) ≤ (3 r − 1)t r /2.
k
for all t ≥ 1 and all r ≥ 1.
Proof Let B be an optimal (3, 1, r; q) covering set. Since 2a ≡ −a (mod q) for a ∈ G, B must contain a or 2a for all a ∈ G. Let a ∈ B \ G. Let λ be the smallest positive integer such that 2 λ a ≡ a or 2 λ a ≡ −a (mod d),
By the definition of λ, V j contains 2j distinct elements. Let v j be the size of B ∩ V j . Since a ∈ B ∩ V 1 , v 1 ≥ 1. We will show that v j ≥ j for all j ≤ λ. Suppose that this is not the case, and let j be minimal such that v j ≤ j − 1. Then
and so v j = v j −1 = j − 1. Hence none of the elements 2 j −1 a and −2 j −1 a are contained in B. Therefore 2 j −1 a = 2b 1 and −2 j −1 a = 2b 2 where b 1 , b 2 ∈ B. Since b 1 = 2 j −2 a and b 2 = −2 j −2 a this implies that 2 j −2 a ∈ B and −2 j −2 a ∈ B. Hence v j −1 = v j −2 + 2 and so v j −2 = j − 3, contradicting the minimality of j. Therefore, we can conclude that v j ≥ j for all j ≤ λ. Hence at least half the elements of V λ are contained in B. Summing over all elements of S, we see that at least half the elements are contained in B. Hence
and so ω 3,1,r (q) = ω 3,0,r (q).
k − = 2 and k − = 3
First, consider k − = 2. As above, we see that a covering set must contain a or 2a for all a ∈ G. Hence a basis contains (3 r − 1)/2 elements from G. Let a ∈ S \ G and let λ = σ q . We see that a can cover at most 4 elements, namely a, 2a, −a, −2a. Hence we need at least 2λ/4 elements to cover V λ . Similarly to what we did for
For r ≥ 2 this is possible (but not for r = 1). We choose the covering set such that In both cases, this can be done using the basis given above. We have
The number of such b is, by definition, J r (d). As shown in the proof of Theorem 15, 3 divides δ(a). Hence we get
Let Q be the set of primes p such that σ p is odd. For
where γ i = α i for p i ∈ Q and γ i = 0 otherwise. For k − = 3, the factor −3 can not be used in the representation of the elements of S. Hence, we clearly have ω 3,3,r (3t) = ω 3,2,r (3t) for r ≥ 2. This gives the following theorem.
Theorem 18
If gcd(t, 6) = 1 and r ≥ 2, then ω 3,3,r (3t) = ω 3,2,r (3t) 9 On ω 3,k − ,r (3t) and χ 3,k − (3t) for k − ∈ {0, 1, 2, 3} and gcd(t, 6) = 3
In this section we consider q = 3t where gcd(t, 6) = 3 and r ≥ 1. We write q = 3 α T where α ≥ 2 and gcd(T , 6) = 1. We let S = {a ∈ Z r q | g q (a) ≡ 0 (mod 3)} as above. Further, G = {0, t, 2t} r as above. Note that now G ∩ S = ∅ since now 3 | t.
Theorem 19
For α ≥ 2 and gcd(T , 6) = 1 we have
Proof Similarly to the situation above, we see that a minimal (3, 0, r; q) covering set contains exactly half of the elements of S. As above, we can find a set B of size |S|/2 that covers S and the elements of {a ∈ Z r q | g q (a) ≡ 3, 6 (mod 9)}. Hence, if B is a minimal (3, 0, r; 3 α−2 T ) covering set, then B ∪ 9B is a (3, 0, r; 3 α T ) covering set. Therefore
On the other hand, if B 1 is a (3, 0, r; 3 α T ) covering set and we replace the elements of Combined with (14) , the theorem follows.
Similarly, we get the following theorem.
Theorem 20
From Theorems 15, 16, 19, and 20 we get the following theorem.
Theorem 21
If t is odd and t ≥ 1, then
From Theorems 17, 18, and 20 we get the following theorem in the same way as Theorem 13 was obtained from Theorem 6 and Lemma 7.
Theorem 22 If t is odd and t ≥ 1, then
10 On ω 3,k − ,r (2t) and χ 3,k − (2t) for k − ∈ {0, 1, 2, 3} and gcd(t, 6) = 1
This section is modeled on Section 8 and so some parts are done in less detail. We consider q = 2t where gcd(t, 6) = 1 and r ≥ 1. For the case gcd(t, 6) = 2 we can find results similar to those in Section 9. We omit them here. Let
We see that G \ {0} must be contained in any (3, k − , r; q) covering set. (3) .
k
Proof Let T = {a ∈ Z r q \ {0} | g q (a) is even}, S = {a ∈ Z r q | g q (a) is odd}. We note that 2(a + t) ≡ 2a (mod 2t) and so each element in T can be written as two times an element of S.
As before, for a ∈ S, let d = δ(a) = q/g q (a). Let Proof The proof of the first equality is similar to the proof of Theorem 16 and so we omit it here. For the second equality, we clearly have ω 3,2,r (2t) ≤ ω 3,1,r (2t). Further, from the fact that a factor (-2) can not be used when covering an element in S we see that a (3, 2, r; 2t) covering set must contain a (3, 1, r; 2t) covering set, and so ω 3,2,r (2t) ≥ ω 3,1,r (2t). The last equality is similar.
Summary
In this paper, we have studied covering sets and covering codes for the (k + , k − ; q) limitedmagnitude-error channel. In particular, we considered the limit χ k + ,k − (q). To determine ω 3,k − ,r (q) and χ 3,k − (q) when gcd(q, 6) = 1 remains an open question. In [5] we present two general constructions that in particular give some results for this open case.
