Abstract: This paper presents a new heuristic algorithm for a facility layout problem in order to determine the entry order of departments and arrange them adjacent to each other. Additionally, another algorithm is developed to optimise the facility layout that minimises bi-objectives including the total material handling cost and dead space simultaneously. The optimised facility layout is determined by the use of three meta-heuristic algorithms, namely genetic algorithm (GA), particle swarm optimisation (PSO) and parallel simulated annealing (SA). This can be considered as a novel two-stage approach. The arrangement of facilities obtained by this approach is compared with the results of two other methods proposed in the literature. The comparison of the results shows the superiority of the proposed algorithms as compared to previous work. Furthermore, among the three algorithms, PSO and SA resulted in better overall performance with respect to cost and running time.
Introduction
The main goal of every organisation is to maximise facilities efficiency to achieve profitability and productivity. A facility layout problem (FLP) examines the most important assets arrangement of an organisation, as an effective arrangement which plays an important role in the production and profitability of an organisation. Some of the main objectives in common FLPs are the production process, speeding up the flow of materials during manufacturing, increasing plant flexibility, appropriate and economic use of the size of buildings and providing facilities and safety for staffs. The FLP is used in various fields including industry organisations (Dweiri and Meier, 1996) , the hospital management (Chen and Sanoff, 1988) and production lines layout (Rockwell et al., 1990) . In the most issues in determining layout, only the minimum cost of material handling is considered as the objective function. To obtain an efficient and useful layout, it is better to consider all of qualitative and quantitative factors depending on the activities of an organisation.
Based on Tompkins and White (1984) , the following objectives are very significant in the FLP.
• utilisation of available space
• reduction of the material handling cost
• comfort and safety of employees.
Due to the difficulty in considering all the above objectives in the optimisation process, the most of location algorithms use the closeness rating between the facilities rather than considering the above-mentioned objectives. The main objective of this paper is to simultaneously examine the effect of bi-objective of minimising closeness rating as well as dead space. For the purpose of this study, a combination of three meta-heuristics were individually used and their results were compared to find the best fitting algorithm.
This paper follows to find a suitable arrangement of facilities. Two main topics addressed in this study are considering the closeness rating and dead space in determination of facilities location. Then, to determine the proper facility layout, performance of GA, PSO and SA algorithm are compared with each other. Each of these algorithms are used to determine how the facility layout needs two types of input data:
1 entry order of facilities into the algorithm 2 how to arrange the facilities adjacent to each other.
Obviously, the obtained solution quality of the algorithm depends on the quality of input data. This study presents a new method for determining the input data of algorithms that has better performance as compared to previous methods.
The rest of the paper is organised as follows: in Section 2, a comprehensive literature review is provided. In Section 3, an overview is done on the concepts of three meta-heuristic algorithms: GA, PSO and SA. In Section 4, the proposed algorithm is described for the facility layout. In Section 5, the parameters setting for each of the meta-heuristic algorithm has been stated. In Section 6, the proposed algorithm is compared with two other algorithms. Finally, the best meta-heuristic algorithm for the facility layout has been identified using the proposed approach. Wilhelm et al. (1987) developed a fuzzy approach for the FLP based on selecting departments by considering a satisfaction index between each pair of departments. Yang and Hung (2007) presented two approaches based on TOPSIS and fuzzy TOPSIS methods to solve the layout problem and location design. Karray et al. (2000) developed a hybrid method from a fuzzy set theory and genetic algorithm (GA) that their method determines how to arrange facilities by using the closeness rating between two facilities in terms of fuzzy linguistic variables. Azadeh et al. (2011a) presented an approach based on hybrid simulation and fuzzy data envelopment analysis to locate the facilities in work shop layout. Kahraman et al. (2003) studied selection of the best location for production machinery in a plant. The layout is a multi-criteria problem that its criteria can be both quantitative and qualitative. In practice, in a situation that values of qualities criteria are unknown for the decision makers (DMs) and are stated as linguistic variables, traditional methods of layout are not applicable for imprecise information and linguistic variables. Harmonosky and Tothero (1992) proposed a method to consider more than bi-criteria in the facility layout, so that each of criteria can be both quantitative and qualitative. Also, a heuristic method was presented in order to determine the facility layout. Furthermore, they stated some of objectives for evaluating the efficiency of the facility layout method.
Literature review
1 the obtained results should be practically acceptable 2 the required time for problem solving should not be unreasonable 3 the method should not be difficult to apply 4 the method must be feasible and suitable use in industrial environments with a lot of departments.
The goal of the planned facility layout is to find the best arrangement. To solve the FLP, mathematical approaches have presented, such as quadratic assignment problem (QAP) (Heragu and Kusia, 1990) , integer linear programming (ILP) (Tate and White, 1995) and mixed-integer programming (MIP) (Montreuil, 1991) . These problems are NP-hardness and in a situation that problems are more complex, the only sub-optimal solutions are feasible from the computational aspect. With attention to difficulties related to complete enumeration method, it has been emphasised to create more efficient and effective methods. Therefore, in recent years it has been focused on heuristic methods and those methods have lead in better results in solving combinatorial optimisation problems. However, there is no guaranty in these algorithms that the obtained solutions are optimal, and may be trapped in local optimal, and just by spending a lot of time can obtain a relatively accurate solution. Jajodia et al. (1992) presented the simulated annealing (SA) algorithm to arrange facilities with equal-sized area in continuous space with the aim of minimising the material handling cost. Kouvelis et al. (1992) developed a scheme for selecting the initial temperature for the SA algorithm for solving the machine layout by considering the range of arranging the machines. This study showed that the initial temperature in the SA algorithm is relatively low. Suresh and Sahu (1993) used the SA algorithm for the facility layout considering bi-objectives, namely the material handling cost and the closeness rating. They applied the SA algorithm for facilities with equal areas. But this method is applicable for small-sized problems and its good solutions can be achieved with low cooling rates. Wu and Appleton (2002) studied an approach based on the SA algorithm for solving the facility layout by considering shape of the corridors. Sahin (2011) considered a bi-objective FLP, whose objectives was to minimise the material handling cost and maximise the sum of the closeness rating between facilities. For doing this work, he used pre-determined weights and proposed the SA algorithm to solve the given problem. Tate and Smith (1995) used GAs for solving the QAP, in which more importance is given to the mutation rate in order to generate new solutions. They used a high mutation rate and a lower crossover rate.
Tavakkoli-Moghaddam and Shayan (1998) used the GA for solving the facility layout with equal and unequal areas and proposed a modified version of the QAP problem for the unequal areas. Zhang et al. (2002) conducted a lot of computational experiments on integer programming model of the multi-level warehouses facility layout in order to verify the efficiency of GAs. Also, they reported difficulties related to the correct setting of the GA parameters to achieve an efficient solution. Rezazadeh et al. (2009) improved a version of the particle swarm optimisation (PSO) algorithm in discrete time presented by Liao and et al. (2007) . Also this improved algorithm has been compared with the existing algorithms such as dynamic programming, GA, SA and the hybrid algorithms. The results show that the proposed method gives a better solution in most cases. Khilwani et al. (2008) considered a FLP by the multiple criteria in a group decision making. Also it is preferred that the presentation of preferences to be as product preference relations, utility functions and preference ordering. In order to aggregate these different preference structures to a structure, they used convert functions related to each of their preferred. Then, a Psychoclonal algorithm was used for solving FLP. Deb and Bhattacharyya (2005) used the FLP in a situation that each of facility has a separate entrance and exit locations. In this problem, fixed and variable input/output (I/O) points were considered using the GA, SA and their hybrid. The results were compared with each other and the performance of various parameters of the random search was also studied for the number of facilities. Altuntas et al. (2014) proposed a fuzzy DEMATEl-based solution approach for the facility layout. They considered both of qualitative and quantitative criteria and determined influence and casual relationship between criteria contributed in order to obtain a better location. Naghabi et al. (2014) studied the FLP. They assumed that the departments' length and width are not predetermined. In order to solve this problem, two new parameters were introduced to implement a robust approach. Then, they used a new adaptive algorithm to solve a set of problems to test the efficiency of their model. Yahya and Saka (2014) studied a construction site layout planning problem. The main issue was to find the best arraignment of the temporary facilities according to multi-objective that may conflict with each other and subjected to logical and resource constraints. Their model is intended to optimise the dynamic layout of unequal area under model by using the multi-objective artificial bee colony (MOABC) via the Levy flights algorithm. Kothari and Ghosh (2014) surveyed the single row FLP. In this problem, facilities are arranged with given lengths on a line, with the objective of minimising the weighted sum of the distances between all pairs of facilities. Given that the problem is NP-hardness, they used a scatter search (SS) algorithm to solve large-sized SRFLP instances. Computational results showed that the SS algorithm is an efficient algorithm for solving this problem. García-Hernández et al. (2014) studied the unequal area facility layout problem (UA-FLP). They considered a novel approach, which incorporates both quantitative aspects and subjective features. For this purpose a multi-objective interactive GA is proposed with the aim of allowing interaction between the algorithm and the human expert designer, normally called the DM in the field of UA-FLP. The role of the DM's knowledge into the approach is to contribute to the complex search process, adjusting it to the DM's preferences. They applied their proposed algorithm into two real case and obtained the appropriate results. Leno et al. (2014) surveyed a well-planned arrangement of manufacturing departments on a two-dimensional planar region considerably increases the efficiency of its production systems, which is termed the FLP. The difference of their approach compared with others is that they considered an integrated approach adopted to design the inter-cell layout and the flow path layout of material handling system simultaneously. They designed an elitist strategy GA using SA as a local search mechanism and tested with four test problem instances available in the literature. Emami and Nookabadi (2013) studied the dynamic layout problem and considered three separate objective functions that results in the flexibility DMs to apply their own views. They used three algorithms (i.e., NSGA-II, DE and PSA) to solve their problem and then compared the results with the exact approach. Li et al. (2014) proposed the hybrid heuristic simulation algorithms for dynamic FLP. They combined two GA and SA and then developed two heuristic methods and design the process of the algorithms with the forecasting and backtracking strategies in order to obtain the optimal solutions. They concluded that their hybrid algorithm is more efficient than other algorithms proposed in the reference when solving the sequential coding problem. Arora and Arora (2010) studied the multi-objective capacitated plant location problem. They decomposed the main problem to two sub-problems and allocated plants to the client when the capacities were restricted. Two algorithms were proposed to solve the allocation problem. To test the efficiency of algorithms, the number of instances was solved.
Jotshi et al. (2011) focused on the problem of selecting concentrator locations to minimise the access network costs. They proposed an approximation algorithm along with some computational results. In addition to the problem of designing a capacitated survivable backbone network (CSBN) investigated by them. The main feature of their problem is that there is at least one route between all the communicating node pairs in the case of a single link failure. A mathematical model was presented to solve the survivable backbone network design problem. McGarvey and Cavalier (2010) considered a competitive facility location problem, whose objective was to increase market share subject to an expansion budget. They surveyed both the locations for a set of new facilities and the capacities of new and existing facilities. Then a gravity-based elastic-demand utility model is presented, in which the capacity of a facility serves as its measure of attractiveness. They divided the model into two sub-problems. The first sub-problem identifies locations for new facilities, and is solved using a penalty function formulation with fixed-point iteration. The second sub-problem determines facility capacities and is solved using a successive linear programming algorithm. Babazadeh et al. (2013) proposed a multi-stage and multi-product mixed-integer linear programming (MILP) model to the responsive and flexible supply chain network design (SCND). The proposed model considers outsourcing, transportation modes, flexibility, cross-docking issue and time monetary value, as a criterion to reduce delivery time, to improve responsiveness of the supply chain. Computational results showed that the outsourcing process has significant effect on the number and location of facilities for opening. The sensitivity analysis illustrates the sensitivity of the proposed model to fixed opening costs, demand of customers and outsourcing costs.
Kulturel (2012) proposed a mathematical model for an UA-FLP with flexible bays. The problem was solved using a probabilistic tabu search (TS) algorithm. The advantage of this model was more flexibility in assigning departments into bays. Also the departments can have different lengths as long as they are with the bay boundaries and do not overlap. Navidi et al. (2012) proposed a heuristic approach on the FLP based on a game theory. They stated the existing models ignore competitive reactions to one's actions. Also they expressed external competitors and some of problems such as material handling system affect layout designs. Due to the difficulty of normalising some functions and quantifying the weights there are some weaknesses. They used a duopoly Bertrand competitors a annealing meta-heuristic. Azadeh et al. (2015) proposed an integrated computer simulation-stochastic data envelopment analysis (SDEA) approach to deal with the job shop facility layout design (JSFLD) problem with stochastic outputs and safety and environmental factors. The important feature of this study is that it focuses on practical conditions and considers real case conditions in the JSFLD problem. Also, it uses the stochastic DEA to optimise feasible alternatives. Hakobyan and McKendall (2013) proposed a hybrid heuristic for the dynamic facility layout problem (DFLP) with unequal-sized areas. In this study, they focused on the sum of the material handling and rearrangement costs that should be minimised. They used a hybrid heuristic method, which combined dual simplex and a TS to solve for the DFLP. Sharma and Srivastava (2009) presented a new hybrid evolutionary algorithm for the MinLA problem. They designed an evolutionary algorithm with a knowledge-based operator to search the solution space. Their approach incorporates SA into the selection process of the EA.
Wong (2012) studied parameter tuning of ant system using fuzzy logic control. They tuned four parameters of a number of ants, pheromone information parameter, heuristic information parameter and evaporation rate. Then the algorithm with FLC is tested using several unequal-sized FLPs modelled as flexible bay structures. Azadeh et al. (2011b) surveyed the importance of a flexible manufacturing system by considering market variable and reduction in a product life cycle. They presented a decision-making model for optimisation of operator allocation in a CMS using computer simulation (CS) and GA. The main contribution of this paper is the utilisation of an integrated CS-GA approach for optimum allocation of operators in a CMS whereas the previous studies only use CS or other meta-heuristics. Azadeh et al. (2013) proposed a hybrid framework based on GAs and discrete-event simulation (DES) for optimisation of large-sized single-row facility layout problems (SRFLPs). As regards in the SRFLP, there are n! layout formations therefore it is necessary to use a meta-heuristic algorithm to solve such a hard problem. For this purpose, they hybridised GAs and DES. Sooksaksun et al. (2012) designed a class-based storage warehouse using a PSO algorithm. At first, they proposed a mathematical model to determine the number of aisles, the length of aisle and the length of each pick aisle to allocate to each product class that minimised the average travel distance for a warehouse that operates under a class-based storage policy. Then it is solved using a PSO algorithm in order to determine the optimal warehouse design. Ghadikolaei and Shahanaghi (2013) studied a multi-floor dynamic facility layout problem (MFDFLP). Due to the uncertainties of the market demand, the most of companies deal with this problem in line production. To solve this problem, they formulated the MFDFLP by considering changes in material flow data over time then solved it using a SA-based solution.
Chandrasekar and Venkumar (2013) proposed a GA for integrating cell formation with machine and cell layouts. The existing models for solving CMS problems have focused mainly on CMS whereas they considered machine-part incidence matrix with operational sequence and used a hierarchical genetic algorithm (HGA) approach to solve the cell formation. Jaramillo and McKendall (2010) studied the integrated machine allocation and layout problem (IMALP). It assigns a set of machines to locations while assigning product flows to machines such that material handling cost is minimised. They proposed a new mathematical model and solved it using a TS heuristic, and a memetic algorithm (MA). Fon and Wong (1010) surveyed the performance of the bee algorithm in solving QAPs. They formulated and solved a FLP as QAP using a new bee algorithm. The experimental results show that the algorithm is very successful in solving small-sized problems up to 20 facilities.
Proposed algorithm
The proposed algorithm is to determine the entry order of departments and their arrangement next to each other in the FLP. The so-called algorithm consist of seventeen hierarchal steps that should be followed in order, as shown below. In addition, the performance of the proposed algorithm was further illustrated by a numerical example (including all the seventeen steps) as provided in Appendix B.
Step 1 Consider the matrix of closeness rating facilities in Tables 1 and 2 (see Appendix B, at first, Tables B1 and B2 are the same in the first iteration).
Step 2 Find the maximum closeness rating and specify two facilities related to it (as can be seen in Table B1 in Appendix B, there are maximum closeness between facilities 3 and 5 in the first iteration).
Step 3 Obtain the sum of closeness rating values each of these two facilities in
Step 2 with other facilities (the sum of closeness rating for facilities 3 and 5 is equal to 36 and 30 in the first iteration, respectively).
Step 4 Add the sum of closeness rating values of these two facilities with together and from the value obtained, reduce twice of the closeness rating between two facilities (for numerical example in Appendix B equal to 42 in the first iteration).
Step 5 Select the amounts of closeness rating between two facilities in matrix and put equal to zero (up to date Table B2 and obtain Table B3 in the first iteration).
Step 6 If all elements of matrix containing the closeness rating are zero, go to Step 7; otherwise, go to Step 2 (see Table B4 in Appendix B in the first iteration).
Step 7 Add the amounts of the closeness rating obtained from the second step, and then normalise it.
Step 8 Add the amounts obtained from the fourth step and then normalise.
Step 9 Add the amounts obtained from Steps 7 and 8 together one by one (see Table B5 in Appendix B in the first iteration).
Step 10 Consider two facilities with the maximum value from Step 9 should be placed first.
Step 11 Consider one of the two facilities as the first facility and place it in the facility location.
Step 12 Place the second facility in adjacent of the first facility.
Step 13 Modify the closeness rating matrix that is equal to the initial closeness rating (see Table B6 that up to date as the new second table in Appendix B in the first iteration).
Step 14 Consider the column-related facilities that have been in placing facilities in the closeness rating matrix as zero numbers (see Table B7 in Appendix B in the first iteration).
Step 15 Locate two facilities with the maximum value in the row corresponding to the location of facilities, and specify in the closeness rating matrix (see Table B8 in Appendix B in the first iteration).
Step 16 Between the two identified facilities, find the facility that is not placed in the location and place in the adjacent of facility located in the location.
Step 17 end.
Concepts on three proposed metaheuristics
Following are brief descriptions of three meta-heuristics, namely GA, SA and PSO. The GA is an intelligent simulation for optimisation and it is part of evolutionary computing, which is part of artificial intelligence. The basic principles of the GA was presented by Holland (1975) and then was developed by Goldberg (1989) . The PSO algorithm is a type of collective intelligence based on principles of social psycho and it provides an insight in social behaviour and helps into the engineering applications. For the first time, this algorithm is described by Kennedy and Eberhart (1995) . These techniques were highly developed and original version of this algorithm is clearly recognisable in today's editions. The SA algorithm is a simple and effective algorithm in solving optimisation problems. This algorithm source is related to the work of Kirkpatrick et al. (1983) who were experts in the field of statistical physics, proposed a method based on gradual cooling techniques to solve NP-hard optimisation problems.
Proposed GA

Coding structure
After determining the entry order of departments into facility location, the next stage is to code the FLP used by Khilwani et al. (2008) . Factors that were studied in their work include:
• Orientation: A facility can be placed horizontally or vertically and parallel to the coordinate axes.
• Proportion (or aspect ratio): Due to the flexible nature of the facility, the height and width for each facility should be considered until the best facility layout is achieved proportional with the objectives determined. Also, this ratio should be in the defined interval between maximum and minimum aspect ratios.
• Direction: A facility can be placed in each of the four sides of previous facility.
• Section: To design an effective location, every facility has located in a particular candidate point. Each facility can be entered into facility location.
It can be located in three positions in the adjacent of another facility. For example, on the top side of the facility located in facility location, another facility can be located in the three positions. Figure 1 shows two facilities can be located on their right or left corners or on the middle point of the new facility that can be located randomly at any points of the previously located facility. 
Feasibility of a string solution
After taking a GA string solution, feasibility was formed using a number of steps. While a facility according to a string solution is located into facility location and does not have overlapping together, that string is a feasible solution. To investigate the overlapping facilities, we have: Y show coordinates on the top and bottom sides of facility i, respectively. If one of the above four relations is verified, we can conclude the generated string solution is feasible and this string solution can be evaluated.
Evaluating a string solution
After generating a layout based on the obtained information of the string solution, this layout should be evaluated by the designer. In this study, in order to evaluate the generated layouts, in addition to minimising the sum product facilities distance and their closeness rating, also minimising dead space in the objective function is considered. Furthermore in this study, the closeness rating achieved from combining different quantities and qualitative criteria using goal programming and fuzzy simple additive weighting methods. In equation (2), the distance of between two facilities is computed by:
In equation (2), d ij shows the distance of between facilities i and j. The power p is equal to 1 and distances are computed based on a rectilinear distance. To determine the sum of multiplying the facility distance and closeness rating, we have:
AR ij shows the closeness rating between facilities i and j. and z 1 shows the sum of multiplying the facility distance and the closeness rating. Also, the dead space is computed by: 
where C is a constant showing the preference rate of one unit of dead space against one unit of the sum product of the facility distance and closeness rating. In this study, this value is set to 2.
Selecting chromosomes
Selecting parent chromosomes can play an important role in the quality of obtained results from the GA. In this study, three methods were used for selecting chromosomes: random selection, roulette wheel, tournament and the obtained results were compared to each other. Initially, a brief description is presented about each of these methods.
• Random selection: In this selection, chromosomes that are randomly selected for crossover operation have considerable effects on quality of solutions obtained from the GA.
• Roulette wheel: In this case, chromosomes that has better solution quality have higher chance to be selected for crossover operation.
• Tournament: In this case, the first, number of m chromosomes is randomly selected, then chromosomes that has better solution quality, it is selected.
Setting parameters
To investigate these cases, pop-size = 50, P c = 0.8, P m = 0.3, number of gen. = 100 were considered for six departments. In Table 1 , the value of closeness rating between departments has been shown. These values are randomly generated in interval [0, 10], see Appendix A, Table A1 . Also, in Table 2 , the value of area for maximising and minimising the ratio of side larger to the smaller side has been shown, see Appendix A, Table A2 .
The selection of different cases is based on tournament with the size of 2 to 7. For better comparison, each of the cases was run 20 times and the mean of the results is shown in the last row of Table A3 . As shown in this table, it is clear that the tournament selection with the size of 2 presents the best solution. Now, this selection is compared to two other methods (i.e., random selection and roulette wheel). Table A4 shows that the random selection gives the better results.
Selecting pop-size
To select the most appropriate pop-size, the different amounts of pop-size has studied for facility layout with six, eight, ten facilities, the obtained results are shown in Table A10 .
The closeness rating among eight and ten facilities is shown in Tables A6 to A9 . To investigate these cases and the best combination of crossover operators, P c = .8, P c = .3 and the number of gen. = 50 was considered. Also, each of these cases is run ten times and the mean of the obtained rates is shown in Appendix A, Table A10 .
As in Table A10 it is clear, for facilities with sizes of 6, 8, 10, pop-size = 600 have the best solution in reasonable time.
Crossover
After selecting chromosomes for crossing-over operation, selecting appropriate operator in crossing-over has more effect in the quality of the obtained final solution. In this study, three operators including single point, two points and uniform were used. In Table A5 , the different amounts of probability using these operators with each other has been shown.
To investigate these cases, pop-size = 50, P c = 0.8, P m = 0.3, max-gen = 50 were selected. Also, each of these cases runs ten times and the mean of the obtained results is shown in Table A5 in the Appendix. In this table, it is clear that two crossover operators (i.e., two-point and uniform) with probability of 0.3 and 0.7 find the best results.
To determine appropriate crossover rate, different crossover rate between .7 and .97 examined that the obtained results has shown in Appendix A, Table A11 .
To investigate these cases and the best combination of crossover operators, pop-size = 600, P m = .3 and number of gen. = 50 were considered. Also, each of these cases was run ten times and the mean of the obtained rates has been shown in Table  A11 .To obtain the best cross over rate based on Table A11 , related values for each cross over rate which are for facilities with 6, 8, and 10 facilities are added together and the rate with the best solution is selected, these results have been shown in Appendix A, Table A12 .
As it is shown in Table A12 , the crossing-over rate equal to 0.76 has the best results among other solutions.
Mutation
The mutation rates in the range of 0.05 up to 0.35 were selected to determine the best results. The results is shown in Table A13 .To investigate these cases, pop-size = 600, P c = 0.76, Gen. = 50 and the best combinations of crossover operators has been considered. Also, each of these cases is run ten times and the mean of the obtained rates is shown in Appendix A, Table A13 .
As the Table A13 shows to obtain the best mutation rate, values of each of mutation rates for facilities 6, 8 and 10, add together and is selected the best mutation rate. These results are shown in Appendix A, Table A14 .
As in Table A14 is clear, mutation rate = 0.2 is the best solution.
Proposed PSO
Selecting the appropriate parameters
The PSO algorithm has three parameters of a, b1, and b2, which a is the coefficient we give to the current position of the particle, b1 is the coefficient that we give to the best position of each particle and b2 is the coefficient that we give to the best position of the group. Now, in order to determine the best parameters, their different values are examined. In this situation, the number of iterations and the number of particles were assumed 50. Moreover, each state runs ten times and the mean of the obtained scores is shown in Table A15 .
As we know, the number of sections for each particle in this study is 4n-2, where n represents the number of facilities. Here, we reviewed the results of six facilities and these results in solving other problems with different dimensions were used, see Appendix A, Table A15 .
As can be seen, the best results are for the combination of values a = 14 and b1 = 16 and b2 = 16 for six facilities. To extend these results to other problems with different dimensions, we should obtain the ration of a, b1, and b2 values to the sum of sections. The obtained ratios are (14/22, 16/22 and 16/22) which are equal to (0.636, 0.727 and 0.727). Now, to determine the best combination of parameters, we multiply these values by the sum of sections for each particle in the problem with n dimensions. For example, each particle in a problem with eight facilities has 30 sections and when it is multiplied by the above ratios, the numbers of 19, 22 and 22 are obtained approximately. Moreover, for a problem with ten facilities, the numbers of 24, 28 and 28 are obtained approximately.
Select the right size of particles
In this section, the results obtained from different size of particles are studied. Table A16 shows the obtained results for six, eight and ten facilities where the number of iterations is assumed 50. Moreover, each state runs ten times and the mean of the obtained scores is shown in Appendix A, Table A16 .
As can be seen, approximately at the size of 300, the algorithm achieves good solutions at the right time.
Selecting the best values for parameters
After the values of the parameter ratio and the particle sizes were determined, it is time to determine the best value for each parameter. At this stage, through the ratio values obtained from the first stage, we determine approximate values for each parameter and then search for the best values around the specified values. Table A17 shows the results for six, eight and ten facilities.
In this situation, the particles size and the number of iterations were considered 300 and 50, respectively. Moreover, each of these states runs ten times and the mean of the obtained scores is shown in Appendix A, Table A17 .
As can be seen in the above table, for example, for determining the layout for six facilities, the initial values the obtained from parameter ratios were 14, 16 and 16. After the review of close values to those numbers, we reached to the conclusion that 15, 17 and 17 have the best results for the layout of six facilities. Similarly, for the eight facilities, the best values of parameters a = 20, b1 = 23 and for the ten facilities, b 2 = 23 and a = 25, b1 = 29 and b2 = 29 were estimated
Proposed SA
In this section, the parallel SA algorithm is used, thus at each stage of the algorithm iteration, there is not just one solution but it is three solutions. Moreover, each solution generates three the neighbours for itself in each of iterations. In other words, at each stage, nine new solutions are added to the three previous solutions. Then, the best solutions are found among these nine solutions and are compared with existing solutions. Each of these solutions that is the best, is accepted and each one that is worse, is accepted with a probability of Δ .
F Tc e − One of the benefits of this method compared to the common SA method is a better quality of the solution. Next, the effects of four parameters (i.e., cooling coefficient, number of iterations at each temperature, initial temperature and number of iterations) on the quality of the obtained solutions are discussed.
Determine cooling coefficient
In order to select the appropriate cooling coefficient, a problem with six facilities and a cooling coefficient between 0.75 and 0.98 was considered. The results are shown in Table  A18 . To investigate these states, the initial temperature was considered 1,000, the number of iterations 50, and the number of iterations at each temperature between 50 and 400. Moreover, each of these states runs ten times and the mean of the obtained scores is shown in Appendix A, Table A18 .
As can be seen, for a cooling coefficient of 0.8, the best solutions were obtained.
Determine the number of iterations at each temperature
In order to determine the appropriate number of iterations at each temperature, some problems were considered which included six, eight and ten facilities and the number of iterations at each temperature was between 50 and 400. The obtained results are shown in Table A19 . To investigate these states, the initial temperature was considered 1,000, the number of iterations 50, and the cooling coefficient 0.8. Moreover, each of these states runs ten times and the mean of the obtained scores is shown in Appendix A, Table A19 .
As can be seen, approximately at the number of iterations equal to 300 at each temperature, the algorithm achieved good solutions at the right time.
Determine the initial temperature
In order to determine the appropriate initial temperature, some problems including six, eight and ten facilities and the initial temperature between 800 and 1,200 were considered. The obtained results are shown in Table A20 . To investigate these cases, the number of iterations at each temperature were set as 300, the number of iterations as 50, and the cooling coefficient as 0.8. Moreover, each of these ten times iterations and the mean of the obtained scores is shown in Appendix A, Table A20 .
As can be seen, approximately at the initial temperature of 1,100, the algorithm achieves good solutions at the right time.
Computational results
GA results
The results of the method presented in this study are compared with those of the two methods provided by Khilvani et al. (2008) as well as Harmonsky and Tothero (1992) for different number of generations and are shown in Table 1 . To check these states, the following were considered: pop-size = 600, P c = 0.76, P m = 0.2 and the best combination of crossover operators. Moreover, each of these states runs ten times and the mean of the obtained scores is shown in Table 1 . As can be seen, the quality of the results of the proposed method is significantly better than the previous methods. Figure 3 shows an example of the obtained solutions from the proposed method, which is the output of MATLAB software. 
PSO results
The results of the presented method in this study was compared with those of the two methods provided by Khilvani et al. (2008) as well as Harmonsky and Tothero (1992) for different number of iterations and are shown in Table 2 . To check these states, for six facilities: a = 15, b1 = 17 and b2 = 17 and for eight facilities: a = 20, b1 = 23 and b2 = 23. Moreover, teach of these states runs ten times and the mean of the obtained scores are shown in Table 2 . As can be seen, the quality of the results of the proposed method is significantly better than the previous methods. Figure 4 shows an example of the solutions obtained from the proposed method, which is the output of MATLAB software. 
SA results
The results of the proposed three meta-heuristics in this study are compared with two methods given by Khilvani et al. (2008) and Harmonsky and Tothero (1992) for different numbers of iterations as shown in Table 3 , to check these sates, the initial temperature was considered 1,100, the number of iterations in each temperature 300 and the refrigerator coefficient 0.8. Moreover, each of these states runs ten times and the mean of the obtained scores are shown in this table. As can be seen, the quality of the results of the proposed method is significantly better than the previous methods. Figure 5 shows an example of the obtained solutions from the proposed method, which is the output of MATLAB software. 
Comparison of three meta-heuristics
As seen in the previous sections, the quality of the obtained results from the proposed heuristic algorithm is significantly better than the other two algorithms. Here, in this section, a comparison is made between the obtained solutions from three meta-heuristic algorithms (i.e., GA, PSO and SA). The best values obtained for the GA parameters are as follows: Using these values, to determine the layout of eight facilities the mean value of the objective function and the running time for ten runs are 1,332.60 and 3,68.42, respectively. Similarly for ten facilities, are 2,346.30 and 387.90, respectively. The summary of computational results has been provided in Table 4 for the main criteria as well as the comparison of their deviation percentage. The best performance for each criteria is highlighted by grey cells and the deviation percentage are calculated using the reference numbers as given for the best selected algorithm. As it is shown, for running time, PSO has the superior performance while, for quality of solution (cost), PSO and SA has approximately better results as compared to GA.
Conclusions
In order to determine the arrangement of different facilities, various criteria should be taken into consideration. In most of the previous research, the primary focus is only on the closeness rating and material flow minimisation, while, there are other significant criteria that has been neglected such as the simultaneous effect of maximum closeness rating and dead space. In this study, a two-staged approach is proposed to determine the entry order of facilities and their arrangement based on two main criteria, i.e., closeness rating and dead space.The main contribution of this paper is to utilise three meta-heuristics namely, GA, PSO, SA and comparing their performance with respect to quality of solutions (cost) and running time. The primary analysis shows the superiority of all three proposed algorithms as compared to the best selected from literature (Khilvani et al. (2008) and Harmonsky and Tothero (1992) . On the other hand, the computational results show the performance of three metaheuristics by referring to main criteria of solution quality (cost) and running time, with respect 6,8 and 10 departments. The comparison of obtained results show that, PSO and SA algorithms produce better results for cost, as compared to GA. On the hand, in terms of running time, PSO leads to the best performance for all three departments as proposed in this FLP. As part of future research, the optimal facility layout could be enhanced by taking into consideration the effect of best I/O points within the problem scope. Furthermore, the closeness rating scale can be considered to be dynamically changing during time, as compared to the fixed values that were studied in this paper. 
Table A16
Comparison of the effect of particles different size on the quality of the generated solution
Number of facilities Number of particles Results
The best cost Time 
Appendix B
Numerical example Table B1 Step 1 Table B6 Step 13 
