Model-based Curvilinear Network Extraction and Tracking toward Quantitative Analysis of Biopolymer Networks by Xu, Ting
Lehigh University
Lehigh Preserve
Theses and Dissertations
2016
Model-based Curvilinear Network Extraction and
Tracking toward Quantitative Analysis of
Biopolymer Networks
Ting Xu
Lehigh University
Follow this and additional works at: http://preserve.lehigh.edu/etd
Part of the Computer Engineering Commons
This Dissertation is brought to you for free and open access by Lehigh Preserve. It has been accepted for inclusion in Theses and Dissertations by an
authorized administrator of Lehigh Preserve. For more information, please contact preserve@lehigh.edu.
Recommended Citation
Xu, Ting, "Model-based Curvilinear Network Extraction and Tracking toward Quantitative Analysis of Biopolymer Networks" (2016).
Theses and Dissertations. 2890.
http://preserve.lehigh.edu/etd/2890
Model-based Curvilinear Network Extraction and Tracking
toward Quantitative Analysis of Biopolymer Networks
by
Ting Xu
Presented to the Graduate and Research Committee
of Lehigh University
in Candidacy for the Degree of
Doctor of Philosophy
in
Computer Engineering
Lehigh University
September 2016
c  Copyright by Ting Xu 2016
All Rights Reserved
ii
Approved and recommended for acceptance as a dissertation in partial fulfillment of the
requirements for the degree of Doctor of Philosophy.
Date
Dissertation Advisor
Committee Members:
Dr. Xiaolei Huang, Committee Chair
Dr. Daniel Lopresti
Dr. John Spletzer
Dr. Dimitrios Vavylonis
iii
To my parents Ning Xu and Jianghong Zhao, my wife Yun Li, my son Alex
Xu and my daughter Evelyn Xu
iv
Acknowledgements
First I would like to thank my advisor Dr. Xiaolei Huang, for her guidance, encouragement
and continuous support over my Ph.D. years at Lehigh. Her advice helped me in all aspects
of my research, from reviewing existing work, devising my own approach to paper writing
and giving presentations. It is always illuminating to have a discussion with her. It is my
great fortune and honor to obtain my degree under her supervision.
I would like to thank those who served as members of my Ph.D. committee, Dr. Daniel
Lopresti, Dr. John Spletzer, and Dr. Dimitrios Vavylonis for their help and insightful com-
ments for my thesis. In particular, I would like to thank Dr. Dimitrios Vavylonis for his
stimulating discussions with me and continuous encouragement during my Ph.D. years.
Special thanks to my labmates from Image Data Emulation and Analysis Laboratory: Hong-
sheng Li, Tian Shen, Edward Kim, Wei Wang, Yaoyao Zhu, Sunhua Wan, Tao Xu, Yuan
Xue for their friendship and for the days we worked together. I also thank my collabora-
tors Eddy Yusuf, Matthew Smith, Nikola Ojkic, and Tamara Bidone from Lehigh Physics
Department and Fengqiang Li and Dr. Chao Zhou from Lehigh ECE Department for their
valuable background knowledge as well as suggestions on my doctoral research.
Last but not the least, thanks also go to my family, for all the support they have given
to me over the years.
v
Contents
Acknowledgements v
List of Tables x
List of Figures xi
Abstract 1
1 Introduction 2
1.1 Curvilinear Biopolymer Networks . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Review of Methods for Extraction of Curvilinear Networks . . . . . . . . . . 6
1.2.1 Morphological Thinning . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Template Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Active Contour Models . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Review of Methods for Tracking of Curvilinear Structure and Network . . . 9
1.4 Software for Quantifying Biopolymer Networks . . . . . . . . . . . . . . . . 10
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Extracting Biopolymer Network from 2D and 3D Images 12
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Multiple Stretching Open Active Contours . . . . . . . . . . . . . . . . . . . 13
2.2.1 Stretching Open Active Contours . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Adaptive Tangential Stretching Force . . . . . . . . . . . . . . . . . 16
2.2.3 Automatic Initialization of Multiple SOACS . . . . . . . . . . . . . . 17
vi
2.2.4 Sequential Evolution of Multiple SOACs . . . . . . . . . . . . . . . . 21
2.2.5 Reconfiguration of Network Topology . . . . . . . . . . . . . . . . . 24
2.3 Validation and Experimental Results . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1 Tests on Simulated Images . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.2 Tests on 2D TIRMF Images of Actin Filaments . . . . . . . . . . . . 32
2.3.3 Tests on Spinning Disk Confocal Microscopic Images . . . . . . . . . 35
2.3.4 Tests on 3D Optical Coherence Tomography Images . . . . . . . . . 38
2.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3 Quantification of 3D biopolymer networks using the SOAX Software 44
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Choice of Optimal Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 F-function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.2 Dependence of Optimal Results on F-function Parameters t, c . . . . 49
3.2.3 Discussion and Summary . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3 Quantitative Analysis of 3D Biopolymer Networks . . . . . . . . . . . . . . 55
3.3.1 Distribution of Actin Filaments in Emulsion Droplets . . . . . . . . 55
3.3.2 Microtubule Orientation and Curvature in Adhered Cells . . . . . . 57
3.3.3 Distribution of Actin Cables in Fission Yeast . . . . . . . . . . . . . 59
3.3.4 Computation of Filaments Density, Orientation and Curvature . . . 61
3.3.5 Preparation of Experimental Image Data . . . . . . . . . . . . . . . 62
3.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4 Tracking Growth and Deformation of Biopolymer Networks 65
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 A Combined Local and Global Matching Framework . . . . . . . . . . . . . 67
4.2.1 k-Partite Global Matching of Multiple Curves . . . . . . . . . . . . . 67
4.2.2 Enforcing Temporal Consistency of Network Topology by Local Match-
ing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 Application to Experimental Images and Results . . . . . . . . . . . . . . . 70
4.3.1 Tracking Actin Filaments that Intersect during Elongation . . . . . 71
vii
4.3.2 Tracking 3D Fibrin Network Deformation . . . . . . . . . . . . . . . 71
4.3.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5 Contributions and Future Work 75
5.1 Contributions in Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2 Contributions in Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
A SOAX User’s Guide 92
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
A.2 Segmentation Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
A.3 Snake File Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
A.4 SOAX Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
A.4.1 SOAC Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
A.4.2 SOAC Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
A.4.3 SOAC Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.5 Image and Snake Viewing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
A.5.1 Mouse Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
A.5.2 Image Viewing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
A.5.3 Snakes Viewing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
A.5.4 Viewing Options . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
A.5.5 Comparing Snakes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
A.6 Snake Editing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.7 Quantitative Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
A.8 Miscellaneous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
A.8.1 Viewing Sequential Evolution . . . . . . . . . . . . . . . . . . . . . . 106
A.8.2 Managing Viewing Angle . . . . . . . . . . . . . . . . . . . . . . . . 106
A.8.3 Program Snapshot . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
A.8.4 Viewing Local Image SNR . . . . . . . . . . . . . . . . . . . . . . . . 106
A.8.5 Extraction on 2D Images . . . . . . . . . . . . . . . . . . . . . . . . 107
viii
A.9 Commandline Usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
A.9.1 Running SOAX in batch mode . . . . . . . . . . . . . . . . . . . . . 107
A.9.2 Generation of Candidate Optimal Extractions . . . . . . . . . . . . . 108
A.9.3 Batch Computing SOAC Lengths . . . . . . . . . . . . . . . . . . . . 109
A.9.4 Batch Resampling TIFF Images . . . . . . . . . . . . . . . . . . . . 110
A.10 Release Notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Curriculum Vita 115
ix
List of Tables
2.1 Parameters for SOAC initialization and evolution used in experiments on
synthetic images. The intensities of all images are scaled to be in the range
[0, 1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 Body and tip extraction error statistics of 55 filaments. (Unit: pixel) . . . . 33
2.3 Parameters for SOAC initialization and evolution used in experiments on
real experimental images. The intensities of all images are scaled to be in
the range [0, 1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Number of false negatives (FN) and false positives (FP) counted by inspecting
the results (right column in Figure 2.19) against the image (left column in
Figure 2.19). The total number of resultant SOACs for each image is shown
in the fourth column (# SOACs). The percentage of (FP+FN) is shown in
the last column. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.5 Vertex Error and Hausdor↵ Distance between automated segmentation re-
sults and manual segmentation results on 4 di↵erent experimental images. . 37
x
List of Figures
1.1 Examples of biopolymer networks in 3D. (a) A 3D network of actin filaments
cross-linked by ↵-actinin, reproduced from Supplementary Movie 2 of (Fal-
zone et al., 2012). (b) A dense 3D microtubule network in an adhered cell.
(c-d) 3D meshworks of actin cables labeled by GFP-CHD in a fission yeast
cell, of which radius is 1.73µm. Images were acquired at di↵erent times dur-
ing the cell’s life cycle. The cells were treated with CK-666 (Nolen et al.,
2009) that disassembled actin patches and allowed clearer images of actin ca-
ble structures. Images are provided by Jian-Qiu Wu. All images are rendered
by Maximum Intensity Projection. . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 3D network of actin filament bundles. Here fluorescently-labeled actin is
polymerized in emulsion droplets in the presence of the cross-linking protein
fascin. Image rendered by Maximum Intensity Projection. . . . . . . . . . . 5
1.3 Sample frames of a small region of a sample of fluorescently labeled fibrin
network undergoing sequential mechanical deformation along the same direc-
tion by an externally applied shear (Image rendered by Maximum Intensity
Projection). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Sample frames of growing actin filaments imaged by TIRFM (Fujiwara et al.,
2007) in 2D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Flow diagram of the proposed method, which consists of three main stages:
SOACs initialization, sequential evolution and SOAC network reconfiguration. 13
xi
2.2 Result after each stage on an image of two crossing filaments in a simulated
image (a). (b) Initialized SOACs. The yellow zoomed-in window shows the
forces exerted on a SOAC during its evolution. Stretching forces (red) elon-
gate it while image forces (cyan) keep it on the centerline of the filaments. (c)
Converged SOACs. Blue window shows two T-junctions (green dots) formed
after sequential SOAC evolution. (c) Final result. Red window shows recon-
figured SOACs and localized filament junction (green sphere) after clustering
nearby T-junctions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Network extraction on a synthetic image of actin meshwork containing con-
tractile rings. Upper row: input image and results of three extraction stages:
initialized SOACs (second column), converged SOACs (third column), recon-
figured SOACs with junctions (fourth column). Lower row: zoomed-in view
of the yellow window of upper row. . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 An illustration of image gradient exerted on r(s). Arrows show samples of
gradient vectors for this synthetic meshwork. Note that the vectors point
toward the intensity ridges. Arrow color and size indicate the magnitude of
vectors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Illustration of the stretching force on a 3D Stretching Open Active Contour
(SOAC) represented by a sequence of (blue) points. Two stretching forces
F (r(s)) (arrows) are applied at two tips. The magnitude F (r(s)) is de-
termined by the local intensity contrast near tips, which are estimated by
intensities at background sample points (red) and the intensity of the corre-
sponding tip, all located on the plane r0(s) · (x  r(s)) = 0, s = 0, L. . . . . 17
2.6 Ridge points and initialized SOACs in a 2D TIRFM image (Figure 1.4). (a)
Ridge points in x and y directions are labeled green and blue, respectively;
the ones that are detected as a ridge point in both directions are labeled red.
Ridge points in x are candidate points along y direction, and vice versa. (b)
SOACs initialized from ridge points. Green and blue ones are initialized from
vertical and horizontal ridge points, respectively. . . . . . . . . . . . . . . . 19
xii
2.7 SOAC initialization on a confocal microscopy image in Figure 1.1(c). Image
intensity is normalized to [0, 1] followed by Gaussian smoothing with   =
1.0. First row: Input image. Note the first two images share the same
view angle while the third one is di↵erent. Second row: Detected ridge
points (⌧ = 0.003). Third row: SOAC candidate points generated from ridge
points. Fourth row: SOACs initialized from candidate points. Columns from
left to right correspond to initialization along x, y, and z axis directions,
respectively. All images are rendered by Maximum Intensity Projection. . . 20
2.8 Illustration of checking SOAC collision during evolution. (Left) The head tip
(yellow) of an evolving SOAC rev collides with an already-converged SOAC
rj . The overlapping part on rev is identified, and P is the first point on rev
that does not overlap with rj (having a distance from rj greater than the
threshold Dmin). Q is the point on rj that is the closest to point P . (Right)
Deletion of the overlapping part, and making Q the new head tip for rev.
After forming the T-junction, rev(s) will be resampled (not shown). . . . . 23
2.9 (a) Three intersecting filaments. (b) Converged SOAC network with T-
junctions shown in red. The topology do not correspond to that of the actual
filaments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.10 Network reconfiguration on a 3D synthetic image rendered by Maximum
Intensity Projection. (a) One part of the 3D image. (b) Converged SOACs.
Di↵erent colors indicate di↵erent SOACs. (c) Dissect converged SOACs into
segments (shown in di↵erent colors) at each T-junction. (d) Cluster nearby
T-junctions into a single higher-degree junction (blue spheres). Note the
rightmost junction is not a false positive as there is a branch perpendicular
to this image plane (not shown). (e) New SOACs formed by reconfiguration
and linking of grouped segments. (f) Reconfigured SOACs and detected
junctions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.11 Statistics of vertex error (a) and Hausdor↵ distance (b) versus image Signal-
to-Noise-Ratio (SNR) for experiments on 182 simulated images. . . . . . . . 29
xiii
2.12 Samples of clean image, noisy image and resultant SOACs extracted from
noisy image overlaid with ground truth SOACs. Left column: 4 clean syn-
thetic images with various foreground intensities copied from corresponding
real confocal microscopy images. Middle column: 4 generated noisy images
corrupted by additive Gaussian noise ( b = 12). Right column: resultant
SOACs extracted from noisy images using our program (translucent purple)
overlaid with ground truth (light yellow). Junctions are shown by green
spheres. Images are rendered by Maximum Intensity Projection; red lines
show boundary of the image volume. . . . . . . . . . . . . . . . . . . . . . 30
2.13 dV -PSNR and dH -PSNR curve. The error is in fraction of the length of the
diagonal of the image volume. . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.14 Three orthogonal views of a simulated image (upper row) and its segmen-
tation result shown in same view (lower row). Note SOACs (Magenta) are
shown with the detected junction points (Green). . . . . . . . . . . . . . . 31
2.15 Comparison of results on images with di↵erent PSNR values. First column:
PSNR = 26.6dB (image same as in Fig. 2.14). Second column: PSNR =
16.5dB. Third column: PSNR = 12.3dB. Note the di↵erent number of false
positives introduced. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.16 Disparities between results on rotated simulated images and rotated results
on original simulated images versus SNR. (a) Vertex error (b) Hausdor↵
distance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.17 (a) Extraction result on a 2D TIRFM image of actin filaments growing on
a glass slide. The original image is shown in Figure 1.4. (b) Ground truth
curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.18 Centerline extraction on a 2D radial projection of a 3D confocal microscopy
image. (a) 2D radial projection image; (b) Extraction result with color-coded
curves showing the reconfigured network topology. . . . . . . . . . . . . . . 34
xiv
2.19 Results on confocal microscopy images of actin cables in yeast cells labeled
by GFP-CHD and treated with CK-666 (Nolen et al., 2009). Left column:
Four experimental images rendered by Maximum Intensity Projection along
z direction. Middle column: Manual segmentation with the semi-automatic
tool in (Smith et al., 2010). Right column: Results using our proposed
method with junctions shown by green spheres. . . . . . . . . . . . . . . . 36
2.20 Result on confocal microscopy images of dividing fission yeast cells that as-
semble a contractile actin ring. (a) Image rendered by Maximum Intensity
Projection. (b) Extraction result using our method; the closed-form SOAC
capturing the ring is highlighted. . . . . . . . . . . . . . . . . . . . . . . . . 37
2.21 Extraction result on 3D network of actin filaments cross-linked by ↵-actinin. 38
2.22 Example segmentation results on an experimental OCT image. Image size
is 480 ⇥ 300 ⇥ 600. (a) an OCT image of artificial vascular network; (b)
Resultant SOACs and junction points (green spheres); (c) a zoomed-in view
of a portion of the extracted network (the area enclosed by the white square
in (b)). Estimated vessel lengths (Unit: µm) are displayed as text labels. . 43
3.1 F-function optimizes the selection of ridge threshold ⌧ and stretch factor
kstr. (a-b) Vertex error and Hausdor↵ distance computed between ground
truth and results extracted using various values of ⌧ and kstr on the image
in Figure 3.2. (c) The proposed F-function (log-scale) computed using t =
2.6, c = 2.2. The optimal parameters are ⌧ = 0.066, kstr = 0.35 acquired by
minimizing the F-function. The optimal result has vertex error 0.46 pixels
( 4.51 in the legend) and Hausdor↵ distance 4.04 pixels (0.58 in the legend).
(d) A 3D view of the F-function. The arrow indicates the optimal. All plots
are in log-scale f(x) = ln(x  xmin + ✏), where x and xmin are the value and
the minimum, respectively; ✏ is a constant o↵set. . . . . . . . . . . . . . . . 47
xv
3.2 Parameter optimization using the F-function. (a) Synthetic test image with
SNR = 3.7. (b) Optimal extraction result obtained by minimizing the F-
function in Figure 3.1(c). overlaid with original image in (a). (c) Optimal
extraction result (magenta) overlaid with ground truth (translucent yellow). 48
3.3 Computation of local image SNR . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4 Synthetic Images with Di↵erent Noise. . . . . . . . . . . . . . . . . . . . . . 50
3.5 Hausdor↵ distance of optimal extraction versus t, c . . . . . . . . . . . . . . 51
3.6 Vertex error of optimal extraction versus t, c . . . . . . . . . . . . . . . . . . 52
3.7 Hausdor↵ distance and Vertex error averaged across di↵erent image noise
levels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.8 Analysis of actin filaments polymerized in an emulsion droplet in the pres-
ence of fascin cross-linkers (droplet radius ⇡ 13.5 µm) imaged by confocal
microscopy. (a) Volume rendered image shows network of actin filament bun-
dles. (b) F-function (t = 1.8, c = 2.0) shows the optimal ⌧⇤ = 0.01, k⇤str = 0.2.
(c) Extraction result using the suggested optimal parameters. Centerlines
of actin bundles outside of the main droplet were manually deleted using
SOAX. (d) SOAC point density ⇢ (red), average intensity at SOAC points
(blue) and average intensity at image voxels (green), as function of distance
from droplet center. Graph shows higher concentration and thicker bundles
near the droplet center and an enhanced concentration of thin bundles par-
allel to the droplet boundary. (e) Color-coded SOACs based on azimuthal
angle. (f) 2D histogram of SOAC orientation vs azimuthal and polar an-
gles. The count shows the number of SOAC segments between consecutive
SOAC points with a particular   and ✓. Enhanced alignment is observed at
  =  10  and ✓ = 110 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.9 Radial Angle Distribution Analysis of Filaments in an Emulsion Droplet . . 57
xvi
3.10 Analysis of microtubules in an adhered HeLa cell stably expressing  -tubulin-
GFP imaged by confocal microscopy. (a) Volume rendered image (49.6 ⇥
49.6 ⇥ 5.5 µm). (b) Extracted SOACs (magenta) and junctions (green). (c)
Extraction result on the yellow window in (a). (d) F-function (t = 2, c =
1.3) suggests optimal ⌧⇤ = 0.014, k⇤str = 0.3. (e) 2D histogram of SOAC
orientation vs azimuthal and polar angles as in Figure 3.8(f) for microtubules
in panel (c) shows alignment parallel to the glass substrate and along   = 45 .
(f) Curvature distribution of SOAC segments in panel (c) evaluated over 8
pixels, excluding junctions. Fit to a 3D worm-like chain model gives an
e↵ective persistence length lp = 9.0± 0.4µm. . . . . . . . . . . . . . . . . . 58
3.11 Analysis of actin cables in fission yeast cell imaged by confocal microscopy.
(a) Volume rendered image of actin cables labeled by GFP-CHD (11.3⇥ 4.1⇥
5.2 µm). The cell was treated with CK-666 to inhibit actin patch formation.
(b) Cell image with extracted SOACs (magenta) and junctions (green). (c)
F-function (t = 2, c = 1.8) shows the optimal ⌧⇤ = 0.009, k⇤str = 0.3. (d)
Volume rendered image of actin cables labeled by GFP-CHD in fission yeast
cell not treated with CK-666 and extracted SOACs (magenta). The manual
editing capabilities of SOAX allowed deletion of SOACs and SOAC segments
going through actin patches. (e) Schematic of fission yeast sphero-cylindrical
geometry and measurement of SOAC segment density as function of distance
to closest cell tip, xt, and radial distance r from axis of cylindrical symmetry
( r and  xt are the corresponding increments). (f) SOAC point density
distribution vs xt and r/Rc , where Rc is cell radius, averaged for n = 30
cells. For distances longer than 2 µm from the cell tips, actin cables localize
away from the cell middle and close to the outer cell membrane. Actin cables
for xt < 1µm cannot be detected reliably due to the high density of actin
patches at the cell tips. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
xvii
4.1 (a) An imaginary sequence with three identical frames. (b-d) Each frame
is extracted by a set of curves with di↵erent network topology (best viewed
in color). The network can not be tracked well using only global matching
because of the di↵erent detected structures across frames. We add a local
matching procedure to maintain consistent network topology. . . . . . . . . 66
4.2 Flowchart of the method consisting of a detection phase (shaded region)
and a matching phase. The output is a set of “curve tracks”, one for each
filament/segment in the network. See details on green-colored steps in Xu
et al. (2014b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Tracking networks of actin filaments in TIRFM image sequence Fujiwara
et al. (2007). First row: sample cropped frame at 6th, 10th, 15th out of 15
frames. Second row: corresponding tracked filaments. Highlighted curves
shows one example track, best viewed in color. . . . . . . . . . . . . . . . . 71
4.4 Tracking 3D fibrin networks of confocal rheology image sequence. The images
show a small region of a sample of fluorescently labeled fibrin undergoing
sequential mechanical deformation along the same direction by an externally
applied shear. First row: maximum intensity projection of sample image
frames at 3rd, 7th, 8th out of 12 frames. Second row: tracked filaments
with one highlighted example track, best viewed in color. Third row: The
algorithm can be applied to either track fibers that extend beyond junctions
(left) or just segments of fibers connecting network junction points. . . . . . 72
A.1 SOAX User Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
A.2 Specify z spacing relative to xy spacing. . . . . . . . . . . . . . . . . . . . . 93
A.3 Parameter Settings panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
A.4 Snake file structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
A.5 Options related to image and snake viewing. . . . . . . . . . . . . . . . . . . 100
A.6 (a) Showing snake locally around a certain slice plane. (b) Visually comparing
three di↵erent set of snakes. . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
A.7 Specifying analysis parameters in the Analysis Options panel. . . . . . . . . 105
xviii
Abstract
Curvilinear biopolymer networks pervade living systems. They are routinely imaged by
fluorescence microscopy to gain insight into their structural, mechanical, and dynamic
properties. Image analysis can facilitate understanding the mechanisms of their forma-
tion and their biological functions from a quantitative viewpoint. Due to the variability in
network geometry, topology and dynamics as well as often low resolution and low signal-to-
noise ratio in images, segmentation and tracking networks from these images is challenging.
In this dissertation, we propose a complete framework for extracting the geometry and
topology of curvilinear biopolymer networks, and also tracking their dynamics from multi-
dimensional images. The proposed multiple Stretching Open Active Contours (SOACs) can
identify network centerlines and junctions, and infer plausible network topology. Combined
with a k-partite matching algorithm, temporal correspondences among all the detected fil-
aments can be established. This work enables statistical analysis of structural parameters
of biopolymer networks as well as their dynamics. Quantitative evaluation using simulated
and experimental images demonstrate its e↵ectiveness and e ciency. Moreover, a principled
method of optimizing key parameters without ground truth is proposed for attaining the
best extraction result for any type of images. The proposed methods are implemented into
a usable open source software “SOAX”. Besides network extraction and tracking, SOAX
provides a user-friendly cross-platform GUI for interactive visualization, manual editing
and quantitative analysis. Using SOAX to analyze several types of biopolymer networks
demonstrates the potential of the proposed methods to help answer key questions in cell
biology and biophysics from a quantitative viewpoint.
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Chapter 1
Introduction
1.1 Curvilinear Biopolymer Networks
Network structures made of filamentous biopolymers are ubiquitous among living systems.
These biopolymer networks are responsible for many basic functions in the lives of cells and
tissues. For example, actin networks are responsible for the mechanical integrity, motility,
cell division, and also act as tracks for intracellular transportation. Actin filaments form
dynamic meshworks that organize in structures such as stress fibers, actin cables and con-
tractile rings that are of fundamental importance for the cell (Pollard and Cooper, 2009).
Microtubule networks provide structural support for the cytoskeleton, of which abnormali-
ties often lead to diseases. Fibrin plays an important role in blood clot formation, and fibrin
network is a primary component of extracellular matrix. Understanding the structural and
mechanical properties of these networks is crucial for understanding their biological role in
such as the division of stem cells, proliferation and motility of cancer cells, and the bacterial
infection spreading from cell to cell.
In many cases, biopolymer fibers are dilute enough to allow systematic analysis of the
network morphology and dynamics. Static and time-lapse fluorescence microscopy are rou-
tinely used to image intracellular networks of actin filaments (Ko¨hler et al., 2011; Reymann
et al., 2012) and microtubules (Sanchez et al., 2012; Bailey et al., 2013) as well as extracel-
lular polymers such as fibrin (Piechocka et al., 2010; Kim et al., 2011), both in vitro and in
live cells or model organisms. As an essential tool for probing these biopolymer networks,
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analysis of microscopy images has lagged behind in adopting an automated and quantitative
approach than that of other biomedical imaging modalities. Moreover, very few proposed
image analysis methods are implemented as open-source software that is easy to use. This
is important because open-source facilitates reproducible research; user-friendliness help
increases software adoption by users, leading to more feedback that can help improve the
proposed method and its implementation.
In this dissertation, we propose a novel image segmentation and a tracking method for
the quantification of static and dynamic biopolymer networks imaged by several microscopic
imaging modalities. Our methods have four major applications.
The first application is to facilitate automated analysis of image data. For the analysis of
biopolymer networks, manual inspection and measuring are still often used, which is time-
consuming, error-prone and subjective. Image segmentation can increase the throughput of
the entire procedure thus enable large-scale statistical analysis of data. Moreover, manual
delineation of the structures of 3D networks is di cult, especially when the network is
complex and dense or the image has low Signal-to-Noise Ratio. Figure 1.1(a) shows a
complex network of actin filaments cross-linked by ↵ actinin and (b) is a very dense network
of microtubules in an adhered cell. Both are nearly impossible to be fully traced by hand.
In Figure 1.1(c), actin cables inside a yeast cell were imaged by spinning-disk confocal
microscopy (Smith et al., 2010). Actin cables promote polarized cell growth by directing
the transport of vesicles towards the growing cell tip. They are highly dynamic, changing
their distribution inside the cell within minutes. During mitosis, actin reorganizes and forms
a dynamic meshwork in the cell center (Figure 1.1(d)). This meshwork condenses into a
contractile ring whose constriction drives the separation of the cell into two daughters
(Vavylonis et al., 2008; Pollard and Wu, 2010). So our first goal is to automatically extract
the geometry and topology of all these curvilinear networks.
The second application is to quantify key network parameters. Measurements such
as filament length, persistent length, local orientation, curvature distribution, and spatial
distribution are critical for understanding the role of network geometry in cellular and tissue
functions. One example is how a confining geometry restricts long cytoskeletal filaments
and directs their orientation(Alvarado et al., 2014)(Figure 1.2). Several theories predict the
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(a) (b)
(c) (d)
Figure 1.1: Examples of biopolymer networks in 3D. (a) A 3D network of actin filaments
cross-linked by ↵-actinin, reproduced from Supplementary Movie 2 of (Falzone et al., 2012).
(b) A dense 3D microtubule network in an adhered cell. (c-d) 3D meshworks of actin cables
labeled by GFP-CHD in a fission yeast cell, of which radius is 1.73µm. Images were acquired
at di↵erent times during the cell’s life cycle. The cells were treated with CK-666 (Nolen
et al., 2009) that disassembled actin patches and allowed clearer images of actin cable
structures. Images are provided by Jian-Qiu Wu. All images are rendered by Maximum
Intensity Projection.
distribution of semiflexible polymers in confined spaces, their density-dependent nematic
ordering and alignment along the confining surface (Fosˇnaricˇ et al., 2013; Ostermeir et al.,
2010). However, analysis of experiments to quantify distributions of filament orientation,
curvature and density is limited by lack of image analysis tools.
The third application is testing biophysical models against real experimental image
data. Much work in biophysical community (Zˇagar et al., 2015; Lieleg et al., 2010; Huisman
et al., 2007) has been trying to understand the cause-and-e↵ect relationship between a
microscopic network structure and its mechanical properties. For example, the structure and
connectivity of collagen and fibrin networks are crucial to their mechanical properties in the
tissue (Storm et al., 2005; Piechocka et al., 2010; Stein et al., 2008). Many theories have been
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Figure 1.2: 3D network of actin filament bundles. Here fluorescently-labeled actin is poly-
merized in emulsion droplets in the presence of the cross-linking protein fascin. Image
rendered by Maximum Intensity Projection.
proposed, but assumptions are usually not tested quantitatively against real experimental
image data. Figure 1.3 shows a time-lapse sequence of a 3D fibrin bundle network imaged
by confocal microscopy. The fiber structures in the image are bundles of multiple fibrin
polymers. Of interest in this experiment are the microscopic fiber movements, such as tilt
and extension, in response to the macroscopic external perturbation. The network structure
extraction and tracking results obtained using our proposed algorithms can help decipher
these cause-and-e↵ect relationships.
Figure 1.3: Sample frames of a small region of a sample of fluorescently labeled fibrin
network undergoing sequential mechanical deformation along the same direction by an ex-
ternally applied shear (Image rendered by Maximum Intensity Projection).
The fourth application is to enable quantitative study of network dynamics through
object tracking. As most biopolymer networks are dynamic in nature, studies of how semi-
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flexible polymers and their assemblies change their shape and topology during their life
cycle or in response to external perturbation reveal dynamical and mechanical properties
important to the understanding of their function in tissues and cells. Tracking branches of
biopolymer networks from time-lapse sequences facilitates quantitative studies of network
dynamics. Figure 1.4(first row) shows fluorescently-labeled actin filaments imaged by Total
Internal Reflection Fluorescence Microscopy (TIRFM) in a study of actin polymerization in
vitro (Fujiwara et al., 2007). In this experiment the filaments grew parallel to a glass slide
by polymerization and intersected with each other as they elongate. A second example is
the aforementioned tracking deformation in fibrin bundle networks as shown in Figure 1.3.
Figure 1.4: Sample frames of growing actin filaments imaged by TIRFM (Fujiwara et al.,
2007) in 2D.
As we can see, image analysis methods not only facilitates automated, objective and
reproducible analysis but also helps biophysicist and cell biologists quantify and model
mesoscale phenomena in cells and tissues, which gives insights into their biological functions.
1.2 Review of Methods for Extraction of Curvilinear Net-
works
In this section, we review previous methods on the extraction or segmentation of curvilinear
structures with an emphasis on biopolymer filaments and networks. One of the earliest
computer-assisted extraction and reconstruction of protein fiber networks, with human input
playing a major role, was developed by Baradet et al. (1995) who analyzed fibrin networks.
Since then, semi- and fully-automatic identification of biopolymer networks has become an
active research topic.
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1.2.1 Morphological Thinning
One popular category of methods uses morphological skeletonization on binarized images.
Wu et al. (2003) and Stein et al. (2008) reconstructed collagen fiber networks by tracing
maximal ridges in the Euclidean distance maps of binarized images. Mickel et al. (2008)
extracted the skeleton of collagen fiber networks by distance-ordered homotopic thinning
using the Chamfer Distance map. Herberich et al. (2010, 2011) extracted networks of micro-
tubules and intermediate filaments by binarizing and thinning the image filtered by vessel
enhancement filters based on Hessian analysis (Frangi et al., 1998; Sato et al., 1998). To
remove artifacts caused by binarization, Beil et al. (2005) and Lu¨ck et al. (2010) further
pruned the obtained skeletons, eliminating outliers such as open branches or loops.Basu
et al. (2013) recently extracted the centerlines of actin meshwork by thinning a tubular-
ity map using a constrained reverse di↵usion-based method. In their method, centerline
pixels are connected by finding Minimum Spanning Trees among nearby centerlines pixels.
However, the network topology was ignored.
1.2.2 Template Matching
A more robust way of extracting these networks is to use template matching (Mayerich
and Keyser, 2009; Rigort et al., 2012; Weber et al., 2012; Krauss et al., 2012), where prior
knowledge about the target is incorporated into a database of 2D or 3D templates. These
template-based detection methods are more selective and impose stronger constraints than
simple intensity thresholding used in binarization. Another form of template matching is
to use Hough/Radon Transform to extract linear structures. Sandberg and Brega (2007);
Winkler et al. (2012) adopted localized Radon Transform to extract thin line network of
microtubules and actin filaments. In (Rusu et al., 2012), actin filaments in cryo-ET data sets
were segmented by a stochastic template-based search, which combines a genetic algorithm
and a bidirectional expansion strategy. However, the method does not resolve the possible
template overlap when tracing converging filament branches and the network junctions were
left undetected.
7
1.2.3 Active Contour Models
Fluorescent microscopy images of polymer fiber networks usually su↵er from low Signal-
to-Noise Ratio (SNR). Active contour based methods increase segmentation robustness by
incorporating prior information about the object shape. Unlike the previous image pro-
cessing or template matching based methods, open curve parametric active contours (Kass
et al., 1988; Berger and Mohr, 1990) explicitly model the linear topology of filaments, and
have been successfully applied to the segmentation of actin filaments (Li et al., 2009a,b,
2010; Smith et al., 2010), microtubules (Kong et al., 2005; El-Saban and Manjunath, 2005;
El-Saban et al., 2006; Altinok et al., 2006; Nurgaliev et al., 2010), and axons (Wang et al.,
2011). These methods focuses on segmenting individual curvilinear structure instead of
extracting both geometry and topology of the entire curvilinear network. El-Saban and
Manjunath (2005) used 2D open Snakes to track microtubules but their method does not
handle the cases when microtubules cross each other. In their method, the extent of elongat-
ing or shrinking the Snakes relies on thresholded outputs of a line detector, which may cause
over-/under-segmentation in case of large intensity variations in foreground and background
regions.
Di↵erent from parametric active contours, implicit active contours (Malladi et al., 1995;
Caselles et al., 1997) have been used for segmenting the contours of curvilinear structures
such as bronchi (Lorigo et al., 2001), blood vessels (Vasilevskiy and Siddiqi, 2002), white
matter tracts (Melonakos et al., 2008), and road networks (Rochery et al., 2006). While
implicit active contours can naturally handle topology changes in the contours, they are
more computationally expensive compared to parametric models and are di cult to evolve
open curves in the level set framework. One attempt on centerline extraction using implicit
active contours is Basu et al. (2007), who evolved 2D open curves implicitly by deriving the
medial axis from the zero level set. It is not clear how this formulation can be extended to
higher dimensions. Moreover, as topology change is handled implicitly, additional steps are
needed to detect junctions and retrieve connectivity information.
To more robustly handle corrupted data or anomalies, minimal path approaches (Had-
jidemetriou et al., 2005b; Sargin et al., 2007a,b) have also been used to extract the center-
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lines of curvilinear networks, as these methods can find the global optimal path between
two points. These methods are usually interactive, requiring the user to specify the ends
of a filament before extracting its centerline. The method of Hadjidemetriou et al. (2005b)
requires manual input of one starting point for each microtubule in 2D. It would be cum-
bersome to make such methods adapt to 3D segmentation tasks, however, since it would
be di cult for the user to specify ending points of filaments in a 3D curvilinear network,
especially when the network is dense. Another method that specifies initial seed points au-
tomatically was proposed by Sargin et al. (2007b) to trace intersecting curvilinear structures
in 2D; but the seed points must not be on a gap or intersection.
1.3 Review of Methods for Tracking of Curvilinear Structure
and Network
Various methods have been proposed to track the body and tips of microtubules. Had-
jidemetriou et al. (2008) tracked microtubule tips automatically using consecutive level sets
methods. Sargin et al. (2007a) traced microtubule bodies using second order derivatives
of Gaussian filters and iterative calculation of geodesic paths. El-Saban et al. (2006) auto-
matically located microtubule tips in the first frame and tracked tips by searching for the
closest match in subsequent frames.
Jiang et al. (2004, 2006) extends Active Shape Models to segment the microtubules
from electron tomography images. Liang et al. (2002) and Hadjidemetriou et al. (2005a)
adopts minimal path methods to extract microtubules which require the identification of
extremities of curvilinear structure. Sargin et al. (2008, 2011) use deformable trellis with
Hidden Markov Model (HMM) to track the growth of curvilinear structures. Furthermore,
graphical model based tracing algorithms (Koulgi et al., 2010; Honnorat et al., 2011) have
also been applied to tracking curvilinear structures such as microtubules.
Particle Filters (PF) is another technique used to model the tracking problem in Bayesian
framework (Kong et al., 2007; Smal et al., 2008). Given tip tracking results, the bodies of
microtubules can be segmented in a subsequent step (Kong et al., 2007). In (Li et al.,
2009b), open snakes and PF are combined to simplify the modeling of PF in a one dimen-
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sional state space while integrating filament body constraints into tip estimation. Dynamic
programming is leveraged recently to address the large shape deformation problem of actin
filaments during their growth in vitro, while using temporal information of the entire image
sequence (Li et al., 2011).
Formulating multi-frame object tracking as finding the minimum or maximum path
cover in a k-partite graph has been successful for tracking cells Xie et al. (2008), tips of
microtubules Altinok et al. (2006), and point features in natural images Shafique and Shah
(2005). Beside low computation complexity, the major benefit of this formulation is that it
allows false negative/positive in detection results and appearing/disappearing/reappearing
of tracked objects. However, direct application on tracking networks of filaments does not
work well because temporal consistency of network topology is not considered. Another com-
plication is that detection error can propagate to the correspondence phase thus adversely
a↵ecting tracking performance. Using temporal information in the detection step has been
useful in cell tracking Schiegg et al. (2013). The method in Glowacki et al. (2014) improved
reconstruction of tree structures by incorporating temporal information when building a
spatio-temporal graph of seed points with high tubularity. No temporal correspondence
was generated for individual tree branches however. To the best of our knowledge, there is
little work on simultaneously tracking multiple inter-connected curvilinear structures from
multi-frame sequences over time.
1.4 Software for Quantifying Biopolymer Networks
Quantitative analysis of the geometrical and topological properties of 2D/3D biopolymer
networks can provide significant insights into their conformations and dynamics. However,
user-friendly open source software tools (Cardona and Tomancak, 2012) that can reliably
quantify these (often dense) network and localize network junctions in both 2D and 3D are
scarce.
One publicly available software tool is Network Extractor (http://cismm.cs.unc.
edu/), which finds one-pixel wide network centerlines in 3D by thresholding a tubular-
ity map computed from second-order image derivative. Thresholding, however, can su↵er
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from inhomogeneous SNR. Other software for extracting curvilinear network structure from
biological images are designed for neuronal structures, such as Vaa3D-Neuron, which runs
as a plugin of the Vaa3D visualization software (http://www.vaa3d.org/). Vaa3D-Neuron
is a semi-automatic neuron reconstruction and quantification tool which requires the user
to pinpoint the end points of a neuronal tree so that a minimal path algorithm can re-
construct the structure. Farsight Toolkit (http://farsight-toolkit.org/) contains 3D
neuron tracing and reconstruction software command-line modules.
1.5 Thesis Outline
The remainder of this thesis is organized as follows. In Chapter 2, we introduce the multiple
Stretching Open Active Contours for the extraction of curvilinear networks in 2D and 3D.
In Chapter 3, we demonstrate the power of the implemented open-source software for the
task of quantifying various kinds of biopolymer networks arising from cells and tissues, in
vitro or in vivo. In Chapter 4, we introduce our proposed method for tracking the network
dynamics across time. Experimental results and quantitative evaluations are also provided
in each chapter to illustrate the performance. We conclude this thesis and discuss future
work in Chapter 5.
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Chapter 2
Extracting Biopolymer Network
from 2D and 3D Images
2.1 Introduction
Unlike previous methods that focus on segmenting individual curvilinear structure, our pro-
posed method extracts the geometry and topology of whole curvilinear network by evolving
and configuring a set of open curves. They are called Stretching Open Active Contours (Li
et al., 2009a) (SOACs), which is a variant of parametric active contour models (Kass et al.,
1988) “evolving” under the influence of several forces in the image domain. A SOAC is
attracted towards the centerline of a filament, stretches by elongation, and stops stretching
when its end reaches a filament tip.
Our overall strategy is to extract curvilinear networks using a large number of SOACs
that are automatically initialized at image intensity ridges. The initial SOACs then evolve
along the centerlines of curvilinear structures to extract the entire network. Because of their
large number, the initial SOACs can cover every branch of the network but may be redun-
dant. We propose novel mechanisms that eliminate any overlaps by allowing the SOACs
to merge, stop at junctions, and transform into closed curve forms. The initial SOACs
evolved sequentially according to a specific set of rules. After all SOACs are converged, we
detect network junctions by clustering nearby meeting points (referred to as “T-junctions”)
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of di↵erent SOACs. To enforce a physical network topology, we maintain the smoothness of
SOACs across junctions by dissecting and re-connecting them around each detected network
junction. A flow diagram of the proposed method is shown in Figure 2.1. Figure 2.2 and 2.3
illustrate the entire extraction process on two simulated images of two crossing filaments
and an actin meshwork containing contractile rings, respectively.
      SOAC Initialization            Sequential Evolution Network Reconfiguration
Detecting Ridge Points
Selecting Candidate Points
Linking Candidate Points
Overlap and Self-intersection Checks
Post-convergence Overlap Checks
Dissecting SOACs
Re-configuring at Junctions
Linking Grouped Segments
Individual SOAC Evolution
Figure 2.1: Flow diagram of the proposed method, which consists of three main stages:
SOACs initialization, sequential evolution and SOAC network reconfiguration.
The output of the above framework includes multiple SOACs, each representing an in-
dividual curvilinear structure in the biopolymer network. For each SOAC, we have densely
sampled points on the curve as well as image intensity along the curve. From these we can
compute distributions of orientation, curvature, and intensity along filaments (see Chap-
ter 3). Besides the geometry and intensity information, we also have the network topology
recording all the junction locations and the connectivity information among filaments.
The remainder of this chapter is organized as follows. In Section 2.2 we introduce
the multiple Stretching Open Active Contours method, including the adaptive stretching
forces, automatic initialization, regulated sequential evolution and topology configuration.
We presented validation of the method and experimental results in Section 2.3 and conclude
this chapter by Section 2.4.
2.2 Multiple Stretching Open Active Contours
2.2.1 Stretching Open Active Contours
A Stretching Open Active Contour (SOAC) r(s) is a parametric open curve embedded in
n-dimensional Euclidean space Rn, where s 2 [0, L] is the arc length parameter and L is its
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(a) (b) (c) (d)
Figure 2.2: Result after each stage on an image of two crossing filaments in a simulated
image (a). (b) Initialized SOACs. The yellow zoomed-in window shows the forces exerted on
a SOAC during its evolution. Stretching forces (red) elongate it while image forces (cyan)
keep it on the centerline of the filaments. (c) Converged SOACs. Blue window shows
two T-junctions (green dots) formed after sequential SOAC evolution. (c) Final result.
Red window shows reconfigured SOACs and localized filament junction (green sphere) after
clustering nearby T-junctions.
Figure 2.3: Network extraction on a synthetic image of actin meshwork containing contrac-
tile rings. Upper row: input image and results of three extraction stages: initialized SOACs
(second column), converged SOACs (third column), reconfigured SOACs with junctions
(fourth column). Lower row: zoomed-in view of the yellow window of upper row.
total length. A contour energy functional E(r(s)) is also defined and E(r) = Eint(r)+Eext(r),
where Eint(r) and Eext(r) are the internal and external energy functional, respectively.
Minimizing Eint(r) maintains the continuity and smoothness of the curve; minimizing Eext(r)
pushes the curve towards salient image features such as edges or intensity ridges. Eint(r) is
defined as
Eint(r) =
Z L
0
↵(s)
  r0(s)  2 +  (s)   r00(s)  2 ds, (2.1)
where ↵(s) and  (s) are weights for curve tension and rigidity at length s. The external
energy functional Eext(r) is a weighted combination of an image potential energy function
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Figure 2.4: An illustration of image gradient exerted on r(s). Arrows show samples of gra-
dient vectors for this synthetic meshwork. Note that the vectors point toward the intensity
ridges. Arrow color and size indicate the magnitude of vectors.
Eimg(x) and a stretching energy function Estr(r) 1,
Eext(r) =
Z L
0
kimgEimg(r(s)) + kstrEstr(r(s)) ds, (2.2)
where kimg and kstr are respective weights. The image potential energy function Eimg(x) is
the Gaussian-smoothed input image Eimg(x) = I(x)⇤G (x), where I(x) is the input image
and G (x) is the Gaussian kernel with standard deviation  . Thus the image force exerted
on the SOAC is the gradient field, which points towards the intensity ridges (Figure 2.4):
rEimg(x) = r(I ⇤G )(x) = (I ⇤ rG )(x). (2.3)
The tangential stretching force F (r(s)) exerted at tips (s = 0, L) elongates the SOAC:
F (r(s)) =
8>>>>>><>>>>>>:
  r0(s)|r0(s)| · F (r(s)), if s = 0,
r0(s)
|r0(s)| · F (r(s)), if s = L,
0, if 0 < s < L
(2.4)
where F (r(s)) is the magnitude of the stretching force. We will introduce its definition
to address the problem of over- and under- segmentation in Section 2.2.2. Combining the
image and stretching forces, the overall external force field exerted on r(s) is:
rEext(r(s)) = kimg · (I ⇤ rG )(r(s)) + kstr · F (r(s)) (2.5)
1Strictly speaking, the tangential stretching force cannot be derived as the gradient of potential energy
function like Estr(r) (Xu and Prince, 1998). We use it loosely here for the formulation of energy functional
minimization.
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Overall, minimizing the contour energy E(r) makes SOACs grow along the intensity ridges
until the internal and external forces balance out and reach an equilibrium.
Iterative Solution to Curve Evolution
Next, we give the discrete representation of a SOAC and an iterative solution to curve
evolution and convergence. A SOAC can be represented as a linearly-ordered sequence of
l points: r = {(xi,0, xi,1)} for 2D and r = {(xi,0, xi,1, xi,2)} for 3D, i = 0, . . . , l   1, with
a uniform spacing   = L/l. Let Xk = (x0,k, . . . , xi,k, . . . , xl 1,k)T , k = 0, 1 for 2D and
k = 0, 1, 2 for 3D, be the vector containing all the kth-dimension coordinates of SOAC
points, Xtk at iteration t can be computed iteratively after deriving the Euler–Lagrange
equation (Kass et al., 1988),
Xtk = (A+  I)
 1( Xt 1k   @Eext(Xt 10 ,Xt 11 )/@xk), (2D) (2.6a)
Xtk = (A+  I)
 1( Xt 1k   @Eext(Xt 10 ,Xt 11 ,Xt 12 )/@xk), (3D) (2.6b)
whereA is the pentadiagonal banded matrix containing the internal continuity and smooth-
ness constraints defined by Equation 2.1. Since SOACs are open curves, we introduce po-
sition and tangent discontinuity at two ends by setting ↵(0) = ↵(L) =  (0) =  (L) = 0. I
is the identity matrix, and   is the viscosity coe cient that controls the step size for the
dynamic evolution of the curve (Kass et al., 1988). The larger   is, the smaller the step
size will be. All SOACs are resampled to maintain the point spacing   after each iteration.
A SOAC is considered to be converged if every point changes its position for less than 0.05
voxels after 100 iterations.
2.2.2 Adaptive Tangential Stretching Force
To address over- and under segmentation caused by variations in foreground and back-
ground intensity, the magnitude of stretching force, F (r(s)) in Equation 2.4, needs to be
adaptive. It is defined to be the normalized local image contrast: the di↵erence between
the intensity at the SOAC tip I(r(s)|s=0,L) and the intensity of local background around
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Figure 2.5: Illustration of the stretching force on a 3D Stretching Open Active Contour
(SOAC) represented by a sequence of (blue) points. Two stretching forces F (r(s)) (arrows)
are applied at two tips. The magnitude F (r(s)) is determined by the local intensity contrast
near tips, which are estimated by intensities at background sample points (red) and the
intensity of the corresponding tip, all located on the plane r0(s) · (x  r(s)) = 0, s = 0, L.
the tip Ilb(r(s)|s=0,L), divided by I(r(s)|s=0,L):
F (r(s)) =
I(r(s))  Ilb(r(s))
I(r(s))
= 1  Ilb(r(s))
I(r(s))
, s = 0, L (2.7)
We found that an e↵ective way to measure the background intensity around a SOAC tip
is to sample points in its vicinity, as shown in Figure 2.5 for the 3D case. More specifically,
points are sampled in a plane that passes through the tip point and has its normal direction
aligned with the curve’s tangential direction at the tip. The sample points are located
on concentric circles of radii ranging between [Rnear, Rfar) with a sampling step angle
  = ⇡/4; the common center of the circles is the tip (r(0) or r(L)). For the estimated local
background intensity we use the average intensity of all the sample points.
The above local contrast estimation makes the SOAC’s stretching force adaptable to the
local appearance of the filament: the higher the contrast, the more SOAC will stretch itself.
This can avoid under-segmentation of filaments in dim backgrounds or over-segmentation
of filaments in bright backgrounds, as in previous methods that relied on a global intensity
contrast (Li et al., 2009a; Smith et al., 2010; Xu et al., 2011).
2.2.3 Automatic Initialization of Multiple SOACS
Since we employ a large number of SOACs to extract the curvilinear network , manual
initialization is not an option, especially in 3D. We automatically initialize SOACs on the
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centerlines of curvilinear structures by locating intensity “ridge points”. Vessel enhancement
filters such as Hessian analysis (Frangi et al., 1998) and Optimally Oriented Flux (Law and
Chung, 2008) assume the cross-section of a 3D curvilinear structure is circular. Detecting
ridge points based on these filter outputs leads to many false negatives because the cross-
section shapes of biopolymer filament in microscopy images are usually irregular. Here
we detect ridge points by directly scanning the Gaussian smoothed image gradient. The
redundancy induced by noise and irregularity of the filaments is solved by subsequent curve
evolution.
Ridge Point Detection
Here we assume the foreground intensity is higher than background intensity and curvi-
linear structures are not hollow. The ridge point detection algorithm is based on this
observation: In 2D, a point on the centerline of a filament is a local intensity maximum
along at least one axis direction; in 3D, the centerline point is local intensity maxima along
at least two axis directions. Thus a ridge point x can be detected by searching for the
plus-to-minus sign change in the spatial derivatives of image eI(x), obtained after convolv-
ing input image I(x) with a Gaussian kernel of standard deviation   (Chang et al., 2001).
Let @keI(x) = @(G (x)⇤I(x))@xk denote the image derivative along the kth axis direction. x is a
ridge point in that direction if
9m > 0 :
8>>>>>><>>>>>>:
@keI(. . . , xk   bm/2c, . . .) > ⌧
@keI(. . . , xk + dm/2e, . . .) <  ⌧
|@keI(. . . , xk + l, . . .)| < ⌧, 8l 2 ( bm/2c, dm/2e)
(2.8)
where ⌧ > 0 is a threshold to control the significance of the ridge. Here m, l are integers and
m > 0. Along the kth axis direction, this defines the central point on a ridge of m voxels
wide: the first two conditions requires that the intensity slope must change from positive
to negative (to ensure a ridge not a valley) and be significant enough; the third condition
states there should be no slope greater or equal to ⌧ in between, requiring the intensity
across the ridge (or plateau) is relatively uniform. Figure 2.6(a) and the second row of
Figure 2.7 show detected ridge points in a 2D TIRFM image and a 3D confocal microscopy
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(a) (b)
Figure 2.6: Ridge points and initialized SOACs in a 2D TIRFM image (Figure 1.4). (a)
Ridge points in x and y directions are labeled green and blue, respectively; the ones that are
detected as a ridge point in both directions are labeled red. Ridge points in x are candidate
points along y direction, and vice versa. (b) SOACs initialized from ridge points. Green
and blue ones are initialized from vertical and horizontal ridge points, respectively.
image, respectively.
Identifying candidate SOAC points
After locating the ridge points, we need to link them into initial SOACs. To make the
initialization process general, we do not assume or infer their initial orientation but only
link them along axis directions. Thus we pick a subset of the detected ridge points and use
them as “candidate points” for initializing SOACs along a particular axis direction. We
briefly refer to them as “candidates along x”.
In 2D, candidates along x are ridge points in y, and vice versa(Figure 2.6). In 3D, a
candidate along x is a ridge point in both of the other two axis directions, namely, y and
z. Similarly, a candidate along y is a ridge point in both x and z, and a candidate along z
is a ridge point in both x and y. The third row of Figure 2.7 shows examples of identified
candidate points in 3D.
Linking Candidate Points to Initial SOACs
We initialize SOACs separately along each axis direction based on locally connected
candidate points along that direction. To start tracing an initial SOAC along an axis direc-
tion k, we first find an unused candidate point x = (. . . , xk, . . .) that has the smallest kth
coordinate. Then we repeatedly add a new point that has the kth coordinate incremented
by 1, x0 = (. . . , xk + 1, . . .), and is 8-connected (2D) or 26-connected (3D) to x, until no
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Figure 2.7: SOAC initialization on a confocal microscopy image in Figure 1.1(c). Image
intensity is normalized to [0, 1] followed by Gaussian smoothing with   = 1.0. First row:
Input image. Note the first two images share the same view angle while the third one is
di↵erent. Second row: Detected ridge points (⌧ = 0.003). Third row: SOAC candidate
points generated from ridge points. Fourth row: SOACs initialized from candidate points.
Columns from left to right correspond to initialization along x, y, and z axis directions,
respectively. All images are rendered by Maximum Intensity Projection.
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such unused candidate point can be found. Figure 2.6(b) and the fourth row of Figure 2.7
demonstrate the result of tracing initial SOACs along all three axis directions.
After the points on a SOAC are determined, we resample the SOAC with uniform
spacing  . After resampling, if the number of points for a SOAC is less than 5, the SOAC
is not used because the pentadiagonal banded matrix A requires SOACs having at least
5 points. The initial SOACs may be redundant but they will be regulated to generate a
concise and clear representation of the network structure after their subsequent evolution.
2.2.4 Sequential Evolution of Multiple SOACs
Initialized SOACs will evolve until convergence, one after another, in a sequential manner.
We introduce a set of evolution regulation mechanisms to keep a SOAC free of overlap with
others and itself.
A brute-force strategy to detect overlap involves calculating the Euclidean distance from
each point of an evolving SOAC to all converged SOACs: if the distance to a converged
SOAC is smaller than a threshold, an overlap is detected. If this is done after each itera-
tion, it would be too expensive and would dramatically slow the evolution process down.
If, otherwise, we do overlap checking after all the SOACs have converged, then a lot of
computation time would be wasted when SOACs extend onto structures that have already
been extracted.
To detect overlaps e ciently, we adopt a balanced strategy as follows. We divide SOAC
overlaps into two types. The first type are those with an overlapping portion that starts
from a SOAC’s tip point; these are usually introduced by SOAC elongation. The second
type are those with an overlapping portion that does not include any SOAC tip points;
these are usually caused by multiple SOACs’ body drifting toward the same nearest bright
intensity ridge. For the sake of e ciency, our strategy detects and eliminates overlaps of the
first type during each SOAC’s evolution in order to timely avoid redundant iterations for
a SOAC to evolve onto a structure that has already been extracted by another converged
SOAC. Meanwhile, since the first type of overlaps occur only at the evolving SOAC’s tip
points, we essentially check overlap that starts from two tips only. Overlaps of the second
type are more expensive to detect since every point on a SOAC will need to be checked;
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therefore checks for this type of overlap are only done once after a newly converged SOAC
is obtained.
Next we give details on overlap detection of both types. To facilitate discussion, we
denote the current evolving SOAC by rev(s), s 2 [0, Lev], where s is the arc length parameter
for SOAC rev and Lev is the total length of rev. We compare rev against those already-
converged SOACs to check for overlap; let us denote such a converged SOAC by rj(s), s 2
[0, Lj ].
Overlap Checks during Evolution
After each iteration of evolution for rev, following Equation 2.6, the Euclidean distances
from the two tips of rev to rj is computed; if the distances are greater than a threshold
Dmin, no overlap between rev and rj is detected, otherwise, the tip of rev that overlaps
with rj is identified. Without loss of generality, suppose the tip that overlaps with rj is
the head of rev, rev(s)|s=0. Starting from this tip, we proceed to check more inner points
on rev until we reach a point P that has a distance to rj greater than the threshold Dmin,
as shown in Figure 2.8. It is possible that the tail tip of rev is reached and we still have
not found such a point P ; this means that all points of rev overlap with rj , thus rev is
redundant and is deleted. If a point P is found before reaching the tail tip (like the case in
Figure 2.8), we delete the overlapping part on rev, starting from the overlapping tip to the
first non-overlapping point P , and then find the point Q on rj that is the closest to P . We
then make Q the new head tip for rev, thus a “T-junction” is formed at Q.
Once a T-junction is formed, we set the stretching force at that tip for rev to be zero, and
pin down the tip at the junction and preventing rev from stretching further. We also record
the connectivity information of this T-junction for the subsequent network reconfiguration
stage. It is possible that the junction is actually a cross junction where two filaments
intersect. Although not allowing the evolving SOAC to stretch across the junction, it is
expected that if the filament continues across the junction, the remaining part will be
extracted by another SOAC that is initialized on that part of the filament. The topology
will be fixed in the subsequent network reconfiguration stage.
For images containing filament loops, e.g., Figure 1.1(d), a SOAC may self-intersect
during evolution. After each iteration, we check if there are two SOAC points on the
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Figure 2.8: Illustration of checking SOAC collision during evolution. (Left) The head
tip (yellow) of an evolving SOAC rev collides with an already-converged SOAC rj . The
overlapping part on rev is identified, and P is the first point on rev that does not overlap
with rj (having a distance from rj greater than the threshold Dmin). Q is the point on rj
that is the closest to point P . (Right) Deletion of the overlapping part, and making Q the
new head tip for rev. After forming the T-junction, rev(s) will be resampled (not shown).
curve that are su ciently apart along the curve length but are spatially very close, i.e.
krev(l1)   rev(l2)k < Dmin and |l1   l2| >  where  is a threshold typically set to be one
tenth of the curve length Lev. If so, we divide rev into 3 sub-SOACs which correspond to the
parts of rev(s) with s 2 [0, l1), s 2 [l1, l2), s 2 [l2, Lev], respectively. The three sub-SOACs
will re-evolve on their own, and the second sub-SOAC will be a closed contour.
Post-convergence Overlap Check
After convergence of the current SOAC rev, we check whether its body overlaps with
any other already-converged SOACs. This is the second type of overlap, which features
an overlapping part that does not include any tip point of rev, thus would not have been
detected during the SOAC’s evolution. If an overlap is detected in the middle of rev’s body
(i.e. no tips included), rev is dissected into several sub-SOACs; any sub-SOAC that overlaps
with another SOAC will be discarded, and any remaining non-overlapping sub-SOACs will
be treated as new independent SOACs and will evolve again on their own and allowed to
form new T-junctions. As discussed above, this post-convergence body overlap check is
necessary in that the body of a SOAC may drift away from the original intensity ridge that
initialized the SOAC. This happens when the SOAC was initialized on some faint filaments
with weak edges but drifted toward other brighter filaments nearby during its evolution.
Sequential versus Simultaneous Evolution
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Here we add some notes comparing the proposed regulated sequential evolution of mul-
tiple SOACs with simultaneous evolution of multiple SOACs. In Xu et al. (2011), all of
the initialized SOACs were allowed to evolve simultaneously. Although we obtained good
results with simultaneous evolution, we found that it sometimes causes improper merging
among un-converged SOACs and complicates overlap detection. In this work, by separating
di↵erent overlap scenarios and leaving the more time-consuming body overlap check in a
post-convergence step, sequential evolution is a faster and more robust method.
2.2.5 Reconfiguration of Network Topology
The result of sequential evolution is a network of SOACs connected with one another at
“T-junctions” (vertices of order 3) or else have an unconnected end corresponding to a
dangling filament tip, as illustrated in Figure 2.9 and Figure 2.10(b). The T-junctions
would capture actin cytoskeletal networks that consist of branches o↵ of mother filaments,
such as those formed by the Arp2/3 complex (Pollard and Cooper, 2009). Actin networks
may also contain crosses (vertices of order 4) when two filaments are linked by a cross-
linker (Pelletier et al., 2003; Falzone et al., 2012). Actin bundles may also form star-shapes
(vertices of order 5 and higher) (Vignjevic et al., 2003). While we do not account for
vertices of order higher than 3 during evolution, we reconfigure the segmented filaments
as a separate step, by joining nearby T-junctions into a network junction. Meanwhile, the
main filament and branches are reassigned based on the “smoothness constraint”: junctions
in cytoskeletal filament networks typically involve straight fibers crossing one another or
side branches forming o↵ straight filaments.
This reconfiguration process corrects the topology of converged SOAC network. The
network of converged SOACs may not be topologically correct for three reasons. First,
the sequential evolution is designed to form T- or corner-junctions only, without any cross
junctions or even higher-order junctions. Second, because SOACs evolve one after another,
those SOACs that evolve first have a better chance to extend along multiple branches.
When they elongate across intersections of branches, artificial corners may occur. For
example, suppose we have a “T”-shape network composed of a horizontal filament and a
vertical branch. If the first SOAC to evolve is initialized on the lower branch of “T,” it may
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(a) (b)
Figure 2.9: (a) Three intersecting filaments. (b) Converged SOAC network with T-junctions
shown in red. The topology do not correspond to that of the actual filaments.
continue to grow onto one of the horizontal branches and exhibit an non-physical corner
around the junction. Lastly, artificial “sharp turns” can also be introduced by the influence
of strong external force field such as a very bright nearby branch.
To retrieve a topologically correct network, we first use the recorded connectivity infor-
mation of T-junctions to cut converged SOACs at each T-junction into “SOAC segments”
(Figure 2.10(c)). SOAC segments of length less than dg are discarded, where dg is the
threshold. Next we construct an undirected graph G = (V,E), where V is the set of end
points of SOAC segments. For any two vertices, u, v 2 V , we have an edge (u, v) 2 E
if ku   vk2 < dg. Then we do connected components analysis on G to detect clusters of
vertices, where each cluster represents a network junction (Figure 2.10(d)).
Next we define the smoothness between a pair of end points as the angle between the
tangential vectors of SOAC segments at the two end points. For each network junction, we
greedily link up the smoothest pair of end points across it, until all pairs are linked or the
angle between current smoothest pair is less than a threshold ✓. All the SOAC segments
that are linked up become one longer SOAC (Figure 2.10(e)). We finally prune the detected
network junctions by deleting the one that has only one SOAC crossing it. Figure 2.10(f)
shows an example of the reconfigured SOACs and detected network junctions.
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(a) (b) (c)
(d) (e) (f)
Figure 2.10: Network reconfiguration on a 3D synthetic image rendered by Maximum In-
tensity Projection. (a) One part of the 3D image. (b) Converged SOACs. Di↵erent colors
indicate di↵erent SOACs. (c) Dissect converged SOACs into segments (shown in di↵erent
colors) at each T-junction. (d) Cluster nearby T-junctions into a single higher-degree junc-
tion (blue spheres). Note the rightmost junction is not a false positive as there is a branch
perpendicular to this image plane (not shown). (e) New SOACs formed by reconfiguration
and linking of grouped segments. (f) Reconfigured SOACs and detected junctions.
2.3 Validation and Experimental Results
We validate the Multiple SOACs method using various kinds of simulated and experi-
mental images, including 2D TIRFM Images of actin filaments, 3D spinning disk confocal
microscopy images of actin cable meshwork in fission yeast and 3D Optical Coherence To-
mography (OCT) images of artificial blood vessels. The method are implemented in C++
and Insight Toolkit (ITK) 2, Visualization Toolkit (VTK) 3 and Qt 4. The experiments
was carried out on a PC workstation with Intel Xeon 3.00 GHz and 4Gb memory. Please
see the project website http://www.cse.lehigh.edu/~idealab/soax/ for the source code
and build instructions.
2www.itk.org. We use ITK for routine image processing.
3www.vtk.org. We use VTK for visualization and user interaction.
4www.qt-project.org. We use Qt for the user interface.
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2.3.1 Tests on Simulated Images
The goal of testing on simulated images is to quantitatively evaluate the accuracy and
robustness of our method. Here we synthetically generate two types of images, one is
based on the real confocal microscopy images of fission yeast actin meshworks labeled by
GFP-CHD, the other is based on the OCT images of artificial blood vessels.
Generation of Simulated Actin Meshwork Images
We collected 13 confocal microscopy images with their corresponding manual segmen-
tation results, 9 of which are images of actin cable meshworks and the rest contain actin
contractile ring structures. The manual segmentation was obtained by a semi-automatic
tool (Smith et al., 2010). The manual segmentation results also serve as ground truth when
evaluating results on real experimental images. These results, like SOACs, are represented
as open curves consisting of sequences of points.
From the manual segmentation results, we generate 14 images with di↵erent levels of
Gaussian noise for each real experimental image, making a test bed of 13⇥14 = 182 images
(see Figure 2.12 for 4 sample images). To closely simulate the experimental images, we
estimated their mean background intensity µb to be around 230. Let the experimental
image and the simulated image denoted by Ir(x) and Is(x), respectively. Is(x) is computed
as
Is(x) = (W (x) · Ir(x)  µb) ⇤Gpsf (x) +N(x) (2.9)
where W (x) is a window function
W (x) =
8>><>>:
1, if x 2 rgt
0, otherwise
(2.10)
with rgt being the point set of ground truth curves. Gpsf (x) is an anisotropic Point Spread
Function of the imaging system; N(x) is the additive noise.
Here we describe the procedure in detail. Starting with an image with zero back-
ground intensity, we copy the image intensities of ground-truth centerline voxels from the
corresponding experimental image, minus µb. This sets the foreground intensities of the
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simulated image. Next, we apply a Gaussian PSF Gpsf (x) with  psf = (1.5, 1.5, 4.32)T
on this “skeleton image”. The maximum intensity of the resultant image is rescaled back
to the original foreground intensity (maximum intensity of the corresponding experimental
image minus µb) to compensate the di↵usion e↵ect of Gaussian filtering. In the last step,
we add a Gaussian noise N(x) with µb and  b = 2, 4, 6, . . . , 26, 28.
The Signal-to-Noise Ratio (SNR) of simulated images is defined as
SNR =
E(Is(x)||x rgt|<2 psf   µb)
 b
(2.11)
where the numerator is the mean intensity of foreground voxels subtracted by the mean
intensity of the background noise µb. Here we define foreground voxels to be those within
2 psf to the ground truth centerline of filaments.
Generation of Simulated Blood Vessel Images
Similar to the generation of simulated images of actin meshwork, we use segmentation
results on real OCT images as the skeleton of simulated vessels, which are then di↵used by
a Gaussian kernel Gpsf (x) with  psf = (3.0, 3.0, 3.0)T . The intensity is then rescaled back
to [0, 255]. Finally, the resultant image is corrupted by a multiplicative speckle noise. The
8-bit simulated image Is(x) is computed as
Is(x) = ((aW (x) · Ir(x) + b) ⇤Gpsf (x)) · Y (2.12)
where W (x) is the window function in 2.10; Ir(x) and rgt are the real OCT image and its
segmentation result, respectively. The scale and shift factor a and b is used for scaling up
the intensity and generating a constant background. Y ⇠  ( 1
 2 
, 2 ) is a random variable of
Gamma distribution. We set a = 10, b = {0, 1, . . . , 9},   = 0.5, 1. This combination gives
20 simulated images of di↵erent degradation quantified by the Peak Signal-to-Noise Ratio
(PSNR) between Is and the clean image.
Tests for Extraction Accuracy
We measure the mean and maximum disparity between the SOAC point sets of results
Rc and that of ground truth Rgt. The mean distance measure dV , referred as “vertex error”,
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(a) (b)
Figure 2.11: Statistics of vertex error (a) and Hausdor↵ distance (b) versus image Signal-
to-Noise-Ratio (SNR) for experiments on 182 simulated images.
is the average distance between points of the result and the closest point of the ground truth,
dV (Rc, Rgt) =
1
2|Rc|
X
xc2Rc
min
xgt2Rgt
kxc   xgtk+ 1
2|Rgt|
X
xgt2Rgt
min
xc2Rc
kxgt   xck (2.13)
similar to the “error per face” in (Narayanaswamy et al., 2010). The max distance measure
dH is the Hausdor↵ distance between Rc and Rgt,
dH(Rc, Rgt) = max{max
xc2Rc
min
xgt2Rgt
kxc   xgtk, max
xgt2Rgt
min
xc2Rc
kxgt   xck} (2.14)
where xc and xgt are SOAC point in the set of Rc and Rgt, respectively.
We compute the mean and standard deviation of dV and dH and plot them against
simulated image SNR. Figure 2.11 shows the plots (a) vertex error dV vs. SNR, and (b)
Hausdor↵ distance dH vs. SNR. One can see that our algorithm performs well even on very
noisy images; the vertex error is around one voxel when the SNR is greater than 4. The
Hausdor↵ distances between our result and ground truth are around 10 voxels when the
SNR is greater than 5. The increase in false positives and false negatives becomes an issue
when SNR is less than 4. The estimated SNR values for real experimental images we used
range from 4.85 to 6.52, with a mean of 5.72. Some sample segmentation results from our
program are displayed visually in Figure 2.12. The experimental parameter settings are
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Figure 2.12: Samples of clean image, noisy image and resultant SOACs extracted from
noisy image overlaid with ground truth SOACs. Left column: 4 clean synthetic images with
various foreground intensities copied from corresponding real confocal microscopy images.
Middle column: 4 generated noisy images corrupted by additive Gaussian noise ( b = 12).
Right column: resultant SOACs extracted from noisy images using our program (translucent
purple) overlaid with ground truth (light yellow). Junctions are shown by green spheres.
Images are rendered by Maximum Intensity Projection; red lines show boundary of the
image volume.
listed in Table 2.1.
For simulated images of blood vessels, the dV -PSNR and dH -PSNR curves for these
20 images are plotted in Figure 2.13, which shows the segmentation error (in terms of
vertex error and Hausdor↵ distances) is very low on simulated images with PSNR greater
than 25dB. An example segmentation result for one of the simulated images is shown in
Figure 2.14. Comparing the three results in Fig. 2.15 shows that the number of false
positives drastically decreases as PSNR increases.
Tests for Rotational Sensitivity
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  ↵   kimg kstr   ⌧ Dmin ✓ Rnear Rfar
2 0.01 0.1 1 0.5 1 0.005 2.0 2⇡/3 3 5
Table 2.1: Parameters for SOAC initialization and evolution used in experiments on syn-
thetic images. The intensities of all images are scaled to be in the range [0, 1].
Figure 2.13: dV -PSNR and dH -PSNR curve. The error is in fraction of the length of the
diagonal of the image volume.
Figure 2.14: Three orthogonal views of a simulated image (upper row) and its segmentation
result shown in same view (lower row). Note SOACs (Magenta) are shown with the detected
junction points (Green).
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Figure 2.15: Comparison of results on images with di↵erent PSNR values. First column:
PSNR = 26.6dB (image same as in Fig. 2.14). Second column: PSNR = 16.5dB. Third
column: PSNR = 12.3dB. Note the di↵erent number of false positives introduced.
We also tested how sensitive our method is to the rotation. We took the set of 182
simulated images of actin meshworks and rotated them by 45 degrees around the z-axis.
We run the algorithm on the rotated images and compared the results against the rotated
centerlines extracted from the un-rotated images. We measured the di↵erence between
the two results using vertex error and Hausdor↵ Distance. As shown in Figure 2.16, the
disparity measured by vertex error between results on rotated simulated images and rotated
results on original simulated images is about 0.5 voxels when the SNR is greater than 5, and
Hausdor↵ distance is below 10 voxels. Rotational sensitivity increases when the SNR is less
than 5. When the SNR drops even further, we can see both measurements first drastically
increase and then decrease. The decrease is because both results have a large number of
close false positives when the SNR gets very low.
2.3.2 Tests on 2D TIRMF Images of Actin Filaments
We use TIRFM image sequences from (Fujiwara et al., 2007) for 2D validation. In the ex-
periment, polymerization of muscle Mg-ADP-actin is monitored in the presence of inorganic
phosphate (Pi) and actin monomers. The pixel size is 0.17 µm. To evaluate our method,
we use the last frames of the sequences where the filaments are more crowded and have
more intersections than previous frames (Figure 1.4). Note that its non-uniform illumina-
tion makes a global magnitude of stretching force inconsistent across the image (Xu et al.,
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(a) (b)
Figure 2.16: Disparities between results on rotated simulated images and rotated results on
original simulated images versus SNR. (a) Vertex error (b) Hausdor↵ distance.
2011).
We select 55 filaments from one of the last frames of TIRFM sequences to measure the
segmentation error of our method. For each filament, a SOAC generated by (Smith et al.,
2010) and subsequently modified by a human expert serves as the ground truth. The body
distance db between our computed SOAC rc and the corresponding ground truth curve rgt
is defined as
db(rc, rgt) = max
xc2rc
min
xgt2rgt
kxc   xgtk2 (2.15)
where xc and xgt are SOAC point of rc and rgt, respectively. Since the tip location is also
important, we compute the L2 distance between two end points of our computed SOACs and
those of ground truth SOACs. Figure 2.17(a) shows the extraction results of our method,
compared with the ground truth (Figure 2.17(b)). Table 2.2 shows the extraction error
statistics.
Mean Maximum Standard Deviation
Body 2.7312 8.3775 2.0266
Tip1 2.3645 11.2704 2.2668
Tip2 2.1377 8.3775 1.7210
Table 2.2: Body and tip extraction error statistics of 55 filaments. (Unit: pixel)
We also tested our method using a 2D radial projection of a 3D confocal microscopy
image of actin in a dividing fission yeast labeled by GFP-CHD (Vavylonis et al., 2008).
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(a) (b)
Figure 2.17: (a) Extraction result on a 2D TIRFM image of actin filaments growing on a
glass slide. The original image is shown in Figure 1.4. (b) Ground truth curves.
Radial projections are obtained from stacks of images of cells expressing GFP-CHD by
radially projecting image data onto a 2D strip which corresponds to the membrane unfolded
longitudinally from the middle of the cell. These images of cdc25-22 fission yeast cells
reveal an intricate dynamic actin meshwork establishing connections among myosin nodes.
Extraction result is shown in Figure 2.18.
(a) (b)
Figure 2.18: Centerline extraction on a 2D radial projection of a 3D confocal microscopy
image. (a) 2D radial projection image; (b) Extraction result with color-coded curves showing
the reconfigured network topology.
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  ↵   kimg kstr   ⌧ Dmin ✓ Rnear Rfar
2 0.01 0.4 1 0.7 0.5 0.01 1.0 2⇡/3 3 5
Table 2.3: Parameters for SOAC initialization and evolution used in experiments on real
experimental images. The intensities of all images are scaled to be in the range [0, 1].
Image No. FP FN # SOACs %(FP+FN)
1 6 4 41 24.4
2 4 2 34 17.6
3 2 4 22 27.3
4 1 2 26 11.5
Table 2.4: Number of false negatives (FN) and false positives (FP) counted by inspecting
the results (right column in Figure 2.19) against the image (left column in Figure 2.19).
The total number of resultant SOACs for each image is shown in the fourth column (#
SOACs). The percentage of (FP+FN) is shown in the last column.
2.3.3 Tests on Spinning Disk Confocal Microscopic Images
We also tested our method on real experimental images of fission yeast cells expressing fluo-
rescent protein GFP-CHD that attaches to the sides of actin filaments 5. These cell images
acquired by spinning disk confocal microscopy show actin cables in non-dividing cells (Fig-
ure 1.1(c)), actin contractile rings and medial actin cables in dividing cells (Figure 1.1(d)).
The voxel spacing is 0.0694µm in the x and y directions and 0.2µm in the z direction. The
images were first interpolated using the sinc function with Lanczos window to make the
voxel spacing equal to 0.0694µm in all directions.
Figure 2.19 shows results on extracting 3D networks of actin cables. The parameter
settings for our algorithm in these tests are shown in Table 2.3. Since it is still an open
question how to get reliable ground truth for these types of real experimental images, we first
evaluate our results qualitatively by visually inspecting the results against the image and
counting the number of false negatives and false positives, for four di↵erent experimental
images (left column of Figure 2.19). If a filament in an image is not extracted by any SOAC,
then it counts as a false negative; if a SOAC does not appear to extract any filament, then
it counts as a false positive. The number and the percentage of false positives and false
negatives against the total number of SOACs are shown in Table 2.4.
5The images were provided by I-Ju Lee and Jian-Qiu Wu at the Ohio State University.
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Figure 2.19: Results on confocal microscopy images of actin cables in yeast cells labeled by
GFP-CHD and treated with CK-666 (Nolen et al., 2009). Left column: Four experimen-
tal images rendered by Maximum Intensity Projection along z direction. Middle column:
Manual segmentation with the semi-automatic tool in (Smith et al., 2010). Right column:
Results using our proposed method with junctions shown by green spheres.
To get quantitative evaluation on the accuracy of our result, we also compare the auto-
mated segmentation results with manual segmentation using the same disparity measures
as for the simulated images. We used the semi-automatic tool in (Smith et al., 2010) and
asked an expert to use the tool to manually delineate actin cables that he can identify. Note
that the manual segmentation is often incomplete, missing some cables that are near cell
boundary or have faint intensity. In comparison, our algorithm was able to extract some ca-
bles that are present in the image but are missed by manual segmentation. For quantitative
comparison, we selected all SOACs that have a corresponding manually segmented curve
for the same filament, and calculated the vertex error and Hausdor↵ Distance between the
automatic SOACs and the manual curve counterparts (Table 2.5).
Figure 2.20 shows the result on an image of dividing yeast cells that assemble a con-
tractile actin ring. Owing to the mechanism for self-intersection detection (described in
“Overlap Checks during Evolution” step, Section 2.2.4), a closed-form SOAC (highlighted
in Figure 2.20(b)) is formed to capture the ring structure in the center of the cell. In other
scenarios, a closed-form SOAC could also form through reconfiguration, where re-linked
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Image No. Vertex Error Hausdor↵ Distance
1 2.607 29.240
2 2.193 18.170
3 2.019 18.147
4 2.501 19.053
Table 2.5: Vertex Error and Hausdor↵ Distance between automated segmentation results
and manual segmentation results on 4 di↵erent experimental images.
SOAC segments form a loopy SOAC.
(a) (b)
Figure 2.20: Result on confocal microscopy images of dividing fission yeast cells that as-
semble a contractile actin ring. (a) Image rendered by Maximum Intensity Projection. (b)
Extraction result using our method; the closed-form SOAC capturing the ring is highlighted.
We also tested our algorithm on a 3D network of actin filaments cross-linked by ↵-
actinin (Figure 2.21). Visual comparison between our results and the images shows that
our method extracts the geometry and topology of these curvilinear networks accurately in
the presence of foreground and background intensity variations.
In terms of e ciency, our 3D network structure extraction method is much more e cient
than the single-SOAC, semi-automatic tool in (Smith et al., 2010). Using the single-SOAC
method, it typically took 20⇠30 minutes for a human to segment the cytoskeletal network
from a 3D image like the ones shown in Figure 2.19. By our method, the time is reduced by
more than 10 fold, since our algorithm completes a segmentation in 2 minutes. Furthermore,
our method also outputs information about the topology of the extracted network.
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(a) (b)
Figure 2.21: Extraction result on 3D network of actin filaments cross-linked by ↵-actinin.
2.3.4 Tests on 3D Optical Coherence Tomography Images
In addition to fluorescence microscopy images, we also tested our algorithm on images
acquired using a custom spectral-domain Optical Coherence Tomography (OCT) system.
The system was developed using a super-continuum light source, which enabled 1.5µm axial
resolution in tissue. A 175-degree conical lens (Leitgeb et al., 2006; Bolmont et al., 2012) was
used in combination with a 10⇥ objective to provide an extended depth-of-field of 200µm
and a traverse resolution of 2.3µm. Data acquisition was performed at 20,000 A-scans/s
with over 100 dB sensitivity. 3D OCT images were acquired on the artificial blood vessel
device (Nguyen et al., 2013) with voxel size 1.0 ⇥ 1.0 ⇥ 1.0µm. Because we do not have
ground truth, we perform qualitative evaluation for results on these experimental images.
The goal is to accurately delineate the morphology of the vascular network and identify
vessel junction points. Figure 2.22 shows one result of applying our method. The output
includes multiple SOACs, each representing an individual vessel in the vascular network.
The length of each SOAC is used to estimate the length of the vessel. For each SOAC,
we have densely sampled points on the curve as well as image intensity along the curve.
From these we can compute distributions of orientation, curvature, and intensity along the
vessels. Besides the geometry and intensity information, we also have the junction locations
identified (green spheres) and the connectivity information among vessels.
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2.4 Summary and Discussion
In this chapter, we have proposed a semi-automated method to extract the skeleton of
biopolymer networks in 2D/3D confocal microscopy images and vessel networks in 3D OCT
images. The method is also generally applicable to other types of curvilinear networks
with low image SNR. Validation on simulated images shows the robustness of the proposed
method; experiments on real experimental images show the potential of our method in
extracting the geometry and topology of curvilinear networks accurately and e ciently.
In the proposed method, we exploit the linear nature of SOACs and use many of them to
extract the whole network. By detecting and reconfiguring network junctions, our method
not only corrects nonphysical sharp corners in SOACs but also obtains topology informa-
tion about the extracted network including the connectivity pattern among filaments, the
position and degree of junctions, and other measurements that can be computed from these.
Here we addressed the complex issues that arise in 3D and proposed mechanisms that
make the approach robust to heavy image noise, non-uniform foreground and background
intensity, and anisotropic sampling as are typical in many 3D experimental images. We
introduce new methods for local background intensity estimation and for sequential SOAC
evolution and reconfiguration, and also present our validation results from an extensive set
of experiments on images of actin meshworks and blood vessels.
Compared to other methods that use open parametric active contours for tracing fila-
mentous structures such as microtubules in cellular electron tomography (Nurgaliev et al.,
2010) and neurons in confocal microscopy images (Wang et al., 2011), the novel aspects in
our work include a N-dimensional automatic initialization scheme, a principled way to exert
adaptive stretching forces at a SOAC’s tips, regularization mechanisms to resolve SOAC
collision and overlap issues, and also the greedy algorithm for reconfiguration of a SOAC
network which re-groups SOAC segments at detected network junctions according to physi-
cal constraints. Thus, our method is applicable to extraction of general curvilinear network
structures with complex topology whereas previous methods were often tested on filamen-
tous structures that are mostly parallel to each other or form simple tree-like topology (e.g.
microtubules and neurons).
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The computational e ciency of our algorithm depends on the quantity of initialized
SOACs. On a PC workstation with 3.00GHz CPU and 4Gb RAM, the program completes
the extraction of a 3D cytoskeletal network from a simulated image of size 200 ⇥ 60 ⇥ 60
voxels in 20 seconds; it takes longer (usually less than 90 seconds) to segment a real confocal
microscopy image of similar size, since more SOACs are initialized on noisy experimental
images. We expect that run time will decrease significantly with a parallel implementation.
In our proposed method, SOACs are always initialized on the intensity ridges. The
key parameter to this initialization scheme is ⌧ , which controls the number of initialized
SOACs. Initialization fails only due to inappropriate ⌧ , which may cause initialization
in the background (⌧ is too small) or no initialization on a foreground filament (⌧ is too
large). In the first case, the SOACs initialized in the background will shrink then be deleted
because the stretching force is near zero in the uniform background area. Failing to extract
a filament is rare in our experiments, since as long as one section of a filament receives a
SOAC initialization, the SOAC can elongate to extract the whole filament.
Several mechanisms in our framework that facilitate a concise network representation
help reduce segmentation time. First, detection of collision and redundancy prevents a
SOAC from elongating to a region already covered by other SOACs. Second, by di↵eren-
tiating two types of overlap, we keep the overhead of regulation low: we need only check
overlap from end points after each iteration of evolution and postpone the more expensive
body overlap check to after convergence. Third, we can also sort the initial SOACs based
on their length and let those longer ones evolve first to reduce the total evolution time.
Parameter tuning is often needed when di↵erent types of experimental images need to be
analyzed. The most critical two parameters are ⌧ (Equation 2.8) and kstr (Equation 2.2).
⌧ influences the quantity of initialized SOACs and is chosen empirically. In a rescaled
image with intensity values in [0, 1], depending on the contrast between background and
foreground filaments, the appropriate value of ⌧ can range from 10 4 to 0.1. If ⌧ is large,
fewer image points will be considered as a ridge point thus fewer SOACs will be initialized.
In our experiments, we have a set of ⌧s that work well for the experimental images. For
instance, ⌧ 2 [0.005, 0.015] for the actin network images we tested on. Given a new type
of experimental image, one can adjust this parameter in a semi-automatic fashion. kstr
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acts as an additional global parameter that controls the final magnitude of stretching force.
One can use a larger kstr if the image is under-segmented and a smaller value if SOACs are
over-elongated.
As discussed in Section 2.2.2, the radius range [Rnear, Rfar) specifies the range where
local background intensities are sampled. They are empirically chosen based on the size and
density of filaments which depend on the type of image and the point spread function (PSF)
of the imaging process. Specifically, the targeted filaments in our experimental images of
actin cables have radii  3 voxels, so we set Rnear = 3 to set apart the foreground and
background region. Rfar is influenced by the density of the curvilinear structures in the
image. We do not want nearby foreground voxels to be included for background intensity
estimation, so a small value is preferred for Rfar when the curvilinear network is dense.
Keeping Rfar not too large makes the intensity estimation local. For the type of actin
cable images used, we set Rfar = 5 voxels, since the distance between filaments are usually
greater than this value when they are not crossing each other. When they do cross, a
small magnitude of stretching force is usually generated because areas near the junction
are mostly occupied by foreground filaments. This makes the SOAC stop elongating at
junctions but this works fine as the sequential evolution step of our algorithm discourages
a SOAC to go across junctions in the first place. Similarly for the OCT images of blood
vessels, Rnear and Rfar needs to be set according to the vessel scale and density.
The viscosity coe cient  , controlling the step size, is set to 2 for the rescaled image
where the intensity ranges from 0 to 1, in all the experiments.   is inversely proportional
to the step size: the larger   is, the smaller step size will be. For typical images that
have su ciently high SNR to allow visual recognition of filamentous structures, we found
any     2 can converge without any stability issue if we re-initialize the model after each
iteration. Since larger step size can give quicker convergence, we favor smaller   here.
However, we found   < 2 which gives larger step size, could cause oscillation around the
solution. Therefore, we set   = 2 for all the experiments and resample the contour after
each iteration of evolution to maintain a uniform spacing, so that the overlap check during
evolution is accurate.
Our proposed method is semi-automatic in the sense that parameter tuning is often
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needed for di↵erent types of experimental images. Manual testing in search of appropriate
set of parameters is often needed for each type of images. However, the set of parameters
can be fixed for a certain type of experimental images which share the same image charac-
teristics. One only needs to tune parameters for one example of a new type of images, and
then can utilize these same parameters for batch segmentation of all such images without
any human intervention. In Chapter 3 we will introduce a systematic way of optimizing the
two most critical parameters (⌧ and kstr) for a given type of experimental image.
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(a)
(b)
(c)
Figure 2.22: Example segmentation results on an experimental OCT image. Image size is
480⇥300⇥600. (a) an OCT image of artificial vascular network; (b) Resultant SOACs and
junction points (green spheres); (c) a zoomed-in view of a portion of the extracted network
(the area enclosed by the white square in (b)). Estimated vessel lengths (Unit: µm) are
displayed as text labels.
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Chapter 3
Quantification of 3D biopolymer
networks using the SOAX Software
3.1 Introduction
As mentioned in Chapter 1, automated quantitative study of the massive microscopy image
data of biopolymer networks can lend insights into their structural, dynamic, and mechanical
properties as well as the mechanisms of their formation. We have proposed a network
extraction algorithm in Chapter 2, however, user-friendly, flexible, and transparent software
tools to reliably quantify the geometry and topology of these (often dense) networks and
localize network junctions in 3D are scarce.
Here we implement the multiple SOACs method in a software called “SOAX” and apply
it to di↵erent types of biopolymer networks. While the proposed method is robust against
noise, its parameters need to be adjusted depending on the type of biopolymer and the image
SNR. Parameters for actin filaments were chosen empirically in Chapter 2. In this chapter
we provide a new method to evaluate the accuracy of the network extraction results and
find a small set of candidate optimal solutions for the user to choose from, without relying
on any ground truth. The selected optimal extraction result can be subsequently used for
quantitative analysis of biopolymer filaments, such as spatial distribution, orientation and
curvature. The selected parameters can be reused to segment other images drawn from
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the same dataset. We demonstrate SOAXs potential to help provide quantitative results to
answer key questions in cell biology and biophysics from a quantitative viewpoint.
SOAX provides 3D volume rendering and slicing planes for exploring image data and
visually checking the result against the image. A local visualization function reduces clutter
when viewing results in 3D. It also supports viewing the color-coded orientation di↵erence
of resultant SOACs. Since cell images may contain structures other than networks, we
implemented manual editing functionalities to allow users to improve the automated results.
Users can cut, extend and modify the body of each SOAC and delete junctions. For more
details on these operations, please see the SOAX User Manual (Appendix A).
3.2 Choice of Optimal Parameters
Our multiple SOACs network extraction method described in Chapter 2 includes several
parameters such as the active contour bending and stretching sti↵ness, distance threshold
for clustering T-junctions into network junctions, distance threshold for determining SOAC
overlap, and size of region for local background intensity estimation. While these parameters
can be estimated for a set of images (using known values of filament persistence length, pixel
size and density of the network being imaged), network extraction depends crucially on the
SNR of the image and the appropriate choice of two parameters mentioned in Section 2.4:
ridge threshold ⌧ and stretch factor kstr. Large values of the ridge threshold ⌧ will result
in SOAC initialization only at very bright filaments, while low values may initialize SOACs
on background noise. Too large a stretch factor kstr will elongate SOACs beyond the tips
of filaments, while too small values may cause a SOAC to prematurely stop extending due
to intensity fluctuations along the filament and the local background.
As shown in Section 2.3, the performance of the method decreases as the image SNR
drops. The reason is partly due to the fact that the values of ⌧ and kstr are fixed for
all testing images with di↵erent SNR. Indeed, ass we apply SOAX to di↵erent types of
experimental images, ⌧ and kstr often need to be adapted to obtain a good extraction.
For example, if the value of ⌧ and kstr were adaptive to the relatively lower image PSNR
in the third column of Figure 2.15, the result would be much better. So reliable network
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extraction requires a procedure to estimate appropriate values for ⌧ and kstr for images of
varying SNR.
Existing methods for segmentation evaluation usually rely on the availability of ground
truth (Unnikrishnan et al., 2007; Mayerich et al., 2012) or a predicted one generated by
supervised learning (Kohlberger et al., 2012), which in turn relies on ground truth data.
Most of the unsupervised evaluation approaches in the literature are based on metrics
defined on image regions, thus are not directly applicable to the evaluation of contours
(Zhang et al., 2008). Here we developed an evaluation method based on an optimization
function to help the user select the best extraction result from a set of candidates.
3.2.1 F-function
We start by generating synthetic network images with simulated noise as in Section 2.3
(Figure 3.2(a)) and applied SOAX for varying ridge threshold and stretch factor. Knowing
the ground truth allows us to evaluate the accuracy of each extraction result using previously
defined vertex error (Equation 2.13) and Hausdor↵ distance (Equation 2.14). The dark blue
regions in Figure 3.1(a) and (b) show the range for good values of ⌧ and kstr.
Evaluating optimal parameters based on the Hausdor↵ distance or vertex error relies
on knowledge of ground truth, which is not available for real experimental images. Thus,
we searched for a distance measure that mimics the heat maps in Figure 3.1(a-b) but does
not require ground truth. We propose a new measure we call “F-function” that evaluates
an extraction result using only the image and the result. When we have a set of SOACs
obtained from di↵erent combinations of ⌧ and kstr we can select the best result from a set
of candidates generated by this criterion.
Given a result consisting of N SOACs, the F-function is a function of ⌧ , kstr and two
meta-parameters t and c. The first term in the F-function measures total length of SOACs
(Ltotal). The second term is proportional to the length of SOAC segments in regions of the
image with local SNR below a threshold t (L<t), and c > 1 is the factor controlling how
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(a) (b)
(c) (d)
Figure 3.1: F-function optimizes the selection of ridge threshold ⌧ and stretch factor kstr.
(a-b) Vertex error and Hausdor↵ distance computed between ground truth and results
extracted using various values of ⌧ and kstr on the image in Figure 3.2. (c) The proposed
F-function (log-scale) computed using t = 2.6, c = 2.2. The optimal parameters are ⌧ =
0.066, kstr = 0.35 acquired by minimizing the F-function. The optimal result has vertex
error 0.46 pixels ( 4.51 in the legend) and Hausdor↵ distance 4.04 pixels (0.58 in the
legend). (d) A 3D view of the F-function. The arrow indicates the optimal. All plots are
in log-scale f(x) = ln(x   xmin + ✏), where x and xmin are the value and the minimum,
respectively; ✏ is a constant o↵set.
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(a) (b)
(c)
Figure 3.2: Parameter optimization using the F-function. (a) Synthetic test image with SNR
= 3.7. (b) Optimal extraction result obtained by minimizing the F-function in Figure 3.1(c).
overlaid with original image in (a). (c) Optimal extraction result (magenta) overlaid with
ground truth (translucent yellow).
much low-SNR SOACs are penalized.
F (⌧, kstr, t, c) =  Ltotal + cL<t
=  
NX
i=1
Li + c
NX
i=1
Z Li
0
[1 H(fsnr(ri(s))  t)] ds
=
NX
i=1
{(c  1)Li   c
Z Li
0
H(fsnr(ri(s))  t) ds} (3.1)
Here Li is the length of the ith SOAC, H(·) is the Heaviside step function and fsnr(·) is a
function that computes the local image SNR at a SOAC point,
fsnr(r(s)) =
I(r(s))  µlb
 lb
(3.2)
where I(r(s)) is the interpolated image intensity at SOAC point r(s). Here µlb and  lb are
the mean and standard deviation of local background intensities, respectively, which are
computed using samples drawn from perpendicular concentric circles of radii of [Rnear, Rfar)
around r(s) (Figure 3.3). This method of calculating the local SNR is similar to the
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computation of local image contrast for the adaptive stretching force (Equation 2.7).
Figure 3.3: Illustration of local SNR computation on a SOAC point. The red points are
local background samples, all located on the perpendicular plane to the tangent at the
current SOAC point (r(0) here) and delimited by radii Rnear and Rfar. Rnear can be set
to the PSF width (in pixels) and Rfar to 2Rnear. The angle step size is ⇡/4.
Minimizing the F-function favors extraction results that are as complete as possible
(large Ltotal) but penalizes the portions with low local SNR. When t and c are chosen
properly, the F-function can have a similar dependence on ⌧ and kstr as the Hausdor↵
distance and vertex error and similar optimal and region representing good extraction results
as the other two metrics (Figure 3.1(c)). The optimal extraction result selected from the
optimal parameters in Figure 3.1(c-d) corresponds to the image very well (Figure 3.2(b))
and is very close to the ground truth, with a Hausdor↵ distance of 4.04 pixels and vertex
error 0.46 pixels (Figure 3.2(c)).
3.2.2 Dependence of Optimal Results on F-function Parameters t, c
For a given pair of t, c, (⌧⇤, k⇤str) are those that minimize the F-function, i.e.
{⌧⇤, k⇤str} = argmin
⌧2T ,kstr2K
F (⌧, kstr, t, c) (3.3)
where T and K are the sets of pre-selected values of ⌧ and kstr, respectively. Thus the
meta-parameters t and c determine the shape of F-function and the optimal parameters
(⌧⇤, k⇤str).
Here we find the proper range of t and c through synthetic experiments. Specifically, we
use synthetic images to explore how the optimal (⌧⇤, k⇤str) depend on the choice of t and c.
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We constructed 8 synthetic images with various amount of Gaussian noise (Figure 3.4) and
we use these images for network extraction using various combination of ⌧ and kstr. The
synthetic images are constructed similarly to Section 2.3. We first assign the foreground
intensity 20 to the centerline pixels specified by ground truth SOACs and then convolve it
with an anisotropic Gaussian 3D kernel with  psf = {1.73, 1.73, 5.0} pixels, which simulates
the point spread function. The foreground intensity is scaled back to 20 afterwards to
generate a clean synthetic image. Finally, we add Gaussian noise with mean µn = 200 and
standard deviation  n = {0, 1, 2, . . . , 7}.
Figure 3.4: Four examples of the eight synthetic images with di↵erent standard deviation  n
of Gaussian noise. Images are constructed using known ground truth SOACs and convolved
by an anisotropic Gaussian function to simulate the Point Spread Function (PSF). Here
we list the range of local SNR on these ground truth points. (a)  n = 1; local SNR is
0.93  fsnr  29.63 with a mean of 7.1. (b)  n = 2; local SNR is 0.03  fsnr  17.53 with
a mean of 4.9. (c)  n = 3; local SNR is 0  fsnr  11.01 with a mean of 3.6. (d)  n = 6;
local SNR is 0  fsnr  7.38 with a mean of 2.0.
Next we extract networks from these images using T = {0.002n|1  n  50, n 2 N}
and K = {0.05n|1  n  20, n 2 N}S{1 + 0.1n|1  n  20, n 2 N} to generate results
corresponding to 2000 combinations of ⌧ and kstr. We then vary t and c both in the range
{0.1n|10  n  100, n 2 N}. For each pair of (t, c), an optimal extraction is found by
minimizing the corresponding F-function and compared with the known ground truth using
Hausdor↵ distance (Figure 3.5) and vertex error (Figure 3.6).
Figures 3.5 and 3.6 show that (1) t and c are inversely related when good extractions are
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Figure 3.5: Log-scale Hausdor↵ distance of optimal extraction results compared to ground
truth. Each panel corresponds to the image in Figure 3.4. Each optimal result minimizes
the F-function defined by the corresponding t and c values. We use the same set of 2000
combinations of ⌧ and kstr for each synthetic image. Note that the range of good combina-
tion of (t, c) (dark blue color indicating low Hausdor↵ distance) shrinks as the image noise
increases. Because of the anisotropic PSF, we set Rnear = 6 to be roughly the PSF width
along the z-axis and Rfar = 2Rnear = 12. All plots are in log-scale f(x) = ln(x xmin+ ✏),
where x and xmin are the value and the minimum, respectively; ✏ is a constant o↵set.
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Figure 3.6: Same as Figure 3.5 but for vertex error of optimal extraction results versus t and
c. Note that the range of good combination of (t, c) (dark blue color indicating low vertex
error) shrinks as the image noise increases. All plots are in log-scale f(x) = ln(x xmin+✏),
where x and xmin are the value and the minimum, respectively; ✏ is a constant o↵set.
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achieved; (2) the number of (t, c) pairs that lead to good extraction decreases as the image
SNR decreases, which means the optimal extraction is more sensitive to their choice when
the image SNR is low. However we notice that a small range of t and c will include good
extraction results. From the average Hausdor↵ distance and Vertex error across di↵erent
levels of image noise (Figure 3.7), we can see it is adequate to choose {(t, c)|1 < t < 3, 1 <
c < 3, 3 < t+ c < 5} regardless of the input image SNR.
Figure 3.7: Log-scale Hausdor↵ distance and Vertex error against (t, c) averaged across 7
di↵erent image noise levels. The Hausdor↵ distance and vertex error are computed against
known ground truth. The trapezoidal region enclosed by dashed red lines shows the small
but e↵ective sampling region we use to generate candidate optimal results.
Based on the above results, we designed the following procedure to help users find
optimal parameter values. A script provided in SOAX can be used to generate multiple
extraction results by varying ⌧ , kstr or other parameters. From this large set of results, a
narrower set is selected by finding the optimal parameters using the F-function with a few
t and c sampled within the above pre-defined small range. We have found that allowing
the user to pick from this small set of candidate results works well with di↵erent types of
experimental images that have varying SNR and di↵erent features. While some results in
the set are not good, especially for very noisy images, the user can usually find a set that
is good. Once a parameter set is found, the same parameter can be applied for additional
images taken under the same conditions, or for a larger part of the image.
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3.2.3 Discussion and Summary
Evaluation methods based on the ROC curve and F-measure used in pattern recognition
and information retrieval can measure the fraction of network centerlines extracted that
are relevant (precision) and the fraction of relevant network centerlines that are extracted
(recall). However, they were found to be inappropriate since the true negatives, pixels that
are not network centerlines, in the image background dominate these scores. The proposed
F-function solves this di culty by focusing on the extracted centerlines, only considering
true and false positives.
The F-function evaluates a result based on the SNR of the local neighborhood of a SOAC.
The portion of resultant SOACs that lie in regions with local SNR below t are considered
uncertain thus penalized from the total length of SOACs in proportion to parameter c.
Unlike the Hausdor↵ distance and vertex error, the F-function does not require ground
truth to evaluate the optimal ⌧ and kstr, therefore it can also be used for selecting optimal
parameters in experimental images that do not have ground truth. However, the soundness
of optimal parameters suggested by the F-function depends on the meta-parameters t and
c. Through analysis of synthetic images of varying SNR, we find that valid t and c can be
restricted to a fixed small range regardless of the input image SNR. Thus, we vary t, c in a
small range to generate a set of “optimal candidates” for the user to choose from.
For images with local SNR greater than 5, the largest values of t, c in that range work
well, but user input is typically required for smaller SNR since (i) the optimal extraction is
more sensitive to the choice of t, c and (ii) while SOAX allows measuring the local SNR by
clicking on initialized or converged SOACs, evaluation of the local SNR can vary depending
on the local microenvironment and PSF width. The extraction procedure implemented in
SOAX is to (i) obtain a set of di↵erent extraction results by varying ⌧ and kstr, and (ii)
manually select a good one from a smaller set of candidate optimal extraction results, which
are generated by minimizing the F-function with varying values of t and c within a small
range.
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3.3 Quantitative Analysis of 3D Biopolymer Networks
3.3.1 Distribution of Actin Filaments in Emulsion Droplets
To demonstrate the use of SOAX in the quantitative analysis of biopolymer organization in
vitro, we polymerized fluorescently-labeled actin in emulsion droplets in the presence of the
cross-linking protein fascin (Figure 3.8(a)). Actin filament bundles as well as microtubules
can reach lengths of order 10 µm, comparable to the size of plant, animal and yeast cells,
implying interactions with confining surfaces and organelles. Experiments such as those in
Figure 3.8(a) can provide a systematic understanding of how a confining geometry restricts
long cytoskeletal filaments and directs their orientation (Alvarado et al., 2014). Several
theories predict the distribution of semiflexible polymers in confined spaces, their density-
dependent nematic ordering and alignment along the confining surface (Fosˇnaricˇ et al.,
2013; Ostermeir et al., 2010). However, analysis of experiments to quantify distributions
of filament orientation, curvature and density is limited by lack of image analysis tools.
Figure 3.8 shows how SOAX can be used to overcome these limitations.
We first extract the actin cables using 427 combinations of ridge threshold ⌧ and stretch
factor kstr and manually select a good extraction result from a set of 19 optimal candidates
by minimizing F-functions with various values of t and c as described in the previous section.
The optimal extraction result selected for quantitative analysis is shown in Figure 3.8(c).
The corresponding F-function is shown in Figure 3.8(b). To analyze the distribution of actin
filaments inside the droplet, we use the resultant SOACs to compute the filament density
distribution and filament intensity distribution along the radial direction Figure 3.8(d).
These two measurements reflect the concentration and thickness distribution of actin fila-
ment bundles inside the droplet. The density of the bundle network and the bundle thickness
(which is proportional to the intensity at the SOAC points) both decrease with distance
from the droplet center. An enhanced concentration of single filaments or thin bundles is
seen aligning with the droplet boundary at r ⇡ 13.5µm.
Visual inspection of the color-coded SOAC orientation in Figure 3.8(e) indicates weak
nematic ordering. To quantitatively analyze the orientation of actin filaments inside the
droplet, we measured the orientation of each SOAC along the azimuthal angle   and polar
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Figure 3.8: Analysis of actin filaments polymerized in an emulsion droplet in the presence of
fascin cross-linkers (droplet radius ⇡ 13.5 µm) imaged by confocal microscopy. (a) Volume
rendered image shows network of actin filament bundles. (b) F-function (t = 1.8, c = 2.0)
shows the optimal ⌧⇤ = 0.01, k⇤str = 0.2. (c) Extraction result using the suggested optimal
parameters. Centerlines of actin bundles outside of the main droplet were manually deleted
using SOAX. (d) SOAC point density ⇢ (red), average intensity at SOAC points (blue) and
average intensity at image voxels (green), as function of distance from droplet center. Graph
shows higher concentration and thicker bundles near the droplet center and an enhanced
concentration of thin bundles parallel to the droplet boundary. (e) Color-coded SOACs
based on azimuthal angle. (f) 2D histogram of SOAC orientation vs azimuthal and polar
angles. The count shows the number of SOAC segments between consecutive SOAC points
with a particular   and ✓. Enhanced alignment is observed at   =  10  and ✓ = 110 .
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angle ✓, defined in the spherical coordinate system. As shown in the 2D histogram of
their orientation, a good portion of filaments align along   =  10 , ✓ = 110  as well as
  =  80 , ✓ = 140  (Figure 3.8(f)).
An additional analysis implemented in SOAX is analysis of the radial SOAC orientation
distribution. The distribution of the radial angle   (the angle between the tangent of a
SOAC segment and the radial direction) as a function of radius r shows that actin bundles
encapsulated in an emulsion droplet align parallel to the boundary surface when they are
near it.
Figure 3.9: An additional analysis method implemented in SOAX is analysis of the radial
SOAC orientation distribution. Left: Definition of angle  , which is the angle between the
tangent of a SOAC segment and the radial direction. The red point is the mid point of
two consecutive SOAC points. Middle: The distribution of   as function of radius r. This
heat map shows that actin bundles encapsulated in an emulsion droplet align parallel to
the boundary surface when they are near it. Right: A close up view of the top right part
of the middle panel.
The methods to calculate the density and orientation distributions in Figure 3.8(e)
and (f) are implemented in the software. Thus SOAX can be used in future studies of in
vitro biopolymer networks in confined spaces, or under imposed deformation, to quantify
filament distribution, topology, orientation and how they relate to mechanical properties of
the filaments.
3.3.2 Microtubule Orientation and Curvature in Adhered Cells
Analysis of biopolymer networks in live cells is challenging when manual methods to extract
every filament are too time consuming and when the SNR is too low for automated methods
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such as thresholding and thinning to work reliably. An example of this is the microtubule
network in an adhered cell shown in Figure 3.10(a). Examining how the entire network is
distributed and how it is reorganized over time can provide insight in the mechanisms that
cells use to change shape and move or divide.
Figure 3.10: Analysis of microtubules in an adhered HeLa cell stably expressing  -tubulin-
GFP imaged by confocal microscopy. (a) Volume rendered image (49.6 ⇥ 49.6 ⇥ 5.5 µm).
(b) Extracted SOACs (magenta) and junctions (green). (c) Extraction result on the yellow
window in (a). (d) F-function (t = 2, c = 1.3) suggests optimal ⌧⇤ = 0.014, k⇤str = 0.3.
(e) 2D histogram of SOAC orientation vs azimuthal and polar angles as in Figure 3.8(f)
for microtubules in panel (c) shows alignment parallel to the glass substrate and along
  = 45 . (f) Curvature distribution of SOAC segments in panel (c) evaluated over 8 pixels,
excluding junctions. Fit to a 3D worm-like chain model gives an e↵ective persistence length
lp = 9.0± 0.4µm.
The SOAX program can extract the microtubules inside the entire cell (Figure 3.10). To
better show the e↵ectiveness of SOAX, Figure 3.10(c) shows an enlarged region correspond-
ing to the yellow box in Figure 3.10(a), in which most microtubules are oriented along the
northeast direction. As before, we picked a good extraction result from a set of 27 optimal
candidates selected from 220 combinations of ridge threshold ⌧ and stretch factor kstr using
the F-function (Figure 3.10(b)).
As a quantitative validation that most microtubules in Figure 3.10(c) point northeast,
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on average, we computed the orientation histogram of azimuthal and polar angles. As shown
in Figure 3.10(e), the distribution peaks at   ⇡ 45 . Also, the majority of microtubules lie
within the xy plane, since this region is a very thin and flat part of the cell.
The curvature distribution and e↵ective persistence length (showing how fast a micro-
tubule changes direction) are also easy to extract using built-in functions. Figure 3.10(f)
shows that most microtubules have a curvature around 0.5µm 1. A fit to the 3D worm-like
chain model (Smith et al., 2010) gives an e↵ective persistence length of 9.0 µm, close to prior
measurements of single microtubules in cells in 2D (Brangwynne et al., 2007). This length
is much shorter than the persistence length of microtubules in vitro, a result of frozen-in
fluctuations during microtubule elongation and motor pulling (Brangwynne et al., 2007;
Bicek et al., 2007; Brangwynne et al., 2008).
3.3.3 Distribution of Actin Cables in Fission Yeast
Another challenge in the analysis of cell images is inhomogeneous background and presence
of features in the image that need to be excluded in the analysis. An example is the analysis
of actin cable networks in yeast and plant cells (Figure 3.11). Actin cables contribute to
cell polarization and measurements of their properties in wild type and mutant cells can
provide information on the basic biophysical mechanisms of cell growth (Drake et al., 2012).
Fission and budding yeast contain however two types of actin structures in interphase:
actin cables and actin patches, both of which are present in images where actin filaments are
marked by GFP-CHD, an actin filament side-binding protein. Eliminating the actin patches
with the drug CK-666 (Figure 3.11(a)) allows SOAX to segment the actin cable network in
fission yeast (Figure 3.11(b)), after using the F-function to select a good extraction result
from a set of 14 optimal candidates out of 110 combinations of ridge threshold ⌧ and stretch
factor kstr (Figure 3.11(c)).
SOAXs functionality further allows users to extract actin cable networks even in the
presence of actin patches (Figure 3.11(d)). We provide two mechanisms that reduce the in-
fluence of bright actin patches on the extraction of the actin cable network. Considering that
actin patches usually have much higher intensity values than actin cables, we first reduce
the number of SOACs going through patches by limiting initialization and SOAC elongation
59
Figure 3.11: Analysis of actin cables in fission yeast cell imaged by confocal microscopy.
(a) Volume rendered image of actin cables labeled by GFP-CHD (11.3 ⇥ 4.1 ⇥ 5.2 µm).
The cell was treated with CK-666 to inhibit actin patch formation. (b) Cell image with
extracted SOACs (magenta) and junctions (green). (c) F-function (t = 2, c = 1.8) shows
the optimal ⌧⇤ = 0.009, k⇤str = 0.3. (d) Volume rendered image of actin cables labeled by
GFP-CHD in fission yeast cell not treated with CK-666 and extracted SOACs (magenta).
The manual editing capabilities of SOAX allowed deletion of SOACs and SOAC segments
going through actin patches. (e) Schematic of fission yeast sphero-cylindrical geometry and
measurement of SOAC segment density as function of distance to closest cell tip, xt, and
radial distance r from axis of cylindrical symmetry ( r and  xt are the corresponding
increments). (f) SOAC point density distribution vs xt and r/Rc , where Rc is cell radius,
averaged for n = 30 cells. For distances longer than 2 µm from the cell tips, actin cables
localize away from the cell middle and close to the outer cell membrane. Actin cables for
xt < 1µm cannot be detected reliably due to the high density of actin patches at the cell
tips.
to within a specified allowable intensity range. Second, we use the post-convergence manual
editing functions in SOAX to delete the few SOACs that initialized on dim patches and to
correct the SOACs that are attracted to the patches from neighboring actin cables. This
can be done by either cutting, extending, or requiring SOAC to go through a specific point,
all of which can be used to make a SOAC circumvent a patch.
Applying SOAX to multiple cells allowed us to quantitatively measure the average spatial
distribution of actin cables in wild type fission yeast cells. Since fission yeast has cylindrical
symmetry, we measured the SOAC point density as function of distance to the cell tips
and the cells axis of cylindrical symmetry, which were found manually (Figure 3.11(e)). We
found that for distances longer than 2µm from the cell tips, actin cables localize away from
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the cell middle and close to the outer cell membrane. This result suggests that the excluded
volume of the nucleus in the cell middle and/or outward pulling forces from myosin V in
the cortical ER (Zhang et al., 2012) (that localizes close to the outer membrane) play a role
in actin cable positioning with the cell. Use of SOAX in future studies with fission yeast
mutants will help resolve the underlying mechanism.
3.3.4 Computation of Filaments Density, Orientation and Curvature
SOAC Point Density and Intensity
For the emulsion droplet in Figure 3.8 we used the following procedure based on the
extracted SOAC points. Given that the droplet is a sphere of R voxels centered at p0,
to calculate the SOAC point density, we counted the number of SOAC points p with r <
kp  p0k  r + 1, 8r 2 [0, R  1] (here r is in voxels); this number was then divided by the
surface area 4⇡r2. The image intensity versus r is computed in a similar way by averaging
the intensity of voxels with distance to the center (r, r + 1].
Filament Orientation in 3D
Filament orientation in Figure 3.8(f) and Figure 3.10(e) was quantified by azimuthal
angle   and polar angle ✓ using a spherical coordinate system. We compute these angles for
each SOAC segment denoted by a vector a = (x, y, z)T , which is the line segment between
consecutive SOAC points. Since we cannot distinguish the polarity of the filament, we
consider the orientation of  a and a to be the same; thus we define the range of   and ✓ to
be ( 90 , 90 ] and [0 , 180 , respectively. To calculate the angles we use   = arctan(y/x)
and ✓ = arccos(z/kak) for positive x. When x < 0, we first negate a before applying these
equations. When a is aligned along the z-axis (x = y = 0), then   = ✓ = 0. When a is
on the yz plane but not along z-axis (x = 0, y 6= 0), then we negate a when y < 0 and let
  = 90 , ✓ = arccos(z/kak) . In Figure 3.9 we computed the distribution of the single radial
angle   2 [0 , 90 ], which is the angle a and the outward radial direction from a pre-defined
center.
Filament Curvature
The curvature  in Figure 3.10(f) is defined as the magnitude of the rate of change of unit
tangent vector t(s) with respect to arc length s, = k dt/ dsk. We estimate unit tangent
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vectors using SOAC points  c = 8  pixels apart in arc length, a distance which is large
enough to represent the curvature of the filament in the image and is independent of the
intrinsic sti↵ness of SOAC (Smith et al., 2010). Specifically, (s) = kt(s+ c/2) t(s  c/2)k c ,
where t(s) = r(s+ c/2) r(s  c/2)kr(s+ c/2) r(s  c/2)k . To avoid measuring curvature at junction points, we
cut the SOACs at all junctions before calculating the curvature distribution.
3.3.5 Preparation of Experimental Image Data
Actin Bundles in Emulsion Droplets and Confocal Microscopy
Actin was polymerized in the presence of 1.2 µM fascin and 0.95 µM streptavidin in
an actin polymerization bu↵er (25 mM imidazole-HCl (pH 7.4), 50 mM KCl, 2 mM MgCl2
, 1 mM DTT, 0.1 mM MgATP, 1.33 mg/mL creatine phosphate, 2.48 mg/mL creatine
phosphokinase, 0.1 mg/mL glucose oxidase, 0.1 mg/mL catalase and 280 mM sucrose).
The actin concentration was 14 µM, including 34 mole% of AlexaFluor 488-actin and 0.42
mole% of biotinylated actin. An oil-lipid mixture was prepared by dissolving a lipid mixture
of DOPC, 40 mole% DOPS and 1 mole% biotinylated lipid (Biotin-x- DHPE) in mineral
oil containing 2% (w/w) Span 80 at a total lipid concentration of 0.5 mg/mL. Water-in-
oil droplets were prepared using a flow-focusing microfluidic device as described elsewhere
(Me´ne´trier-Deremble and Tabeling, 2006). Droplets were observed at room temperature by
an inverted microscope (DMIRB, Leica) equipped witha confocal spinning disc scan head
(Yokogawa), a EM-CCD camera (C9100, Hamamatsu Photonics) and a 100⇥ oilimmersion
objective.
Hela Cells and Confocal Microscopy
We used HeLa cells stably expressing GFP-tubulin (Arakawa et al., 2007). The cul-
ture medium was prepared with MEM medium; Glutamine (200 mM, 6 ml/500 ml media);
sodium pyruvate (100 mM, 1 ml/100 ml media); fetal bovine serum (10%); penicillin-
streptomycin antibiotic (100⇥, 1 ml/100 ml media). Cells were cultured in a flask in a
NuAire CO2 incubator (5% CO2 at 37 C). We used an Olympus FV1000 confocal micro-
scope with an Olympus UPLAN 100⇥ oil immerse objective (NA=1.3). Image resolution
in xy plane was 62 nm/pixel and z-step size 100 nm.
Fission Yeast Methods and Confocal Microscopy
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The strain FC1218 (h  41nmt1-GFP-CHD (rng2)-leu1+ ade6-M216 leu1-32 ura4-D18
(Martin and Chang, 2006)) was cultured at 25 C in the rich media YE5S for 24 h and then
washed into the minimal medium without thiamine EMM5S for 24 hours at log phase to
induce the expression of GFP-CHD. To reduce the interference from actin patches, cells
were treated with 100 µM Arp2/3 complex inhibitor CK-666 from a 10-mM stock in DMSO
at 25 C for 10 minutes before imaging. Images were collected using an UltraVIEW ERS
spinning-disk confocal microscope (Perkin Elmer, Waltham, MA) with a 100⇥/1.4 NA Plan-
Apo objective lens (Nikon, Melville, NY) as described before (Laporte et al., 2011). An
ORCA-AG CCD camera (Hamamatsu, Bridgewater, NJ) was used without binning. Stacks
spanning 5 µm with a 0.2 µm spacing were collected.
3.4 Summary and Discussion
We showed how SOAX provides a powerful and user-friendly platform for extracting and
quantifying biopolymer networks imaged by confocal microscopy in 3D. The accompanied
parameter optimization program helps the user select the best extraction results among
candidates for subsequent analysis. The user can also manually edit the best result to
further improve it. The SOAX software and its parameter optimization program are open
source and available for download at http://www.cse.lehigh.edu/~idealab/soax.html.
The results in Figure 3.8, 3.9, 3.10, 3.11 show the application of SOAX to 3D images.
However, SOAX can be equally well applied to 2D network images, which are also very
common in both in vitro and live cell experiments. The main di↵erence is the computation
of the magnitude of stretching force at SOAC tips, where the local background neighborhood
turns from a 2D annulus to a pair of 1D line segments.
The network extraction time for the single frame images presented in this work is of
order minutes on a desktop computer, for optimal parameters. For these parameters, most
of the computation time was spent evolving SOACs rather than checking overlap, so we were
in the regime where our algorithm scales approximately linearly with image size. Pairwise
overlap checking becomes limiting for much larger images.
SOAX will also be helpful for analyzing biopolymer networks across time. This can be
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achieved by batch processing all frames of the sequence over a reasonable time. The network
structure in each frame from a 2D/3D time-lapse sequence can be extracted and analyzed
individually. SOAX can load simultaneously extraction results of di↵erent time frames for
visual comparison of changes in filament orientation, curvature and spatial distribution over
times. Comparing changes of junction location and filament shape and distribution in time
can thus be used to quantify biopolymer network polymerization and depolymerization
dynamics as well as mechanical deformations.
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Chapter 4
Tracking Growth and Deformation
of Biopolymer Networks
4.1 Introduction
In this chapter, we introduce a combined global and local correspondence algorithm to
track biopolymer networks with appearing/disappearing/reappearing filaments/branches.
We apply a k-partite matching framework for tracking and a novel local matching step in
the detection phase. The output is a set of tracks for each evolving filament/segment in the
network. Our method is successfully applied to 2D and 3D experimental image sequences.
Microscopic studies of biopolymer networks reveal dynamical and mechanical properties
important for their function in tissues and living cells. Quantitative studies have been
advanced by using in vitro models, where biopolymers such as actin filaments, intermediate
filaments and microtubules are purified and reconstituted into networks with well-controlled
conditions. Extracting quantitative information from such studies is challenging due to the
large size of the data that requires automated extraction, as well as low image SNR. Recent
work has addressed extraction of network structure in static biopolymer images of low SNR.
For example in Xu et al. (2014b), a curvilinear network of multiple open curves was used to
automatically extract 2D and 3D networks. Very little work however exists to quantify the
evolution of network structures in 2D/3D time-lapse images. Some previous e↵orts focused
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(a) (b) (c) (d)
Figure 4.1: (a) An imaginary sequence with three identical frames. (b-d) Each frame is
extracted by a set of curves with di↵erent network topology (best viewed in color). The
network can not be tracked well using only global matching because of the di↵erent detected
structures across frames. We add a local matching procedure to maintain consistent network
topology.
on tracking of individual filaments Sargin et al. (2011); Kidambi et al. (2012); Smith et al.
(2010).
Tracking dynamic biopolymer networks is challenging because of the variability of fil-
ament dynamics, which can include filament growth and shrinkage, filament or node ap-
pearance and disappearance, and global or local network deformation. To study how the
network remodels and deforms in time, the goal of tracking is to generate a track for each
filament, segment or node in the network. Examples of studies that can benefit from au-
tomated network tracking include studies measuring the elongation kinetics of individual
actin filaments that intersect with one another as they polymerize Fujiwara et al. (2007),
measuring the deformation of cross-linked fiber networks under external forces, which re-
lates to their mechanical properties Lieleg et al. (2010), as well as network structures that
form in cells through polymerization and depolymerization.
This paper integrates several di↵erent studies reviewed in Section 1.3 into a novel ap-
proach for biopolymer network tracking that (i) extends the global k-partite matching
method to deal with curved filaments, and (ii) implements a local matching procedure dur-
ing the detection phase to improve the accuracy and consistency of network topology across
frames, as the inconsistency of network topology during detection makes tracking almost
impossible (Figure 4.1).
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Figure 4.2: Flowchart of the method consisting of a detection phase (shaded region) and a
matching phase. The output is a set of “curve tracks”, one for each filament/segment in
the network. See details on green-colored steps in Xu et al. (2014b).
4.2 A Combined Local and Global Matching Framework
The method is divided into a detection phase and a matching phase. In the detection phase
(shaded region in Figure 4.2), the centerlines of a network are extracted frame by frame
using multiple open curves Xu et al. (2014b, 2015b) (Figure 4.2(a)), which are automatically
initialized and elongated sequentially. They stop elongation upon reaching filament tips or
colliding with other converged curves. These curves are dissected at colliding points (“T-
junctions”) which are clustered into detected network junctions (Figure 4.2(b)). In order
to produce temporally consistent network topology for the matching phase, we introduce a
temporal information based local matching step (Figure 4.2(c)). Matched curves are linked
together as the detection result for a filament (Figure 4.2(d)). After all the frames are
processed, temporal correspondence among all the curves in the sequence are found by a
global k-partite graph matching framework (Figure 4.2(e)).
4.2.1 k-Partite Global Matching of Multiple Curves
Assuming extracted curves correspond to the same structures in a evolving network, we ex-
tend k-partite graph matching framework to the problem of finding temporal correspondence
of multiple curves in k frames (Figure 4.2(e)). We can construct a k-partite acyclic digraph
G = (V,E) such that V =
S
1ik Vi where a curve vi 2 Vi extracts filament/segment in
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frame i. A directed edge (vi, vj) 2 E links curve vi in frame i to curve vj in frame j i↵
i < j, i.e., an edge only points in the direction of increasing time. The edge weight w(vi, vj)
quantifies the dissimilarity between curve vi and vj . A valid set of tracks is a path cover of
this k-partite digraph, which is a set of directed paths such that each vertex v 2 V belongs
to exactly one path.
Since curves with similar position and geometry should belong to the same track, the
optimal set of tracks is the path cover that minimizes the total dissimilarity of all the paths
among all path covers of G:
C⇤(G) = argmin
C
X
p2C
X
(vi,vj)2p
w(vi, vj) (4.1)
where p is a path in a path cover C.
The weight of an edge w(vi, vj) encodes the di↵erence in location and geometry between
curves vi and vj . Let vi and vj be represented by a linear sequence of points Ri and Rj ,
respectively, w(vi, vj) are computed as
w(vi, vj) =
8>><>>:
ec(j i 1)dV (Ri, Rj), if i < j
⌘, otherwise
(4.2)
with its value capped by ⌘. c is a factor controlling how much curves from di↵erent frames
are penalized and dV (Ri, Rj) is the average point distance between Ri and Rj ,
dV (Ri, Rj) =
1
2|Ri|
X
xi2Ri
min
xj2Rj
kxi   xjk+ 1
2|Rj |
X
xj2Rj
min
xi2Ri
kxj   xik (4.3)
where xi and xj are points in Ri and Rj , respectively.
Solving Eq. 4.1 generates a set of tracks (paths), each containing a subsequence of
curves in the original sequence. A zero-length path containing a single vertex corresponds
to a singleton track containing only one curve with no predecessor or successor.
The minimum path cover can be solved in polynomial time by transforming it into
bipartite matching. We construct a complete bipartite graph B = (V 0, E0) from G = (V,E)
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as follows. The two partite vertices V 0+ and V 0  of B are copies of V , i.e. V 0 = V 0+
S
V 0 , V 0+ =
V 0  = V . For each edge (vi, vj) 2 E, i < j, we copy its weight to edge (v0i+, v0j ) 2 E0. All
remaining edges that correspond to matching within frames or backward matching are
assigned maximum weight ⌘. It has been proved that the minimum path cover of G in
Eq. 4.1 corresponds to the minimum matching of the bipartite graph B Shafique and Shah
(2005).
4.2.2 Enforcing Temporal Consistency of Network Topology by Local
Matching
One limitation of the above global matching is that it depends on a consistent detection
result, i.e., the way extracted curves “partition” a network stays the same across frames. As
in the situation shown in Fig. 4.1, the accuracy of global matching will decrease when the
network topology does not have temporal consistency. Therefore we introduce a novel local
matching step (Figure 4.2(c)) where dissected curves are linked together respecting both
local cue and temporal information from previous frames, in order to enforce a “consistent
partition” of the network over time. This topological complexity is usually not present in
the task of tracking point objects such as cells Chen et al. (2015); Xie et al. (2008), tips of
microtubules Altinok et al. (2006), or other point features in natural images Shafique and
Shah (2005).
We model this local matching as a bipartite matching as in the global matching phase.
We construct a complete bipartite graph containing two copies of curve tips incident at a
network junction. The edge weights are the pairwise dissimilarityD(xil,x
j
l ) = Dori(x
i
l,x
j
l )+
Dtem(xil,x
j
l ) between tip x
i
l and x
j
l of the dissected curve u
i
l and u
j
l in frame l, respectively.
The first term Dori encodes the di↵erence of tangential orientation at tips based on the
current frame,
Dori(x
i
l,x
j
l ) =
8>>>>>><>>>>>>:
1  ✓/⇡, if i = j
1  '/⇡, if uil 6= ujl ^ i 6= j
1, if otherwise
(4.4)
where ' 2 [0,⇡) is the tangential angle between tip xil and xjl , and ✓ is the angle threshold
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set to 2⇡/3 (defined in Section 2.2.5). The second termDtem, utilizing temporal information,
encodes the di↵erence of the distance to the locally matched curves in the previous frame,
Dtem(x
i
l,x
j
l ) =
8>><>>:
1, if vil 1 6= vjl 1
|f(uil, vil 1)  f(ujl , vjl 1)|, if vil 1 = vjl 1
(4.5)
where vil 1 and v
j
l 1 are the locally matched curve for u
i
l and u
j
l in frame l   1,
vil 1 = argmin
r2{vl 1}
f(uil, r), v
j
l 1 = argmin
r2{vl 1}
f(ujl , r) (4.6)
where {vl 1} is the set of curves in the previous frame and f(uil, r) is the one-way distance
between curves uil and r,
f(uil, r) =
1
N il
N ilX
m=1
d(uil,m, r)e
 | cos (uil ,m,r)| (4.7)
where d(uil,m, r) is the smallest Euclidean distance from point m of curve u
i
l to curve r;
 (uil,m, r) is the angle between tangent at point m of curve u
i
l and tangent at the point of
r that is closest to point m. N il is the number of points in curve u
i
l.
4.3 Application to Experimental Images and Results
To the best of our knowledge, few public datasets provide ground truth for tracking dy-
namic curvilinear networks. There is one benchmark dataset with static images, the DIA-
DEM Challenge 1 which provides the segmentation ground truth for static 2D/3D neuronal
networks.
We apply our method to two types of biopolymer networks that indicate its broad
applicability. The first is a network of polymerizing actin filaments along a 2D slide. The
second example is a 3D biopolymer network of cross-linked fibrin bundles that undergoes
an externally-imposed mechanical shear deformation. We measure distance in pixels and
set ⌘ = 20 for all our tests.
1http://diademchallenge.org
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Figure 4.3: Tracking networks of actin filaments in TIRFM image sequence Fujiwara et al.
(2007). First row: sample cropped frame at 6th, 10th, 15th out of 15 frames. Second row:
corresponding tracked filaments. Highlighted curves shows one example track, best viewed
in color.
4.3.1 Tracking Actin Filaments that Intersect during Elongation
We use a time-lapse sequence of fluorescently-labeled polymerizing actin filaments imaged
by Total Internal Reflection Fluorescence Microscopy (TIRFM) in vitro (Figure 4.3). In
this experiment the filaments grew parallel to a glass slide by polymerization. The length
and number of filaments increases over time but the two ends of each filament can be
identified. The intersections that form in the image do not represent physical links, hence
we are interested in a network of linear curves without side branches. Our algorithm takes
into account the history of filament elongation, which aids in proper linking of extracted
curves at junction points. Figure 4.3 shows sample tracks of extracted filaments that grow
past junctions with other filaments.
4.3.2 Tracking 3D Fibrin Network Deformation
In the second example we use two time-lapse sequences of a 3D fibrin bundle network
imaged by confocal microscopy, one with smaller externally-imposed shear deformation and
the other with larger deformation (Figure 4.4). The fiber structures in the image are bundles
of multiple fibrin polymers, which are expected to establish a physically interconnected 3D
network with very few free fiber ends Jansen et al. (2013). Of interest in this experiment are
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the microscopic fiber movements (such as tilt and extension) in response to the macroscopic
external perturbation. Figure 4 (first and second row) shows a sample fiber track and two
possible tracking modes (third row).
Figure 4.4: Tracking 3D fibrin networks of confocal rheology image sequence. The images
show a small region of a sample of fluorescently labeled fibrin undergoing sequential me-
chanical deformation along the same direction by an externally applied shear. First row:
maximum intensity projection of sample image frames at 3rd, 7th, 8th out of 12 frames.
Second row: tracked filaments with one highlighted example track, best viewed in color.
Third row: The algorithm can be applied to either track fibers that extend beyond junctions
(left) or just segments of fibers connecting network junction points.
4.3.3 Evaluation
The output tracks are manually checked by counting the number of correct correspondence
(TP ) between adjacent frames, total number of correspondence generated (P ), and total
number of true correspondence in the sequence recorded (TP + FN). We evaluate the
tracking performance based on computed Precision= TP/P , Recall= TP/(TP +FN), and
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F-measure.
2D Actin Filaments 3D Fibrin Network
global global+local global global+local
Precision 80.3 97.9 72.9 83.6
Recall 73.4 93.1 58.7 67.4
F-measure 76.7 95.4 65.0 74.6
As shown in the table, enforcing temporal consistency of network topology improves the
tracking accuracy a lot, especially for the TIRFM images of actin filaments. Compared to
the fibrin network, the network junction in the actin network is more stable thus the local
matching is more accurate.
4.4 Discussion
Application of our biopolymer network tracking method to experimental images shows that
it can track 2D and 3D networks quite well, especially those with explicit filament topology.
This covers a big class of biopolymer network dynamics. Besides the capabilities of handling
appearing, disappearing, and reappearing filaments, it is easy to remove spurious filaments
induced by low image SNR by pruning very short tracks.
The above proposed method for tracking has an very important assumption, i.e., the
correspondence between the sequence of curves is always one-to-one, because the tracks
represented by the paths in the optimal path cover are disjoint. There can be no one-
to-many or many-to-one association in a track, the former is filament splitting; the latter
is filament merging. The proposed tracking scheme cannot recover topological change of
extracted curves directly. Fortunately, these events do not occur much in practice.
We can categorize biopolymer network into two types: those with and without explicit
filaments. The former consists of individual filaments that are interconnected, possibly
formed by growing together in a confined space. Its network dynamics usually have both
geometrical change of individual filaments as well as topological change as they form junc-
tion or become separated during their evolution. The network often start from a set of
isolated short filaments and then evolved into a more connected network. So the topology
73
of individual filaments can be inferred from the sequence. The other type of biopolymer
network may be denser and more connected, but there is no explicit filaments in it or they
are not identifiable.
If the network has explicitly identifiable filaments, temporal correspondence among indi-
vidual filaments is established. So the reconfiguration step is needed in the extract process
to ensure consistent filament topology over time. This is the case for the time-lapse sequence
of actin filaments. Otherwise, if the network has no identifiable individual filaments, we can
also track its dynamics by finding temporal correspondence among network branches. This
eliminates the need of network reconfiguration, but using the grouped snakes can reduce
|V | thus reduce the computational time of global matching.
Iterative closest points (ICP) (Best and McKay, 1992) can find the best global transfor-
mation (typically translation + rotation) to align two point clouds. Thus, it can be useful
to eliminate the global deformation component in network dynamics. It can be performed
after the dissection of converged snakes. When computing the pair-wise dissimilarity, the
obtained global transformation is applied prior to the computation of local dissimilarity.
For the growth-type dynamics like in the study of actin filaments polymerization rate in
vitro, the ICP is less relevant since the network changes are mostly local.
The code and compiled program of this work are open source and available for download
at SOAX website (http://www.cse.lehigh.edu/~idealab/soax/downloads.html).
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Chapter 5
Contributions and Future Work
The main contribution of the thesis has two aspects. Methodology-wise, we proposed a novel
method to extract the geometry (centerlines) and topology (connectivity and junctions)
in multi-dimensional curvilinear networks. We also proposed a tracking method using a
combine global and local graph matching framework for modeling the dynamics of various
kinds of biopolymer networks in 2D and 3D time lapse sequences. Application-wise, we
implemented our extraction and tracking framework as a usable open-source software and
demonstrate its potential as a valuable tool for biophysicists and biologists for quantitative
studies of several kinds of biopolymer networks in 2D/3D images and time-lapse sequences.
5.1 Contributions in Methodology
For network extraction, we proposed (1) a fully automated method for initializing multiple
Stretching Open Active Contours (SOAC) along intensity ridges in the image; (2) a complete
set of mechanisms for regulating SOACs’ behavior during their simultaneous evolution, so
that a neat network can be extracted e ciently from noisy images; (3) methods to improve
the network topology so that each resultant SOAC corresponds to a physical filament.
Compared to minimal path based methods, our method can segment 3D curvilinear net-
works without manual initialization. Compared to implicit active contour based methods,
our method uses a coordinated set of parametric active contours to explicitly extract the
centerlines and detect junctions as the models evolve, eliminating the need for additional
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steps to retrieve topological information. Compared to other methods based on parametric
active contours, our proposed method is able to extract the topological information about
complex 2D/3D curvilinear networks. Furthermore, our models can better handle image
intensity variations and address over-/under-segmentation, due to the adaptive stretching
forces that elongate the model based on local image contrast.
For network tracking, we propose a novel method that (1) extends the global k-partite
matching method to deal with multiple curvilinear structures, and (2) improves the accuracy
and consistency of network topology across frames by a local matching procedure.
5.2 Contributions in Applications
No previous methods reviewed in Section 1.2 and 1.3 have been implemented as part of a
complete software platform that includes a user interface, visualization, and analysis func-
tions. To fill this gap in available software, here we provide an open source program, SOAX,
designed to extract the centerlines and junctions and track the dynamics of dense biopoly-
mer networks such as those of actin filaments, microtubules, and fibrin, in the presence
of image noise and unrelated structures such as those that appear in images of live cells.
SOAX provides a software platform for network extraction, tracking, quantification and
analysis as well as intuitive and easy-to-use cross-platform user interfaces and interactive
visualization of images and results.
5.3 Future Work
In the proposed framework for tracking, splitting and merging of filaments are not explicitly
considered. If a filament breaks into multiple descendants, the descendant that is most
similar to it will be associated, and likewise for merging. To explicitly detect these events,
a post-processing step can be added for those curves without predecessor/successor in the
output tracks. The most probable predecessor/successor can be found among all extracted
filaments in previous/next frame based on curve similarity.
For filaments that are mostly connected starting from the first frame, manual editing
that corrects the connection of dissected SOACs in the first frame can improve the extraction
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accuracy for subsequent frames, thus leading to better tracking performance.
When finding the most probable predecessor in the previous frame for a certain curve
segment, we need to consider the location, orientation and local shape similarity, for the
growth type network. For deformation type network, it is useful to take into account the
similarity between neighborhoods of two curve segments, also known as “shape context”
(Belongie et al., 2002).
When computing the distance between open curves, the 1-D linear ordering may also
be considered. Since SOACs are polygonal curves, we can use discrete Fre´chet distance and
Dynamic Time Warping (DTW) distance as the maximum and mean disparity measure-
ments, respectively. Discrete Fre´chet distance can be seen as the order-preserving version
of Hausdor↵ distance (Equation 2.14); DTW distance can be seen as the order-preserving
version of Vertex Error (Equation 2.13).
Last but not least, although building a public benchmark dataset can be very challeng-
ing, it will lead to fair assessment of various proposed methods, help find best parameter
setting of a given method, and enable development of learning-based methods. A useful
benchmark dataset should be synthetic (with ground truth), mimicking real experimen-
tal images with respect to signal-to-noise ratio, biopolymer network properties (including
density, connectivity, curvature etc.) and patterns of their dynamics.
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Appendix A
SOAX User’s Guide
A.1 Introduction
This manual describes SOAX program and teaches how to use it to segment biological
network structures from 3D image data. It also illustrates how to get quantitative mea-
surements based on the segmentation results. Figure A.1 shows the user interface of SOAX
program. For more information regarding the method, please refer to Xu et al. (2015a,
2014a). Here we use snakes and SOACs interchangeably for the centerline curves.
A.2 Segmentation Workflow
Segmenting a network structure using SOAX GUI usually needs the following steps:
1. Open an image ( | File > Open Image) in TIFF (*.tif, *.ti↵) or MetaImage (*.mhd,
*.mha) format. The program remembers the last opened directory.
2. (Optional) Save an isotropic image (File > Save as Isotropic Image) if the original
image has di↵erent voxel spacing in z-axis than that of x and y-axis. This prompts
the ratio between z and xy spacing as in Figure A.2. Then the interpolated image can
be saved in TIFF or MetaImage format. After the isotropic image is saved, close the
current session ( | File > Close Session) and load the new isotropic image instead.
3. Set snake parameters in the Parameter Settings panel ( | Tools > Parameters). One
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Corner text showing 
intensity range
Window title showing the current image file
Temporary
message
Corner texts showing
the current snake file
Bounding box
Cube axes
Orientation
marker
Figure A.1: SOAX User Interface
Figure A.2: Specify z spacing relative to xy spacing.
can also directly load a text parameter file ( | File > Load Parameters). The loaded
values can be changed in the panel afterwards (see Figure A.3).
4. Initialize snakes ( | Process > Initialize Snakes). One can change the parameters and
then re-initialize snakes without closing the current session.
5. Evolve snakes ( | Process > Deform Snakes).
6. Cut snakes ( | Process > Cut Snakes at Junctions)
7. Group snakes ( | Process > Group Snakes)
8. (Optional) Save snakes ( | File > Save Snakes) in a text file or save in JFilament
Smith et al. (2010) compatible format (File > Save JFilament Snakes).
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Figure A.3: Parameter Settings panel.
9. (Optional) Close current session ( | File > Close Session) and go back to step 1. The
current parameter setting persists across sessions.
A.3 Snake File Structure
The example snake file is shown below. Junction coordinates are appended at the end of
a snake file. The local background image intensities are computed by averaging the pixel
intensities sampled in the local annulus neighborhood (see “Number of Background Radial
Sectors, Radial Near Rnear and Radial Far Rfar” in Section A.4.3). Moreover, only pixel
intensities higher than “Minimum Foreground” are considered.
A.4 SOAX Parameters
Parameters can be saved in a text file (File > Save Parameters) and loaded by ( | File
> Load Parameters). A parameter file specifies all the parameters listed below and its
content is the same as the parameter settings part of a snake file (see Figure A.4).
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Image file path
Parameter settings
(x, y, z) coordinates Foreground and local 
background image intensity
at (x, y, z) coordinates
Snake index
Point index
Open/closed
Snake: 1 is open;
0 is closed 
Figure A.4: Snake file structure.
Two most important parameters are “Ridge Threshold ⌧” and “Stretch Factor kstr”.
The former controls how many snake are initialized and the latter controls how much snakes
elongate.
A.4.1 SOAC Initialization
Intensity Scaling multiplies the intensity of every pixel such that the range of rescaled
intensities lie roughly between 0.0 and 1.0. This allows using a standard range of ↵,
  and other parameters below. Leave fixed for a given set of images. Set this value
to 0 for automatic scaling, where the maximum intensity is scaled to exact 1.0.
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Gaussian std   (in pixels) controls the amount of Gaussian smoothing in the computation
of image gradient (See Section 2.1 and Equation 3 in Xu et al. (2014a)). Set   < 0.01
to disable smoothing.
Ridge Threshold ⌧ (also “grad-di↵”) controls the number of initialized snakes (see Sec-
tion 2.2.1 in Xu et al. (2014a)). Decrease this value to initialize more snakes.
Minimum and Maximum Foreground specifies the range of intensities intended for
extraction. Snakes are not initialized where the image intensity is below “background”
or above “foreground”. During evolution, stretching force is zero when the intensity
at a snake tip is outside this range.
Snake Point Spacing   (in pixels) specifies the spacing between consecutive snake points
(see the end of Section 2.1 in Xu et al. (2014a)).
Init z toggles the initialization of snakes along z-axis. Uncheck it to eliminate snakes that
are perpendicular to filaments due to anisotropic PSF with larger spreading along
z-axis.
A.4.2 SOAC Convergence
Minimum Snake Length (also “minimum-size”, in pixels) specifies the minimum length
of a resultant snake. Increase the value to eliminate hair-like snake structures as well
as to avoid the snakes picking up actin patches in yeast images.
Maximum Iterations specifies the maximum number of iterations allowed in each snake
evolution.
Check Period specifies the cycle of checking for convergence in number of iterations. A
value of 100 means a snake is checked for convergence every 100 iterations. (see the
last sentence of Section 2.1 in Xu et al. (2014a)).
Change Threshold (in pixels) specifies the threshold of change for a snake to be con-
verged. A value of 0.05 means a snake is converged if every snake point drifts less
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than 0.05 pixels since last check for convergence (see the last sentence of Section 2.1
in Xu et al. (2014a)).
A.4.3 SOAC Evolution
Alpha ↵ is the weight of first order continuity of snake (see Equation 1 in Xu et al. (2014a)).
This term describes the energy penalty to elongate snakes. For images with dim linear
structures and bright spots, one may want to use small value of alpha. Default is 0.01.
Beta   is the weight of second order continuity of snake (see Eq.1 in Xu et al. (2014a)).
This term describes the snake bending energy penalty. Use larger value to make snakes
more straight. Default is 0.1.
Gamma   controls the step size of the iterative process of snake evolution. The smaller
gamma is, the faster snakes converge but the result is less accurate (see Equation 6
in Xu et al. (2014a)).
External Factor kimg (also “weight”) is the weight of image forces (image gradient) (see
Equation 2 in Xu et al. (2014a)). Increasing this value to make snakes follow more
closely the local shape of filaments.
Stretch Factor kstr (also “stretch”) is the weight of stretching force (see Equation 2 in
Xu et al. (2014a)). Increasing this value to stretch snakes more in case of under-
segmentation.
Number of Background Radial Sectors, Radial Near Rnear, Radial Far Rfar define
the local annulus from which magnitude of stretching forces (see Section 2.1.1 and Fig-
ure 3 in Xu et al. (2014a)) and local image SNR are computed.
Background Z/XY Ratio defines the anisotropy of the PSF of microscope. It is the
spreading of PSF along z-axis relative to that of x and y-axis. Set this parameter to
fix the anisotropy in the background intensity calculation. Default is 1.0.
Delta specifies the delta (number of snake points apart) for computing snake tip tangent
using finite di↵erence. Must be a positive integer. Default is 4.
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Overlap Threshold Dmin is the distance threshold that snakes are considered overlap-
ping.
Grouping Distance Threshold specifies the maximum distance that two T-junctions
formed after snake evolution can be clustered into one clustered junction for grouping.
Large values may help collapsing unwanted T-junctions.
Grouping Delta specifies the delta (number of snake points apart) for computing tip
tangents of dissected snake segments using finite di↵erence. Must be a positive integer.
Default is 8.
Minimum Angle for SOAC Linking ✓ (in radians) is the angular threshold for group-
ing snakes. The angle between the tangent directions of two snake branches in a
clustered junction must be greater than this value to be grouped. Default is 2⇡/3.
Damp z toggles the suppression of snake evolution along the z-axis. This may be useful
when anisotropy in PSF along z becomes a problem.
Iteration per press specifies the number of iterations for evolving a single snake ( |
Process > Deform One Snake).
A.5 Image and Snake Viewing
A.5.1 Mouse Control
Gestures of mouse navigation in the rendering window are:
Button On Slice Planes Anywhere else
Left
Show image voxel location and inten-
sity
Change viewing angle
Middle
Change window (horizontal drag) or
level (vertical drag) on the selected
slice plane
Translate image at a given viewing
angle
Right
Move the selected slice plane along
its normal direction
Zoom in/out at a given viewing angle
98
A.5.2 Image Viewing
Image can be inspected by three orthogonal slice planes ( | View > Slice Planes) and
Maximum Intensity Projection (MIP) rendering ( | View > MIP Rendering). Additionally,
there are Orientation Marker (View > Orientation Marker) showing current image orienta-
tion, Corner Texts (View > Corner Texts) displaying image intensity range and loaded snake
file names, Bounding Box (View > Bounding Box) delimiting the image volume, and Cube
Axes (View > Cube Axes) acting as an image ruler (see Figure A.1). All these can be toggled
on/o↵ individually.
A.5.3 Snakes Viewing
There are four exclusive modes for snake viewing. Only one mode is enabled at a time.
Junctions shown in green spheres ( | View > Junctions) can also be toggled on/o↵.
| View > Snakes Default mode for snake display.
| View > Show Snakes Locally
Display snake locally within a small range of
selected slice plane. The clipped snakes are
updated accordingly as the slice plane moves.
View > Color Snakes by Azimuthal Angle
Color snakes based on its orientation (az-
imuthal angle in spherical coordinate system)
View > Color Snakes by Polar Angle
Color snakes based on its orientation (polar
angle in spherical coordinate system)
A.5.4 Viewing Options
Options can be accessed via View > Options (Figure A.5).
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Figure A.5: Options related to image and snake viewing.
2 x Interval
(a) (b)
Figure A.6: (a) Showing snake locally around a certain slice plane. (b) Visually comparing
three di↵erent set of snakes.
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View Options
Slice Planes
Window
Adjusts image contrast. The default is Imax 
Imin, where Imax and Imin are the maximum
and minimum intensities in the image, respec-
tively.
Level
Adjusts image brightness. The default is
(Imax + Imin)/2.
MIP Rendering
Min
Minimum image intensity shown in MIP ren-
dering. Intensities less than Min are dis-
played completely transparent. The default
is Imin + 0.05 ⇤ (Imax   Imin). The opacity
increases linearly for intensities between Min
and Max.
Max
Image intensity saturated in MIP rendering.
Intensities greater than Max are displayed
completely opaque and white. The default is
Imax.
Show Snakes Locally Interval
Only snakes that lie between position of se-
lected slice plane ± Interval are displayed
(see Figure A.6(a)). This helps reduce clut-
ter when viewing dense snakes.
Color Snake Orientation Segment size
Minimum size of a uniform-color snake seg-
ment.
A.5.5 Comparing Snakes
Up to three set of snakes can be loaded simultaneously for comparison (see Figure A.6(b)).
Start by loading the first result (File > Load Snakes), then the second (File > Compare
Snakes) and the third (File > Compare Another Snakes). The loaded snake file names are
displayed on the upper right corner of the rendering window, which can be turned on/o↵
(View > Corner Texts). If any other result needs to be compared, one can directly load it
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using any one of these three actions without closing the current session ( | File > Close
Session).
A.6 Snake Editing
No Editing ( | Edit > Edit Mode > Normal Mode). Individual snake inspection.
1. Toggle slice planes o↵ ( | View > Slice Planes)
2. (Optional) Toggle MIP rendering o↵ ( | View > MIP Rendering)
3. Select individual snake by left mouse click
4. Check the console window accompanying SOAX program for snake information
5. (Optional) Deselect snake by right mouse click
Note: The output in the console window includes snake ID, whether the snake is open
curve or not, length, spacing, and point position with corresponding intensity, where
the first column is index, second to fourth are x, y, z coordinates, fifth column shows
snake point intensities.
Deleting Snakes Delete one or more snakes from result.
1. Turn Delete Snake Mode on ( | Edit > Edit Mode > Delete Snake Mode)
2. Toggle slice planes o↵ ( | View > Slice Planes)
3. (Optional) Toggle MIP rendering o↵ ( | View > MIP Rendering)
4. Left click to select one or more snakes (snakes can be selected simultaneously);
right click to deselect
5. Execute (SPACE | Edit > Edit Snake)
Trimming Snake Tip Cut part of a snake from its tip.
1. Turn Trim Tip Mode on ( | Edit > Edit Mode > Trim Tip Mode)
2. Toggle slice planes o↵ ( | View > Slice Planes)
3. (Optional) Toggle MIP rendering o↵ ( | View > MIP Rendering)
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4. Left click a point on a snake to indicate from where the snake will be cut o↵. A
red sphere will mark the point. Update the point by another left click. Right
click to deselect the current point.
5. Execute (SPACE | Edit > Edit Snake)
Extending Snake Tip Extending a snake tip to a new location.
1. Turn Extend Tip Mode on ( | Edit > Edit Mode > Extend Tip Mode)
2. Toggle slice planes o↵ ( | View > Slice Planes)
3. (Optional) Toggle MIP rendering o↵ ( | View > MIP Rendering)
4. Left click a point on a snake to indicate from which end to extend. A red sphere
will mark the point. Update the point by another left click. Right click to
deselect the current point.
5. Toggle slice planes back on ( | View > Slice Planes)
6. Left click on any one of the slice planes to indicate the desired position to extend
to. The slice planes can be moved by holding and dragging the right mouse
button. Update the point by another left click.
7. Execute (SPACE | Edit > Edit Snake)
8. (Optional) To remove the introduced kink, evolve the edited snake by repeatedly
clicking . One click evolve Iterations per press iterations. The value can be
changed through the parameter setting panel ( | Tools > Parameters). Other
parameter controlling snake evolution can also be adjusted.
Modifying Snake Body Modify part of a snake to let it go through a new point.
1. Turn Trim Body Mode on ( | Edit > Edit Mode > Extend Tip Mode)
2. Toggle slice planes o↵ ( | View > Slice Planes)
3. (Optional) Toggle MIP rendering o↵ ( | View > MIP Rendering)
4. Consecutively left click two points on a snake to indicate the part that needs
to be modified. Two red spheres will mark the interval and the snake will turn
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cyan. Update points by other left clicks (The program updates the first and
second point alternately). Right click to deselect a point.
5. Toggle slice planes back on ( | View > Slice Planes)
6. Left click on any one of the slice planes to indicate the desired position to modify
the interval indicated by the first two points. The slice planes can be moved by
holding and dragging the right mouse button. Update the point by another left
click.
7. Execute (SPACE | Edit > Edit Snake)
8. (Optional) To remove the introduced kink, evolve the edited snake by repeatedly
clicking . One click evolve Iterations per press iterations. The value can be
changed through the parameter setting panel ( | Tools > Parameters). Other
parameter controlling snake evolution can also be adjusted.
Delete Junctions Delete green junction points from results.
1. Turn Delete Junction Mode on ( | Edit > Edit Mode > Delete Junction Mode)
2. Toggle slice planes o↵ ( | View > Slice Planes)
3. (Optional) Toggle MIP rendering o↵ ( | View > MIP Rendering)
4. Left click to select one or more junctions (junctions can be selected simultane-
ously); right click to deselect
5. Execute (SPACE | Edit > Edit Snake)
User can always save the snakes and junctions after editing ( | File > Save Snakes).
A.7 Quantitative Analysis
User can perform quantitative analysis using the resultant snakes in the Analysis menu.
Snakes are either loaded from file (File > Load Snakes) or at least finish the evolution
process (Step 5 of the Segmentation workflow). Currently SOAX supports the computation
of spherical orientation, radial orientation, filament density, curvature, and length. User
104
can specify parameters in the Analysis > Options (Figure A.7). All the output are CSV
formatted files.
Figure A.7: Specifying analysis parameters in the Analysis Options panel.
Spherical Orientation Analysis > Compute Spherical Orientation generates a file contain-
ing the polar and azimuthal angles of filament local tangents inside a spherical con-
finement. A user needs to specify the x, y, z coordinates of the Center, the Radius of
spherical confinement, and a Inside Ratio. Only local tangents that are within distance
of Inside Ratio * Radius to the Center are considered. If the Exclude points near image
boundary is checked, snake points that are within 2 pixels from the image boundary
are excluded from the computation.
Radial Orientation Analysis > Compute Radial Orientation generates a file containing an-
gles between filament local tangents and the outward radial direction with respect to
the radius in a spherical confinement. User needs to specify the x, y, z coordinates of
the Center and Pixel Size.
Filament Density and Intensity Analysis > Compute Point Density generates a file con-
taining the snake point density and intensity as well as the voxel intensity with respect
to the radius in a sperical confinement. User needs to specify the x, y, z coordinates
of the Center, the Radius of spherical confinement, the Inside Ratio and the Pixel Size.
Only points and voxels that lie within Inside Ratio * Radius are considered.
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Filament Curvature Analysis > Compute Curvature generates a file containing curvature
(µm 1) of filaments. User can specify the Pixel Size and Coarse Graining. If the Exclude
points near image boundary is checked, snake points that are within 2 pixels from the
image boundary are excluded from the computation.
Filament Length Analysis > Compute Snake Length generates a file containing lengths
(µm) of all the snakes. User can specify the Pixel Size.
All in One Analysis > Compute All generates all the above analysis files in the specified
folder.
A.8 Miscellaneous
A.8.1 Viewing Sequential Evolution
The sequential snake evolution process can be displayed for an inquisitive mind. Instead
of | Process > Deform Snakes, one can use | Process > Deform Snakes in Action after
snake initialization (Step 4 in the Segmentation Workflow).
A.8.2 Managing Viewing Angle
Current viewing angle can be loaded (Tools > Load Viewpoint) from a text file (*.cam) and
saved (Tools > Save Viewpoint) as a text file (*.cam).
A.8.3 Program Snapshot
One can take snapshot (Tools > Take Snapshot) of the current rendering window and save
as an image file (*.png). The program also automatically writes a copy in TIFF format.
Note: one needs to specify the “.png” su x when prompted the file name.
A.8.4 Viewing Local Image SNR
One can also view the local image SNR by clicking on the snakes. The console window
outputs information on the selected snake which includes the local image SNR value. To
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change the size/position of local background annulus, one can go to | Tools > Parameters
and change the values of “Radial Near” and “Radial Far”.
A.8.5 Extraction on 2D Images
The procedure of extraction on 2D images are the same as in 3D.
A.9 Commandline Usage
A.9.1 Running SOAX in batch mode
COMMAND
batch soax – run SOAX in batch mode; sweep the parameter space of ⌧ and kstr
SYNOPSIS
./batch soax -i FILE/DIR -p FILE -s FILE/DIR [--ridge START STEP END]
[--stretch START STEP END] [--invert]
DESCRIPTION
-i, --image FILE/DIR Directory or path of input isotropic images (use File > Save
as Isotropic Image to resample the image to be isotropic)
-p, --parameter FILE Path of default parameter file
-s, --snake FILE/DIR Directory or path of output snake files
--ridge START STEP END (Optional) Range of ridge threshold ⌧
--stretch START STEP END (Optional) Range of stretching factor kstr
--invert (Optional) Invert image intensity
-h, --help (Optional) Display help information
-v, --version (Optional) Display program version
EXPLANATION
Turn on the --invert option if the foreground filaments are black while the back-
ground is white.
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EXAMPLE
Extracting a set of images using the same parameters
./batch soax -i ../input-image-dir/ -p ../parameters/default.txt -s
../result-snakes/
Sweeping parameter space on a single image
./batch soax -i ../data/image.mha -p ../parameters/parameter.txt -s
../result-snakes/ --ridge 0.001 0.005 0.1 --stretch 0.1 0.1 1.0
Sweeping parameter space on multiple images
./batch soax -i ../input-image-dir/ -p ../parameters/parameter.txt -s
../result-snakes/ --ridge 0.001 0.005 0.1 --stretch 0.1 0.1 1.0
A.9.2 Generation of Candidate Optimal Extractions
COMMAND
best_snake – generate filenames of candidate optimal extractions
SYNOPSIS
./best snake -i FILE -s DIR -o FILE [-n ARG] [-f ARG] [-t START STEP END]
[-c START STEP END] [-e FILE] [-g FILE]
DESCRIPTION
-i, --image, FILE Path of input isotropic image (use File > Save as Isotropic
Image to resample the image to be isotropic)
-s, --snake DIR Directory of resultant SOAC files
-o, --output FILE Path of output file that contains filenames of candidate ex-
tractions
-n, --rnear ARG (Optional) Inner radius Rnear of local background annulus (de-
fault: 4)
-f, --rfar ARG (Optional) Outer radius Rfar of local background annulus (de-
fault: 8)
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-t, --t-range START STEP END (Optional) Range of low SNR threshold (default:
1.0 0.1 3.0)
-c, --c-range START STEP END (Optional) Range of penalizing factor (default:
1.0 0.1 3.0)
-e, --error FILE (Optional) Path of the output “tc-candidate-error” file
-g, --ground-truth FILE (Optional) Path of the ground truth snake file
-h, --help (Optional) Display help information
-v, --version (Optional) Display program version
EXPLANATION
The “tc-candidate-error” file lists the optimal extraction at each pair of (t, c) found
by the F-function. If ground truth (-g option) is provided, its corresponding error
measurements (vertex error and Hausdor↵ distance) are also written.
EXAMPLE
./best_snake -i input-image-dir/image.mha -s extraction-results/ -o
candidate-results.txt -n 4 -f 8 -t 1.0 0.1 10.01 -c 1.0 0.1 10.01 -g
ground-truth-snake-dir/gt-snake.txt -e tc-candidate-error.txt
A.9.3 Batch Computing SOAC Lengths
COMMAND
batch_length – Compute SOAC lengths (in pixels) from multiple SOAC files.
SYNOPSIS
./batch length -i DIR [-o FILE]
DESCRIPTION
-i, --image, DIR Directory of SOAC files.
-o, --output FILE (Optional) Output file path (default: “batch length output.csv”).
-h, --help (Optional) Display help information
-v, --version (Optional) Display program version
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EXAMPLE
./batch_length -i resultant-soacs/ -o analysis-results/lengths.csv
A.9.4 Batch Resampling TIFF Images
COMMAND
batch_resample – Resample TIFF images to have isotropic voxel size.
SYNOPSIS
./batch resample INPUT DIR OUTPUT DIR Z SPACING
EXAMPLE
./batch_resample input-images/ iso-images/ 2.88
A.10 Release Notes
• Version 3.6.1
– SOAX program is now responsive to user interaction during extraction.
– Snakes not aligning along filaments near image boundary now works for 2D
images.
– Improved toolbar appearance in OS X.
– Added icon at dock in OS X.
– Improved image volume rendering in OS X.
– Progress bar is updating in OS X.
• Version 3.6.0
– Snakes do not align along the filaments near image boundary (SOAX fails to
output for 2D images).
• Version 3.5.9
– Added Gaussian smoothing for 2D images;
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• Version 3.5.8
– Added an analysis option to exclude points near image boundary;
– Updated column width of snake file;
– Several bug fixes;
• Version 3.5.7
– Added Analysis > Compute All to generate all analysis files in the specified folder;
– Added Inside Ratio (default = 1.0) in Analysis dialog; changed the default radius
to be half of image diagonal so that all snakes points are included for analysis
by default;
– Fixed the problem that Intensity Scaling is truncated by ParametersDialog; now
it shows 0 in Parameters dialog if it is set to 0;
– Added batch resample commandline utility.
– Added local background output in the snake file.
• Version 3.5.6
– Texture interpolation on slicing planes is turned o↵ by default;
– Added batch length computation for SOACs;
– Fixed disappearing of snakes, volume rendering, and slicing planes when “Com-
pare Snakes” after “Load Snakes”;
• Version 3.5.5
– First public version;
• Version 3.5.4
– Improved default parameters;
– Added progress bar when SOACs are deformed in action;
• Version 3.5.3
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– Added support for 2D images;
– Capability to generate a set of candidate optimal extractions from a pool of
extraction results;
– Output average local image SNR of a user selected SOAC;
• Version 3.5.2
– Fixed memory leak when loading snakes;
– Fixed two bugs (reset of linear solvers and external force) of “close current ses-
sion”;
– Fixed the bug of applying stretch factor twice (should be once);
– Fixed the bug of applying snake tip intensity 8 times (should be once);
– Other minor tweaks such as making the format of snake file denser.
• Version 3.5.1
– Fixed a bu↵er overflow bug during SOAC initialization;
– Automatic determining the appearance of junction size depending on image size;
– Less memory leaks;
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