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A network-based method is developed for analyzing use in stone tool assemblages,
where ’use’ denotes the tasks for which chipped edges are suitable. Modeling chipped
edges as nodes, use-wear and retouch as edge traversals, use-life trajectories of chipped
edges as inter-connecting paths, and ‘tools’ as subnetworks over which design tolerances
are maintained on edge morphology, the method is an attempt to improve on existing models, allowing for complex, continuous change and multiple uses throughout a chipped
edge’s use-life. Avoiding analogy-based categories, the method is designed to highlight
rather than obscure the possibilities for use and multi-use. Potential for integration into
social-learning based models of cultural evolution is considered. The metric is employed
to address the widely noted paucity of lithics in Late Prehistoric contexts of the southeastern U.S. Specifcally, the Lyon’s Bluff site (22OK520, Oktibbeha County, Mississippi) is

shown to exhibit substantial use-capacity, suggesting that paucity does not imply divestment.
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CHAPTER I
INTRODUCTION

Conventional approaches to tool use have often drawn upon analogy with modern-day
or ethnographically documented tools. However, the resemblance of a worked lithic specimen to a tool with which one is familiar does not constitute conclusive evidence that the
specimen’s use is accurately described by the implied comparison. Despite widespread
recognition of this fact (e.g. [56, p.77], [26, p.1]), the use of such analogy-based terminology remains a widespread practice (indeed, the lithic specimens from one of our study
sites (the Yarborough site, 22CL814) have been placed in just such categories). It is true
that such implications can be tested. Welch (cited above) references use-wear analysis
for this purpose. However, this is most often not done, partly because use-wear analysis requires considerable expertise. In addition to these observations, it would also seem
to be unneccesarily restrictive to limit our classifcations of lithic specimens in terms of
use to categories based on our own experience with particular tools. One of the goals of
archaeology is presumably to make a fuller accounting of human social-behavioral diversity. That requires that we be able to recognize, indeed systematically look for, tools of
which we have never concieved. Methods that insist on analogy with known tool forms are
likely to make progress in this endeavor diffcult, if not impossible. Finally, many conven-
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tional characterizations of use tend to be rather vague: cutting, scraping, etc. We wonder
whether more sophisticated characterizations might come more easily if our methods were
specifcally designed to highlight such characterizations. Scholars are indeed developing
approaches to address these problems (e.g. [40]). It is hoped that the method developed
here is a contribution to this effort.
An issue that is closely related to tool use, and which will have relevance for our efforts,
is that of tool ‘placement’. We use the term placement to denote the location of a lithic
specimen along its use-life trajectory. It is argued here that tool use and tool placement are
very closely related concepts. As a specimen’s morphology changes throughout its use-life,
the tasks for which it is suitable may also change. There are a number of ways of characterizing placement, an issue we will discuss more fully in the coming sections. Briefy,
conventional models of tool placement have tended to classify specimens to production
stages, beginning with an unworked piece of stone and proceeding through several discrete
steps to a fnished tool. However, a number of scholars have found such stage-based approaches to tool placement to be unworkable, because the morphological alterations used
to defne the stages could easily have occurred in a more complicated fashion that had been
assumed when the stages were developed ([31],[59]). This is so despite the meticulous, experimental reconstructions upon which the stages are based. Placement models have been
developed that do not use stages, but rather allow for continuous change. Andrefsky provides an overview of some of these, [59, p.744]. However, the methods Andrefsky reviews
still draw upon experimental reproduction, and thus also rely upon the accurateness of the
reproduction, something that is diffucult if not impossible to verify. An alternative method
2

developed by Miller and Smallwood avoids reference to stages, and is not directly tied
to experimental reproductions, [31]. Their work, as shall be seen, has had a profound
infuence on the approach developed here.
We attempt to address tool use-placement in a way that it is hoped alleviates some of
the above mentioned problems, developing a method that uses networks. In our networks,
nodes represent worked edges on lithic specimens. An edge traversal is intended to represent the tranformation of one working edge into another by means of gradual processes
such as use-wear and retouch. A path through the network is then representative of a uselife trajectory. In this context, we derive an integral metric we call use-capacity that is
intended to quantify the capacity of an assemblage of lithic specimens to accommodate
classifcation into use-categories whose implementation can then be coordinated in a way
calculated to get the most use possible out of them.
Having developed such a model, we attempt to employ it to address questions about
Late Prehistoric settlement patterning in what is today northeast Mississippi. When excavations at a large site (the Lyon’s Bluff site, 22OK520) in the drainage basin of Tibbee
Creek near the town of Starkville, MS turned up very few lithic specimens, the possibility
was raised that the inhabitants, for several potential reasons, may have divested from tool
stone, investing instead in more readily available alternative materials. Our use-capacity
metric provides a means of addressing whether this characterization is accurate.
Finally, it is also argued, and partially demonstrated, that the method developed here
can be incorporated into models for stone tool kit evolution. Following Roland Fletcher’s
idea, [19], that behaviors which evolve more slowly can form part of the selective en3

vironment for behaviors that evolve relatively rapidly, we propose that such decisions as
which use-categories to form, and how to direct fow of tool mass through the network, can
be constrained by such processes as how lithic forms are distributed about the landscape.
Because the latter process involves coordination among groups of people, it is expected
to evolve more slowly than the former behaviors, and to thus constrain how those behaviors evolve by contraining the available variability. This slower process is refected in the
network structure, and the focus in on the role of the material itself. In particular, we examine this question under various hypothesized models for how tool stone may have been
distributed throughout the Tibbee Creek drainage, thus attempting to address some of the
implications of those models.
Let us begin our inquiry then by describing in more detail the Lyon’s Bluff site and
the question that excavations there in the early 2000’s have raised about stone tool making
among the Late Prehistoric populations living near Tibbee Creek and its tributaries.
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CHAPTER II
LYON’S BLUFF AND PREHISTORIC SETTLEMENT PATTERNING

During the 2001 and 2003 feld seasons, excavations were conducted under the auspices of the Anthropology Program at Mississippi State University at the Lyon’s Bluff site
(22OK520) in Oktibbeha County, northeast Mississippi, under the direction of Dr. Evan
Peacock. Lyon’s Bluff has been described as a late prehistoric village, and has received
scholarly attention since at least the 1930’s. See Peacock and Hogue (2005) for a summary of prior research on the site [38, p.46]. There is also a special issue of Mississippi
Archaeology (the journal of the Mississippi Archaeological Association) devoted to Lyon’s
Bluff, [20]. Lyon’s Bluff is spatially extensive, has a single, fat-topped mound, a palisade,
numerous daub falls and sand house foors and an extensive midden, [4]. MSU sampled
several proveniences, including a shovel test survey of the entire site and a number of excavation units in the midden. The materials and data collected during that work have been
used to produce a number of scholarly articles and masters theses. A book on the site is
also in progress ([4], [24], [38, p.50], [50]).
As the 2001 and 2003 feld work was under way, it was noted that lithic material was
surprisingly sparse at Lyon’s Bluff. The quarter-inch mesh lithic assemblage consists of
a few hundred fakes and, apparently, only a handful of tools. There are several reasons
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for this to be unexpected. Radiocarbon dates bracketing the midden, along with ceramic
data and other evidence, suggest that the site was occupied continuously for approximately
450 years, c. A.D. 1200-1650, [38, p.54]. The remains of a number of structures, numerous burials, a great deal of pottery, as well as extensive midden development all suggest
year-round and intensive general habitation. (See [22, p.251] for a summary of the burial
assemblage.) Even in the feld, while the above-mentioned excavations were in progress,
the following question was raised. Why would such an intensive occupation, of such long
duration, during a period of time when people are known to have been making stone tools,
result in the accumulation of such a seemingly small amount of lithic material?
The paucity of lithics is, in fact, a pattern that occurs at a number of mound sites. Archaeological sites with an earthen mound, or groups of such mounds, and dating roughly
to the same period of time as Lyon’s Bluff, are a ubiquitous phenomenon in the Southeastern United States. Two large sites, both having mulitple mounds and located in the
same general region as Lyon’s Bluff are the Moundville site on the Black Warrior River in
Alabama, and the Shiloh Mounds on the Tennessee River in southern Tennessee. A third
mound site, Lubbub Creek, is located on the Tombigbee River in Alabama. The Lubbub
Creek occupation was contemporary to Lyon’s Bluff. Like Lyon’s Bluff, it has a single
mound. All three of these sites exhibit a relative paucity of lithic material. A comparison
of these three with Lyon’s Bluff will be useful for our purposes.
Perhaps the most celebrated prehistoric site in Alabama, Moundville has 20 extant
mounds with four being of considerable size, [56, Fig.3.3 (pg.27)]. The site is located
on the banks of the Black Warrior River, approximately 30 km from the Black Prairie
6

physigraphic province, [56, Fig.3.2(pg.25)]. A number of smaller sites with occupations
whose estimated dates overlap with those of Moundville are found within about 20 km of
the site, beyond which contemporary site density drops off considerably. This cluster of
sites is presumed to be part of a cohesive settlement pattern, with the spatial extent and
number of mounds at Moundville suggesting some special role for that site, [56, p.23].
‘Subsidiary’ sites include single-mound sites (perhaps comparable to Lyon’s Bluff) as well
as ‘small, sparse sherd scatters interpreted as Moundville-era farmsteads’, [56, p.150].
In his book summarizing the work that had been done at Moundville over the century
preceding the work’s publication, Paul Welch notes that ‘stone tools and debitage are infrequent at sites of the Moundville period, in comparison with earlier sites. . . . This appears to
hold true regardless of the level of a site in the Moundville settlement hierarchy.’ Welch’s
conclusion appears to be based in part on informal observation, as was the pattern for
Lyon’s Bluff. However, he attempts to formalize the pattern in terms of lithic-to-ceramic
ratios. He describes the material excavated at the White site (1HA7/8), a single-mound
site located approximately 12 km southwest of Moundville and having contexts (including
the mound) that date to the latter part of the occupation at Moundville, as well as other
contexts dating to the earlier West Jefferson phase, a Late Woodland occupation(s) (A.D.
850 or 900 to 1050), [56, p.150]. The White site is presumably part of the Moundville
settlement pattern. Welch notes that ‘in the contexts at White that have nearly pure West
Jefferson ceramic assemblages, there are three to fve times as many stone tools as sherds.
In contrast, more-or-less pure Moundville-era deposits have lithic:ceramic ratios that are
the inverse of these fgures. . . . In the least-mixed Moundville-era deposits at White, there
7

are one-third to one-ffth as many stone artifacts as sherds, [56, p.150].’ He also notes that
Moundville-era farmsteads have roughly one-third as many stone items as sherds. This is
contrasted with surface collections from the type-sites of the West Jefferson phase, 1Je31,
1Je32 and 1Je33, which had lithic-to-ceramics ratios of 1.71:1, 7.67:1 and 10.17:1, respectively, [56, p.150]. West-Jefferson sites are scattered throughout the same stretch of the
Black Warrior River as those of the Moundville settlement, [56, (Fig.3.4,p.32)].
Welch acknowledges that lithic:ceramic ratios can be problematic. He specifcally cites
non-comparability of surface collections with excavated materials (presumably due to sampling issues), as well as similiar issues arising from varability in context-formation processes, [56, p.151]. Despite these diffculties, he feels the magnitude of the differences in
the ratios is suffcient to absorb the analytical noise. He is confdent enough in his conclusions to contend that ‘most cutting tools were not made of stone’ during the Moundville
occupations [56, p.152]. As evidence, he cites the aforementioned ratios, as well as ethnobotanical records of alternative materials used for cutting tasks, especially knives made
of cane and reeds, [56, p.153]. A good article specifcally on the use of cane has been
written by Platt, [41]. See also the encyclopedic work on Native American Ethnobotany
by Moerman, [33].
Leaving Moundville, and moving north and west to the Tennessee River valley, we fnd
the Shiloh Mounds, a group of eight extant mounds in among the remains of an affliated
village. The Shiloh Mound-Village complex is located within Shiloh National Military
Park, site of the well known Civil War battle. The Shiloh mounds date to ca. 11001300 A.D. Welch conducted a complete above-ground survey of a 2.8 km2 area in the
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vicinity of the mounds, and confrmed the presence of non-mound sites (farmsteads) as
well as outlying mound sites, [57, p.32]. As with Moundville, lithic artifacts at the Shiloh
Mounds site are sparse. Table 2.1 below summarizes the lithics from Shiloh, and is adapted
from Welch’s book on the site. We have excluded from the table 20 projectile points that
are types diagnostic of much earlier time periods: ranging from the Early Archaic to the
Middle Woodland. In Table 3.2 of his book, Welch also tabulates counts of the ceramic
sherds coming from the same excavations as the lithics. The resulting assemblage contains
2,954 shell-tempered sherds believed to date to the mound-building occupation. Other
tempers include limestone, bone, grit and sand. Sherds with these latter tempers (many
with accompanying surface treatments) are believed to date to much earlier periods, [57,
p.75]. The artifact counts in these two tables yield a lithic:ceramic ratio of .05:1. That
is, the mound-building occupation at Shiloh has about one-twentieth the number of lithic
artifacts as ceramic sherds. The fact that some of the non-diagnostic lithics might belong
to ealier periods only enhances the pattern. Welch does not present any data from outlying
sites. Nevertheless, like Moundville, the occupation at Shiloh affliated with the mounds
appears to exhibit a paucity of lithic material.
Moundville and Shiloh are located in the same general region as Lyon’s Bluff. However, data are also available from even closer to home. Excavations at the Lubbub Creek
Archaeological Locality have revealed a similar paucity of lithic material. Lubbub Creek
is a single-mound site located on a sharp bend of the Tombigbee River approximately 80
km downstream from the mouth of Tibbee Creek.
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Table 2.1: Chipped Stone Tools from Shiloh Mounds site
1933-34, 1998 and 1999 excavations
Description
Count
Jacks Reef corner-notched projectile point
1
Hamilton projectile point
8
Madison projectile point
15
unclassifed side-notced point
1
unclassifed stemless point
1
fake tool (utilized fake)
62
uniface
1
biface or biface fragment
39
awl
1
drill
19
graver
1
scraper
4
hoe or hoe fragment
5
hoe or axe preform
1
Adapted from [57, (Fig.3.3,pg.78)]

The mound (1Pi85) was a roughly square earthwork measuring approximately 39m x 40m
at the base and surrounded by the remains of a number of structures, [6, p.74]. The mound
area was also accompanied by a second affliated habitation area (1Pi33). The river bend
surrounded the site on three sides, and a palisade was constructed along the fourth, in
addition to other presumbably defensive works. This is similar to the layout at Lyon’s
Bluff, where the mound was constructed on a bend of Line Creek, a tributary of the Tibbee,
and had a palisade on the side away from the creek. Lubbub Creek and its environs were
subjected to a massive excavation effort during construction of the Tennessee-Tombigbee
waterway. Indeed, those excavations form the vast majority of Blitz’ data for his book on
the Mississppian occupation of the Tombigbee River, [6, p.52]. Blitz goes into very little
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detail about lithic artifacts recovered during the excavations of Lubbub Creek, referring
the reader instead to the report by Allan on the excavations, [1]. Citing Allan’s report,
Blitz states simply that ’lithic debris and artifacts [are] never abundant in Summerville
domestic contexts’, [6, p.85]. (‘Summerville’ is a chronological unit that applies to the
Central Tombigbee River valley. It denotes the period ca. 1000-1600 A.D., [6, p.56],
and is based on seriations of local ceramic assemblages.) Blitz’ primary concern was the
mound. He participated in excavations on the mound, specifcally of a struture on the
mound summit. He lists the following lithic artifacts as being the entirety of the lithic
assemblage from those excavations: two shaft drills, a single microdrill less than 3cm in
length, one bifaced perforator-graver and several unretouched Madison projectile points.
Finally, he describes the ‘minute amount of debitage recovered from structure foors’ as
indicative of ‘very occasional tool maintenance (but not production)’, [6, p.86].
A more detailed account is given by Ensor of a specifc class of stone artifact at Lubbub
Creek that does appear in relative abundance. As this artifact class will be of relevance to
us later, we mention it briefy here. In his examination of ‘microliths’ at Lubbub Creek,
Ensor notes a total of 195 stone tools and associated stone items classifed as one of the following: micoblade cores, microblades, microdrills and possibly microgravers,[18, p.33].
Ensor encounters some diffculties in conclusively assigning these artifacts to the Mississppian occupation of Lubbub Creek. Just under half of them came from a pit feature, Feature
51, which yielded radiocarbon dates on charcoal of A.D. 1030 ± 55 A.D. These dates place
the artifacts at the Late Woodland-Mississippian boundary. On the basis of a technological comparison with other microlith industries in Mississippian contexts throughout the
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Southeast, he nevertheless concludes that the artifacts were used throughout the Mississippian occupation at Lubbub Creek, and notes elements of the industry in Late Mississippian
contexts at 1Gr2, a farmstead located approximately 16 km south of Lubbub Creek, [6,
p.67], [18, p.36]. Feature 51 was the most secure context containing the microliths, and
therefore provided the most unambiguous chronological control. While the affliation of
microliths with the main mound-building occupation at Lubbub Creek has been a matter
of debate, Ensor does state, referring broadly to local trends, that ’Late Woodland features
and middens contain high densities of lithic manufacturing debris while most Mississippian features contain very little of such material.’ He appears to attribute this to differential
discard patterns in the Mississippian period as opposed to the earlier Woodland, arguing
that peoples in Mississippian times appear to have expended a greater effort in comparison
to Late Woodland peoples in keeping the interior of their dwellings clear of debris [18,
p.33]. Indeed, as shall be seen, one of our study sites, the Yarborough Site (22CL814) has
fairly a secure Mississippian context with quite a bit of lithic debris, and which to appears
to have been a concentrated dump site. Welch’s data from the White site also came almost
exclusively from a context he interpreted as a dump site, [56, p.]. This suggests that the
paucity of lithics at Mississippian sites might be partly explained by sampling. If discard
patterns were such that lithic debris is absent from living spaces and concentrated in dump
areas, and sampling has tended to concentrate on living spaces, we may be missing most of
the lithic debris. This hypothesis is certainly worthy of careful testing. Generally, though,
it is unlikely to explain the pattern at Lyon’s Bluff. Indeed, many of the units in the Lyon’s
Bluff excavations were in the area enclosed by the palisade, and that area could have been
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‘swept clean’, in a manner similar to house foors. However, the abundance of ceramic
debris recovered from those contexts suggest this isn’t the case. And, as we’ve mentioned,
the entire site was subjected to shovel test survey. As for the drills, Ensor concludes that
the microliths were mostly limited to mound sites, despite their presence at 1Gr2. He also
concludes that microlith manufacture was probably practiced by specialized artisans, as
opposed to the general population, and was likely practiced only part-time, [18, p.36]. A
general paucity of lithics at mounds sites in the Tombigbee River valley therefore appears
to be supported by the excavations at Lubbub Creek, the microliths notwithstanding.
Moundville, Shiloh and Lubbub provide a few examples of a pattern that is repeated
across the southeastern United States. As we have said, sites having earthen mounds
which date to the last four to fve hundred years prior to European arrival to their locales are a ubiquitous feature of the archaeological record of the Southeast. Accounting
for the paucity of lithics at these sites is a question of widespread signifcance. While the
paucity of lithics at Moundville, Shiloh, Lubbub Creek and other mound sites demonstrates
a widespread pattern, few conclusive explanations have been given. Because Lyon’s Bluff
is located only a few miles from the Mississippi State campus, the site would seem to offer
a great opportunity for scholars at the university to contribute to an understanding of the
phenomenon. However, despite several episodes of intensive excavations, and a great deal
of speculative writing on the site, very little artifactual data had been published on Lyon’s
Bluff at the turn of the 21st century, [38, p.48]. This was perhaps partly the motivation
for Mississippi State’s excavations in the early 2000’s. When the paucity of lithic material
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was again observed during those excavations, efforts began to be made to pursue several
potential explantions.
The frst proposed explanation essentially postulates that the pattern is a question of
access to raw material. Diffculties in acquiring tool stone could have led Late Prehistoric
populations to seek alternatives. As we’ve seen, replacement of stone by alternatives was
also invoked by Welch as an explanation for the paucity of lithics at Moundville, though
little direct evidence was available. Bone tools have been recovered from Lyon’s Bluff,
and, as we’ve noted, the range of other alternative materials recovered regionally from
archaeological contexts include antler, wood, shell, cane, and fsh scales ([56], [41]). In
the case of Lyon’s Bluff, two complementary factors may have contributed to the diffculty
of accessing the local Tuscaloosa gravels. These factors are distance from the source of
lithic raw material and the adoption of sedentary (i.e. year-round) habitation. We now
examine in some detail the explanatory potential of each of these factors for the Tibbee
Creek drainage.
In regard to distance from the source of raw material, archaeologists do enjoy a fair
degree of large-scale control over where lithic resources could have been acquired by populations living in the Tombigbee River valley. Regionally, several materials for making
stone tools were available, and are attested in the archaeological record. These materials
include cryptocrystalline silicates (commonly referred to as ’cherts’), orthoquartzites (i.e.
silicifed sandstone, not to be confused with ‘quartzite’, a metamorphosed sandstone), ferruginous sandstones and silicifed (a.k.a. petrifed) wood. Of these materials, the cherts
are by far the superior material for making stone tools. The geologic formations from
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which these materials could have been acquired are shown in Figure 2.4. The Tallahatta
and Kosciuscko formations of central Mississippi both have lent their names to varieties
of orthoquartzite. In comparison to the cherts, the more coarse-grained quartzites do not
fracture as predictably, making it more diffcult to manipulate the shape of the material.
Also, the edges are not as sharp, and they lose their sharpness more quickly. Ferruginous
sandstones are available at the surface in areas underlain by the Wilcox formation. Sandstones suffer from the same problems as the orthoquartzites, and to a greater degree. They
are generally reserved for ground-stone tools, though instances of chipped sandstone specimens do occur. As for cherts, there were several sources available to the populations of
what is today northeast Mississippi, and worked specimens of these materials are common in archaeological contexts of the area [17]. The Citronelle formation of western and
southern Mississippi contains the Citronelle gravels. The Fort Payne cherts are found in
northern Alabama and Tennessee. The so-called Tuscaloosa gravels, however, are the only
source considered to be ‘local’ to the Central Tombigbee River valley, where our study
area is located. These chert gravels are a constituent of the Tuscaloosa Group. This geologic unit forms a NW-SE trending arc in northwest Alabama and northeast Mississippi.
(Indeed, a look at the geologic maps of these two states reveals that the surfcial geologic
units of the Coastal Plain in Alabama and Mississippi form concentric arcs that generally
get younger as one goes south and west. This geologic pattern refects the advance and retreat of the shallow seas that once flled the Mississippi Embayment.) In the mid-twentieth
century, the ‘Tuscaloosa formation’ was reclassifed as a ‘group’, a higher level unit than
‘formation’ in the classifcatory heirarchy used by geologists [13]. Today, the Tuscaloosa
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Group is regarded as being comprised of two formations. The Corker formation, forming
the more easterly portion, is the older of the two. The Gordo formation forms the more
westerly portion. Both formations date to the Cretaceous period [13],[48]. Gravels from
the Gordo formation would have constituted the local source of chert for populations living in the Tibbee Creek drainage, [17, p.7]. These gravels are eroded out of the Gordo
formation and carried to the Tombigbee River valley by west-fowing tributaries, where
they are to be found concentrated in point bars and lag deposits of the Tombigbee River,
[48] (see Figure 2.5). Tuscaloosa gravels can also be found in terrace deposits along the
tributaries entering the Tombigbee from the east. Indeed, Russell notes the Columbus and
Amory areas as being the locales for the most signifcant gravel deposits of this kind [48,
p.25]. (Present-day Columbus, MS is located at the mouth of Tibbee Creek. Thus, the
signifcance of these terrace deposits for our purposes). In Figures 2.4 and 2.5, we have
also included the Demopolis Chalk geologic unit. It is in this unit that the Black Prairie
soils have developed, [9, p.11]. To our knowledge, there are no lithic resources in the Demopolis Chalk. Lyon’s Bluff is located on a bend of Line Creek, a tributary of the Tibbee.
The site is approximatley 20 km west of the Tombigbee River, travelling overland. It is
approximately 36 km upstream from the mouth of Tibbee Creek. Finally, in addition to
the distances involved in acquiring Tuscaloosa gravel, Ensor notes that the material is a
particularly hard and diffcult raw material to manipulate (especially if unheated), containing numerous quartz-flled fssures and having variable grain sizes even within the same
cobble[17, p.9]. These same gravels, incidentally, were the local source of tool stone for
Moundville. According to Welch, as well as Barry, Tuscaloosa gravels from the Corker for16

mation would have been readily acquired from the Black Warrior River by all inhabitants
of the Moundville settlement pattern, [3] and [56]. Indeed, Moundville and its affliated
sites are located along the Black Warrior River, which cuts directly through the Corker and
Gordo formations (see Figure 2.4 and Welch’s Figure 3.2 [56, p.25]). This is an interesting observation, because it suggests that distance to the source would not have been the
explanation for the documented paucity of lithics in the Moundville settlement system.
In addition to the distances involved in raw material acquisition, and the diffcult nature
of the Tuscaloosa gravels, a sedentary lifestyle may have contributed further selective pressure against a technology based on the local stone. Sedentary habitation is believed to have
begun in the Tombigbee River valley as early as 800 B.C., and to have penetrated the tributaries to the west (e.g. Tibbee Creek) by at least 500 years later (Rafferty, 1994 [43, p.420]).
The adoption of sedentary living is expected to be attended by a reduced catchement area
(thus articulating with the distance factor) and by population growth. These factors could
contribute to a relative scarcity of local resources, resulting in a shift in the relative ftnesses
of behaviors that differ in their dependence on the scale, timing and quality of the supply
of those resources for their successful replication. The evolution of territoriality, in which
access to resources is seen as something of a zero-sum game, is one possible development.
An alternative is the adoption of a cooperative strategy in which not all members of the
population rely in a direct way upon access to a given resource. Those without access to
tool stone could rely upon those with access for the commodities that stone tools were
used to produce. In either alternative, one might see a decrease in the fow of tool stone to
certain areas.
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Compelling archaeological evidence does exist in the Tibbee Creek drainage for substantial population growth in late prehistory. In her discussion of settlement patterning in
what is today Oktibbeha and Clay counties Mississippi, Rafferty notes a striking increase
in the number of occupations in the area over the centuries prior to European arrival [45,
p.188]. In particular, the number of occupations increases substantially during the Mississippian and Protohistoric periods as compared to the preceding Woodland period. Rafferty
examines the archaeological evidence for three potential explanations for this increase in
the number of occupations, including increased population, shorter occupational durations,
concentration of the population into the area from a more dispersed settlement pattern in
earlier times, or some combination of the three. Careful excavation of several sites such as
Josey Farm, a Mississippian farmstead in the upper Tibbee Creek drainage, has revealed
evidence of all three, [44]. Rafferty and Peacock have also presented additional evidence
for a broader and signifcant migration of peoples, at ca. A.D. 1200 (about the time radiocarbon dates suggest that the Lyon’s Bluff occupation began) into the Black Prairie
physiographic province from the highly dissected uplands of the North Central Hills physiographic province to the west (Rafferty and Peacock, 2008 [46, p.258]) (see Figure 2.6).
Rafferty also points out that the adoption of maize agriculture during the Mississippian period would be expected to be attended by population growth, [45]. In evolutionary terms,
the adoption of agriculture could result in increased populations by increasing the food
supply and thus relieving competetive pressures, allowing more individuals to survive and
reproduce. On the other hand, a subsistence regime dependent on agricultural products, especially those involving reliance on a single crop (e.g. maize), might be subject to cycles of
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boom and bust: caused by climatic events, or perhaps mirroring simliar cycles in the populations of pests or blights. Such focused subsistence also raises the prospect of ‘biological
warfare’ in the form of destroying your rivals’ crops. Either of these processes could have
mitigated against population growth. Indeed, it has been postulated that mound building, a
cultural trait regarded as one of the salient characteristics of Mississippian culture, might
have been selected for because of its effect of diverting energy from food production, and
thus placing a damper on population growth that would have been a competitive advantage
during periods of low yield: the so-called waste hypothesis, [39]. Finally, as a second
caveat, we note that a number of scholars in the biological sciences, as well as in anthropology, have begun to explore the conditions under which cooperative strategies might
evolve in circumstances where one’s intuition about self-interest would otherwise lead to
expectations of confict (e.g. [29]). Increasing population growth could have created the
conditions for increasing cooperation. In particular, access to raw material could have been
accomplished by means of a trade network in raw material, and perhaps of commodities
that stone tools were used to produce. Later in the study, we shall consider some possible
cooperative confgurations by which tool stone could have been distributed throughout the
drainage to locales at considerable distances from the source.
Territoriality resulting from sedentary living and attendant population growth is a social
level phenomenon that would have exerted a somewhat indirect infuence on lithic technology. A simple environmental-level factor that could have selected against stone tools in
a direct way is the possible depletion of known sources of raw material. This would be
particularly plausible with substantial population growth. Finally, Roland Fletcher has
19

suggested a third level of explanation that can occupy the gap between the social and the
environmental: the material. We shall have ideas about pressures at this level as well, but
we defer that discussion until after we have discussed Fletcher’s ideas. Finally, let us note,
following Dunnell, that not all phenomena are explainable in terms of selective pressures.
Some are better explained as the result of stochastic processes [15]. To replace stone as
a raw material, alternatives such as wood, cane, etc. need not have outcompeted stone.
If there was no appreciable difference between the ftness values of stone and that of its
alternatives, random processes alone could have resulted in a substantial decrease in the
prevalence of stone tool making. Indeed, there is substantial interest in the role that random processes play in human cultural development, [32]. We discuss Dunnell’s ideas on
functional versus sytlistic traits more fully below. Finally, we observe that a complex characteristic like stone tool making is likely to be affected by a wide range of ideas. As such,
it is highly likely to be the result of a mixture of selective and stochastic processes.
A second potential explanation for the paucity of lithics at Lyon’s Bluff is that stone
tools and the accompanying debitage tended to be so small that they would be underrepresented in the standard quarter-inch mesh sizes. Sub-quarter inch material was indeed
systematically collected during the excavations at Lyon’s Bluff. However, when the work
described here was frst embarked upon, much of the fne mesh material had not been
sorted, and so had not been taken into account in describing the lithic assemblage at Lyon’s
Bluff as sparse. That the bulk of lithic material was waiting to be discovered in the subquarter inch assemblage was therefore a potential explanation. Since that time, a large
sample of the fne mesh from Lyon’s Bluff has been sorted, and it has produced relatively
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few fakes as well (Evan Peacock, personal communication 2018). In light of this latest
information, mesh size would not appear to explain the paucity of lithics at Lyon’s Bluff.
Despite this fact, it seems appropriate to discuss why such an explanation was so plausible.
A discussion of what is known about Late Prehistoric lithic reduction in the Tibbee Creek
drainage should provide some valuable context for our analysis of stone tools. The discussion will also serve to highlight the potential importance of fne mesh material for other
sites in the region. While the argument for the importance of sub-quarter inch material has
been generally noted (e.g. [42]), there are particular aspects of the Tibbee Creek reduction
regime that make fne mesh material especially worthy of attention.
Two possibly related trends in the manufacture of stone tools during the period under consideration might have contributed to a shift toward the sub-quarter-inch range during late prehistory in comparison to earlier periods. These trends are the predominance
of small, triangular projectile points, and the general use of heat-treatment and/or bipolar reduction for the preliminary processing of the Tuscaloosa gravels. Beginning in the
Late Woodland period, ca. A.D. 400-1000 (what is termed the Miller III Phase in the
region), projectile point assemblages in the Tombigbee River drainage came to be dominated by small, triangular points: designated as Madison, Hamilton and Pickens points
in the regional type-variety classifcation system (Ensor, 1981 [17, p.104]; Jenkins and
Krause, 1986 [25, p.75], ; Anderson and Mainfort, [2, p.15]). It has been proposed that the
widespread rise to prominence of the triangular point was associated with the adoption of
bow and arrow technology (Blitz, 1988 [5]). To give a general idea of size, McGahey describes a regional assemblage of 11 Madison points as ranging from 16-39 mm (0.63-1.53
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in) in length, with an average of 24mm (0.944 in) (McGahey, 2004 [30, p.200]). Three
triangular points from the Lyon’s Bluff assemblage are pictured in 2.1. The longest of the
points pictured is 23mm in length, and the widest is approximately 13.5 mm. All three
are made from Tuscaloosa Gravel Chert: the specimens on the far left and far right show
the red color usually associated with heat-treatment, while the middle specimen retains the
typical yellowish-brown, unheated color (the photographs are to scale).
The manufacture of smaller points is expected to produce smaller debitage, especially
during reworking episodes. In addition, Ensor suggests that these points were manufactured from relatively small fakes, implying that debitage produced during triangular point
manufacture, in addition to that produced during rejuvenation, may have tended to have
been substantially smaller than that produced during the manfucture of the larger points
common in earlier periods (Ensor, 1981 [17, p.19]). Also, fragments of such small points
might be more likely to slip through a quarter-inch screen.

Figure 2.1: Triangular Projectile Points from Lyon’s Bluff (to scale)
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Evidence for small tool manufacture in the central Tombigbee River valley during the
Late Prehistoric period is not limited to triangular points. As noted earlier, Ensor has
documented a microlith industry at the Lubbub Creek Archaeological Locality, [18]. Ensor
also cites similar microlith industries in the nearby Black Warrior River drainage, and at
more distant localities during the period of time under consideration. In fact, lithic artifacts
identifed as ‘microdrills’ have been recovered during shovel testing of the plow zone at
Lyon’s Bluff, and have been ascribed a Protohistoric affliation, (see [4, p.40 and Fig 6.12,
p42]. If such micro-lithic industries were an important part of the cultural repertoire of the
populations living in the Tibbee Creek drainage in late prehistory, they might well have
contributed to a shift toward the sub-quarter inch fraction, as compared to earlier periods.
As noted earlier, however, Ensor believed the microlith industry at Lubbub Creek to have
been rather limited: reserved to specialized artisans, and practiced only part-time.
A focus on smaller tools might not have been only the factor leading to smaller debitage
during late prehistory. There is also evidence that the reduction strategies used could have
contributed. During the Miller III period, more intense heat-treatment, as compared to the
earlier Miller II, appears to have been an important part of the reduction regime. Ensor
proposes that Miller III and later stonesmiths may have applied heat as an easier means
than hard hammer percussion for reducing the tough Tuscaloosa Gravel cobbles. This
method would have been used to produce thermal spalls, upon which secondary reduction
would then proceed (Ensor, 1981 [17, p.18]).
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Figure 2.2: Lyon’s Bluff as it Appears Today
The property on which the Lyon’s Bluff site is located has been purchased by
the Archeaological Conservancy to provide long-term protection for the site.
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Spalls and heated cobbles would have generally have been too small for cores, large projectile points and large fake tools (Jenkins and Krause, 1986 [25, p,76]) (suggesting, the
reader will note, a potential environmental-level alternative to the bow-and-arrow explanation for the adoption of smaller points and other tools). Indeed, Jenkins and Krause list
”the absence of cores as an integral part of manufacturing debris” as being characteristic of
Miller III tool making (Jenkins and Krause, 1986 [25, p.75]). Thus, the percussive portion
of tool manufacture may have excluded the earlier stages of reduction, being used only in
fnishing tools, or in rejuvenating edges dulled through use.
A production regime in which the earlier stages of tool manufacture involved nonpercussive reduction techniques introduces further complications for drawing inferences
about stone tool technology. This is because the phenomenon of thermal spalling of the
Tuscaloosa Gravels may not have been limited to stone tool making, but may have been
a part of other technologies as well. For example, the use of heating rocks in cooking
(e.g. when roasting mussells) may have been practiced by Tibbee Creek populations (Evan
Peacock, personal communication, 2014). Exploitation of mussells is attested in the local
archaeological record. Mussell shell believed to be afflated with subsistence was recovered, for example, from a thick midden deposit at the Tibbee Creek site (22LO600), a small
site on Tibbee Creek near the food plain of the Tombigbee River. The Tibbee Creek site is
believed to have seen the most intensive use during the Late Woodland and Mississippian
periods, and the midden is believed to date predominantly to the Miller III, though it contained Mississippian ceramics as well [6]. With fre cracked rock not necessarily indicative
of stone tool manufacture, percussive debris is needed, at the very least, to confrm stone
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tool use. Even with such evidence, it may be diffcult to quantify the scale of stone tool
making. This issue is not a factor at Lyon’s Bluff, as the paucity of lithic material in that
assemblage includes fre cracked rock. However, it could be a serious problem when attempting to compare Lyon’s Bluff to contemporary occupations, comparisons that will be
integral to our approach to the problem at hand, as we shall see.
The role of heat-treatment as a factor in producing small debitage is also complicated
by evidence that the prevalence of heating stone to temperatures suffcient for spalling may
have decreased signifcantly over time. Peacock used the Munsell color charts to assess the
degree of thermal alternation in several triangular point assemblages ascribed to the Late
Woodland, Mississippian and Protohistoric periods [37]. With points classifed as having
been subjected to either light, medium or heavy thermal alteration, Peacock’s data show
that his Late Woodland sample was signifcantly skewed toward the heavy end (thermal
alteration for 77 percent of the Miller III points was coded as heavy). As one proceeds to
the Mississippian and Protohistoric samples, the degree of heating becomes more evenly
distributed over the light, medium and heavy categories. In fact, twenty percent of the Protohistoric sample showed no evidence at all of thermal alteration compared to 6 percent for
the Miller III sample, [37, p.116]. Despite this, 50 percent of the Protohistoric sample of
triangular points was still classifed as having undergone heavy thermal alteration. Thus,
there is good reason to expect that, even if intense heat-treatment waned during the Protohistoric period, the practice remained suffciently prevalent that a signifcant portion of the
percussive lithic assemblage would fall into the sub-quarter inch range for Mississippian
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and later contexts, and such contexts would contrast with Middle Woodland and earlier
assemblages.
Of course, numerous factors, other than the application of heat to effect primary reduction and a focus on smaller tools, could have contributed to a shift toward the smaller mesh
sizes. It would be interesting to know, for example, whether groups targeted smaller cobbles during late prehistory than they had previously. This would tend to produce smaller
debitage even in cases where heating was not used to effect primary reduction. This recalls to mind our earlier speculation that raw material sources may have become depleted
as populations grew. Dibble et al. have done some interesting work with the effects of
cobble size on the characteristics of lithic assemblages, [12]. Finally, it is interesting to
note that, to this author’s knowledge, no one has applied such techniques as mass analysis,
which requires calibration to specifc kinds of reduction, to the kind of reduction regime
described above (see Bradbury and Carr, 2004 [8]). Mass analysis characterizes specifc
reduction strategies by examining the distributions of such variables as count and weight
of the debitage such strategies produce across standard sieve sizes. The expectation is that
a reduction strategy characterized by accomplishing primary reduction with heating, and
by a focus on smaller tools, would be substantially shifted toward the lower sieve sizes
on both of these variables. That said, mass analysis relies ultimately on experimental reconstruction of the reduction process, an approach which has its disadvantages, as we’ve
seen. (It has its advantages too. Surely it can’t be all bad for archaeologists to spend time
getting frst hand experience with these materials.) And, if there was a shift away from
stone as a raw material for making tools and toward alternative materials, tool users may
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have rejuvenated stone tools less, thus producing less percussive debris on the later end of
the reduction continuum as well as on the earlier. Both divestment from stone, then, as
well as the nature of the tool kit and that of the reduction regime could have contributed to
a record of lithic specimens that would not be captured in quarter-inch screens.
The fnal factor proposed as having potentially made a signifcant contribution to the
paucity of lithics at Lyon’s Bluff is the occupation’s particular role in the larger settlement
pattern. It has been alluded to already in our discussion of other mound sites that larger
occupations, like Lyon’s Bluff, are believed to have been one component of a settlement
pattern that had at least one other: small, dispersed, settlements often referred to as ‘farmsteads’. The relationships that existed between mound sites and the farmsteads could have
had a signifcant infuence on the distribution of lithic artifacts. Hogue provides a brief
summary of what is known of the farmsteads in the Tibbee Creek drainage (Hogue, 2007
[22, p.246]). In contrast to villages like Lyon’s Bluff, the local farmsteads were small
in spatial extent. We’ve seen from Rafferty’s discussion that farmsteads almost certainly
refect occupations of much shorter duration in comparison to villages like Lyons’ Bluff,
and were occupied by considerably smaller numbers of people, perhaps a single nuclear
or small extended family. And, importantly, it is believed that the bulk of the population
during this period of time probably organized themselves into a dispersed network of such
small, relatively short-term occupations, [23, p.31], [44], [45]. Finally, evidence shows that
the farmstead populations practiced maize agriculture, and these small groups have been
proposed to have been the economic engines of a cultural form on the Black Prairie phys-
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iographic province that was based on the exploitation of the fertile, prairie soils (Hogue,
2007 [22, p.246]).
A number of hypotheses have been proposed about the village-farmstead relationship.
Peacock and Hogue provide a brief summary at the local level, [38, p.48]). There is also a
good discussion for the Tombigbee River valley in Solis and Walling (1982 [51, p.67-72]).
In particular, it has been proposed that villages received provisioning from the farmsteads.
This could have implications for lithic technology. If, for example, stone tools were used
to produce goods that were provided to Lyon’s Bluff by the farmsteads, this could mean
that the manufacture and use of such tools would not be integral to the niche which the
Lyon’s Bluff inhabitants were occupying. This scenario might also imply a heightened
emphasis on stone tools at the farmsteads, as well as infuencing the composition of the
tool kit among these groups. If Lyon’s Bluff’s role in the settlement pattern is indeed a
signifcant explantory factor for its paucity of lithics, this would be another apparent point
of departure between the Tibbee Creek drainage and the Moundville settlement pattern.
Recall that, at Moundville, Welch has stated that the paucity of lithics appears to have been
characteristic of all sites, not only the mound sites, [56, p.153]. Though, we note that the
farmstead data Welch had access to was based on surface collections, a scenario that is
typical as we shall see below.
Despite their ubiquity, and undoubtedly critical importance to understanding settlement patterning, extensive excavations at farmsteads are rare in proportion to their numbers. Most of the farmsteads in the Tibbee Creek area have only been surface collected,
[44], [45]. As we’ve said, Welch reports the same for the Moundville settlement system,
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[56]. The fact that Welch summarizes his survey of the environs of the Shiloh mounds
by concluding that farmsteads were present suggests that very little work indeed had been
done on the farmsteads in that area as of the publication of Welch’s book in 1999. Ensor mentions only 1Gr2 is his discussion of Lubbub Creek, [18]. In his book on the late
prehistoric occupations of the central Tombigbee River valley, Blitz mentions only four
farmstead sites as having been excavated: 1Gr2 near Lubbub Creek, the Tibbee Creek site
(22LO600), located near the mouth of Tibbee Creek, the Kellogg Site (22CL1527) 1.5 km
north of the Tibbee Creek site, and the Yarborough Site (22CL814), also on Tibbee Creek,
which we discuss more fully below, [6, p.59-68]. Since Blitz’ book was published, Rafferty has published on the Josey Farm site, a farmstead near Starkville, MS, [44]. From my
own discussions with archaeologists working in the Mississippi River valley in northwest
Mississippi, there would appear to have been essentially no survey at all for farmstead sites
in the environs of the Winterville Mounds at Greenville, MS, or the Arcola Mounds near
the town of that name, or for the Carson Mounds site in Coahoma County near Clarksdale.
In other areas, some work has been done. Timothy Pauketat has attempted to address occupation span at farmsteads, and by extension the broader nature of the farmstead-village
relationships, in the American Bottom of Illinois, again relying on surface collections however, [36].
One of the few published studies from the Tombigbee River area to directly address the
question of provisioning was that by Scott, who analyzed faunal remains from the Yarborough site (22CL814), [49]. Yarborough is the name given to the site of a farmstead located
on Tibbee Creek near the point where that stream enters the Tombigbee River. Scott com30

pared deer remains recovered from Yarborough with deer remains recovered from Lubbub
Creek. Scott’s comparison suggests that choice cuts of meat may have been provided to
village inhabitants by nearby farmsteads. She notes however that, while such relationships
may have existed between these types of groups in general, the distance separating Yarborough and Lubbub Creek make it unlikely that those two occupations in particular were
involved in the regular exchange of such perishable commodities as fresh venison. Instead,
Scott suggests, Yarborough would be better compared, on the basis of geographic proximity, with Lyon’s Bluff, [49, p.148]. Of course, fresh venison could have been processed
to increase its shelf life, but the basic point is that Yarborough is much closer to Lyon’s
Bluff than Lubbub Creek. Unfortunately for Scott, very little artifactual data from Lyon’s
Bluff were available for comparison. She was therefore obliged to evoke the representativeness of Lubbub Creek as a mound site and of Yarborough as a farmstead. Indeed, as
we noted earlier, Peacock and Hogue pointed out at the time of their writing in 2005 that,
despite all of the speculation over the role of Lyon’s Bluff, little artifactual data had yet to
be published on the site, [38, p.48]. And, as of Hogue’s writing in 2007, basic questions
about the farmstead-village relationship remained unanswered. Did it have characteristics
of a so-called 2-tiered hierarchy, [6]? Or, were the farmsteads more independent economic
units, [22, p.246]? The answers to these questions are expected to have important implications for the long-term cultural development of the region’s populations, and for lithic
technology.
Three summary points can be drawn from the above discussion. First, settlement patterning and lithic technology, while being interesting each on its own, are likely to be
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inextricably linked. A much richer understanding would likely result by considering the
two as interacting phenomena. Second, much remains to be understood about both topics
in the late prehistoric Tibbee Creek drainage. Indeed, almost no published data exist on
lithics from the area. Most research has focused on osteological, faunal and ceramic data.
Adding lithic data to the growing body of knowledge should contribute to the interpretability of these other data, and vice versa. Finally, given the likely central role of the farmstead
in the Tibbee Creek settlement pattern, data from these more ephemeral sites should contribute much to answering other archaeological questions of signifcance both locally and
much further abroad.
This project brings lithic data from Lyon’s Bluff together with those from two farmsteads to bear on the problem of late prehistoric lithic technology (see the map showing
the study sites, Figure 2.6). In particular, we focus on the hypothesized divestment from
tool stone in favor of materials that were presumably more readily available. We do this by
way of examination of the stone tools that do exist. While a direct analysis of tools crafted
from alternative materials would obviously be a logical approach, these materials typically
suffer substantially greater preservation loss that stone, making quatitative comparisons
extemely diffcult. And, in any case, lithic assemblages are ready at hand. We also attempt
to develop a richer picture of late prehistoric settlement patterning by exploring several
possible characterizations for village-farmstead and farmstead-farmstead interactions with
regard to lithic technology. Having laid the background, we now turn to a development of
the thinking that will guide our analysis.
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Figure 2.3: Area of Study
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Figure 2.4: Lithic Sources for the Study Area
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Figure 2.5: Lithic Sources for the Study Area: Closer View
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Figure 2.6: Study Site Locations

CHAPTER III
DEVELOPING THE ANALYTICAL FOCUS

A very simplistic evolutionary formulation for explaining the paucity of lithics at Lyon’s
Bluff might go as follows. Imagine a fxed set of tasks that tools will be used to carry out.
Let every task take on exactly one of two possible states: S for stone and A for alternative.
These states refect which kind of tool will be used to complete the task, a stone tool or one
made of an alternative material. We are interested in long-term changes to the prevalence
of S’s versus A’s. That long-term behavior is the cumulative effect of incremental changes
over a long period, and those depend on the relative ftness of the two states. The ftness
values can be formulated as probabilities, and they are ultimately dependent on environmental factors. In the preceding section, we explored a number of such factors, and they
fall generally into three categories. There are factors that infuence access to raw material,
such as distance from the source and territoriality. There are factors proceeding from the
village-farmstead or farmstead-farmstead relationship, such as provisioning. And, there
are factors that involve both, like networks of exchange in stone or commodities produced
by stone. Any of these factors, or some interaction between them, may infuence the relative ftness of S’s versus A’s. Depending on those relative values, change may be produced
by selection or by drift. In either case, S’s may either lose ground, gain ground, or stay
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roughly the same. The frst of these scenarios, losing ground, we might call ‘divestment’.
This study will concern itself with two very basic questions. First, is divestment an accurate characterization for lithics at Lyon’s Bluff? Second, if the characterization is accurate,
did the village-farmstead relationship, about which so little is known, have a role to play?
The frst question might strike the reader as a little odd. Isn’t divestment at Lyon’s Bluff the
phenomenon we are attempting to explain? We shall discuss this more fully as we proceed.
For now, we simply note that the small number of lithic specimens at Lyon’s Bluff does not
necessarily lead to the conclusion that the inhabitants did not accomplish quite a bit with
those few pieces of rock.
To begin our analysis, it will be helpful to be more explicit about what we mean by
divestment. We’ve actually defned divestment in fairly explicit terms in the above paragraph. And, as we shall see, the formuation given there will essentially be our working
defnition. But, let us consider the concept in a bit more detail. The concept of investment/divestment can be framed in the simple economic terms of scale and scope. Scale
of investment refers to how much tool stone was making its way into the hands of Tibbee
Creek populations. Scope refers to the diversity of tasks in which stone tools were being
employed. If one wants to address how invested a population was in a commodity or a
technology, one can ask how much of the commodity was active as part of the material
culture, and how many different ways the commodity was being used.
Having made divestment more explicit, we can try to address not only whether divestment was taking place, but also why it might or might not have been, through the careful
selection of several lithic assemblages. By comparing divestment/investment measure38

ments at sites located at varying distances from the Tombigbee River, we should be able to
address whether divestment was taking place, and whether direct access is suffcient to explain it. Also, by including assemblages from both mound-villages and farmsteads, we can
try to address whether these kinds of occupations exhibit different levels of investment in
stone tools. To this end, assemblages from three sites are examined here. The Yarborough
site (22CL814), mentioned in the previous section, was a farmstead located at the mouth
of Tibbee Creek. These people would presumably have had relatively easy access to raw
material for stone tool making. On the other geographical extremity, we have chosen to examine the lithic assemblage from a farmstead in the vicinity of present-day Starkville, MS:
the unnamed site 22OK595. This site is located in the upper headwaters of Tibbee Creek,
and would presumably have had a much reduced direct access to raw material. Lyon’s
Bluff roughly splits the distance between these two. We can measure the scale and scope
of investment in stone tools at these three sites.
Both scale and scope present diffculties when trying to measure them. Scale, how
much stone was being handled by a population, can be measured archaeologically by simply noting the number of lithic specimens present at, or the overall mass of stone on, a
site. However, issues of comparability immediately arise. Differences in the intensity and
duration of the occupations can affect the measurements. Also, differential preservation is
a problem, as is variability in site formation processes, and differences in sampling. Metrics such as lithic-to-ceramic ratios and lithic count/mass per volume of excavated soil are
attempts to control for some of these potential sources of bias. Neither of these metrics is
without its problems, however. Lithic-to-ceramic ratios, for example, face the challenge
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that ceramic technology might exhibit as much variabilty as lithics, and thus make a poor
normalizer. In other words, if the ratio changes, was it the lithics that changed, or the
ceramics? Indeed, Welch cites this problem in trying to compare excavated contexts at
Moundville and affliated sites, [56, p.151]. Lithic counts per volume of excavated soil can
be sensitive to such factors as site formation processes. The Yarborough site, for example,
was located on an active terrace of Tibbee Creek. Indeed, evidence points to at least one
substantial food event at the site (see the report by Solis and Walling [51]). Such events
could confuse measures based on density. Site 22OK595, in contrast, was formed on a thinsoiled upland ridge, where artifact density per soil volume is higher, all else being equal.
Behavioral aspects of site formation can pay a role as well. The context at the Yarborough site with the most integrity was a ‘dump’, formed in a gully. The picture appears to
be that there was a single wattle-and-daub structure, with household refuse being thrown
into the gully along the bank. This contrasts with 22OK595, where there is no evidence
of a concentrated dump. The midden in the latter occupation may well be the result of a
more dispersed disposal pattern (see [54]). Can we compare these two sites on the basis
of density-based metrics? It may be that the two metrics would complement one another
in the sense that one could help to contextualize the other. The point is, in any case, that
metrics of scale can be quite diffcult to interpret with confdence. And, of course, both
metrics can be affected by samples that are not representative of what is present at the site,
which itself might not be very representative of what was once at the site.
The scope of investment in stone tools is arguably even more complex than scale. A
natural metric of scope is tool diversity: i.e. how many different kinds of stone tools there
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are at a site. The idea is that the more kinds of tools there are, the more different kinds of
tasks stone tools were being used to carry out, and thus the more invested the population
was in the resource and technology. But, how does one recognize different kinds of stone
tools? Conventional approaches to ascribing one or more uses to a stone tool often involve
a comparison of the tool to modern-day or ethnographically documented tools. The lithics
from the Yarborough site, for example, were sorted by the team that excavated the site into
use-categories such as drill, knife, perforator, adze, and scraper, among others. Assignment
to a category was based on tool morphology. Other supporting data, such as drilled beads,
were either not present or no explicit connection was made by the investigators between
them and the categories.
Other approaches to tool use involve analyses of use-wear, as well as more holistic
approaches that bring debitage patterns into the analysis. These avenues would certainly
seem to be reasonable approaches to understanding stone tools and the tasks in which they
may have been employed. Like any other set of methods, these approaches come with their
own set of strengths and weaknesses, and challenges of interpretability and bias. Use-wear
analysis requires extensive training, and I was not prepared to pursue that direction for this
project. And, while a number of analytical methods for debitage analysis were considered,
the project was ultimately drawn in a different direction, as will be seen below.
There are at least two reasons that, in measuring tool diversity, I did not want to make
recourse to comparisons with known tool types such as drills, adzes, etc. First, the fact that
an artifact reminds us of something familiar to our experience is not conclusive evidence
that it was in fact used for similar purposes. A good case in point are the so-called Poverty
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Point plummets. We will discuss this example more thoroughly below, but here it suffces
to say that the artifacts were interpreted as plummets because of their resemblance to that
familiar device. However, Lipo, Hunt and Dunnell have presented a convincing argument
that they were in fact loom weights [26]. The fact that loom weights are also familiar to
our experience does not weaken the point that we can be led astray when we yield to the
temptation to interpret artifacts in terms of things we know, especially without the extra
leverage of supporting data (all too often missing in archaeological contexts). One does
not have to look very far at all to fnd numerous additional examples. I had the opportunity
to work as an Archaeological Technician on the White Mountain National Forest in New
Hampshire, where one of the most common site types are farmsteads dating to the early
19th century. I thus found myself perusing a catalog of farm implements from the period
(actually, the catalog was from the late 19th century, but it was all I had). The implements
to be found in the catalog were a complete mystery to me. Indeed, a trip to a modern
day farm shop or mechanics garage or biologist’s laboratory would undoubtedly result in
a similar experience. A second archaeological example is again provided by Lipo and
colleagues. This time, the object of interest was a kind of stone tool called ‘mata’a’ from
the southeast Pacifc island of Rapa Nui, [27]. The traditional use ascribed to the items
was a kind of weapon. Using the basic approach that was employed with the Archaic
plummets, Lipo et al. concluding that the objects were more likely general purpose cutting
tools. A particularly interesting aspect of this example is that the weapon hypothesis was
also adopted by European visitors to the island in the 19th century who actually witnessed
the items while they were still an active part of the material culture of a living human
42

group, [27, p.174]. The visitors apparently did not see the items in use. They came to the
weapon conclusion on that basis of the object’s resemblance to spears when hafted onto
long sticks.
The second objection I have to categorization by analogy arises from a broader issue.
One might argue that the entire aim of the discipline of archaeology is to make a fuller
accounting of diversity in human behavior: material behavior in particular. This basic objective is embedded deeply in the broader historical roots of anthropology. Human beings
learn more about themselves and their place in the world, and thus gain invaluable perspective for assessment and orientation, by systematically attempting to uncover variability in
human behavior that does not ft into any of our existing phenomological categories (note
that the attempt, as well as success, is useful). And, if the whole point is to fnd new ways
of thinking about things, then it seems counter productive to insist on forcing phenomenological categories into conformity with existing ways of thinking. An anecdotal, but nevertheless instructive, example is provided by a story a coworker of mine once shared. The
archaeological community in Washington state had been in the habit of categorizing a certain tool form as a broken projectile point. When a member of a local Native American
tribe examined one of the objects, he contended that it was not a projectile point at all. He
claimed it was a tool that was specially designed to gut fsh. Given the role of salmon in the
subsistence of the northwestern tribes, archaeologists might have been led in this direction.
The point, however, is that it would better serve the purposes of the discipline to develop
ways of categorizing artifacts (and tools in particular) in such a way that we discover uses
of which we have never even conceived. If we do not, then how can we hope to include in
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our accounting of human behavioral diversity forms that are entirely outside the realm of
our experience? By insisting on conformity with current ways of thinking, we place severe
limits on our capacity to understand our species.
Finally, we note that the notion of use in the context of stone tools (or any other kind
of ’tool’), has the potential to be exceedingly fuid and dynamic. This is hinted at in
a comment an archaeologist in the audience of a presentation I once gave made to me.
What is to stop a prehistoric person, the archaeologist asked, from picking up a tool and
deciding right then and there that that the tool would do very nicely for such and such
a task, regardless of what the tool might have been designed for, or whether it has been
designed for anything? How do you begin to approach tool use, when such use is limited,
at least partly, only by the abilities of the human imagination? If it has not become clear
already, it will now be stated. Developing a means of dealing archaeologically with tool
use and its complicated, dynamic and fuid nature, has become the overriding issue of this
project. That is, we will focus on the scope term of the investment equation. Several lines
of thought have had a signifcant infuence on the methods developed here for modeling
stone tool kits in a way that attempts to capture the above mentioned aspects of their nature.
These infuences are briefy described in the next section.
Before moving on to discuss the scholarly works that have shaped our ideas about
modelling stone tool use and function, I would like to give one further illustration of the
diffculties one can encounter when attempting to investigate and characterize use for objects that are outside the realm of our own experience. This is not intended as a cautionary
tale. I think we’ve suffciently made the point along those lines. But I decided it was worth
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including for a different reason. I once had occasion to listen to a man who was visiting
from Rwanda, and had been invited to speak to a civic group. As a child the man had been
witness to the 1994 genocide. A certain charitable organization in the United States sends
shoeboxes flled with various items to children around the world, and the man had received
one of these boxes. He recalled his favorite item as being a candy cane. Neither he nor
any of his friends had any idea at frst of what it was. Through a process of elimination
they decided it was not a tool, or a musical instrument, or something to wear. Finally,
they determined correctly that it was a kind of food. Even then, they had to learn through
experience that the plastic flm in which the candy was wrapped, something that was completely outside of their experience, could not be eaten. This story suggested to me a useful
exercise, either for students in an introductory archaeology course, or perhaps for professional archaeologists. Provide the student with some item that is entirely outside the realm
of their experience. As we’ve demonstrated, this would not be diffcult. The instructor, or
facilitator, should know the use of the item. Have the student, through some systematic
means, analyze potential uses for the item. Then, a comparison can be made between the
student’s characterization of the item’s use, and the known use. I think the game would be
very instructive.

45

CHAPTER IV
LAYING THE EXPLANATORY GROUNDWORK

In this study, we attempt to develop a method for analyzing stone tool kits that it is
hoped incorporates the dynamic, fuid and complex nature of such tool kits that we’ve
been exploring. Four lines of thought have had a particular infuence in shaping the ideas
developed here. It will be useful to briefy sketch those lines of thought. The frst major
infuence is Darwinian evolutionary theory, our basic explanatory framework.
In the discussion thus far, we have already begun to use terminology and concepts from
Darwinian evolutionary theory. Here we briefy describe the basics of that theory as it is
used archaeology. Culture is the most fundamental concept underlying all anthropological thought. The concept inherits from the phenomena it is designed to conceptualize an
inherently dynamic nature. One can make a strong argument that any attempt to explain,
rather than describe (c.f. [14, p.15]), human culture is fundamentally fawed that does not
incorporate in an essential way this innate dynamism. A number of scholars have recognized the potential of Darwinian evolution as a powerful explanatory framework for human
culture that is fundamentally based on modelling the workings of this dynamism ([52], [7],
[39],[16],[15]).
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When most people think of evolution, they think of biological evolution. And, there
have indeed been attempts to explain human culture as a product of biological evolutionary processes. However, another school of thought adopts a second fundamentally evolutionary conceptual framework germane to human culture, in which the mechanism of
inheritance does not involve mutations of nucleotide chains, but rather processes of social
learning. Scholars working in this framework recognize the potential of both the DNAbased and social learning-based systems for explaining human culture, and they call the
paradigm that attempts to incorporate both Dual Inheritance Theory (DIT) (see Eerkens
and Lipo, 2008, [16]). While the two systems of inheritance recognized by proponents
of DIT are both fundamentally Darwinian, they also have fundamental differences. This
realization leads one to the concept of a Darwinian system in the abstract, of which the
DNA-based and social learning based systems are only specifc instances. Let us briefy
describe the essential elements that must be present in any theory of change to make it
Darwinian.
There are four essential elements that a conceptual framework must possess to be Darwinian. These elements are: a set of entities, variability in the characteristics that the entities possess, a mechanism by which the variant that an entity possesses can be replicated so
that other entities take on that variant, and the inducement, by some means, of competition
among the entities, where the relative success of an entity in replicating its variant (the
variant’s ‘ftness’) is a function of the variant possessed. ‘Evolution’ is then defned as a
change in the prevalance of a variant in the population. It must be recognized that there
is no requirement that the entities be consciously aware of the competition. Indeed, more
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often than not, the entities’ attention is directed to other concerns, and the factors really
driving change are taking place at spatial and temporal scales too large or too small to be
within the entity’s threshold of perception, or they get swamped by the noise of the myriad
other facets of the environment in which the entities live.
In social-learning based systems, the entities are generally human individuals. The
variants are variant ideas about a certain aspect of the person’s behavioral repertoire. Ideas
are replicated by being passed among entities by means of their expression. The replication
process introduces new variability by the alteration of the original idea through various
means. The capacity for replication is limited in some way, thus inducing a competition
among the variants. A variety of environmental factors are then hypothesized to condition
the relative success of the variants in the competition for replication.
Into this general conceptual framework, we interject ideas inspired by the work of
Roland Fletcher, the second major infuence on our method. In his book ‘The Limits of
Settlement Growth’, Fletcher develops an evolutionary theory for explaining settlement
abandonment, [19]. As we shall demonstrate, his ideas can be adapted to our purposes.
Fletcher’s model involves a three-level hierarchy of processes germane to human cultural
evolution. These levels are active behavior, material behavior, and environment. Fletcher’s
idea is that changes in each of the two upper levels generally take place at slower rates
than changes at the level immediately below them. This slower rate of change results in
the upper level exerting a constraining infuence on the lower, and thus providing a means
of explaining why forms in the lower appear the way they do when they do.
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The material behaviors that Fletcher is specifcally interested in are architectural: buildings, roads, walls, mounds, etc. In Fletcher’s scheme, these architectural elements make
social life viable by regulating interaction and communication. Because active behaviors
are replicated more rapidly than material behaviors, behaviors at the two levels may develop in ways that are not entirely compatible. As a result, a situation can arise in which
architectural elements no longer perform their role of regulating interaction and communication in a way that is tolerable for the community’s inhabitants. In extreme cases, this can
contribute to the abandonment of the settlement.
Several observations can be made about Fletcher’s framework. First, its explanatory capabilities need not be limited to such extreme phenomena as abandonment, a fact Fletcher
clearly recognizes. Settlements can undergo other less extreme changes that are at least
potentially explanable by differential rates of replication. Second, the scope of applicability of the ideas is much broader than architecture and settlement growth. In particular,
we will try to use them as explanatory devices in the feld of stone tools. Finally, the
active-material diochotomy that Fletcher uses is not the only way that processes might be
classifed according to their rates of replication, though it would seem to be a very useful
distinction, especially for archaeologists. A second dichtomous classifcation that might
be useful is between processes that involve coordinated behaviors among relatively large
numbers of people versus processes in which smaller numbers of people are involved. We
shall develop these ideas more as needed, but a simple example here will serve to clarify
our thinking. If one imagines the population of social learners living in the Tibbee Creek
drainage as being organized into numerous, discrete subpopulations (i.e. farmsteads), then
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one can draw a distinction between processes in which only the individuals in one farmstead are involved, and processes which involve coordination among several farmsteads.
Ideas about, say, when a tool should be discarded would fall into the frst category, while
ideas about how tool stone should be acquired may fall into the latter, if acquisition were
achieved by means of a system of exchange. Ideas about the latter are expected to change
more slowly, because the changes affect more people. An inhabitant of farmstead A may
have little interest in when a resident of farmstead B discards a tool. But the A resident
may have a signifcant stake in the nature and timing of tool acquisition by the B resident,
as that involves a delicate balance of trade. The latter forms a part of the selective environment for the former. As a fnal observation, we note that one of the appeals of Fletcher’s
ideas, at least to this author, is that they offer a means of closing the gap between social
behaviors and environmental parameters. And, while differential rates of replication may
not be relevant for all phenomena, it would seem to have the potential for considerable
explantory power.
This is a convenient place to clarify some of our terminology. It is important to do this.
Language in scientifc endeavor should be deliberate and precise, rather than haphazard and
ambiguous. After all, a body of science as a product is literally a complicated arrangment
of words. If we do not make explicit what the referents of our words are, we will unnecessarily waste a lot of time and effort debating over what exactly is being said. This can be
avoided by simply being explicit in the frst place, [14, p.4] We have chosen the word ‘use’
to denote the employment of a lithic specimen, or a working edge, in some specifed set
of tasks. We also employ the same word to denote the set of tasks, perhaps unspecifed, to
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which a lithic specimen is, was, or could have been, employed. So, the word acts as both a
verb and a noun. In less formal contexts, we might have employed the word ‘function’ for
this purpose. (See, for example, Welch’s use of ‘function’ in discussing the mound at the
White site (1HA7/8),[56, p.51]. Indeed, Welch shows an awareness of terminology in his
discussion of the term ‘craft item’, [56, p.134].) The reason we have chosen the word ‘use’
is that the word ‘function’ is reserved for a specifc, and very important, concept in an evolutionary context. (In the work cited above, Welch was not working within an evolutionary
framework, and thus has no reason to make the distinction.) Evolution is the process by
which the prevalence of traits in a population change over time. A formal analysis of these
processes allows us to explain (in the sense of prediction, [14, p.19]) why a given form
appears in a particular place at a particular time. Following Dunnell, two categories of trait
are recognized in such a context: functional and stylistic, [15, p.199]. A functional trait
is one that possesses some positive (or negative, but not both) selective value as a result of
its iteraction with the environment, and for which the value (expressed perhaps as a lower
bound on a variable set of values) is suffciently large for a suffciently long period of time
for the trait to become more (or less, in the case of negative selective values) prevalent as
a result of the interaction. A stylistic trait is a trait that is not functional. The long term
prevalence of stylistic traits, as Dunnell (1978) points out, can be explained in terms of
stochastic processes, rather than selective pressure.
A third major infuence on our thinking comes from an article written Carl Lipo, Timothy Hunt and Robert Dunnell in which those authors examined the various uses that have
been ascribed to so-called ’Archaic plummets’ [26]. The interpretation of the objects as
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plummets is based mostly on the fact that the artifacts are shaped like plummets, and perhaps on the fact that Poverty Point’s most salient artifacts are the monumental earthworks,
projects for which a plummet might have come in handy 1 . The objects have also been
proposed to have been used as fshing weights, bolas and more ceremonial uses such as
charmstones, [26, p.2]. Lipo and his colleagues, however, offer a convincing argument that
the artifacts are instead loom weights. Their argument is based on a careful examination
of how the shapes of the objects vary. The argument’s basic logic is that an aspect of shape
that is important to the object’s use will be more tightly controlled than aspects of shape
that are less critical. Employing fairly sophisticated algorithms for characterizing shape,
they found that the aspects of morphology showing the greatest level of control (or design
tolerance) were more consistent with the use of the objects as loom weights than with their
use as plummets.
The applicability of the above ideas is clearly broader than plummets and loom weights.
We apply the logic here to stone tools. If a specimen of worked stone is to be employed
in some task, certain aspects of its morphology are expected to be critical to the task,
while others are less so. Those morphological aspects that are critical are expected to be
maintained with a higher degree of precision than those that are not.
The fnal major infuence on the thinking developed here comes from a publication by
Miller and Smallwood, [31]. These authors were interested in the general problem of modeling the production trajectory of Paleoindian bifaces, and in the particular implications of
1

In 2014, Poverty Point was declared a UNESCO World Heritage Site. The Anthropology Department
at Mississippi State has an on-going relationship with the agency mananging Poverty Point, conducting feld
schools at the site and arranging graduate student internships.
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this problem for certain Clovis assemblages recovered from the Topper site (38AL23) in
South Carolina. The authors explain that the prevailing paradigm for accomplishing this
task in the southeastern United States is attributable to Callahan, and involves the assignment of specimens to one of a series of nine production stages. Despite the predominance
of this analytical paradigm, Miller and Smallwood point to a growing body of literature on
Paleoindian-period lithics in the Southeast in which scholars have struggled while trying
to employ the paradigm. To understand the problem, consider the process of producing a
stone tool (biface, or some of other tool). The process begins with an unworked piece of
stone, and ends with a fnished tool. This overall reduction process consists of a number
of subprocesses of manipulation, and these subprocesses have morphological correlates on
the archaeological specimen. The stages are defned in terms of the morphological correlates. What the scholars cited by Miller and Smallwood have pointed out is that these
processes need not have taken place in any particular order. Process A might proceed for
a while, followed by process B for a while, and then perhaps return to process A. Not only
might the order of such sequences vary, but for a given sequence, the extent to which a
given process is carried out before switching might vary. This suggests that the appearance
of the morphological correlates used to defne the stages might not proceed with the timing
that Callahan thought. It should be said that, in deriving his stages, Callahan indeed drew
upon subtantial experimentation producing Paleoindian bifaces, and careful examination
of a large number of such bifaces recovered from archaeological contexts, [31, p.29]. Neverthess, the above discussion is entirely hypothetical, because, as has been pointed out,
numerous scholars have found themselves unable to place specimens along a production
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trajectory using the stages. These scholars have made a suggestion for improvement: tool
production would be better modelled as a continuous rather than a stage-based process.
More precisely, the classifcatory variable (the variable mapping from the set of observations into the set of classes) should map into a continuum (such as the real line) rather than
a discrete space (such as the integers, or some fnite subset of them, such as the numbers
one through nine). Such a model would account for the likely continuous nature of production subprocesses. Note, however, that the suggestion does not, by itself, address the
complex nature of the processes’ implementation that was pointed out in the above discussion. The classifcatory variable would have to some further characteristics to capture that
quality of tool production.
Miller and Smallwood point to an additional faw in Callahan’s scheme: its innate
normative character. In his experiments and observations, Callahan had a defnite form in
mind as a fnished product. But on what basis do we decide that a given form is THE target
form? In addition to this logical faw (i.e., unsubstantiated assumption), the normative
nature of Callahan’s stages limits their scope of applicability. As Miller and Smallwood
point out, because Callahan’s stages accomplish categorization by means of comparison
with some particular Paleoindian form, they cannot be used to compare Paleoindian lithic
technologies to that, say, of the succeeding Archaic, a comparison that would of course be
of great interest, [31, p.40].
Schemes based on a single target form also fail to accomodate the possibility that the
Paleoindian stone tool kit may have had more than one target form. Indeed, Miller and
Smallwood present compelling evidence for at least three distinct target forms in the as54

semblage from Topper: large futed points, small futed points, and non-futed bifaces. The
manipulative processes used to produce these forms are likely different, and they will be
attended by a different web of morphological correlates. Clearly, Callahan’s stages cannot
be used to place these specimens along a production trajectory.
The reader might, at this point, object that we have switched problems. We were discussing the tasks that tools were used to carry out, and we have now shifted to discussing
placement along a production continuum. However, we contend that these problems are
very closely related. The tasks for which a lithic specimen is suitable are a function of
the specimen’s morphological chacteristics. Those characteristics are expected to change
throughout the use-life of the specimen as it is acted upon by such processes as use-wear,
retouch and fracture. As the specimen’s morphology changes, so too might the tasks for
which it is suitable. We see then that ‘placement’ and ’use’ might to a degree be one and
the same thing. Here we adopt the term ‘placement’ to refer to the position of a specimen
along its use-life trajectory. We also use the term to refer to the analytical operation of
determining a specimen’s position. We are simply noting then that two researchers, one
attempting to model production trajectories and another attempting to model tool use, will
face many of the same challenges. They will grapple with some of the same characteristics
of stone tool kits.
Miller and Smallwood make a case that a better model is needed for analyzing production trajectories of stone tools. While they do not fully develop such a model, they do
develop their own continuous classifcatory variable, the faking index. And, they identify several characteristics that this kind of model might have. For any given production
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trajectory, the classifcatory variable should be continuous. And, the morphological explantory variables, upon which the classifcatory variable depends, should be continuous
and will likely have complex and shifting relationships to one another and to the explanatory variable. Finally, multliple production trajectories should be accommodated. In this
work, we make an attempt at developing such a model. It is our view that a well developed
data structure already exists that is capable of incorporating the characteristics identifed
by Miller and Smallwood: the network.
A network consists of a set of nodes along with some set of edges connecting them.
The nodes in our model will be lithic specimens (or more accurately, working edges on
lithic specimens), and the edges between nodes will refect degree of morphological similarity. If we view an edge traversal as the incremental transformation of one form into
another by means of gradual morphological manipulation, then a path through the network
represents the use-life of a lithic specimen. To use this kind of data structure to build a
model with the characteristics identifed by Miller and Smallwood, we bring in Lipo, Hunt
and Dunnell’s ideas about design tolerance. A tool (or use-category) in the assemblage
under consideration will be modeled as a subset of the node set, along with a set of accompanying edges, over which a certain set of tolerances can be maintained on a corresponding
set of morphological variables. The tool will be defned by the characteristic that, as one
traverses a path through it, one never incurs an error on the specifed set of variables greater
than the tolerance specifed for that variable. There may be any number of paths through a
given use-category. And, a given specimen may fall into a number of such use-categories.
The classifcatory system, then, depends on a shifting set of morphological variables each
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of which is allowed to vary continuously. Note that this produces production trajectories
that are not only continuous, but that do not adhere to a strict linear order. That is, if a
and b are two specimens, and we let a ≤ b denote the statement that a precedes b in a
production trajectory, it can be the case that a ≤ b, or that b ≤ a, or that neither is true.
Moreover, such relationships between a and b are allowed to change in a fuid way. In such
a framework, we might more properly refer to a continuous production web rather than a
production trajectory. As one proceeds along a path through the network, the ’use’ of a
specimen might change any number of times before it fnally is discarded. One also sees
that such a model should be capable of handling the expedient classifcation of specimens
to use-categories referred to in the previous chapter: i.e. the question of whether a lithic
specimen not be employed in any number of tasks on the fy. Note that, in a production
web, use and ‘placement’ are not entirely separable concepts.
The groundwork has now been established that will allow us to rigorously develop
a model for analyzing the lithic assemblages from the three sites in the Tibbee Creek
drainage. It is hoped that this model will not only allow us to address the complex issue of tool use, but also to make some beginning steps toward analyzing the evolution of
the Tibbee Creek tool kit.
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CHAPTER V
RIGOROUS DEVELOPMENT OF THE MODEL

In this section, we rigorously develop and describe the data structures and analytical
prodcedures that constitute our analysis. We model stone tool kits as networks. The frst
task is to construct the networks.

5.1

Forming the Networks
Let us begin our rigorous development of the model by clarifying precisely what a

network is, and by defning and describing some of the basic properties of the networks we
will be working with.
A network (or ’graph’ as the concept is referred to in the mathematical literature) can
be defned, without becoming too technical, as a pair of sets N = (V (N ), E(N )). The
set V (N ) is called the vertex set, its elements are referred to as vertices, and there must
be at least one vertex if the graph is to be non-vacuous. The elements of the set E(N ) are
unorderd pairs {a, b}, where a, b are vertices. The elements of E(N ) are called edges and
the set itself is called the edge set. If there is only one vertex, then the only kind of edge
possible is the ‘loop’: i.e. an edge of the form {a, a}. Our networks will not have loops.
Because the edges are unordered pairs, an edge {a, b} has no direction, and the network is
said to be undirected. However, if the unordered pairs of the form {a, b} are replaced by
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ordered pairs of the form (a, b), then the edge is regarded as pointing from a to b, and the
edge is said to be directed. A network with directed edges is said to be a directed network.
The networks we employ will be directed, and we will be interested in the directed fow
of tool mass through them. The reader will likely be familiar with the way networks are
usually visualized. Figure 5.1 shows the visualization of a directed network with 5 vertices
and 4 edges. This small network has one cycle and one isolate.

e

b

c
d
a

Figure 5.1: Visualization of A Directed Network

This is a convenient place to introduce the concept of a network component, which we
will have need of from time to time. Let N = (V (N ), E(N )) be a network. If for every
pair a, b ∈ V (N ), there exists a path from a to b or from b to a, then N is said to weakly
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connected. If there exists a path from a to b and from b to a, then N is said to be strongly
connected. If there exists a pair a, b ∈ V (N ) such that no path exists between a and b,
then N is said to disconnected. In Figure 5.1, the graph formed by vertices a,b and c is
strongly connected (note that it is not necessary for every pair of vertices to have edges in
both directions, only that a path can be found in both directions). That formed by a,b,c
and d is weakly connected. And, the entire graph is disconnected. Note that every strongly
connected network is also weakly connected. Note also that, in undirected graphs, weakly
and strongly connected graphs are the same, and we simply talk about a graph as being
connected or disconnected.
Germane to this discussion is the fact that the set-theoretic notion of a subset is readily
extended to graphs. Continuing to consider the network defned in the previous paragraph, let A ⊆ V (N ) and B ⊆ E(N ). The pair SA,B = hA, Bi is itself a graph, and is
called a subgraph of N . A special kind of subgraph is an induced subgraph. Suppose
X ⊆ V (N ). Let NX denote the graph whose vertex set is X and whose edge set is given
by {(a, b) ∈ E(N ) : a, b ∈ X}. The graph, NX is called the subgraph induced by X.
Note that in the notation, NX , for an induced subgraph, the reference in the prefx to the
edge set becomes unnecessary. Because subgraphs are themselves graphs, the notions of
connectiveness introduced above apply. A maximally weakly (strongly) connected subgraph is called a weakly connected component(strongly connected component) of N 1 .
Also notice that a component must be induced by its vertex set. Otherwise, it would not be
maximal, because we could add edges without violating the connectedness properties.
1

A subgraph is maximal with respect to a given property if the subgraph has the property, but the addition
of an edge or a vertex produces a graph that does not have the property.
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There is one further sense of connectedness to introduce. Let X ⊆ V (N ). The outcomponent of X is the set of all vertices a such that there is a path terminating at a and
initiating at some vertex in X. Similarly, the in-component of X is the set of vertices a
such that there is a path initating at a and terminating at some vertex in X. Note that a
component (weak or strong) is contained in its in- and out-components, but that in- and
out-components need not be connected in any sense (see Figure 5.2).
At this point, it is probably worth clarifying some potential confusion in the terminology. In defning the terms weakly and strongly-connected, we have followed Newman
[34, Sec. 11.6]. The ‘igraph’ package, an R package which we use in implementing our
model, [10], has a built-in function called ‘clusters’, which the igraph documentation says
will calculate ‘weakly and strongly connected components’. However, the ‘ weak components’ calculated by igraph are not what Newman refers to by that term. That this is the
case is easy to see. Consider Figure 5.2. The fgure shows part of a ‘weakly connected
component’ calculated by igraph for 22CL814. Notice that vertex 223 has no incoming
edges, and that the only way to reach vertex 542 is from 223. Conversely, vertex 542 has
no outgoing edges. Therefore, for the pair of vertices 542 and, say 443, there is no path
connecting the pair in either direction. This would put the pair, by our defnition (and
Newman’s) in different weakly-connected components. Nevertheless, igraph has included
them in the same ‘weakly connected component’. One can check, however, that if one
throws out vertex 542, one does indeed have a weakly connected component in the sense
of Newman. There are, in fact, two weakly connected components in the fgure. The frst
is comprised of all the vertices except 542. The second consists of the vertices 542 and
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223, for the subgraph induced by 542 and 223 is weakly connected, and is maximal with
respect to that property (try to add in a vertex, and observe that the connectedness property
breaks down). Finally, there is one strongly connected component in the fgure. Vertices
441-443, in fact, comprise a cycle. Like all of the strongly-connected components in our
networks, these three working edges lie on the same specimen. We’ll have more to say
about these data phenomena, and the role they play in our model as we proceed.
In fact, what igraph is calculating with its ‘clusters’ function is what Newman calls
(surprise!) ‘clusters’. The problem that igraph has solved for us is the problem, as Newmans puts it, ’of dividing the vertices of a network into a number of nonoverlapping groups
... such that the number of edges between groups is minimized’. Newman calls this problem the ‘community detection problem’ ([34, Sec 11.2.1]), and most of the latter part of
Newman’s book is devoted to that topic. Newman refers to the clusters as the ‘fault lines‘
of the network. The implications of these observations for our analysis will be discussed
as needed. For now, however, it is hoped that they help to dispel some misconceptions
about how components work. When I frst began my own study of network theory, I had a
picture of weakly connected components as being pieces of a graph between which there is
no communication: no overlap of the vertex sets, and no edge connections. In other words,
I was thinking roughly of clusters. We’ve seen in the example above that two weakly
connected components can overlap.
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We are now ready to leave general theory behind for the moment, and construct the
networks we will be working with. To defne our networks, we must describe the vertex and
edge sets. The vertices (or nodes) of our networks represent working edges on specimens
of worked stone. In a number of cases, we recognized several working edges on a single
specimen. Each working edge in such a case is given its own vertex. Using working edges
as the vertices, rather than entire specimens, affords the opportunity to recognize several
tools on a single specimen. This is one of at least two ways that a ‘multi-tool’ may arise.
A second way, as we shall see, is for a single working edge to be placed in more than one
use-category.
Before we add edges to our networks, we need to explain what the edges will represent.
An edge traversal in our network is intended to represent a gradual change in the morphological characteristics of the working edge, such as might be produced by such processes
as use-wear and retouch. We have chosen to distinguish working edges on the basis of nine
morphological characteristics that are expected to be of potential signifcance for the task
in which a tool is employed, at least some of the time. The nine characteristics are listed
in Table 5.1, and will be discussed more fully below.

Table 5.1: Morphological Variables Used in the Analysis
Specimen Characteristics Working Edge Characterstics
length
length
width
convexity/concavity
thickness
orientation to the sp. length
mass
unifacial/bifacial
modifcation for control
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443

223

442

441

404
409

Figure 5.2: Portion of a Cluster Generated by igraph (22CL814)
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When adding edges to our networks, we start with the complete graph on the vertex set.
A network is called complete if every possible edge is present. We create a base network
of working edges, for each of the three assemblages, by beginning with the complete graph
on their respective vertex sets, and then deleting every edge whose traversal would result
in either an increase in the mass of the specimen on which the edge is made, or an increase
in the length of the specimen. Stone tool making and use is a reductive process, and it is
impossible for use-wear or retouch to result in an increase in mass or length. We shall see
that this is not true for width and thickness when we defne those terms.
In addition to the edge deletions eliminating increases in specimen mass and length,
a second round of edge deletions is also undertaken to accomodate a second aspect of
our model: the model cannot incorporate fracture events. That is, we cannot begin with
a single specimen, break it into several pieces, and form tools out of the pieces. Such a
process would almost surely result in a discontinuous change of morphology, and we have
no mechanism in our model for dealing with discontinuous change. This does not mean
that our model is not capable of incorporating fractured pieces into a use-life trajectory. It
can, and in such a case, the edge traversal does not represent the incremental modifcation
of one tool so that it resembles another, but simply a realization that one tool is very similar
to another. Neither should we conclude that discontinuous morphological change could
not be incoporated into models like that developed here. However, the inclusion of such
changes would require us to work out what such a change might look like, and we are not
prepared to pursue that question at this time. Because of this characteristic of the model,
we see that a 1-copy-to-1-copy rule prevails: one copy of a given tool can only become
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one copy of another tool (the differences in the masses being lost as debitage) . It cannot
become two copies of another, or a copy of several tools, because either of these would
require breaking the copy into two or more pieces.
The 1 copy-to-1 copy rule presents a problem. In the 22CL814 assemblage, for example, the most massive tool is a barely worked, essentially complete cobble of Tuscaloosa
Gravel Chert, weighing 552 grams. The least massive tool has been described as a ‘microperforator’, and it weighs 0.2g. Any actual use-life trajectory connecting these two specimens would almost surely involve fracture events. In contrast, any path in our network
connecting these two would refect a series of gradual changes from one to the other: a
scenario that seems unlikely.
In addition to the problem just described, the 1-copy-to-1-copy rule also presents a
more mathematical problem. Suppose we found a path in our network connecting the two
tools mentioned in the above paragraph, with the specimens having the following masses:
552, 303, 109, 76, 53, 20, 10, 2, 0.2. To supply this trajectory would take at least 552 g
of tool mass. But, we are then expending 552 grams of raw material on nine tools, with
the vast majority being discarded as underutilized (though not unutilized) debitage. This is
probably not what we want.
To mitigate against the problems created by the 1-copy-to-1-copy rule, we adopt an
additional rule. No edge traversal should incur a percent change in mass more than some
specifed value. The idea is that this will prevent paths that connect specimens of vastly
different masses. It indeed has the effect of breaking the network into several pieces,
between which there can be no communication. That is, our networks will be comprised
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of several of Newman’s ‘fault lines’, or clusters. (See Table 7.1b for a breakdown of the
clusters and strong components.)
An immediate question is what percent change in mass is to be regarded as too large to
allow the edge traversal. This was determined by trial-and-error. For 22CL814, a change
in mass of no greater than 15 percent produced components that seem to make the most
sense. A slight technicality was that the 15-percent rule also separated specimens weighing
.2, .3 and .4 grams. We assume that a specimen weighing .4 g could be tranformed via
gradual processes into one weighing .2 g. Therefore, the 15-percent rule was abandoned
for specimens with a mass of less than 1 g. This scheme produced the components shown
in Table 5.2 (the values shown are masses).
At frst glace, one might have several concerns about the categories created with the 15
percent rule. First, the categories might seem a little arbitrary. But, there is a logic behind
them, as just explained. Secondly, one might notice that some of the numbers don’t seem
to work. Why, for example, is a specimen that weighs 36g separated from one weighing
35.7g? A 15 percent decrease in mass from 36 is approximately 30. The reason is that there
is no edge connecting the two. Recall that some edges were deleted because their traversal
would bring about either an increase in mass, or an increase in length. Because increases
in mass are not allowed, the only edge traversal possible is from the 36g specimen to the
35.7 g specimen. However, the length of the 36g specimen is 43.303, while the length
of the 35.7 g specimen is 64.87, meaning that an edge traversal in the opposite direction
would result in an increase in length, also prohibited. If the reader would like to have a
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look at these specimens, the 36g specimen is found on data sheet 242 for the Yarborough
assemblage, while the 35.7g specimen is on page 199.

Table 5.2: Mass Ranges in grams for the Clusters (22CL814)
0.2 - 35.7
36-59
63
67.7
76.7
109-261
342.65,353.35
552

Every edge not eliminated in the above deletions we leave in the base network. This
produces networks whose densities are approximately 3.8 percent, 9.3 percent and 8.9
percent respectively for 22CL814, 22OK520 and 22OK595. (The density of a network is
the number of edges in the edge set divided by the total number of edges possible. Density
is a basic structural property that might be open to interpretation.)
Two apects of the networks we’ve created are readily established, and should be briefy
discussed
1. Flow in our networks is mostly unidirectional.
More precisely, if (a, b) ∈ E(N ), then (usually) (b, a) ∈
/ E(N ). Due to the requirement that an edge traversal must not result in an increase in either specimen mass or
length, one sees that if both (a, b) and (b, a) are elements of the edge set, then the
respective specimens on which edges a and b are found must have exactly the same
mass and exactly the same length. The chances of this occurring with two distinct
specimens is, of course, rather slim. In fact, the only time this occurs in our networks
is in the case where the two working edges in question are on the same specimen.
The main diffculty this produces is computational. It can result in the passing back
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and forth of tool mass, a circumstance that perhaps presents no problems to interpretation (it might even present opportunities), but might present a compuational
problem by creating infnite loops in the fow algorithm. For this reason, we have
designed the fow alogrithm to prohibit the passing back and forth of the same tool
mass. This will be discussed in more detail as needed.
2. There will be a number of vertices that are connected by an edge, but that are nevertheless very dissimilar in their morphological characteristics.
Despite the edge deletions discussed above, there remain a number of connections
that involve substantial changes to morphology. We make note of this aspect of our
model up front, because it is a characteristic likely to be noted by the reader as a
potential cause of concern. Edge traversals are supposed to represent more gradual
changes to morphology. Accordingly, we should expect edge traversals requiring
less morphological change to be somehow easier than traversals involving more substantial change. This is accomplished in our networks by the introduction of edge
weights. In applications of network theory concerned with fow, edge weights can be
thought of as the capacity for fow along an edge. Greater weights in our networks allow for greater mass fow between specimens that are more morphologically similar
than for those that are less similar. This will mitigate against abrupt or discontinuous
changes to morphology. And, as we shall see, it will allow us to direct fow in ways
calculated to make the most of the use-capacity inherent in the assemblage. Let us
precisely describe the edge weights for our networks.
To defne our edge weights, we introduce a little notation. Put the following ordering on the set of variables: specimen length, specimen width, specimen thickness, specimen mass, edge length, edge convexity/concavity (Cx, Cv, U ) , edge orientation, unifacial/bifacial, and control modifcation (these are discussed in detail in the next section).
Having established this ordering, we can refer to the ordered variable set as (vi )11
i=1 . For
example, v1 refers to specimen length. As will be explained in the next section, edge convexity/concavity is defned as a vector quantity having three dimensions: Cx, Cv, and U
representing convexity, concavity and undulation respectively. If a ∈ V (N ), then we defne vi (a) to be the value of variable i at vertex a. So, for example, v4 (a) is the mass of the
specimen on which the working edge corresponding to vertex a is found. We will calculate
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a distance measure for every pair of vertices (Equation 5.1 below). In the calculation, we
replace the variable values with z-scores. For a ∈ V (N ), the z-score for a is given by
zi (a) :=

vi (a)−µi
,
˙i

where µi is the mean of the scores for variable i taken over all vertices,

and ˙i is the standard deviation of the scores. Using z-scores is intended to prevent certain
variables from recieving disproportionaly greater or lesser weight in Equation 5.1 simply
because of differences in scale. We are now ready to defne, for every pair of vertices, a
similarity score, derived from the Euclidean distance, that will then be used to weight the
edges of our network.
Defnition 1
Let a, b ∈ V (N ). The Euclidian distance from a to b is given by:
v
u 11
uX
d(a, b) := t
wi [zi (a) − zi (b)]2

(5.1)

i=1

where wi = 1/3 for i = 6, 7, 8 and is 1 otherwise.
If e = (c, d) ∈ E(N ), we will adopt the notation d(e) to denote the distance between the
endpoints of e. Let d := max d(e), and defne the similarity score, ˙, of a and b by:
e2E(N )

˙(a, b) :=

d − d(a, b)
d

(5.2)

Equation 5.1 is the familiar distance formula from elementary geometry, generalized to
11 dimensions and with the terms weighted. The weights are included, because we want
the three variables comprising the convexity/concavity measurement to have a combined
infuence on the fnal distance equal to that of the other variables. We defne edge weights
in our network by setting the weight for any edge (a, b) to be the similarity score ˙(a, b).
Note that 0 ≤ ˙(a, b) ≤ 1, that ˙(a, b) = 0 when d(a, b) = d, and ˙(a, b) = 1 when
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d(a, b) = 0. Because the edge weights are between zero and one, we can think of the
weight as the proprotion of the mass at a that is allowed to traverse edge (a, b) to arrive
at b. With this defnition, we are fnished constructing the networks. The next step in the
model’s development is the defnition of ‘base tools’. First, however, we explain in detail
the variables to be used in the analysis.

5.2

Analytical Protocols and Variable Defntions

5.2.1

Recognizing and Demarcating Working Edges

Before developing the methods that will be used to place working edges (i.e. vertices)
into categories representing tools, it will be convenient to clarify how working edges are
recognized, and how the variables used to distinguish them are defned. In what follows,
we acknowledge the general aid we recieved from William Andrefsky’s book on lithic
analysis, [58].
A stone tool is defned here as some portion of a lithic specimen that can, in possible
combination with other aspects of the specimen, be used to manipulate another material
by bringing the material into direct contact with the said portion. Note that this defnition leaves open the possibility of there being multiple tools on a single specimen. Our
defnition also excludes some phenomena that might be considered tools. One could, for
example, argue that a loom weight does not meet our defnition of a tool, because it is not
used to directly modify some other material. One might also exclude, on the same basis,
an atlalt weight, or a paper weight, or a plummet.
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To make our defnition of tool more precise, we classify the features to be found on the
surface of a lithic specimen. To be brought into contact with some material, the portion
of a specimen to be regarded as a tool must be on the specimen’s exterior. The exterior
of a lithic specimen consists of surfaces, edges and points. Surfaces are two-dimensional
(in some sense). Edges are one-dimensional and are formed by the intersection of two
surfaces. Points are zero-dimensional, and are formed by the intersection of two or more
edges. We will be concerned exclusively with edges.
The decision to work only with edges further narrows the universe of potential tools. It
is conceivable that some surfaces could meet the defnition of a tool stated above. Any such
tools will not make it into our analysis. The broader role of surfaces in the employment
of working edges is an interesting consideration. However, our exploration of the role of
surfaces is limited to the dichtomous variable coding each specimen on the basis of whether
some surface appears to have been modifed for the purposes of controlling the specimen
while employing the edge. By excluding points, we have further eliminated such things
as the tip of a projectile point, or that of a perforator. Both of these tools, however, have
edges accompanying their tips, and thus fall within the purview of our analysis.
Not all edges are included in the analysis. ‘Working edges’ were recognized by the
presence of an unbroken series of fake scars along the edge, and the limit of such an
edge was taken to be the extent of the unbroken faking. Very often, these fakes scars
were relatively uniform in size and shape. Having set out this protocol, it was not always
strictly adhered to. Gaps in the faking along an edge were accepted, provided that the fake
scars present seemed to suggest that a general area of the edge was subjected to deliberate
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modifcation. Sometimes, an edge with continuous faking was broken into several edges
if it seemed to the analyst that it would have taken several separate motions to bring the
entire edge into contact with the material to be modifed. In this case, the extent of the
edges was taken to be the largest portion of the edge that could applied with a single,
smooth motion. Generally, use-wear was not used to recognize edges. Use-wear analysis
requires considerable expertise, and brings along with it a host of issues. There were,
however, a few cases in which fake scars were absent, but what appeared to be patterned
scratching/etching on the surfaces bordering an edge were used to categorize the edge as a
working edge.
To contribute to replicability, a life-size sketch of every specimen was included on
the analysis sheet for the specimen. In most cases, the extent of the working edges are
indicated on the sketch, and the edges are labelled on the sketch. Also, the microscope
used to measure edge length, and to make several other measurements, came along with a
digital camera. Photographs have been taken of every specimen showing the extent of each
working edge, and several of the measurements: including specimen length and width,
total edge length, straight-line length of the edge (see below), and edge orientation.
Perusing the photographs or sketches, the reader will take note that we have included as
’working edges’ edges that would not typically be considered such. On what most would
interpret as a fractured projectile point, for example, we included what remained of the
edges as working edges (recall the anecdote about the Washington fsh gutting tool, above).
Part of the point in this project is to put on the table possibilities that would normally be
dismissed out of hand. We are only arguing that these ideas deserve a chance at objective
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scrutiny. The responsibility is on us, perhaps, to convince the reader that they do indeed
deserve some share of attention. The notion that some of these edges could have been
used is tested by making a comparison of the edges in question with edges that are more
unambiguously working edges. The reader may object that lots of things ’could have been
used’. But, that’s part of what we are about: measuring the potential of an assemblage to
accommodate classifcation by use.

5.2.2

Defning the Variables

Listed below are the variables used to distinguish working edges. We give a brief
defnition of each variable, and then discuss each one in more detail.
1. specimen length (mm)
the length of the longest line segment whose endpoints lie on the surface of the
specimen.
2. specimen width (mm)
length of the longest line segment that is perpendicular to the length segment and
whose endpoints lie on the surface of the specimen
3. specimen thickness (mm)
length of the longest line segment perpendicular to the plane created by the length
and width segments and whose endpoints lie on the surface of the specimen
4. specimen mass (g)
the mass of the specimen
5. edge length (mm)
the length of the working edge
6. Convexity/Concavity (unitless)
A 3-dimensional vector. The magnitude is the ratio of the straight-line length of the
edge to total edge length. The direction is determined by the relative contributions
to the ratio of edge convexity, concavity and undulation. (see discussion below)
7. Edge Orientation (degrees)
Measure of the angle formed by the straight-line distance segment of the working
edge and the specimen length line segment (see below).
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8. Unifacial/Bifacial (unitless)
A dichotomous variable. An edge is coded as 1 if it is bifacial, and 0 if it is unifacial.
9. Control Modifcation (unitless)
A dichotomous variable. An edge is coded as 1 if the specimen on which the edge is
located appears to have been modifed for the purposes of controlling the specimen
while employing the edge. The edge is coded as 0 otherwise.

We begin with variables that address size and shape. Any two points on the surface
of a specimen can be connected with a line segment. We call such a line segment that
is as long as possible a length-line-segment, and we call the length of the segment the
specimen length. It is possible for a specimen to have more than one length-line-segment:
imagine a sphere. This is important, because subsequent quantities are defned in terms
of their spatial relationships to the length-line-segment. In practice, multiple length-linesegments did not often occur. When more than one length-line-segment did occur, one
of them was chosen. We discuss the implications of this decision as needed. Having
chosen a single length-line-segment, consider a line segment that intersects the length line
segment, is perpendicular to it, and that has its endpoints on the surface of the specimen.
The length of such a segment will vary with rotation about the length-line-segment, and
along the length-line-segment. Such a line segment that is as long as possible is called a
width-line-segment, and its length is called the specimen width. As with length, there
may be more than one width-line-segment. In practice, it was almost always the case that
the width-line-segment was unique up to rotation. That is, while there may have been more
than one such segment along the length of the specimen, all of them were usually obtained
with the same rotation. As a result, the width-line-segment and the length-line-segment
form a unique plane. The specimen was placed under the microscope so that this plane
75

could be viewed in plan view. Consider a line segment that intersects the length-width
plane, is perpendicular to it, and whose endpoints lie on the specimen. Such a segment
with the longest possible length is called a thickness-line-segment, and its length is called
the specimen thickness. There may be numerous thickness-line-segments distributed over
the length-width plane. Together, the specimen length, width and thickness measurements
are used to characterize the size and shape of the specimen. They can be thought of as
defning the smallest box into which the specimen can be inscribed.
The above characterization of size and shape is admittedly crude. At the beginning of
the analysis, an attempt was made to build a more complex characterization by determining
not only the lengths of the three kinds of line segments above, but also to characterize their
locations. For example, how many thickness line segments are there, and at which points
in the length-width plane do they occur? This effort was ultimately abandoned, because
my understanding of the late prehistoric stone tool kit is not detailed enough to motivate
more complex characterizations. And, also, other priorities drew away time and attention.
Specimen mass is the most unambiguously defned characteristic. It was measured in
grams with a digital scale, and assumes a constant acceleration due to gravity.
We can now discuss the variables used to characterize the nature of the working edge
itself. In most cases, working edges were roughly confned to the plane created by the
length and width segments. Having positioned the specimen under the microscope with
this plane in plan view, the working edge could thus be seen in profle. The microscope
and accompaning software was then used to approximate the working edge by a series
of polygonal line segments, much the way that one would digitize a curve in GIS. The
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total length of the working edge was then taken to be the sum of the lengths of these
polygonal segments. Having thus demarcated and measured the working edge, consider
the line segment lying in the length-width plane whose endpoints lie on either end of the
working edge. We call this line segment the straight-line-segment, and we call its length
the straight-line-length. The straight-line-length is used to defne two additional variables.
The edge orientation is the smallest angle formed by the intersection of the straight-linelength and the specimen length-line segment. In order to form the angle, it was necessary
in many cases to extend the straight-line-segment beyond the limits of the working edge.
The second variable derived from the straight-line-length, and the most complex variable used in the analysis, is convexity/concavity. We begin by making the following defnition for a working edge, e.

cc(e) :=
=

total length
−1
straight-line-length
total length − straight-line-length
straight-line-length

(5.3)

Note that cc(e) ≥ 0, and cc(e) = 0 precisely when the total length of the working edge is
equal to the straight-line-length. This quantity is intended to quantify the degree to which
the working edge departs from a straight line. As the second equality in Equation 5.3
shows, it is the amount that the total length exceeds the straight-line-length as a percentage
of the straight-line-length. Note that, as it is, the quantity does not distinguish between
convex and concave edges. We could make it a signed quantity, giving positive values to
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convex edges, and negative values to concave edges (or vice versa). However, additional
issues further complicate the matter.
Imagine viewing the working edge in profle. Arbitrarily select two points on the edge,
and connect the selected points with a line segment. If the edge lies entirely to the outside
of the line segment, then the edge is convex between the two selected points. If the edge
lies entirely to the inside of the line segment, then the edge is concave over the interval. In
many cases, part of the working edge was convex, while other parts were concave. In such
cases, both departures from straightness contributed to the cc-value. The signed cc value
idea will not work in characterizing these edges.
An additional complication enters in as well. In many cases, a convex or concave
portion of a working edge exhibited smaller scale changes in convexity/concavity along
its length. Should these changes be considered as separate convex or concave portions?
If so, at how fne a scale do we recognize such changes? Ultimately, we decided to treat
convexity/concavity changes occuring at scales suffciently small relative to the length of
the edge as its own kind of phenomenon, which we call undulation.
All three of the features discussed above (convexity, concavity and undulation) contribute to the cc-value. All three may or may not be deliberate, and may or may not play
a signifcant role in a working edge’s use-capacity. We create three separate variables (Cx,
Cv, and U) representing convexity, concavity and undulation, respectively, and we code for
each working edge an estimate of the relative contribution each of these makes to the ccvalue. We have that 0 ≤ Cx, Cv, U and Cx+Cv +U = 1. The ordered triple (Cx, Cv, U )
defnes a vector in 3-dimensional space. This space is a subspace of the 11-dimensional
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variable space in which our observations reside. We divide each 3-D vector by its length
to obtain a unit vector with the same direction (a unit vector is a vector of length 1). We
then rescale this unit vector by multiplying it by the cc-value of the edge. More precisely,
we make the following defnition.
Defnition 2
Let v = hCx, Cv, U i denote the vector of codings for an edge e, and defne the c-vector
of e by
v
· cc(e)
kvk


Cx
Cv
U
=
· cc(e),
· cc(e),
· cc(e)
kvk
kvk
kvk

c(e) :=

where kvk =

√

(5.4)

Cx2 + Cv 2 + U 2 is the length of the vector, v, of codings.

Thus the c-vector of a working edge is a 3-dimensional vector whose magnitude quantifes the degree of departure from straightness, and whose direction indicates the relative
contributions to the departure made by convexity, concavity and undulation. Note that the
origin in this 3-dimensional subspace (i.e. the vector with zero magnitude) represents a
completely straight edge. The coordinates of the c-vector comprise the sixth, seventh and
eighth variables in the Euclidean distance we calculate in Equation 5.1. As mentioned
before, these terms are given a weight of one-third, so that their collective weight in the
distance calculation is equal to that of the other variables.
Finally, we have included two dichtomous variables. For the variable we call bifacial/unifacial, an edge was coded as 1 if it had fake scars on both adjacent surfaces of the
kind used to demarcate working edges (see discussion above in Section 5.2.1), and was
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coded as 0 if such faking occurred on only one of the surfaces. Some edges were bifacially worked over a portion of their length, and unifacially worked over another portion.
We could have addressed such mixed edges by making the bifacial/unifacial variable a vector quantity, estimating the proportions of the edge that were unifacial/bifacial, as we did
with the convexity/concavity variable. Ultimately, we didn’t do that. If a substantial portion of the edge was bifacial, the edge was coded as bifacial. In some cases, both surfaces
had the cortex removed, but only one surface showed retouch. This suggests a use-based
assymetry in the surfaces, and such edges were coded as unifacial.
For the variable we call control modifcation, every variable is coded as 1 if the specimen exhibits modifcation that appears to have been done for the purpose of controlling
the specimen while employing the edge, and the edge is coded as 0 if no such modifcation
is in evidence. Recognizing when fake removals may be interpreted as modifcation for
control can be diffcult to do in a rigorous and consistent way. We developed a coding
scheme for fake scars that we used for this purpose. We refer the reader to the appendix
for a detailed discussion of the fake scar coding scheme.
Several issues with the protocols described above should be mentioned. First, there
were some cases in which the working edge was not situated in the length-width plane.
In other cases, there were several working edges, some of which were in the length-width
plane, and some that were not. To measure edges that did not lie in the length-width plane,
the specimen was rotated about the length-line-segment until the edge could be viewed in
profle. Then, the length of the edge and the edge orientation were measured as described
above.
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It is also worthy of mention that, at the beginning of the project, we were not making
measurements with the digital microscope. At that time, we were measuring the lengths of
working edges using the ‘string method’. With this method, one holds a string along the
working edge, and then measures the length of the string. This has the advantage of not
using polygonal segments. (The idea here is that the edge is really a continous curve, not
a polygonal path. In fact, polygonal might be closer to the truth. See Brown’s discussion
on faked stone and fractals, [9]) . The string method also potentially does a better job of
handling cases where the working edge, while it can be viewed in profle, does not really
lie in a plane. In fact, no edge lies completely in a plane. But, some edges exhibit greater
departure from planarity than others. Because measurements with the digital microscope
are made on a 2-dimensional image of the specimen, such measurements will always be
attended by some error due to the departure from planarity, with the error increasing as
the departure of planarity increases. The string method does not suffer from this problem.
However, the string method is easier to understand than it is to implement. Also, it is quite
time consuming. The increased precision and consistency achievable with the microscope,
along with the fact that microscope measurements are achieved much more quickly, led
us to decide to use the microscope to make all measurements for which this was possible.
Microscope measurements include specimen length, specimen width, edge length, straightline-lenth, and edge orientation. The thickness measurement could not be made with the
microscope, and was accomplished with digital calipers. Finally, we note that the digital
imaging capabilities included with the microscope were an additional advantage to using
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that method. It allows for easy documentation of the measurements. Measurements made
with the string method were redone using the microscope.
Finally, we note that there are some specimens included in the analysis that have no
working edges. In the Yarborough assemblage, for example, there were specimens that
would probably be interpreted by most as projectile point stems, with the working edges
completely missing. There are also specimens identifed as drill shafts (the presumed working end missing), and some specimens classifed as the proximal fragments of adzes. These
specimens have been included in the analysis as records having missing data. Such data
can be included in the calculations with the missing data simply ignored. But, what role
do such specimens play in analysis? A moment’s thought has convinced me that such
specimens present some interesting analytical possibilties. We can think of records with
missing data as ‘fuzzy’ nodes. That is, there is a degree of uncertainty about the placement
of such nodes in the network. We can imagine that a tool maker might be presented with
the same problem we face upon encountering such a specimen. Where does it ft best? The
answer will perhaps infuence what subsequent modifcations should be made on the specimen, or whether any modifcations should be made at all. We can ask about the overall
role of such fuzzy nodes in the evolution of the tool kit. Do tool kits that tend to produce
such specimens at a greater rate have systematically different evolutionary trajectories than
those that do not? And, if different, then different how? We don’t make much headway
on these questions in the current work, but it nevertheless seemed appropriate to include
the specimens and to take note of the analytical possibilities. Having completed our dis-

82

cussion of the variables and the measurement protocols, we are now ready to start creating
use-categories (i.e. tools). We start, in the next section, with a ‘base tool kit’.

5.3

Defning Tools
In this section, we develop the machinery to be used to construct ‘tools’: i.e. use-

categories. We proceed by building a set of ‘base tools’. The base tools will then be used
to construct more complex tools. Base tools will be subgraphs over which a specifed level
of control can be exerted over a single variable. It will be convenient in what follows to
use vector notation. Accordingly, let us regard the nodes in our networks as vectors in a
9-dimensional vector space (one dimension for each variable). Thus, for a ∈ V (N ), we
say a = hvi (a)i9i=1 , and make the following defnition.
Defnition 3 (Error Vector for a Path)
Let n ≥ 2 be an integer, and let p = (a1 , · · · , an ) be an ordered sequence of vertices such
that (ai−1 , ai ) ∈ E(N ) for 2 ≤ i ≤ n (i.e. p is a path through the network). We defne the
relative error vector, hei (p)i9i=1 , of the path p by 2
ei (p) :=

ei (p) =




 1



 0

kvi (a1 ) − vi (an )k
for i 6= 8, 9
kvi (a1 )k

if vi (aj ) 6= vi (ak ) for some j 6= k

(5.5)

for i = 8, 9

(5.6)

if vi (aj ) = vi (ak ) for all pairs j, k

If (a, b) ∈ E(N ), then the relative error vector of the edge is defned to the relative error
vector of the path p = (a, b).
2

kvk denotes the length of the vector v. Also see Defntion 2.
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For the real-valued variables, Equation 5.5 reduces to the following:

ei (p) =

vi (a1 ) − vi (an )
vi (a1 )

(5.7)

That is, for the real-valued variables, this is simply the unsigned percent change in the
value of the variable brought about by traversal of the path. For convexity/concavity,
Equation 5.5 gives the magnitude of the vector in the variable space that initiates at point
v6 (a1 ) and terminates at point v6 (an ), divided by the magnitude of the vector initiating
at the origin and terminating at v6 (a1 ) (v6 , representing convexity-concavity is itself a 3dimensional vector quantity. This was the motivation for our using the vector notation in
Equation 5.5). For the dichotmous variables, the error is also dichotomous: either all vertices along the path have the same value, or at least one vertex has a value different from
the others.
One complication arises for Equation 5.5 in the case of edge orientation and convexity/concavity. Unlike the other continuous variables, these two can take on zero values. An
orientation value of 0 occurs when the working edge is parallel to the length-line-segment.
The convexity/concavity vector has zero magnitude when the edge is completely straight.
In both of these cases, Equation 5.5 results in division by zero. To deal with this problem, it
was decided to replace the zero values with something very close to zero when calculating
error. In the case of orientation, we chose as the ’zero’ value the number 0.001. This is the
smallest positive value possible within the limits of the precision of our measurement. In
all cases, this was lower than the actual minimum value for orientation: .122, .277 and .467
for 22CL814, 22OK520 and 22OK595 respectively. In the case of convexity/concavity, the
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smallest, positive magnitude was determined. This was a number less than 1. The frst nonzero digit to the right of the decimal point in this smallest magnitude was determined. The
’zero’ value was then chosen to be the number with a 1 in the next smallest decimal place,
and with zeros in every place to the left of it.
The concept of error vector can be extended from path to induced subgraphs. We make
the following defnition.
Defnition 4 (Error Vector for a Subgraph)
Let T ⊆ V (N ), and let NT be the subgraph induced by T . Let P denote the set of paths
in T . For 1 ≤ i ≤ 9, defne ei (T ) := maxp2P (ei (p)). The error vector for T is then the
ordered vector E(T ) := hei i9i=1 .
Note that the maximum in defnition 4 is well-defned, because the networks are fnite. For
the dichotomous variables, ei = 0 if all the vertices in the subgraph have the same value on
the variable, and ei = 1 if at least two vertices in the subgraph do not have the same value.
The idea behind the error vector is that we should be able to follow any path through the
set T and never incur an error on variable i greater than ei .
In Defnition 4, we have defned an error vector as a property of a given subgraph NT .
However, we can also defne an error vector independent of any subgraph, and then refer
to subgraphs that ’ft’ the vector.
Defnition 5 (Subgraph-Independent Error Vectors)
Let E = hei i9i=1 denote a numeric vector such that ei ≥ 0 for 1 ≤ i ≤ 9. Let T ⊆ V (N ),
and let ET = hei i9i=1 be the error vector of T in the sense of Defnition 4. Then T is said to
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ft E if ei ≤ ei for for 1 ≤ i ≤ 9. Further, T is said to ft maximally if any subset properly
containing T does not ft E.3
Error vectors provide the data structures by which control will be exerted over the
variables in the analysis. A tool will be a subgraph that fts (and, in particular, maximally
fts) some error vector. We may wish to exert more control over some variables than over
others. To exert more control over variable i, we decrease ei . To exert less control over
variable i, we increase ei . To, in effect, remove variable i from a tool’s defnition, we
simply set ei to be the value of ei in the error vector (in the Defnition 4 sense) of the entire
network. We make this explicit in the next section.

5.4 Building A Base Tool Kit
In this section, we build a base tool kit. More complex tools can then be built by
forming combinations of the base tools. Let us frst establish the following notation. Let
{ei }9i=1 be the error vector of V (N ) (in the sense of Defnition 4). Thus, ei is the maximum
error incurred along any path through the network for variable i. We have included nine
variables in our analysis. We now arbitrarily choose eight ’tolerance levels’ by defning the
following set:
tolerance = {0.3, 0.2, 0.1, 0.05, 0.025, 0.01, 0.005, 0.001}
Let tol ∈ tolerance, and let 1 ≤ i ≤ 9. Let E(i, tol) be the error vector (in the sense of
6 i. We build a collection of subgraphs each
Defnition 5) with ei = tol and ej = ej for j =
3

A set X is a proper subset of a set Y if every element of X is an element of Y , but the converse is not
true.
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of which maximally fts the vector E, so that the union of all the subgraphs is the entire
network, N . We call such a collection a covering for the pair {vi , tol}. We create such a
covering for all 56 possible pairs {vi , tol}. The elements of these coverings are our base
tool kit.

5.4.1

The Mapper Algorithm

The base coverings are constructed using a program (written in R) that we call ’mapper’. We now describe this algorithm in detail. Throughout, we will refer to 5.3 and 5.4
below. Suppose we have selected variable vi and tolerance level, tol. To construct a covering of maximally ftting subgraphs for E(i, tol), we begin by selecting, for each cluster
of the network, a single vertex, or ’seed’, around which the frst base tool for the cluster
will be constructed. Suppose we begin with the frst cluster, and denote the seed selected
for that cluster as s (the algorithm is repeated for each of the clusters) . The ’coverage’ for
this frst tool is initially set to consist of this single vertex. We then use igraph’s built-in
functions to fnd all the upstream and downstream nieghbors of the seed. These neighbors
are passed through two ’fltering’ algorithms: a down-flter and an up-flter. Taking the
vertices immediately downstream from the seed (the reader can refer in what follows to
the left side of 5.3), the down-flter eliminates those vertices, v, for which ei (s, v) > tol
(see Defnition 3). But then, it is possible that some of the downstream vertices surviving
the down flter are also upstream from the seed (this possibility will become more relevant
upon iteration, as the tool grows to include more than just the seed). The surviving vertices
that are not also upstream are set aside in the variable, down.not.up. The surviving vertices
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that are also upstream from s must be passed through the up-flter. The up-flter eliminates
those vertices v for which ei (v, s) > tol. Survivors are stored in ’down.up’. The down.up
vertices are then added to the ’down.not.up’ vertices to create the set ’down.keep’. The
process just described is then repeated (right side of 5.3) with the roles of down and up
reversed. Note that it was necessary to apply both flters in series twice, with the orders
reversed. It would not have been suffcient, for example, to carry out only the left side
of 5.3, because any vertices that are upstream, but not downstream, from the seed, would
have been missed. Conversely, had we applied only the right side of 5.3, vertices that are
downstream but not upstream from the seed would have been missed.
As can be seen at the bottom of 5.3, keep.up and keep.down are combined to create a
set ’keep’. The vertices in keep all work with the seed (i.e. any edge traversal between
the seed and the vertices in keep will incur an error in variable i no greater than tol).
However, this does not mean that the vertices in keep work well with one another. There
are probably a number of paths connecting the vertices in keep, and, if the tool is to ft
the error vector described at the beginning of this section, we must be able to traverse any
paths between them without incurring an error greater than tol. The ’culling’ algorithm
tries to fnd a largest subset of keep that has this property. We will not discuss the details of
the culling algorithm here. The interested reader can view the code in full in the Appendix.
Briefy, the subgraph induced by the vertices in keep is taken, and the vertices are then
ranked according to the number of bad in-connections they have, and also according to the
number of bad out-connections. These two ranks are added together to create an overall
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composite rank of bad connections. A simple algorithm involving the adjacency matrix is
then implemented that retains the largest possible set (or, it is hoped, something close to it)
We have now found a maximally large subset of keep whose elements work well not
only with the seed, but also with each other. But, we are not done building the tool. When
we began, the tool consisted only of the seed. Now, the tool has grown. There may be
vertices that are directly down- or upstream of the larger tool that were not directly downor upstream of the seed. These new vertices will have been missed during the frst run of
the maximize algorithm, but are nevertheless candidates for inclusion in the base tool we
are building. We must run through the algorithm again, this time with coverage updated to
include not only the seed, but also all the vertices in keep. The algorithm is repeated until
the tool quits growing. At that point, we will have built our frst base tool.
Having built the frst base tool, the rest of the tools in a covering for E(i, tol) are built
by repeated calls to the maximize algorithm. 5.4 shows the fow of the computations. As
tools are built, they are added onto a list. (Technically, they are stored as columns in a
matrix. We point this out, because readers familar with R will have learned to distinguish
’lists’ as a specifc kind of data struture, and we apply the term here in the non-technical
sense.) Setting the tool we’ve just created as the ’current tool’, we collect together all of
the vertices immediately up- or downstream from the tool that have not been included in
the tool itself. This set serves as the store of seeds for new tools. We take the seeds one at
at a time, and pass them to the maximize algorithm, which builds tools around them. After
the call to maximize is completed for a given seed, we remove from the seed list any seeds
that made it into the tool during the call to maximize.
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Figure 5.3: Flow Diagram for Maximize Script (Mapper)
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When we have run out of seeds, and provided that we have not already achieved a covering
of the entire network, we move on to the next tool in the list. The algorithm terminates
when either a full covering has been achieved, or we have processed all existing tools.
Table 5.3 shows the number of tools created by the mapper algorithm for each combination
of variable and tolerance level for the 22CL814 assemblage.
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Table 5.3: Base Tool Count Matrix for 22CL814
sitestats.814$arraystats$countmat

sp l
sp w
sp th
mass
len total
orientation
cc
control mod
bifacial

t0.001
391
383
318
191
360
329
370
23
15

t0.005
347
340
318
186
599
303
360
23
15

t0.01
305
298
310
173
516
276
351
23
15

t0.025
226
224
251
139
387
224
635
23
15

t0.05
123
121
179
89
294
361
581
23
15

t0.1
61
54
83
21
207
274
481
23
15

t0.2
13
25
36
8
75
120
394
23
15

t0.3
10
17
21
13
35
108
337
23
15

Once a covering has been achieved for a given variable and level of tolerance, there
remains an additional issue to address. Tools in the covering can overlap. It is useful to
visualize how this happens. Imagine you have just fnished building a base tool, and you
have selected a seed immediately downstream say, around which to build the next tool.
4

Note that, above the matrix in Table 5.3, we have included the R code for printing this matrix to standard
output. We do this as an illustration of how the R data are organized. The R data are appended to this
document as a supplement, and a reader with access to R can attach the data and explore it. The organization
is explained in an accompanying readme fle, but we thought it useful to demonstrate at various places in the
text.
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while coverage 6= V (N )and current tool < last tool
fnd all neighbors of current tool
substract coverage from neighbors to get seeds
while seeds > 0
pass frst seed to maximize
add new tool to tool list
add new tool membership to coverage
substract new tool membership from seeds
increment current tool
Figure 5.4: Flow Diagram for Mapper Script
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Table 5.4: Partial Overlap Matrix for 22CL814
toolmat <- sitestats.814$mapstats$sp_w$tollist$t0.3$toolmat
x <- t(toolmat) %*% toolmat

1
2
3
4
5
6
7
8
9
10

1
313
263
0
39
241
265
0
0
0
0

2
263
409
0
21
340
335
0
0
0
0

3
0
0
13
3
0
0
0
0
0
0

4
39
21
3
158
2
7
0
0
0
0

5
241
340
0
2
413
338
0
0
0
0

6
265
335
0
7
338
378
0
0
0
0

7
0
0
0
0
0
0
15
13
0
0

8
0
0
0
0
0
0
13
18
5
4

9
0
0
0
0
0
0
0
5
6
4

10
0
0
0
0
0
0
0
4
4
7

Recall how the new tool is built? We begin by looking up and downstream from the seed.
Because the seed is immediately downstream from the tool we just fnished, there will be
at least some vertices in this fnished tool that are upstream from the seed, perhaps a lot
of them. The reader might interject here, noting that the seed was not included in the just
fnished tool because it did not ft with some of the vertices in the tool’s membership. The
key word is ’some’. The base tools are maximal by construction, meaning that nothing
more can be added without introducing an edge that violates the tolerance condition. However, even one edge is suffcient to deny a vertex’s inclusion. The vertex might satisfy the
tolerance condition for quite a few of the vertices already included. In the extreme case, it
could satisfy for all but one. Thus, when looking backwards from the new seed, it is quite
possible that there is substantial overlap with previously defned tools. If we back up, and
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imagine ourselves navigating a path through the previously defned tool, we now see that
we may have entered the next tool well before exiting the current one. Should we consider
this a problem? In fact, it can be desirable for a tool to overlap with one or more other
tools.
There are at least two reasons why base tool overlap can be desireable. First, any overlap introduces multi-tools to our tool kit. Base tools are simply use-categories which we
have populated with vertices from the network. A vertex contained in more than one category is classifed as more than one kind of tool. One of our goals in the analysis is to
measure the achievable use-capacity for a given network. We have designed our model to
not only make use-categories, but to make distinct use-categories that are simulatenously
achievable. The second reason why tool overlap can work in our favor has to do with tool
implementation. In modeling stone tool kits as networks, we incorporate the concept of
transition from one tool to another. We would like to navigate this network of transitions in
a way that allows us to take as full advantage as possible of the assemblage’s use-capacity.
Depending on how we direct the fow of available stone, some tools might be underimplemented, or may even not be implemented at all. We will address implementation more
fully below. At this point, we simply note that having tools that overlap would seem to
make it easier to smoothly transition from one tool to another. Table 5.7 shows the overlap
matrix (for the frst ten base tools) for the covering of base tools built by mapper for the
variable specimen width at a level of tolerance of 0.3. The diagonal entries show the size
of each tool. The off diagonals show the size of the overlaps.
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Having pointed out that tool overlap can be desirable, we now note that it can also go
too far. If the overlap between two tools is too extensive, then one might begin to ask
whether the two should not in fact be regarded as the same tool. To address this issue, the
main body of the mapper program is followed up by an algorithm that eliminates excessive
overlap. If A and B are tools, we defne the overlap of tool A by tool B as the number of
vertices in the intersection of A and B divided by the number of vertices in A. Note that
the overlap proportion just defned is not symmetric. That is, depending on the relative
sizes of the tools, the intersection of A and B might make up a large proportion of tool A
and only a small proportion of tool B, or vice versa. Also, what precisely is ’excessive’
overlap? To what extent should tool A be contained in tool B before we decide that tool
A is essentially redundant, and should therefore be dropped from the tool kit? There is
no theoretical answer to this question. I have defned excessive overlap as 90 percent,
and included this quantity as one of the model parameters. (I have tried to include such
arbitrary decisions into an R object entitled model.confg. If nothing else, keeping track of
such model parameters is a step toward dealing with the arbitrariness of these decisions in
an objective manner.)
The algorithm for removing redundancy ranks the tools according to the number of
other tools with which they have a proportional overlap of 90 percent or greater. The
tool having the greatest rank is removed from the tool kit. The remaining tools are then
reranked, with the highest ranking tool in the now smaller tool kit again being deleted. The
process is continued until no tool has a proportional overlap with any other tool in excess
of 90 percent. It is reasoned that perhaps some of the bad connections for lower ranking
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tools will be with higher ranking tools. Thus, removing higher ranking tools may eliminate
some or all of the bad connections for lower ranking tools. The reader will perceive that
by thus deleting tools, we may fail to achieve full coverage of the network. We could have
designed the algorithm to try to go back and create tools to cover any gaps. In practice,
coverage was in most cases nearly (if not exactly) one hundred percent, and we left things
as they were.
There remains one remark to make about the mapper algorithm. The entire process
begins with a single seed for each component. One may ask whether it is of importance
how this seed is chosen? (The network for 22CL814, after all, contains (by pure coincidence) 814 vertices to choose from.) How dependent is the fnal covering on the choice of
the frst seed? Will some seeds result in incomplete coverage? Will some seeds produce
coverings that are easier to navigate upon implementation? Finally, the mapper algorithm
is one of the few programs we’ve written where computational effciency became an issue.
Are some choices of seed better than others from the point of view of computational effciency? Finally, one may ask whether one seed is best, or whether some set of seeds would
be better. We have not attempted to make an exhaustive examination of these questions.
What we have done is to approach the issue in a way that we think is defensible, using the
concept of centrality. Centrality will play a vital role in our model, and this seems to be an
appopriate place to introduce the concept.
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5.4.2

An Introduction to Centrality

Centrality calculations will be an important component of later stages of the model,
and there are several advantages to using it here. Before we explain the advantages, let
us briefy discuss what centrality is, and how we use it to select an initial seed for the
mapper algorithm. There have been a number of measures developed that calculate, for
each vertex, a number that is supposed to represent how ’in the middle of things’ the
vertex is. Newman gives an informative and very accessible development of many of these
measures in Chapter 7 of his book [34, Ch. 7], as well as discussing how to calculate them,
and a variety of issues that attend their calculation. Here, we use a measure that Newman
calls Katz centrality. The igraph package has a function for calculating Katz centrality,
which is referred to in the igraph manual, for reasons that will be clear shortly, as alphacentrality. The idea behind Katz centrality is simple. A vertex that points to many other
vertices can be expected to be a desireable target if one’s aim is to have the maximum
fexibility in where fow is directed. Likewise, a vertex that has many vertices pointing to
it is expected to be an easier target to reach, as it is accessible from more points in the
network. The former of the above notions is what is captured by metrics of out-centrality.
The latter is captured by in-centrality metrics. As one might guess, we will try to take
advantage of both qualities. But, we can take both concepts a bit further. In the case of
out-centrality, suppose we don’t only reward vertices for pointing to lots of other vertices,
but we also reward vertices for pointing to vertices that themselves point to lots of other
vertices. And, of course, you can continue the chain: reward vertices for pointing to lots of
vertices that point to lots of vertices that point to lots of vertices, and so on. The same idea
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can be applied to in-centrality, replacing ’pointing to’ with ’pointed to by’. This measure
of centrality is referred to by Newman as eigencentrality: the name referring to the matrix
algebra involved in the calculations.
Both Katz and eigencentrality are calculated via an iterative procedure. The only difference between the two is in the frst step. Katz centrality begins by giving every vertex
an initial base centrality score. One can give every vertex the same score: a score of 1, for
example. Or, one can give certain vertices larger scores than others. The centrality score is
then updated for each vertex by adding to the vertex’s base score the sum of the scores of its
immediate neighbors: in-neighbors for in-centrality, and out-neighbors for out-centrality.
This process is iterated until the scores stabilize in some sense. (For a good discussion of
why the addition of base scores is useful, see Newman [34, section 7.3].)
The igraph package includes an algorithm for calculating Katz- as well as eigencentrality. However, because of the properties of our adjacency matrices 5 , we could not use
igraph’s algorithm (more below). We were obliged to write our own. Writing a computer
algorithm that carries out the procedure described above is not diffcult. One simply iterates
the following equation (adapted from Newman):

xi :=

X

Aij xj +

i

(5.8)

j

where xi is the centrality score for vertex i, Aij is the adjacency matrix for the network,
is the initial base score for vertex i, and

i

(pronounced ’alpha’) is a weight parameter con-

5

An unweighted adjacency matrix is simply a matrix having one row and one column for every vertex,
and where the i, jth entry is 1 whenever (i, j) is an edge, and is zero otherwise. Because the adjacency matrix
contains all of the information about the vertex and edge sets, a network can be completely described using
that data structure. For a weighted network, the 1’s are replaced by the edge weights.
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trolling the degree of infuence exerted by the network connections on the fnal centrality
score.
Equation 5.8 is useful for actually calculating Katz centrality. And, if one is familiar
with matrix multiplication, it is readily understood. However, an alternative and equivalent
equation makes it more clear what is going on. Let a ∈ V (N ), and let N (a) denote the set
of out-neighbors of a. We can defne the out-centrality of a (at the ith iteration) with the
following equation.
xi (a) :=





X

v2N (a)



xi−1 (v) · ˙(a, v) +

(5.9)

a

where ˙(a, v) is the weight of edge (a, v) as defned in Defnition 1, and

a

is the base

score for a. To obtain the centrality score for a at the ith iteration, we add up the centrality
scores of a’s immediate out-neighbors calculated in the preceding iteration, and then add
a’s base score. The terms of the sum are weighted by the edge weights. Recall from
Defnition 1 and the subsequent discussion that the edge weigths are greater for working
edges that are more morphologically similar. Also recall that 0 ≤ ˙(a, v) ≤ 1, so that we
can think of a as inheriting some proportion of a given neighbor’s centrality, determined
by how similar the two vertices are morphologically. Also, the entire sum is weighted by
alpha (more below).
We note that Equations 5.8 and 5.9 calculate out-centrality. A vertex is rewared for
what it points to. If we would like instead to reward a vertex for what it is pointed to by,
we simply take the transpose of the adjacency matrix 6 . In that case, entry (i, j) = ˙(i, j)
6

The tranpose of a matrix is obtained by interchanging the entries (i, j) and (j, i). Note that the diagaonal
elements stay the same under transpose.
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refers to the weight of the edge initiating at j and terminating at i. We then apply the
equations above. In other words, to calculate in-centrality, we reverse the direction of the
arrows, and calculate the out-centrality in the reversed network.
While simply iterating Equation 5.8 is easy, the calculation is complicated by two issues: the choice of value for , and whether, and under what conditions, the centrality
scores stabilize. The two issues are related, the stabilization properties depending on the
value of . If, for example,

= 0, then Equation 5.8 becomes xi =

i,

and iteration never

produces any change from the initial base values. The algorithm stabilizes immediately. In
this case, the network connections exert no infuence on the scores. Because such a metric
does not incorporate any information about how things are connected, it is not likely to
be very useful for someone interested in querying or exploiting network structure. As
increases, the network connections play an increasingly larger role. On the other hand, if
is chosen to be too large, the centrality scores never stabilize, but continue to change
in unpredictable ways. Newman explains that the scores are guarenteed to stabilize for
values of

less than 1/, where  is the largest real eigenvalue of the adjacency matrix,

[34, p.173]. He goes on to point out that most authors choose

to be slightly less than

the value 1/, in an effort to give as much as weight as possible to the network structure
while still guaranteeing convergence. We follow this general rule of thumb. Eigenvalues
are easily estimated using R’s eigen function. We use this function to calculate the largest
real, positive eigenvalue, calculate its reciprocal, and then obtain a value slightly smaller
by truncating a few decimal places from the reciprocal.
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Having calculated a value for

that we know will eventually result in convergence,

we are left with the issue of how many iterations will be required to achieve stabilization.
Indeed, one has to decide what one means by stabilization. One could take stabilization to
mean that the centrality score for every vertex converges to a limit. This is what Newman
means by stabilization. We have chosen a less stringent stabilization condition tailored to
suit our particular needs. At each iteration, we divide each centrality score by the sum
of the scores. This gives the relative contribution each centrality score makes to the total.
From these values we subtract the same values calculated for the previous iteration. We
then check whether the magnitude of the change is less than 0.001. We terminate the
algorithm if the stabilization condition has been met for 10 consective iterations, or if the
number of iterations exceeds 100. In Table 5.5, we give information on the stabilization of
out-centrality for 22CL814. At the top of the fgure, we show a vector whose ith component
is the number of vertices (out of 814) for which the change at iteration i did not exeed .001.
Of course, no vertex changed in the frst iteration. After that, a surprising number of
vertices appear to have stabilized immediately. The algorithm stabilized after 57 iterations.
The reasoning for our stabilization condition will be better motivated later in the discussion,
and we defer the explanation to that time. To give the reader an idea of the kinds of values
we are talking about, we give in Table 5.6 the deciles for the out-centrality scores. One can
see that a few vertices never departed from the base score of 1. Approximately the top 20
percent of the out-centrality scores are much higher than the other scores.
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Table 5.5: Stabilization Vector for Out-Centrality for 22CL814
814
798
804
809
801
797
799
809
814
814

704
800
801
811
801
797
799
811
814
814

747
803
803
808
799
797
806
811
814
814

768
805
803
808
797
797
806
811
814

782
805
803
806
797
797
807
812
814

794
803
808
801
797
799
808
814
814

Table 5.6: Out-Centrality Scores for 22CL814 (deciles)
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%

1
2
5
13
87
523
2082
10088
270585
43296960
2137682372
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We can now explain how initial seeds are chosen for the mapper algorithm. We set the
base score,

a,

from Equation 5.9 to 1 for all vertices. We calculate in-centrality scores, and

place the vertices in decreasing order in terms of in-centrality. The placement of the vertex
in this order is its in-rank. We then do the same for out-centrality to obtain an out-rank
for every vertex. Adding the two ranks together, we obtain an overall ranking that should
refect both how much fow the vertex has access to, and to how much of the network the
vertex can in turn direct fow. We select as the initial seed the vertex having the highest
combined rank. Such a vertex should strike a balance between being downstream from
many vertices, and upstream from many vertices. It might reasonbly be regarded as the
center of the network.
It is hoped that selecting a centrally located initial seed will at least partially address
some of the questions raised at the end of Section 5.4.1. As to the completeness of the
coverage achieved, that is easily queried. For example, the command at the bottom of Figure 5.5 shows the coverage for the variable specimen length, and a level of design tolerance
of 0.2 to be just over 70 percent. This is the lowest coverage achieved. Not surprisingly,
coverage improved with lower tolerances, probably because the tools are smaller. That
means less overlap, resulting in fewer base tools being thrown out. What about implementation? Given that we target smoother, more gradual transitions, we reason that building
a base tool kit about a centrally located seed should produce a tool kit through which tool
mass can fow in an optimum way. That is, such a choice should mitigate against instances
of tools being underimplemented or unimplemented. Note that the choice seems to be well
placed. When we call the subcomponent function in the fourth command of Figure 5.5, we
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fnd that 756 out of the 814 vertices are either up or downstream of the chosen entrypoint.
Finally, we note that the choice of a centrally located entry point might have performance
implications for the mapper algorithm. It could result in a large number of iterations in
some control blocks, and few iterations in others. We have not attempted to delve deeply
into this aspect of the choice of entry point, but the issue is worth mentioning.
For 22CL814, our initial seed turns out to be the so-called ’graver on a fake’, found
on data sheet 155 (see third command in Figure 5.5). This vertex warrants mention. The
reader will notice that I have identifed 7 distinct possible working edges on this specimen.
This vertex is contained in one of the strongly connected components. One may fnd issue
with my identifcation of working edges. This issue is discussed elsewhere. In any case, it
had better be brought out into the open.
As a last point about the mapper algorithm, we ask the reader to recall that igraph has
a built-in function for calculating Katz, or alpha, centrality, but that we had diffculty using
their algorithm. Attempting to do so produced an error complaining that our adjacency
matrices were ‘either too large, or near-singular’. In other words, the igraph algorithm
had trouble inverting our adjacency matrices, either because of their size, or because of
something else about their structure. Indeed, Newman mentions this problem [34, p. 174].
Large matrices, he says, can create serious performance problems (the adjacency matrix
for 22CL814 has 814 rows and 814 columns, yielding 662,596 entries). For this reason,
Newman says that it is often better to implement the centrality algorithm more directly, as
we have done. After our adoption of the 15 percent rule, igraph’s algorithm actually was
able to handle the matrices.
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# Vertex ids for the seeds
net <- sitestats.814$netstats$net
entrypts <- sitestats.814$entrystats$entrypts
entrypts
[1] 305 435 197 442 408 423 555 563 771
# Data Sheet numbers
V(net)$page[entrypts]
[1] 155 219

96 223 206 213 275 282 389

#Size of the Out-Component
length(as.integer(sitestats.814$entrystats$complist[[1]]))
[1] 756
# Coverage
sitestats.814$mapstats$sp_l$tollist$t0.2$coverage
[1] 0.7149877
Figure 5.5: Initial Seeds for Mapper (22CL814)
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The values igraph calculates for out-centrality in 22CL814 are shown in Table 5.7. One
will notice that the values are different than those we calculated. The package’s values
have been scaled differently, and probably target a different stabilization condition. We
decided to stick with our algorithm. We have a good understanding of what our algorithm
is doing, and can more easily tailor it to ft our needs.

Table 5.7: Igraph’s In-Centrality Scores for 22CL814
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%

5.5

-6254756295138508537856
-1595417505194470400
-4586
2
4
9
27
300
33803
1401257
591888036

More Complex Tools
In the previous section, we used the mapper algorithm to create what we called base

tools. Base tools are subgraphs though which one can travel on any path and incur no
greater than a specifed error on a single specifed variable. In this section, we use these
base tools to build more complex tools, over which we can exert control over mutilple
variables, with perhaps different levels of design tolerance on each variable. Referring
back to Table 5.7, we recall that we have a number of base tools to choose from. To
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build a more complex tool, we randomly select, for each of the nine variables, a level of
tolerance. Then we randomly select a base tool at that level of tolerance. This gives us a
collection of nine base tools, all representing subgraphs. The more complex tool is simply
the intersection of these nine subgraphs. Technically, we store this information in a matrix
having one row for each variable and two columns: one column for the selected tolerance
level, and one for the actual tool chosen (see Figure 5.6).
There are several things to note about the ’tools’ just described. First, the intersection of
the component subsets may be empty. In that case, the proposed tool is umimplementable,
because there are no vertices in it. It is an unpopulated use-category. The second thing
to note is that we do not wish to limit ourselves to trying to exert control over all nine
variables at once. We would indeed like to have the option of controlling all nine, but
we would also like the option of creating use-categories where we control some proper
subset of the variable set. We can achieve this by asking R to randomly generate, for each
complex tool formed, a sequence of 0’s and 1’s of length nine. We then simply use this
vector to subset the defnition matrix for the tool: that is, if entry i is 1, then the ith row is
kept, and if entry i is 0, then the ith row is deleted.
Figure 5.6 shows the defnition matrix for a tool produced by the algorithm. Control is
exerted over three variables: variables 1, 4 and 9, which correspond respectively to specimen length, specimen mass, and the presence or absence of modifcation for control. The
variables are recorded in the third column of the tool defnition matrix. The respective
tolerance levels are recorded in the second column. In this case, we have exerted a design tolerance of 30 percent over specimen length and 1 percent over mass. That is, we
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never incur greater than 30 percent and 1 percent change on specimen length and specimen mass respectively along any path through the tool. The level of tolerance for control
modifcation is 20 percent. However, there are in effect only two levels of tolerance for
control modifcation: 0 percent or 100 percent. The traversal of any path through a tool
will achieve a 100 percent design tolerance on a dichtomous variable, or exert no control
over the dichotomous variable at all. Note that this information does not tell us whether the
members of the tool do or do not exhibit control modifcation. That information is stored
elsewhere, and the members of this tool do have control modifcation.
The frst column of the tool defnition matrix gives the numbers of the base tools chosen. This tool is actually implementable (many randomly generated tools, as we have
pointed out, are impossible to implement). In the second block of code, we calculate the
actual tool membership. It contains 10 working edges. We print the full id number, containing not only the specimen number/data sheet number, but also the number of the edge.
We have chosen to include the code calculating the membership so that we can illustrate
how base tool information is stored, retrieved, and combined into more complex tools. The
information is stored in a 4-dimensional array with dimension 4 being the variable, dimension 3 being the tolerance level, dimension 2 being the base tool number, and dimension 1
containing the membership vector. The membership vector is a vector with one component
for every vertex. The component is 1 if the vertex is a member of the base tool, and is 0
otherwise. Some of these technicalities will be discussed in more detail later.
These 10 vertices actually correspond to 5 specimens, each having 2 working edges.
Of the fve, only 3 have actually been coded as having control modifcation. The frst two
108

specimens (specimens 126 and 140) were coded as NA on this variable. These specimens
are fragmentary. Not only are they fragmentary, but their working edges are interrupted by
the fragmentation. Thus, it was deemed impossible to tell whether the specimen had been
modifed for control. In retrospect, they probably should have been coded as not having
control modifcation. Our point of view on fragmentation events is that we always consider
where the use-life trajectory goes after the fracture event. There is no mechanism in the
model for looking back prior to such an event. As these specimens are coded, they are
examples of ‘fuzzy nodes’: nodes whose placment in the network is not entirely certain.
At the bottom of the fgure, we give the use-capacity value of this tool. We have yet
to formally discuss use-capacity. For now, we simply point out that every tool is valuated
on the basis of how many variables it controls, and how much control it exerts over those
variables.
The reader will probaby have taken particular note of the randomness of the procedure
by which complex tools are formed from base tools. How this randomness fts into the
overall strategy will be explained below. For now, the reader is encouraged to think of
the tools created as representing random mutations. These are use-categories that arise
randomly in the mind of the tool maker. We have already alluded to the fact that these
mutations vary in their degree of implementability. Many, indeed most, of them will not
be implementable at all. Another observation regards duplicate tools. The design of the
algorithm described above leaves open the possibilty that the same tool may arise more
than once. This is a circumstance in which we will have an interest. However, we will take
care not to add a tool to our tool kit that has already been added.
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options(width=50)
# Defintion Matrix
reportstats$tool.ex
[,1] [,2] [,3]
[1,]
3
8
1
[2,]
12
3
4
[3,]
2
7
9
# Calculating Tool Membership
mutation <- reportstats$tool.ex
n <- nrow(mutation)
mat <- c()
for(i in 1:n) {
x <- sitestats.814$arraystats$toolarray[,mutation[i,1],
mutation[i,2],mutation[i,3]]
mat <- cbind(mat,x)
}
s <- apply(mat,MARGIN=1,sum)
membership <- which(s==n)
net <- sitestats.814$netstats$net
ids <- unique(V(net)$id_no[membership])
ids
[1] "126-1" "126-2" "140-1" "140-2" "285-1"
[6] "285-2" "304-1" "304-2" "406-1" "406-2"
# Functional Value of the tool
x <- simstats.814[[1]]$toolstats$toolstats$toolstats$df.tool
fv <- x$fv[321]
fv
[1] 2.967808
Figure 5.6: Tool Defnition Matrix and Basic Information for a Complex Tool
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Finally, we note that the tool creation algorithm is capable of recognizing as a single usecategory the entire vertex set. This is what happens when the vector of random 0’s and 1’s
turns out all 0’s. In that case, every row of the tool defnition matrix is turned off. We do
allow such a tool to be added to the tool kit. That particular tool is one in which we exert
the least amount of contol possible for the assemblage on every variable.

5.6

Implementation
One of the major aims of our analysis is to measure the use-capacity inherent in the

assemblages. We design algorithms to take as full advantage of this latent capacity as possible, and then develop quantitative metrics for assessing how much capacity was realized.
Our use-capacity metric will encompass how many tools we are able to create, as well as
the ’use-capacity values’ of the tools. However, these two measures of use-capacity are
not enough. Our tools are embedded in a network. How the network is navigated will have
as much or more infuence on the ulimate capacity achieved as the number and individual values of the use-categories created. In this section, we develop data structures and
algorithmic procedures designed to implement the tools we’ve created in such a way that
makes the most of them. At the heart of our approach is a new centrality metric that we
use as the basis for directing fow. Developing this centrality metric is the next step in our
construction of the model.

5.6.1

A Centrality Metric to Direct Flow

To build a centrality metric that we can use to direct fow, we formally introduce a new
concept to which we have alluded a number of times: use-capacity. Tools in our analysis
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are subgraphs within which we can excert a certain amount of control over some subset of
the nine variables. The more variables we control, and the more control exerted, the more
valuable the tool is in terms of our taking advantage of the capacity of the assemblage
to accommodate classifcation in use-categories. With this idea in mind, we make the
defnitions below. It will be useful to make our formulation of tool a bit more formal.
Recall from Section 5.4, that ei denotes the error vector (in the sense of Defntion 4) of
the entire network N , and that, given a more general subgraph, T, ei (T ) denotes the ith
component of the error vector for T (again, in the sense of Defntion 4). Let var = {vi }9i=1
be the set of variables used in the analysis.
Defnition 6
A tool, t, is an ordered triple of sets hNt , var(t), tol(t)i, where Nt is a subgraph of N
(note that we have adopted the convention of using t to refer to the tool as well as to its
underlying set of vertices), var(t) ⊆ var, and tol(t) = hẽi i is the error vector defned as
follows:
e˜i =




 
e
i




 ei

if i ∈ var(t)

(5.10)

if i ∈
/ var(t)

Note in Equation 5.10 that if a variable does not appear in the defnition of a tool,
then the error is set to the maximum possible over the entire network. That is, we do
not attempt to place any more control over that variable than is possible over the entire
assemblage. Note also that the base tools built by the mapper algorithm are made to ‘ft’ a
specifed error profle, in the sense of Defnition 5. Having built such a tool, however, it is
possible that the actual tolerance achieved is better than that used to build it. In Defntion 6,
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we have set the components of the error vector to the actual tolerance achieved. We can
now defne the use-capacity of a tool.
Defnition 7
Let t be a tool, and let he˜i i9i=1 be its error vector. For 1 ≤ i ≤ 9, make the following
assignment
ui (t) =

ei − e˜i
ei

(5.11)

The use-capacity of t is then defned by
u(t) =

9
X

ui (t)

(5.12)

i=1

The quantity, ui (t) measures the degree to which the control exerted on variable i exceeds the control that can be exerted on that variable on the network as a whole. Note that
0 ≤ ui (t) ≤ 1, and increases with greater control. Finally, recall that, for the dichtomous
variables, ei = 0 if all of the vertices in T have the same coding. Thus, e˜i = 0 if the dichotomous variable i is included in the tool’s defnition. In that case, ui (t) = 1. Otherwise,
ui (t) = 0 for the dichotomous variable.
Having defned the use-capacity of a tool, we can defne the use-capacity of a vertex. It
will simply be the sum of the use-capacities of the tools of which the vertex is a member.
Defnition 8
Let a ∈ V (N ) and let Ta denote the set of tools whose vertex sets contain a. The usecapacity of a is defned by
u(a) =

X

u(t)

(5.13)

t2Ta

Recall that we allow for the possibility of the entire vertex set being regarded as a single
use-category. If such a mutation arises, we will add it to our tool kit. However, note that
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Defnition 7 will assign a use-capacity of 0 to such a tool, because its error vector will be
e˜i = ei for all i. Therefore, while every vertex will be a member of such a tool, no vertex
will derive any use-capacity from the membership.
To see how we will use use-capacities, imagine we are sitting at a vertex, v, in the network, and that we have a certain number of copies of v to allocate among its down-stream
neighbors. Given our goal of maximizing use-capacity, we might favor those neighbors
with higher capacities over those with lower values. But then, consider a scenario in which
one neighbor has a higher capacity, while another has a lower, but in which the highervalued neighbor is a dead-end, while the lower valued neighbor, while not being valuable
of itself in terms of capacity, points to vertices that are of high value. How should we allocate the copies? Clearly, looking just one step ahead is not suffcient for making the best
allocation decisions. Indeed, we would like to look as far ahead as possible. Unlike the
game of chess, where the number of possibilities precludes even a computer from looking
too far ahead, we have in network theory a mechanism for looking as far as ahead as we
wish (or for limiting our ability to look ahead, if that serves our purpose). This mechanism
is centrality. We now defne a centrality metric on our networks that will help us make
better allocation decisions.
Let a ∈ V (N ), and let N (a) denote the out-neighbors of a. We obtain the usecentrality score, uc(a), for a by iterating the following equation.

uci (a) :=





X

v2N (A)



uci−1 (v) · ˙(a, v) + u(a)
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(5.14)

where ˙(a, v) is the weight of the edge (a, v) (see Defnition 1),

is the connectivity

weight discussed in Section 5.4.2, and u(a) is the use-capacity of a. Note that this is an
out-centrality metric.
The reader will notice that the centrality metric defned in Equation 5.14 differs from
the metric we used in Section 5.4.2 in that, rather than giving every vertex a base score of
1, the base score of a vertex is its use-capacity (the reader may want to refer to Equation 5.9
and the accompanying discussion). Vertices are therefore rewarded in proportion to their
own use-capacity, as well as the use-capacities of the vertices downstream from them. In
making allocation decisions, we will favor vertices in propotion to their scores for the
centrality metric in Equation 5.14. We can think of this centrality metric as a kind of
degree of attraction. Notice that the centrality metric is defned in the gaps between the
tools. Vertices that do not belong to any tool will have a use-capacity of 0. Nevertheless, if
such a vertex is upstream from one or more tools, it will derive from those tools some nonzero centrality, and therefore exert some degree of attraction for fow. Indeed, all of the
centrality defned by Equation 5.14 ultimately fows out from the currently defned tools.
Note that any vertex that is downstream from every tool, and from which, therefore, no tool
is reachable, will derive no centrality from the tools. Their own capacities will be zero, and
they will therefore have a centrality score of 0. Having arrived at a such a vertex, there is
no point in continuing to route fow further downstream. Every vertex from that point on
is equally valueless from the standpoint of use-capacity.
If we wish to interpret these characteristics of our model in terms of a tool maker
making decisions, we can think of it as follows. Even if a given form does not belong to
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any use-category currently recognized by the tool maker, the tool maker will nevertheless
have some idea of how the form relates to the categories they do know about. And, the tool
maker will likely have a sophisticated understanding of how the different use-categories
relate to one another, and will incorporate such an understanding into decisions about how
to further develop, or whether to further develop, any given form.
The scheme developed above is also designed to make our implementation of the tool
kit more mass-effcient. Suppose we have three tools, A,B and C, as depicted in Figure 5.7.
We could directly supply all three tools individually. However, because tool A is upstream
from both B and C, it would be a more effcient use of the available mass to supply A, and
then transition to B and C. Also note that, beginning at A, we can supply C directly, or we
can route mass to C by way of B. Or, we can do a mixture of the two, directly allocating
some of the mass to C, and routing some through B. From the standpoint of mass effciency,
it would make more sense to route through B. However, this must be balanced with usecapacity. Depending on the capacity of tool B, it may make sense to route more or less mass
through B, rather than directly supplying C. Because B inherits some of its centrality from
C, and because what it inherits is added on to its own use-capacity, it stands to potentially
attract more of the mass. But, if C has some capacity, B will not be able to capture it
all. Also, because our adjacency matrices are weighted by morphological similiarity, and
such weights are incorporated into our centrality calculations, those relationships will also
play a role in allocation decisions. One sees, then, that the centrality metric defned in
Equation 5.14 is designed to strike a balance among a number of factors.
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Figure 5.7: Centrality and Allocation Decisions: An Example

Finally, let us note that Figure 5.7 risks oversimplifying the situation. We’ve spoken
of ’supplying the tools’. But, let us remember that our tools are sets of vertices. We will
probably not supply all at once every vertex falling in a given use-category. Indeed, it is
likely that we will fail to supply a number of the forms that belong to a given category.
Also, the tools are likely to have complex internal structure, an aspect of their nature that
could have implications for their evolution. Also, the relationships between the tools are
likely to be more complex than suggested in Figure 5.7. Indeed, given tools A and B,
it is quite possible that parts of A will be upstream from B, and other parts of A will be
downstream from B. Again, the centrality metric defned in Equation 5.14 is the heart of
our approach to directing fow in a way that incorporates their complex relationships.
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5.6.2

Selection of Entry Points

In the next several sections, we describe the algorithms used to direct the fow of tool
mass through the network. The workhorse is the distribute algorithm. Our frst task, however, is the selection of entry points. Before tool mass can be directed from vertex to vertex
through the network, we have to select some set of vertices to supply frst. Which vertex,
or set of vertices, is best? To begin, we decide to select one set of entry points for every
cluster. Recall from Section 5.1 that clusters are non-overlapping sets of vertices between
which there are a minimal number of edges. If a tool is contained in one cluster, it will
likely be diffcult, if not impossible, to supply it from another. (It is also expected to be an
uncommon occurence that a tool spans more than one cluster.) But even within a cluster,
it is not necessarily clear how one should choose entry points. For example, we’ve seen
that clusters can easily be disconnected. To guide our selection of entry points, we use two
centrality metrics: the out-centrality metric defned in Equation 5.14, and the in-centrality
metric from Section 5.6.1, where

a

= 1 for all vertices a (Equation 5.9). Selecting ver-

tices with relatively high out-centrality scores will place us, it is hoped, in a position from
which we have a good chance at directing most of the fow toward the use-categories currently recognized. Choosing vertices with high in-centrality scores helps prevent us from
being too far upstream from the target forms. Note that we could not use the in-centrality
version of Equation 5.14 for this purpose. The only vertices with non-zero in-centrality
in the sense of Equation 5.14 will be downstream from the target forms. Obviously, such
vertices will not make good entry points. However, neither will vertices that are too far
upstream from the target forms. To understand this requires a little more explanation.
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The reader may ask, why not simply supply the target forms directly? We have already
pointed out that direct supply might not be the most mass-effcient scheme. If two tools are
suppliable from some common vertex upstream, we may expend less mass by supplying the
upstream vertex. In addition to this argument, it may also make sense to supply common
upstream vertices from the standpoint of ‘import effciency’. Imagine the population of tool
makers working with this tool kit. They must acquire raw material in some form. Should
they directly acquire forms that fall within use-categories they recognize? Or, should they
acquire a form that, while it does not belong to a recognized use-category, is nevertheless
transformable into one or more forms that are? A number of selective factors could exert
an infuence on the relative competitiveness of the variants of this aspect of tool making.
For now, we simply observe that simplifying the network of forms that one acquires can be
advantageous. But all of these arguments still seem to make the case for a more upstream
placement. Let us simply note two disadvantages from being too far upstream. First, the
further one begins upstream, the more intermediate, and use-wise valueless, forms one
much navigate. This can result in a loss of mass to debitage. Second, further upstream
placement is expected to complicate the problems of network navigation. In particluar, the
further upstream you go, the more likely it is that the use-life trajectory could be taken in
an unexpected and undesirable direction. Using both in- and out-centrality is an attempt to
strike a balance.
A set of entry points is chosen for each cluster as follows. The in- and out-centrality
scores discussed above are calculated, and the scores are added together to obtain a combined score. Each of the combined scores is divided by the sum of the combined scores
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to obtain a probability distribution. Then, a 25 percent sample is taken from the vertex set
without replacement according to the probability distribution just calculated. The sample
is taken as the set of entry points. In cases where 25 percent would yield less than one
entrypoint, a single entry point was selected. And, of course, the sample is taken from the
cluster currently under consideration.
This scheme would seem to be appropriate in at least two ways. First, the form of tool
stone acquired by an occupation is likely to vary, and it is hoped that our entry point selection algorithm simulates the randomness of that process. Secondly, the random nature of
the selection process would seem to be consistent with our goal of measuring use-capacity
by allowing the pursuit of a variety of fow confgurations. One design feature we have not
included in our model is the ability to select among entry point confgurations on the basis
of their performance. That is a point on which the model might be improved.
Finally, having selected a set of entry points, we must decide how much mass to supply
to them. More will be said on the role of overall supply in our model in Section 5.7. For
now, it suffces to say that an initial supply level is calculated to be exactly the amount
that would allow for each entry point to receive at least one copy. Of course, this scheme
favors less massive tools. However, selecting the entry points as we have according to their
placement in the network should mitigate against having a set of entry points that varies
too widely in their massess.
The selection of entry points may be the sole instance where it is impossible to avoid
consideration of factors external to the network. Without notions such as mass effciency
and import effciency, there is really nothing to prevent us from directly supplying the target
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forms. Scarcity of resources, whether it be constraints on the available mass, or constraints
on the forms we import, or some other set of contraints, is truly a critical aspect of an
evolutionary framework. And, since such contraints have always been found to be present,
they are perhaps the closest thing we can get to a univeral law in the historical sciences.

5.6.3

The Distribute Algorithm: Distribution from a Single Vertex

Having selected the entry points, we can now describe how fow is directed beyond
the entry points through the network. Mass is transfered from vertex to vertex in discrete
units, or copies. For example, suppose an entry point has a mass of 2g and is supplied
with 10g of mass. This becomes 5 copies of the entry point. When we are ready to direct
fow downstream from the entry point, the task is to decide how to allocate the copies
among the point’s downstream neighbors. As we discussed in Section 5.1, one copy of the
entry point becomes exactly one copy of the downstream neighbor to which that copy is
allocated. With fve copies, we can supply at most fve neighbors with one copy, and give at
most 5 copies to any single vertex. A given copy will then be passed from vertex to vertex
until it reaches either a sink (i.e. a vertex with no downstream neighbors), a vertex having
downstream neighbors, but none that are eligible to recieve the copies (more below), or a
vertex having no recognized use-categories downstream from it. In any of these cases, the
vertex will be unable to distribute copies. It will therefore retain its copies, all of which
will be interpreted as discards. Every copy made is given a unique id, for reasons that will
be explained shortly. One advantage of this approach is that we are able to track the exact
path taken by every copy in a given run of the simulation.
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The scheme outlined above is accomplished with the aid of fve data structures, which
we now describe. In what follows, let v ∈ V (N ) be a vertex that has copies to distribute,
and suppose that v’s turn has come to distribute its copies. We call v the ‘active vertex’,
and in the process of discharging its copies, we will be making changes to the following
structures.
1. active
active is a matrix having one row for every vertex, and one column for every copy
made. Entry (i, j) = 1 if vertex i currently has control of copy j, and is 0 otherwise.
The active vertices are those whose corresponding rows in active have non-zero entries, and, for each such row, the columns with non-zero entries correspond to the
copies they currently control. The active matrix is updated after all active vertices
have distributed their copies.
2. active next
active next is a matrix with the same structure as active, but that is updated throughout the transfer process. Entry (i, j) is set to 1 when copy j is transfered to vertex
i. active next is initialized to zero before any active vertices have distributed their
copies, and is updated as distributions are executed. After all active vertices have
distributed their copies, and before the next round of distributions, active is set equal
to active next, and active next is reset to all zeros.
3. history
history is a matrix with the same structure as the previous two matrices, but it is
updated cumulatively throughout the fow of mass in a given cluster. Entry (i, j) = a
if vertex i is the ath vertex to possess copy j. Thus, in history, we have a record of
which vertices possess each copy, and in which order, throughout the fow of mass
in a given cluster. history is initialized to zero, and is reset after each cluster.
4. history.cumuluative
history.cumulative is a concatenation of the history matrices from each of the components. Thus it provides the same information as history, but over an entire run
of the simulation, not only for a single component. It is necessary to build history.cumulative dynamically, because we don’t know ahead of time how many copies
will be made for any given cluster.
5. vertex count
vertex count is a matrix having one row and one column for every vertex. Entry
(i, j) = n means that, during the simulation, vertex i received n copies from vertex
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j. These copies need not have been transfered from j to i all at the same time. vertex count is initialized to all zeros at the beginning of the simulation, and is never
reset throughout a given run of the simulation. The diagonal of vertex count is particularly worthy of mention. In general, the diagonal elements of vertex count are
zero. Our networks do not have loops (or self-edges). Thus, no vertex will ever pass
a copy to itself. The exception to this are the entry points. The entry points are supplied from outside the network, and for the purposes of our calculations, are regarded
as having supplied themselves. Theirs are the only non-zero diagonal elements.

The distribute algorithm oversees the transfer of copies from a single active vertex to
its neighbors. The algorithm is called from mass fow, the main algorithm coordinating
the distributions during a single run of the simulation. Upon being called, the distribute
algorithm updates the data structures described above (or rather some of them), and then
passes them back to mass fow. As will be explained, the data structures updated by distribute are active next, history and vertex count. The distribute algorithm has two steps:
the allotment step, and the transfer step. We now describe how these two steps work.
In the allotment step of the distribute algorithm, the copies of the active vertex are allocated among its out-neighbors. This is where the centrality metric defned in Equation 5.14
comes in. If all of the out-neighbors have a centrality score of 0, then the target tool forms
cannot be downstream from the active vertex. In that case, there is no point in directing
fow any further. We will derive no additional use-capacity from such fow. No changes are
made to the data structures. This means that the active vertex will have the highest value
in the history matrix for the copies it currently holds. In this way, it is marked as a discard.
In the event that there are downstream neighbors of the active vertex having non-zero
centrality, we begin by expunging any neighbors that have zero centrality. For the remaining neighbors, we divide the centrality score for each one by the sum of their scores. This
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gives the relative contribution of each surviving neighbor to the cumulative centrality. We
then allocate the copies to the neighbors in this proportion. While this is the basic scheme,
some technicalities do arise. We address these next.
There are three factors that can combine to complicate the procedure described above:
the number of copies of the active vertex, the number of neighbors to be supplied, and the
distribution of centrality scores among the neighbors. These three factors can combine to
create a situation where the allocation for a number of vertices is a fraction less than one.
We cannot pass partial copies, because of the 1-copy-to-1-copy rule (Section 5.1). Without
some adjustment, such vertices would therefore go unsupplied. Moreover, this can cause
the allocation rate (the number of copies allocated divided by the number of available
copies) to be low. If either the allocation rate and the supply rate (number of neighbors
supplied divided by the total number of neighbors) is below some specifed amount (this
is set in model.confg to 95 percent), then we delete some of the neighbors. To select
which neighbors will be deleted, we use R’s quantile function to calculate deciles for the
centrality scores. This does not place the neighbors into ten equal size blocks. Rather,
it divides the range of centrality scores into ten equal-size intervals. The neighbors are
then placed into one of ten boxes based on the interval of their corresponding score. If
the neighbors falling into the lowest scoring block comprise less than 25 percent of the
total number of neighbors (a fgure also set in model.confg), then we delete those lowest
scoring neighbors. However, it can occur that the lowest scoring block comprises more
than 25 percent of the total. If this occurs, then we delete the greater of a quarter of
the lowest scorers or 1. Having deleted some of the neighbors, we repeat the allocation
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calculations, and the process is iterated until either the allocation rate or the supply rate
exceeds 95 percent.
Having allocated the copies to the neighbors in the allotment step, we are ready to
carry out the actual transfer. This is the transfer step, and it is executed one neighbor
at a time. The reader will recall that we wish to prohibit the passing back and forth of
the same copy between vertices. It was this problem that originally motivated the use of
unique copy id’s and the creation of the history matrix. The ids of the copies currently
under control of the active vertex, and thus available for distribution, are stored in a vector
called ‘copies’. These correspond to the non-zero entries of the active matrix found on
the row corresponding to the active vertex. Before any transfer takes place, we look at
the row for the current neighbor in the history matrix. We take note of the columns with
non-zero entries. These columns correspond to the copies that have already been passed
to the neighbor at some point during the fow through the current cluster. The passing of
these ids is prohibited, and we store them in a vector, cant.use. Subtracting cant.use from
copies, we get the ids of the copies that the current neighbor can accept, can.use. From
this vector, we draw a sample of size equal to the minimum of the length of can.use or the
neighbor’s allotment from the allotment step. These are the id’s to be transferred, and they
are stored in the vector transfer. The series of commands shown in 5.8 is then executed.
The vector pass.count stores the number of times each copy has been passed. For the copies
in transfer, this is incremented by 1 in the frst line. These values are then entered, in the
second line, into the appropriate row and columns of the history matrix. Subsequently, the
program will know that the copies in transfer have been passed to the current neighbor,
125

and they will be culled in subsequent attempts to pass to the current neighbor, as described
above. Not only that, the program also knows, from the information in history, which pass
this was for each copy. In the third line, the value in vertex count giving the number of
copies passed by the current active vertex, v, to the current neighbor, is increased by the
amount ’size’: where size is the size of the sample we took from can.use above. Note that
v may show up as the active vertex more than once during the simulation. That’s because
it likely has a number of in-neighbors from which it can be supplied. Thus, it’s quite
possible that the transfer taking place in this step has already taken place in a previous
step, with different copy id’s. For that reason, vertex count may already have a non-zero
entry in this spot, and we are adding to what is already there. In the fourth line, the matrix
active next is incremented by 1 for the entries found in the row for the current neighbor
and the columns corresponding to transfer. That means that, in the next call to distribute,
the current neighbor will appear as an active vertex, and the copies it has to distribute will
correspond to the non-zero entries of its row in active next. Those entries will include the
entries we’ve just incremented, along with any other copies transferred in this round from
other active vertices. Finally, after transferring the copies from v to the current neighbor,
the transferred ids are removed in the ffth line from the copies vector, so that we don’t
try to pass them to other neighbors. The entire process is then repeated for the rest of the
neighbors having non-zero centrality. Once we have fnished with all of the neighbors,
the updated active next, history and vertex count matrices are passed back to mass fow,
which then prepares to pass the next active vertex to distribute.
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pass.count[transfer] <- pass.count[transfer] + 1
history[neigh[i],transfer] <- pass.count[transfer]
vertex_count[neigh[i],v] <- vertex_count[neigh[i],v] + size
active_next[neigh[i],transfer] <- 1
copies <- setdiff(copies,transfer)
Figure 5.8: Commands from the Transfer Step: Distribute Algorithm

5.6.4

The Mass fow Algorithm

While the distribute algorithm performs the real work of directing fow, the mass fow
algorithm handles the logistics. The code may be viewed in full in the supplmentary material. But, to give the reader an idea of what happens, we have included selected lines from
the algorithm in Figure 5.9. In the fgure, the code is organized into four blocks. The frst
block initializes the vertex count matrix to all zeros. The ‘%o%’ operator in the second
line denotes the outer product. This frst block is executed only once during a given run
of the simulation. The second block is executed at the beginning of fow for each cluster.
Both active and active next are initialized to all zeros. The vector ‘entrypointallocation’
stores the number of copies made of each entry point in the cluster. Using the cumulative
sum function, we can then populate the appropriate rows and columns of active. Now the
program knows which copies each entry point has control over. History is initialized to
be the same as active. The vector pass.count is initialized to consists of all 1’s. At the
beginning, every copy is regarded as having been passed once, refecting its entry into the
network. Finally, in vertex count, each diagonal entry corresponding to an entry point is
populated with the number of copies made of the entry point.
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The third code block is executed at the beginning of every round of transfers. We use
R’s apply and sum functions to identify which rows of active have non-zero entries. These
are the active vertices for the round. We then use igraph’s ‘ego’ function to calculate the
out-neighbors of each active vertex. The ego function stores this information as a list of
vectors: one vector of neighbors for each active vertex.
The fourth code block is executed one active vertex at a time. The active vertex and
its neighbors are passed to the distribute function, and the updated data structures are read
from the output of distribute. Note that the distribute function has no formal parameters.
If distribute encounters a variable that hasn’t been declared in distribute, it is confgured to
look in mass fow for the variable’s value.
Finally, in the ffth code block, which is executed once per round after we have stepped
through all of the active vertices, we check to see whether active next has any non-zero
entries. This will only be the case if a copy transfer has taken place during the round. If no
transfer has taken place, that means that every active vertex was obliged to keep its copies
for one of the three reasons described above. In that case, we terminate the algorithm for
this cluster, and move on to the next cluster. If transfers did take place, then we need to run
the code again, beginning at the third code block. In that case, before returning to block
3, active is set equal to active next, and active next is reset to zero. In Figure 5.10, we
attempt to clarify how the various code blocks are coorindated.
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# 1:Initialize vertex_count
vertex_count <- rep(0,vcount(net))
vertex_count <- vertex_count %o% vertex_count
# 2:Complete Initializations
active <- matrix(rep(0,vcount(net)*total_copies),
nrow=vcount(net),ncol=total_copies)
active_next <- active
z <- cumsum(entrypointallocation)
active[entrypts[1],1:z[1]] <- 1
if(length(z)>1) {
for(j in 2:length(entrypts)) {
active[entrypts[j],(z[j-1]+1):z[j]] <- 1
}
history <- active
pass.count <- rep(1,ncol(history))
diagonal <- rep(0,vcount(net))
diagonal[entrypts] <- entrypointallocation
diag(vertex_count) <- diagonal
# 3:Identify active vertices and out-neighbors
vertices <- apply(active,MARGIN=1,sum)
vertices <- which(vertices>0)
neigh_out <- ego(net,nodes=vertices,mode='out',order=1)
# 4:Reading output from distribute
distribution <- distribute()
active_next <- distribution$active_next
history <- distribution$history
vertex_count <- distribution$vertex_count
pass.count <- distribution$pass.count
# 5:Preparing for the next round of transfers
if(sum(active_next)==0) {exit <- 1}
active <- active_next
active_next <- matrix(rep(0,vcount(net)*total_copies),
nrow=vcount(net),ncol=total_copies)
Figure 5.9: Selected Lines from the Mass Flow Algorithm
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}

1:initialize vertex count
for each cluster
2:initialize other data structures
while exit=0
3:identify active vertices and neighbors
for each active vertex
4:call distribute, read output
active next = 0?
N: reset active and active next
Y: exit = 1
Figure 5.10: Flow Diagram for Mass Flow

5.7

Measuring Use-Capacity
At this point in our construction of the model, we have developed means for randomly

generating use-categories, assigning use-capacities to the categories created, and for directing fow through the network in a way that is designed to get the most capacity possible
from the categories. With this machinery in place, we can now develop the core metric
that we will use to address our research questions. We call our core metric ‘use-capacity’.
By use-capacity, we mean the capacity of an assemblage of working edges to accomodate
classifcation into groups defned by the suitability of their members to perform similar
tasks. We will also try to design our metric to quantify the occurence of ‘multi-tools’: i.e.
working edges that fall into more than one category, as well as single specimens having
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working edges falling into more than one category. All of the necessary machinery having
been developed, we can defne our metric immediately.
Defnition 9 (Use-Capacity)
Let T denote the set of tools we currently have in our tool kit (see Defnition 6). Recall
that, for t ∈ T , we use the symbol u(t) to denote the use-capacity of the tool t (see
Defnition 7). Suppose we have excecuted a given run of the simulation (i.e. we have let
mass fow through the network once). For each tool, t, let n(t) denote the number of copies
of tool t that were made during the simulation. We defne the use-capacity achieved during
the simulation as
U (T, m) :=

X
t2T

u(t) · n(t, m)

(5.15)

where m is the mass supplied to the network for the simulation.
In Defnition 9, we include the mass, m, as a parameter, because the value of the metric
will depend upon how much mass we supply to the network. We will address the role
of mass more fully below. If the reader has ever studied elementary calculus, then they
might recognize that the use-capacity metric defned above is a kind of integral. Our tool
kit, T, consists of subgraphs, and these subgraphs form a partial covering of the network.
Each element of the covering has a certain value, its use-capacity. To obtain our metric, we
multiply the element’s capacity by its ‘size’, where size refers to how many copies were
made of the element. Adding all of these up, gives us a summary measure of how much
capacity was realized during the simulation.
The lines of code in 5.11 show how the use-capacity metric is actually calculated. In
the frst line, we obtain the number of copies made of each vertex during the simulation
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by summing down the rows of vertex count. In the second line, we calculate the number
of copies made of each tool. The variable ‘toolmat’ is a matrix having one row for every
vertex and one column for every tool in the tool kit. Entry (i, j) = 1 if vertex i is a
member of tool j, and is 0 otherwise. The unary operator t(A) returns the transpose of
matrix A (i.e. it exchanges the rows and columns). Thus t(toolmat) has one row for every
tool, and one column for every vertex. The operator ‘%*%’, denotes matrix multiplication.
The result of line 2 is a vector, toolcount, that stores the number of copies made of each
tool during a run of the simulation. Finally, in the third line, we multiply the toolcount
vector element-wise by the vector fv.tool, which stores the use-capacity of each tool. The
multiplication produces a vector of products, the elements of which we then sum to obtain
the use-capacity. The cbind function in the frst line coerces the output of apply to a column
vector so that the matrix multiplication in the second line is defned.

copies <- cbind(apply(vertex_count,MARGIN=1,sum))
toolcount <- t(toolmat) %*% copies
use-capacity <- sum(fv.tool*toolcount)
Figure 5.11: Calculating Use-Capacity

There are at least three factors that will infuence the value of the use-capacity metric. These factors are the amount of mass supplied to the network, the number, size and
distribution of the tools in the tool kit at the time of the simulation, and the overall capacity of the network to randomly generate viable use-categories that are collectively imple-
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mentable. The third factor is what we wish to characterize. To interpret our metric in the
way we desire, we need to somehow control for the frst two factors.
We attempt to control for the number, size and distribution of the tools by iteratively
repeating simulations in which we allow mass to fow through the network. With each
simulation, we randomly generate new tools, and add those that are implementable to our
tool kit. As the number of iterations increases, our tool kit will become increasing complex.
This should create the context in which we can address our research questions.
We take a similar approach to controlling for the effects of mass that we take for controlling for the characteristics of a given tool set. In each simulation, we actually run a
series of simulations, starting with a small amount of mass, and then increasing the mass
at some interval until the relationship between mass and use-capacity is clarifed. Again,
this should provide the context in which we can interpret the capacity in terms of our research questions. One way that we can characterize the relationship between mass and
the use-capacity metric is by describing the capacity as a function of mass. Characterizing use-capacity in this way, there are at least fve categories into which the mass-capacity
relationship might be placed. These are listed below. The use-capacity metric might, as a
function of mass, ...
• approach a limit (or horizontal asymptote)
• approach a diagonal line asymptotically
• approach a non-linear asymptote
• exhibit periodic behavior
• exhibit erratic behavior (a catchall for behaviors not falling into the other categories).
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To explore which of these possibilities is the most accurate characterization, we can try
to ft U (T, m) with a linear or non-linear model. Thus far, a linear model seems to ft very
well. In Figure 5.12, we show the summary statistics of a linear regression of use-capacity
on mass. The fgure shows the use-capacity plotted against mass for a single run of the
simluation, along with the ftted regression line. The slope estimate for the linear model
is 36, and is more than signifcant enough for us to interpolate to other mass levels within
the range of about 5983 to 29916 kg. That considerably less confdence can be exerted
for mass levels near zero (the intercept estimate) isn’t surprising, given than we have no
data in that range. Let us also note that the slope of the regression line (having units of
use-capacity per gram of tool mass) might serve as a useful basis of comparison for the
three assemblages in our study. We will have more to say about this possibility when we
discuss our research questions.
In our attempt to characterize the use-capacities of Tibbee Creek stone tool kits, a second concept also attracts interest: that of multi-capacity. A single working edge acquires
use-capacity from its membership in a use-category. But it is also possible that a given
working edge might derive such value from more than one source. There are at least three
ways this can happen.
1. A single working edge might belong to more than one use-category.
2. We might generalize our categories to include sets of working edges.
3. We can also expand our use-based classfciations to apply to worked stone specimens
in addition to working edges on such specimens.
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Regression Statistics
(Intercept)
x

Estimate Std. Error t value Pr(>|t|)
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1.23 29.56
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Figure 5.12: Fitting of a Linear Model of U (T, m) to Mass

135

What we are talking about in item number 2 above are multiplexes. Multiplexes are a
generalization of a vertex where ‘nodes’ can be sets of vertices rather than single vertices,
and ‘connections’ of some kind are found to exist between such multi-vertex nodes. Such
a formulation would allow us to discuss a new kind of tool, one in which multiple working
edges are used in conjunction to accomplish a task. While we probably will not make
much headway on incorporating multiplexes into our model in this study, we will explore
how this might be accomplished. We will defnitely make some progress on the frst item,
and we might make some progress on the third.
While our use-capacity metric of Defnition 9 incorporates at least the frst of the items
in the above list, we would like some metrics that focus on the multi-capacity in particular.
We do not delve too deeply into this question in this section. Rather, we will wait until
we formulate our research questions, and let those questions motivate our metrics of multicapacity. For now, we note that we do have one data structure that can be used to explore
this topic. In Figure 5.13, we show a ‘tool overlap matrix’ for 22OK520. The matrix has
one row and one column for each tool in the current tool kit. Entry (i, j) gives the number
of vertices that fall in the intersection of tool i and tool j. This particular matrix was
generated rather early in the simulations, so the matrix is small, and overlap is minimal.
As the number of iterations increases, so should the overlap. Note that the diagonal of the
tool overlap matrix gives the sizes of the individual tools. Tools 1 and 4 overlap in a set
of size 2, tool 4 is of size 4, and tool 1 is of size 2. Therefore, tool 1 is contained in tool
4. The reader might recall from Section 5.4.1 that the mapper algorithm tries to eliminate
tools that overlap. However, that was when we were building a covering of base tools for
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a specifed variable and level of tolerance. When building more complex tools, there is no
problem with substantial overlap, even to the point of containment.
Below the overlap matrix, we show the defnition matrices for the tools (see Section 5.5). Tool 1 involves the variables specimen width and specimen thickness (and so
might be regarded as being defned by shape among other things). Tool 4 exerts control
only over specimen length. Note that even though the intersection might itself be regarded
as a tool over which we exert control over all three variables, such a tool has not been
added to our tool kit as of yet. The reader might object that the tool maker would likely
recognize, and take advantage of, such an opportunity. While that might be true, such
deliberate processes of tool generation are not the focus of the present study (though they
easily could have been; okay, maybe not easily). We are interested only in random tool
generation. Despite this, we are nevertheless interested in the capacity of the tool kit to
generate such overlaps. Indeed, we might ask about the proportion of such overlaps that
end up being recognized randomly as a tool. A kind of ‘overlap viability’. Viability is a
concept that we introduce formally in the next section.
Bringing it all Together: Iterated Simulation
The model developed in this section is implmented by means of an iterative procedure.
There are two reasons for this. First, as explained earlier, we want to generate a suffcient
number of tools for the capacity of the assemblage to accommodate use-categories to be
judged. It is unclear how many tools this will take. Proceeding iteratively is one way to
handle this problem. However, this was not the original reason we chose to approach things
iteratively. One of our major goals was to model an evolutionary process.
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# Overlap Matrix for 4 Tools
reportstats$tooloverlap

1
2
3
4

1
2
0
0
2

2
0
1
0
0

3
0
0
1
0

4
2
0
0
4

# Definition Matrices for the tools
reportstats$tool.list
[[1]]
[,1] [,2] [,3]
[1,]
1
8
2
[2,]
1
4
3
[[2]]
[1,]

[,1] [,2] [,3]
129
6
7

[[3]]
[,1] [,2] [,3]
[1,]
2
7
9
[[4]]
[,1] [,2] [,3]
[1,]
1
6
1
Figure 5.13: Tool Overlap Matrix for 22OK520 (multi-capacity)
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This is typically done using iterative procedures, c.f. [29]. In the end, we did not achieve
a working model of evolutionary process. However, because such a model would likely
be iterative in nature, our having arranged things in this way should make it easier to
build a working simulation of evolutionary process from the work we’ve done. Despite
the lack of a working simulation, we will nevertheless attempt to build characterizations of
evolutionary change under various hypothetical conditions, and use those characterizations
as the basis of comparison for our study occupations.
Two programs are used to coordinate the iterative simulations: ‘main’ and ‘starter’.
Starter is used for the frst iteration. The results of starter are then passed to main, after
which the results of main are passed to main in an iterative fashion. The results are kept in
a list called simstats having three components: one for each of the three study assemblages.
The reader is encourage to examine the code of mapper and starter. Roughly the following
operations are done from with main. A program called mustats is called which generates
100 new tools. A program called vstats culls tools that are unimplementable. Main then
eliminates tools that are implementable, but that are already in the tool kit. A function
called toolstats is called which calculates use-values for each of the tools, and calculates
the centrality scores that will be used to direct fow. A function called funstats is called
functionality is then called which calculates use-capacity. (We had originally called our
metric functionality rather than use-capacity. When it was pointed out that this could create
confusion in an evolutionary context, we changed the name.) Finally, back in main, other
data structures that we have referred to are calculated. All of the data structures we wish to
keep, and many that we think we might wish to access, are passed back to the environment
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that called main (usually the global environment). Some of these data structures are sent
to main as formal parameters in the next call. The procedure is repeated. A full run of
main can take anywhere from 5 to 30 minutes, depending on how long you’ve had R up
and running. Run times of 5 to 10 minutes per iteration are the norm.
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CHAPTER VI
RIGOROUS FORMULATION OF THE ANALYSIS

To this point, we have expended most of our efforts not on the general problem of how
one should go about learning from the archaeological record, but rather on the problems
of dealing with a particular class of artifact, namely stone tools and the ways that they
are used to carry out tasks. We have devised what is essentially a measuring device. Our
use-capacity metric can be compared to other devices designed to detect and characterize
phenomena of human origin, such as magnetometers. Having designed a device, we must
now turn to the problem of using the device to help generate explanations of archaeological
phenomena. In particular, we return to the questions raised about settlement patterning and
stone tools in the Tibbee Creek drainage. Earlier, we approached this problem by drawing
upon the simple economic concepts of scale and scope. In this section, we return to these
concepts and reformulate our discussion in terms of the analytical tools we have been
developing. Before we proceed, we briefy make some general comments on the role of
theory.
It will be productive for us to defne ‘theory’. We can defne a theory as a set of assumptions, along with an analytical language, that one uses to formulate hypotheses, and
then deduce from the hypotheses expectations on one’s variables. We can distinguish be-

141

tween two kinds of theories: informal and formal. In an informal theory, the assumptions
are not made explicit, and/or the language is not precise. Having not been made explicit,
it is often not clear what the assumptions of an informal theory are. Formal theories, in
contrast, use precise language to explicitly state the assumptions and hypotheses, and to
carry out the deductions of expecations on one’s variables from the hypotheses. While
theories cannot be ‘tested’ in the same sense that one tests hypotheses, they can and should
of course be objectively assessed. Scholars have used a number of criteria for assessing
theories. Four of these criteria are consistency, elegance, parsimony and suffciency. By
consistency, we mean that the theory is free of internal contradictions. A theory’s elegance
refers to the number of steps that are required to form testable statements, and deduce expectations from them. Generally, the fewer moving parts, the better. Parsimony refers to
the number of assumptions the theory is required to make to operate, and the defensibility of those assumptions. Finally, suffciency refers to the theory’s capacity to generate
hypothesis which are then testable using the theory. Because, in informal theories, the assumptions are not made explicit, it is diffcult to apply these benchmarks. Formal theories
are more amenable to objective assessment. Because of the increased clarity and analytical control, formal theories are expected to be more likely to produce a cumulative and
defensible knowledge base with a clear direction.
Any scientist would do well to get to know their theory. How does one determine what
one’s theory is? A good test of whether one’s theory is formal or informal, and what the
components of one’s theory are, is to pay close attention to how one creates the language
used to formulate one’s hypotheses, and how one then deduces from the hypotheses ex142

pectations on the variables. This deductive process, which one must inevitably go through,
cannot proceed without the assumptions. Those assumptions, along with the grammar of
your deductive language, are what constitute your theory. Finally, let us note that theory,
like anything else human beings make, is to a large degree a cultural pheneomena, subject
to evolutionary processes. It is hoped that the development of theory (and, by extension,
that of our knowledge base) is not predominated by factors below our threshold of perception or by drift.

The Formal Analytical Framework
In this section, we present the components of our analysis. The presentation includes
a restatement of our research questions, a listing of the assumptions from which we derive
our deductive leverage, a statement of the hypotheses we will test, and a description of the
metrics we use to test them.
Research Questions
1. Did groups living in the Late Prehistoric Tibbee Creek drainage turn away from
stone tool technology in favor of alternative strategies for accomplishing the tasks
that stone tools would otherwise have been used to carry out?
2. Were problems of access to raw material a signifcant factor in shaping the Tibbee
Creek stone tool kits?
3. Did the different roles played by subpopulations in the settlement pattern organized
around the Tibbee Creek drainage have a signifcant infuence on the tool kits of
those subpopulations? In particular, is there archaeological evidence that tool stone
in some form and/or commodities produced by these forms was being moved about
the landscape as part of a network of exchange? What are some of the implications
of various potential patterns of exchange?
4. In what ways does our model help us to better understand the role that material
culture can play as an explanatory factor in the evolution of human behavior?
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Assumptions
In testing our hypotheses, we derive our deductive leverage from the following set of assumptions. Some may feel is not useful to list assumptions in this way. I disagree. I think
it can be a very productive, ongoing process. The reader may see assumptions at work
that are not listed, and suggest their addition to the list. Conversely, it may be recognized
that some assumptions that are listed are never used. Those can be deleted. Over time, we
will develop an increasingly clear awareness of what we are assuming, and the roles those
assumptions play in our arguments.
1. If the potential exists for the formation of ideas, then idea formation will take place,
and it will take place in proportion to the potential.
2. The formation of ideas is randomized: in the sense of which variables to focus on,
how much control to exert over each variable, and on which portion of the tool kit to
focus on.
3. In a supply-constrained environment, mass-effcient strategies should increase.

Hypotheses
We try to use our use-capacity metric, and derivations thereof, along with the our choice
of assemblages, to test the following hypotheses. We recall from Section III, that we use
the terms ‘investment/divestment’ specifcally to denote the scope of tool use. This is
operationalized in our use-capacity metric, which is designed to quanitify the capacity of
an assemblage to accommodate diversity and/or high degree of specialization in regard to
use.
1. Investment in stone tools decreased with increasing distance from the presumed
source of raw material. This would presumbably have been the result of increasing diffculties gaining access to raw material.
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2. To the extent that Tibbee Creek subpopulations continued to invest in stone tools,
constrained access to raw material was a signifcant factor shaping the tool kits, and
the importance of constrained access increased with increasing distance from the
presumed source of raw material.
3. To the extent that Tibbee Creek subpopulations continued to invest in stone tools,
the role played by a given subpopulation in the settlement pattern was a signifcant
factor shaping the subpopulation’s tool kit. Specifcally,
(a) The farmsteads were the primary loci for tool investment. The village, in constrast, relied upon provisioning by the farmsteads of the commodities that stone
tools were used to produce, and were therefore less invested.
(b) The village commanded the greatest access to raw material, perhaps by virtue
of its socio-political status, while at the same time being the least invested in
stone tools, by virtue of provisioning.
(c) Different subpopulations in the Tibbee Creek drainage made different kinds of
stone tools.
i. Differences in the kinds of stone tools primarily refect different conditions
that existed at the village as opposed to the farmsteads.
ii. Differences in the kinds of stone tools produced primarily refect different
conditions near the Tombigbee River as opposed to away from it.
iii. Differences exist, but refect a more complex set of conditions than those
suggested by either of the above scenarios.
4. The system by which tool stone was distributed throughout the Tibbee Creek drainage
is best characterized as:
(a) down-the-line
(b) free exchange
(c) isolationist
By down-the-line, we mean that tool stone entered the settlement pattern at 22CL814,
fowed from there to 22OK520, and fnally was transmitted from 22OK520 to 22OK595.
By ‘free exchange’, we mean that the exchange of tool stone could by some means
be conducted between groups directly, without involving intermediaries. Finally, by
isolationist, we mean that there was no appreciable degree of exchange in tool stone
among groups. In this last scenario, every group acquired its own supply directly
from the source.
Note the wording of hypothesis 3c ii. We reference proximity to ‘the Tombigbee River’
rather than proxmity to the source of raw material. If differences were detected in the kinds
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of tools being made, the conditions refected in those differences might involve factors
other than proxmity to the source of raw material. The subsistence base of the inhabitants
of the Yarborough site, for example, might have been heavily tied to riverine resources,
while those at Lyon’s Bluff and 22OK595 might have been more oriented to land-based
resources. It is very likely that different subsistence bases would result in different tool
kits. We are simply pointing out, then, that a number of factors with relevance for the stone
tool kit aside from access to raw material could have varied with distance up the Tibbee
Creek drainage.
Metrics
A great deal of information has been generated in the course of the simulations (see Tables A.1 and A.2 of the Appendix). From this information, we derive a number of metrics
which we use to test our hypotheses. Here, we briefy discuss each metric and the expectations placed upon them with our hypotheses in force. We organize our metrics into several
categories: metrics of investment, indicators of mass effciency, metrics of similiarity, metrics of articulation, and metrics of evolutionary potential.
A Metric of Investment
Use-capacity, as defned in Defnition 9, is our basic measure of investment in stone tools.
The metric refects two things:
• the capacity of a stone tool assemblage to serve as a source of morphological variability that tool makers/users can draw upon to form viable use-categories.
• valuation in terms of use of the categories thus formed. This refects either the number of variables controlled, the amount of control exerted, or both.
• the ability to successfully coordinate the implementation of the use-categories created
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There are several things to point out about the use-capacity metric. First, behind our
deductions involving the use-capacity metric as a measure of investment is assumption 1
from the list above. We contend in that assumption that, if the capacity for idea formation and implementation can be demonstrated, then one can conclude with some degree
of confdence that these processes were actually taking place. Secondly, use-capacity is
an absolute measure. The value of the metric is expected to increase as the size of the
assemblage increases. This means that the metric is sensitive to differential preservation
and differential sampling, as well as the intensity of the occupation. To use our metric as
a basis of comparison across assemblages, we can normalize it in various ways. Here, we
create a relative measure by dividing the use-capacity metric by the number of vertices.
Finally, we note that the use-capacity metric is a summary statistic. Similar to the way that
one would use a scatter plot to properly interpret a linear regression, it will be helpful in
interpreting the use-capacity metric to consider some supplemental data structures that will
help contextualize the patterns. We will employ several such contextualizing metrics in the
course of the analysis. The values for the normalized metric are presented in the Results
section below, and their implications are analyzed in the Discussion section.
Several of our hypotheses can be tested by comparing the expectations they imply for
the use-capacity metric to the values obeserved. Hypothesis 1 implies that the use-capacity
metric should decrease with increasing distance from the source of raw material. And,
hypotheses 3a and 3b both imply that the metric should be greater at the farmsteads than at
the village.
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Indicators of Mass-Effciency
We defne three quantities which we regard as indicators of efforts to conserve workable
stone.
1. use-capacity per gram of mass supplied to the network
Here, we divide the highest use-capacity score achieved by the mass supplied to the
network to achieve it. Note that the divisor is not the acutal mass of stone in the
assemblage, but the mass supplied to the entry points during the latest iteration. The
idea behind this metric is that a higher use-capacity per gram of mass constitutes a
more effcient use of tool stone than a lower value. Note that this is a relative metric.
It is already normalized. Also, this corresponds to the slope of the regression line in
Figure 5.12.
2. multi-capacity
A working edge that falls into more than one use-category is seen as being more
mass effcient, because it allows for the accomplishment of multiple tasks with a
single form rather than requiring separate forms for each task. There are numerous
ways in which one might try to characterize multi-capacity. One simple measure
is to tabulate the number of use-categories along with the proportion of vertices
that fall into each specifed number of categories. Note that we use the proportion
of vertices rather than number of vertices, because the latter would be an absolute
measurement. In addition to making a direct examination of the data in the table, we
employ a statistical test, as described below.
3. path length
Paths in our networks are supposed to represent use-life trajectories. The idea of this
metric is that, in a supply-constrained environment, tool makers/users will continue
to work tools that they would instead discard in a less supply-constrained environment. In our model, this means longer paths. As explained in the Results and Discussion section, we compare the assemblages in terms of the lengths of the paths
traversed during the latest iteration. The path lengths will be normalized by the average path length for each network. We defer explanation of this concept to the
Discussion section.

Hypothesis 2 implies that use-capacity per gram should increase with increasing distance from the source. The hypothesis also implies that the distribution of multi-capacity
should shift further to the right with increasing distance from the source. Likewise, the
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distribution of path length should show a similar shift to the right with increasing distance from the source. Hypothesis 3b implies that use-capacity per gram should be lower
at Lyon’s Bluff, and that the distributions of tool membership and path length should be
shifted to the left at Lyon’s Bluff as compared to those of the other assemblages (all else
equal).
Metrics of Similarity
Hypotheses 3c address the question of whether subpopulations in the Tibbee Creek
drainage were making different kinds of stone tools, and, if so, whether the differences
appear to be based more on proximity to the Tombigbee River, or more on occupational
type. The use-capacity metric was inspired by the problem of trying to identify different
kinds of stone tools. Therefore, it is interesting to realize that the metric really does not
do that. The metric quantifes the use-values of the tools created, and their degrees of
implementability. However, it does not make an accounting of which specifc variables
are included in the tool defnitions, or of how control is distributed over those variables.
To address the question of the kinds of tools the model has constructed, we introduce two
additional metrics.
First, we count, for each tool, the number of variables that the tool controls. We summarize this information for each assemblage, and compare the assemblages on this basis.
We ask, do the tools in one occupation tend to exert control over more or fewer variables
than those of another occupation? Our second method for characterizing tool kit composition uses a data structure we call the ‘control matrix’. The control matrix has one row for
each variable, and one column for each level of tolerance. Entry (i, j) is the proportion of
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tools in the tool kit that include variable i at tolerance level j in its defnition. The technique
is simply to make a visual inspection of this matrix to get a sense of where control is being
exerted, and how much control. We then compare the assemblages on this basis.
The question being addressed is simply whether there appear to be differences between
the assemblages on these metrics. We have not developed our knowledge of the Tibbee
Creek tool kits suffciently to generate any detailed expectations about what differences
might be found. Neither can we develop any expectations about the magnitude of any
differences. Indeed, it is hoped that our analysis might help us formulate such expectations
for use in future testing.
Metrics of Articulation
With the set of metrics developed in this section, we explore the patterns of exchange
that might have existed among subpopulations in the Tibbee Creek settlement pattern for
distributing tool stone. We consider three potential distributional regimes, which we introduced in Hypothesis 4: down-the-line, free exchange and isolationist. To model these
distributional regimes, we apply the metrics we’ve used to analyze each of the networks in
isolation to a combined network that incorporates all three. The vertex set of the combined
network is the union of the individual vertex sets. The edges of the individual networks
will be included in the edge set of the combined network. Then, to fnish forming the combined network, we add edges between the individual networks. Which of all the possible
edges are added depends on which of the three alternative regimes we wish to explore.
For down-the-line distribution, we place edges between the 22CL814 and 22OK520 networks and between the 22OK520 and 22OK595 networks, but none between 22CL814
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and 22OK595. For free exchange, we place edges between all pairs of individual networks. And fnally, for an isolationist regime, we place no edges between the individual
networks. The isolationist regime is what we’ve had in place throughout most of the analysis. In all cases, edges are placed in the combined network according to the same rules by
which they were placed in the individual networks. That is, edge traversals resulting in an
increase in specimen length and/or mass are prohibited, as are those that result in a change
in mass of more than 15 percent (see Section 5.1). All other edges are included. Precisely
as before, the edges are weighted, with weights refecting the degree of morphological
similarity between the end points of the edge (see Defntion 1 and subsequent discussion).
Having described our analytical structure, we need to clarify what we mean by distributional regime. When we speak of moving tool stone about the landscape, there are at least
two distinct phenomena we could be talking about. The reference could be to moving lithic
forms among subpopulations. Let us call us this the form-distributing regime. Then, for a
given distribution of lithic forms, we can talk about the movement of tool mass in the form
of copies among the subpopulations. In this latter case, there is no change to the forms
comprising a network, only in the number of copies avaiable of the forms that are already
there. Let’s call this the copy-distributing regime. While we have not incorporated into our
model any mechanism for moving lithic forms between our networks, our analytical structures do allow us to manipulate the way copies move between networks by varying which
inter-network edges are included. Thus, our model is designed to explore how different
copy-distribution regimes might behave, given a stable form-distibution regime.
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It will also be useful to clarify what this portion of the analysis is designed to do. We
will not be testing hypotheses in this portion. Neither our knowledge base, nor our theory,
is suffciently rich to generate testable hypothesis about distributional regime in the Tibbee
Creek drainage. Rather, the focus of this portion of the analysis is theory building. Efforts
at theory building can have a number of goals, but there is one primary goal we will focus
on: to suggest new phenomena of interest, and possible explanations for them. Our primary
analytical method in this endeavor will be to examine the patterns observed in the model
results, and ask ’why this pattern’. This is essentially the process that spawned this entire
project. Only, rather than being inspired, as this project was, by a real-world phenomenon
(i.e. by data), the process will this time draw its inspiration from patterns produced by
the model. And, having asked why a certain pattern appears, we will attempt to offer up
possible answers in terms of the model. If we can then link the model components back to
real world phenomena, then we will have generated new hypotheses, ready for testing with
data.
The idea of looking to models, rather than the real-world for inspiration, is that models
can help direct our attention to things that we might otherwise miss. Models allow us to
explore avenues that we simply could not in the real world. And, they help us to deal with
complex relationships that would likely be intractable without mathematics. In Chapter 1
of their book, ‘Mathematical Models of Social Evolution’, McElreath and Boyd provide a
very useful and accessible discussion of mathematical theory building: referring to theoretical models as the ‘Theoretician’s Laboratory’ (McElreath and Boyd, 2007, [29]). Those
authors describe the role of models in theory building as follows: ’... models are almost
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always too simple to make accurate predictions or even accurately represent how any real
behavior evolves. Nonetheless, they have proven to be extremely valuable because they
help us understand processes too complex to grasp by verbal reasoning alone’ (McElreath
and Boyd, 2007 [29, p.1]). Hypothesis testing and theory building have a complementary
relationship in the advance of cumulative knowledge. As McElreath and Boyd put it, data
and theory ‘inspire and challenge’ one another (McElreath and Boyd, 2007 [29, p. 8]).
To measure the response of use-capacity to distributional regime, we carry out a series
of iterations for each distributional regime, and then calculate for each the use-capacity
per vertex. We can then compare the assemblages in each case in terms of the metric.
As we’ve mentioned, it is diffcult to anticipate what patterns might be observed. There
are numerous possibities. It is hoped that the simulations will help narrow the feld of
possibilities by either eliminating some or, more likely, putting others forward as being
of particular interest. Indeed, McElreath and Boyd point to this narrowing of the feld
of possibilities as being one of the particular contributions that mathematical models can
make to cumulative knowledge building. Their dicussion articulates the idea well.
There are usually a very large number of possible accounts of any particular ...
phenomenon. And since much of the data needed to evaluate these accounts
are lost or impossible to collect, it can be challenging to narrow down the
feld of possibilities. But models which formalize these accounts tell us which
are internally consistent and when conclusions follow from their premises. ...
They provide proof that some candidate set of processes could explain the
observations of interest. [emphasis original]
(McElreath and Boyd, 2007 [29, p.6]
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We go a little further than McElreath and Boyd in trying to use our model to generate
observations as well as explanations of them. And, maybe we don’t go quite as far in
avoiding the claim of having produced a ‘proof’.
Metrics of Evolutionary Potential
Early in the current project, we established two goals for our network-based method:
frst, to analyze tool use, and second, to analyze how stone tool kits evolve. Most of our efforts have been directed toward the former goal. In this section, we attempt to make a start
at addressing the latter. In this endeavor, we again draw upon Fletcher’s scheme in which
behaviors that are replicated more slowly form a key part of the selective environment for
behaviors that are replicated more rapidly. On such a basis, Fletcher draws a distinction
between material behaviors (walls, doorways, roads, ceramics, etc) and active behaviors,
with the former replicating more slowly than the latter. The material-active dichotomy
seems to be useful one, especially for archaeologists, because archaeologist of course deal
exclusively with the material. However, other useful distinctions might be drawn as well.
In particular, behaviors involving coordination among larger numbers of people are expected to be replicated more slowly than behaviors in which fewer people are involved. As
such, behaviors involving more people are expected to have a constraining or regulating
infuence on behaviors involving fewer people. In our application of Fletcher’s ideas, the
behaviors that replicate more rapidly are the grouping of lithic forms into use-categories,
and the routing of mass through the network. The behaviors that are expected to be replicated more slowly are the distribution of lithic forms among the three subpopulations under
consideration, and the distribution of tool mass among those subpopulations.
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Form and mass distribution might both be considered active behaviors as opposed to
material. However, both involve coordination among the subpopulations being considered.
A farmstead inhabitant who wishes to make a change to the way that lithic forms are exchanged between their farmstead and another will have to consider (or otherwise deal with)
the implications of the change for the other farmstead, and probably for other farmsteads
in the exchange network as well. The same farmstead inhabitant, however, should be able
to execute a change to the way they group the available lithic forms into use categories
with relative independence from the other farmsteads. The greater degree of autonomy in
the latter case means that such changes are expected to occur more rapidly. On the other
hand, the material-active dichotomy is also useful for our purposes. Assuming, as we do
in our simulations, that the distibution of lithic forms stays constant, those forms form a
material constraint on use-category formation and on the routing of fow. So, both the
material-active and more-people/fewer-people distinctions are useful here.
Our approach in analyzing the evolutionary dynamics of tool use is to characterize
those dynamics for each of the three occupations and then compare the occupations on that
basis. We also make such a comparison for each of the three mass-distribution regimes:
isolationist, down-the-line and free exchange. The characterization will, admittedly, not
be very detailed. But, it is a beginning. The evolution of a trait in a population is a
change in the relative prevalence of the trait’s variants over time, where new variants appear
from time to time. In characterizing such a change, we might talk about the magnitude
of the change (i.e. the difference between the variants that increased and the variants that
decreased over the time period) and the pace of the change (i.e. the length of the time period
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over which the change took place). We can defne an ‘evolutionary gradient’: a vector
quantity that encompasses both of these characteristics. All else being equal, the gradient
is expected to increase as the pace at which new variants are added increases and also
as the competition among the variants intensifes. These observations have inspired two
metrics that it is hoped will provide some information on the magnitude of the evolutionary
gradient, and thus provide a characterization of potential evolutionary dynamics under the
various scenarios.
We call our frst metric the viability vector. The viability vector is a data structure that
measures the pace at which new use-categories can be added to the tool kit. With each
iteration, the model randomly generates 100 new use-categories. Most of these are not implementable, because they are composed of base tools that do not overlap. In the viability
vector, we record for each iteration the percentage of categories that are implementable.
This measures the rate at which new variants can be added. Occupations with larger viability values are expected to have a different evolutionary dynamic that those with lower
values.
A second calculation is intended to measure the intensity of the competition between
the use-categories formed. We use correlation coeffcients to measure the degree to which
the commitment of tool mass to one tool is attended by a denial of that mass to other
tools. This is accomplished using a data structure that has been constructed throughout
the iterations, and that we call the implementation matrix. This matrix has one column
for each tool, and one row for each iteration. Entry (i, j) is the number of copies of tool j
made in iteration i. We pass this matrix to R’s ‘cor’ function, which calculates correlation
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coeffcients for each pair of columns. To understand what is proposed, it is useful to
consider a simple example. Let us imagine two columns of the implementation matrix,
corresponding to tools 1 and 2. These columns comprise paired data, giving the number
of copies of each tool made during each iteration. It may be helpful to imagine these data
displayed in a standard scatter plot. We would like to know whether an increase in the
number of copies for one tool tends to accompany a decrease in the number of copies of
the other, and vice versa. Such a pattern would suggest that it is diffcult to simultaneously
implement both tools. That is, the tools are locked in a commitment-equals-denial type
struggle for the available copies. R’s ‘cor’ function attempts to ft the cloud of points with a
best-ft linear model (i.e. a least squares regression line). The function then encapsulates in
a single number, the correlation coeffcient, whether the relationship is positive or negative,
and how well the line fts the cloud of points. The correlation coeffcient, usually denoted
r, varies from -1 to 1. A negative number indicates a negative relationship, while a positive
number indicates a positive relationship. The closer the coeffcient is to the endpoints (1 or
-1), the better the line fts the data. There are no hard and fast rules about what constitutes
a ‘good’ ft, but a general rule of thumb is that |r| < .3 would indicate a weak relationship
between the tool’s implemenations, .3 < |r| ≤ .7 indicates a moderate relationship, and
|r| > .7 indicates a strong relationship. We have followed this convention. R’s ‘cor’
function calculates a correlation coeffcient for every pair of tools, and returns the results
in a matrix, where entry (i, j) is the coeffcient for tool i and j. We are interested in
the prevalence of moderate to strong, negative relationships. Our metric is calculated by
dividing the number of entries in the correlation matrix with values falling in the range of
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interest by the total number of entries in the matrix. We then compare the assemblages
under each of the distributional regimes on this basis to see where commitment-equalsdenial pressures appear to be high and/or low.
We note that we are characterizing a kind of viability selection. Ideas can only be
inherited when they are expressed. We assume that the sole means of expression for an
idea about use-categories and the routing of mass is to actually implement the ideas in the
form of copies of the available lithic forms. These copies are then used to communicate
the idea. If the ideas are not implemented, either because they cannot be implemented, or
because they are the losers in a commitment-equals-denial struggle for tool mass, then they
cannot be passed on. In taking this approach, we again following Fletcher in looking for
ways that the material can infuence evolutionary change.
Finally, we note that a second, simple measure of the potential for commitment-equalsdenial type pressure is the number of clusters in our networks. Because connections between clusters are minimized, any copies allocated to a cluster are unlikely to fow to a
different cluster. The more clusters a network has that are of appreciable size, the more potential there is for toolmakers to fnd themselves in the position of having to make choices
of how to allocate a limited supply of tool mass. The clusters for the individual networks
are shown in Figure 7.1b.
The Kruskall-Wallis Rank Sum Test
In several of the comparisons that follow between the assemblages from our three study
sites, we will employ the Kruskall-Wallis Rank Sum Test for identical distributions. We
will discuss the tests in detail within the contexts of each application. However, it seems
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appropriate to briefy summarize the method here. In what follows, we have drawn upon
the discussion in the text by Gibbons and Subhabrata, [21]. Kruskall-Wallis is considered
a non-parametric alternative to a One-Way Analysis of Variance, and an extension of the
Mann-Whitney test to problems involving more than two samples. Let us suppose that the
vertices of our three networks comprise samples from three populations. Suppose we have
defned a continuous random variable, X, on these vertex sets. For example, in one of our
applications, we will let X be the number of use-categories of which a given vertex is a
member. Note that, thus defned, X is discrete rather than continous. However, the test can
still be used as long as the variable is at least at the ordinal level (see [53]). (The source just
cited also notes that Kruskall-Wallis is much less sensitive to outliers than ANOVA.) The
most general null hypotheses is that the distributions of X on the three populations from
which our samples are drawn are identical. Under this hypothesis, the three samples drawn
from identically distributed populations actually comprise a single collective sample from
one population. We pool the observations made on the samples (keeping track of which
sample each observation came from) and rank the observations. With the null hypothesis
in force, the observations from each sample should be evenly distributed among the pooled
and ranked observations. Let ri denote the expected value of the sum of the ranks of the
observations from sample i under the null, and let Ri denote the actual observed sum of
the ranks. The test statistic is then

3

X 1
12
[Ri − ri ]2
N (N + 1) i=1 ni
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(6.1)

where ni is the size of the ith sample, and N is the sum of the ni ’s (i.e. the size of the entire
pooled sample). Under the null hypothesis, the probablity distribution of this statistic is
independent of the distribution of X on the assumed single population (that’s what makes
Kruskall-Wallis distribution free). That is, unlike ANOVA, there are no assumptions of
normality or equal variance placed on the population of interest. Three assumptions are
needed. The observations must be independent between samples (or assemblages in our
case). The observations must be independent within samples. And, fnally, the variable
must be continuous (i.e. not categorical).
Two points should be made about the results of a Kruskall-Wallis test. First, there
are two ways a signifcant Kruskall-Wallis test can be interpreted. If the shapes of the
actual distributions of X on the populations from which the samples are drawn are roughly
the same, then a signifcant difference refects a difference in the medians of X on these
populations. If the shape of the distributions are different, then we are obliged to be less
specifc, and say only that the ranks of one population are different from that of another.
Of course, we don’t really know the shapes of the distributions. However, we can estimate
them by looking at the shape of X’s distribution on the samples. And, we could employ
bootstrapping methods to try to gain some statistical control over the distributions.
Also, as when an ANOVA is used to compare the means of three or more groups, a
signifcant Kruskall-Wallis result means that at least one pair of groups is different. But
the test gives no indication of which pair is different, or how different they are (tests with
this characteristic are called ‘omnibus’ tests). The sum in Equation 6.1 is unable to tell us
which term contributed to any signifcant difference. For this reason, signifcant ANOVA
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and signifcant Kruskall-Wallis tests are both usually followed up by a so-called ad hoc
comparison of the group pairings. The ad hoc test most often used for Kruskall-Wallis
is the Dunn test (see Mangiafco, [28]). In cases of a signifcant result, we employ the
Dunn test to try and determine which assemblages have signifcantly different medians or
rankings, as the case may be. As with any non-parametric test, the Kruskall-Wallis test
gains in robusticity (i.e. fewer assumptions) at the expense of statistical power (i.e. the
ability to reject a false null hypothesis). Of course, this will make any rejection of the null
all the more convincing. And, our arguments do not hinge on the results of a KruskallWallis test. We have other means of examining the patterns in the data. It is just another
piece of evidence to draw upon.
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CHAPTER VII
RESULTS AND DISCUSSION

In this section, we present the results of our analysis, and discuss their implications for
our hypotheses and for our research questions. To begin, we present in Table 7.1 some
basic structural information about our networks. In Table 7.1a, vcount refers to the number
of vertices, ecount refers to the number of edges, and density refers to the network density
(i.e. the number of edges divided by the total number of edges possible on the vertex set).
In Table 7.1b, we list the sizes and number of the clusters and of the strong components.
In each column, the number on the left is the size of the component, and the number on the
right is the number of components of that size. Having presented this basic information,
we turn directly to the results for testing our hypotheses.
Use-Capacity as a Metric of Investment
The results of the use-capacity-per-vertex metric are shown in Figure 7.2. The metric
produces some surprising results. After 170 iterations, the largest investment in stone
tools, as measured by the capacity achieved per vertex, occurs at Lyon’s Bluff (22OK520),
followed by Yaroborough (22CL814), with 22OK595 trailing behind. Hypothesis 1, which
states that investment in stone tools was a simple function of distance from the source of
raw material, is not upheld.
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Table 7.1: Basic Network Information
(a) Graph Order, Size and Density

vcount
ecount
density

22CL814
814
25620
0.039

22OK520
212
4169
0.093

22OK595
162
2333
0.089

(b) Components (size/count)

weak(clusters)
22CL814 22OK520 22OK595
1
5
1
2
1
3
2
2
3
1
3
2
3
2
4
1
22
1
10
1
5
2
27
1
27
1
9
2
758 1
175 1 110 1

22CL814
1 102
2 210
3
64
4
15
5
4
6
1
7
2

strong
22OK520
1
58
2
60
3
10
4
1

22OK595
1
38
2
43
3
11
5
1

The metric does indeed indicate a much smaller investment in stone tools in the far upper
Tibbee Creek drainage. However, the values at Lyon’s Bluff belie the idea that distance
alone suffces to explain investment. It is also noteworthy that Lyon’s Bluff managed to
achieve its relatively higher capacity with a substantially lower overall supply of tool mass
as compared to Yarborough.
Predictions for the capacity-per-vertex metric derived from hypotheses 3a and 3b also
fail to match observed patterns. Both of these hypotheses contend that provisioning of
the village by the farmsteads led to decreased investment at the former as compared to
the latter. The metric indicates that this is not the case. Investment at Lyon’s Bluff is
greater than at at either of the farmsteads. This result does not mean that provisioning did
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not take place. Nor does it mean that, in the event provisioning was taking place, such
provisioning did not have the effect of decreasing investment. Rather, the relationship
could have been more specifc than formulated in the hypothesis. That is, certain tools
may indeed have been missing from the village toolkit, because the commodities produced
with those tools were supplied to the village by the farmsteads. Such selective provisioning
may be refected in the kinds of use-categories produced during the simluation, a topic we
discuss below.

Table 7.2: Use-Capacity per Vertex
(a) Use-Capacity per Vertex

22CL814
22OK520
22OK595

min
153.88
308.46
22.69

max
1215.04
1632.40
180.68

(b) Mass Supplied (kg)

22CL814
22OK520
22OK595

min
5.98
1.03
0.48

max
29.92
5.15
2.42

after 170 iterations
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Indicators of Mass Effciency
Use-Capacity per Gram
Results for our indicators of mass effciency are shown in Table 7.3. Table 7.3 shows
the estimated slope for the linear regression of use-capacity on mass for each of the three
assemblages. This quantity has units of capacity per gram, and can be interpreted as an
adapatation to a supply-constrained environment. A comparsion of the three assemblages
on this basis shows the same pattern as our general metric of investment (capacity per
vertex). Lyon’s Bluff has the highest value, exceeding that for Yarborough by a factor of
about 1.9, with 22OK595 trailing.
As with investment generally, use-capacity per gram does not appear to exhibit a simple, linear relationship with distance from the source, contradicting hypothesis 2. Predictions for use-capacity on mass derived from Hypothesis 3b also fail to match observed
patterns. It was contended in that hypothesis that Lyon’s Bluff had the greatest access to
raw material in addition to being the least invested in stone tools. This lead to the prediction
that it would exhibit the least adaptation to a mass-constrained environment. The opposite
of this prediction is observed. Interestingly, 22OK595 has the lowest score, meaning that,
according to this indicator of mass effciency, supply constraint was felt less keenly in the
upper drainage than near the source. This would seem to be consistent with the fndings
for general investment. If 22OK595 occupants were generally less invested in tool stone
(as is indicated by the capacity per vertex measurement), then one expects the response of
the tool kit to a supply constrained environment to be weaker. The statistics for the linear
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regressions are shown in the bottom of Table 7.3. All estimates are statistically signifcant
at any normally accepted level of confdence.

Table 7.3: Mass-Effciency Indicator: Use-Capacity Regressed on Mass
Use-Capacity per Gram Estimates
22CL814
36.36

22OK520 22OK595
68.87
13.72

22CL814
(Intercept)
x

Estimate Std. Error t value Pr(>|t|)
-85912.70 24409.32
-3.52
0.04
36.36
1.23 29.56
0.00

22OK520
(Intercept)
x

Estimate
9936.77
68.87

Std. Error
19283.82
5.65

t value
0.52
12.19

Pr(>|t|)
0.64
0.00

22OK595
(Intercept)
x

Estimate Std. Error t value Pr(>|t|)
-2785.64
1415.84
-1.97
0.14
13.72
0.88 15.58
0.00
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Use-capacity is a comprehensive measure of investment, encompassing a number of
characteristics of the tool kit. The remaining two indicators of adaptation to supply stress
provide a more nuanced view by focusing on particular aspects of the tool kit.
Multi-Capacity
Results for multi-capacity as an indicator of a supply-constrained environment are
shown in Table 7.4 and Figure 7.1. Table 7.4 shows the proportions of vertices belonging to the number of use-categories indicated in the far left column. The data are presented
graphically in Figure 7.1. The idea is that an occupation with greater proportions of vertices included as members of more categories are more adapted to a supply constrained
environment, because they have multitools: i.e. working edges that can be used to carry
out a range of different tasks, rather than producing or importing separate forms for each
task. Again, Lyon’s Bluff shows the greatest prevalence of multicapacity. The distributions
for the other two assemblages are shifted to the left in comparison to Lyon’s Bluff, with
that for 22OK595 showing the greatest leftward shift.
This time, we have also included a Kruskall-Wallis test for identical distributions on
multi-capacity. Our random variable is defned on the vertex sets of our networks, and is
defned for each vertex as the number of use-categories of which the vertex is a member.
The null hypothesis is that the distribution of the random variable is the same for each of
the three assemblages. Results of the test are shown in Table 7.5. We easily reject the null
hypothesis. Because the shapes of the distributions are similar in this case (as indicated
by the histograms in Figure 7.1), a signifcant test can be interpreted as a difference in the
medians, as opposed to a difference in the ranks (Mangiafco, [28]). Results of a Dunn
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Test are shown in Table 7.5 below those for the Kruskall-Wallis. They indicate that the
median for 22OK520 is signifcantly higher than that for either 22CL814 or 22OK595, but
that while 22CL814 has a higher median than 22OK595, the difference is not statistically
signifcant.
Having employed a statistical test, we should address whether the assumptions of the
test have been met. The three assumptions of the Kruskall-Wallis test were listed earlier.
They are a continuous (or at least ordinal level) dependent random variable, and independence of the observations both between and within samples. Because the defnitions of
tools within one network have no bearing on those of the other networks, the independence
of our observations between samples is readily established. Independence within samples
requires a little more thought. Suppose a tool is formed at random in a network, and that a
particular vertex, v, is a member of the tool. Is every vertex in the network equally likely
to be included in the tool? The answer is, probably not. Those vertices that are more
morphologically similar to v will be more likely to be included. It will, of course, depend
on the tool’s defnition: which variables are controlled, and how much control is exerted.
However, most of our tools are rather small in size in comparison to the vertex set. Thus,
for most tools containing v, the probability, for other vertices, of being included in the tool
is quite low. There may be a few vertices that track v in their placement in the rankings.
Note that, to be problematic, the same vertices would have to track across tools. That is,
they would have to be simliar to v on a number of variables. The number of vertices that
are likely to track v across multiple variables is likely quite small. Let us also make the
general observation that independence of observations is a theoretical ideal that probably
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is not often achieved with real-world data. That’s why replicability and repeated trials are
so important. Of course, in a sense, we cannot replicate the experiments we conduct here,
because they are tied to a specifc time and place. We can’t measure at a different time
and place, because we are not trying to fnd out about a different time and place. Repeated
observations on the same population might be possible if they were still around. Yet, even
if the occupations under study were still active, repeated observations would be diffcult,
because the occupation would be a moving target. Living populations are not static. By
the time we made another measurement, we wouldn’t be studying the same population.
In applying the Kruskal-Wallis test, let us simply make reference to the relatively small
probability of vertices tracking one another in the rankings, and declare a fair degree of
independence among our observations both within a sample, as well as between samples.
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Table 7.4: Mass-Effciency Indicator: Multicapacity

0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
21
22
24
30
31
49
53
60

22CL814
1.23
0.49
2.58
3.56
3.07
7.37
9.09
10.20
10.44
11.79
13.27
9.58
6.51
3.56
3.19
1.97
0.49
0.61
0.12
0.00
0.00
0.25
0.00
0.25
0.12
0.00
0.12
0.12

22OK520
0.00
0.00
0.94
1.42
1.42
5.66
4.25
6.60
10.38
17.45
13.21
9.43
8.49
8.02
4.72
3.30
1.89
0.47
0.94
0.47
0.00
0.47
0.00
0.00
0.00
0.47
0.00
0.00

170

22OK595
0.00
0.00
0.00
1.23
8.02
9.88
8.64
13.58
14.20
12.96
9.88
8.64
5.56
2.47
1.85
0.62
0.62
0.62
0.00
0.00
0.62
0.00
0.62
0.00
0.00
0.00
0.00
0.00

60
50
40
# of vertices

30
20
10
0

22CL814

22OK520
site

Figure 7.1: Plots for Multicapacity
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22OK595

22OK595
60
40
20
0

22OK520
Percent of Total

60
40
20
0

22CL814
60
40
20
0
0

20

40

count.mf

Figure 7.1: (continued)
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Table 7.5: Test Results for Multicapacity
site
n
mean
sd min Q1 median Q3 max percZero
1 22CL814 814
8.688 4.317
0
6
9 11
60
1.229
2 22OK520 212 10.071 4.201
2
8
10 12
49
0.000
3 22OK595 162
8.383 3.190
3
6
8 10
24
0.000
Kruskal-Wallis rank sum test

x

statistic
30.8106741

df
p-value
2 0.000000204

Dunn Test

1
2
3

Comparison
22CL814 - 22OK520
22CL814 - 22OK595
22OK520 - 22OK595

Z
P.unadj
P.adj
-5.0451609 0.00000045 0.00000136
1.3401549 0.18019498 0.18019498
4.8326892 0.00000135 0.00000202

Implications of the results for multi-capacity for our hypotheses are consistent with the
previous two results. Hypothesis 2, that mass-effcient adaptations should increase as a
simple function of distance from the source of raw material, is again contradicted. While
Lyon’s Bluff shows greater adaptation than 22CL814, the 22OK595 assemblage shows the
least of all. This again suggests that the Lyon’s Bluff occupants remained deeply invested in
stone tools, and that they did so in a supply-constrained environment, while the occupants
of 22OK595 were beginning to divest. As before, patterns predicted by hypothesis 3b, that
Lyon’s Bluff commanded the most access and should therefore show the least adaptation to
a mass-constrained environment, are not the patterns observed. It is noteworthy, however,
that 22CL814 shows the highest individual values of all. The Yarborough assemblage has
a subset of its vertex set comprising 0.12 percent of the whole (or a single vertex) that
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falls into 53 use-categories, and another single vertex falling into 60 categories. Lyon’s
Bluff has vertices with high values as well, however, and it clearly outperforms Yarbourgh
overall on the multi-capacity metric.
A fnal interesting pattern revealed in these results is the proportions of the vertex sets
that fall into at least one tool. The top row of Figure 7.4 gives the proportions (to two decimal places, or a tenth of a percent) that have yet to be incorporated into at least one usecategory. No vertices fall into this category for 22OK520 or 22OK595, and only about 1
percent fall into this category for 22CL814. It is somewhat surprising that a randomly generated set of use-categories should achieve such comprehensive coverage. Indeed, tool kit
coverage might be regarded as yet another indicator of adaptation to a supply-constrained
environment. Tool kits with large coverage will have less intermediate forms with zero
use-capacity. Applied in this way as an indicator of mass effciency, tool kit coverage indicates that all subpopulations in the Tibbee Creek drainage showed some adaptation to
limitations on supply.
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Path Length
Our fnal indicator of mass effciency is path length. The logic is that longer paths
indicate longer use-life trajectories, and are thus an adaptation to a supply-constrained
environment. Tools are maintained, rather than being discarded. Results for path length
are shown in Table 7.6, Table 7.7, and Figure 7.2. In Table 7.6, the lengths of the paths
traversed during the latest iteration are shown in the far left column. Path lengths range
from 1 (i.e. no edge traversal occurred) to 38. In the table, two numbers are shown for
each assemblage. The frst is the number of paths traversed during the iteration having
the length specifed at the far left. To the right of these numbers is the length of the path
divided by the average path length for the network. The average path length of a network
is calculated by fnding, for every pair of vertices, the shortest path between them (if a
path exists), and then averaging these lengths over all pairs. For directed networks, a pair
will often have two such shortest paths, one for each direction, and the two may well have
different lengths. The metric then, for a path p, is given by f (p) = legnth(p)/p.avg,
where p.avg is the average path length of the network. We can think of f (p) as the factor
by which the length of path p exceeds the average path length.
By dividing the lengths of the paths actually traversed by the average path length for
the network, we are measuring the degree to which our paths depart from the most direct
route. We argue that such departures can be a mass-saving strategy. To see this, consider
a copy moving through the network. The copy has an entry point and an exit point. It can
follow the most direct route between these two points, or it can follow a more meandering
route. By taking the less direct route, the copy’s use-life trajectory incorporates more
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forms, and potentially achieves a greater use-capacity than it would if it followed the more
direct route. Thus, by taking the less direct route, we have achieved more use-capacity per
copy, and we have in this way used the available tool mass more effciently.
To calculate the average path length, we have used igraph’s built-in ‘average.path.length’
function. One characteristic of igraph’s algorithm that might be disadvantageous is that the
algorithm does not take edge weights into account. The implications for this characteristic of igraph’s algorithm for our model are not clear. The edge weight could be regarded
as part of the network structure we are trying to measure. In that case, it makes sense to
remove it when looking for a baseline of comparison. Despite the lack of clarity on this
issue, the fgure calculated with igraph’s algorigthm seems to be a good baseline.
To make the numbers easier to interpret, we have, in Table 7.7, binned the normalized
path lengths. The frst row of the table gives the number of paths whose lengths are up
to but do not exceed the average path length. The second row gives the number of paths
that exceed the average path length, but that are less than twice as long, etc. Again, two
numbers are given for each assemblage. The frst is the number of paths falling in the bin
specifed at the far left, and the second number is the proportion of paths falling in the bin.
The path lengths are depicted graphically in Figure 7.2.
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Table 7.6: Mass-Effciency Indicator: Path Length
(a) Average Network Path Lengths

22CL814
5.99

22OK520
2.82

22OK595
2.41

(b) Path Lengths

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

22CL814
35 0.17
100 0.33
287 0.50
267 0.67
338 0.83
294 1.00
308 1.17
282 1.34
221 1.50
235 1.67
185 1.84
197 2.00
216 2.17
210 2.34
230 2.50
289 2.67
334 2.84
334 3.00
342 3.17
279 3.34
260 3.50
263 3.67
230 3.84
214 4.01
173 4.17
164 4.34
130 4.51
102 4.67
95 4.84
70 5.01

22OK520
20 0.35
142 0.71
303 1.06
292 1.42
136 1.77
78 2.13
27 2.48
21 2.84
26 3.19
18 3.55
34 3.90
115 4.26
197 4.61
209 4.97
317 5.32
181 5.68
185 6.03
100 6.39
118 6.74
87 7.10
79 7.45
68 7.81
39 8.16
29
8.52
27
8.87
25
9.23
14
9.58
9 9.94
4 10.29
0 10.65

22OK595
65 0.42
66 0.83
77 1.25
61 1.66
76 2.08
71 2.49
43 2.91
21 3.33
11 3.74
15 4.16
26 4.57
39 4.99
45 5.40
29 5.82
25 6.24
18 6.65
11 7.07
4 7.48
2 7.90
0 8.31
0 8.73
0 9.15
0 9.56
0 9.98
0 10.39
0 10.81
0 11.22
0 11.64
0 12.06
0 12.47
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31
32
33
34
35
36
37
38

22CL814
50 5.17
36 5.34
30 5.51
24 5.67
14 5.84
10 6.01
9 6.18
3 6.34

22OK520
0 11.00
0 11.36
0 11.71
0 12.07
0 12.42
0 12.77
0 13.13
0 13.48

22OK595
0 12.89
0 13.30
0 13.72
0 14.13
0 14.55
0 14.97
0 15.38
0 15.80

Table 7.7: Path Length as a Proportion of Avg. Path Length (counts)

[0,1)
[1,2)
[2,3)
[3,4)
[4,5)
[5,6)
[6,7)
[7,8)
[8,9)
[9,10]
totals

22CL814
22OK520
1027 0.150 162 0.056
1525 0.222 731 0.252
1476 0.215 126 0.044
1708 0.249
78 0.027
878 0.128 521 0.180
224 0.033 498 0.172
22 0.003 403 0.139
0 0.000 234 0.081
0 0.000
95 0.033
0 0.000
48 0.017
6860 1.000 2896 1.001

22OK595
131 0.186
138 0.196
190 0.270
32 0.045
80 0.113
74 0.105
43 0.061
17 0.024
0 0.000
0 0.000
705 1.000

Table 7.8: Test Results for Path Length
site
1 22CL814
2 22OK520
3 22OK595

n mean
sd
min
Q1 median
Q3
max
6860 2.522 1.344 0.167 1.335
2.670 3.505 6.342
2900 4.275 2.423 0.355 1.419
4.968 6.033 10.290
705 2.890 1.964 0.416 1.247
2.494 4.573
7.899
Kruskal-Wallis rank sum test

x

statistic
1130.7223342

df
2

p-value
0.000000000000

Dunn Test

Comparison
1 22CL814 - 22OK520
2 22CL814 - 22OK595
3 22OK520 - 22OK595

Z
-33.5045969
-2.7578147
15.0754652
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P.unadj
0.000000000
0.005818917
0.000000000

P.adj
0.000000000
0.005818917
0.000000000

10
8
# of vertices

6
4
2
0

22CL814

22OK520
site

Figure 7.2: Plots for Path Length
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Figure 7.2: (continued)

180

8

10

We have also conducted a Kruskal-Wallis test on path length. In this case, the dependent variable is defned on the paths traversed through the network, and is defned by
f (p) = length(p)/p.avg, as explained earlier. The dependent variable is continuous this
time. As was the case with multi-capacity, the independence of observations between samples is clear. And again, the independence of observations within samples is a little harder
to verify. First, we need to clarify what paths we are talking about. We are not talking about
potential paths, but rather paths that were actually traversed during the latest iteration. Are
some paths by necessity longer (or shorter) when other paths are longer (or shorter)? Or,
are some paths obliged to follow the opposite pattern, being longer (shorter) when other
paths are shorter (longer)? To answer this question, let us imagine that we have two copies.
The lengths of the paths traversed by these two copies during the iteration will depend on
the number of edge traversals they make before they encounter a vertex that either
1. has no downstream neighbors, or
2. has no downstream neighbors that the copy has not already visited, or
3. is downstream from every currently recognized tool, so that further fow will achieve
no further capacity.
At every step of the way, the course taken by a copy will be determined by a probabilty
distribution that refects the relative centralities of the downstream neighbors. Once the
two copies’ paths diverge, the probablity distribution determining the allocation for one
is entirely independent of the distribution determining allocation for the other. What is
the situation, then, while they follow the same path? Suppose the two copies are at the
same vertex. Allocation to a given downstream neighbor is determined according to the
probability distribution. If copy 1 is chosen frst to be allocated, that could have an effect
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upon where copy 2 is allocated, because only a certain proportion can be allocated the
same as copy 1. But, which vertices are chosen frst is also randomized. Thus, if the two
copies are allocated to the same downstream neighbor, copy 2 gets another shot at going
frst in the next pass. So, in the frst pass, copy 2’s course was partially infuenced by copy
1’s course. And in the second pass, the roles may be reversed, and copy 2’s placement will
enjoy independence from copy 1. Thus, over the course of a shared path, the dependence
of one copy on the other’s allocation should balance out. With these considerations, I think
we can say that the lengths of the paths traversed by copies in a given iteration are largely
independent within samples, as well as between samples.
The results of the Kruskal-Wallis for path length are shown in Table 7.8. Again, the
test shows a signifant difference. A follow-up Dunn test shows that 22OK520 has substantially longer path lengths than 22CL814 and 22OK595. Also, 22OK595 has somewhat
signifcantly longer path lengths than 22CL814. The histograms in Figure 7.2 suggest that
the distributions for 22OK520 and 22OK595 are similiar in shape, so that the signifcant
result can be interpreted in terms of the median. The shape of 22CL814, however, is different. We therefore take the less precise interpretation that the ranks for 22CL814 tend to
be smaller than those for the other two assemblages.
The implications of the path length results for our hypotheses have some similiarities
to, and some differences from, the other metrics. Hypothesis 2 this time is upheld. Occupations away from the source show a signifcantly greater degree of adaptation that that
located at the source. The results are again in opposition to Hypothesis 3b. That hypoth-
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esis predicted that Lyon’s Bluff should exhibit little adaptation to a supply-constrained
environment, a notion that has been consistently rejected throughout the analysis.
Metrics of Similarity
Our metrics of simliarity are intended to detect and describe differences between the
kinds of tools generated by the model for the three assemblages. Results are shown in
the fgures and tables on the following pages. Table 7.9 tabulates for each assemblage
the proportion of the tools that control for 0,1,2,3 and 4 variables. No tool, as of yet, has
been generated that controls for more than 4 variables. These data are presented graphically as a histogram in Figure 7.3. These two fgures appear to indicate that there is little
difference between the assemblages in terms of the number of variables included in the
tool defnitions. We test this more formally using a Kruskal-Wallis test. The dependent
variable is defned on the set of tools for each assemblage, and is defned to be the number
of variables included in the tool’s defnition. Independence of the observations between
assemblages is clear. And, because tool creation is accomplished at random, there should
be no dependence of one tool’s defnition on that of another, so that we readily have independence of observations within assemblages as well. The results of the test are shown
in Table 7.10. Despite the apparent similarity of the distributions suggested by the histograms, the Kruskall-Wallis test results in rejection of the null hypthoesis. A follow up
Dunn Test indicates that the difference in tool variable count occurs between the distributions of 22CL814 and 22OK595, with 22CL814 having a slightly larger median count.
Not surpisingly, the vast majority of the tools for all assemblages control for only a single
variable, with percentages of tools controlling for two variables ranging from about one
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quarter to about one sixth of all tools, and much smaller proportions controlling 3 or 4.
We conclude, therefore, that there seems to be little difference between the assemblages in
terms of the number of variables over which simulatenous control can be exercised.
Control matrices for the three assemblages are presented in Tables 7.11-7.13. In Table 7.11, we see displayed, for each combination of variable and level of tolerance, the
proportion of tools in the tool kit (as it stands at 170 iterations) that include in their definitions the given variable at the given level of tolerance. The frst striking pattern is that
the vast majority of tools exert control at the most relaxed level of tolerance. This is to be
expected. While random tool generation is expected to produce tools fairly evenly across
the variable-tolerance spectrum, tools at the more relaxed levels of tolerance are expected
to have a higher viability rate.
As explained in Section VI, our technique is to visually examine the matrices for patterns. To make this easier, we have, in Table 7.12, highlighted just those entries of the
control matrix with values of 1 percent or greater. These are the variable-tolerance combinations for which the number of tools including that combination in its defnition is at
least one percent of the total tool kit. One pattern seems reasonably salient. The matrix for
each assemblage appears to show a cluster of entries in the top right-hand corner. Looking
back at Table 7.11, the percentages for these entries range from about 0.3 to 1.9 percent.
The tool counts are shown in the top of Table 7.11, so that we convert these percentages to
actual tool counts. We see, then, that the entries in the upper right hand corner are in the
neighborhood of about 3 to 8 tools. Thus, discounting the most relaxed level of tolerance,
tools at this level of implementation seem to be concentrated on the variables pertaining to
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characteristics of the specimen rather than those of the working edge, and their tolerances
tend to be on the low side (i.e. a high degree of control, little tolerance for deviation). In
Table 7.13, we highlight variable-tolerance combinations whose tool representation is less
than 1 percent of the total tool kit. This time, we see tools across all variables and levels
of tolerance. A visual inspection, however, reveals little obvious patterning that would
distinguish one assemblage from the other.
The visual inspection of the control matrices having produced few obvious patterns, we
make one further effort to distinguish between the assemblages using a Kruskal-Wallis test
for the medians/ranks. We perform two tests, one for the rows of the control matrix, and
one for the columns. In both cases, the dependent variable is defned on the tools: or rather
on the base tools comprising each tool’s defnition. In the frst case, the dependent variable
is defned to be the variable of the base tool. This is a categorical variable, and Kruskal
requires that the dependent variable be at least at the ordinal level. But, we can transform
this to an ordinal level variable by defning the variable to be the row of the matrix corresponding to the variable, and then thinking of the rows as being ordered (indeed, they are
ordered). The null hypothesis in this case is that there is no difference between the assemblages in the median distance of the observations from the top of the matrix. Our second
variable is defned to be the tolerance level of the base tool in question: i.e. the column
number of the matrix corresponding to the observation. The null hypothesis is that there is
no difference between the assemblages in the median column number of the observations
made on the assemblage (or, the median distance from the left side of the matrix).
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The results of the Kruskall-Wallis tests are shown in Table 7.14 and Table 7.15. The
data is plotted in Figure 7.4 and Figure 7.5. In the plots, we have excluded the records
corresponding to the frst columns, because they tended to swamp the rest of the patterning.
In performing the tests, of course, we included all of the observations. To the extent that
the truncated plots seem to fail to explain the results, we can look to the observations that
were excluded.
We fail to reject the null in the case of the rows. That is, the median row of the observations appears to be same for the assemblages. This indicates that the variables have
roughly equal representation in the tool kits for the three assemblages. However, we do get
a signifcant result for the columns. The results of a Dunn Test on the columns, shown in
Table 7.14, indicate a statistically signifcant difference between all pairs of assemblages,
with the weakest difference being between 22OK520 and 22OK595. These results suggest that the levels of tolerance maintainable on the variables tend to differ for the three
assemblages, with the 22CL814 assemblage showing the greatest control over the variables, followed by the assemblage from Lyon’s Bluff and then the 22OK595 assemblage.
These characterizations of the tools is admittedly crude. We would really like to have a
better description of the kinds of tools being produced by the model. We’ve been obliged
for the moment to barely scratch the surface. However, the model has generated a good
deal of information that would be useful for characterizing the tools it has created. Better
characterizations is one area where we might do further work.

186

Table 7.9: Number of Variables Controlled (count/percentage)
22CL814
0
0.0
316 74.2
96 22.5
13 3.1
1 0.2

0
1
2
3
4

22OK520
1
0.3
303 78.9
75 19.5
5 1.3
0 0.0

22OK595
1
0.3
314 84.2
53 14.2
5
1.3
0
0.0

Table 7.10: Test Results for Tool Variable Count
site
n mean
sd min Q1 median Q3 max percZero
1 22CL814 426 1.293 0.532
1
1
1
2
4
0.000
2 22OK520 384 1.219 0.450
0
1
1
1
3
0.260
3 22OK595 373 1.166 0.414
0
1
1
1
3
0.268
Kruskal-Wallis rank sum test

x

statistic
13.5420351

df
2

p-value
0.0011465274

Dunn Test

1
2
3

Comparison
22CL814 - 22OK520
22CL814 - 22OK595
22OK520 - 22OK595

Z
P.unadj
1.9099178 0.05614380
3.6742026 0.00023859
1.7351785 0.08270920
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P.adj
0.08421571
0.00071578
0.08270920

4
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Figure 7.3: Plots for Tool Variable Count
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Figure 7.3: (continued)
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Table 7.11: Variable Control Matrices for Study Sites
(a) Tool Counts

22CL814
426

22OK520
384

22OK595
373

(b) 22CL814

0.001
sp l 15.30
sp w 13.10
sp th 16.40
mass 20.20
len total 14.60
orientation 20.40
cc 17.80
control mod 18.10
bifacial 8.00

0.005
0.20
0.50
0.50
0.70
0.70
0.50
0.50
0.50
0.50

0.01
0.00
0.00
0.70
0.90
0.90
0.90
1.20
0.20
0.90

0.025 0.05 0.1 0.2 0.3
0.20 0.50 1.40 1.90 1.60
0.00 0.70 0.70 0.50 1.20
0.50 0.50 1.20 1.60 1.20
0.70 0.50 0.50 1.90 1.20
0.20 0.90 0.70 0.00 1.20
1.20 0.70 0.90 1.90 1.20
0.70 1.20 0.20 0.70 0.90
0.00 0.90 0.20 0.70 0.90
1.20 0.70 0.20 1.90 1.20

0.005
0.30
0.00
0.30
0.30
0.50
0.00
0.80
0.80
1.00

0.01
0.80
0.30
0.00
0.80
0.50
0.50
0.80
0.80
0.50

0.025 0.05 0.1 0.2 0.3
0.30 0.30 1.30 0.50 2.10
0.80 0.30 1.00 1.30 1.00
0.80 0.30 0.50 1.30 0.50
0.00 1.00 0.30 0.30 1.00
0.30 1.00 1.00 0.80 1.30
0.00 0.50 0.00 0.30 0.50
0.50 0.50 0.80 0.80 0.80
0.50 0.80 0.80 0.30 0.00
1.30 0.30 0.00 1.00 0.80

(c) 22OK520

sp l
sp w
sp th
mass
len total
orientation
cc
control mod
bifacial

0.001
19.00
18.50
18.50
18.80
18.80
16.90
19.00
16.40
7.30

(d) 22OK595

0.001
sp l 18.20
sp w 23.10
sp th 20.40
mass 18.20
len total 17.40
orientation 17.70
cc 18.20
control mod 19.60
bifacial 9.10

0.005 0.01
0.50 0.30
0.00 0.00
0.50 0.30
0.50 0.30
0.50 0.50
0.80 0.50
0.80 0.50
0.30 0.30
0.50 0.50

0.025 0.05
0.30 0.50
0.50 0.00
0.80 0.30
0.00 0.50
0.50 0.30
0.00 0.30
0.50 0.30
0.30 0.00
0.30 0.30
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0.1 0.2 0.3
1.10 0.30 1.30
0.50 0.50 0.80
0.30 0.30 1.30
0.80 0.80 1.10
1.10 1.10 0.50
0.80 0.50 0.30
0.50 0.30 0.00
0.00 1.10 0.00
0.50 0.30 0.50

Table 7.12: Variable Control Matrices (at least 1 percent)
(a) 22CL814

0.001 0.005 0.01 0.025 0.05 0.1 0.2
sp l
1
0
0
0
0
1
1
sp w
1
0
0
0
0
0
0
sp th
1
0
0
0
0
1
1
mass
1
0
0
0
0
0
1
len total
1
0
0
0
0
0
0
orientation
1
0
0
1
0
0
1
cc
1
0
1
0
1
0
0
control mod
1
0
0
0
0
0
0
bifacial
1
0
0
1
0
0
1

0.3
1
1
1
1
1
1
0
0
1

(b) 22OK520

0.001 0.005 0.01 0.025 0.05 0.1 0.2 0.3
sp l
1
0
0
0
0
1
0
1
sp w
1
0
0
0
0
1
1
1
sp th
1
0
0
0
0
0
1
0
mass
1
0
0
0
1
0
0
1
len total
1
0
0
0
1
1
0
1
orientation
1
0
0
0
0
0
0
0
cc
1
0
0
0
0
0
0
0
control mod
1
0
0
0
0
0
0
0
bifacial
1
1
0
1
0
0
1
0
(c) 22OK595

sp l
sp w
sp th
mass
len total
orientation
cc
control mod
bifacial

0.001 0.005
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0

0.01
0
0
0
0
0
0
0
0
0
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0.025
0
0
0
0
0
0
0
0
0

0.05
0
0
0
0
0
0
0
0
0

0.1
1
0
0
0
1
0
0
0
0

0.2 0.3
0
1
0
0
0
1
0
1
1
0
0
0
0
0
1
0
0
0

Table 7.13: Variable Control Matrices (less than 1 percent)
(a) 22CL814

0.001 0.005 0.01 0.025 0.05 0.1 0.2 0.3
sp l
0
1
0
1
1
0
0
0
sp w
0
1
0
0
1
1
1
0
sp th
0
1
1
1
1
0
0
0
mass
0
1
1
1
1
1
0
0
len total
0
1
1
1
1
1
0
0
orientation
0
1
1
0
1
1
0
0
cc
0
1
0
1
0
1
1
1
control mod
0
1
1
0
1
1
1
1
bifacial
0
1
1
0
1
1
0
0
(b) 22OK520

0.001 0.005
sp l
0
1
sp w
0
0
sp th
0
1
mass
0
1
len total
0
1
orientation
0
0
cc
0
1
control mod
0
1
bifacial
0
0

0.01
1
1
0
1
1
1
1
1
1

0.025
1
1
1
0
1
0
1
1
0

0.05
1
1
1
0
0
1
1
1
1

0.1
0
0
1
1
0
0
1
1
0

0.2 0.3
1
0
0
0
0
1
1
0
1
0
1
1
1
1
1
0
0
1

0.01
1
0
1
1
1
1
1
1
1

0.025
1
1
1
0
1
0
1
1
1

0.05
1
0
1
1
1
1
1
0
1

0.1
0
1
1
1
0
1
1
0
1

0.2 0.3
1
0
1
1
1
0
1
0
0
1
1
1
1
0
0
0
1
1

(c) 22OK595

sp l
sp w
sp th
mass
len total
orientation
cc
control mod
bifacial

0.001
0
0
0
0
0
0
0
0
0

0.005
1
0
1
1
1
1
1
1
1
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Table 7.14: Test Results for Control Matrices (columns)
site
22CL814
22OK520
22OK595

n
823
736
716

mean
sd
2.176 2.248
1.893 1.997
1.679 1.783

min Q1
1
1
1
1
1
1

median
1
1
1

Q3
2
1
1

max
8
8
8

Kruskal-Wallis rank sum test

statistic
24.00088002

df
2

p-value
0.0000061415

Dunn Test

Comparison
22CL814 - 22OK520
22CL814 - 22OK595
22OK520 - 22OK595

Z
P.unadj
2.7220186 0.00648845
4.8739343 0.00000109
2.1144040 0.03448078

P.adj
0.00973267
0.00000328
0.03448078

Table 7.15: Test Results for Control Matrices (rows)
site
22CL814
22OK520
22OK595

n
823
736
716

mean
sd
4.954 2.444
4.700 2.490
4.682 2.482

min
1
1
1

Q1
3.00
3.00
2.75

median
5
5
5

Q3
7
7
7

max
9
9
9

Kruskal-Wallis rank sum test

statistic
5.9758048

df
2

p-value
0.05039303

Dunn Test

Comparison
22CL814 - 22OK520
22CL814 - 22OK595
22OK520 - 22OK595

Z
P.unadj
P.adj
2.02370056 0.0430010 0.0645015
2.15979049 0.0307889 0.0923667
0.14686328 0.8832399 0.8832399
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Figure 7.4: Plots for Control Matrices (columns)
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Figure 7.4: (continued)
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Figure 7.5: Plots for Control Matrices (rows)
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Metrics of Articulation
Our metrics of articulation are intended to help us explore the relationship between distributional regime and use-capacity. The results are shown in Table 7.16. In interpreting the
results, we again draw upon the work of McElreath and Boyd. A good deal of McElreath
and Boyd’s book is devoted to analyzing the relative competitiveness of cooperative versus
non-cooperative strategies. The authors use relatively simple recursion and equilibrium
equations to characterize conditions under which various strategies can achieve a non-zero
equilibrium prevalence in a given population (see, for example, Box 1.2 and the accompanying discussion, [29, p.17]). The results from our combined network suggest that this
kind of anlaysis can be a fruitful line of inquiry for understanding the relationship between
distributional regime and use-capacity in the Tibbee Creek drainage. The basic results are
shown in the subtable at the top of Table 7.16. The remaining subtables summarize these
results from three special points of view.
Let’s say the basic question is, which regime is best? In the second subtable, we answer
this question from the point of view of the individual occupations. For each assemblage, the
regimes are arranged top-to-bottom in order of decreasing preferability. For 22CL814, for
example, free exchange is the most preferred, because it yields the highest capacity value.
The isolationist regime is almost as good, achieving 90 percent of the capacity achieved
under free exchange. Down-the-line is much less preferable, with 22CL814 achieving only
11 percent of the capacity it achieves under free exchange. Lyon’s Bluff strongly prefers an
isolationist regime. By switching to an alternative, the occupation loses 94 to 97 percent of
it capacity. On the other hand, 22OK595, like 22CL814, prefers free exchange. Also, the
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preference is fairly strong for 22OK595, as the next best alternative results in a 50 percent
decrease in use-capacity.
The third subtable in Table 7.16 examines the question from a point of view in which
the desired goal is to achieve balance. This point of view tries to minimize inequality
among the assemblages. The isolationist regime strongly perferred by Lyon’s Bluff appears strongly undesireable from this point of view. Under isolationism, Lyon’s Bluff far
outperforms the others, with the next best performer, 22CL814, achieving a use-capacity
of only 10 percent of that achieved by Lyon’s Bluff. The most equitable regime appears
to be free exchange, the same regime favored by both 22CL814 and 22OK595, but viewed
as strongly undesireable by Lyon’s Bluff. Will 22CL814 and 22OK595 be able to convince or coerce Lyon’s Bluff into cooperation, even at the expense of over 90 percent of
its capacity? Perhaps they will allow Lyon’s Bluff to go it alone, while they engage in free
exchange. But then, how will the exit of Lyon’s Bluff from the interaction affect the payoff
from free exchange? Moreover, recalling that 22CL814 only loses 10 percent by switching
to isolationism, we see that it has less incentive to make this change than 22OK595. And,
fnally, in the fourth table of Table 7.16, we consider the problem of which regime is best
from one fnal point of view: that of the network as a whole. In this case, the isolationist
regime appears to be fairly strongly preferred, with the next best alternative (free exchange)
achieving only 38 percent of the capacity achieved by isolationism.
We are not prepared to pursue the issues raised in the preceding paragraph in the present
work. Our intention is simply to suggest fruitful lines of inquiry for future work. A good
next step would be to formalize this analysis, perhaps using recursion equations similar
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to those used by McElreath and Boyd. This brief, informal analysis also highlights one
further point. When multiple points of view are involved, what appears optimal from one
perspective can appear quite irrational from another.
The fourth and fnal subtable of Table 7.16 suggest yet another direction for study:
regime change. Let us imagine that the distributional regime did not remain stable, but
rather changed throughout the period of time during which the occupations were active.
Perhaps the settlement pattern witnessed several such regime changes. What might that
experience have been like in terms of use-capacity? Imagine, for example, a scenario of
a gradual unravelling of intergroup interaction (we can think of it in terms of increasing
entropy, if we like). Perhaps the settlement pattern begins under a down-the-line regime.
Then, as the exchange network becomes less structured, things shift to free exchange.
Finally, all connections are lost, and isolationism prevails. What does this change look
like from the various points of view we’ve considered? Lyon’s Bluff witnesses a steady
upward trajectory in use-capacity. 22OK595 on the other hand sees things perhaps in terms
of a waxing and waning. What about the pace of the change? We’ve imagined gradual
change. But what if things were more rapid? For the time and place under consideration,
models of rapid change might be particularly relevant. This is, after all, North America
in the centuries following contact with Europeans. What would the experience be, for
example, if an outside entity attempted to impose an equitable distributional regime where
an isolationist regime had prevailed? Our informal model has suggested that a free regime
is the most equitable. 22OK595 stands to gain the most from the change. 22CL814 gains,
but less so. Lyon’s Bluff views it as catastrophic. It should be noted that we have no data on
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which, if any, of these hypothetical models of distribution is accurate. All we can do with
the available information, at least with the way it has been formulated here, is to explore
their implications.
One fnal topic is worth briefy pursuing when considering the results of the combined
network analysis. What structurally about the networks has produced the patterns observed? As before, we do not propose to make an exhaustive accounting, but merely suggest the form of the inquiry. Apparently, in any regime involving exchange, Lyon’s Bluff
has a hard time holding onto its copies. Or, rather, other occupations are able to pull away
from Lyon’s Bluff more copies that it can pull from them. Why is this? There are a number
of potential explanations, and we could examine then. But, one possibilty is that the entry points in a Lyon’s Bluff-to-X type of exchange, where X is another occupation, fall at
points in X that are upstream from the tools of X, while X-to-Lyon’s Bluff exchanges enter
the Lyon’s Bluff network at places downstream from the bulk of its tools. Thus, despite
the fact that Lyon’s Bluff appears to place substantial values on its tools (as suggested by
its use-capacity scores), Lyon’s Bluff tools exert less pull on the copies in X than X’s tools
exert on Lyon’s Bluff. Obviously, it’s questionable whether we would be able to link such
things as valuations of theorized use-categories to anything in evidence in the archaeological record. This is a point where the model can be improved. We can try to redesign the
model so that the determinants of performance are things that are more accessible from a
data point of view.
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Table 7.16: Use-Capacity per Vertex (comparison of regimes)
down-the-line
free exchange
isolationist
min
max
min
max
min
max
22CL814
1.534 18.899 31.899 187.659 23.403 169.045
22OK520
1.408 49.154 7.506 98.653 308.464 1632.397
22OK595
0.006 5.759 14.211
80.52
3.338
39.583
network totals 1.303 22.506 25.134 157.166 71.536 412.528
based on 17 iterations
Site-Based Point of View
22CL814
free 1
iso 0.9
dtl 0.1

22OK520
iso
1
free 0.06
dtl 0.03

22OK595
free
1
iso 0.49
dtl 0.07

Balanced Performance Point of View
dtl
22OK520
22CL814
22OK595

1
0.38
0.12

free
1
22CL814
22OK520 0.53
22OK595 0.43

iso
22OK520
22CL814
22OK595

Overall Network Point of View
iso free dtl
1 0.38 0.05
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1
0.1
0.02

Metrics of Evolutionary Potential
Our metrics of evolutionary potential are intended to measure, under the various distributional regimes, the pace of idea generation, and the pace of idea destruction, as a crude
means of characterizing evolutionary change in each of three populations of interest. These
characterizations are used as a basis of comparison. Our metric for measuring the pace of
idea generation is the viability vector, which measures the percent of mutations created that
are implementable. We present viability values for the three assemblages under each distributional regime. Results of Kruskall-Wallis tests for differences among the assemblages
in the medians/ranks of viability for each distributional regime are shown in Tables 7.17,
7.18 and 7.19. Accompanying plots are also shown. The only difference that might be
regarded as statistically signifcant is between 22CL814 and 22OK595 under a down-theline regime, where 22CL814 has a slightly higher median. For the isolationist regimes,
the distributions appear to be slightly right-skewed, and very simliar. Under the other two
regimes, 22OK595 does appear somewhat shifted to left relative to the others. It should
be noted, however, that we have run a good deal more iterations for the isolationist regime
than for the other two. We continue to run iterations daily, and anticipate being able to
have all of the regimes with the same number of iterations in the near future. We will see if
the patterns hold as more iterations are run. For now, it would appear that the assemblages
are essentially equivalent in terms of their ability to generate viable use-categories. It is
anticipated, then, that the pace of idea generation should be similar in the three subpopulations. In all cases, the mean viability appears to be about 2 percent of the mutation rate.
The mutation rate is a model parameter that we have set at 100. How the network itself
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might condition the value of the mutation rate is a question we have not considered, but it
would be an interesting question to pursue.
Our metric for measuring the pace of idea destruction by selective pressures is tool correlation. Tool correlation measures the prevalance and magnitude of commitment-equalsdenial type competitive pressures. That is, it measures how many tools in the tool kit might
fnd themselves competing for raw material, as well as how intense the competition might
be. It is anticipated that the more prevalent this phenomenon is, and the more intense, the
greater will be the pace of destruction of viable use-categories, by literally being starved
to death.
Table 7.20, 7.21 and 7.22 show the results of the correlation calculations for the isolationist, down-the-line, and free exchange distributional regimes, respectively. For each
assemblage, we show the proportion of tool pairings whose correlation coeffcients fall
within the specifed categories (i.e. positive-weak, positive-med, positive-strong, etc.) We
summarize this information in Table 7.23. There we show, for each assemblage, and under
each distributional regime, the proportion of tool pairings having a medium to high negative correlation. It is diffcult to simultaneously supply the tools in such pairings. We note
that some pairs were excluded because one or more of the tools were never implemented at
all. Because of this, the columns in the implementation matrix corresponding to those tools
are all zeros. Those columns therefore have no standard deviation, resulting in division by
zero in the correlation calculations. We could, of course, incorporate these tools. But, for
now, we’ve put them to the side. One thing to note about the numbers in Table 7.23 is
that they are percentages of tool pairings. One might wonder how many tools are involved.
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In the case of 22OK520 under the isolationist regime, the simulation has produced 381
viable use-categories. This gives 72,390 possible pairs. Calculating 24.6 percent of this
value gives 17,808. Solving a simple quadratic equation then shows that this many pairs
corresponds to approximatley 189 tools, or just under 50 percent of the total tool kit (notice that the increase in possible pairing as a function of the number of tools is non-linear).
Therefore, the number of tools involved is substantial.
Given that the assemblages appear to be essentially identical in their rates of idea generation, we can easily use our metric of idea destruction to compare estimates of the pace of
evolutionary change among the three occupations. Under the isolationist regime, that most
favored by Lyon’s Bluff in our analysis of distributional regimes, commitment-equalsdenial type pressure is strongest at Lyon’s Bluff, with almost a quarter of the tool pairings
(or 50 percent of the tool kit; see above paragraph) showing moderate-to-strong potential
for competition. The fgure is just under a ffth of pairings for 22CL814, and about one
sixth for 22OK595, still both substantial amounts. Under this isolationism, then, the potential for fairly strong selection to drive evolution seems to prevail across the settlement
pattern. Under free exchange, the regime favored slightly by 22CL814 and strongly by
22OK595, the roles of Lyon’s Bluff and 22CL814 are reversed. And, the number of pairings showing moderate to strong competition at 22OK595 is cut in half. Not only does
22OK595’s use-capacity increase by 100 percent in a settlement pattern-wide shift from
isolationism to free exchange (see Table 7.16), but the occupation moves a lot closer to a
state of evolutionary drift.
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Finally, in the down-the-line regime, only 22CL814 continues to show substantial
potential for commitment-equals-denial pressure. Such pressure at both 22OK520 and
22OK595 essentially disappears, replaced (in the absence of some other kind of competitive pressure) by drift. The down-the-line regime was favored by no one from an individual
point of view, and was also the least favored from an overall network performance standpoint. But, it was most favored from the balanced performance point of view, that tried to
establish the most equitable performance possible among the occupations.
An interesting question would be whether the pace of selection-drive change (of the
commitment-equals-denial type) appears to correlate with the prevalence of adaptations
to supply constraints. The metrics we interpreted as adaptations to a supply-constrained
environment were only calculated for the isolationist regime. They were use-capacity per
vertex, multicapacity, and path length. Indeed, rankings of the assemables in order of
decreasing strength of selection-driven change (as measured here), coincides exactly with
the rankings by adaptation to supply constraint. Lyon’s Bluff was far out ahead of the
others on all three indicators, with 22CL814 being ahead of 22OK595 on two out of the
three (well ahead in the case of use-capacity per gram). Thus, we are perhaps not only
seeing the potential for selection-drive change, but also the effects of it.
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Table 7.17: Test Results for Viability (isolationist)
site
22CL814
22OK520
22OK595

n
168
169
164

mean
sd
0.025 0.014
0.023 0.014
0.023 0.015

min
0
0
0

Q1
0.02
0.01
0.01

median
0.02
0.02
0.02

Q3
0.03
0.03
0.03

max
0.06
0.09
0.07

percZero
6.548
8.284
9.756

Kruskal-Wallis rank sum test

statistic
3.9660509

df
2

p-value
0.13765214

Dunn Test

Comparison
22CL814 - 22OK520
22CL814 - 22OK595
22OK520 - 22OK595

Z
P.unadj
P.adj
1.6817163 0.0926239 0.1389358
1.7622216 0.0780319 0.2340956
0.0932778 0.9256829 0.9256829

Table 7.18: Test Results for Viability (down-the-line)
site
22CL814
22OK520
22OK595

n mean
sd
17 0.033 0.017
17 0.030 0.017
17 0.019 0.013

min
0.01
0.00
0.00

Q1
0.02
0.02
0.01

median
Q3 max
0.03 0.05 0.07
0.03 0.04 0.06
0.01 0.02 0.04

Kruskal-Wallis rank sum test

statistic
6.6404138

df
2

p-value
0.03614535

Dunn Test

Comparison
22CL814 - 22OK520
22CL814 - 22OK595
22OK520 - 22OK595

Z
P.unadj
P.adj
0.4414986 0.6588521 0.6588521
2.4194125 0.0155456 0.0466368
1.9779138 0.0479384 0.0719076
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percZero
0.000
5.882
5.882
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Figure 7.6: Plots for Viability (isolationist)
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Figure 7.6: (continued)
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Figure 7.7: Plots for Viability (down-the-line)
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Figure 7.7: (continued)
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Figure 7.8: Plots for Viability (free exchange)
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Figure 7.8: (continued)
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Table 7.19: Test Results for Viability (free exchange)
site
22CL814
22OK520
22OK595

n
17
17
17

mean
0.029
0.022
0.021

sd
0.015
0.017
0.013

min
0.01
0.00
0.00

Q1
0.02
0.01
0.01

median
0.03
0.02
0.02

Q3
0.04
0.03
0.03

max
0.06
0.05
0.05

Kruskal-Wallis rank sum test

statistic
3.16350119

df
2

p-value
0.20561484

Dunn Test

Comparison
22CL814 - 22OK520
22CL814 - 22OK595
22OK520 - 22OK595

Z
P.unadj
P.adj
1.3983887 0.1619964 0.2429946
1.6510387 0.0987307 0.2961920
0.2526501 0.8005386 0.8005386

Table 7.20: Tool Correlations: Isolationist Distribution
22CL814
positive
negative

low
0.04
0.04

med
0.06
0.07

high
0.12
0.12

low
0.07
0.06

med
0.11
0.10

high
0.19
0.15

low
0.04
0.03

med
0.07
0.06

high
0.14
0.09

22OK520
positive
negative
22OK595
positive
negative
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percZero
0.000
23.529
5.882

Table 7.21: Tool Correlations: Down-the-Line Distribution
22CL814
positive
negative

low med
0.03 0.04
0.03 0.06

high
0.46
0.11

low
0.00
0.03

med
0.00
0.01

high
0.73
0.00

low
0.00
0.00

med
0.00
0.00

high
0.18
0.00

22OK520
positive
negative
22OK595
positive
negative

Table 7.22: Tool Correlations: Free Exchange Distribution
22CL814
positive
negative

low
0.06
0.05

med
0.11
0.10

high
0.21
0.14

low
0.14
0.14

med
0.16
0.14

high
0.16
0.04

low
0.03
0.02

med
0.06
0.03

high
0.17
0.05

22OK520
positive
negative
22OK595
positive
negative
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Table 7.23: Commitment Equals Denial Statistics
Iso
814 0.182
520 0.246
595 0.153

Dtl
814 0.168
520 0.014
595
0
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Free
814 0.241
520 0.178
595 0.086

CHAPTER VIII
CONCLUSIONS AND FUTURE WORK

Ultimately, the aspiration of any scientifc endeavor is to contribute to cumulative
knowledge. Such knowledge comes in at least two forms: hypothesis testing and theory building. In this study, we have tried to do both. And in both cases, at the end of such
an endeavor, we might ask ourselves two questions: what have we learned, and where do
we go from here?
What then have we learned about settlement patterning and stone tools among the Late
Prehistoric Tibbee Creek populations? Were stone tools abandoned in the Tibbee Creek
drainage? No, they were not abandoned. Examination of the assemblages from Yarborough, Lyon’s Bluff and 22OK595 revealed 389, 129 and 93 specimens, respectively, of
worked stone on which at least one working edge was discerned. These counts do not include unmodifed fakes and other worked specimens on which clear working edges could
not be discerned. Were stone tools in retreat, then? In particular, is there evidence that
divestment shows a convincing relationship to distance from the source of raw material,
suggesting that issues of supply are the predominant explantory factor? There is indeed
evidence that populations living in the upper drainage were beginning to divest. But, distance from the source of raw material alone appears insuffcient to explain the pattern. To
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the extent that the use-capacity metric developed here can be interpreted as refecting investment in stone tools, the results from Lyon’s Bluff suggest that populations living at
moderate distances from the source of raw material remained seriously invested. If the
ability of a set of stone specimens to serve as fertile ground for effective category formation is any indication of investment on the part of a population who engaged with this
material, presumably on a regular basis, then the Lyon’s Bluff population cannot be said to
have been divested from stone tools.
Was the ability to deal with constraints on supply an important determinant of success
for Tibbee Creek tool makers/users? Indications are that they were. Not only do the Tibbee
Creek populations show adaptations to supply constraints in proportion to their inferred
levels of investment, but such adaptations also appear to correlate with the potential for
supply-based competitive pressures, at least under an isolationist regime.
Were villages, like Lyon’s Bluff, being provisioned by the surrounding farmsteads?
Perhaps, but apparently not in the way that we envisionsed at the outset of the project.
Our thinking at the beginning was that, if the commodities that stone tools were used to
produce were being provided to the villages by the farmsteads, then such provisioning
might eliminate the demand for stone tools among village populations. This hypothesis
was not borne out. Indeed, the opposite pattern of investment was observed. Lyon’s Bluff
was measured as being heavily invested, and it was the farmstead that appeared to be
divesting, at least in the upper drainage. Perhaps our reasoning was correct, but we had the
wrong tool kit. Perhaps commodities were being provisioned, and perhaps this did lead to
a lack of demand at the villages for the tools used to create them. But, maybe the tools in
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question weren’t made of stone, but were made instead of one of the number of alternative
materials attested in the archaeological record of the Late Prehistoric Tombigee drainage.
Perhaps the answer lies in a comparison of the kinds of tools being made at the farmsteads
and villages. Maybe tools missing in one assemblage show up in another assemblage,
suggesting specialization and commodity exchange. This is an idea that we had early on,
but one for which we have barely scratched the surface. Data exist in the model output that
could be brought to bear on this question, and that would be a potential avenue for further
work.
What about our efforts at theory building? What have we learned there? Have we contributed to our theory’s parsimony, its elegance, its internal consistency, or its suffciency?
First, it is diffcult to make this kind of accounting of one’s efforts for Evolutionary Theory
in Archaeology, because, to my knowledge, there has been no comprehensive synthesis
of where the theory stands on any of these points. If you don’t know where you started,
it is diffcult to guage how far you’ve come. I will have to take as my starting point my
own understanding of Evolutionary Archaeology at the beginning of the project. In fact,
it’s probably useful to examine just the work developed here on each of these points. Is
the work here elegant? Probably not very. The model we’ve developed has many moving
parts. Is the work parsimonious? We have to say, strike two. We have indeed tried to be
explicit about our assumptions, and most of them seem defensible. However, we have one
assumption that is likely to draw serious criticism. Namely, that demonstrated capacity
for category formation constitutes evidence of category formation. We realize that this is
a very debatable idea. But, we’ve tried to make a case that it is an important idea to ad219

dress. Is the work here internally consistent? Again, our model has a lot of moving parts.
The more complicated an analytical framework is, the more likely there are to be internal inconsistencies. Parsimony and internal consistency would appear to go hand in hand.
Finally, what of suffciency, or explantory power? This has been defned as the ability to
generate testable hypotheses. How does one increase the ability of one’s theory to generate
testable hypotheses? McElreath and Boyd suggest one way: by creating a space for new
perspectives. It is hoped that perhaps we have created such a space. We have suggested
the idea of stone tool kits as networks. This is a framework where tool use is highly fuid
and dynamic. It is a framework where one can make an answer to the question, ”couldn’t
they have just decided to do this or that tool on the fy”. It is a framework where we have
tried to minimize the need to make comparison to any tool within the realm of our experience. By so doing, we free ourselves from that realm, and open up the potential for a
fuller accounting of human diversity, arguably the ultimate goal of the entire enterprise.
We have introduced models of distributional regimes that can be analyzed from multiple
points of view, and that can hopefully be incorporated into formal evolutionary models
that will make such issues as internal consistency and elegance amenable to mathematical
calculation. Finally, it is a framework that places the focus on material culture, and how
the characteristics of material culture can interact with other aspects of human behavior to
produce evolutionary change.
Having described what we feel has been accomplished, we turn to where we think
things should go next. Throughout the discussion, we have discovered points where the
model might be improved. Here we gather together some of those points that we feel are
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particularly worthy of pursuit. For some of the items on the list, we have a decent idea of
how to begin.
1. Develop data structures that would allow for the incorporation into the model of multiplexes (i.e. tools that involve the coordination of several working edges). Develop
data structures that are capable of handling fracture events.
2. It has been realized that the use-capacity metric is a measure of vitality, not of diversity, as originally planned. I would like to develop a metric that specifcally focuses
on identifying different kinds of tools. As we’ve mentioned, this has relevance for
questions about settlement patterning, and data useful for this purpose probably already exists in the model output.
3. Redesign the model so that the determinants of performance are more accessible
from a data point of view. Even though we have tried to argue that connecting
ideas with material expression is potentially doable, and worthy of doing, it would
obviously be valuable work to design the data structures in the model to be more
readily connectable to phenonena on the ground.
4. Incorporate the model into equilibrium analyses of the kind used by McElreath and
Boyd.
5. Continue to study ways that network theory can be paired with Fletcher’s ideas on
differential rates of replication, and how they can produce evolutionary change.
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A.1

The Computing Environment/Language

This analysis has been conducted using the R integretated suite of software computing
facilities [47]. In this section, I provide information that I hope will be helpful to a reader
wishing to replicate the analysis, or simply look into the details more thoroughly. We
have worked from the command line, rather than using a front-end application such as R
Commander. However, either method of interacting with R should present no problems.
To get started, download and unpack the Supplementary Materials folder. Use this folder
as your working directory (you can rename it if you want). When you want to examine the
data, navigate to this folder and start an R session. Further instructions can be found below
in Section A.1.1.
A heads-up to the reader. I was in the habit of leaving R up and running for days or
even weeks at a time. I would just put my computer in sleep mode, rather than shutting it
down. It was my experience, that if R is left up for too long, it starts to run slow, and it
begins making inexplicable errors. Shutting the program down, and bringing it back up,
considerably improved the performance, and the errors ceased to occur. The reader may
want to develop the habit of shutting R down on a daily basis to avoid the above-mentioned
problems.
We have made use of the following R packages: dplyr, FSA, igraph, Matrix, stats,
lattice, knitr and xtable. Some of these are included in the standard distribution. Others
are more specialized, and can be obtained from any CRAN repository, installed by invoking ‘install.packages’, and loaded into the workspace with ‘library(package name)’. We
should particularly acknowledge these specialized packages. Package igraph is a collection
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of network analysis tools [10]. Package FSA is a variety of fsh stock assessment methods [35]. We have used some of the tools in FSA for forming histograms and boxplots.
Package knitr is a collection of tools for automatic report generation in R [60]. Knitr is
an improvement upon the Sweave package, and greatly extends the latter’s functionality.
Finally, functions in the package xtable can be used to produce very nice looking tables
with dataframes or statistical models as the input [11]. A useful reference for R generally
has been the text by Venables and Ripley, [55]. Documentation for the packages can be
found on the CRAN website, which is where you should go to obtain a package if it is not
included in your distribution of R.

A.1.1

Accessing the Data

Quite a bit of information has been generated in the course of this analysis. For readers who have R installed, and would like to explore this information, I have included the
.RData fle in the Supplementary Materials directory. In this section, I attempt to help the
reader navigate the information. Navigate to the working directory (see previous section),
and start R to begin the session. The reader can then use R’s ’attach’ function to make
the data available during the session (see Figure A.1 below). This will have to be done
each time a new session is started. The ’attach’ function is considered safer than the ’load’
function, because ‘load’ overwrites variable conficts, whereas attach uses masking (see
the R documentation for these two by issuing the command help(attach)). Also, it is recommended that the reader work exclusively in this directory when examining this data set,
and that they not use the directory for any other purpose. That will eliminate the confusion
229

that could result if one were to attach the data set to an existing workspace (e.g. creating
variable name conficts). We are being extra cautious here. The ’attach’ function should
prevent variables from being overwritten. However, you don’t want to cause unnecessary
confusion, and it’s better to safe than sorry.
After attaching the data set, you can execute the ‘ls’ command to see the objects in the
data set, Figure A.1. Similar to the bash command of the same name, the ls command lists
all of the objects in the specifed environment. Note the ‘name’ argument in the call to ls.
This argument specifes the position in the search list where ls should look for the objects.
An attached data set will not be in the frst position. You may have to play around with
the position value to fnd the data set, but look for objects like model.confg and sitestats.
When they show up, you’ve found the right position.
You will fnd three basic types of objects. The R Scripts (or ‘functions’) that I wrote
for the analysis all use the following naming convention: fun name, where ‘name’ is the
name of the script. I put the ‘fun ’ prefx so that, when calling ls, the scripts would be easy
to recognize, and all appear in the same place in the list. Objects of the form ‘sitestats.x’
contain information about the model setup. There is one such object for each of the study
sites. All of the information contained in these objects was generated while creating the
networks prior to the actual running of simulations. Finally, the objects ‘simstats.x’ contain
information about the simulations. Again, there is one such object for each of the study
sites. The sitestats.x and simstats.x objects are all named lists. In the next section, I will
give some pointers for systmatically examining these objects. You will also see an object
called sitestats.c and simstats.c. The ‘c’ prefx means ‘combined’. These two objects
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contain, respectively, information about the networks and simulations used when allowing
for edges between the individual site networks. Finally, the object model.confg is a named
list containing the values of the model parameters. We discuss this object more fully below.

attach('Ervin.RData',pos=2L)
ls(name=3)
Figure A.1: Attach and ls commands

A.1.2

Navigating the Data

As explained in the previous section, all of the information for the analysis is crammed
into a few named lists. One advantage to this approach was to keep the object list uncluttered and manageable. Another advantage is that when I needed to pass some of the
contents of, say, sitestats to functions in the simulation phase, I could simply pass the entire
list, and then extract the information I needed in the program, rather than trying to juggle
a long list of arguments. (Actually, I realized later that if the list in question is defned in
the global environment, as mine were, you need not pass it in as an argument. When the
object is encountered in a program, R will generally look in the global environment if the
variable is not a function parameter or declared in the function (unless you’ve set things up
differently.)
The nested list approach means the reader needs some way of querying the content of
a nested list. There is a useful command for exploring the contents of nested lists: the ’str’
command. One can issue the command in Figure A.2 to see the frst level of sitestats.814,
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a named, nested list containing all of the information generated during the model setup
for 22CL814. (Note: igraph networks don’t seem to work well with str. The command
prints the entire network to the terminal (it is usually truncated). This could probably be
changed by tweaking the options to str.) (CAUTION!! Note that we call str here without
the ’max.level’ argument set to 1. That’s because we know this is a nested list. If you call
str on a nested list without the max.level argument set, it will print out the entire list, and
the lists inside of them, and the lists inside of them, ect.. This is defnitely not what you
want for our data, because I have crammed everything into these lists.)

str(sitestats.814,max.level=1)
List of 7
$ data
:List
$ diststats :List
$ varmats
:List
$ netstats :List
$ entrystats:List
$ mapstats :List
$ arraystats:List

of
of
of
of
of
of
of

2
4
9
6
3
9
2

Figure A.2: Using the ‘str’ command to query a named list

One can then continue to use the ’str’ command to do the same for lower level lists. In
Figure A.2, I see that mapstats is a list of length 9 at the frst level under sitestats. In
Figure A.3, we apply ’str’ again to query the content of mapstats. We fnd that it is a list of
length 9 organized by morphological variable. In fact, it contains the output of the mapper
program for each variable.
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str(sitestats.814$mapstats,max.level=1)
List of 9
$ sp_l
:List
$ sp_w
:List
$ sp_th
:List
$ mass
:List
$ len_total :List
$ orientation:List
$ cc
:List
$ control_mod:List
$ bifacial
:List

of
of
of
of
of
of
of
of
of

3
3
3
3
3
3
3
3
3

Figure A.3: ‘str’ command

Because I have named all of the lists, one can also used the names command to see what
is in an object. In Figure A.4, the frst line again queries the named list, ‘sitestats.814’. The
names command will return a ’NULL’ value if the object has no names. This should mean
one of two things. One, the object is not a list. You have reached all the way down to a
data structure: e.g. the igraph object queried in the second line of Figure A.4. Or, you
might have misspelled the object (I speak from experience). Finally, the ’class’, ’typeof’
and ’attributes’ commands can also be useful for obtaining information about an object. In
Figure A.4, we use these commands to investigate an adjacency matrix called adjmat. The
class command reveals that adjmat is a matrix. The typeof command tells us the entries of
the matrix are doubles (i.e a type of foating point number). The attribute command lists
the objects ‘attributes’, a collection of metadata R uses when selecting methods for dealing
with the object. The matrix adjmat has only one attribute, its dimension (a vector giving
the number of rows and columns).
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names(sitestats.814)
[1] "data"
"diststats" "varmats"
[4] "netstats"
"entrystats" "mapstats"
[7] "arraystats"
names(sitestats.814$netstats$net)
NULL
class(sitestats.814$netstats$adjmat)
[1] "matrix"
typeof(sitestats.814$netstats$adjmat)
[1] "double"
attributes(sitestats.814$netstats$adjmat)$dim
[1] 814 814
Figure A.4: Other Querying Commands
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One data structure is particularly worthy of mention. In the object, model.confg, we
have stored the settings for all of the model parameters (see Figure A.5). There are two
reasons for this. First, of course, it allows us to conveniently query and set the model
parameters. Also, listing them in this way helps us to make some kind of accounting of
where arbitrary choices have been made in the model design (though, of course, not an
exhaustive account). The reader may wish to experiment with changing some of these
parameters. Again, the str command is useful. Notice the parameter value ’stable’, fourth
from the top. This sets how many consecutive times in the centrality script that we insist
the centrality values remain stable before we terminate the program. It is set to 10. If we
like, we can reset it to 5, with the assignment shown at the bottom of the fgure.

str(model.config,vec.len=1)
List of 13
:
$ vars
$ maxmassloss
:
$ itmax
:
$ stable
:
$ basetool.overlapindex:
$ tolerance
:
$ mutrate
:
$ massinit
:
$ mass.increment
:
$ fun.kill
:
$ allo.rate
:
$ supply.rate
:
$ lowest.rate
:

chr
num
num
num
num
num
num
num
num
num
num
num
num

[1:11] "sp_l" ...
0.15
100
10
0.9
[1:8] 0.001 0.005 ...
100
100
2
5
0.95
0.95
0.25

model.config$stable <- 5
Figure A.5: the model.confg object
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A useful R command is control-R, which launches a search of the command history.
After hitting control-R, just start typing what you want to fnd and R will print the most
recent command that matches the search. Several useful commands for working at the
command prompt are in the list below. These commands are for the Bash shell. DOS
might be different. If you plan on working from the command line, you may be pleasantly
surprised at how convenient these keyboard shortcuts are.
• control-a - moves the cursor to the beginning of the line
• control-e - moves the cursor to the end of the line
• control-u - deletes everything from the cursor to the beginning of the line
• control-k - deletes everything from the cursor to the end of the line
• control-y - prints the last syntactically complete thing you typed

A.1.3

R scripts

I have included all of the R Scripts used in the analysis as uncompiled text fles. The
reader is encouraged to examine the fles, and even make changes to them, if desired. I
have tried the make the programs as transparent as possible. Every program has the same
basic struture, outlined below.
• An Introduction
The Introduction starts with a brief description of the function’s purpose. This is
followed by a list of the inputs, then a list of the outputs, and a fnally a ’Details’
section describing the function’s overall strategy, as well as various issues to be
aware of.
• Sourcing/Function Defnitions
If an R script calls other user-defned scripts, then those scripts have to be ‘sourced’.
Most of the time, I sourced the functions in the global environment where all functions could fnd them. However, it was sometimes desireable to reset the environment
of a user-defned script from the global environment to the calling function. This
was the case, for example, with the functionality, mass fow and distribute scripts.
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Such reassignments are found in the Sourcing/Function Defnition section. Also,
some programs made use of functions that are declared in the program, and are then
expunged after the program closes. I tried to defne these functions in the Sourcing/Function Defnition section when possible, so that their defnitions would be
easy to locate. Sometimes, I either couldn’t do this, or I forgot to do it. In those
cases, the functions will have to be searched for in the body of the program. Of
course, most text editors come with a search tool, so this should not be diffcult.
• Main Body
The main body of each program usually breaks up into logical sections. In most
cases, I have included comment lines that try to clarify and emphasize this logical
structure. The structure is often described in the Details section as well (see above).
• Packaging Results for Output
The scripts I wrote almost always return results in a named, nested list. To help keep
track of the content of these lists, I usually waited until the end of the program to
gather all of this information together. So, if the reader is looking for information on
what a program returns as output, the end of the program is usually the place to look.
Also, I have included the inputs and outputs for all of the programs in Tables A.1 A.3 below.
In addition to a consistent organization, I have inserted comments into the programs explaining what various blocks of code (and sometimes individual lines) accomplish.
The reader will likely have a text editor at their disposal that is capable of displaying
text in a variety of formats. I use gedit, a free text editor that is avaiable (I think) for almost
any operating system. One can select ’R’ as the display format, and the editor will color
code the fle in ways that highlight R’s structure. This is highly recommended as it makes
the programs much easier to read.
Recall that objects of the form ’fun x’ are ’functions’ (aka scripts): the programs that
I have written for this analysis. The reader may decide that they want to run some of these
functions. If so, you need to know what arguments the functions require. Again, I have
included this information in a table, along with a function map, that I hope will make it
easier to understand how the functions ft together, and how to run them. However, R has
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a useful command for listing the required arguments of a function: the ‘args’ command.
Below I ask R to print the required arguments for a call to the ’mapper’ function. The
’NULL’ refers to the ’body’ of the program, which is not printed.

args(fun_mapper)
function (sitestats, var)
NULL
Figure A.6: Using the ‘arg’ function

It should also be noted that some of the functions cannot be run in isolation. In particular, the functionality, mass fow and distribute scripts should be considered a single
program. The mass fow program has free variables whose values are declared in functionality. The distribute script has free variables that are declared in either mass fow or
functionality. To run these programs, call functionality from the command prompt. If you
attempt to call mass fow, for example, from the command prompt, it will look for its free
variables in the global environment, and will not fnd them. You will recieve the error
shown in Figure A.7. The reader will note that I have defned mass fow to take no formal
parameters or arguments.
In Tables A.1-A.3 below, I list the R scripts used in the analysis. Script names are
underlined, and are shown as script names(arguments), where ‘arguments’ refers to the
objects that the script expects to be passed to it as formal parameters. The formal arguments
are usually named, nested lists.
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# Attempting to run mass_flow from the command prompt
# will produce errors.
fun_mass_flow()

entered mass flow
Error in fun_mass_flow() : object 'sitestats' not found
Figure A.7: Some Functions Cannot be Called Directly

Once a nested list is passed to the program, the program extracts those objects in the list that
it needs. The objects each script extracts is shown in the left column, and take the form
a$b. Each occurence of ‘$’ signals that you are looking down one level in a nested list.
Each script also returns a named list as output. The objects of the lists each script returns
are listed in the right column. The scripts fall into three categories: functions that are
used to ‘set up’ the model (i.e. prepare for simulations), functions that used to implement
the model (i.e. run a single simulation), and functions that are used to coordinate iterated
simulations. Scripts falling into these three categories are placed in separate tables.
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Table A.1: R Scripts: Model Setup
name/inputs
distdat(sitestats)
data$dat.original

varmats(sitestats)
sitestats$data$data
model.confg$vars
netstats(sitestats)
sitestats$diststats$distmat
$varmats
$data$data
model.confg$vars

entrystats(sitestats)
netstats$centstats.in/out$cent
$compstats$no
$membership
mapper(sitestats)
sitestats$netstats$net
$adjmat
$varmats
$entrystats$entrypts
model.confg$basetool.overlapindex
$tolerance
arraystats(sitestats)
sitestats$netstats$net
$mapstats, names(mapstats)

outputs
diststats
data
dist.z
distmat
vars
varmats

(stored as sitestats$data$data)

netstats
distmat
centstats
adjmat
centstats.in/out
net
cent
gdensity
alpha
compstats
eigenvalues
$strong/weak exit.status
membership iterations
csize
control
no
entrystats
entrypts
complist
coverage
mapstats:var-tollist
var-tollist
time.df
toolmat
tolerance
varmat
seed
tolvec
while
coverage
maximize
vt
fltering
culling
arraystats
countmat
toolarray
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Table A.2: R Scripts: Model Implementation
name/inputs
vstats(sitestats,mutstats)
sitestats$netstats$net
$arraystats$toolarray
mutstats$mutation
$trivial
toolstats(sitestats,mutstats)
sitestats$netstats$net
$adjmat
$varmats
$mapstats
$vstats$toolmat
$mutlist

outputs
vstats
mutation.list
toolmat

entrystats(sitestats,toolstats)
toolstats$toolstats$centstats$centstats.in/out$cent
$toolstats$comp.fv
sitestats$netstats$compstats$membership
massfow()
free variables
entrystats
allocation
membership
sitestats$netstats$net
fun.count
distribute()
free variables
toolstats$centstats$centstats$centstats.out$cent
neighbors
num copies
history
copies
model.confg$allo.rate
$supply.rate
$lowest.rate
pass.count
vertex count
active next
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toolstats
toolstats
df.tool
toolmat
tool.overlap
comp.fv
fv.vtx
comps
abort
entrystats
entrylist
allocation
massvec
fowstats
vertex count
history.cumulative
df.copy
abort

distribution
vertex count
history
active next
discard
pass.count

centstats
centstats.in/out
cent
alpha
eigenvalues
exit.status
iterations
control

Table A.2: (continued)
name/inputs
functionality(sitestats,toolstats)
toolstats$toolstats$toolmat
$df.tool$active
$toolstats$df.tool$fv
$centstats$centstats.out/in
sitestats$netstats$compstats$membership

outputs
funstats
fowstats
df.fun
itstats
it count
exit

toolcount
abort
entrystats

Table A.3: R Scripts: Iterated Simulation
name/inputs
starter(sitestats)

main(sitestats,simstats)
simstats$sims

outputs
simstats
sims
functionality
mass.mat
fun.mat
funstats

simstats
same output as starter
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toolstats
tool.list
toolstats
viability
viability
implementation
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LIST OF SUPPLEMENTARY MATERIALS

243

The following is a list of supplementary materials included along with the main document. Those not attached can be obtained from the author at the following email address:
ervinjn@gmail.com
• scans of the data sheets
• the data fles
• digital photographs of the specimens showing the measurements made with the microscope
• the R scripts as plain text fles
• the fle Ervin.RData that contains the data from the analysis
(see instructions in Section A.1.1).

B.1

Data Files
Data fles are included as .csv fles. These can be opened with a plain text editor, or

with software such as OO Calc. Some records in the data fles have been ‘toggled off’.
Technically, the ‘toggle’ feld was set to zero for these records. Some records were toggled
off, because they were found to be duplicates of other records. One record was missing a
mass measurement, and so had to be excluded. In all cases where a record was toggled off,
the reason for the decision to exclude the record is included in the ‘Notes’ feld.

B.2

Microscope Photographs
Digital photographs, taken with the microscope, of each specimen can be obtained from

the author. Measurements taken with the microscope are also included in each photograph.
The image fle names include provenience information as well as data sheet number. The
reader should therefore have no trouble in fnding a photograph with a simple search. In
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the case of Yarborough, photographs are organized into directories by the use-categories
assigned to them by the excavators.
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