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Utilizing the tools of quantum optics to prepare and manipulate quantum states of motion of a
mechanical resonator is currently one of the most promising routes to explore non-classicality at a
macroscopic scale. An important quantum optomechanical tool yet to be experimentally demon-
strated is the ability to perform complete quantum state reconstruction. Here, after providing a
brief introduction to quantum states in phase space, we review and contrast the current proposals for
state reconstruction of mechanical motional states and discuss experimental progress. Furthermore,
we show that mechanical quadrature tomography using back-action-evading interactions gives an
s-parameterized Wigner function where the numerical parameter s is directly related to the optome-
chanical measurement strength. We also discuss the effects of classical noise in the optical probe for
both state reconstruction and state preparation by measurement.
I. INTRODUCTION
Quantum state reconstruction (QSR) of individual
quantum systems is now a cornerstone of modern experi-
mental quantum optics as it allows the complete charac-
terization of all the complementary properties of a quan-
tum state and can beautifully reveal non-classicality. The
technique was first experimentally performed by Smithey
et al. [1] who generated the first ‘quantum pictures’ by
homodyne tomography on squeezed light to reconstruct
the Wigner function and density matrix. Since this pio-
neering experiment, there has been an explosion of inter-
est employing homodyne tomography to reconstruct var-
ious quantum states of light [2–10]. Furthermore, QSR
has now been performed with numerous other quantum
systems such as the vibrational mode of a molecule [11],
the motion of trapped ions [12, 13], the motion of neutral
atoms in a trap [14], a microwave field reflecting between
the mirrors of a cavity [15], a superconducting microwave
resonator in an electrical circuit [16], and neutral atom
spin ensembles [17]. Performing QSR for these systems
has enabled the empirical study of decoherence [15], the
characterisation of quantum states for quantum informa-
tion processing [5, 6, 10] and QSR continues to be a vital
tool for the development of quantum memory and quan-
tum metrology applications.
Cavity optomechanics is currently one of newest
branches of experimental quantum optics and provides a
route to explore the behaviour of macroscopic individual
quantum systems. Central to this research field are light-
matter interactions, typically radiation-pressure, that
couple an optical field circulating inside an optical cavity
to the motion of a mechanical element [18–21]. The pro-
totypical cavity-optomechanical system is a Fabry-Perot
∗Email correspondence: m.vanner@uq.edu.au
cavity with one large rigid input mirror and one smaller
mirror that is sufficiently compliant that even the re-
flection of light can modify the mirror’s momentum, see
Fig. 1. With such an interaction one can then use light to
both manipulate and perform precision read-out of the
mechanical motion. The motivations to study optome-
chanical systems are numerous and include both the de-
velopment of novel applications and the ability to probe
the fundamental properties of nature. For example, op-
tomechanical systems can be used for precision force sens-
ing [22], bio sensing [23], the development of hybrid quan-
tum systems [24], studying open quantum system dynam-
ics [25], and even probing the interface between quantum
mechanics and gravity [26–28]. The ability to perform
QSR of mechanical motion will greatly assist research in
each of these directions. However, an experiment demon-
strating the ability to perform mechanical motional QSR
is yet to be achieved.
In this article, after giving a brief introduction to the
quantum description of states in phase space, we describe
the various existing proposals to perform QSR of me-
chanical motion and discuss the parameter regimes that
favour their implementation. Our presentation in this
section is chosen to aid later discussion. We then present
how the measurement strength of a back-action-evading
measurement of a mechanical quadrature for state to-
mography yields a s-parametrised quasi-probability dis-
tribution. Also, we compute the effects of classical phase
and amplitude noise in QSR and state preparation by
measurement.
II. AN INTRODUCTION TO PHASE-SPACE
REPRESENTATIONS OF QUANTUM STATES
Typically quantum mechanical states and operators
are mathematically described as objects within a Hilbert
space. However, such operators can be equivalently de-
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2FIG. 1: Schematic of a prototypical Fabry-Perot optome-
chanical cavity. An intracavity field aˆ circulates inside an
optical resonator with mean length L and amplitude decay
rate κ. One of the cavity mirrors is sufficiently small that
the multiple reflections of the intracavity light—the radiation-
pressure force—is sufficient to modify the mirror’s momen-
tum. The mechanically vibrating mirror may be displaced
from the cavity equilibrium position by xˆM and has decay
rate γM. A primary goal of cavity quantum optomechanics
is to prepare quantum states of motion of the macroscopic
vibrating mirror. A key challenge that will be faced in such
experiments is how to determine the quantum state of motion,
which is the central topic discussed here.
scribed using a quantum mechanical phase space [29–33].
The one-to-one correspondence between operators and
phase space functions can be established by a Wigner-
Weyl transformation. In particular, for every density
matrix one can assign a phase space quasi-probability
distribution. There are several forms of quasi-probability
distributions, which are however all interrelated via two-
dimensional convolution. The most common representa-
tions are the Wigner function W (α, α∗) [34], the Husimi
Q-function Q(α, α∗) [35] and the Glauber-Sudarshan
P -function P (α, α∗) [36, 37]. More generally, the s-
parameterized quasi-probability distribution P(s, α, α∗)
describing a quantum state ρˆ can be found from the
s-parameterized characteristic function C(s, ξ, ξ∗) [33],
which is defined as
C(s, ξ, ξ∗) = Tr
(
ρˆeξaˆ
†−ξ∗aˆ
)
es|ξ|
2/2
= Tr
(
eξaˆ
†
ρˆe−ξ
∗aˆ
)
e(s+1)|ξ|
2/2 .
(1)
The cases s = −1, 0, 1 correspond to the characteristic
functions for the Q-function, the Wigner function, and
the P -function, respectively. The quasi-probability dis-
tributions are then obtained via
P(s, α, α∗) = 1
pi2
∫
d2ξ C(s, ξ, ξ∗)eαξ
∗−α∗ξ . (2)
In terms of the real and imaginary parts, the infinitesi-
mal d2ξ = dξrdξi, where the subscripts r and i denote
the real and imaginary parts, respectively. The exponent
then becomes αξ∗ − α∗ξ = −i2(ξiαr − ξrαi). Thus the
s-parameterized quasi-probability distribution can be in-
terpreted as a 2-dimensional inverse Fourier-transform
of the characteristic function, i.e. F−1(2) [C(s, ξ, ξ∗)] =
P(s, α, α∗). The quasi-probability distribution is normal-
ized for all s, such that
∫
d2αP(s, α, α∗) = 1.
Analysing some specific cases, for s = −1, one can
write the trace from Eq. (1) in the coherent state basis
and use δ(x − y) = (2pi)−1 ∫dq eiq(x−y), which yields the
Q-function
Q(α, α∗) = P(−1, α, α∗) = 1
pi
〈α| ρˆ |α〉 . (3)
The Husimi Q-function is a projection of the state onto
a coherent state and is always positive. It can be used to
directly compute anti-normal ordered correlation func-
tions
〈
aˆpaˆ†q
〉
= Tr
(
ρˆaˆpaˆ†q
)
= pi−1
∫
d2α 〈α| aˆ†qρˆaˆp |α〉 =∫
d2α Q(α, α∗)α∗qαp.
Substituting s = 0 in Eq. (2) yields the
Wigner function. To find a compact expression
for the Wigner function, we first use the displace-
ment operator property Dˆ†(α)aˆDˆ(α) = aˆ + α,
such that eξaˆ
†−ξ∗aˆeαξ
∗−α∗ξ = Dˆ(α)eξaˆ
†−ξ∗aˆDˆ†(α) =
Dˆ(α)Dˆ(ξ)Dˆ†(α). The Wigner function therefore be-
comes W (α, α∗) = pi−2
∫
d2ξTr
(
Dˆ†(α)ρˆDˆ(α)Dˆ(ξ)
)
.
The resulting operator
∫
d2ξ Dˆ(ξ) is proportional to
the parity operator ℘ˆ. To see this, we can express
the displacement operator in terms of the quadra-
tures Pˆ = i(aˆ† − aˆ)/√2 and Xˆ = (aˆ† + aˆ)/√2
as Dˆ(ξ) = e−iξr
√
2Pˆ eiξi
√
2Xˆeiξrξi . Inserting iden-
tity in terms of the Pˆ -quadrature eigenstates yields∫
d2ξ Dˆ(ξ) =
∫
d2ξ
∫
dp eiξrξie−iξr
√
2p |p〉 〈p−√2ξi∣∣ =
2pi
∫
dξi
∫
dp δ(
√
2p− ξi) |p〉
〈
p−√2ξi
∣∣ = 2pi∫dp |p〉 〈−p| =
2pi℘ˆ. In the last step, we used the property of the parity
operator ℘ˆ |p〉 = |−p〉. The parity operator swaps the
sign of any arbitrary coherent state and can also be writ-
ten as ℘ˆ = (−1)nˆ, where nˆ is the number operator [33].
The Wigner function can then be expressed as
W (α, α∗) = P(0, α, α∗) = 1
pi2
∫
d2ξTr
(
Dˆ†(α)ρˆDˆ(α)Dˆ(ξ)
)
=
2
pi
Tr
(
Dˆ†(α)ρˆDˆ(α)℘ˆ
)
.
(4)
The Wigner function at a particular point α is therefore
proportional to the expectation value of the parity oper-
ator for a state displaced by −α. Evaluating the trace
in Eq. (4) in terms of the quadratures yields Wigner’s
formula [34]
W (αr, αi) =
2
pi
∫
dx e−i2
√
2αix
〈√
2αr + x
∣∣∣ ρˆ ∣∣∣√2αr − x〉 .
(5)
The Wigner function is always well-defined, but can
have negative values. It can be used to directly com-
pute symmetrically-ordered correlation functions, where
expressions are symmetrized with respect to aˆ and aˆ†,
i.e.
〈
(aˆ†qaˆp)sym
〉
=
∫
d2α W (α, α∗)α∗qαp. The Wigner
function also has the unique property that integrating
over one quadrature yields the probability distribution
for the conjugate quadrature. A straightforward compu-
tation shows that
∫
dP W (X,P ) = 〈X| ρˆ |X〉 = Pr(X)
3and
∫
dX W (X,P ) = Pr(P ). In this respect, the Wigner
function has the closest resemblance with a classical
phase-space probability distribution. Possible negative
components of the Wigner function, however, have no
classical analogue [31, 38] and therefore such negativi-
ties are often used as a condition for non-classicality. All
Gaussian states have a positive Wigner function.
Finally, substituting s = 1 in Eq. (2) gives the Glauber-
Sudarshan P -function, which is a common mathematical
tool in quantum optics. A state ρˆ can be expressed in
terms of the P -function as
ρˆ =
∫
d2αP (α, α∗) |α〉 〈α| . (6)
This expression can be verified, using the coher-
ent state basis for the trace in Eq. (2), i.e.
P(1, α, α∗) = pi−3∫d2ξ ∫d2β ∫d2γ exp[|ξ2|+ ξ(β∗ − α∗)−
ξ∗(β − α)] |〈β|γ〉|2 P (γ, γ∗) = ∫d2γ δ(αi − γi)δ(αr −
γr)P (γ, γ
∗) = P (α, α∗). The Glauber-Sudarshan P -
function can be used to compute any normal-ordered
correlation functions, i.e.
〈
aˆ†qaˆp
〉
= Tr
(
aˆpρˆaˆ†q
)
=∫
d2αP (α, α∗)α∗qαp. However, the P -representation is
not always positive and for pure states it is only defined
through generalized functions (δ-functions and deriva-
tives thereof). In quantum optics, non-classicality is
therefore often referred to in terms of the P -function,
i.e. whether a state can be decomposed into a mixture
of coherent states. A squeezed state, for example, has no
Wigner negativity, but has a highly singular P -function
[33, 39]. Some examples of quasi-probability distribu-
tions are provided later in this article, see Fig. 2, where
we discuss the effects of imperfect quadrature measure-
ment.
The quasi-probability distributions discussed above
are interrelated via two-dimensional convolution with
a Gaussian. From Eq. (1) it follows that the char-
acteristic functions of the same state but for two
different distributions are related via C(s′, ξ, ξ∗) =
C(s, ξ, ξ∗)e(s
′−s)|ξ|2/2. The inverse-Fourier transform of
this expression is the s′-parametrized probability distri-
bution. Using the Fourier-convolution theorem and since
F−1(2) [C(s, ξ, ξ∗)] = P(s, α, α∗) and F−1(2) [e−(s−s
′)|ξ|2/2] =
2/(pi(s − s′))e−2|α|2/(s−s′), provided s > s′, the relation
between the s′- and s-parametrized probability distribu-
tions is
P(s′, α, α∗) = 2
pi(s− s′)
∫
d2β P(s, β, β∗)e−2|α−β|2/(s−s′) .
(7)
A common technique for quantum state reconstruc-
tion relies on measurements of the marginals M(X, θ) =
Pr(Xθ) = 〈Xθ| ρˆ |Xθ〉, which have a one-to-one rela-
tion to the quasi-probability distributions [40]. The
characteristic function for the marginals can be writ-
ten as Cm(η, θ) = Tr
(
ρˆ eiηXˆθ
)
, i.e., the marginals
can be found from the one-dimensional inverse-Fourier
transform M(X, θ) = F−1[Cm(η, θ)]. Since Xˆθ =
(aˆe−iθ + aˆ†eiθ)/
√
2, the characteristic function of quasi-
probability distributions, Eq. (1), can be written in terms
of the characteristic function of the marginals as
C(s, ξ = iηeiθ/
√
2) = Cm(η, θ)e
sη2/4 . (8)
Thus, there is a direct correspondence between the
marginals and the quasi-probability distributions. Writ-
ing the latter out explicitly as the inverse-Fourier trans-
form of the characteristic function yields the relation be-
tween quasi-probability and marginal distributions [40]
P (s, ξ, ξ∗) =
1√
2pi2
∫ ∞
0
dη
∫ 2pi
0
dθ
∫ ∞
−∞
dxM(x, θ)×
η exp[sη2/4 + i
√
2η(
√
2x− ξi sin θ − ξr cos θ)].
(9)
The quasi-probability distribution can then be obtained
from a set of measured marginals M(x, θ) and for s = 0,
this transformation is known as the inverse-Radon trans-
formation. There are various numerical methods for this
type of inversion, see e.g. Refs. [8, 41], which can take
into account experimental restrictions such as a finite
number of marginal angles θ.
III. CURRENT PROPOSALS FOR
MECHANICAL STATE RECONSTRUCTION
AND EXPERIMENTAL PROGRESS
Prior to reviewing the various techniques that could
allow QSR of mechanical motion a brief introduction to
cavity optomechanics is provided. The notation and def-
initions introduced here and in the previous section will
be used throughout the remainder of this article.
For a Fabry-Perot optomechanical cavity, as shown in
Fig. 1, the mechanical position dependent cavity reso-
nance frequency is ωC(xM) ' ωC(1 − xM/L), where xM
is a mechanical displacement elongating the cavity, and
ωC is the mean cavity resonance for mean cavity length
L. Considering a quantized harmonic mechanical oscilla-
tor the Hamiltonian for such a system is
Hˆ
~
= ωMbˆ
†bˆ+ ∆aˆ†aˆ− g0aˆ†aˆ(bˆ+ bˆ†) + Hˆd~ , (10)
which includes the mechanical free energy, the cavity en-
ergy, the radiation-pressure interaction, and the optical
drive Hˆd/~ = E∗aˆ + E aˆ†, respectively, in a frame rotat-
ing at the optical drive frequency which may be detuned
from cavity resonance by ∆. Here, aˆ (bˆ) is the cavity-field
(mechanical) annihilation operator, ωM is the mechanical
angular frequency, g0 = ωCx0/L is the optomechanical
coupling rate, where x0 =
√
~/2mωM is the zero-point
motion of the mechanical mode that has effective mass
m.
The dynamics of the light and mechanical oscillator as
they interact with one another and their respective baths
4are governed by the Langevin equations
˙ˆa = −i(∆− g0(bˆ+ bˆ†))aˆ− iE − κaˆ+
√
2κaˆin,
˙ˆ
b = −iωMbˆ+ ig0aˆ†aˆ− γMbˆ+
√
2γMbˆin,
(11)
where γM is the mechanical amplitude decay rate and
the input noise terms have been introduced, which in-
clude both the ubiquitous quantum noise and any clas-
sical noise present. Here, a particular Brownian noise
model of the mechanical motion has been used where
the mechanical damping affects both of the mechanical
quadratures equally. We would like to note that all the
richness of cavity quantum optomechanics stems from
subtle variations of these equations of motion and the
type of measurement performed on the light field.
Common to many of the QSR schemes discussed be-
low is the use of light to probe the mechanical degrees
of freedom. This is achieved via cavity drive and then
measurement of the light that decays out of the optome-
chanical cavity. The light field leaving the cavity is deter-
mined via the input-output relation aˆout =
√
2κaˆ − aˆin,
see Ref. [56], which has recently been characterised for
Gaussian processes [57].
A. State transfer
One technique to perform QSR of mechanical motion is
to first transfer the mechanical quantum state onto a light
field and then perform optical homodyne tomography.
This technique has the advantage that it can utilise ex-
isting optical homodyne tomography techniques. More-
over, being able to achieve quantum state transfer be-
tween the mechanical motion and light, and vice-versa,
is an important goal in its own right as this amounts
to the implementation of a continuous-variable quantum
memory.
Building upon prior theoretical work in cavity quan-
tum electrodynamics, which considered state transfer be-
tween light and the motion of a trapped atom [58], a
technique for optomechanical quantum state transfer was
proposed based on detuned cavity drive [59]. To under-
stand this technique quantitatively we return to Eq. (11).
First, a displaced frame is entered that follows the mean
of the optical and mechanical field operators (aˆ→ aˆ+α,
and bˆ→ bˆ+β) and the equations of motion are linearised.
Next, a rotating frame is entered, i.e. aˆ → aˆe−i∆t, and
bˆ→ bˆe−iωMt and the equations of motion become
˙ˆa ' ig0α(bˆe−i(ωM−∆)t + bˆ†ei(ωM+∆)t)− κaˆ+
√
2κaˆin,
˙ˆ
b ' ig0(α∗aˆe−i(∆−ωM)t + αaˆ†ei(∆+ωM)t),
(12)
where the mechanical damping and noise terms have been
dropped for clarity.
To achieve a state-transfer interaction one sets ∆ =
+ωM, that is, drive on the red sideband. Provided that
the cavity optomechanical system operates in the re-
solved sideband regime, i.e. κ  ωM, the terms that
oscillate at 2ωM can be neglected by making a rotating-
wave approximation. In this regime, the field operator aˆ
gets correlated to bˆ and vice-versa, which is described by
the so-called beam-splitter Hamiltonian, Hˆint ∝ aˆbˆ†+aˆ†bˆ.
(As a side remark, it should also be noted that by setting
∆ = −ωM in Eq. (12), i.e. drive on the blue sideband, the
unitary dynamics are governed by a two-mode-squeezing
Hamiltonian, Hˆint ∝ aˆbˆ+aˆ†bˆ†. This interaction generates
optomechanical entanglement [42, 43] and can be used for
conditional phonon-level operations [44, 45].) By driving
this beam-splitter interaction, in the absence of decoher-
ence, the mechanical and cavity field states swap at the
rate of 2g0α [58, 59]. In order to achieve an efficient quan-
tum state transfer it is necessary that this rate exceed
both the optical cavity decay rate [46] and the mechan-
ical decoherence rate, which has recently been achieved
for both optomechanical [47] and electromechanical sys-
tems [48, 49].
The beam-splitter interaction is commonly employed
in optomechanics experiments as this is the interaction
behind sideband cooling [50, 52–55], which is also uti-
lized for laser cooling of trapped ions [51]. Here, sideband
cooling can be viewed as a partial state transfer between
the low-entropy optical state and the mechanical state.
This beam-splitter interaction has also been considered
to characterise mechanical squeezing generated by exter-
nal drive [60, 61].
Both optomechanical [47] and electromechanical [62]
coherent quantum state transfer are becoming a practi-
cal reality. The key challenge that will be faced in future
experiments in this direction is how to achieve a high
efficiency. This is particularly important for mechanical
QSR via state transfer to light as, even in the limit of per-
fect optical detection efficiency, state transfer inefficiency
is equivalent to convolving the mechanical Wigner func-
tion with a Guassian. Such a convolution, see Eq. (7),
takes a Wigner function ‘towards’ a Q-function and thus
any possible negativities can be washed away. This ef-
fect is well known in quantum optics where loss prior to
optical homodyne tomography yields an s-parametrised
Wigner function where the s-parameter is related to the
loss parameter [63, 64].
B. Characteristic function
Another technique to fully quantify a quantum state
is to measure the characteristic function of the Wigner
quasi-probability distribution, Eq. (1). Early theoreti-
cal work in this direction was reported in Refs. [65, 66]
where it was shown that the interaction between an
optical cavity field and an atom, can be used to di-
rectly determine the characteristic function of the op-
tical field. In the scheme of Ref. [65], two modes aˆ1
and aˆ2 of the optical field are used, which interact with
an atom via the Jaynes-Cummings Hamiltonian Hˆ/~ =
5g(σˆ+(aˆ1 + aˆ2) + σˆ−(aˆ
†
1 + aˆ
†
2)). After an interaction time
t the atom leaves the cavity and the population of its
excited state is measured. The second optical mode can
act as a local oscillator with phase difference φ where
〈aˆ†2aˆ2〉  〈aˆ†1aˆ1〉. In this regime, the probability to find
the atom excited is 12 (1 + KC(µ) + K
∗C∗(µ)), where
C(µ) is the characteristic function for the Wigner func-
tion of the first optical mode with µ = igteiφ and where
K depends on the interaction strength and the initial
population difference of the two atomic states. Thus the
measurement of the atom for varying interaction times
and local oscillator phase can reveal the characteristic
function of the optical field. In Ref. [66] it was shown
that a similar result can be obtained without the use of a
second optical mode, but with a displacement operation
acting on the optical field. When probed by an atom,
the displaced optical field induces a population inversion
of the atom that is again related to the Wigner charac-
teristic function of the initial optical mode.
Building upon these prior works, Ref. [67] showed theo-
retically that the characteristic function of a mechanical
resonator state can be determined by coupling it mag-
netically to the hyperfine levels of an atom. On reso-
nance and in the rotating wave approximation, it was
shown that the coupling reduces to the Jaynes-Cummings
model. Using an additional optical field to induce Raman
transitions in the atom, the mechanical Wigner charac-
teristic function can be obtained in a similar manner to
Ref. [65]. The Raman field effectively acts as a local os-
cillator and the Wigner characteristic function of the me-
chanical modes can be determined from the population
inversion of the atom.
C. Displacement and number measurement
An important tool throughout quantum optics is the
ability to measure the number of energy quanta. Know-
ing the number distribution for a harmonic oscillator pro-
vides significant information about the state but it does
not quantify the strength and phases of any quantum
coherences between different excitations. Together the
number distribution and coherences fully describe the
quantum state and can be represented with the density
matrix in the number basis. In practice one is generally
able to readily measure the number distribution, the di-
agonal elements of the density matrix, and to access the
coherences one can first displace the quantum state. Via
Eq. (4) we also see that this procedure, of first displac-
ing the state and then performing a number measure-
ment, provides a route to determine the Wigner func-
tion [68, 69], where the number measurement outcomes
are used to determine the expectation of the parity opera-
tor. Using this type of procedure the quantum motional
state of a trapped ion was reconstructed [12]. Also, in
a cavity-QED context, using a Ramsey interferometer
to measure microwave cavity photon number following a
displacement operation, non-classical cavity field states
were reconstructed [15]. And, the Wigner function of
non-classical microwave states in a coplanar waveguide
resonator was determined by photon number measure-
ments made by coupling to a Josephson phase qubit af-
ter a displacement operation to the resonator [16]. It
should also be noted here that this technique of deter-
mining the Wigner function does not require numerical
inversion from a set of complementary measurements.
However, the technique works over a limited range of
displacements and can thus be used to reconstruct states
with features close to the origin of phase space.
In principle, this procedure can be applied to recon-
struct the motion of a mechanical resonator as both dis-
placement operations and phonon number measurements
are available in quantum optomechanics. Indeed, in a
recent electromechanics experiment a micromechanical
bulk dilatational resonator was coupled to a Josephson
phase qubit [48]. Provided sufficient coherence times of
the mechanical oscillator and the phase qubit, this ar-
rangement allows measurement of the mechanical Wigner
function in a similar manner to Ref. [16].
D. Mechanical quadrature measurement
Studying the position or momentum distributions of
a quantum system is an important aspect of numerous
experiments. As a prominent example, these distribu-
tions are routinely studied in experiments with ultra-
cold atomic gases [70, 71], via e.g. absorption imag-
ing or Bragg spectrscopy [72, 73]. Furthermore, side-
band spectroscopy is a vital tool to study the motion of
trapped ions [51]. Building upon these previous tech-
niques it has recently been theoretically proposed how to
perform Wigner reconstruction of the motion of trapped
particles [74] and large molecules in diffraction experi-
ments [75].
In cavity optomechanics the radiation-pressure inter-
action, Eq. (10), naturally provides a coupling to the
mechanical position and a number of mechanical QSR
schemes aim to exploit this interaction for mechanical
QSR via quadrature tomography [40]. There has been
considerable progress made in optomechanics with high-
precision continuous monitoring of the mechanical po-
sition and classical phase-space measurements [22, 76–
79]. However, of vital importance for mechanical QSR
is to be able to resolve features smaller than the width
of mechanical zero-point motion, which is not possible
with a continuous strength position measurement due to
the standard quantum limit [80]. In order to circum-
vent this limit it is necessary to use quadrature ampli-
fication [22, 81] or a back-action-evading (BAE) mea-
surement [82–86]. For the case of optomechanics, from
Eq. (10), it can be seen that the interaction Hamiltonian
does not commute with the full Hamiltonian and so the
back-action noise imparted to the mechanical momentum
evolves into position noise. While increasing the optical
probe power decreases the optical phase uncertainty it in-
6creases the back-action noise on the mechanics due to the
optical number-phase uncertainty product ∆n∆θ ≥ 1/2.
These effects combined are the origin of the standard
quantum limit that prevents mechanical displacements
smaller than the ground-state width to be resolved. BAE
measurement techniques were first experimentally imple-
mented to measure the quadrature amplitudes of optical
fields [87, 88] and are now also an important technique
for atomic ensemble spin squeezing experiments [89–94].
Common to all optomechanical BAE measurement tech-
niques is a time-varying measurement strength. In the
remainder of this section we will describe the three main
optomechanical BAE measurement techniques and how
they can be used for mechanical QSR.
1. Two-toned drive
The basic principle of the ‘two-toned-drive’ BAE mea-
surement technique is to use a time varying intracav-
ity amplitude α(t) = α0 cos(ωMt) to probe not the
position of the oscillator as a function of time but
rather the slowly varying quadrature Xˆ1 defined via
XˆM(t) = Xˆ1 cos(ωMt) + Xˆ2 sin(ωMt). Linearising the
radiation pressure interaction about this oscillating cav-
ity amplitude, and going into the mechanical rotating
frame, the intracavity Hamiltonian becomes Hˆ/~ →
−g0α0(aˆ + aˆ†)[Xˆ1(1 + cos(2ωMt)) + Xˆ2 sin(2ωMt)]/
√
2
and it can be seen that, over a time scale long com-
pared to ω−1M , which is achieved by operating in the re-
solved sideband regime where κ  ωM, the light accu-
mulates a phase proportional to Xˆ1. It must be noted
that even though [Xˆ1, Xˆ2] = i these conjugate quadra-
tures are not coupled via mechanical harmonic motion
and the measurement technique causes the radiation-
pressure back-action noise to be added only to the me-
chanical quadrature Xˆ2. This technique can then be
used to surpass the SQL as increasing the optical probe
strength does not perturb Xˆ1. Such a time-varying in-
tracavity amplitude can be generated using an amplitude
modulated external resonant drive. Akin to Eq. (11),
the equation of motion for the intracavity amplitude is
α˙ = −iE −κα. By setting E = −iE0 sin(ωMt) one obtains
α(t) ' (E0ωM/(κ2 + ω2M)) cos(ωMt) for κ ωM.
The two-toned-drive technique obtains its name from
the form of the external drive, which in Fourier space
has tones at ±ωM, and was first proposed by Braginsky
and colleagues [80, 95] to surpass the SQL and improve
force sensing. Recently, a quantum noise analysis of this
technique was performed for conditional squeezing of me-
chanical motion by measurement [96]. The experimental
state-of-the-art using this technique is performed with
electromechanical systems, where a nano-mechanical res-
onator is capacitively coupled to a superconducting mi-
crowave resonator driven with a modulated input. Using
this arrangement a sensitivity very close to the mechan-
ical zero-point extension was achieved [97] and more re-
cently an experiment was performed that both observed
the quantum back-action noise and then demonstrated
its evasion using a two-toned drive [98].
Being a BAE technique, the two-toned-drive allows a
sub-SQL measurement of the mechanical position prob-
ability distribution that can reveal features smaller than
the ground-state width. Mechanical quantum state to-
mography can then be performed using the two-toned-
technique by changing the phase of the probe field, i.e.
α(t) = α0 cos(ωMt − φ), so that a rotated slowly vary-
ing mechanical quadrature Xˆφ = Xˆ1 cos(φ) + Xˆ2 sin(φ)
is measured. Obtaining the position probability distribu-
tion for several angles φ can then be used to determine
the mechanical Wigner function via the inverse Radon
transformation. Further detail of this kind of tomogra-
phy protocol will be provided in sections to follow. We
would also like to note that a two-toned laser drive has
been proposed to couple the motion of a trapped ion to
its electronic state for QSR via measurement of the vi-
brational quadrature marginals [99].
2. Variational-output interferometry
Another technique to circumvent the SQL is to use
a continuous optomechanical interaction but a time or
frequency dependent measurement on the output sig-
nal beam. This type of ‘variational-output interferom-
eter’ was first considered by Vyatchanin, Matsko, and
Zubova [100–102]. They proposed that a frequency
dependent homodyne phase, i.e. measurement of a
frequency-varying quadrature of the optical field, can be
used to perform sub-SQL measurements of the mechani-
cal position to better infer variations in a classical force
acting on the oscillator. They also considered using a
modulated local oscillator phase so that the optical phase
and amplitude quadrature are measured alternately in
time. In this arrangement, the homodyne photocurrent
gives information about the back-action noise imparted
to the mechanical oscillator when the optical amplitude
quadrature is measured and the oscillator’s position when
the optical phase quadrature is measured. By optimally
processing this time-dependent photocurrent [103], it is
possible to estimate the mechanical position to a preci-
sion below the SQL and hence be used for quantum state
tomography of the mechanical motion.
3. Pulsed and stroboscopic
In the late 1970s, at about the same time as the two-
toned-drive technique was conceived, Braginsky and col-
leagues proposed a pulsed optomechanical interaction
for BAE measurements of the mechanical position for
weak force sensing applications [104]. By using a pulse
of light with duration much shorter than a mechanical
period of motion the back-action imparted to the me-
chanical momentum quadrature has insufficient time to
7evolve into position noise. By then increasing the op-
tical probe strength the position can be estimated with
higher precision limited by the energy in the coherent
optical pulse and not the SQL. Such a pulsed interac-
tion can be repeated periodically in synchrony with the
mechanical motion, i.e. stroboscopically, which is an-
alyzed in Ref. [105, 106]. For the cavity to accommo-
date a broadband pulse and allow a build-up and decay
of the cavity field much faster than the mechanical mo-
tion, κ ωM is required. This is the opposite regime to
the two-toned-drive technique, which requires the side-
band resolved regime. As different physical realisations of
cavity optomechanical systems naturally operate in one
regime or the other BAE position measurement is then
available by choosing between the pulsed or two-toned
technique.
More recently such a pulsed interaction was utilised in
a proposal for low-entropy and quantum-squeezed state
preparation of mechanical motion by measurement [25].
In this regime of pulsed quantum optomechanics, a key
capability is that the mechanical squeezed position vari-
ance is limited by the pulsed position measurement pre-
cision and not by the initial mechanical thermal occupa-
tion. In contrast to the two-toned-drive technique the
pulsed approach allows a measurement to be performed
over a much shorter time-scale. This has the advantage
that, provided sufficiently large measurement strength,
a quantum squeezed state can be prepared even for a
large mechanical decoherence rate. That is, the state
preparation and read-out can be performed on a time-
scale shorter than the mechanical decoherence time-scale,
which may be shorter than the mechanical period. An-
other important feature allowed by using pulsed quantum
measurement is that mechanical dynamics and thermal
bath coupling can be probed [25], which allows the pa-
rameters of phenomenological master equation describ-
ing the open quantum system dynamics to be deter-
mined [107].
By appropriately timing when the pulsed measurement
is performed any mechanical quadrature can be measured
and hence mechanical QSR can be performed. More
specifically, the protocol [25] for pulsed mechanical QSR
is: (i) prepare the mechanical motional state of interest
at a known time, (ii) allow the mechanical oscillator to
undergo free harmonic evolution for a time τ = θ/ωM,
(iii) perform a BAE pulsed measurement and record the
measurement outcome, (iv) repeat steps (i)-(iii) several
times for each θ and for many θ in order to well sample
several mechanical marginals. This type of mechanical
tomography is central to the present work and will be
discussed in the following section.
Early experimental progress using this pulse technique
has recently been made and tomography of the mo-
tional state of a cantilever was performed for state re-
construction [108]. The experiment followed the steps
outlined above to obtain histograms of the mechanical
marginals and used the inverse-Radon transformation
to reconstruct the phase-space distribution. The posi-
tion measurement had a sensitivity far from being able
to resolve the mechanical ground-state width, however,
the optical quantum-noise-limited measurement was able
to resolve features well below the mechanical thermal
state width. Indeed, the cantilever oscillator had an ini-
tial rms thermal state width of 1.2 nm, which was re-
duced by measurement to a conditional width of 19 pm.
This corresponds to 36 dB of thermal noise squeezing
in the position variance. Such a pulsed BAE interac-
tion [25, 104, 108] has also been utilised in theoretical
proposals to probe tunneling of a mechanical oscillator
in a double-well potential [109], perform strong position-
squared measurements [110], generate optomechanical
geometric phases [28, 111], and can be used for the de-
velopment of QND interfaces [112].
IV. RECONSTRUCTING MECHANICAL
NON-CLASSICALITY
With experiments now demonstrating early signs of
mechanical quantisation [44, 48, 113] it is an impor-
tant time in cavity optomechanics to turn to experi-
mental phase-space reconstruction. A phase-space quasi-
probability distribution completely characterises the mo-
tional quantum state and any negativity is a sufficient
and unambiguous signature of non-classicality. The
methods for mechanical QSR we have reviewed here are
based on the approximate linearised optomechanical in-
teraction, but as experiments push into the non-linear
regime of optomechanics, where single photon radiation
pressure is significant, it has been proposed that mechan-
ical QSR can be performed by analysing the photon emis-
sion spectra [114]. Having now completed our review of
how to perform mechanical QSR and obtain the quantum
phase-space distribution we now discuss how the indirect
measurement of the mechanical position with an optical
probe, which has intrinsic optical quantum noise and pos-
sible classical phase noise, affects the reconstructed me-
chanical phase-space distribution. Then, we discuss how
the presence of classical noise on the optical probe affects
state conditioning, which is intimately related to quadra-
ture measurement and tomography. These results are
readily applicable to other marginal measurement tech-
niques.
A. Realistic mechanical state tomography
We model the presence of classical phase and am-
plitude noise on the coherent probe with use of the
P -function, i.e. ρˆL =
∫
d2αP (α, α∗) |α〉〈α|. We con-
sider the experimentally relevant case of a Gaussian P -
function that can have asymmetric phase and amplitude
noise. Expressed in terms of the optical quadratures
8Xα =
√
2Re(α), and Pα =
√
2Im(α), we use
P (Xα, Pα) =
1
2piσXσP
exp
[−(Xα −XL)2
2σ2X
− P
2
α
2σ2P
]
,
(13)
where XL corresponds to the mean real amplitude, and
σX,P describe the widths of the amplitude and phase
noise, respectively.
The mechanical state to be reconstructed ρˆinM, is al-
lowed to evolve freely for phase-space angle θ before in-
teracting with a probe pulse of light. The pulse of light
is sufficiently short that the interaction may be mod-
elled by the unitary Uˆ = eiλaˆ
†aˆXˆM , where the mechanical
harmonic motion and mechanical open system dynamics
during the short pulsed interaction are neglected. The
correlated light-matter bipartite state immediately after
the interaction is ρˆLM = Uˆ ρˆ
in
M(θ)ρˆLUˆ
†. To infer the me-
chanical quadrature a time-domain homodyne measure-
ment of the phase quadrature of the outgoing pulse is
performed. We model this measurement as a projection
onto 〈PL| and we note that any electronic noise associ-
ated with this measurement may be subsumed into the
optical phase noise σP. It is now useful to introduce the
measurement operator Υˆα = 〈PL| Uˆ |α〉, which allows one
to conveniently compute the homodyne probability dis-
tribution and the mechanical conditional state following
a measurement. Note that Υˆα, also called a Kraus op-
erator, is an operator that acts on the mechanical sub-
space as the inner product is taken over the light. For a
particular input coherent state taken from P (α, α∗) the
measurement operator is
Υˆα ' pi−1/4 exp[− 12 (PL − Pα − χXˆM)2]×
exp[iΩXˆM + iχδXαXˆM] ,
(14)
where χ =
√
20Ng0/κ, N is the mean photon number per
pulse, δXα = Xα−XL, and Ω = 3√2
g0
κ N , see Ref. [25] for
details on the numerical pre-factors. Here, Υˆα has been
linearised so that it is a Gaussian operation, which re-
quires λ2σ2XM  1 and 2λ2σ2Xσ2XM  1 + 2σ2P. Following
the optomechanical interaction the probability distribu-
tion for obtaining homodyne outcome PL is
Pr(PL) =
∫
dXM
∫
d2αP (α, α∗)Υ†α(XM)Υα(XM)×
〈XM| ρˆinM(θ) |XM〉 .
(15)
Note that this expression depends on the positive-
operator valued measure (POVM) element Υˆ†αΥˆα. For
our specific case, the probability distribution Pr(PL) is
the mechanical marginal of interest convolved with a
Gaussian proportional to exp[−χ2(PL/χ − XM)2/(1 +
2σ2P)]. This Gaussian kernel in the convolution can be
interpreted as the conditional probability distribution for
PL given a mechanical position eigenstate |XM〉. As
the measurement strength χ increases and the classi-
cal phase noise σP decreases this distribution is a more
faithful measurement of the mechanical marginal in the
scaled outcome PL/χ. By taking the Fourier transform of
Eq. (15), using the P -function and measurement opera-
tor from above, one obtains a product of the mechanical
marginal characteristic function Cm(η, θ) with a Gaus-
sian. Using now Eq. (8) from our introduction we see
that realistic mechanical state tomography allows a re-
construction of the s-parametrized Wigner function with
s =
−(1 + 2σ2P)
χ2
. (16)
In the limit of large χ and low phase noise, s approaches
zero and the quasi-probability distribution reconstructed
will be close to the Wigner function. Of course, as the s-
parametrized Wigner function uniquely represents a state
and s can be accurately experimentally determined then
the mechanical motional state is fully characterised. It is
also quite interesting to note that, while it is well known
that optical loss prior to optical homodyne tomography
gives a s-parametrized Wigner function [63], this quite
different deleterious effect of imperfect measurement also
results in such a distribution. We would also like to note
that with knowledge of s it is in principle possible to
perform deconvolution to obtain a Wigner function, how-
ever, direct deconvolution is a numerically unstable pro-
cedure and is not practical in most cases [115]. In light
of these points, in order to see any possible negativity
in the reconstructed quasi-probability distribution, one
requires s > −1 (as the Q-function is positive), which
amounts to
χ2 > 1 + 2σ2P . (17)
In the quantum noise units we are working with here,
the classical noise σ2P scales linearly with photon number.
Then, as χ2 is also linearly proportional to the photon
number, one can only significantly decrease s by increas-
ing the photon number provided that 2σ2P . 1. To see
the effects of decreasing s-parameter, see Fig. 2.
B. Realistic conditioning
Performing a BAE measurement not only allows to
perform quantum state tomography of the mechanical
motion but it can also be used for quantum squeezed
state preparation via measurement. Thus a single tool
forms a complete experimental framework for quantum
state preparation and quantum state reconstruction [25].
Using the pulsed interaction and classical noise model of
above, the mechanical state of motion conditioned on the
homodyne outcome is
ρˆoutM =
∫
d2αP (α, α∗)ΥˆαρˆinMΥˆ
†
α
Pr(PL)
. (18)
For the Gaussian measurement operator Υˆα and P -
function considered here, the mechanical conditional
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FIG. 2: Quasi-probability distributions for different levels of
mechanical quadrature measurement strength. In the first
row the state |β〉 + |−β〉 for β = 1.7i is shown for: (a) s =
−(1+2σ2P)/χ2 = 0, which corresponds to the Wigner function;
(b) s = −1, which corresponds to the Q-function; (c) s =
−5.7. In the second row a mechanical Fock state |1〉 is shown
for: (d) s = 0; (e) s = −1; (f) s = −5.7. Note that there
are two regimes of ‘resolvability’, i.e. in plots (a) and (d) the
negativity is present, which is not seen in the other plots, and
in (b) and (e) the structure of the states is seen, i.e. the two
peaks and the ring, which is not well resolved in (c) and (f)
as the additional smoothing causes the reconstructed states
to appear more Gaussian.
state remains Gaussian and has position mean and vari-
ance〈
XˆM
〉
=
χPL
χ2 +
1+2σ2P
1+2n¯
, and σ2XM =
1
2
1 + 2σ2P
χ2 +
1+2σ2P
1+2n¯
,
(19)
respectively, where n¯ is the mean thermal occupation
when in thermal equilibrium. Provided that (1 +
2σ2P)/(1 + 2n¯)  χ2, i.e. the large thermal occupation
limit,
〈
XˆM
〉
' PL/χ and σ2XM ' (1 + 2σ2P)/2χ2. This
latter expression is inversely proportional to a ‘quan-
tum signal-to-noise ratio’, which relates the amount of
signal on the light from the mechanical quantum noise
to the optical phase noise. Also note that this condi-
tional width is directly proportional to the s-parameter,
Eq. (16), which illustrates the connection between the
measurement-based state preparation and the quadra-
ture tomography.
One can implement ‘cooling-by-measurement’ by mak-
ing a pulsed measurement, waiting for one-quarter of a
period of mechanical motion, and then performing an-
other pulsed measurement. The resulting state is Gaus-
sian and can have a significantly decreased entropy as
information about both the position and momentum has
been gained. The effective thermal occupation after such
measurement protocol, in the large initial thermal oc-
cupation limit, including noise from the thermal bath
during the mechanical evolution is determined via
1+2n¯eff '
√(
1 + 2σ2P
χ2
)(
1 + 2σ2P
χ2
+
n¯pi
Q
+ χ2(1 + 2σ2X)
)
,
(20)
where Q is the mechanical quality factor. Provided that
χ2 & 1 + 2σ2P and the amplitude noise is small, i.e. σ2X .
1/2 this protocol can prepare a high purity mechanical
state of motion with considerable resilience against high
initial occupation and thermal bath coupling.
V. CONCLUSIONS
The ability to perform quantum state reconstruction
of mechanical motion will be an invaluable tool in quan-
tum optomechanics as the research field begins to ex-
plore quantum mechanical behaviour. There are a num-
ber of different mechanical state reconstruction tech-
niques proposed, which are reviewed here, that suit dif-
ferent parameter regimes and hence different physical
implementations. A key challenge of all schemes will
be to perform state reconstruction with high precision.
We have discussed that performing an indirect measure-
ment of the mechanical marginals, with a back-action-
evading interaction with an auxiliary probe, results in a
s-parametrised quasi-probability distribution, where the
s-parameter is related to the measurement strength. This
results in a smoothing of the Wigner quasi-probability
distribution, which reduces or can even eliminate any
negativity in the quasi-probability distribution. We have
also analysed how classical phase and amplitude noise
affects tomography and Gaussian state preparation via
measurement.
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