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THE UNIVERSAL ASSOCIATIVE ENVELOPE OF THE
ANTI-JORDAN TRIPLE SYSTEM OF n× n MATRICES
HADER A. ELGENDY
Abstract. We show that the universal associative enveloping algebra of the
simple anti-Jordan triple system of all n × n matrices (n ≥ 2) over an alge-
braically closed field of characteristic 0 is finite dimensional. We investigate
the structure of the universal envelope and focus on the monomial basis, the
structure constants, and the center. We explicitly determine the decompo-
sition of the universal envelope into matrix algebras. We classify all finite
dimensional irreducible representations of the simple anti-Jordan triple sys-
tem, and show that the universal envelope is semisimple. We also provide an
example to show that the universal enveloping algebras of anti-Jordan triple
systems are not necessary to be finite-dimensional.
1. Introduction
Anti-Jordan triple systems were introduced by Faulkner and Ferrar in [8]. The
classification of finite-dimensional simple anti-Jordan triple systems over an alge-
braically closed field of characteristic 0 was given by Bashir [1, Theorem 6].
Definition 1.1. [1] A vector space V over a field F of characteristic 6= 2 endowed
with a trilinear operation V × V × V → V , (a, b, c) → 〈abc〉 is said to be an anti-
Jordan triple system if the following conditions are fulfilled for all a, b, c, d, e ∈ V :
〈abc〉 = −〈cba〉, 〈ab〈cde〉〉 = 〈〈abc〉de〉+ 〈c〈bad〉e〉+ 〈cd〈abe〉〉.
If A is an associative algebra, A defines an anti-Jordan triple system A− relative
to the product 〈abc〉 = abc− cba.
Definition 1.2. A representation of an anti-Jordan triple system J is a homomor-
phism ρ: J→ (EndV )− from J to the anti-Jordan triple system of endomorphisms
of a vector space V . In other words, ρ is a linear mapping that satisfies
ρ(〈abc〉) = ρ(a)ρ(b)ρ(c)− ρ(c)ρ(b)ρ(a),
for all a, b, c ∈ J. Two representations ρ1 and ρ2 of an anti-Jordan triple system J on
the same vector space V are equivalent if there exists an invertible endomorphism
T such that ρ2(a) = T
−1ρ1(a)T for all a ∈ J.
In this paper we use the theory of non-commutative Gro¨bner bases to prove
that the universal enveloping algebra of the simple anti-Jordan triple system of
all n × n matrices is finite-dimensional. This theory was used by Bergman [3] to
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give a new proof of the PBW theorem and was used recently by Elgendy[5] and
Elgendy and Bremner[7] to construct universal associative envelopes of nonassocia-
tive triple systems and universal envelopes of the (n+1)-dimensional n-Lie algebras
respectively.
This paper is structured as follows. In Section 2, we recall basic results on non-
commutative Gro¨bner bases. In Section 3, we prove that the universal enveloping
algebra of the simple anti-Jordan triple system of n × n matrices over an alge-
braically closed field is finite-dimensional using Gro¨bner bases in free associative
algebras. In Section 4, we determine the structure constants of the universal en-
veloping algebra. In Section 5, we determine the center of the universal enveloping
algebra. In the last section, we explicitly determine the complete decomposition
of the universal enveloping algebra into a direct sum of matrix algebras. We also
provide an example of a non-simple anti-Jordan triple system with infinite dimen-
sional envelope. For examples of simple anti-Jordan triple systems with infinite
dimensional envelopes see [6, 9].
Unless otherwise stated, we assume throughout that all vector spaces are over
an algebraically closed field F of characteristic 0.
2. Preliminaries
In this section we recall the basic definitions and results in the theory of non-
commutative Gro¨bner bases in free associative algebras following [4, 7].
Definition 2.1. Let X = {x1, . . . , xn} be a set of symbols with the total order
xi < xj if and only if i < j. The free monoid generated by X is the set X
∗ of
all (possibly empty) words w = xi1 · · ·xik (k ≥ 0) with the (associative) operation
of concatenation. For w = xi1 · · ·xik ∈ X∗ the degree is deg(w) = k. The degree-
lexicographical (deglex ) order < on X∗ is defined as follows: u < v if and only if
either (i) deg(u) < deg(v) or (ii) deg(u) = deg(v) and u = wxiu
′, v = wxjv
′ where
xi < xj (w, u
′, v′ ∈ X∗). The free (unital) associative algebra generated by X is
the vector space F 〈X〉 with basis X∗ and multiplication extended bilinearly from
concatenation in X∗.
Definition 2.2. The support of a noncommutative polynomial f ∈ F 〈X〉 is the
set of all monomials w ∈ X∗ that occur in f with nonzero coefficient. The leading
monomial of f ∈ F 〈X〉, denoted LM(f), is the highest element of the support of
f with respect to deglex order. If I is any ideal of F 〈X〉 then the set of normal
words modulo I is defined by N(I) = { u ∈ X∗ | u 6= LM(f) for any f ∈ I }. We
write C(I) for the subspace of F 〈X〉 spanned by N(I).
Proposition 2.3. If I ⊂ F 〈X〉 is an ideal then F 〈X〉 = C(I) ⊕ I.
Definition 2.4. Let G ⊂ F 〈X〉 be a subset generating an ideal I ⊂ F 〈X〉. A
noncommutative polynomial f ∈ F 〈X〉 is in normal form modulo G if no monomial
occurring in f has a factor of the form LM(g) for any g ∈ G. A subset G ⊂ I is a
Gro¨bner basis of I if for all f ∈ I there is a g ∈ G such that LM(g) is a factor of
LM(f). A subset G ⊂ F 〈X〉 is self-reduced if every g ∈ G is in normal form modulo
G \ {g} and every g ∈ G is monic: the coefficient of LM(g) is 1.
Definition 2.5. Let g, h ∈ F 〈X〉 be two monic noncommutative polynomials.
Assume that LM(g) is not a factor of LM(h) and that LM(h) is not a factor of
LM(g). Let u, v ∈ X∗ be such that LM(g)u = v LM(h), u is a proper right
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factor of LM(h), and v is a proper left factor of LM(g). In this case the element
gu− vh ∈ F 〈X〉 is called a composition of g and h.
Theorem 2.6. If I ⊂ F 〈X〉 is an ideal generated by a self-reduced set G, then G
is a Gro¨bner basis of I if and only if for all compositions f of the elements of G
the normal form of f modulo G is zero.
3. The universal associative enveloping algebra
Let J be the anti-Jordan triple system of all n×n matrices over an algebraically
closed field F of characteristic 0 with triple product 〈a, b, c〉 = abc− cba.
Definition 3.1. Let Ω = {1, 2, . . . , n} be a finite index set. Let B = {Ei,j}i,j∈Ω
be an ordered basis of J, where Ei,j is the matrix with a single 1, in the ith row
and jth column, and zeros elsewhere. The structure constants for J are
〈Ei,j , Ek,ℓ, Em,t〉 = δj,kδℓ,mEi,t − δt,kδℓ,iEm,j , for all i, j, k, ℓ,m, t ∈ Ω.
Consider the bijection φ:B → X = {ei,j}i,j∈Ω defined by φ(Ei,j) = ei,j. We extend
φ to a linear map φ: J → F 〈X〉. Throughout this paper we use the deglex order <
where ei,j < ek,ℓ if either i < k, or i = k and j < ℓ.
Definition 3.2. Let G ⊂ F 〈X〉 consist of these elements (i, j, k, r, s, t ∈ Ω):
R(i,j,k,t)1 = ei,jej,kek,t − ek,tej,kei,j − ei,t (k < i),
R(i,j,t)2 = ei,jej,iei,t − ei,tej,iei,j − ei,t (t < j),
R(i,j,k,t)3 = ei,jek,iet,k − et,kek,iei,j + et,j (t < i),
R(i,j,k)4 = ei,jek,iei,k − ei,kek,iei,j + ei,j (k < j),
R(i,j,k,t,r,s)5 = ei,jek,ter,s − er,sek,tei,j (r < i, j 6= k or t 6= r, s 6= k or t 6= i) ,
R(i,j,k,t,s)6 = ei,jek,tei,s − ei,sek,tei,j (s < j, j 6= k or t 6= i, s 6= k or t 6= i) .
Let I ⊂ F 〈X〉 be the ideal generated by G. We write A = F 〈X〉/I with surjection
π:F 〈X〉 → A sending f to f + I, and i = π ◦ φ for the natural map i: J→ A.
Lemma 3.3. The unital associative algebra A and the linear map i form the uni-
versal associative envelope of the anti-Jordan triple system J.
Our goal in the rest of this section is to derive a Gro¨bner basis for the ideal
I from the set G of generators. This will be achieved by repeatedly calculating
normal forms of compositions of generators.
Definition 3.4. We write δi,j for the Kronecker delta, and δ̂i,j = 1− δi,j .
Lemma 3.5. The set of all normal forms modulo G of nontrivial compositions
among elements of G includes the set G1 which consists of the elements:
G(r,t,m)1 = er,tet,m − er,1e1,m (m 6= r, t 6= 1),
G(i,t,ℓ)2 = ei,teℓ,i − e1,teℓ,1 (t 6= ℓ, i 6= 1),
G(i,j,k,ℓ)3 = ei,jek,ℓ (i 6= ℓ, j 6= k).
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Proof. For all s < t, we consider the following composition:
S = R(r,t,s)2 es,m − er,tR(t,r,s,m)1 .
We eliminate from S all occurrences of the leading monomials of G as factors in
the monomials; we write ≡ to indicate congruence modulo G:
S = −er,set,rer,tes,m − er,ses,m + er,tes,mer,set,r + er,tet,m
≡ −er,s (es,mer,tet,r − δm,res,r)− er,ses,m + (er,ses,mer,t − δm,rer,t) et,r + er,tet,m
= δm,rer,ses,r − er,ses,m − δm,rer,tet,r + er,tet,m,
using the relations R(t,r,r,s)3 , R(t,r,r,t,s,m)5 , R(r,t,s)4 and R(r,t,s,m,s)6 . Clearly, if m = r
then S ≡ 0. Assume m 6= r and obtain the set L of nonzero normal forms of S
modulo G:
L = {N (r,t,m,s) = er,tet,m − er,ses,m | for all s < t, m 6= r }.
The set L is not self-reduced. Therefore, for all 1 < s < t ≤ n, we eliminate from
the element N (r,t,m,s) occurrence of the leading monomial of N (r,s,m,1) and obtain
a self-reduced set consisting of the elements G(r,t,m)1 .
For all (r, ℓ) < (i, k), we consider the following composition:
S1 = R(i,k,r,t)1 eℓ,s − ei,kR(k,r,r,t,ℓ,s)5 (t 6= ℓ, and s 6= r or t 6= k).
We eliminate from S1 all occurrences of the leading monomials of elements of G:
S1 = −er,tek,rei,keℓ,s − ei,teℓ,s + ei,keℓ,ser,tek,r
≡ −er,t(eℓ,sei,kek,r − δs,ieℓ,r)− ei,teℓ,s + er,teℓ,sei,kek,r
= δs,ier,teℓ,r − ei,teℓ,s,
using the relations R(k,r,i,ℓ)3 , R(k,r,i,k,ℓ,s)5 and R(i,k,ℓ,s,r,t)5 . Hence, for all (r, ℓ) <
(i, k), the possible (monic) normal forms of S1 are
ei,teℓ,s (if i 6= s), ei,teℓ,i − er,teℓ,r (if i = s).(1)
For all (r, t) < (i, k), we consider the following composition:
S2 = R(i,j,k,ℓ,r,s)5 et,m − ei,jR(k,ℓ,r,s,t,m)5
(s 6= k or ℓ 6= i, j 6= k or ℓ 6= r,m 6= r or s 6= k) and (ℓ 6= r or s 6= t).
We eliminate from S2 all occurrences of the leading monomials of elements of G:
S2 = −er,sek,ℓei,jet,m + ei,jet,mer,sek,ℓ,
≡ −er,s (et,mei,jek,ℓ + δℓ,iδj,tek,m − δj,kδm,iet,ℓ)
+ (er,set,mei,j + δj,tδm,rei,s − δs,tδm,ier,j) ek,ℓ
= δj,t (−δℓ,ier,sek,m + δm,rei,sek,ℓ)− δm,i (−δj,ker,set,ℓ + δs,ter,jek,ℓ) ,
using the relationsR(k,ℓ,j,m)1 ,R(k,ℓ,m,t)3 ,R(k,ℓ,i,j,t,m)5 ,R(i,j,r,s)1 ,R(i,j,t,r)3 andR(i,j,t,m,r,s)5 .
We first note that if (m, j, s) = (i, k, t) then the (monic) normal form of S2 modulo
G coincides with the element N (r,k,ℓ,t), so we ignore this case. For all (r, t) < (i, k),
the possible non-zero (monic) normal forms of S2 modulo G are
er,sek,m (m 6= r, s 6= k), ei,sek,ℓ (ℓ 6= i, s 6= k),
er,set,ℓ (r 6= ℓ, s 6= t), er,jek,ℓ (ℓ 6= r, j 6= k),(2)
er,tek,i (t 6= k, r < i), ei,sek,i − er,sek,r (s 6= k).
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Combining (1) and (2) gives all the possible normal forms of S1 and S2:
L(i,s,k,r) = ei,sek,i − er,sek,r (r < i, s 6= k),
G(i,j,k,ℓ)3 = ei,jek,ℓ (i 6= k, j 6= ℓ).
We observe that the set {L(i,s,k,r) | for all r < i, s 6= k} is not self-reduced. There-
fore, for all 1 < r < i ≤ n, we eliminate from the element L(i,s,k,r) occurrence
of the leading monomial of L(r,s,k,1) and obtain a self-reduced set consisting of the
elements G(i,s,k)2 . For n = 2, we cannot obtain G(1,2,1,2)3 , G(2,2,1,1)3 and G(2,1,2,1)3 from
S1 or S2. Thus, we consider three more compositions in this case:
S3 = R(1,2,1,2,1)6 e1,1 − e1,2R(1,2,1)4 , S4 = R(2,2,1,2)1 e1,1 − e2,2R(2,1,1,1)3 ,
S5 = R(2,2,1)2 e2,1 − e2,2R(2,2,2,1,1)6 .
We eliminate from S3 all the leading monomials of elements of G and obtain
S3 = −e1,1e21,2e1,1 + e1,2e21,1e1,2 − e21,2
≡ −e1,1
(
e1,1e
2
1,2
)
+
(
e21,1e1,2 − e1,2
)
e1,2 − e1,2e1,2 = −2e21,2,
using the relations R(1,2,1,2,1)6 and R(1,2,1)4 . Similarly, we can show that S4 ≡
−2e2,2e1,1 and S5 ≡ −2e2,1e2,1. The monic forms of the last three elements give
the required elements. This completes the proof. 
Lemma 3.6. The set of all normal forms modulo G∪G1 of nontrivial compositions
among elements of G ∪G1 includes the set G2 which consists of the elements:
G(r,i)4 = er,iei,r − er,1e1,r + e21,1 − e1,iei,1 (r, i ∈ Ω \ {1}).
Proof. For all (s, t) < (r, i), we consider the following composition:
S = R(r,i,s,t)1 et,m − er,iR(i,s,t,m)1 .
We eliminate from S all occurrences of the leading monomials of elements of G:
S = −es,tei,ser,iet,m − er,tet,m + er,iet,mes,tei,s + er,iei,m
≡ −es,t (et,mer,iei,s − δm,ret,s)− er,tet,m + (es,tet,mer,i − δm,res,i) ei,s + er,iei,m
= δm,res,tet,s − er,tet,m − δm,res,iei,s + er,iei,m,
using the relations R(i,s,r,t)3 , R(i,s,r,i,t,m)5 , R(r,i,t,s)3 and R(r,i,t,m,s,t)5 . We now elim-
inate from S all occurrences of the leading monomials of elements of G1. Clearly,
if m 6= r then S ≡ 0 mod G1, using the relations G(r,t,m)1 (if t 6=1) and G(r,i,m)1 .
Assume m = r and obtain the set N of nonzero normal forms of S modulo G∪G1:
N = {N (r,i,t,s) = er,iei,r − er,tet,r − es,iei,s + es,tet,s | for all (s, t) < (r, i)}.
We observe that the set N is not self-reduced and the element N (r,i,1,1) coincides
with G(r,i)4 for all r, i 6= 1. Assume now that s, t 6= 1. For all (s, t) < (r, i), we
eliminate from N (r,i,t,s) occurrence of the leading monomials of N (r,t,1,1), N (s,i,1,1)
and N (s,t,1,1) and again obtain G(r,i)4 . A similar argument can be used if s 6= 1 or
t 6= 1. The result is a self-reduced set consisting of the elements G(r,i)4 . 
Lemma 3.7. The set of all normal forms modulo G ∪G1 ∪G2 of nontrivial com-
positions among elements of G ∪G1 ∪G2 includes the set G3 which consists of the
elements:
G(r,i)5 = er,1e1,iei,1 − e21,1er,1 − er,1 (r < i; i, r ∈ Ω \ {1}),
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G(i,r)6 = ei,1e1,ier,1 − e21,1er,1 (i < r; i, r ∈ Ω \ {1}),
G(t,ℓ)7 = e1,tet,1e1,ℓ − e21,1e1,ℓ (t < ℓ; t, ℓ ∈ Ω \ {1}),
G(ℓ,t)8 = e1,ℓet,1e1,t − e21,1e1,ℓ + e1,ℓ (ℓ < t; ℓ, t ∈ Ω \ {1}),
G(r)9 = er,1e1,rer,1 − 2e21,1er,1 − er,1 (r ∈ Ω \ {1}),
G(r)10 = e1,rer,1e1,r − 2e21,1e1,r + e1,r (r ∈ Ω \ {1}),
G(r,i,ℓ)11 = er,1e1,ieℓ,1 (r 6= i 6= ℓ),
G(ℓ,i,r)12 = e1,ℓei,1e1,r (r 6= i 6= ℓ),
G(i)13 = e1,1e1,iei,1 − 12e31,1 − 12e1,1 (i ∈ Ω \ {1}),
G(i)14 = e1,1ei,1e1,i − 12e31,1 + 12e1,1 (i ∈ Ω \ {1}).
Proof. For all r, t, i, ℓ, k ∈ Ω, we consider the following six compositions:
S1 = G(r,t,i)1 ei,ℓ − er,tG(t,i,ℓ)1 (1 6= i 6= r, ℓ 6= t 6= 1),
S2 = G(r,i)4 er,t − er,iG(i,r,t)1 (i, r 6= 1, i 6= t),
S3 = G(i,r)4 et,r − ei,rG(r,i,t)2 (i, r 6= 1, i 6= t),
S4 = G(r,t,i)1 eℓ,k − er,tG(t,i,ℓ,k)3 (r 6= i 6= ℓ, k 6= t 6= 1),
S5 = G(t,ℓ,i)2 ek,r − et,ℓG(i,t,k,r)3 (ℓ 6= i 6= r, k 6= t 6= 1),
S6 = G(r,i)4 et,ℓ − er,iG(i,r,t,ℓ)3 (i, r 6= 1, ℓ 6= i, r 6= t).
We eliminate from these compositions all occurrences of the leading monomials of
G ∪G1 ∪G2. For the composition S1, we have
S1 = −er,1e1,iei,ℓ + er,tet,1e1,ℓ
≡ −δℓ,1er,1e1,iei,1 − δ̂ℓ,1er,1e1,1e1,ℓ + δr,1e1,tet,1e1,ℓ + δ̂r,1er,1e1,1e1,ℓ mod G1,
using the relations G(1,i,ℓ)1 and G(r,t,1)1 . We note first that if ℓ, r 6= 1 then S ≡ 0
mod G1. Three cases need to be considered. Case I. If (ℓ, r) = (1, 1) then
S1 ≡ −e1,1e1,iei,1 + e1,tet,1e1,1 mod G1
≡ −e1,1e1,iei,1 + e1,1et,1e1,t + e1,1 mod G,
using the relation R(1,t,1)2 , since by definition t 6= 1. Hence the (monic) normal
form of S1 in this case is
(3) G′(t,i) = e1,1et,1e1,t − e1,1e1,iei,1 + e1,1 (t, i ∈ Ω \ {1}).
Case II. If ℓ = 1 and r 6= 1 then
S1 ≡ −er,1e1,iei,1 + er,1e21,1 mod G1
≡ −er,1e1,iei,1 + e21,1er,1 + er,1 mod G,
using the relation R(r,1,1,1)1 . Clearly, if r < i then the monic form of the last
equation coincides with G(r,i)5 . If i < r then the element er,1e1,iei,1 of the last
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equation can be reduced further modulo G: er,1e1,iei,1 ≡ ei,1e1,ier,1 + er,1 mod G.
Using this in the last equation gives G(i,r)6 . Case III. If ℓ 6= 1 and r = 1 then
S1 ≡ −e21,1e1,ℓ + e1,tet,1e1,ℓ mod G1.
Clearly, if t < ℓ then the normal form of S1 in this case coincides with G(t,ℓ)7 . If ℓ < t
then the element e1,tet,1e1,ℓ of the last equation can be reduced further modulo G:
e1,tet,1e1,ℓ ≡ e1,ℓet,1e1,t + e1,ℓ mod G. Using this in the last equation gives G(ℓ,t)8 .
For the composition S2, we have
S2 = −er,1e1,rer,t + e21,1er,t − e1,iei,1er,t + er,iei,1e1,t
≡ −δt,1er,1e1,rer,1 − δ̂t,1er,1e1,1e1,t + δt,1e21,1er,1 + er,1e1,1e1,t mod G1
≡ −δt,1er,1e1,rer,1 + δt,1
(
2e21,1er,1 + er,1
)
mod G,
using the relations G(1,r,t)1 , G(1,1,r,t)3 , G(i,1,r,t)3 , G(r,i,1)1 and R(r,1,1,t)1 . Hence, for t = 1
the (monic) normal form of S2 coincides with G(r)9 . For the composition S3, we
have
S3 = −ei,1e1,iet,r + e21,1et,r − e1,rer,1et,r + ei,re1,iet,1
≡ δt,1e21,1e1,r − δ̂t,1e1,re1,1et,1 − δt,1e1,rer,1e1,r + e1,re1,1et,1 mod G1
≡ δt,1
(
e21,1e1,r − e1,rer,1e1,r + e21,1e1,r − e1,r
)
mod G,
using the relations G(1,i,t,r)3 , G(1,1,t,r)3 , G(i,r,1)2 , G(r,1,t)2 and R(1,r,1)4 . Hence, for t = 1
the (monic) normal form of S3 coincides with G(r)10 . Next, we consider the compo-
sition S4:
S4 = −er,1e1,ieℓ,k ≡ −δk,1er,1e1,ieℓ,1 mod G1,
using the relation G(1,i,ℓ,k)3 . Obviously, for k = 1 the (monic) normal form of S4
coincides with G(r,i,ℓ)11 . Similarly, we can show that for k = 1, the (monic) non zero
normal form of S5 coincides with G(ℓ,i,r)12 . Finally, for the composition S6, we have
S6 = −er,1e1,ret,ℓ + e21,1et,ℓ − e1,iei,1et,ℓ
≡ −δℓ,1er,1e1,ret,1 + δt,1e21,1e1,ℓ + δ̂t,1δℓ,1e21,1et,1 − δt,1e1,iei,1e1,ℓ mod G1,
using the relations G(1,r,t,ℓ)3 , G(1,1,t,ℓ)3 and G(i,1,t,ℓ)3 . Clearly, if ℓ = 1 and t 6= 1 then
the (monic) normal form of S6 coincides with G(r,t)6 (if r < t) and G(t,r)5 (if t < r). If
ℓ 6= 1 and t = 1 then the (monic) normal form of S6 coincides with G(i,ℓ)7 (if i < ℓ)
and G(ℓ,i)8 (if ℓ < i). If (ℓ, t) = (1, 1), since by definition i, r 6= 1, we have
S6 ≡ −er,1e1,re1,1 + e31,1 − e1,iei,1e1,1 mod G1
≡ − (e1,1e1,rer,1 − e1,1) + e31,1 − (e1,1ei,1e1,i + e1,1) mod G,
using the relations R(r,1,1,1)3 and R(1,i,1)2 . Hence, the (monic) normal form of S6 in
this case is
(4) G′′(i,r) = e1,1ei,1e1,i + e1,1e1,rer,1 − e31,1 (i, r ∈ Ω \ {1}).
We note that the set N = {G′(t,i), G′′(i,r) | for all i, t, r ∈ Ω \ {1} } of the normal
forms (3) and (4) is not self-reduced. So, we eliminate from G′(i,i) the leading
monomial of G′′(i,i) and obtain
G′(i,i) = −2e1,1e1,iei,1 + e31,1 + e1,1,
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whose monic form coincides with G(i)13 . We now eliminate from G′′
(i,i)
the leading
monomial of G(i)13 and obtain
G′′(i,i) = e1,1ei,1e1,i + 12e31,1 + 12e1,1 − e31,1,
which coincides with G(i)14 . 
Lemma 3.8. The set of all normal forms modulo G ∪ G1 ∪G2 ∪G3 of nontrivial
compositions among elements of G∪G1∪G2∪G3 includes the set G4 which consists
of the elements:
G(i)17 = e31,1e1,i − e1,1e1,i, G(i)18 = e31,1ei,1 + e1,1ei,1 (i ∈ Ω \ {1}),
G19 = e51,1 − e1,1.
Proof. For all i ∈ Ω \ {1} we consider the following three compositions:
S1 = G(i)14 e1,i − e1,1ei,1G(1,i,1,i)3 , S2 = G(i)13 ei,1 − e1,1e1,iG(i,1,i,1)3 ,
S3 = G(i)13 e1,iei,1 − e1,1e1,iG(i)9 .
We note that S1 = − 12e31,1e1,i + 12e1,1e1,i and S2 = − 12e31,1ei,1 − 12e1,1ei,1 are in
normal form modulo G ∪G1 ∪G2 ∪G3 and the monic forms of S1 and S2 coincide
with G(i)17 and G(i)18 respectively. For the composition S3, we have
S3 = − 12e31,1e1,iei,1 − 12e1,1e1,iei,1 + 2e1,1e1,ie21,1ei,1 + e1,1e1,iei,1
≡ − 12e21,1
(
1
2e
3
1,1 +
1
2e1,1
)
+ 12
(
1
2e
3
1,1 +
1
2e1,1
)
mod G3 = − 14e51,1 + 14e1,1,
using the relations G(i)13 and G(1,i,1)11 , whose monic form coincides with G19. 
Lemma 3.9. The self-reduced form G of the set G∪G1 ∪G2 ∪G3 ∪G4 consists of
the elements:
G(i,j)0 = ei,1e1,1e1,j − e1,je1,1ei,1 − ei,j (i, j ∈ Ω \ {1}),
G(i,j,k)1 = ei,jej,k − ei,1e1,k (i, j, k ∈ Ω; k 6= i, j 6= 1),
G(i,j,k)2 = ei,jek,i − e1,jek,1 (i, j, k ∈ Ω; j 6= k, i 6= 1),
G(i,j,k,ℓ)3 = ei,jek,ℓ (i, j, k, ℓ ∈ Ω; i 6= ℓ, j 6= k),
G(i,j)4 = ei,jej,i − ei,1e1,i − e1,jej,1 + e21,1 (i, j ∈ Ω \ {1}),
G(i,j)5 = ei,1e1,jej,1 − e21,1ei,1 − ei,1 (i, j ∈ Ω; i 6= 1, j 6= i),
G(i,j)6 = ej,1e1,jei,1 − e21,1ei,1 (i, j ∈ Ω \ {1}; i 6= j),
G(i,j)7 = e1,iei,1e1,j − e21,1e1,j (i, j ∈ Ω \ {1}; i 6= j),
G(i,j)8 = e1,iej,1e1,j − e21,1e1,i + e1,i (i, j ∈ Ω; i 6= j, i 6= 1),
G(i)9 = ei,1e1,iei,1 − 2e21,1ei,1 − ei,1 (i ∈ Ω \ {1}),
G(j)10 = e1,jej,1e1,j − 2e21,1e1,j + e1,j (j ∈ Ω \ {1}),
G(i,j,k)11 = ei,1e1,jek,1 (k, i, j ∈ Ω; k, i 6= j),
G(i,j,k)12 = e1,iej,1e1,k (k, i, j ∈ Ω; i, k 6= j),
G(i)13 = e1,1e1,iei,1 − 12e31,1 − 12e1,1 (i ∈ Ω \ {1}),
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G(i)14 = e1,1ei,1e1,i − 12e31,1 + 12e1,1 (i ∈ Ω \ {1}),
G(i)15 = e1,iei,1e1,1 − 12e31,1 − 12e1,1 (i ∈ Ω \ {1}),
G(i)16 = ei,1e1,ie1,1 − 12e31,1 + 12e1,1 (i ∈ Ω \ {1}),
G(i)17 = e31,1e1,i − e1,1e1,i (i ∈ Ω \ {1}),
G(i)18 = e31,1ei,1 + e1,1ei,1 (i ∈ Ω \ {1}),
G19 = e51,1 − e1,1.
Proof. To obtain the self-reduced set G, we need to eliminate from G ∪ ⋃4i=1Gi
all occurrences of any element of
{
LM(u) : u ∈ G ∪⋃4i=1Gi} as a subword of any
element of G ∪⋃4i=1Gi. We first note that any element g ∈ ⋃4i=1Gi is in normal
form modulo G ∪⋃4i=1Gi \ {g}. So we only consider elements of G (see Definition
3.2). For all k < i, we have
R(i,j,k,t)1 = ei,jej,kek,t − ek,tej,kei,j − ei,t ≡ ei,1e1,kek,t − ek,te1,kei,1 − ei,t mod G1
≡ δt,1
(
ei,1e1,kek,1 − e21,1ei,1
)
+ δ̂t,1 (ei,1e1,1e1,t − e1,te1,1ei,1)− ei,t mod G3 ∪G1,
using the relations G(i,j,k)1 , G(j,k,i)2 , G(k,i)6 , G(1,k,t)1 and G(k,t,1)2 . For t 6= 1 the
last result coincides with G(i,t)0 . For t = 1, we combine the result with the set{
G(i,k)5 | for all 1 < i < k
}
⊂ G3 and obtain the set
{
G(i,k)5 | for all k 6= i 6= 1
}
. For
all t < j, we have
R(i,j,t)2 = ei,jej,iei,t − ei,tej,iei,j − ei,t ≡ ei,jej,1e1,t − e1,tej,1ei,j − ei,t mod G1
≡ δi,1 (e1,jej,1e1,t − e1,tej,1e1,j) + δ̂i,1 (ei,1e1,1e1,t − e1,te1,1ei,1)− ei,t mod G1,
using the relations G(j,i,t)1 , G(i,t,j)2 , G(i,j,1)1 and G(j,1,i)2 . For i 6= 1 the last result
coincides with G(i,t)0 (if t 6= 1) and G(i,1)5 (if t = 1). For i = 1, using the relations
G(i)14 and G(t,j)8 , we have
R(1,j,t)2 ≡
[
δt,1 (e1,jej,1e1,1 − e1,1ej,1e1,j) + δ̂t,1 (e1,jej,1e1,t − e1,tej,1e1,j)− e1,t
]
mod G1 ≡ δt,1
(
e1,jej,1e1,1 − 12e31,1 − 12e1,1
)
+ δ̂t,1
(
e1,jej,1e1,t − e21,1e1,t
)
mod G3.
Clearly, for t = 1 the normal form of R(1,j,t)2 coincides with G(i)15 . For t 6= 1, we
combine the last result with the set
{
G(j,t)7 | for all 1 < j < t
}
⊂ G3 and obtain the
set
{
G(j,t)7 | for all 1 6= j 6= t 6= 1
}
. For all t < i, we have
R(i,j,k,t)3 = ei,jek,iet,k − et,kek,iei,j + et,j ≡ ei,je1,iet,1 − et,1e1,iei,j + et,j mod G1
≡ δj,1(ei,1e1,iet,1 − et,1e1,iei,1) + δ̂j,1(e1,je1,1et,1 − et,1e1,1e1,j) + et,j mod G1,
using the relations G(k,i,t)2 , G(t,k,i)1 , G(i,j,1)2 and G(1,i,j)1 . For j 6= 1 the monic form of
the last result coincides with G(j,t)0 (if t 6= 1) and G(j,1)8 (if t = 1). For j = 1, using
the relations G(i)13 and G(t,i)5 , we have
R(i,1,k,t)3 ≡ δt,1
(
ei,1e1,ie1,1 − 12e31,1 + 12e1,1
)
+ δ̂t,1(ei,1e1,iet,1 − e21,1et,1) mod G3.
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Clearly, for t = 1 the normal form of R(i,1,k,t)3 coincides with G(i)16 . For t 6= 1, we
combine the last result with the set
{
G(i,t)6 | for all 1 < i < t
}
⊂ G3 and obtain the
set
{
G(i,t)6 | for all 1 6= i 6= t 6= 1
}
. For k < j, we have
R(i,j,k)4 = ei,jek,iei,k − ei,kek,iei,j + ei,j ≡ e1,jek,1ei,k − ei,kek,1e1,j + ei,j mod G1
≡ δi,1(e1,jek,1e1,k − e1,kek,1e1,j) + δ̂i,1 (e1,je1,1ei,1 − ei,1e1,1e1,j) + ei,j mod G1
≡ δi,1
(
e1,jek,1e1,k − e21,1e1,j + e1,j
)
+ δ̂i,1 (e1,je1,1ei,1 − ei,1e1,1e1,j + ei,j) mod G3,
using the relations G(i,j,k)2 , G(k,i,j)1 , G(k,1,i)2 , G(i,k,1)1 and G(k,j)7 . For i 6= 1 the monic form
of the last result coincides with G(j,i)0 . For i = 1, we combine the last result with the
set
{
G(j,k)8 | for all 1 < j < k
}
⊂ G3 and obtain the set
{
G(j,k)8 | for all 1 6= j 6= k
}
.
For r < i, j 6= k or t 6= r, and s 6= k or t 6= i, we have
R(i,j,k,t,r,s)5 = ei,jek,ter,s − er,sek,tei,j ≡ δj,k (ei,jej,ter,s − er,sej,tei,j)
+ δ̂j,kδi,t (ei,jek,ier,s − er,sek,iei,j) mod G1 ≡ δj,k
[
δi,t (ei,jej,ier,s − er,sej,iei,j)
+ δ̂i,t (ei,1e1,ter,s − er,se1,tei,1)
]
mod G1 ≡ δj,k
[
δs,1δ̂i,t (ei,1e1,ter,1 − er,1e1,tei,1)
]
mod G1 ≡ 0 mod G3,
using the relations G(i,j,k,t)3 , G(k,t,i,j)3 , G(i,j,t)1 , G(j,t,i)2 , G(j,i,r,s)3 , G(r,s,j,i)3 , G(1,t,r,s)3 , G(r,s,1,t)3 ,
G(i,t,r)11 and G(r,t,i)11 . Similarly, we can show that R(i,j,k,t,s)6 ≡ 0 mod G1 ∪G3. 
The following lemma plays a crucial role in proving that the set G of Lemma 3.9
is a Gro¨bner basis for the ideal I.
Lemma 3.10. For the universal enveloping algebra A, either
(i) dimA =∞, or (ii) dimA <∞ and dimA ≥ 4n2 + 1.
Proof. Suppose that dim(A) <∞. We show that over an algebraically closed field
F , there exist four inequivalent irreducible representations of degree n of the anti-
Jordan triple system J, in addition to the trivial representation of degree 1. For
k = 1, . . . , 4, we define the following maps:
ρk : J→ EndVk,
ρ1(Ei,j) = Ei,j , ρ2(Ei,j) = −Ei,j , ρ3(Ei,j) = IEj,i, ρ4(Ei,j) = −IEj,i,
where I =
√−1. Our first step is to show that the maps ρk, k = 1, . . . , 4 are
representations of the anti-Jordan triple system J. Clearly ρ1 is a representation
(the natural representation). For ρ2, we have
ρ2 (〈Ei,j , Ek,ℓ, Er,s〉) = ρ2 (δj,kδℓ,rEi,s − δs,kδℓ,iEr,j) = −δj,kδℓ,rEi,s + δs,kδℓ,iEr,j ,
on the other hand, we have
〈ρ2(Ei,j), ρ2(Ek,ℓ), ρ2(Er,s)〉 = ρ2(Ei,j)ρ2(Ek,ℓ)ρ2(Er,s)− ρ2(Er,s)ρ2(Ek,ℓ)ρ2(Ei,j)
= −δj,kδℓ,rEi,s + δs,kδℓ,iEr,j .
Thus ρ2 is a representation. For ρ3, we have
ρ3 (〈Ei,j , Ek,ℓ, Er,s〉) = ρ3 (δj,kδℓ,rEi,s − δs,kδℓ,iEr,j) = δj,kδℓ,r IEs,i − δs,kδℓ,i IEj,r,
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on the other hand, we have
〈ρ3(Ei,j), ρ3(Ek,ℓ), ρ3(Er,s)〉 = ρ3(Ei,j)ρ3(Ek,ℓ)ρ3(Er,s)− ρ3(Er,s)ρ3(Ek,ℓ)ρ3(Ei,j)
= − δi,ℓδk,s IEj,r + δr,ℓδk,j IEs,i.
Similarly, we can show that ρ4 is a representation. We now show that for all
i, j = 1, . . . , 4 and i 6= j, the representations ρi and ρj are inequivalent. Indeed,
there is no matrix T so that
ρi(x) = T
−1ρj(x)T, for all x ∈ J, i 6= j.
This is easily seen by checking the trace on the both sides and using the definitions of
the representations : Tr(ρi(x)) 6= Tr(T−1ρj(x)T ) = Tr(ρj(x)). The representations
ρi, i = 1, . . . , 4 of J can be extended to representations of the universal envelope A.
Hence A has a subalgebra of dimension 4n2 + 1, which is isomorphic to the direct
sum of the matrix algebras corresponding to these representations. 
We now can state the main theorem of this section.
Theorem 3.11. With notation as above. If J is the anti-Jordan triple system of
all n× n matrices (n ≥ 2) then:
(i) The set G is a Gro¨bner basis for the ideal I.
(ii) The universal enveloping algebra A of J is finite-dimensional with basis B
consists of 4n2 + 1 monomials:
B =
{
1, ei,j , ei,1e1,j, e
2
1,1e1,j, e
4
1,1| i, j ∈ Ω
} ∪ {e1,iej,1| i, j ∈ Ω, (i, j) 6= (1, 1)}
∪ {e1,ie1,1ej,1| i, j ∈ Ω, j 6= 1}.
Proof. By Lemma 3.9 the set G is the self-reduced form of the set G ∪ ⋃4i=1Gi,
so it remains to show that G is closed under any composition. We note first that
there are 4n2 + 1 monomials of F 〈X〉 that do not have leading monomials of G as
factors, namely,
1, ei,j , ei,1e1,j , e1,iej,1, (i, j) 6= (1, 1), e1,ie1,1ej,1, j 6= 1, e21,1e1,j, e41,1,
for all i, j ∈ Ω. Suppose on the contrary that G is not a Gro¨bner basis for the ideal
I. Then G is not closed under at least one composition by Theorem 2.6, i.e., there
exist f, g ∈ G such that fx− yg 6≡ 0mod G. We add the normal form of fx − yg
to the set G. Hence, the number of the monomials of F 〈X〉 that do not have the
leading monomials of G as factors is less than 4n2+1. Hence, dimA < 4n2+1. But
Lemma 3.10 implies that dimA ≥ 4n2 + 1, which is a contradiction. This shows
that G is a Gro¨bner basis for the ideal I. The proof (ii) is obvious by using (i) and
Proposition 2.3. 
4. The structure constants of A
In this section we use Theorem 3.11 and the relations of Lemma 3.9 to compute
the structure constants of the universal enveloping algebra A.
Lemma 4.1. Define an anti-automorphism η:F 〈X〉 → F 〈X〉 of the free associative
algebra generated by X = {ei,j}i,j∈Ω by η(ei,j) = ej,i. Then η induces an anti-
automorphism of order 2 on A (also denoted η).
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Proof. It suffices to show that the ideal I = 〈G〉 (see Theorem 3.11) is invariant
under the action of η. We have, for example,
η
(
G(i,j)0
)
= ej,1e1,1e1,i − e1,ie1,1ej,1 − ej,i = G(j,i)0 ,
η
(
G(i,j,k)1
)
= ek,jej,i − ek,1e1,i = G(k,j,i)1 .
A similar argument applies to all the other elements of G. 
The next seven Propositions give the explicit structure constants of A.
Proposition 4.2. Let i, j, k, ℓ ∈ Ω. Then in A, we have
(5)
ei,j · ek,ℓ = δj,k
[
δi,ℓ
{(
δi,1 + δ̂i,1δ̂j,1
)
e1,jej,1 +
(
δj,1δ̂i,1 + δ̂i,1δ̂j,1
)
ei,1e1,i
− δ̂i,1δ̂j,1e21,1
}
+ δ̂i,ℓei,1e1,ℓ
]
+ δ̂j,kδi,ℓe1,jek,1,
(6)
ei,j · ek,1e1,ℓ = δi,1
[ (
δj,kδℓ,1
(
δℓ,j +
1
2 δ̂ℓ,j
)
+ 12 δ̂j,kδk,ℓδj,1
)
e31,1
+ δ̂j,kδk,ℓδ̂j,1e
2
1,1e1,j + δj,k
(
2δℓ,j δ̂ℓ,1 + δ̂ℓ,j
(
δj,1 + δ̂j,1δ̂ℓ,1
))
e21,1e1,ℓ
+ 12
(
δℓ,1δj,k δ̂ℓ,j − δ̂j,kδk,ℓδj,1
)
e1,1 −
(
δj,kδℓ,j δ̂ℓ,1 + δ̂j,kδk,ℓδ̂j,1
)
e1,j
]
+ δ̂i,1δj,k(e1,ℓe1,1ei,1 + ei,ℓ),
(7)
eℓ,1e1,k · ej,i = δi,1
[ (
δj,kδℓ,1
(
δℓ,j +
1
2 δ̂ℓ,j
)
+ 12 δ̂j,kδk,ℓδj,1
)
e31,1 + δ̂j,kδk,ℓδ̂j,1e
2
1,1ej,1
+ δj,k
(
2δℓ,j δ̂ℓ,1 + δ̂ℓ,j
(
δj,1 + δ̂j,1δ̂ℓ,1
)) (
e21,1eℓ,1 + eℓ,1
)
+ 12
(
δℓ,1δj,kδ̂ℓ,j − δ̂j,kδk,ℓδj,1
)
e1,1 − δj,kδℓ,j δ̂ℓ,1ej,1
]
+ δ̂i,1δj,k
(
δℓ,1e
2
1,1e1,i + δ̂ℓ,1 (e1,ie1,1eℓ,1 + eℓ,i)
)
,
(8)
ei,j · e1,keℓ,1 = δj,1
[
1
2
(
δi,kδℓ,1δ̂i,1 + δ̂i,k δ̂ℓ,1δk,ℓδi,1
)
e31,1
+ δ̂i,kδk,ℓδ̂i,1δ̂ℓ,1 e
2
1,1ei,1 + δi,k
(
δi,1 + δ̂i,1δ̂ℓ,1
(
2δi,ℓ + δ̂i,ℓ
))
e21,1eℓ,1
+ 12
(
δ̂i,k δ̂ℓ,1δk,ℓδi,1−δi,kδℓ,1δ̂i,1
)
e1,1+δ̂i,1δ̂ℓ,1
(
δi,kδi,ℓ+δ̂i,kδk,ℓ
)
ei,1
]
+ δ̂j,1δi,k
(
δℓ,1
(
e21,1e1,j − e1,j
)
+ δ̂ℓ,1e1,je1,1eℓ,1
)
; (k, ℓ) 6= (1, 1),
(9)
e1,ℓek,1 · ej,i = δj,1
[
1
2
(
δi,kδℓ,1δ̂i,1 + δ̂i,k δ̂ℓ,1δk,ℓδi,1
)
e31,1 + δ̂i,kδk,ℓδ̂i,1δ̂ℓ,1 e
2
1,1e1,i
+ δi,k
(
δi,1 + δ̂i,1δ̂ℓ,1
(
2δi,ℓ + δ̂i,ℓ
)) (
e21,1e1,ℓ − e1,ℓ
)
+ 12
(
δ̂i,k δ̂ℓ,1δk,ℓδi,1 − δi,kδℓ,1δ̂i,1
)
e1,1 + δ̂i,1δ̂ℓ,1δi,kδi,ℓe1,i
]
+ δ̂j,1δi,k
(
δℓ,1e
2
1,1ej,1 + δ̂ℓ,1e1,ℓe1,1e1,j
)
; (k, ℓ) 6= (1, 1).
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Proof. For (5), we use the relations G(i,j,k,ℓ)3 , G(i,j,ℓ)1 and G(i,j,k)2 and get
ei,j · ek,ℓ = δj,k
(
δi,ℓei,jej,i + δ̂i,ℓei,1e1,ℓ
)
+ δ̂j,kδi,ℓe1,jek,1.
Using the relation G(i,j)4 implies
ei,j · ek,ℓ = δj,k
[
δi,ℓ
(
δi,1e1,jej,1 + δj,1δ̂i,1ei,1e1,i + δ̂i,1δ̂j,1
(
ei,1e1,i + e1,jej,1 − e21,1
))
+ δ̂i,ℓei,1e1,ℓ
]
+ δ̂j,kδi,ℓe1,jek,1.
This completes the proof of (5). For(6), we use (5) (of the present proposition) and
obtain
(ei,jek,1) e1,ℓ = δj,k
(
δi,1e1,jej,1e1,ℓ + δ̂i,1ei,1e1,1e1,ℓ
)
+ δ̂j,kδi,1e1,jek,1e1,ℓ
= δi,1
(
δj,ke1,jej,1e1,ℓ + δ̂j,ke1,jek,1e1,ℓ
)
+ δ̂i,1δj,kei,1e1,1e1,ℓ.
We now write
A = e1,jej,1e1,ℓ, B = δ̂j,ke1,jek,1e1,ℓ,
and use the relations G(i,ℓ)0 ( if ℓ 6= 1) and G(i,1)5 (if ℓ = 1) for the last term to obtain
(ei,jek,1) e1,ℓ = δi,1 (δj,k A+B) + δ̂i,1δj,k(e1,ℓe1,1ei,1 + ei,ℓ).(10)
Using the relations G(j)10 , G(j)15 and G(j,ℓ)7 gives
A = δℓ,j
[
δℓ,1e
3
1,1 + δ̂ℓ,1
(
2e21,1e1,j − e1,j
)]
+ δ̂ℓ,j
[
δj,1e
2
1,1e1,ℓ + δ̂j,1
(
δℓ,1
1
2
(
e31,1 + e1,1
)
+ δ̂ℓ,1e
2
1,1e1,ℓ
)]
= δℓ,1
[(
δℓ,j +
1
2 δ̂ℓ,j
)
e31,1 +
1
2 δ̂ℓ,je1,1
]
+
[
2δℓ,j δ̂ℓ,1 + δ̂ℓ,j(δj,1 + δ̂j,1δ̂ℓ,1)
]
e21,1e1,ℓ
− δℓ,j δ̂ℓ,1e1,j.
Using the relations G(j,k,ℓ)12 , G(ℓ)14 and G(j,ℓ)8 gives
B = δ̂j,kδk,ℓe1,jeℓ,1e1,ℓ = δ̂j,kδk,ℓ
(
δj,1
1
2
(
e31,1 − e1,1
)
+ δ̂j,1(e
2
1,1e1,j − e1,j)
)
.
Using A and B in (10) and combining the coefficients completes the proof of (6).
The proof of (7) is obvious by applying the anti-automorphism η (see Lemma 4.1)
to both sides of (6) (of the present Proposition) and using the relations G(j,1)5 , G(ℓ,1)5
and G(i,1)8 . The proofs of (8) and (9) are similar. 
Proposition 4.3. Let i, j, k, ℓ ∈ Ω. Then in A, we have
(11) ei,j · e1,ke1,1eℓ,1 = δi,k
[
−e1,jeℓ,1 + δ̂j,1δj,ℓ 12
(
e41,1 + e
2
1,1
)]
; ℓ 6= 1,
(12)
ei,j · e21,1e1,k = δj,1
[
δi,1
(
δk,1e
4
1,1 + δ̂k,1e1,1e1,k
)
+ δ̂i,1
(
δi,k
1
2 (e
4
1,1 − e21,1) + ei,1e1,k
)]− δ̂j,1δi,1δk,1e1,je1,1,
(13) ei,j ·e41,1 = δj,1
[
δi,1e1,1+ δ̂i,1
(
e21,1ei,1+ei,1
)]− δ̂j,1δi,1 (e21,1e1,j−e1,j) .
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Proof. For (11), let ℓ 6= 1 and consider two cases. Case I. If k = 1 then (6) of
Proposition 4.2 implies
ei,je
2
1,1 = δj,1
[
δi,1e
3
1,1 + δ̂i,1(e
2
1,1ei,1 + ei,1)
]
+ δ̂j,1δi,1
(
e21,1e1,j − e1,j
)
.(14)
Multiply (14) by eℓ,1 and use the relations G(ℓ)18 , G(i,1,ℓ,1)3 , G(1,j,ℓ)11 and G(j)13 and obtain(
ei,je
2
1,1
)
eℓ,1 = −δj,1δi,1e1,1eℓ,1 + δ̂j,1δi,1
(
δj,ℓ
1
2
(
e41,1 + e
2
1,1
)− e1,jeℓ,1) .
Case II. If k 6= 1 then (8) of Proposition 4.2 implies
(ei,je1,ke1,1) eℓ,1 = δj,1
[
δi,k
(
δi,1e
3
1,1eℓ,1 + δ̂i,1
1
2
(
e31,1 − e1,1
)
eℓ,1
)]
+ δ̂j,1δi,k
(
e21,1e1,j − e1,j
)
eℓ,1.
Using the relations G(ℓ)18 , G(1,j,ℓ)11 and G(j)13 gives
(ei,je1,ke1,1) eℓ,1 = δj,1
[
δi,k
(
−δi,1e1,1eℓ,1 + δ̂i,1 12 (−e1,1 − e1,1)eℓ,1
)]
+ δ̂j,1δi,k
[
δj,ℓ
1
2
(
e41,1 + e
2
1,1
)− e1,jeℓ,1]
= −δj,1δi,ke1,1eℓ,1 + δ̂j,1δi,k
[
δj,ℓ
1
2
(
e41,1 + e
2
1,1
)− e1,jeℓ,1] .
Combining the results of the two cases completes the proof of (11). For (12), we
multiply (14) by e1,k and use the relations G(k)17 , G(1,i,k)12 , G(i)14 , G(1,j,1)11 and G(1,j,1,k)3 .
The proof of (13) is similar. 
The proofs of the next five Propositions are similar to the proofs of Propositions
4.2 and 4.3 and are omitted.
Proposition 4.4. Let i, j, k, ℓ ∈ Ω. Then in A, we have
(15)
ei,1e1,j · ek,1e1,ℓ = δj,kδℓ,1
(
δℓ,jδi,1e
4
1,1 +
1
2 δ̂ℓ,jδi,1
(
e41,1 + e
2
1,1
))
+ 12
[
δj,k δ̂i,1δi,ℓ
(
2δℓ,j δ̂ℓ,1 + δ̂ℓ,j
(
δj,1 + δ̂j,1δ̂ℓ,1
))
+ δ̂j,kδk,ℓ
(
δ̂j,1δ̂i,1δi,j + δj,1δi,1
)] (
e41,1 − e21,1
)
+ δj,k
(
δℓ,1δ̂i,1+ δℓ,j δ̂ℓ,1+ δ̂ℓ,j
(
δj,1+ δ̂j,1δ̂ℓ,1
))
ei,1e1,ℓ,
(16)
ei,1e1,j · e1,keℓ,1 = δj,1δ̂k,1δk,ℓ 12
(
δi,1
(
e41,1 + e
2
1,1
)
+ 2δ̂i,1ei,1e1,1
)
− δk,1
(
δj,1δi,1 + δ̂j,1δ̂ℓ,1δi,j
)
e1,1eℓ,1; (k, ℓ) 6= (1, 1),
(17) ei,1e1,j · e1,ke1,1eℓ,1 = −δk,1
(
δi,1δj,1 + δ̂j,1δi,j
)
e21,1eℓ,1; ℓ 6= 1,
(18)
ei,1e1,j · e21,1e1,k = δj,1
[
δk,1
(
δi,1e1,1 + δ̂i,1
(
e21,1ei,1 + ei,1
))
+ δ̂k,1
(
δi,1e
2
1,1e1,k + δ̂i,1 (e1,ke1,1ei,1 + ei,k)
)]
− δ̂j,1δk,1δi,j 12
(
e31,1 − e1,1
)
,
(19) ei,1e1,j · e41,1 = δj,1ei,1e1,1 + δ̂j,1δj,i 12
(
e21,1 − e41,1
)
.
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Proposition 4.5. Let i, j, k, ℓ ∈ Ω and (i, j) 6= (1, 1). Then in A, we have
(20)
e1,iej,1 · e1,keℓ,1 = 12
[
δi,1δj,kδℓ,1δ̂j,1
(
e41,1 − e21,1
)
+
{
δj,k δ̂i,1δi,ℓ
(
δj,1 + δ̂j,1δ̂ℓ,1
(
2δj,ℓ + δ̂j,ℓ
))
+ δ̂j,k δ̂ℓ,1δk,ℓ
(
δ̂j,1δ̂j,ℓδi,j + δi,1δj,1
)} (
e41,1 + e
2
1,1
)]
− δj,k
(
δj,1 + δ̂j,1
(
δℓ,1δ̂i,1 + δ̂ℓ,1
))
e1,ieℓ,1; (k, ℓ) 6= (1, 1),
(21)
e1,iej,1 · e21,1e1,k =
(
−δj,1δ̂i,1δk,1 + δ̂j,1δi,jδk,i
)
e21,1e1,i + δj,1δk,1δ̂i,1e1,i
+ δi,j δ̂j,1
(
1
2δk,1
(
e31,1 + e1,1
)
+ δ̂k,iδ̂k,1e
2
1,1e1,k
)
,
(22) e1,iej,1 · e41,1 = δj,1e1,ie1,1 + δ̂j,1δ̂i,1δi,j 12
(
e41,1 + e
2
1,1
)
,
(23)
e1,iej,1 · e1,ke1,1eℓ,1 = −δj,ke1,ie1,1eℓ,1; ℓ 6= 1.
Proposition 4.6. Let i, j, k ∈ Ω. Then in A, we have
(24)
e21,1e1,k · ei,j = δk,i
[
δj,1
((
δk,1+
1
2 δ̂k,1
)
e41,1+
1
2 δ̂k,1e
2
1,1
)
+ δ̂j,1e1,1e1,j
]
− δ̂k,iδj,1δk,1e1,1ei,1,
(25)
e21,1e1,k · ei,1e1,j =
[
δk,iδj,1
(
δk,1 +
1
2 δ̂k,1
)
+ 12 δ̂k,iδk,1δ̂i,1δi,j
]
e1,1
+ 12
(
δk,iδ̂k,1δj,1 − δ̂k,iδk,1δ̂i,1δi,j
)
e31,1
+
(
δk,1
(
δk,iδ̂j,1 − δ̂k,iδi,1
)
+ δ̂k,1δ̂j,1
)
e21,1e1,j,
(26) e21,1e1,k ·e1,iej,1= δk,1
(
−δi,1e21,1ej,1+δ̂i,1δi,j 12
(
e31,1+e1,1
))
; (i, j) 6= (1, 1),
(27) e21,1e1,k · e1,je1,1eℓ,1 = δk,1δj,1e1,1eℓ,1; ℓ 6= 1,
(28) e21,1e1,k · e21,1e1,j = δk,1e1,1e1,j ,
(29) e21,1e1,j · e41,1 = δj,1e31,1.
Proposition 4.7. Let i, j, k, ℓ ∈ Ω and ℓ 6= 1. Then in A, we have
(30)
e1,ke1,1eℓ,1 · ei,j = δj,ℓ
[
1
2
{(
δk,1δ̂j,1δi,1 + δ̂i,1δi,k
)
e41,1
+
(
δ̂i,1δi,k − δk,1δ̂j,1δi,1
)
e21,1
}
− δ̂i,1δk,1e1,1ei,1
− δ̂k,1e1,kei,1
]
,
(31)
e1,ke1,1eℓ,1 · e1,iej,1 = δi,ℓ
[
δk,1
(
δj,1
1
2
(
e1,1 − e31,1
)− δ̂j,1e21,1ej,1)
− δ̂k,1
(
δ̂j,1e1,ke1,1ej,1 + δj,1
(
e21,1e1,k − e1,k
))]
;
(i, j) 6= (1, 1),
(32) e1,ie1,1ej,1 · e1,ke1,1eℓ,1 = δj,k
(
e1,ieℓ,1 − δ̂i,1δi,ℓ 12
(
e41,1 + e
2
1,1
))
; j 6= 1,
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(33) e1,ke1,1eℓ,1 ·ei,1e1,j =0, e1,ke1,1eℓ,1 · e21,1e1,j = 0, e1,ke1,1eℓ,1 · e41,1 = 0.
Proposition 4.8. Let i, j ∈ Ω. Then in A, we have
(34) e41,1 · ei,j = δi,1
(
δj,1e1,1 + δ̂j,1e
2
1,1e1,j
)
− δ̂i,1δj,1e21,1ej,1,
(35) e41,1 · e1,iej,1 = δi,1e1,1ej,1 + δ̂i,1δ̂j,1δi,j 12
(
e41,1 + e
2
1,1
)
; (i, j) 6= (1, 1),
(36) e41,1 · ei,1e1,j = δi,1e1,1e1,j + δ̂i,1δi,j 12
(
e21,1 − e41,1
)
,
(37) e41,1 · e21,1e1,j = e21,1e1,j ,
(38) e41,1 · e1,ie1,1ej,1 = δi,1e21,1ej,1; j 6= 1,
(39) e41,1 · e41,1 = e41,1.
5. The center of the universal enveloping algebra A
Our next aim is to use the results of Section 4 to determine the center of A:
Z(A) = {z ∈ A | zu = uz, for all u ∈ A}.
Theorem 5.1. The center Z(A) of the (unital) universal enveloping algebra A has
dimension 5 with basis:
z1 =
(n−2)
n
e21,1 − 2n
n∑
i=2
e1,iei,1 + e
4
1,1, z2 = (2− n)e21,1 +
n∑
i=2
e1,iei,1 +
n∑
i=2
ei,1e1,i,
z3 = − 12e1,1 + 12e31,1 +
n∑
i=2
e1,ie1,1ei,1, z4 =
n∑
i=1
ei,i, z5 = 1.
Proof. To get the center of A, it is sufficient to determine the elements of A which
commute with ei,j , for all i, j ∈ Ω. Let
x =
n∑
i,j=1
ζ
(i,j)
1 ei,j +
n∑
i=1
n∑
j=2
ζ
(i,j)
2 e1,ie1,1ej,1 +
n∑
j=1
ζ
(j)
3 e
2
1,1e1,j
+
n∑
i,j=1
ζ
(i,j)
4 ei,1e1,j +
n∑
i, j = 1
(i, j) 6= (1, 1)
ζ
(i,j)
5 e1,iej,1 + ζe
4
1,1,
be any element of Z(A). Then
(40)
0 = x e1,1 − e1,1 x
=
n∑
i,j=1
ζ
(i,j)
1 (ei,je1,1 − e1,1ei,j) +
n∑
i=1
n∑
j=2
ζ
(i,j)
2 (e1,ie1,1ej,1e1,1 − e1,1e1,ie1,1ej,1)
+
n∑
j=1
ζ
(j)
3
(
e21,1e1,je1,1 − e31,1e1,j
)
+
n∑
i,j=1
ζ
(i,j)
4 (ei,1e1,je1,1 − e1,1ei,1e1,j)
+
n∑
i, j = 1
(i, j) 6= (1, 1)
ζ
(i,j)
5 (e1,iej,1e1,1 − e1,1e1,iej,1) .
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Proposition 4.2 implies that ei,1e1,je1,1 = 0 = e1,iej,1e1,1 for i 6= j 6= 1, e1,1ei,1e1,j =
0 = e1,1e1,iej,1 for 1 6= i 6= j, ei,1e1,ie1,1 = 12
(
e31,1 − e1,1
)
= e1,1ei,1e1,i and
e1,iei,1e1,1 =
1
2
(
e31,1 + e1,1
)
= e1,1e1,iei,1 for i 6= 1. Using this in (40) gives
0 =
n∑
i,j=1
ζ
(i,j)
1 (ei,je1,1 − e1,1ei,j)−
n∑
j=2
ζ
(1,j)
2 e
3
1,1ej,1 −
n∑
j=2
ζ
(j)
3 e
3
1,1e1,j
+
n∑
i=2
ζ
(i,1)
4 ei,1e
2
1,1 −
n∑
j=2
ζ
(1,j)
4 e
2
1,1e1,j +
n∑
i=2
ζ
(i,1)
5 e1,ie
2
1,1 −
n∑
j=2
ζ
(1,j)
5 e
2
1,1ej,1.
Using (5), (6) of Proposition 4.2 and (11), (12) of Proposition 4.3 implies
0 =
n∑
j=2
ζ
(1,j)
1 (e1,je1,1 − e1,1e1,j) +
n∑
i=2
ζ
(i,1)
1 (ei,1e1,1 − e1,1ei,1)
+
n∑
j=2
ζ
(1,j)
2 e1,1ej,1 −
n∑
j=2
ζ
(j)
3 e1,1e1,j +
n∑
i=2
ζ
(i,1)
4 (e
2
1,1ei,1 + ei,1)
−
n∑
j=2
ζ
(1,j)
4 e
2
1,1e1,j +
n∑
i=2
ζ
(i,1)
5 (e
2
1,1e1,i − e1,i)−
n∑
j=2
ζ
(1,j)
5 e
2
1,1ej,1.
Comparing the coefficients on both sides, we get
ζ
(1,j)
1 = ζ
(i,1)
1 = ζ
(1,j)
2 = ζ
(j)
3 = ζ
(i,1)
4 = ζ
(1,i)
4 = ζ
(i,1)
5 = ζ
(1,j)
5 = 0,
for all i, j ∈ Ω \ {1}. Rewriting x with these values for the coefficients, we obtain
x = ζ
(1,1)
1 e1,1 +
n∑
i,j=2
ζ
(i,j)
1 ei,j +
n∑
i,j=2
ζ
(i,j)
2 e1,ie1,1ej,1 + ζ
(1)
3 e
3
1,1
+ ζ
(1,1)
4 e
2
1,1 +
n∑
i,j=2
ζ
(i,j)
4 ei,1e1,j +
n∑
i,j=2
ζ
(i,j)
5 e1,iej,1 + ζe
4
1,1.
Choose q 6= 1 and observe that e1,1eq,q = 0 = eq,qe1,1 by (5) of Proposition 4.2.
Hence,
0 = x eq,q − eq,q x
=
n∑
i,j=2
ζ
(i,j)
1 (ei,jeq,q − eq,qei,j) +
n∑
i,j=2
ζ
(i,j)
2 (e1,ie1,1ej,1eq,q − eq,qe1,ie1,1ej,1)
+
n∑
i,j=2
ζ
(i,j)
4 (ei,1e1,jeq,q − eq,qei,1e1,j) +
n∑
i,j=2
ζ
(i,j)
5 (e1,iej,1eq,q − eq,qe1,iej,1) .
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Using Proposition 4.2, (30) of Proposition 4.7 and (11) of Proposition 4.3 implies
0 =
n∑
i = 2
i 6= q
ζ
(i,q)
1 (ei,1e1,q − e1,qei,1) +
n∑
j = 2
j 6= q
ζ
(q,j)
1 (e1,jeq,1 − eq,1e1,j)
−
n∑
i = 2
i 6= q
ζ
(i,q)
2 e1,ieq,1 +
n∑
j = 2
j 6= q
ζ
(q,j)
2 e1,qej,1 +
n∑
i = 2
i 6= q
ζ
(i,q)
4 (e1,qe1,1ei,1 + ei,q)
−
n∑
j = 2
j 6= q
ζ
(q,j)
4 (e1,je1,1eq,1 + eq,j) +
n∑
i = 2
i 6= q
ζ
(i,q)
5 e1,ie1,1eq,1 −
n∑
j = 2
j 6= q
ζ
(q,j)
5 e1,qe1,1ej,1.
Comparing the coefficients on both sides gives
ζ
(i,q)
1 = ζ
(q,j)
1 = ζ
(i,q)
2 = ζ
(q,j)
2 = ζ
(i,q)
4 = ζ
(q,j)
4 = ζ
(i,q)
5 = ζ
(q,j)
5 = 0,
for all i, j, q ∈ Ω \ {1} and i 6= q 6= j. Rewriting x with these values for the
coefficients, we get
x =
n∑
i=1
(
ζ
(i,i)
1 ei,i + ζ
(i,i)
4 ei,1e1,i
)
+
n∑
i=2
(
ζ
(i,i)
2 e1,ie1,1ei,1 + ζ
(i,i)
5 e1,iei,1
)
+ ζ
(1)
3 e
3
1,1 + ζe
4
1,1.
We next choose q, s ∈ Ω \ {1} and q 6= s and observe that e1,1eq,s = 0 = eq,se1,1
by (5) of Proposition 4.2. Hence,
0 = xeqs − eq,sx
=
n∑
i=1
(
ζ
(i,i)
1 (ei,ieq,s − eq,sei,i) + ζ(i,i)4 (ei,1e1,ieq,s − eq,sei,1e1,i)
)
+
n∑
i=2
(
ζ
(i,i)
2 (e1,ie1,1ei,1eq,s − eq,se1,ie1,1ei,1) + ζ(i,i)5 (e1,iei,1eq,s − eq,se1,iei,1)
)
.
Using Proposition 4.2, (30) of Proposition 4.7 and (11) of Proposition 4.3 gives
0 =
(
ζ
(q,q)
1 − ζ(s,s)1
)
eq,1e1,s +
(
ζ
(s,s)
1 − ζ(q,q)1
)
e1,seq,1
+
(
ζ
(q,q)
4 − ζ(s,s)4
)
(e1,se1,1eq,1 + eq,s)
−
(
ζ
(s,s)
2 − ζ(q,q)2
)
e1,seq,1 +
(
ζ
(s,s)
5 − ζ(q,q)5
)
e1,se1,1eq,1.
Comparing the coefficients on both sides gives
ζ
(q,q)
1 = ζ
(s,s)
1 , ζ
(q,q)
4 = ζ
(s,s)
4 , ζ
(s,s)
2 = ζ
(q,q)
2 , ζ
(s,s)
5 = ζ
(q,q)
5 ,
for all q, s ∈ Ω \ {1} and q 6= s. Hence the values of ζ(q,q)1 , ζ(q,q)4 , ζ(q,q)2 and ζ(q,q)5
(for all q ∈ Ω \ {1}) do not depend on the value of q. We remove the exponents of
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ζ
(q,q)
1 , ζ
(q,q)
4 , ζ
(q,q)
2 and ζ
(q,q)
5 and rewrite x and obtain
x = ζ
(1,1)
1 e1,1 + ζ1
n∑
i=2
ei,i + ζ
(1,1)
4 e
2
1,1
+
n∑
i=2
(ζ4 ei,1e1,i + ζ2 e1,ie1,1ei,1 + ζ5 e1,iei,1) + ζ
(1)
3 e
3
1,1 + ζe
4
1,1.
We observe that x is invariant under the action of the anti-automorphism η.
Therefore, if x commutes with e1,q (resp. eq,1)(q 6= 1) then x commutes with
eq,1(resp. e1,q). Choose q 6= Ω \ {1} and note that eq,1ei,1 = 0 = ei,1eq,1 (i 6= 1) by
(5) of proposition 4.2. Hence,
0 = xeq,1 − eq,1x
= ζ
(1,1)
1 (e1,1eq,1 − eq,1e1,1) + ζ1
n∑
i=2
(ei,ieq,1 − eq,1ei,i)
+ ζ
(1,1)
4
(
e21,1eq,1 − eq,1e21,1
)
+ ζ4
n∑
i=2
ei,1e1,ieq,1 − ζ2
n∑
i=2
eq,1e1,ie1,1ei,1
− ζ5
n∑
i=2
eq,1e1,iei,1 + ζ
(1)
3
(
e31,1eq,1 − eq,1e31,1
)
+ ζ
(
e41,1eq,1 − eq,1e41,1
)
.
Using (5)-(7) of Proposition 4.2, (24) of Propositions 4.6, (34) of Proposition 4.8
and Proposition 4.3 gives
0 = ζ
(1,1)
1 (e1,1eq,1 − eq,1e1,1) + ζ1
n∑
i=2
(eq,1e1,1 − e1,1eq,1)− ζ(1,1)4 eq,1
+ ζ4
(
ne21,1eq,1 + eq,1
)
+ ζ2 e1,1eq,1 − ζ5
(
ne21,1eq,1 + (n− 1)eq,1
)
+ ζ
(1)
3 (−e1,1eq,1 − eq,1e1,1)− ζ(2e21,1eq,1 + eq,1).
Combining the coefficients gives
0 =
(
ζ
(1,1)
1 − ζ1 + ζ2 − ζ(1)3
)
e1,1eq,1 +
(
−ζ(1,1)1 + ζ1 − ζ(1)3
)
eq,1e1,1
+
(
−ζ(1,1)4 + ζ4 − (n− 1)ζ5 − ζ
)
eq,1 + (nζ4 − nζ5 − 2ζ) e21,1eq,1.
Comparing the coefficients on both sides gives
ζ
(1,1)
1 − ζ1 + ζ2 − ζ(1)3 = 0, −ζ(1,1)1 + ζ1 − ζ(1)3 = 0,
− ζ(1,1)4 + ζ4 − (n− 1)ζ5 − ζ = 0, nζ4 − nζ5 − 2ζ = 0.
These equations can be reduced to the system
ζ
(1,1)
1 − ζ1 + ζ(1)3 = 0, ζ2 − 2ζ(1)3 = 0,
ζ
(1,1)
4 + (n− 2)ζ4 −
(
n− 2
n
)
ζ = 0, ζ5 − ζ4 + 2
n
ζ = 0.
This is a linear system of four equations in eight variables. Hence, there are four
free variables. Setting,
(ζ, ζ4, ζ2, ζ1) = (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1),
in the last system gives(
ζ
(1,1)
1 , ζ
(1)
3 , ζ
(1,1)
4 , ζ5
)
=
(
0, 0, n−2
n
, −2
n
)
, (0, 0, 2− n, 1) , (− 12 , 12 , 0, 0) , (1, 0, 0, 0),
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respectively. Using these solutions in x gives z1, z2, z3, z4 respectively. 
6. Explicit decomposition of the universal enveloping algebra
Theorem 6.1. The universal enveloping algebra A of the anti-Jordan triple system
J can be decomposed as follows:
A = F ⊕Mn,n(F )⊕Mn,n(F )⊕Mn,n(F )⊕Mn,n(F ),
where Mn,n is the ordinary associative algebra of all n× n matrices.
Proof. We define the first two sets of n × n matrix units. For all k ∈ {0, 1} and
i, j = 2, . . . , n, we set
B
(k)
1,1 =
1
4
(
e41,1 + e
2
1,1 + (−1)k
(
e31,1 + e1,1
))
,
B
(k)
1,i = e1,1e1,i + (−1)ke21,1e1,i,
B
(k)
i,1 =
1
4
(
ei,1e1,1 + (−1)k(e21,1ei,1 + ei,1)
)
,
B
(k)
i,i =
1
2
(
1
2
(
e41,1 − e21,1
)
+ ei,1e1,i + (−1)k (e1,ie1,1ei,1 + ei,i)
)
,
B
(k)
i,j =
1
2
(
ei,1e1,j + (−1)k(e1,je1,1ei,1 + ei,j)
)
; i 6= j.
We wish to show that for each k ∈ {0, 1}, the elements B(k)i,j ; i, j = 1, . . . , n, satisfy
the multiplication table for matrix units and the product of any B
(k)
i,j by any B
(s)
t,ℓ
is 0 for k 6= s. We note first that if i, j 6= 1 then B(k)1,i B(s)1,j = 0, since e1,1e1,ie1,1 = 0
by (7) of Proposition 4.2. Let i 6= 1. Then
B
(k)
1,1B
(s)
1,i =
1
4
[
(e41,1 + e
2
1,1)e1,1e1,i + (−1)s(e41,1 + e21,1)e21,1e1,i
+ (−1)k (e31,1 + e1,1) e1,1e1,i + (−1)k+s (e31,1 + e1,1) e21,1e1,i] .
Using (36), (37), (34) of Proposition 4.8 and (24) of Proposition 4.6 implies
B
(k)
1,1B
(s)
1,i =
1
4
[
2
(
1 + (−1)k+s) e1,1e1,i + 2 ((−1)s + (−1)k) e21,1e1,i]= δk,sB(k)1,i .
Also,
B
(k)
1,1B
(s)
i,1 =
1
16
[(
e41,1 + e
2
1,1
)
ei,1e1,1 + (−1)s
(
e41,1 + e
2
1,1
) (
e21,1ei,1 + ei,1
)
+ (−1)k (e31,1 + e1,1) ei,1e1,1 + (−1)k+s (e31,1 + e1,1) (e21,1ei,1 + ei,1)] .
Using (34), (35), (38) of Proposition 4.8 and (24) of Proposition 4.6 and observing
that e1,1ei,1e1,1 = 0 by (6) of Proposition 4.2 imply
B
(k)
1,1B
(s)
i,1 =
1
16
[
(−1)s (e21,1ei,1 − e21,1ei,1 − e21,1ei,1 + e21,1ei,1)
+ (−1)k+s (e1,1ei,1 − e1,1ei,1 − e1,1ei,1 + e1,1ei,1)
]
= 0.
Next let i, j 6= 1. Then
B
(k)
1,i B
(s)
j,1 =
1
4
[
e1,1e1,iej,1e1,1 + (−1)se1,1e1,i
(
e21,1ej,1 + ej,1
)
+ (−1)ke21,1e1,iej,1e1,1
+ (−1)k+se21,1e1,i
(
e21,1ej,1 + ej,1
)]
.
Using (15) of Proposition 4.4, (8) of Proposition 4.2, (24) and (25) of Proposition
4.6 gives
B
(k)
1,i B
(s)
j,1 =
1
4δj,i
[
1
2
(
e41,1 + e
2
1,1
)
+ 12 (−1)s(e31,1 + e1,1) + 12 (−1)k
(
e1,1 + e
3
1,1
)
+ 12 (−1)k+s
(
e41,1 + e
2
1,1
)]
= δj,iδk,sB
(k)
1,1 .
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Also,
B
(k)
i,1 B
(s)
1,j =
1
4
[
ei,1e
2
1,1e1,j + (−1)sei,1e31,1e1,j + (−1)k
(
e21,1ei,1e1,1e1,j + ei,1e1,1e1,j
)
+ (−1)k+s (e21,1ei,1e21,1e1,j + ei,1e21,1e1,j)]
= 14
[(
1 + (−1)k+s) ei,1e21,1e1,j + ((−1)s + (−1)k) ei,1e1,1e1,j] ,
since e31,1e1,j = e1,1e1,j and e1,1ei,1e1,1 = 0. Using (15) of Proposition 4.4 and (6)
of proposition 4.2 implies
B
(k)
i,1 B
(s)
1,j =
1
4
[
(1 + (−1)k+s) (δj,i 12 (e41,1 − e21,1) + ei,1e1,j)
+ ((−1)s + (−1)k) (e1,je1,1ei,1 + ei,j)
]
= δk,sB
(k)
i,j .
We have shown that
B
(k)
1,i B
(s)
1,j = 0, B
(k)
1,1B
(s)
1,i = δk,sB
(k)
1,i , B
(k)
1,1B
(s)
i,1 = 0,
B
(k)
1,i B
(s)
j,1 = δk,sδj,iB
(k)
1,1 , B
(k)
i,1 B
(s)
1,j = δk,sB
(k)
i,j ,
for all i, j 6= 1. By applying the anti-automorphism η to both sides of the first three
products and observing that B
(k)
1,i = 4η(B
(k)
i,1 ), we obtain
B
(k)
j,1B
(s)
i,1 = 0, B
(s)
i,1B
(k)
1,1 = δk,sB
(k)
i,1 , B
(s)
1,iB
(k)
1,1 = 0.
Now we use the above products to get all the others. For k, s ∈ {0, 1} and i 6= 1, we
have B
(k)
1,i B
(k)
i,1 = B
(k)
1,1 , hence B
(s)
1,1B
(k)
1,i B
(k)
i,1 = B
(s)
1,1B
(k)
1,1 . Thus B
(s)
1,1B
(k)
1,1 = δk,sB
(k)
1,1 .
We now have B
(k)
i,q = B
(k)
i,1 B
(k)
1,q (for all i, q). Hence, B
(k)
i,q B
(s)
ℓ,t = B
(k)
i,1 B
(k)
1,qB
(s)
ℓ,1B
(s)
1,t =
δk,sδq,ℓB
(k)
i,1 B
(k)
1,1B
(k)
1,t = δk,sδq,ℓB
(k)
i,1 B
(k)
1,t = δk,sδq,ℓB
(k)
i,t (for all i, q, ℓ, t). Summariz-
ing
(41) B
(s)
i,j B
(s)
t,ℓ = δj,tB
(s)
i,ℓ , B
(s)
i,j B
(k)
t,ℓ = 0,
for all s, k ∈ {0, 1}, s 6= k and i, j, t, ℓ = 1, . . . n.
We define next the two other sets of n × n matrix units. For k ∈ {0, 1} and
i, j = 2, . . . , n, we set
D
(k)
1,1 =
1
4
(
e41,1 − e21,1 + (−1)kI
(
e1,1 − e31,1
))
,
D
(k)
1,i = − 12
(
e1,1ei,1 + (−1)kI e21,1ei,1
)
,
D
(k)
i,1 = − 12
(
e1,ie1,1 + (−1)kI
(
e21,1e1,i − e1,i
))
,
D
(k)
i,i =
1
2
(
1
2
(
e41,1 + e
2
1,1
)− e1,iei,1 − (−1)kI e1,ie1,1ei,1) ,
D
(k)
i,j = − 12
(
e1,iej,1 + (−1)kI e1,ie1,1ej,1
)
; i 6= j,
where I =
√−1. We wish to show that for each k ∈ {0, 1}, the elements D(k)i,j ; i, j =
1, . . . , n, satisfy the multiplication table for matrix units and the product of any
D
(k)
i,j by any D
(s)
t,ℓ is 0 for k 6= s. We note first that if i, j 6= 1 then D(k)1,iD(s)1,j = 0,
since e1,1ei,1e1,1 = 0. Let i 6= 1. Then
D
(k)
1,1D
(s)
1,i = − 18
[
(e41,1 − e21,1)e1,1ei,1 + (−1)sI
(
e41,1 − e21,1
)
e21,1ei,1
+ (−1)kI (e1,1 − e31,1) e1,1ei,1 − (−1)k+s (e1,1 − e31,1) e21,1ei,1] .
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Using (35), (38), (34) of Proposition 4.8 and (24) of Proposition 4.6 gives
D
(k)
1,1D
(s)
1,i = − 18
[
2e1,1ei,1 + 2(−1)sI e21,1ei,1 + 2(−1)kI e21,1ei,1 + 2(−1)k+se1,1ei,1
]
= − 14
[(
1 + (−1)k+s) e1,1ei,1 + ((−1)s + (−1)k) I e21,1ei,1]= δk,sD(k)1,i .
Also,
D
(k)
1,1D
(s)
i,1 = − 18
[
e41,1e1,ie1,1 + (−1)sI e41,1
(
e21,1e1,i − e1,i
)− e21,1e1,ie1,1
− (−1)sI e21,1(e21,1e1,i − e1,i) + (−1)kI
(
e1,1 − e31,1
)
e1,ie1,1
− (−1)k+s (e1,1 − e31,1) (e21,1e1,i − e1,i)] .
Using (34), (36), (37) of Proposition 4.8 and (24) of Proposition 4.6 and observing
that e1,1e1,ie1,1 = 0 imply
D
(k)
1,1D
(s)
i,1 = − 18
[
(−1)sI (e21,1e1,i − e21,1e1,i)− (−1)sI (e21,1e1,i − e21,1e1,i)
− (−1)k+s (e1,1e1,i − e1,1e1,i − e1,1e1,i + e1,1e1,i)
]
= 0.
Next let i, j 6= 1. Then
D
(k)
1,iD
(s)
j,1 =
1
4
[
e1,1ei,1e1,je1,1 + (−1)sI
(
e1,1ei,1e
2
1,1e1,j − e1,1ei,1e1,j
)
+ (−1)kI e21,1ei,1e1,je1,1 − (−1)k+se21,1ei,1
(
e21,1e1,j − e1,j
)]
.
Using (20) of Proposition 4.5, (6) of Proposition 4.2, (30) and (31) of Proposition
4.7 gives
D
(k)
1,iD
(s)
j,1 =
1
4
[
δi,j
1
2
(
e41,1− e21,1
)− δi,j(−1)sI 12 (e31,1− e1,1)+ δi,j(−1)k 12 I(e1,1− e31,1)
+ δi,j(−1)k+s 12 (e41,1 − e21,1)
]
= 14δi,j
[
1
2
(
1 + (−1)k+s) (e41,1 − e21,1)+ 12 ((−1)s + (−1)k) I(e1,1 − e31,1)]
= δs,kδi,jD
(k)
1,1 .
Also,
D
(k)
i,1D
(s)
1,ℓ =
1
4
[
e1,ie
2
1,1eℓ,1+(−1)sI e1,ie31,1eℓ,1+(−1)kI
(
e21,1e1,ie1,1eℓ,1− e1,ie1,1eℓ,1
)
− (−1)k+s (e21,1e1,ie21,1eℓ,1 − e1,ie21,1eℓ,1)] .
Using (11) of Proposition 4.3 and (23) of Proposition 4.5 implies
D
(k)
i,1D
(s)
1,ℓ =
1
4
[
(1 + (−1)k+s) (δi,ℓ 12 (e41,1 + e21,1)− e1,ieℓ,1)
− ((−1)s + (−1)k) I e1,ie1,1eℓ,1]= δk,sD(k)i,ℓ .
The other products can be obtained by using the argument at the end of the proof
of the first two sets of n× n matrix units. Summarizing
(42) D
(s)
i,jD
(s)
k,ℓ = δj,kD
(s)
i,ℓ , D
(s)
i,jD
(t)
k,ℓ = 0,
for all s, t ∈ {0, 1}, s 6= t and i, j, k, ℓ = 1, . . . , n.
We wish to prove now that the product of any D
(k)
i,j by any B
(s)
m,n is 0. Clearly
D
(k)
1,iB
(s)
ℓ,1 = 0 and D
(k)
1,iB
(s)
1,ℓ = 0 (i, ℓ 6= 1), since ei,1eℓ,1 = 0 and e1,1ei,1e1,1 = 0.
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Let ℓ 6= 1. Then
D
(k)
1,1B
(s)
1,ℓ =
1
4
[(
e41,1 − e21,1
)
e1,1e1,ℓ + (−1)s(e41,1 − e21,1)e21,1e1,ℓ
+ (−1)kI (e1,1 − e31,1) e1,1e1,ℓ + (−1)k+sI (e1,1 − e31,1) e21,1e1,ℓ]
= 14
[
(e1,1e1,ℓ − e1,1e1,ℓ) + (−1)s
(
e21,1e1,ℓ − e21,1e1,ℓ
)
+ (−1)kI (e21,1 − e21,1) e1,ℓ + (−1)k+sI (e1,1 − e1,1) e1,ℓ]= 0,
using (36), (37), (34) of Proposition 4.8 and (24) of Proposition 4.6. Also,
D
(k)
1,1B
(s)
ℓ,1 =
1
16
[
(e41,1 − e21,1)eℓ,1e1,1 + (−1)s
(
e41,1 − e21,1
) (
e21,1eℓ,1 + eℓ,1
)
+ (−1)kI (e1,1 − e31,1) eℓ,1e1,1 + (−1)k+sI (e1,1 − e31,1) (e21,1eℓ,1 + eℓ,1)]
= 116
[
(−1)s (e21,1eℓ,1 − e21,1eℓ,1 − (−e21,1eℓ,1 + e21,1eℓ,1))
+ (−1)k+sI (−e1,1eℓ,1 + e1,1eℓ,1 − e1,1eℓ,1 + e1,1eℓ,1)
]
= 0,
using (38), (34), (35) of Proposition 4.8 and (24) of Proposition 4.6. We have shown
that
D
(k)
1,iB
(s)
ℓ,1 = 0, D
(k)
1,iB
(s)
1,ℓ = 0, D
(k)
1,1B
(s)
1,ℓ = 0, D
(k)
1,1B
(s)
ℓ,1 = 0,(43)
for all i, ℓ 6= 1 and k, s ∈ {0, 1}. Let ℓ 6= 1, then D(k)1,iB(s)1,1 = D(k)1,iB(s)1,ℓB(s)ℓ,1 = 0
(for all i), using (41) and (43). Combining this result with the first and the last
equations of (43) gives D
(k)
1,iB
(s)
j,1 = 0 (for all i, j). By (41) and (42), D
(k)
i,j B
(s)
t,ℓ =
D
(k)
i,1D
(k)
1,jB
(s)
t,1B
(s)
1,ℓ (for all i, j, t, ℓ). Hence, D
(k)
i,j B
(s)
t,ℓ = 0 (for all i, j, t, ℓ). By us-
ing the anti-automorphism η, we can show that B
(s)
t,ℓD
(k)
i,j = 0 (for all i, j, t, ℓ).
Summarizing
(44) D
(k)
i,j B
(s)
t,ℓ = 0 = B
(s)
t,ℓD
(k)
i,j for all i, j, t, ℓ = 1, . . . , n, s, k ∈ {0, 1}.
Finally, we define the set of 1× 1 matrix unit. We set,
A1,1 =
n∑
i=2
e1,iei,1 −
n∑
i=2
ei,1e1,i − ne41,1 + 1.(45)
We wish to show that A21,1 = A1,1 and the products of A1,1 by any B
(k)
i,j and D
(k)
i,j
are 0. We observe that
(46)
1∑
k =0
(
B
(k)
1,1 +D
(k)
1,1
)
+
n∑
i =2
1∑
k =0
B
(k)
i,i +
n∑
i =2
1∑
k =0
D
(k)
i,i
= e41,1 +
n∑
i=2
(
1
2 (e
4
1,1 − e21,1) + ei,1e1,i
)
+
n∑
i=2
(
1
2 (e
4
1,1 + e
2
1,1)− e1,iei,1
)
= e41,1 +
1
2 (n− 1)(e41,1 − e21,1) +
n∑
i=2
ei,1e1,i +
1
2 (n− 1)(e41,1 + e21,1)−
n∑
i=2
e1,iei,1
= ne41,1 +
n∑
i=2
ei,1e1,i −
n∑
i=2
e1,iei,1.
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Using (46) in (45) gives
(47) A1,1 = 1−
(
1∑
k=0
(
B
(k)
1,1 +D
(k)
1,1
)
+
n∑
i=2
1∑
k=0
B
(k)
i,i +
n∑
i=2
1∑
k=0
D
(k)
i,i
)
.
Multiply (47) by B
(k)
ℓ,m from the right and use the relations of (41), (42) and (44)
(of the present proof), we obtain
A1,1B
(k)
ℓ,m = B
(k)
ℓ,m −B(k)ℓ,m = 0.
Similarly, we can show that B
(k)
ℓ,mA1,1 = 0 and A1,1D
(k)
ℓ,m = 0 = D
(k)
ℓ,mA1,1. To show
A21,1 = A1,1, we multiply (47) by A1,1 and use the last discussion.
Now let Φ
(k)
n (resp. Ψ
(k)
n and τ1) denote the subspace of A generated by the
B
(k)
i,j (resp. D
(k)
i,j and A1,1), k ∈ {0, 1}. Our discussion shows that Φ(k)n (resp.
Ψ
(k)
n and τ1) is a subalgebra of A and isomorphic to Mn,n (resp. Mn,n and M1,1),
Φ
(k)
n Φ
(s)
n = 0 = Φ
(s)
n Φ
(k)
n , Ψ
(k)
n Ψ
(s)
n = 0 = Ψ
(s)
n Ψ
(k)
n (k 6= s), Φ(k)n Ψ(s)n = 0 =
Ψ
(s)
n Φ
(k)
n , Φ
(s)
n τ1 = 0 = τ1Φ
(s)
n and Ψ
(s)
n τ1 = 0 = τ1Ψ
(s)
n . By (47) and the definitions
of B
(k)
i,j and D
(k)
i,j , we have
(48)
1 = A1,1 +
n∑
i=1
B
(0)
i,i +
n∑
i=1
B
(1)
i,i +
n∑
i=1
D
(0)
i,i +
n∑
i=1
D
(1)
i,i ,
e1,1 = B
(0)
1,1 −B(1)1,1 − ID(0)1,1 + ID(1)1,1,
ei,j = B
(0)
i,j −B(1)i,j − ID(0)j,i + ID(1)j,i ; i, j 6= 1, i 6= j,
ei,i = B
(0)
i,i −B(1)i,i − ID(0)i,i + ID(1)i,i ; i 6= 1,
e1,i =
1
2B
(0)
1,i − 12B(1)1,i − ID(0)i,1 + ID(1)i,1 ; i 6= 1,
ei,1 = 2B
(0)
i,1 − 2B(1)i,1 − ID(0)1,i + ID(1)1,i ; i 6= 1.
Thus all the 1, ei,j ∈ τ1 ⊕ Φ(0)n ⊕ Φ(1)n ⊕Ψ(0)n ⊕Ψ(1)n . Hence A = τ1 ⊕ Φ(0)n ⊕ Φ(1)n ⊕
Ψ
(0)
n ⊕Ψ(1)n . 
Remark 6.2. The equations (48) (of the last proof) describe all inequivalent irre-
ducible representations of the anti-Jordan triple system J.
Corollary 6.3. The universal enveloping algebra of the simple anti-Jordan triple
system of all n× n matrices over an algebraically closed field is semisimple.
The next example shows that the universal enveloping algebra is not necessary
to be finite-dimensional
Example 6.4. Consider the 2-dimensional anti-Jordan triple system S with basis
B = {a = e1,2, b = e2,1} of matrix units and triple product given by 〈a, b, c〉 =
abc − cba. It is easy to check that the multiplication table of S is zero. The
universal enveloping algebra is associative algebra with relations: b2a = ab2 and
ba2 = a2b, which is the down-up algebra A(0, 1, 0) (see [2]).
To conclude the paper, we formulate the following conjecture.
Conjecture. If the universal enveloping algebra of a simple finite-dimensional anti-
Jordan triple system is finite-dimensional, then it is semisimple.
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