It is convenient to speak of n "sockets" in series, each of which must contain a working component for the system to work. When m is not too large, a key step in the proofs will be to show that the probability of two or more Tallures in any socket is negligible as n ->■ <»> . Define i.e. , the survival probability of an (m + 1) -out-of-n system.
Theorem 2.3;
If m ■ o(n ) as n -•■ <» , and if {a > 0} and {b } are sequences of n n normalizing constants such that
The proof of this theorem will depend on the following lemmas. (ii) Follows by considering the coefficient of Z^ in ^rn-S^M'-^r for n sufficiently large.
where c > 0 Is arbitrary. The result follows on letting e -* 0 .
Proof of Theorem 2.3;
Define the following notation:
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u , by use of (2.4) .
Now if x is replaced by (a x + b ) and the second assumption of the n n theorem used, it is seen that the last term approaches zero as n -*■ '» .
Combining results:
and since d.f.'s are bounded, the theorem is proved.
Proof of Theorems 2.1 and 2.2:
To examine the possible normalizing sequences {a } and {b } which satisfy the conditions of Theorem 2. For independent, identically distributed nonnegative component random variables:
where the t's are the corresponding order statistics. 
Proof;
The form of c(n,m,r) follows by observing that it is the coefficient of Z in: 
variance of N. (t) . It is veil known that renewal counting functions N.(t)
have finite moments of all orders for each fixed t so that the existence of u(t) and o(t) is guaranteed. 
Similarly. P<S n (t 1 -€)/n < 1} -► 1 , so that finally
In /act, Theorem 2.4 can be replaced by A stronger result that is analogous to the strong law of large numbers, viz. Pjlim n ■ t.l -1 .
The proof of this is similar to that of Theorem 2.4 with the strong law of large numbers applied to the sum S (t) .
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Theorem 2.5:
If p(t) has a positive first derivative v'Ct) at t 1 then /n(n -tj) has a limiting normal d.f. with mean zero and variance Mt^/y'^)} 2 .
The proof of this theorem depends on:
If p(t) is continuous at some point t.. , then o(t) is continuous at t. .
Proof:
Assume that p(t) is continuous at t 1 ; then from the following representation (e.g., see [1] , p. 5A)
It suffices to show that the first term in this expression -denoted by
The first term in (2.16) is not greater than u(h)[y(t 1 + h) -w(t 1 )] , 1 1 I which becomes arbitrarily small as h -♦■ 0 by continuity of p at the point i t. . The second term will give a nonnegligible contribution only if y has discontinuities at both t, -x and x , for some x , 0 < x < t, . However,
1-1 this means that F (t) ia discontinuous at t.. -x , for some 1 , and.
F^'(t) la discontinuous at x , for some j , so that F ^ (t) Is discontinuous at t 1 and this with (2.18) contradicts the hypothesis. Thus, a Is continuous at the point t, .
Proof of Theorem 2.5:
Now S (t. + x/i/n) may be written In the form I X . , where k=l X . = N, (t. + x//n) ; it is clear that the {X . } are Independent, identically distributed and have finite moments of all orders. Thus, a modification of Liapunov's version of the central limit theorem (see [12] , p. 277) may be applied to give:
where, as before, * is the normal (0,1) d.f. Now ;j(t, + x/i/n) may be written in the form 
where J Is a sum over all k such that 1 1 ^ < k 2 < ... < k < n .
Proof;
The result holds for J = 1 , so assume the inductive hypothesis that it holds up to j -1 . Clearly It is easy to see that the second term above is asymptotically negligible. It Is easy to show that llm G (ax + b)"0 for x < 0 ; consider one of nm n n -the terms In the sum (A.6) with x > 0 : (ii) a < 1 , x ^ 0 , 0 < <Kx) < 1 •
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