Abstract-An increasing concern amongst designers and integrators of military and defense-related systems is the underlying security of the individual microprocessor components that make up these systems. Malicious circuitry can be inserted and hidden at several stages of the design process through the use of third-party Intellectual Property (IP), design tools, and manufacturing facilities. Such hardware Trojan circuitry has been shown to be capable of shutting down the main processor after a random number of cycles, broadcasting sensitive information over the bus, and bypassing software authentication mechanisms. In this work, we propose an architecture that can prevent information leakage due to such malicious hardware. Our technique is based on guaranteeing certain behavior in the memory system, which will be checked at an external guardian core that "approves" each memory request. By sitting between off-chip memory and the main core, the guardian core can monitor bus activity and verify the compiler-defined correctness of all memory writes. Experimental results on a conventional x86 platform demonstrate that application binaries can be statically reinstrumented to coordinate with the guardian core to monitor offchip access, resulting in less than 60% overhead for the majority of the studied benchmarks. 
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Introduction
The high economic cost of fabrication is pushing semiconductor companies to move their fabrication technology to overseas locations, or to go completely fab-less and outsource fabrication to other companies. Moreover there is an increasing trend of using third-party Intellectual Property (IP) cores and tools. These developments suggest that modern microchips are designed and fabricated in relatively less trusted environments. A security breach in the fabrication and masking stages can lead to what is called a hidden circuit or a Trojan hardware attack. Recent research suggests four main threats from malicious hardware [1] : the chip could be reverse engineered, with sensitive IP being leaked out to competitors; the chip could be counterfeited by simply manufacturing additional copies; the chip's life span could be greatly shortened through manipulation of subtle electrical characteristics; and malicious hardware, which can be used for various purposes, could be inserted.
The insertion of malicious hardware is potentially the most troublesome threat, given that this hardware could be used in order to break encryption, broadcast sensitive information, circumvent authentication mechanisms, or disable or modify intended software execution. This added functionality might be small in terms of design complexity. As the malicious hardware will fall outside the predetermined range of testing parameters, it is thought to be inherently undetectable via traditional visual and functional chip verification methodologies.
In this paper, we propose a system for detecting information leakage attacks. The system is based upon the concept of a guardian core in order to protect against Trojan circuits that aim to leak confidential data. This work is motivated by the observation that both information leakage and unexpected execution events can only take place given surreptitious processor writes to memory. Malicious memory reads can be essentially ignored, as the flow of information stays internal to the chip until the subsequent memory write operation. Our guardian core acts as a gatekeeper for the memory write operations executed by the main core. Specifically, the program binary is instrumented to generate two memory write operations for each of the writes in the original code. The guardian core then checks whether the memory stream exhibits the predetermined properties of the instrumented binary. Any deviation will be detected and stopped at the guardian core preventing the information leakage. Overall, by sitting between off-chip memory and the main core, the guardian core can monitor bus activity and verify the compilerdefined correctness of all memory writes.
There are several advantages of our scheme. First, the underlying implementation can be transparent to the application developer. Through the development of an x86 static binary instrumentation infrastructure, we demonstrate the applicability of our approach to legacy code. The inclusion of reconfigurable logic fabric can make the underlying guardian core implementation transparent to the hardware designer as well. Experimental results show that the overhead of the technique is dependent on the memory access behavior of the application. For compute intensive applications the overhead is as low as 1.7%. The average overhead for the compute intensive benchmarks is 31.2%. For highly data-intensive applications, on the other hand, the overhead can be over 100%; reaching up to 396% for one of the target applications.
The remainder of this paper is organized as follows. Section 2 provides a brief background on possible Trojan hardware attacks. In Section 3, we present our information leakage detection framework. A detailed description of the scheme and various design challenges are dealt in Section 4. Section 5 illustrates the experimental results obtained from our scheme, and Section 6 discusses related work in this area. Finally, the paper is concluded in Section 7 with a brief summary of the work.
Malicious Circuits: Attack Model
Mobile devices or personal computers could be built out of malicious chips even when the software is subjected to the highest standards of security in its design and operation, i.e., the software is completely encrypted in main memory and is only decrypted at the time of execution in the processor. A hidden circuit inside the processor can thwart this approach by seizing execution control at an opportune moment and writing out decryption keys onto peripherals. An even more rudimentary attack is to simply halt the processor at the worst possible moment, at a critical or random time long after the processor has been in use [2] . Trojan circuits can also be set up to scan for electromagnetic signals so that a processor can be shutdown when provided the right external cue. Another possible attack is to use such circuits to facilitate reverse engineering of system design. Attacks using malicious hardware usually involve a much larger investment than software alone attacks; hence they often target higher-value systems. Therefore, the problem we have described is of particular interest to military, government applications, as well as to commercial entities concerned with guarding their intellectual property. Leakage attacks can be caused by leaking out secret information to the memory bus, where an adversary can easily monitor the bus activity and decipher the secret [4] . Figure 1a describes a high level view of information leakage whereby the stored encryption keys are leaked out on the system bus. Figure  1b shows such tailor-made attacks can easily fit within a commercially available secure processor (DS5002FP) manufactured by Dallas Semiconductors [3] . In both cases, the hardware encryption unit can be bypassed and the keys can be broadcasted onto the external memory bus. Previous works show that testing techniques like scan chains can be used to attack stored information in registers [5] . Our primary goal is to detect a leakage of information through any possible Trojan circuitry.
Information Leakage Detection
In most cases, information leakage due to hidden on-chip malicious circuits takes place due to illegal writes to the main memory. Data fetches and reads are not a concern, since even if some confidential information is read from the memory it cannot be leaked to the external world unless it is leaked out on to the memory bus. Assuming there is no external data interface (e.g., data/network ports) on the chip itself other than the address and data bus, whatever goes out of the core must reside in the memory first. Thus, only stores to a memory location can be considered as a possible malicious operation by the processor; a Trojan circuit can leak information by exploiting such vulnerabilities. For example, there may be a simple control circuitry inside the processor that multiplexes the address on the address bus and inserts a new store operation in the execution flow. This store in itself can leak out some confidential information. Such an attack can be easily implemented by a sophisticated attacker. More importantly, it will be very difficult for a user to understand the existence of such circuits. Therefore, to prevent information leakage the end-users and/or manufacturers need to counter the attacks that target stores to memory bus. The core idea behind our malicious leakage detection framework lies in being able to replicate the memory operations in an application. Specifically, for a stream of memory accesses (data reads or writes) in a given application, an equivalent stream can be generated which emulates the memory access behavior. In other words, the source code/binary can be modified to generate two simultaneous streams: the original one and a parallel one for which the addresses are generated using a secret key. If the "parallel" stream bears a one to one symmetric key mapping from the original stream, it will be possible to detect any alteration of the original address/data by comparing with the newly generated address/data. In other words, if for all memory operations in a program a matching memory operation is inserted in the same program, then changes in the original address stream can be detected by comparing with the second memory stream. Similarly, an insertion of any new memory operation will also be detected. Hence, any data that will be sent out by the Trojan circuitry can be detected and blocked. We refer to the newly generated stream as a shadow stream of the original memory operations. We demonstrate through our work that such a shadow stream can be generated by instrumenting the original binary.
Once a set of memory operations can be emulated, any secondary execution core sitting on the memory bus can perform a checking whether the shadow stream and the original stream bear a predefined mapping or not. Using a specified set of keys and a mapping function, a mismatch in the address operands of the original memory instructions and the emulated (shadow) stream will infer that a possible information leakage attack has been launched by some malicious circuitry inside the processor. Figure 2 illustrates the overall mechanism of our scheme, which consists of two main components. First, an application binary deployed by a software vendor can be modified by the end user to provide additional security features. Specifically, the end user can utilize a confidential key and instrument the application binary to generate a new stream of memory operations which can be incorporated in the original binary. Second, an external reprogrammable core sitting on the memory bus can be programmed by the user in such a way that it can check whether the mapping between the two memory streams holds or not. If there is a mismatch, this external core can raise a flag that an information leakage attack has taken place. We call such a core the guardian core (GC). The checking code for the reprogrammable core can be generated during the binary instrumentation stage. Note that we do not handle the case where there is collusion between the GC and the processor core, i.e., the case where the processor and the GC both have malicious hardware in them incorporated by the same attacker.
Detailed Approach
To guarantee such bus pattern, we instrument a shadow operation for every memory operation in the binary. In other words, our goal is to generate a shadow store operation for all the write operations in the original binary. If all store instructions in a processor can be confirmed, information leakage attacks can be detected. However, if we only replicate the store operations, we cannot guarantee that the shadow store data and the original store data will be evicted at the same time. Therefore, we have to also replicate memory read operations to guarantee eviction of the stores (details will be provided in the following subsection). For example, let us say an application software contains instructions with memory access of the form store X,(A), i.e., store value X to the memory location pointed by A. First, for all such store instructions an extra instruction is added of the form store X',(A'), where there exists a one-to-one symmetric key mapping between the addresses A and A'. Note that the address A' may be in a random address block, and hence writing a new data to A' might corrupt previously stored data. To prevent this, our system first loads the value from the location A' to a local register and then writes the same value to A'. Thus although the memory block for A' is dirty, its contents remain unaltered. Second, we have to guarantee that these two instructions follow each other in the memory request. At least, we need to guarantee that they need to be close to each other (otherwise, the initial request will be delayed). Therefore, the eviction of one cache block containing A will guarantee the eviction of the cache block containing A'. In such a scenario, every data write request that goes out of the processor to the external memory bus will have the shadow request with address obfuscated by a symmetric key mapping. Third, if the shadow request is not seen for every memory access operation then there could be a possible information leakage attack that has modified the address bus, by inserting a malicious store. Note that such an address mismatch mapping can also take place due to malfunctioning of the processor; however, in either case, we halt the store operation and raise an alarm. Now let us discuss how such a symmetric mapping to a shadow address can be generated for every address in the program binary. Instructions in a binary use virtual addressing scheme; however, memory transactions always use physical addresses of cache blocks. During virtual to physical address translation, the least significant bits of a virtual address remain unaltered, while the most significant bits are changed to the most significant bits of the corresponding physical address. Hence any address generated by the modification of the least significant bits of a virtual address will reside in the same page in the physical memory. For example, in case of a 4KB page size, the last 12 bits of the any virtual address can be modified to generate an address within the same page in the memory. Likewise, the symmetric key mapping in our scheme changes the last 12 bits of the virtual address to generate an obfuscated address. Note under symmetric mapping with key (K), address A will map to A'= f (A,K) and A' will map to A = f (A',K), where f is a mapping function. A simple way of generating such a mapping is using a xor function; xor operation with a stream of 0s and 1s flips the bits of the original address in location of the 1s and preserves the bits in the location of 0s. One advantage of the x86 ISA is the availability of the xor logical instruction, which makes the address translation an atomic operation. The symmetric mapping in our scheme from address A to A' requires that (i) both go to the same page, (ii) but not to the same block. Hence for our 32-bit system with 4KB page size, the key can only modify middle 5 bits. If a new address is generated by modifying the higher bits of a virtual address then the symmetric mapping may not hold for the corresponding physical addresses. However, if two virtual addresses map within the same page, the symmetric mapping still holds at the physical address level. For this reason, shadow address is generated by performing XOR on the middle 5 bits as indicated in Figure 3a. order (b) B,B',A,A', (c) B,B',A',A,  and (c) A,B,B' ,A
Guaranteeing Predictable Bus Traffic
One of the principal advantages of our scheme is that it generates a detectable memory traffic pattern by guaranteeing the eviction of cache blocks in a sequential order. Codes are instrumented in such a way that a shadow address A' is always evicted once the address A is evicted. To illustrate this idea, let us assume an address B already loaded in a dirty cache block; according to the scheme this will mean that a corresponding B' exists in the cache block which is symmetrically generated from the original block. In our example, we use the symbol ' ' to imply symmetric mapping, i.e., mapping of instructions to the same cache block within the same page boundary. When another address A tries to store to the same cache block as B (Figure 3b ), an extra store to A' is generated such that it accesses the cache block containing B'. This will evict both the blocks containing B and B' and the data traffic will pass through the memory bus. The GC in this case will check whether the mapping between B B' holds. If it does not hold, there may be a possibility that a malicious circuit in the chip has affected the original data stream by generating alien data traffic. If it holds, both of these requests will be sent to the memory. In a second case, Figure 3c , the memory instructions with address A and A' map to cache blocks containing B and B', respectively (here A B' and A' B). Here the address B' is evicted by A and B is evicted by A' (since an A is always accompanied by an A', and henceforth). The address bus pattern will thus be B' followed by B. The GC can perform its original checking by matching whether the mapping holds.
Things might be more complicated when the address requests are interleaved (Figure 3d ). Let us assume the requests come in the following order: A, B, A' and B'. If the mappings A B and A' B' hold, initially A and B will reside in the cache; after which, A' evicts B and B' evicts A. The bus traffic will thus see A and B coming out which still satisfies the mapping. The GC on finding out that the mapping holds, will allow these operations to go through. Later when A' and B' are also evicted and seen on the bus, these two requests will be forwarded as well. As a result, even if A and A' were not matched together (i.e., the execution was not in the intended order), the execution of the application will continue without causing a delay.
Binary Instrumentation Framework
To implement the above scheme we have used a static instrumentation technique on x86 binaries. X86 binaries use complex instruction set architecture (CISC) where logical, arithmetic, data transfer, and control flow operations can access memory. Hence for all such memory operations, we have instrumented an address and data mapping technique as described in the previous subsection. The major challenges in designing such an instrumentation framework are due to the steps involved in effective address calculation for every memory access, generating a new address for the same, and generating a data access for the newly generated address. Since all these actions cannot be performed atomically, we insert a set of instructions at specific locations in the basic block. The next task is to find the appropriate location in the basic block to instrument these extra instructions. Specifically, the main bottleneck is to find a "free" register to perform the new address calculation. For this purpose, we use a simple search strategy that checks for dead registers within a basic block. In case a register value is written without being read in the same instruction, that register can be used for instrumentation: the register is used to store the temporary address after mapping (A' for address A). Since the same is rewritten just after the instrumented code the program execution is not affected.
Not all basic blocks contain free registers. In such cases, we consider the control flow to find possibly free registers. Specifically, if the current basic block falls through to the next one, we can find a dead register in the following block and use it in the current block for address calculation (assuming there are no uses of the register in the following block). In addition, if the current basic block ends in a conditional branch operation, free register in the fall through basic block may not be used. In this case, we search for the necessary remote basic blocks and check whether a register is free in all such subsequent basic blocks. If successful, we use this register in the current basic block for instrumentation. If all these three cases fail, we generate an additional global memory, as a temporary scratchpad for the address conversion. Note that we have to perform two load and store operations to this location. Hence, the main disadvantage of this option is the performance overhead. A memory operation is much more expensive than a logical register operation. Figure 4 provides a pictorial description of the code instrumenting strategies we adopt for our scheme. Note that this method is similar to the live variable analysis and register allocation [6] performed by state of the art compilers. However, since we are using a binary instrumentation framework to incorporate security features, we are adding this extra overhead. For our framework to work, the system must satisfy the following criteria. First, the L2 cache write policy has to be write through, i.e., the updated information in the L2 cache is written to both the block in the cache and to the corresponding block in the memory. If such assumption does not hold true, then there can be a possible interleaving of data during eviction. Secondly, the cache eviction policy is assumed to be deterministic. In other words, our scheme will work for policies like Least Recently Used (LRU) block eviction and not random eviction.
Guardian Core (GC) Functionality
The GC is a reprogrammable unit consisting of a local storage buffer and simple control logic. The GC lies in between the (b) (c) (a) memory and the processor, and can be thought of a secondary core (soft core), or a component of the memory controller that monitors the bus activity generated by the processor. The local buffer is a content-addressable memory (CAM) that stores address and data blocks from the bus. The maximum size of this buffer is limited by the total number of blocks in the cache. However, for most applications, we see that a smaller buffer size would suffice. In case several applications share the same cache, the size of the buffer can be determined by the total number of blocks used by the applications. Besides, the GC also possesses a simple control unit, which is capable of performing logical operations. This unit is used during address checking operation when a given address value is XOR'd with the user provided key checked against the addresses in the buffer.
For a load operation, the GC immediately sends the request to the memory. At the same time, it checks whether the requested address is present in its local buffer. If it finds this data, it is forwarded to the processor and the new data arriving from the memory is ignored. During a store operation, the GC checks the store address with the address entries in its local buffer. In case the GC sees an address that maps to a stored address using the key mapping function, it evicts the entry since a matching pair has been found. In such a case, both of the write operations are carried out. If the address on the bus doesn't match with any of the buffer entries, it stores the address and data as a new buffer entry. The scheme ensures that every store to address A on memory bus will have the matching A' evicted from the cache. The GC thus waits for the equivalent A'. Section 5 provides a listing on the number of instructions between the original and the instrumented instruction.
In case the GC doesn't find a match for any buffered address at the end of program execution, this will mean that a store instruction within the application is modified into a new store instruction with a different address for which the mapping function does not hold. In other words, the Trojan hardware has inserted a new store instruction in the stream. Under such circumstances the GC raises an alarm that a malicious bus activity has taken place.
The latency of a load is unaltered due to the GC. In fact, it may speed up the data access by providing dirty data from its local buffer. On the other hand, during a store operation, there is an additional overhead due to GC's checking of addresses. However, store instructions are generally not "urgent". In other words, if the processor is writing a dirty block, the store instructions can be delayed without affecting the rest of the execution in the core. Note that we assume that the GC does not collude with the main processor to leak information. Also, since the GC sits outside the main chip, which may have a malicious hardware inside, it is out of the reach of the attacker. Moreover, making the functionality of GC to be reprogrammable makes it less susceptible to attacks.
Experimental Results
We developed a full system prototype of an x86 static binary instrumentation framework on a dual core 2.6 GHz AMD Opteron processor with 1MB L2 cache. We have currently implemented our framework on Suse-10 Linux environment with gcc compiler version 4.1. Our prototype system takes in a gcc compiled binary, disassembles it into assembly code and instruments the same, and recompiles to form the modified binary. To examine the effectiveness of our approach we chose several x86 elf format binaries from three different benchmark suites. The first one is MiBench, a free, commercially representative embedded benchmark suite which encompasses a wide variety of applications from sorting to complex hashing algorithms [7] . The second benchmarking suite used is MineBench which is a collection of data mining applications extensively used to solve commercial decision making problems [8] . The final benchmark suite used is Stanford parallel applications for shared memory (Splash2) [9] , which consists of a set of data parallel scientific applications and kernels. Table 1 describes the instrumentation details for the studied applications. Most of applications have a considerably high fraction of memory instructions. The ratio of the number of memory instructions to the total number of instructions is usually more than 30% for the selected applications. In general, we observe that most memory instructions can be instrumented by finding a free register within the same basic block: 74.0% of all the memory instructions are instrumented with this method. On the other hand, we see that the control flow analysis mechanisms are not highly successful: only 2.8% of the encountered memory instructions are instrumented with these techniques. The remaining memory instructions (23.3%) are instrumented using the additional accesses to the global memory.
The instrumentation stage determines the length of the queue in the GC. Table 2 gives the depth of the maximum queue length necessary for each application in order that the GC receives the matching memory instruction. It is clear that with small buffer size of 7 to 51, the GC can perform the checking operation. The results for the performance overhead are summarized in Figure 5 . Overall, we see widely varying levels of overheads for the studied applications. For some applications, the overhead is less than 5% (Qsort and BasicMath). On the other hand, the overhead can be as high as 396.4% (for the SHA algorithm). In general, we see that the compute-bound applications present a significantly lower overhead when compared to data-intensive applications.
One of the reasons why the performance overhead varies considerably is because of the dataset sizes of the applications. Hashing algorithms (SHA) or clustering algorithms (Kmeans) are typically memory intensive, and use a large input dataset. Hence even a small increment in the data size due to addition of global memory used in instrumentation will cause the data cache to be flushed at regular intervals. This increases the overhead due to instrumentation. On the other hand, applications like Qsort and BasicMath use considerably small datasets; and thus show lower overheads. Note that in the case of a multi-tasking environment, the instrumented application binary would affect other applications as the cache would be utilized more. However, in this study we do not consider such cases for the sake of simplicity. Table 1 . Table 2 .
Memory instruction profiling information
Maximum necessary queue length in the guardian core (GC)
Another reason for high overheads for some applications can be due to their dynamic nature of execution. If some instrumented parts of a binary that uses global memory are executed frequently due to spatial locality of execution, there is a higher possibility that the frequent access of global memory will slow down the execution. Since the instrumentation is performed statically, this situation is beyond our control.
Related Work
The bulk of techniques in computer security lie in software approaches that include programming languages, obfuscation, operating system security, and intrusion detection. However, recently, researchers have shown interest to the malicious hardware problem [2, 10, 11] . King et al. demonstrate the 'Illinois Malicious Processor' where they bypass the secure login of the root by using shadow registers and malicious memory controller [10, 12] . Simpler forms of attacks have been shown by Agrawal et al. [2] where they implement the Trojan circuit using a 16-bit counter which counts up to a certain threshold value and then disables parts of the circuit. Besides there are several web articles which talk about the issue of having a backdoor switch in hardware [1] . Roy et al. talks about hardware piracy and IP loss [13] ; but their attack model is orthogonal to ours since we attack. To the best of our knowledge there has been no prior work in the area of information leakage detection due to malicious hardware and thus we pose a new problem to the systems community.
Conclusions
Processors manufactured in un-trusted foundries can cause a security breach as the processor core itself may be modified. One such security vulnerability can be exploited when a malicious Trojan circuit inside a processor leaks confidential information, by thwarting the usual instruction stream of an application. In this paper we propose a new framework for detecting address bus tampering using malicious hardware. It employs static binary instrumentation technique by which every memory load store is mapped to a corresponding shadow operation which can be easily detected by an external guardian execution core. We demonstrate that the performance of such a scheme can range from 1.7% to 396.4% (average 82.5%) depending on the nature of the application. Lastly we infer that binary instrumentation techniques can be used as useful and flexible mechanisms for preventing hardware Trojan attacks.
