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ABSTRACT 
The auditory lemniscal system, the core pathway thought to be responsible for 
conducting high-fidelity auditory information, is yet to be well-understood, particularly at 
the level of the midbrain. The lack of understanding of the auditory lemniscal system 
resulted in limited performance of a central auditory neuroprosthesis called the auditory 
midbrain implant (AMI). The AMI is a linear array of 20 sites designed to stimulate the 
auditory lemniscal nucleus in the midbrain, the central nucleus of the inferior colliculus 
(ICC). In the first clinical trial, five patients were implanted with the AMI, which gave 
users improved lip reading abilities and environmental awareness. However, the AMI 
was unable to deliver sufficient temporal information, which is likely associated with 
suboptimal placement and stimulation strategies within the ICC. 
This doctoral thesis project investigated the central lemniscal system in order to 
improve results for future AMI patients. First, the organization of responses to auditory 
stimuli was investigated within the auditory lemniscal midbrain. This study found 
different response properties within a rostral-lateral verses caudal medial ICC region, 
corresponding to subregions with differential input and output projection patterns. Next, 
we investigated various stimulation strategies that would allow the AMI to deliver 
sufficient temporal information. Repeated stimulation of a single site in the ICC, which 
was the initial strategy of the AMI, resulted in refractory effects in the auditory cortex 
that could only be overcome by co-activating neurons along a lamina of the ICC. This co-
activation resulted in cortical activity that was enhanced beyond the sum of individual 
neural activation, with the greatest enhancement occurring in supragranular cortical 
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layers. Moreover, this enhancement was largest when stimulating the rostral-lateral rather 
than the caudal-medial ICC region. These ICC locations with different electrical 
stimulation properties matched the two subregions with different acoustic-driven 
response properties. Together, these studies found consistent differences in physiological 
properties within two subregions of the ICC, confirming the presence of dual lemniscal 
pathways from the midbrain to the cortex. In addition, these studies identified a potential 
stimulation strategy and implantation location for improving AMI performance: co-
activating rostral-lateral neurons along the isofrequency laminae of the ICC. 
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one cortical location in layer III/IV. B, For Pair #2-4, we found stimulation levels 
that elicited similar cortical activity at the 8 ms IPI, which allowed for direct 
comparison in terms of evoked activity. At those specific stimulation levels, we 
found that LFP areas increased to a greater extent for shorter IPIs with more rostral-
lateral stimulation locations relative to the activity at the 8 ms IPI. Stimulating Pair 
#1 did not result in sufficient LFP activation for this cortical location within the 
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current injection limits of our electrode arrays. C, When averaged across stimulation 
levels, the IPI-a curves confirm that more rostral-lateral locations reveal higher 
levels of cortical enhancement. Error bars are standard deviations across levels. 115 
Figure 33: DSS in rostral-lateral ICC regions elicits greater normalized LFP areas across 
cortical layers than caudal-medial regions. A, The amount of elicited normalized 
LFP area (color) is shown for the midpoint between each pair of stimulated ICC 
sites (dots) at the 0 ms IPI. Cortical activity was averaged across A1 locations within 
a specific layer if multiple locations were recorded in response to stimulation of a 
given pair of sites. Using multiple linear regression to fit the cortical activity as a 
function of the ICC midpoint location, the steepest gradient axis was found (line). 
The angle of the steepest gradient is shown, where 0 would indicate alignment with 
the medial to lateral axis and 90 would indicate alignment with the caudal to rostral 
axis. The scale bar is 1 mm. B, Normalized LFP area is shown as a function of the 
ICC pair midpoint location along the steepest gradient axis, where 0 is the most 
caudal-medial location and 1 is the most rostral-lateral location. 117 
Figure 34: A, Normalized DSRs (color) recorded in supragranular and granular layers of 
the cortex are shown for the midpoint location for each stimulated ICC site pair. B, 
Normalized DSR is plotted as a function of the midpoint location across the steepest 
gradient axis (A, black line). Similar to Figure 33, DSS of rostral-lateral regions 
results in greater normalized DSR activity than caudal-medial regions. The scale bar 
is 1 mm. 119 
  xxiii 
Figure 35: The ICC lamina was split into caudal-medial verses rostral lateral regions (A) 
by the line perpendicular to the average steepest gradient axis, which is the average 
direction where cortical activity varies the most for the 0 and 0.5 ms IPI. The 
midpoint between each stimulation pair was determined to originate from one of 
those two regions. Overlaid on the cortex with BF values (B), the A1 locations 
corresponding to cortical activity elicited from the stimulated caudal-medial ICC 
region spanned across similar cortical locations as those for the rostral-lateral ICC 
region (C). The scale bars are 1 mm. Note that panels within (A) correspond to ICC 
locations while the panels within (B) and (C) correspond to A1 locations. 121 
Figure 36: The location of sites across A1 does not have a clear impact in the amount of 
normalized LFP Area (top) or DSRs (bottom) recorded across different layers 
(columns). Indicated by color (no units), the normalized cortical activity for each A1 
location was averaged across stimulated locations in the ICC. The scale bars are 1 
mm. 122 
Figure 37: Comparisons across different studies showing that caudal-medial ICC regions 
exhibit different response properties than rostral-lateral regions in locations which, 
when electrically stimulated, elicit different cortical responses. A, Normalized LFPs 
recorded in layer I/II of A1 (color) were typically smaller when stimulating in the 
caudal-medial region and enhanced in the rostral-lateral region for the 10 kHz 
isofrequency lamina of the ICC. B, In response to 10 kHz pure tones (0.5 ms), the 
duration of PSTHs were longer in the caudal-medial region and shorter in the 
rostral-lateral region across the 10 kHz isofrequency lamina of the ICC (Data 
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originally presented in Chapter 2). C, A1 stimulation caused excitatory responses in 
the caudal-medial but not the rostral-lateral region of the ICC for A1 sites with BFs 
of 10- 16 kHz (data originally presented in Markovitz et al. (2013)). These 
excitatory responses could be present across few or many ICC frequency laminae 
(i.e., narrowly tuned, NT, or broadly tuned, BT respectively). Locations from A, B, 
and C were normalized to the same standard brain and locations were taken across 
the 10 kHz ICC lamina. 126 
Figure 38: BF of each recording site in A1 and VRB, overlaid on a typical guinea pig 
cortex. Locations were determined to be in A1 or VRB based on cortical location as 
well as latency responses (see Methods). Scale bar is 1 mm. R, rostral; L, lateral. 156 
Figure 39: A, The midbrains and array placements were reconstructed in three 
dimensions and normalized onto a single brain. Each placement was determined to 
be in the ICC due to the presence of tonotopic shifts of increasing BFs with deeper 
sites for each shank (see Methods). The four isofrequency laminae were 
approximated by a plane at a depth in which neurons respond at those BFs. B, Each 
ICC site was electrically stimulated and elicited activity was recorded in VRB 
(triangles) or A1 (circles). The location of stimulated ICC sites was found across 
each lamina for sites with corresponding BFs (i.e., the locations were not determined 
for ICC sites with BFs beyond a lamina’s bandwidth). Direct corticofugal 
projections were determined when antidromic activity was elicited in the cortex. D, 
dorsal; C, caudal. 161 
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Figure 40: For each AC-ICC site pair with a monosynaptic projection, the ΔBF between 
each site pair was correlated to the minimum amount of current necessary to evoke 
antidromic activity. For both A1 (A) and VRB (B), the higher stimulation thresholds 
activate sites which have greater BF-mismatch, though neurons in A1 show more 
similar BFs to the ICC than do neurons in VRB. For corticofugal projections at 
which antidromic activity could observed in the AC at low stimulation levels (≤ 
32µA), the BF of the stimulation site in ICC was correlated to the recording site in 
A1 (C) or VRB (D). While a strict tonotopy was found for corticogfugual 
projections from A1, weak tonotopy was observed for projections from VRB. 163 
Figure 41: At each location across the four ICC isofrequency laminae, the minimum 
stimulation threshold evoked from BF-matched A1 sites (A), BF-matched VRB sites 
(B), or all VRB sites (C) was found. ICC sites which could not elicit antidromic 
activity in any cortical site even at the highest stimulation threshold (64 µA) are 
marked as white. While no spatial trend was observed across the ICC lamina for A1 
corticofugal projections, VRB fibers were typically found in the caudal-medial 
regions of the ICC. Each lamina was split into a caudal-medial and rostral-lateral 
half (based on the average location of all measured sites, marked by a diagonal line), 
and the percentage of sites which evoked antidromic activity was found for each 
half. 166 
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CHAPTER 1: INTRODUCTION 
ASCENDING AUDITORY PATHWAYS: THE LEMNISCAL VS. NONLEMNISCAL 
SYSTEM 
The gross anatomy and physiology of the ascending auditory pathway has been well-
defined and characterized throughout literature (Rees and Palmer 2010; Webster et al. 
1992; Yost 2007). Sound travels through the air in pressure waves and is converted to 
mechanical motion and vibrations at the eardrum and through the middle ear via small 
bones called ossicles, focusing this mechanical energy into the inner ear structure, the 
cochlea. The cochlea, and in particular the stereocilia within its organ of Corti, convert 
this mechanical energy into electrical impulses to the auditory nerve, which sends 
information to the central auditory system. The first nucleus that receives the auditory 
nerve fibers is the cochlear nucleus, which is found ipsilateral to the incoming sound 
source. In addition to sending some projections within the ipsilateral side of the 
ascending auditory system, the cochlear nucleus sends projections that decussate through 
the trapezoid body towards the contralateral superior olivary complex, which is the first 
nucleus to receive bilateral information. The cochlear nucleus then sends axons through 
the lateral lemniscus en route to the inferior colliculus (IC), a nearly mandatory relay to 
the auditory thalamus. The auditory thalamus, the medial geniculate body (MG), projects 
the auditory cortex (AC), where perception is thought to occur. This simplistic and brief 
introduction of the ascending pathway is by no means comprehensive, for there are many 
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complex projection patterns to contralateral nuclei throughout the pathway. In addition, 
there is a vast descending projection system which provides feedback to the central 
ascending system (Winer 2006; 2005).  
The ascending auditory pathway has traditionally been separated into two pathways, 
the lemniscal “core” pathway and the nonleminscal pathway. The lemniscal pathway 
projects from the brainstem up through the ICC, the ventral division of the medial 
geniculate body (MGV), and core auditory cortex regions (ACC), which includes the 
primary auditory cortex (A1) (Rouiller 1997). Neurons within the lemniscal pathway are 
tonotopically organized and primarily code for auditory information (Ehret and Romand 
1997; Lee and Sherman 2010a; b). In contrast, neurons within the nonlemniscal pathway 
project to regions outside of ICC, MGV, and ACC, have poor or no tonotopic 
organization and code for multimodal information. In general, it is thought that the 
lemniscal system acts as a driver or information-bearing pathway, while the nonlemniscal 
system acts as a modulator that alters the principle driver streams (Lee and Sherman 
2010a). Similar parallel pathways are observed throughout the somatosensory systems, 
and can be distinguished by both anatomical and physiological features within 
thalamocortical circuits. In contrast to the modulator pathways, the driver pathway inputs 
have thicker axons, denser arbors, and more proximal dendrites (Lee and Sherman 2009; 
Lee and Sherman 2011). In addition, driver pathways typically observe large EPSPs and 
paired-pulse depression, only responding to ionotropic glutamate receptors (Sherman and 
Guillery 2001). In contrast, modulator pathways have smaller, graded EPSPs and paired-
pulse facilitation, activating both ionotropic and metabotropic glutamate receptors. 
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Differences between subnuclei of the inferior colliculus highlight the anatomical and 
physiological features that distinguish between the auditory lemniscal and nonlemniscal 
pathway. As shown in Figure 1A,  the ICC is composed of flat and less-flat neurons, 
which are also known as disc-shaped and stellate neurons (Faye-Lund and Osen 1985; 
Malmierca et al. 1993; Malmierca and Hackett 2010; Morest and Oliver 1984). The 
fibrodendritic arbors of the flat cells are arranged parallel to ascending fibers and form 
laminae along the dorsoventral axis, with less flat cells found in small inter-laminar 
compartments (Malmierca et al. 1993). These laminae constitute the tonotopic axis as 
shown in Figure 1B, where dorsal laminae respond best to low frequencies and ventral 
laminae respond best to high frequencies (Malmierca et al. 2008; Schreiner and Langner 
1997). Each frequency lamina, approximately 175 µm in cat (Schreiner and Langner 
1997) and 150 µm in rat (Malmierca et al. 2008), typically constitutes a bandwidth of 
approximately 0.3 octaves (Malmierca et al. 2008; Schreiner and Langner 1997). The 
ICC is surrounded dorsal-caudally, laterally, and rostrally by the dorsal, rostral, and 
external nuclei of the inferior colliculus (ICD, ICR and ICX, respectively) that are part of 
the nonlemniscal system. The cells in these nuclei are morphologically distinct from 
those in the ICC and include flattened neurons as well as small, medium, and large 
multipolar neurons, as shown in Figure 1C. The cortices lack isofrequency laminae and 
do not have a clear or consistent tonotopic frequency organization (Oliver 2005). Both 
Golgi and Nissl staining can be used to differentiate between the subnuclei, though 
determining the precise border between regions remains difficult and regions that have 
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been determined anatomically and physiologically have been controversial (Oliver 2005; 
Portfors et al. 2011) .  
 
Figure 1: The ICC primarily consists of flat neurons (A), whose dendritic organization forms the basis of 
the isofrequency laminae (B). The ICC is surrounded by the external (ECIC, or the lateral nucleus LC) and 
dorsal (DC or DCIC) nuclei of the IC. The three subnuclei have cells that are morphologically distinct, as 
seen with this Golgi-impregnated section (C). Figures reproduced with permission from (Malmierca et al. 
1993), (Schreiner and Langner 1997), and (Morest and Oliver 1984). L, lateral; V, ventral; D, dorsal. 
The IC’s central nucleus and cortices also differ in input and output projection 
patterns. The ICC receives projections from the contralateral anteroventral, 
posteroventral, and dorsal cochlear nuclei, the ipsilateral ventral nucleus of the lateral 
lemniscus and medial superior olive, and bilateral dorsal nuclei of the lateral lemniscus 
and lateral superior olive (Brunso-Bechtold et al. 1981; Cant and Benson 2006; Loftus et 
al. 2004; Malmierca 2003). While the ICC receives projections mainly from auditory 
nuclei, the IC cortices also receive projections from the somatosensory (Aitkin et al. 
1978; Aitkin et al. 1981; Zhou and Shore 2006) and visual systems (Hyde and Knudsen 
2000; Knudsen 2002), and thus are important for multi-sensory integration features such 
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as sound localization. In addition, descending corticofugal and thalamotectal projections 
primarily terminate in the cortices (Malmierca and Ryugo 2011). The output of the ICC is 
to the MGV with projections that are tonotopically arranged, while the cortices project to 
nonlemniscal thalamic nuclei (Calford and Aitkin 1983; Winer and Schreiner 2005).  
In addition to these anatomical and projection differences, the ICC also has different 
physiological responses than the cortices of the IC. In general, the ICC has lower 
thresholds, stronger responses, and shorter response latencies to acoustic stimuli than the 
surrounding cortices (Syka et al. 2000). In addition, the tuning to specific frequencies is 
sharper and spontaneous activity is stronger in the ICC (Aitkin et al. 1994; Syka et al. 
2000). In response to tones and noise stimuli, sustained firing patterns were most often 
found in the ICC while onset patterns were more commonly found in the cortices (Aitkin 
et al. 1994; Syka et al. 2000). Finally, most of ICC neurons respond to binaural inputs 
though some of the cortices (e.g., ICX) primarily respond only to inputs from the 
contralateral ear (Aitkin et al. 1975).   
The lemniscal auditory thalamus is the MGV, which is the largest division of the MG, 
as shown in Figure 2. MGV contains bushy tufted cells which, similar to the ICC, have a 
characteristic organization of their fibrodentritic arbors that construct tonotopic frequency 
laminae (Banks and Smith 2011; Cetas et al. 2001; Imig and Morel 1985). The non-
lemniscal divisions of the MG include the dorsal (MGD) and medial (MGM) divisions, 
which are composed of more diverse neurons, including tufted and stellate cells, that 
result in greater physiological diversity (Bartlett and Smith 2002). The MGV has sharp 
tuning, precise tonotopy, short response latencies, and primarily single spikes and onset 
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responses (Calford and Aitkin 1983; Edeline 2011; Hu 1995; Winer and Schreiner 2005). 
In contrast, the MGD and MGM have broad tuning, weak tonotopic arrangements, and 
longer latencies. In addition to the vast descending corticothalamic projections, the MGV 
primarily receives ascending input from the ICC while the MGD and MGM’s inputs 
include the cortices of the IC as well as non-auditory information (Calford and Aitkin 
1983; Winer and Schreiner 2005). MGV neurons then project in a tonotopic organization 
to the ACC regions, which are also tonotopically organized, while MGM and MGD 
project to a greater number of non-tonotopic auditory and non-auditory cortical fields 
(Banks and Smith 2011; Hu 2003; Morel and Imig 1987; Winer and Schreiner 2005). 
 
Figure 2: A, The MG consists of three major subnuclei, including the ventral (V), dorsal (D), and medial 
(M) divisions. B, The right MGV is composed of fibrodendritic laminae which correlate to tonotopic 
organization (C and gray box in C not relevant in this figure). Figure reproduced from (Winer and 
Schreiner 2005). 
The auditory cortex is much more complex and diverse than the IC or MG, with the 
number of subdivisions greatly varying between species, from approximately five 
traditionally accepted regions in rats, to twelve in monkey, with different naming 
conventions between different animals (for example, see Figure 3A and B to compare cat 
and guinea pig). A common theme across species is that a core region, which includes A1 
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and up to two other tonotopically organized fields, is surrounded by a belt region. By 
definition, the core regions are lemniscal and belt regions are non-lemniscal. While A1 
responds with short latencies to pure tones and noise, has narrow spectral tuning, and 
consists of a strong tonotopic organization, belt regions have weaker or no tonotopic 
organization and broad spectral tuning, typically responds with longer latencies, and 
sometimes responds only to noise bursts or complex stimuli (Malmierca and Hackett 
2010). The tonotopic organization of ACC regions consists of an arrangement of columns 
with neurons that respond to similar BFs and are organized into layers with different 
neurons and function (Malmierca and Hackett 2010; Mitani et al. 1985; Winer and 
Schreiner 2010). Supragranular layers, or layer I-II, have fewer neurons and many 
horizontal projections that primarily project to other cortical areas. Granular layers, or 
layer III and IV, are the primary input layers receiving thalamocortical projections (where 
layer III/IV is the primary input layer in guinea pig (Huang and Winer 2000; Smith and 
Populin 2001), and layer IV is the primary input layer in higher species (Jones and 
Burton 1976; Mitani et al. 1985) ). Primarily composed of pyramidal neurons, the 
granular layers predominantly project to supragranular layers and to the contralateral AC. 
Infragranular layers, or Layer V and VI, are output layers that form vast descending 
projections, where corticothalamic projections are present in both layers and corticotectal 
projections are predominantly found in layer V (Doucet et al. 2003; Mitani et al. 1985). 
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Figure 3: The auditory cortex of cat (A) and guinea pig (B) vary in the number of defined areas, but both 
consist of tonotopically organized lemniscal (light gray in A and shaded regions in B) and less organized 
belt regions (dark gray in A and white in B). Though the ventrorostral belt (VRB) here is denoted as a non-
lemniscal region, it has a weak tonotopic organization and therefore can also be classified as a lemniscal 
region. Figures reproduced from (Read et al. 2002) and (Wallace et al. 2000).   
This classical view of the central auditory system, with lemniscal and non-lemniscal 
parallel pathways, has served as an organizing principle for studying, modeling, and 
understanding sound coding within the brain.  These two centers work together to 
interpret auditory information and integrate it with other senses for important multi-
sensory tasks. As the primary channel for transmitting high fidelity auditory information, 
the functional properties of the lemniscal system appears to be more suitable for 
stimulation with auditory neuroprostheses. Therefore, different lemniscal nuclei from the 
brainstem up to the cortex have been considered for targets of auditory neuroprostheses.  
CENTRAL AUDITORY PROSTHESES: THE AMI 
Auditory prostheses have been treating hearing loss for decades with the best-
performing cochlear implant (CI) users able to converse on the telephone (Adams et al. 
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2004). By stimulating along the tonotopic gradient of the auditory nerve within the 
cochlea, the CI is able to provide sufficient temporal and spectral cues required for 
speech understanding (Kral and O'Donoghue 2010; Shannon et al. 1995; Zeng 2004). 
However, many people are ineligible for CIs due to un-implantable cochleas or damaged 
auditory nerves, which often occurs in patients with neurofibromatosis type II (NF2). By 
the late 1970s, central auditory implants called auditory brainstem implants (ABIs) were 
developed to provide an alternative by implanting electrode arrays in the cochlear 
nucleus, which is accessible during the tumor removal surgery (Schwartz et al. 2008). 
However, ABI performance has been varied, with only a small fraction of patients 
achieving open-set speech perception. One study found that ABI patients with NF2 
performed significantly poorer than patients without NF2, most likely because of damage 
to the cochlear nucleus by the tumor and tumor-removal surgery (Colletti and Shannon 
2005). This made it necessary to consider other implantation areas with surgical 
accessibility, a clear neuronal organization, and no tumor-related damage (Lim et al. 
2009). 
To address these concerns, and as an alternative approach to the ABI, a new AMI 
was developed to stimulate along the tonotopic gradient of the ICC. After safety was 
confirmed with animal studies (Lenarz et al. 2007), an AMI clinical trial was performed 
with five patients (Lim et al. 2008b; Lim et al. 2007). As shown in Figure 4, the AMI 
consisted of a single shank electrode array with 20 contacts.  
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Figure 4: The AMI array consists of 20 platinum ring electrodes with a 0.4 mm diameter, 0.1 mm width, 
and ~0.00126 mm
2
 surface area, each separated by 0.2 mm (center-to-center). The array was developed by 
Cochlear Ltd. Figure was reproduced from (Lenarz et al. 2006b).  
For the published data on the first three patients, common results included increased 
environmental awareness and enhanced lip-reading abilities. Performance was strongly 
correlated with implantation location, as the only ICC-implanted patient achieved the 
highest test scores. However, even this patient did not achieve open set speech 
perception, which may in part be due to implanting in a sub-optimal location within the 
ICC. One indication of suboptimal placement is the unexpectedly high current thresholds 
required for perception, which were similar to those required for CI stimulation (Lim et 
al. 2007; Pfingst et al. 1997; Shannon 1985). Considering that AMIs directly stimulate 
neurons while CIs stimulate through a bony modiolar wall to activate the distant auditory 
neurons, AMIs should require significantly lower current levels. Animal studies suggest 
the high thresholds, which are likely linked to the poor perception, may be due to 
implanting caudally rather than rostrally in the ICC and may result in poor A1 activation 
(Calixto et al. 2010; Lim et al. 2007).  
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Rostral and caudal regions within the ICC and MGV appear to exhibit different 
neural coding properties even though both regions are part of the lemniscal system. In the 
cat, single units responding to acoustic stimuli in the rostral MGV are homogenous, 
sensitive to broad band stimuli and pure tones, and respond with excitatory discharge 
patterns, precise time-locking, and short latencies with low jitter (Rodrigues-Dagaeff et 
al. 1989). In contrast, caudal units are more heterogeneous and complex, with broader 
ranges of different response patterns. These properties may correlate with behavioral 
features such as thresholds, loudness discrimination, and temporal coding properties. 
Moreover, tonotopicity, a measure of the degree of frequency organization, linearly 
decreases from the rostral to caudal regions, meaning the rostral region has a stricter 
organization for frequency, which would be important for frequency-specific coding with 
an auditory implant. In addition to these functional differences, the rostral and caudal 
locations appear to project differentially from the brainstem to the ICC (Cant and Benson 
2006) and from the ICC to MGV (Cant and Benson 2007) in anatomical gerbil studies. 
While there have also been segregated projections reported from these regions of the 
MGV to the auditory cortex (Morel and Imig 1987; Redies et al. 1989a; Rodrigues-
Dagaeff et al. 1989), the specific cortical areas between these studies have been 
inconsistent and should be further investigated to determine if they are a result of 
differences in species. 
Overall, the functional and anatomical differences between the rostral and caudal 
regions suggest that there may be at least two sub-region pathways within the lemniscal 
system. This is further supported by experiments showing that stimulation of the rostral 
  12 
and caudal regions of the ICC elicits different responses in A1. In addition to properties 
such as longer latencies, larger discriminable level steps and lower magnitudes of evoked 
potentials (EPs) in A1, stimulation of the caudal ICC is known for higher activation 
thresholds than the rostral region in the guinea pig (Lim and Anderson 2007b; Neuheiser 
et al. 2010). This suggests that perhaps the high current thresholds required for the AMI 
user implanted in the ICC may be a direct result of being implanted in a caudal rather 
than a rostral region. Thus, caudal-rostral differences are directly relevant for AMI 
implantation since differences in temporal, level, and frequency coding properties will 
likely affect overall hearing performance.  
In addition to the caudal-rostral functional effects, the poor performance in the 
AMI patient implanted in the ICC may also be due to a lack of sufficient temporal cues 
that require effective activation across the isofrequency layers. Although the distribution 
of some temporal properties such as latencies, intensity-related responsiveness, and 
azimuth angles within the isofrequency layers are known, response interactions among 
neurons within a layer to complex stimuli are not clearly understood (Ehret and Romand 
1997). At least some evidence shows that temporal response properties, such as best 
modulation frequency and latency, can vary topographically along a direction orthogonal 
to the frequency axis (Langner et al. 2002; Schreiner and Langner 1988), which would 
predict inadequate temporal transmission with only a single-shank AMI. Supporting this 
prediction, AMI patients scored poorly on consonant and sentence recognition tests (Lim 
et al. 2007), which rely on sufficient temporal cues (Shannon et al. 1995). The temporal 
information may be partly limited due to the lack of temporal integration for AMI 
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stimulation that is generally achieved for CI or acoustic stimulation. More specifically, 
increasing stimulation rates above 500 pulses per second (pps) ceased to decrease 
perceptual thresholds, in contrast to CI and normal hearing subjects whose thresholds 
continue to decrease (or loudness increase) with increasing rates, seen in Figure 5 (Kreft 
et al. 2004; Lim et al. 2008b). Moreover, McKay et al. (2013) modeled the perceptual 
effects of temporal parameters and found that AMI stimulation had a significantly wider 
integration window than CI stimulation. In other words, this model indicated that AMI 
users had decreased temporal resolution compared to CI users.  
   
Figure 5: The effect of pulse rate on perceptual thresholds in CI (A) and AMI (B) users. Increasing the 
pulse rate continuously decreases perceptual thresholds (THS) and maximum allowable loudness (MAL) in 
CI users, but AMI users do not exhibit a decrease in thresholds above about 250-500 pulses/s. In (A), THS 
and MAL refer to different detection techniques and SPRL and HF+EPS to different electrode arrays, while 
in (B) numbers refer to different subjects. Figure (A) reproduced from (Kreft et al. 2004) and (B) from 
(Lim et al. 2008b). 
The unexpected perceptual threshold effect with pulse rate in Figure 2 was further 
investigated in guinea pigs in which A1 local field potentials (LFPs) were measured in 
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response to ICC stimulation. When one site was stimulated with two pulses with varying 
inter-pulse delays (i.e., different pulse rates), referred to here as single-site stimulation 
(SSS), the total area of the LFP began to decrease for inter-pulse intervals shorter than 2 
ms (i.e., >500 pps; Figure 3) (Calixto et al. 2012). This decrease could be attributed to 
some refractory effects since the ratio of LFP area to two pulses approached the area to a 
single pulse (equal to 0.5) for shorter delays, indicating that the second pulse did not 
contribute to the LFP already elicited by the first pulse. In addition, these refracorty-like 
effects could also be due to inhibitory tectothalamic projections, which may result in 
suppression of responses (Calixto et al. 2012) 
 
Figure 6: Normalized areas for all animals, with SSS (dashed grey) normalized by two times the first LFP 
and DSS (black) normalized to the sum of LFPs for the individual sites. Values above one reflect 
enhancement. A refractory effect is seen with SSS responses before 2ms, but not with MSS. Figure 
reproduced from (Calixto et al. 2012). 
However, stimulating with two sites across the isofrequency layer via dual-site 
stimulation (DSS) overcomes this refractory effect. The normalized activity shows an 
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increasing LFP with shorter inter-pulse delays (or higher rates). The LFPs could be 
considered enhanced because they exceeded the sum of the individual response for each 
site (>1). Thus, it appears stimulating several sites within a layer may be necessary for 
the cortex to receive adequate temporal information because DSS not only overcomes 
refractory effects but also results in enhanced cortical activity within an approximately 5 
ms window. While this result was unexpected, it is not necessarily unintuitive. Since the 
ICC consists of two-dimensional layers, which are known to have different temporal 
coding features (Langner et al. 2002; Schreiner and Langner 1988), it is reasonable to 
assume that stimulation across these layers would be necessary to provide a full temporal 
code. In addition, in Figure 6 both DSS and SSS appear to have similar overall shapes 
above 2 ms, which suggests that the enhancement seen in DSS is not a result of artificial 
normalization procedures but rather would also be expected with SSS if the neurons did 
not enter a refractory state. Moreover, the DSS enhancement may be the physiological 
correlate to the well-known psychophysical phenomenon termed temporal integration 
(i.e., related to a window of roughly 5 ms), which results in a decrease in perceptual 
thresholds in normal hearing and CI subjects when presented with a pair of stimuli with 
decreasing inter-stimulus intervals (McKay and McDermott 1998; Viemeister and 
Wakefield 1991).   
These results suggest that the benefits of the AMI in the first clinical trial are 
likely limited due to issues with sub-optimal implantation location and stimulation 
strategy. Therefore, before future clinical trials can proceed, there must be an increased 
understanding of temporal information coding within the ICC to improve stimulation 
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strategies. Since DSS appears to be an important factor in improving temporal coding, the 
mechanism of how it affects cortical activity must also be further investigated. Moreover, 
the location effects within the ICC must be assessed for both of these studies in order to 
determine an optimal implantation location. As detailed below, the work presented in this 
manuscript attempts to address these questions.  
GOAL OF THIS THESIS 
The lack of thorough understanding of the lemniscal system has been a limiting factor 
in developing and improving central auditory neuroprostheses, particularly in the 
midbrain. Since the coding patterns of sound stimuli along the isofrequency laminae of 
the ICC are poorly understood, it is difficult to develop improved stimulation strategies 
for activating neurons across the ICC with the AMI. Moreover, different responses across 
the lemniscal system would be expected, since previous anatomical studies have found 
differential and segregated projection patterns existing from the midbrain, through the 
thalamus, and to the cortex. However, physiological studies only found different response 
properties matching the organization of these segregated anatomical projection patterns in 
the thalamus and cortex. The study in Chapter 2 investigates this missing link, and probes 
whether physiological responses along the isofrequency laminae of the ICC differ in 
functional properties in regions consistent with those segregated ascending patterns. In 
order to address this, we presented pure tones and investigated different response 
properties for neurons along a given ICC lamina. We analyzed both LFPs and spiking 
parameters to analyze synaptic inputs as well as neural outputs. With this study we found 
clusters of activity, where the caudal-medial and rostral-lateral regions of the ICC 
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showed different responses to sound. The rostral-lateral recording locations respond with 
greater spatial and temporal synchrony than caudal-medial locations. Thus, there are 
separate regions along the ICC lamina with different physiological properties, which are 
consistent with the segregated ICC regions that have shown to receive as well as send 
differential projection patterns. In addition to confirming that dual lemniscal projections 
exist at the level of the midbrain, the results presented in Chapter 2 provide insight as to 
optimal target locations for neuroprostheses within the lemniscal system.  
 The next goal of this manuscript was to better identify stimulation strategies and 
locations in order to improve the implementation of the AMI. The Calixto et al. (2012) 
study demonstrated that that three-dimensional stimulation may be required to 
sufficiently code for temporal information through DSS to improve hearing performance. 
The results in Chapter 3A extended this study by using smaller electrode sites (413 µm
2
 
versus 126,000 µm
2
), which allowed for more local stimulation of the ICC to minimize 
the current spread and antidromic activation effects that limited their analysis of spiking 
activity. With these smaller stimulation sites, both LFP and spiking activity could be 
recorded throughout cortical layers to determine whether further processing occurs in the 
cortex after the main thalamocortical input (i.e., LFPs into layer III/IV). First, this study 
confirmed that the refractory effect was observed when stimulating with SSS, despite the 
fact that current spread in the ICC was much smaller. Secondly, DSS resulted in 
enhanced cortical activity at short IPIs for both LFPs and spiking for all cortical layers, 
and the greatest amount of enhancement was found in supragranular layers. This 
enhancement was only observed when co-activating neurons along an ICC isofrequency 
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lamina and not across different isofrequency laminae. Thus, this study determined that 
there is a mechanism which integrates activity across several locations from the ICC 
isofrequency lamina that is further enhanced in supragranular cortical layers. 
From the acoustic response characterizations in Chapter 2, it was known that 
locations along the ICC isofrequency lamina have different neural properties. Therefore, 
in Chapter 3B we investigated location trends of DSS, both in the ICC and in A1. 
Cortical enhancement, which was not dependent on recording A1 locations, was greatest 
when stimulating rostral-lateral rather than caudal-medial ICC regions. These locations 
were compared to other studies, including the locations in Chapter 2, and we determined 
that they correspond to those that differ in acoustic response properties. The differences 
in cortical responses to DSS further confirm the presence of dual sub-projection pathways 
throughout the lemniscal system. Moreover, the results from Chapter 3A and B suggest 
that the next AMI clinical trials need to likely co-activate neurons across an ICC lamina 
and target neurons within the rostral-lateral region. Thus, the results presented in this 
manuscript will prove vital in understanding the lemniscal auditory pathway and 
improving clinical outcomes for central auditory neuroprostheses. Chapter 4 provides 
future research and clinical directions for the presented thesis project.  
 In addition to the studies in Chapters 2 and 3, we also performed experiments 
investigating the descending projection patterns from different primary auditory cortical 
regions to the ICC. The initial motivation of this study was to assess if there were any 
differences in projection patterns to the rostral-lateral versus caudal-medial ICC, which 
would demonstrate the existence of segregated lemniscal projection patterns not only 
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within the ascending system but also the descending system. Interestingly, we observed 
differences in cortical descending projection patterns to the ICC with some patterns 
consistent with the dual lemniscal pathways. Since this study is outside of the scope of 
the main goals of the thesis project, it is included as an Appendix chapter at the end of the 
manuscript.
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CHAPTER 2: ACOUSTIC-DRIVEN RESPONSES VARY ACROSS 
THE ICC LAMINA 
The central auditory system has traditionally been divided into the lemniscal and the 
nonlemniscal pathway through the midbrain, thalamus, and cortex. This view of the 
auditory system has served as an organizing principle for studying, modeling, and 
understanding sound coding within the brain. However, there has been increasing 
evidence that the lemniscal pathway should be further divided into two sub-pathways that 
code for sound in different ways. Using multi-site array recordings in response to pure 
tone stimuli and three-dimensional brain reconstruction techniques, we investigated this 
dual lemniscal organization within the ICC of ketamine-anesthetized guinea pigs. In 
contrast to caudal-medial ICC regions, neurons within rostral-lateral ICC regions 
responded with shorter first-spike latencies with less spiking jitter, shorter durations of 
spiking responses, more proportion of spikes occurring near the onset of the stimulus, and 
larger local field potential peaks with shorter latencies. Further analysis of these response 
properties revealed two distinct clusters of values corresponding to the caudal-medial 
region and the rostral-lateral region along the isofrequency laminae of the ICC. We also 
found that acoustic thresholds were generally lower in rostral compared to caudal 
locations. Thus, we discovered substantial differences in coding properties between two 
regions of the midbrain that were consistent with the dual anatomical pathways of the 
lemniscal system identified in previous studies. Together, these findings indicate that the 
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classical view of the lemniscal pathway needs to be redefined, which will motivate new 
and potentially more refined studies and models of the auditory system. 
INTRODUCTION 
The ascending auditory pathway has traditionally been separated into two pathways, 
the lemniscal “core” pathway and the nonleminscal pathway (Lee and Sherman 2010a; b; 
Rauschecker and Romanski 2011; Rouiller 1997). The lemniscal pathway projects from 
the brainstem up through the ICC, the MGV, and ACC. Neurons within the lemniscal 
pathway are tonotopically organized and primarily code for auditory information. In 
contrast, neurons within the nonlemniscal pathway project to regions outside of ICC, 
MGV, and ACC, have poor or no tonotopic organization, code for multimodal 
information, and are thought to modulate lemniscal responses (Ehret and Romand 1997; 
Lee and Sherman 2010a; Malmierca and Hackett 2010; Oliver 2005; Winer and Schreiner 
2010).  This classical view of the central auditory system has served as an organizing 
principle for studying, modeling, and understanding sound coding within the brain. 
While the lemniscal pathway has traditionally been treated as a single pathway, 
differences in its projection patterns through the central auditory system suggest that at 
least two sub-projection pathways exist. In the gerbil, two subregions have been 
identified within the ICC: a rostral-lateral region and a caudal-medial region that receive 
different brainstem projections and also project to the rostral region and the caudal 
region, respectively, of the MGV along its isofrequency dimension (Cant and Benson 
2007; 2006). In addition, studies in the cat and rat have demonstrated that the rostral 
MGV projects throughout the auditory cortex, including A1, whereas the caudal MGV 
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projects to regions predominantly outside of A1 (Morel and Imig 1987; Polley et al. 
2007; Rodrigues-Dagaeff et al. 1989; Storace et al. 2012; Storace et al. 2010). 
The dual lemniscal projections from the ICC up to ACC are further supported by 
electrophysiological studies suggesting that the “rostral” pathway exhibits stronger and 
more temporally and spectrally precise activation than the “caudal” pathway. One study 
in guinea pig showed that electrical stimulation of the rostral-lateral ICC compared to the 
caudal-medial ICC along its isofrequency laminae required lower levels for activating A1 
and elicited stronger spiking and LFP magnitudes, shorter latencies, less spiking jitter, 
and smaller discriminable level steps (Lim and Anderson 2007b). In the cat, neurons 
responding to acoustic stimuli in rostral MGV compared to caudal MGV exhibited 
stronger excitatory activation, more precise time-locking to click trains, shorter latencies, 
less spiking jitter, and stricter tonotopic organization with narrower tuning curves 
(Rodrigues-Dagaeff et al. 1989). Consistent with these results, the caudal MGV projects 
mainly to regions outside of A1 that can exhibit responses with longer latencies, greater 
spiking jitter, less excitatory activity, and less precise tonotopic organization compared to 
A1, which receives its inputs primarily from the rostral MGV (Morel and Imig 1987; 
Polley et al. 2007; Rodrigues-Dagaeff et al. 1989; Schreiner et al. 2011; Storace et al. 
2012; Storace et al. 2010). 
Remarkably, this dual lemniscal organization from the midbrain to the cortex has 
been observed across multiple species. However, the missing link in confirming this 
hypothesis is that a study has not yet shown a clear functional division of acoustic 
responses within the ICC to match the segregation identified from the ICC up to the 
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ACC. In terms of similar features investigated in those previous studies above, shorter 
latencies tend to be observed in more lateral versus medial regions along an ICC lamina 
in chinchilla and cat (Langner et al. 2002; Schreiner and Langner 1988) and ventral-
lateral versus dorsal-medial in the medial division of the ICC in bat (Hattori and Suga 
1997; Portfors and Wenstrup 2001). In addition, faster following responses (i.e., best 
modulation frequencies) tend to be observed in more lateral versus medial regions along 
an ICC lamina in chinchilla, cat, and guinea fowl (Langner 1992; Langner et al. 2002; 
Schreiner and Langner 1988), though the topographic pattern for best modulation 
frequencies can be complex (e.g., concentric and varying across frequency regions) and 
even level dependent (Krishna and Semple 2000; Schreiner and Langner 1988). Lower 
thresholds and/or narrower tuning have also been observed in more central versus outer 
regions along an ICC lamina in mouse and cat (Hage and Ehret 2003; Schreiner and 
Langner 1988; Stiebler 1986).  Thus, key discrepancies arise between the spatial coding 
patterns of acoustic responses and the expected caudal-medial versus rostral-lateral 
organization of the dual lemniscal pathways. Species differences alone cannot explain 
these discrepancies, as this dual organization has been demonstrated across multiple 
species. It is possible that some acoustic properties may not exhibit the dual organization 
until the MGV. However, since anatomical segregation has shown to exist at the level of 
the ICC, there should be differences in at least some acoustic coding properties between 
the rostral-lateral versus caudal-medial ICC. 
In this study, we performed a detailed mapping of acoustic-driven responses across 
the ICC. We presented short tone pips, in addition to the longer pure tone stimuli used in 
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previous studies, to assess whether spatial differences in coding properties were masked 
by analyzing longer stimulus responses. Unlike the previous studies described above, 
which did not delineate the lamina borders in three dimensions, we used multi-site arrays 
as well as histological and computational reconstruction techniques to ensure that we 
fully sampled locations throughout and up to the borders of a given isofrequency lamina. 
We then analyzed a wide range of response features based on LFPs and spikes that 
revealed obvious and substantial differences in multiple response properties between the 
caudal-medial versus rostral-lateral ICC. These results demonstrate that there are at least 
two sub-projection pathways through the ICC, providing further evidence for redefining 
the auditory lemniscal pathway. 
METHODS 
 Neural responses were recorded in the ICC of ketamine-anesthetized guinea pigs 
using a four shank, 32-site array and in response to 10 or 20 kHz pure tone stimuli. Basic 
surgical procedures and methods for neural recording and acoustic stimulation were 
similar to those presented in previous work (Lim and Anderson 2007a; 2006; Straka et al. 
2013). The array was inserted into multiple locations within each experiment and across a 
total of 12 male and female guinea pigs (391 ± 57 g). We compared the responses to short 
(0.5 or 1 ms) and long (50 ms) pure tone stimuli to assess whether spatial differences in 
coding properties along an ICC lamina were masked by analyzing long stimulus 
responses in the previous studies described in the Introduction. We used histological and 
computational reconstruction techniques to ensure that we fully sampled locations 
throughout and up to the borders of a given isofrequency lamina. We then analyzed a 
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wide range of response features based on LFPs and spikes, and mapped how these 
responses changed with location along an ICC lamina.  
SURGERY 
 Basic surgical procedures and methods for neural recording and acoustic stimulation 
were similar to those presented in previous (Lim and Anderson 2007a; 2006; Straka et al. 
2013). Ketamine-anesthetized guinea pigs were used in accordance with policies of the 
University of Minnesota's Institutional Animal Care and Use Committee. Experiments 
were performed on 12 male and female Hartley guinea pigs (391 ± 57 g, Elm Hill 
Breeding Labs, Chelmsford, MA). Animals were initially anesthetized with an 
intramuscular injection of ketamine (40 mg/kg) and xylazine (10 mg/kg) and were given 
periodic supplements to maintain an areflexive state. Atropine sulfate (0.05 mg/kg) was 
periodically administered via an intramuscular injection to reduce bronchial secretion. A 
warm water heating blanket monitored by a rectal temperature probe was used to 
maintain the body temperature at 38 ± 0.5 °C. The heart rate and blood oxygen level were 
also monitored. 
 After fixing the animal into a stereotaxic frame (David Kopf Instruments, Tujunga, 
CA), we exposed the right side of the cortex from the caudal end of the occipital lobe to 
the caudal end of the temporal lobe. The dura was removed and micromanipulators were 
used to insert a silicon-substrate, 32-site electrode array (NeuroNexus Technologies, Ann 
Arbor, MI) into the ICC. The array consisted of four 8-mm-long shanks separated by 500 
μm. Sites were linearly spaced at 100 μm along the shank (8 sites per shank) and each 
had an area of about 700 μm2. The array was placed at a 45° angle to the sagittal plane 
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through the visual cortex into the inferior colliculus in order to be aligned along the 
tonotopic axis of the ICC (Malmierca et al. 1995; Snyder et al. 2004). Array placements 
were confirmed with acoustic-driven responses (Lim and Anderson 2007b; Snyder et al. 
2004), and the exposed brain was covered with agarose gel. 
RECORDING SETUP 
 All experiments were performed in an acoustically and electrically-shielded chamber 
and controlled by a computer interfaced with TDT System 3 hardware (Tucker-Davis 
Technology, Alachua, FL) using custom software written in MATLAB (MathWorks, 
Natick, MA). Sound was presented via a speaker coupled to the left ear through a hollow 
ear bar. The speaker-ear bar system was calibrated using a 0.25-in. condenser 
microphone (ACO Pacific, Belmont, CA) connected to the ear bar via a short plastic tube 
representing the ear canal.  
 All neural signals were passed through analog DC-blocking and anti-aliasing filters 
from 1.6 Hz to 7.5 kHz. The sampling frequency used for acoustic stimulation was 195 
kHz and for neural recording was 24 kHz. The recording ground needle was positioned 
directly in the brain in the parietal lobe. 
PLACEMENT OF ARRAY 
 To guide the array placement, various levels of pure tones and broadband noise (50 
ms in duration with 5 ms and 0.5 ms rise-fall ramp times, respectively) were presented in 
the left ear to elicit acoustic-driven activity in the contralateral ICC. Post-stimulus time 
histograms (PSTHs) and frequency response maps (FRMs) were plotted online to 
confirm the array's position along the tonotopic axis of the ICC. All FRMs and responses 
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to pure tones were analyzed offline for greater accuracy. Details on these analysis 
methods and example plots for similar types of arrays are presented in previous 
publications (Lenarz et al. 2006; Lim and Anderson 2006). Briefly, we bandpass filtered 
the neural signals (300-3000 Hz) on each site and detected spikes that exceeded a 
threshold of three standard deviations above the background activity. To create FRMs, 
four trials were presented for each pure tone (1-40 kHz, 8 steps/octave) and level (0-70 
dB, 10 dB steps) stimulus in a randomized sequence. The best frequency (BF) was taken 
as the centroid of frequencies at 10 dB above the visually-determined threshold. As 
shown in Fig. 1A, FRMs for each site were found to determine the frequency tuning 
properties for each neural population, and array placement in ICC was confirmed when 
shallow to deep sites along the shank systematically responded with low to high BFs, 
respectively. Across an ICC lamina, no clear spatial organization of tuning widths was 
found (see Discussion: Comparison to previous studies for further details).  
ACOUSTIC STIMULI 
 Two durations of pure tones at 10 or 20 kHz were each presented 20 times at varying 
levels in 2 dB increments. In 12 animals, we presented short tones, which were 5 periods 
of a stimulus (i.e., 0.5 or 1 ms for 10 and 20 kHz, respectively) with a 2.5 period cos
2
 up- 
and down-ramps. In four of these animals, we also presented 50 ms long tones, with 5 ms 
cos
2
 up- and down-ramps, which was chosen to compare the results of our short tones to 
those of long tones presented in literature. Both the 10 and 20 kHz stimuli were randomly 
presented across varying levels and stimuli durations, at a rate of 2/s. These stimuli were 
presented at levels of up to 80 dB SPL, though this upper limit could be lower for 
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different placements in which we already observed strong or saturating activity at lower 
levels. For each shank in the ICC, we analyzed the site that responded with the closest BF 
to the stimuli presented. For the 10 kHz stimuli, the average BF was 10 ± 1 kHz (mean ± 
STDV) for short tones (n = 119 sites) and long tones (n = 54). For the 20 kHz, the 
average BF was 19 ± 1 kHz for short tones (n = 99) and long tones (n = 52). An ICC 
isofrequency lamina has a bandwidth of approximately 0.28 octaves in cat (Schreiner and 
Langner 1997) and 0.29 octaves in rat (Malmierca et al. 2008). Although the average BF 
across ICC sites for the 20 kHz stimuli was slightly lower at 19 kHz, this was still within 
one critical bandwidth, and thus was still considered as the 20 kHz lamina. For all of the 
stimuli, our bandwidth of 0.15 octaves STDV for 10 kHz and 0.11 octaves STDV for 20 
kHz were much smaller than the expected bandwidths of each isofrequency lamina (i.e., 
0.28 or 0.29 octaves), and supports that the BF-matched sites were within the same 10 or 
20 kHz lamina. 
HISTOLOGY AND MIDBRAIN RECONSTRUCTIONS 
 Prior to placement, the array was dipped in a red stain (Di-I: 1, 1-dioctadecyl-
3,3,3',3'-tetramethylindocarbocyanine perchlorate, Sigma-Aldrich, St. Louis, MO) to later 
identify the array locations across the ICC during histological analysis. Detailed 
description of the histological procedure, midbrain reconstruction, normalization, and 
approximation of frequency lamina is provided in a previous publication (Markovitz et al. 
2012). Briefly, the midbrain was fixed with 3.7% paraformaldehyde and cryosectioned 
into sagittal sections at 60 µm using a sliding microtome (Leica, Buffalo Grove, IL). 
Images of each slice were taken using a Leica MZ FLIII fluorescence stereomicroscope 
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(Leica, Buffalo Grove, IL), Leica DFC412 C peltier cooled CCD camera, and Image-Pro 
software (MediaCybernetics, Bethesda, MD). A single reflection white light image using 
a variable intensity fiber optic light source (Fiber-Lit-PL800, Dolan-Jenner Industries, 
Boxborough, MA) was taken to determine the outline of each slice. Fluorescence images 
were later superimposed on the white light images for visualization of the reference and 
array shank points stained with Di-I. The brain was then reconstructed in three 
dimensions using Rhinoceros (Seattle, WA), and the positions of the arrays were 
estimated by creating best fit lines through the points on individual slices.  
 The reconstructions for each brain were then normalized to one standard brain using 
a reference needle point at the intersection of the superior colliculus, thalamus, and lateral 
extension from the IC, as well as the curvature of the IC. These anatomical features have 
shown to be reliable and consistent for normalizing brains across animals in previous 
studies from our lab (Markovitz et al. 2012; Markovitz et al. 2013). The laminae were 
approximated by creating a plane orthogonal to the average insertion angle of all best fit 
lines of the array placements. To determine the depth of each lamina, we calculated the 
distance from the surface of the IC, where neurons do not respond to broad-band noise, to 
locations where neurons respond with specific BFs from previously published data 
(Markovitz et al. 2012). This distance was multiplied by a scaling factor to account for 
tissue changes due to the histological process. 
 Though the true frequency laminae are curved throughout the ICC (Malmierca et al. 
2008; Malmierca et al. 1995), the approximation of the lamina as a flat plane was 
necessary for the analysis of how responses vary across each lamina. Thus, the locations 
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along a lamina are a projection of points onto this plane. However, since the electrode 
shanks are approximately parallel to each other, the positions of the points maintain their 
relative location to each other along an ICC lamina, which is sufficient to determine 
differences in coding properties between the caudal-medial versus rostral-lateral regions.  
 In order to record from both the 10 and 20 kHz BF-matched neurons for each 
placement, the depth of the array was adjusted for each stimulus. For each depth, FRMs 
were acquired and placements were classified as inside, on the border, or outside the ICC, 
as shown in Figure 7A. Placement in the ICC was defined by observing FRMs that 
exhibited an orderly shift from low to high BFs for superficial to deeper sites, 
respectively, along a shank (Lim and Anderson 2006; Snyder et al. 2004). Shanks were 
labeled ‘border’ if the FRMs showed broad tuning with orderly shifts or if a neighboring 
shank (which was simultaneously recorded) was outside the ICC. In addition, shanks 
were designated as a border position if the sites along the shank showed tonotopic shifts 
for only four to six consecutive sites, one of which being the BF-matched site to the 
stimulus. Shanks were determined to be outside the ICC if the tonotopic shift of 
increasing BFs with deeper sites was not present. The reconstructions of each array 
placement within the normalized brain, as well as the 10 and 20 kHz laminae, can be seen 
in Figure 7B. For the shanks which were inside or on the border of the ICC (Figure 7C), 
sites with similar BFs to the stimulus were analyzed for the different LFP and spiking 
properties. Though large vasculature on the surface of the visual cortex impeded our 
ability to insert the arrays more medially in Figure 7C, the FRMs indicated that our most 
medial sites were located at the border of the ICC.  
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Figure 7: Histological Reconstructions and Physiological Responses were used to Determine ICC 
Recording Locations and Delineate Borders. A, Each placement was determined to be inside the ICC, on 
the border, or outside of the ICC based on FRMs of a single array shank, which had eight sites spanning 
different frequency layers. Placements were considered inside the ICC when shallow to deep sites along the 
shank systematically showed low to high BFs, respectively. Placements were considered to be on the 
border of the ICC if there was only a partial BF shift across the shank, as shown in the figure, or if a 
neighboring shank within the same array placement was outside the ICC. Placements which did not show 
any systematic BF shift were considered outside of the ICC. Bolded FRMs were sites considered inside the 
ICC and, of these sites, only those with a BF of 10 or 20 kHz were further analyzed. B, The midbrains and 
array placements were reconstructed in three dimensions and normalized onto a single brain (see Materials 
and Methods: Histology and midbrain reconstructions for details). The 10 and 20 kHz isofrequency 
laminae (orange and purple planes, respectively) were approximated by planes at depths which correspond 
to neurons with those respective BFs. C, caudal; D, dorsal; L, lateral; IC, inferior colliculus; SC, superior 
colliculus. C, The location of each recording site was determined across the isofrequency laminae. For 
symbol definition, see A.  
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DATA ANALYSIS 
Local Field Potential Activity 
 LFPs were obtained by averaging (across 20 trials) the neural signals recorded on 
one site. LFP threshold was determined by finding a response that was three standard 
deviations above the background activity, which was taken from the 40 ms window 
preceding the acoustic stimulus of pre-averaged data. The time of the averaged LFP peak 
(i.e., for the minimum point of the negative peak) was calculated at the lowest level 
which elicited a LFP peak at threshold. The magnitude of the negative averaged LFP 
peak, which was subtracted from the baseline, was determined at a level 4 dB above the 
threshold for each site. We found these criteria to be the minimum stimulation levels 
which were not strongly influenced by noise. The most caudal-medial locations of the 
ICC usually did not exhibit activity that surpassed these criteria even up to our maximum 
level of 80 dB SPL. Despite this limitation, similar trends in response properties were still 
observed across ICC locations. 
Spiking Activity 
 Spikes were detected offline using the same online method described above. Then 
the window length of the PSTH was visually assessed by estimating the start and end 
times. A signal detection theory (SDT) paradigm was used to calculate d’, which 
describes the separation between the driven and spontaneous activity distributions in the 
units of the standard deviation of the spontaneous activity distribution obtained for the 40 
ms window preceding the acoustic stimulus (Britten et al. 1992; Green and Swets 1966). 
All spiking parameters, including PSTH duration, were calculated at the lowest level 
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which elicited a spiking response of d’=1 and d’=3, which we refer to as threshold and 
suprathreshold, respectively, throughout this paper. 
 During our analysis, it was evident that PSTHs had different shapes along with 
different durations, especially for long tone stimuli. In order to quantify these shapes, we 
created a parameter called halftime. The halftime is the time required for half of the total 
spikes within the PSTH to occur. Therefore, a short halftime is indicative of the majority 
of the spikes occurring at the beginning of the PSTH (i.e., with a predominant onset 
shape), while a long halftime is indicative of the majority of spikes occurring later in the 
PSTH (i.e., with a predominant sustained shape). 
 The first spike latency (FSL) and FSL jitter were calculated by computing the mean 
and STDV, respectively, of the first spike latencies across all 20 trials. The minimum 
latency for a given trial was at least 4 ms after the onset of the acoustic tone, which was 
the shortest latency previously reported for the ICC (Schreiner and Langner 1988; Syka 
et al. 2000). If the first spike for a given trial did not occur by the ‘lock-out’ time, which 
was the end of the PSTH window, it was counted as a ‘miss’ and that trial was not 
included in the analysis.  
Steepest Gradient Axis 
 Response properties were fit to the ICC locations using two-dimensional, linear 
multiple regression analysis, in which a site’s location across the lamina was a predictor 
of the response property. The model determined the slope parameter, which we call the 
steepest gradient axis (i.e., the vector of greatest increase) for each response parameter. 
Thresholds 
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 Within a single placement of the four shank array, the thresholds of BF-matched 
sites on the most rostral shank to the most caudal shank in the ICC were compared. 
Comparisons were only made for placements with at least two shanks inside the ICC. At 
least one of the sites had to reach threshold activity; if the other site did not reach 
threshold, threshold was estimated by adding 2 dB to the highest level presented for that 
site. The highest stimulus level used for each placement was varied within experiments in 
order to accommodate the rising thresholds that occurred with each placement, and 
allowed us to ensure that activation of most ICC neurons was sufficient for analysis. This 
estimated threshold did not affect our findings because it was a more conservative 
estimate of threshold for our analysis (i.e., the threshold for such a site would be equal to 
or even higher than what we estimated). Spiking thresholds were determined at threshold 
and suprathreshold levels, which were the lowest levels which elicited a spiking response 
of d’=1 and d’=3, respectively. LFP thresholds were determined at the level that elicited a 
response three standard deviations above the background activity. The difference 
between the caudal shank threshold to rostral shank threshold was determined for each 
placement, and this difference was determined to be positive or negative. Significance 
across all placements was determined using the sign test, which uses the binomial test to 
assess the null hypothesis that there are equal numbers of positive and negative 
differences.  
RESULTS  
CASE EXAMPLE OF RESPONSES  
 As evidenced by both LFPs and PSTHs, evoked responses to pure tones varied 
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systematically across an isofrequency lamina of the ICC. Figure 8 shows a case example, 
where an electrode array was placed several times within a single animal and neural 
activity in response to short and long 10 kHz tones at 70 dB SPL were recorded on sites 
within the 10 kHz lamina.  
 
Figure 8: After the placement of each site was determined by histological reconstructions, the PSTH and 
LFP responses to 10 kHz short and long tone stimuli at 70 dB SPL were plotted across an ICC lamina (each 
box). All sites were recorded in a single animal. The PSTHs of sites in the rostral-lateral locations had 
pronounced onset spiking which grew wider in caudal-medial regions in response to short tones. In 
response to long tones, most sites responded with sustained spiking, but the onset was more pronounced in 
rostral-lateral regions while the sustained activity was more pronounced in the caudal-medial regions. In 
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addition, sites in rostral-lateral regions responded with larger LFPs to both stimuli, while caudal-medial 
regions had weak LFPs. R, rostral; L, lateral. 
In response to the short tone stimuli, PSTHs in the rostral-lateral region had a sharp onset 
response that grew wider caudal-medially. In response to the long tone stimuli, PSTHs 
throughout a lamina showed sustained activity. However, in the rostral-lateral region, the 
amount of spiking in the onset portion is much larger than the sustained portion. In 
contrast, more caudal-medial locations exhibit more complex and/or longer lasting 
responses. For both short and long tone stimuli, LFP peaks were large in the rostral-
lateral locations and grew weaker in more caudal-medial locations. In the most caudal-
medial region, LFPs were small and never exceeded threshold above background activity 
regardless of the stimulus level. Despite the weak LFPs, these caudal-medial locations 
still exhibited strong spiking responses, and thus the inputs must not have sufficient 
temporal and spatial synchrony to elicit larger LFPs. 
RESPONSE PARAMETER MAPS ACROSS THE ICC LAMINA 
 The consistent trends observed in response types encouraged us to further investigate 
how specific properties of the responses varied across the ICC lamina. In this analysis, 
neural responses at a similar activation level were analyzed for each location trend. For 
spiking, this was accomplished using SDT to determine levels which elicited threshold 
and suprathreshold responses at d’ levels of 1 and 3, respectively (see Materials and 
Methods: Data analysis for details). Several spiking parameters were analyzed, including 
PSTH duration, halftime, FSL, and the FSL jitter. Since we observed different PSTH 
shapes, we also analyzed halftime, which is the amount of time for half of the total spikes 
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to occur. Halftime is indicative of the PSTH shape since longer halftimes occur with 
stronger sustained spiking while shorter halftimes occur with stronger onset spiking. The 
maps of how spiking parameters varied across the ICC lamina in response to 10 and 20 
kHz short tones can be seen in Figure 9. The values decreased from large PSTH 
durations, halftimes, FSLs, and FSL jitters caudal-medially to smaller values rostral-
laterally for both threshold and suprathreshold levels. This trend was also similar for 10 
and 20 kHz long tone responses, as seen in Figure 10. 
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Figure 9: Spiking Responses to Short Tones (ST) Vary from Caudal-Medial to Rostral-Lateral across the 
Lamina. The maps of spiking in response to 10 kHz (A) and 20 kHz short tones (B) show response 
parameters recorded at each location. Multiple regression was performed to determine the steepest gradient 
axis (arrows, colors are indicative of response parameter and threshold variables). The spiking properties of 
PSTH duration, halftime, FSL, and FSL jitter were determined for each site at threshold and suprathreshold 
levels. See Table 1 for details on the regression statistics and Figure 10 for spiking response maps for the 
long tone stimuli. 
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Figure 10: Spiking Responses to Long Tones (LT) Vary from Caudal-Medial to Rostral-Lateral across the 
Lamina. The maps of spiking in response to 10 kHz (A) and 20 kHz long tones (B) show response 
parameters recorded at each location. Similar to short tone responses in Figure 9, the responses varied from 
rostral-lateral to caudal-medial across the lamina. 
 In addition to spiking parameters, we also analyzed how LFP parameters varied 
across the ICC lamina. The LFP threshold was defined as three times the standard 
deviation of the spontaneous activity. LFP peak time was determined at the lowest 
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stimulus level which surpassed this threshold, and the magnitude of the LFP peak was 
found at 4 dB above this threshold. In choosing these criteria, we attempted to find the 
lowest elicited threshold which would provide consistent results while minimizing noise 
effects. However, the responses in the most caudal locations still did not exceed 
spontaneous activity. These caudal locations were set to 0 µV for the analysis of LFP 
peak magnitudes but were not included for the analysis of LFP peak time. The maps of 
LFP parameters in response to 10 and 20 kHz short and long tones are shown in Figure 
11, where caudal-medial regions have smaller or subthreshold LFP peaks that occur later 
and rostral-lateral regions have larger LFP peaks that occur earlier.  
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Figure 11: LFP Response Properties Vary from Caudal-Medial to Rostral-Lateral across the Lamina. The 
maps of LFP properties in response to 10 kHz short tones (A), 20 kHz short tones (B), 10 kHz long tones 
(C), and 20 kHz long tones (D) show response parameters recorded at each location. Multiple regression 
was performed to determine the steepest gradient axis (arrows). The LFP peak time was determined at 
threshold and the LFP magnitude was determined at 4 dB above threshold. If the site did not exceed 
threshold, the LFP magnitude was labeled as 0 µV and included in the data analysis. Those locations were 
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not included in the LFP peak time analysis, and are marked as X’s in the LFP Time plots. See Table 1 for 
details on the regression statistics. 
 In order to quantify the gradient directionality of these different response maps, a 
line was fit to the data using linear, two-dimensional multiple regression analysis to find 
the steepest gradient axis, or the direction at which the response increased the most. The 
steepest gradient axes (the directional arrows) for each parameter are overlaid on the 
location data in Figure 9 for the short tone spiking parameters, Figure 10 for the long tone 
spiking parameters, and Figure 11 for short and long tone LFP responses. Directions for 
all parameters, summarized by the steepest gradient axes lines in Figure 12, show that all 
of the different response properties varied in a caudal-medial to rostral-lateral direction. 
The regression fit for each parameter was found to be significant, and details on the angle 
value and statistics can be found in Table 1. 
 
Figure 12: Multiple regression was performed to determine the steepest gradient axis (colored lines), 
which highlights the directionality for each parameter across the ICC lamina. Responses to all spiking and 
LFP parameters varied caudal-medially to rostral-laterally for the 10 and 20 kHz short and long tone 
responses. 
Table 1: Multiple Regression Statistics Summary. Multiple regression was performed to determine the 
directionality of how each response parameter varied across the isofrequency lamina. The angle θ across 
the isofrequency lamina is the inverse tangent of the slope of the regression, where caudal to rostral would 
  43 
be 90° and medial to lateral would be 0°. Each regression was performed on the number of sites N, with the 
descriptive statistics of a coefficient of determination R
2
 and probability P. 
 
  
Spiking Parameters 
LFP 
Parameters 
  
At Threshold At Suprathreshold     
    
PSTH 
Duration  
Half-
time FSL 
FSL 
Jitter Width 
Half-
time FSL 
FSL 
Jitter 
Peak 
Mag. 
Peak 
Time 
1
0
 k
H
z 
S
h
o
rt
 
T
o
n
es
 
θ 33.3 34.6 37.4 35.0 27.1 36.1 45.4 51.5 73.5 25.8 
N 119 119 119 119 113 113 113 113 119 95 
R
2
 0.47 0.48 0.57 0.48 0.48 0.45 0.57 0.57 0.64 0.50 
P 7E-17 3E-17 4E-22 4E-17 2E-16 5E-15 4E-21 1E-20 3E-26 2E-14 
                        
1
0
 k
H
z 
L
o
n
g
 
T
o
n
es
 
θ 53.3 59.4 61.3 67.3 21.1 33.0 49.3 54.6 58.8 18.0 
N 55 55 55 55 53 53 53 53 55 47 
R
2
 0.43 0.43 0.32 0.27 0.44 0.49 0.39 0.12 0.62 0.54 
P 5E-07 5E-07 4E-05 3E-04 5E-07 4E-08 4E-06 4E-02 1E-11 3E-08 
                        
2
0
 k
H
z 
S
h
o
rt
 
T
o
n
es
 
θ 30.0 36.5 37.3 44.2 32.6 30.6 30.4 42.2 42.5 24.6 
N 99 99 99 99 93 93 93 93 99 85 
R
2
 0.40 0.46 0.56 0.50 0.46 0.47 0.56 0.41 0.49 0.58 
P 3E-11 1E-13 9E-18 4E-15 1E-12 3E-13 1E-16 5E-11 1E-14 3E-16 
                        
2
0
 k
H
z 
L
o
n
g
 
T
o
n
es
 
θ 37.8 27.8 28.0 35.3 27.0 39.3 53.4 72.6 52.8 14.1 
N 52 52 52 52 50 50 50 50 52 46 
R
2
 0.39 0.38 0.38 0.29 0.36 0.39 0.48 0.28 0.31 0.64 
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 Across the 10 kHz and 20 kHz laminae, the spiking and LFP response gradients varied 
from 24-74° rostral-laterally in response to short tones and 14-73° rostral-laterally in 
response to long tones, where 90° would be aligned along the caudal to rostral axis and 0° 
would be aligned along the medial to lateral axis.  
 Next we investigated whether the variation in angles across the ICC lamina 
depended on different properties, laminae, or stimulus duration. We compared the mean 
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angles between these specific variables by averaging across all other properties and 
stimulus conditions, as summarized in Figure 13.  
 
Figure 13:  The angles of the responses, averaged across relevant response parameters (i.e., all other 
parameters and stimuli conditions except those directly being compared), were similar when comparing 
between different conditions. Average angles across all spiking parameters, BF laminae, and stimuli length 
were comparable between threshold and suprathreshold conditions. Average angles across all LFP and 
spiking parameters were similar when comparing between tone lengths or BF laminae. Finally, the average 
angles were similar between spiking and LFP parameters. Data is represented as mean ± STDV. 
The mean angle was 41 ± 12° (mean ± STDV, n = 16 parameters) for threshold and 40 ± 
13° (n = 16) for suprathreshold spiking parameters, when averaging across the four 
parameters each for the 10 and 20 kHz short and long tone stimuli. The similarity 
between the two suggests that this directionality is maintained across stimulation levels 
for spiking responses. The mean angle across all properties was 37.5 ± 11° (n = 20) for 
the short tones and 43 ± 17 ° (n = 20) for long tones, when averaging across the four 
spiking parameters at each of the two threshold levels and LFP parameters for both 
frequency laminae. Therefore, response properties were similar between short and long 
tone stimuli, though long tones resulted in greater scatter of angles potentially due to the 
fewer number of sites sampled. In addition, the average angle for all properties and 
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stimuli was 44 ± 16° (n = 20) for the 10 kHz lamina and 39 ± 22° (n = 20) for the 20 kHz 
lamina, which indicates that the two lamina also showed similar trends across properties. 
Across all stimuli, the average angle was 41 ± 13° (n = 32) for spiking parameters and 39 
± 22° (n = 8) for LFP parameters. The similarity of trends for both LFP and PSTH 
response characteristics further supports the main trends in response differences between 
rostral-lateral and caudal-medial regions of the ICC. There were no significant 
differences between all four of these group comparisons (P > 0.05, using the Mann-
Whitney test). Therefore, we conclude that the directionality of property differences from 
caudal-medial to rostral-lateral is consistent across the parameters used in this study, 
including short and long tone stimuli, the 10 kHz and 20 kHz lamina, threshold and 
suprathreshold spiking activity, as well as spiking and LFP activity.  
TWO SPATIALLY DISTINCT REGIONS ALONG AN ICC LAMINA 
 While the steepest gradient axis was an important tool in determining the 
directionality of response gradients, we needed to further investigate how the responses 
vary along these gradients. Based on previous anatomical and physiological studies, it has 
been proposed that at least two spatially segregated lemniscal pathways exist from the 
ICC (i.e., caudal-medial versus rostral-lateral regions) up to ACC. Thus, it would be 
expected that response parameters would exhibit at least two clusters of response values 
between the caudal-medial and rostral-lateral regions of the ICC rather than a smooth 
gradient of values across that dimension. In order to address this question, we projected 
each recording location onto the steepest gradient axis by determining the shortest 
distance between the two. We then plotted the response properties for each location as a 
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function of distance from the vertex (i.e., the most caudal-medial point on the steepest 
gradient axis), as shown in Figure 14 in response to short tones.  
 
Figure 14: In Response to Short Tones, Differences of Spiking Properties between the Caudal-Medial and 
Rostral-Lateral Regions Suggests that the Two are Distinct Clusters. The values of spiking parameters were 
plotted along the steepest gradient axis from the caudal-medial (0) to the rostral-lateral (1) endpoints along 
an ICC lamina in response to a 10 kHz (A) or 20 (B) kHz ST. The spiking parameters are small and similar 
in rostral-lateral regions and increase rapidly in amount and scatter towards more caudal-medial regions. 
Trends in spiking responses were similar across different stimulus levels. See Figure 15  for spiking 
responses to the long tone stimuli. 
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For the spiking parameters in Figure 14, at least two clusters of values can be seen along 
the caudal-medial to rostral-lateral dimension. This is most clearly observed for the FSL 
parameter, where latencies are short in the rostral-lateral region and become longer in the 
caudal-medial region. At a distance of about 0.5 up to 1 (i.e., along the abscissa and in the 
rostral-lateral region), there is no or minimal change in values. However, for smaller 
distances below about 0.5 (i.e., in the caudal-medial region), the values increase rapidly 
with greater heteroscedasticity. This basic pattern can be observed for all the other 
spiking parameters and for long tone stimuli (see Figure 15).  
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Figure 15: In Response to Long Tones, Differences of Spiking Properties between the Caudal-Medial and 
Rostral-Lateral Regions Suggests that the Two are Distinct Clusters. The values of spiking parameters were 
plotted along the steepest gradient axis from the caudal-medial (0) to the rostral-lateral (1) endpoints along 
an ICC lamina in response to a 10 kHz (A) and 20 (B) kHz LT. Similar to short tone stimuli in Figure 14, 
the spiking parameters are small and similar in rostral-lateral regions and increase rapidly in amount and 
scatter towards more caudal-medial regions. 
 In addition, this basic pattern can be partially observed for LFP peak time but not for 
LFP peak magnitude, as shown in Figure 16. It is important to note that the LFP 
corresponds to activity recorded across a large population of neurons surrounding the 
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recording site that can span a distance of hundreds of microns whereas our multi-unit 
spiking activity corresponds to a spatial span of tens of microns (Eggermont and Smith, 
1995; Humphrey and Schmidt, 1991; Leung, 1990; Mitzdorf, 1985). Thus, the limited 
spatial resolution of the LFP response likely smeared any clustering effect along the 
caudal-medial to rostral-lateral distance. 
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Figure 16: Differences of LFP Properties between the Caudal-Medial and Rostral-Lateral Regions 
Suggests that the Two are Distinct Clusters. The values of LFP parameters were plotted along the steepest 
gradient axis from the caudal-medial (0) to the rostral-lateral (1) endpoints along an ICC lamina in response 
to 10 kHz short tones (A), 20 kHz short tones (B), 10 kHz  long tones  (C), and 20 kHz  long tones  (D). 
The LFP times are small and similar in rostral-lateral regions and increase rapidly in amount and scatter 
towards more caudal-medial regions. LFP magnitudes are large in rostral-lateral regions while rarely 
exceeding threshold in caudal-medial regions. 
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THRESHOLD ANALYSIS 
 The previous results were all compared at levels which elicited a similar extent of 
activity for each site. We also wanted to analyze whether thresholds varied across 
locations. Unfortunately, each subsequent array insertion slightly increased the threshold 
of response regardless of location, possibly due to minor tissue damage, swelling over 
time, or adaptive effects. This limitation restricted us from analyzing location maps for 
threshold across all our array shank locations and animals. Since we used a four shank 
array in which the shanks were separated by 500 µm and aligned along the caudal to 
rostral direction of the ICC, we instead compared the thresholds of BF-matched sites on 
the most rostral shank versus the most caudal shank for each placement. These rostral and 
caudal sites were distributed throughout the rostral and caudal ICC locations over all of 
the animals, as shown in Figure 17.  
 
Figure 17: Distribution of the Most Rostral and Most Caudal Shank for Each ICC Array Placement. The 
most rostral shank (circle) and the most caudal shank (square) in the ICC for each array placement are 
shown for the different stimuli. Since placements of rostral and caudal points were distributed throughout 
the rostral and caudal half of the ICC, respectively, this suggests that comparing the thresholds of the 
rostral and caudal shank for each placement (i.e., BF-matched sites) is an appropriate way to compare 
threshold differences between the rostral versus caudal regions along an ICC lamina. 
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 As described previously, the spiking threshold and suprathreshold values were 
determined using SDT at stimulation levels which elicited spiking activity at d’ values of 
1 and 3, respectively. For each placement, we determined the differences between the 
caudal shank and rostral shank threshold. We used the sign test to test the null hypothesis 
that, across all placements, the number of occurrences of positive differences was equal 
to that of the number of negative differences. We found that thresholds were significantly 
lower for rostral compared to caudal shanks for spiking in response to 10 kHz short tones 
at spiking threshold (P < 5x10 
-4
, N = 37 comparisons) and suprathreshold levels (P < 4 
x10 
-3
, N = 37). Similar trends were observed for the other stimuli, though these trends 
did not reach significance. In addition, LFP thresholds were lower for rostral compared to 
caudal shanks for the 10 kHz short tones (P < 9x10 
-10
, N = 36), 10 kHz long tones (P < 
6x10 
-5
, N = 17), and 20 kHz short tones (P < 7x10 
-3
, N = 31). A similar trend was 
observed for the 20 kHz long tones but it did not reach significance. Perhaps not all of 
these conditions reached significance because of the orientation of the shanks along the 
caudal to rostral dimension instead of the caudal-medial to rostral-lateral dimension. 
Nevertheless, all of the conditions still exhibited similar trends of lower thresholds in 
more rostral locations, which is consistent with what is expected for the dual lemniscal 
organization. In particular, the rostral (and lateral) ICC projects up to the rostral MGV 
and A1, which have both shown greater sensitivity and/or stronger neural activity 
compared to the caudal MGV and regions outside of A1 that receive projections from the 
caudal-medial ICC. 
DISCUSSION 
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SUMMARY OF RESULTS 
 In response to pure tones, we found a differential pattern of activity to BF-matched 
sites across the isofrequency laminae of the ICC. In contrast to caudal-medial regions, 
rostral-lateral regions responded with shorter PSTH durations, more proportion of spikes 
occurring earlier in the PSTH, shorter first-spike latencies with less FSL jitter, and larger 
LFP peaks with shorter latencies. The larger LFP peaks relate to greater spatial and/or 
temporal synchrony across neurons. Using multiple regression, we found this caudal-
medial to rostral-lateral directionality of response properties (i.e., along the steepest 
gradient axis) to be significant when investigating responses to both short and long 
stimuli. Further analysis of the response properties revealed two distinct clusters of 
values along the steepest gradient axis, corresponding to a caudal-medial and a rostral-
lateral region along the isofrequency laminae of the ICC. We also found that acoustic 
thresholds were generally lower in rostral versus caudal locations. 
METHODOLOGICAL CONSIDERATIONS 
 In order to fully map numerous locations across and up to the border of a given ICC 
lamina, we targeted only two isofrequency laminae of the ICC: the 10 kHz and 20 kHz 
lamina. Since the typical hearing range of the guinea pig spans frequencies from tens of 
hertz up to 40-50 kHz (Prosen et al. 1978), we cannot claim that the two distinct clusters 
of response properties between the caudal-medial versus the rostral-lateral regions along 
an isofrequency lamina occurs throughout the ICC.  However, we arbitrarily selected 
these two different laminae and observed similar trends in response properties. Previous 
studies have also demonstrated a dual lemniscal organization that spans across different 
  54 
frequency regions from the brainstem up through the ICC, MGV, and ACC. In gerbil, this 
segregated organization from the ICC up to MGV was anatomically demonstrated 
throughout most of the ICC spanning low, middle, and high frequency regions (Cant and 
Benson 2007; 2006). In cat, this segregated organization from MGV up to ACC with 
their different coding properties was demonstrated across a wide frequency range of 
approximately 0.2 to 50 kHz (Rodrigues-Dagaeff et al. 1989). In rat, the anatomical 
segregation from MGV to ACC was only investigated for a frequency region around 8 
kHz, but the differences in response properties between subregions within ACC (i.e., A1 
versus ventral auditory field or caudal suprarhinal auditory field) that are the targets of 
the dual lemniscal pathways from MGV were demonstrated across a wide frequency 
range of about 1-30 kHz within the same studies (Polley et al. 2007; Storace et al. 2012).  
In guinea pig, the spatial segregation of activation properties from the caudal-medial 
versus the rostral-lateral ICC up to A1 was shown for different frequency laminae 
spanning 9-23 kHz (Lim and Anderson 2007b). Considering the consistency in results 
across frequency regions for these different studies and species, we expect that the 
distinct cluster of response properties identified between the caudal-medial and the 
rostral-lateral regions of the 10 and 20 kHz laminae would also occur in other 
isofrequency laminae throughout the ICC. 
 In our study, we used an anesthetized preparation that enabled us to position the 
electrode array into numerous locations throughout the ICC in each animal. We selected 
ketamine as the anesthetic because previous studies have shown that it has minimal or no 
alterations in ICC activity compared to the awake state, including minimal or no changes 
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for FSL, FSL jitter, trial-by-trial reliability, temporal synchronization capabilities, and 
acoustic-driven firing rate (Astl et al. 1996; Suta et al. 2003; Ter-Mikaelian et al. 2007). 
Similar to our study, several studies used a combination of ketamine and xylazine in 
guinea pigs and reported no or minimal changes compared to the awake state for 
spontaneous activity, firing patterns in response to pure tones, and tuning properties 
based on Q10 values (Astl et al. 1996; Suta et al. 2003; Torterolo et al. 2002). In one 
study that used barbiturate-ketamine anesthetic in gerbil (Ter-Mikaelian et al. 2007), 
some neurons exhibited greater firing rate adaptation over a longer period of time 
compared to the awake condition. However, this adaptation occurred on a time scale (> 
500 ms) longer than our analysis period (< 160 ms), and thus is unlikely to have affected 
our results. It is important to note that different types of anesthetics (i.e., ketamine, 
pentobarbital, or nitrous oxide) were used in all the previous studies we have described 
above that have demonstrated distinct and consistent response properties between the 
dual lemniscal pathways through the MGV and ACC. Therefore, it is unlikely that the 
differences in response properties between the dual lemniscal pathways are caused by any 
specific type of anesthetic. 
COMPARISON TO PREVIOUS STUDIES 
 We observed differences in thresholds and latencies between the caudal-medial and 
rostral-lateral regions along an ICC lamina, which aligns with the expected dual 
lemniscal organization. However, these results contrast those of previous studies that 
showed a concentric map for thresholds (Hage and Ehret 2003; Stiebler 1986) or a medial 
to lateral organization for latencies (Langner et al. 2002; Schreiner and Langner 1988) 
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along an ICC lamina. This discrepancy in results could be associated with our 
reconstructions of the recording sites that enabled more accurate identification of 
response locations throughout and up to the borders of each ICC lamina across animals. 
For example, it can be seen in the data in Fig. 9 presented by Langner et al. (2002) that 
more recordings from locations closer to the borders of the ICC could have revealed a 
caudal-to-rostral component in their latency map, which would have led to a caudal-
medial versus rostral-lateral organization rather than a medial versus lateral organization. 
In that same figure, however, it does not appear that recording more ICC border locations 
would have resulted in a periodicity map consistent with our dual lemniscal organization. 
Considering the complexity and/or differences in periodicity maps shown across studies 
and species as well as their dependence on level (Krishna and Semple 2000; Langner 
1992; Langner et al. 2002; Schreiner and Langner 1988), it is possible that this feature 
may be integrated across the dual lemniscal pathways. Similarly, other coding properties 
such as frequency modulation, binaural interactions, and sound source localization may 
also be integrated across the dual lemniscal pathways considering that topographic maps 
for these acoustic features have shown to be different than the dual lemniscal anatomical 
segregation (Cohen and Knudsen 1999; Heil et al. 1992; Langner et al. 2002; 
Middlebrooks and Zook 1983; Rodrigues-Dagaeff et al. 1989; Schreiner and Langner 
1988; Wenstrup et al. 1994). 
 In this study, we did not find a consistent organization of tuning curve width (i.e., 
Q10 and Q30 values) or tonotopicity (detailed analysis will be presented in a future 
publication). With regard to frequency tuning properties, it was shown in anesthetized 
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mouse that neurons with narrower tuning were located in more central regions of an ICC 
lamina that then broadened in more outward locations (Hage and Ehret 2003; Stiebler 
1986). However, a more recent study in awake mouse performed detailed histological 
reconstructions of all the recording site locations and found no spatial trend along an ICC 
lamina for tuning curve width (Portfors et al. 2011). As suggested by the authors of this 
study, the discrepancy in results could be associated with the use of histological 
reconstructions for more accurately combining response locations across animals that was 
not performed in the previous studies. It appears that differences in spectral coding 
properties between the dual lemniscal pathways may not occur until the MGV up to ACC 
(Polley et al. 2007; Rodrigues-Dagaeff et al. 1989; Storace et al. 2011). 
A DUAL LEMNISCAL ORGANIZATION 
 The concept of a dual lemniscal organization was first revealed in the 1980s (Morel 
and Imig 1987; Rodrigues-Dagaeff et al. 1989), specifically for projections from MGV 
up to ACC in a cat model. The dual lemniscal hypothesis was further expanded in 2006 
to 2007 to include pathways from the brainstem up through the ICC, MGV, and ACC 
across several species, including gerbil, rat, and guinea pig (Cant and Benson 2007; 2006; 
Lim and Anderson 2007b; Polley et al. 2007). Together, these studies revealed two 
segregated anatomical pathways through the ICC (caudal-medial versus rostral-lateral 
regions), MGV (caudal versus rostral regions), and ACC (A1 versus core regions outside 
of A1). They also demonstrated different coding properties between these pathways 
within the MGV and ACC, and for electrical activation of ICC up to ACC. More 
recently, a series of anatomical and functional studies in rat further support this dual 
  58 
lemniscal organization from the MGV up to ACC and also reveal differences in gene 
expression for type 1 vesicular glutamate transporter that may contribute to the distinct 
coding properties between pathways (Storace et al. 2012; Storace et al. 2010; 2011). 
 Figure 18A provides a simplified schematic summarizing the dual lemniscal 
pathways through the ICC, MGV, and ACC. The differences in coding properties 
between the rostral versus caudal MGV demonstrated by Rodrigues-Dagaeff (1989) in 
cat and listed in Figure 18B suggest that the rostral pathway is designed for stronger 
excitatory activation and more temporally and spectrally precise transmission of 
information up to higher centers. Many of these differences in coding properties between 
the dual pathways have also been shown in ACC and listed in Figure 18B (Phillips et al. 
1995; Polley et al. 2007; Schreiner et al. 2011; Storace et al. 2012; Wallace et al. 2000). 
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Figure 18: Schematic of Anatomical Projections and Summary of Physiological Differences that Indicate 
the Lemniscal Pathway is Segregated into Two Sub-projection Pathways. A, The rostral and caudal 
ascending pathways show spatially segregated anatomical projections from the ICC up to ACC. 
Overlapping projections between the two pathways are not shown. B, In contrast to the caudal pathway, the 
rostral pathway also shows different responses to acoustic stimuli in A1 (Phillips et al. 1995; Polley et al. 
2007; Storace et al. 2012; Wallace et al. 2000), the rostral MGV (Rodrigues-Dagaeff et al. 1989) and the 
rostral-lateral ICC (as shown in this study). Figure adapted from Lim et al. (2008a). 
 The key finding of our study is the confirmation of distinct regions along the ICC 
laminae that code for sound in different ways and align with the dual lemniscal pathways 
identified in the previous studies listed in Figure 18. Except for the spectral coding 
properties, the differences in response properties in ICC are consistent with those 
identified for MGV, further supporting that the rostral pathway is designed for stronger 
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activation and more precise transmission of sound information to higher centers 
compared to the caudal pathway.  
 There is undoubtedly a complex and heterogeneous organization of different 
sound features across the ICC and up to ACC, some of which are organized into 
topographic maps that may or may not align with each other. However, a consistent 
organization of at least two spatially segregated pathways through the ICC, MGV, and 
ACC with different coding properties has been observed across several studies spanning 
multiple species. While these studies investigated mammals including rodents and cats, 
the presence or organization of dual lemniscal pathways in bats or birds  is uncertain 
because of neuroanatomical and physiological differences in these species (Butler and 
Hodos 2005; Popper and Fay 1995). Moreover, the role of these dual pathways is not yet 
clear. A recent study demonstrated that electrical stimulation of A1 elicits descending 
excitatory activation in the caudal-medial ICC but with little or no activation within the 
rostral-lateral ICC (Markovitz et al. 2013). Combined with the robust and precise 
activation properties of the rostral pathway that projects up to A1, these findings suggest 
that the rostral pathway may serve as the main ascending auditory pathway while the 
caudal pathway, at least within the midbrain, may serve a more modulatory role for sound 
processing.  
 What is clear from multiple studies and our recent findings is that the lemniscal 
pathway can no longer be considered as a single pathway through the ascending auditory 
system.  Just as studies have differentiated between different subregions associated with 
the lemniscal versus the nonlemniscal pathway (e.g., ICC versus the external inferior 
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colliculus) to better understand and model the central auditory system, it will also be 
important to differentiate between the dual lemniscal pathways through the ICC, MGV, 
and ACC. Further studies are also needed to identify how brainstem and higher cortical 
regions interact with this dual lemniscal system as well as the functional role of these 
segregated pathways for sound coding and perception. Clinically, these types of studies 
will reveal appropriate targets and stimulation patterns for improving central hearing 
prostheses, such as the auditory brainstem implant and the auditory midbrain implant 
(Colletti et al. 2012; Lim et al. 2009; Schwartz et al. 2008). 
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CHAPTER 3A: DSS EFFECTS ON THE CORTEX 
 
 While the cochlear implant has successfully restored hearing to many deaf 
patients, it cannot benefit those without a functional auditory nerve or an implantable 
cochlea. As an alternative, the AMI has been developed and implanted into deaf patients. 
Consisting of a single-shank array, the AMI is designed for stimulation along the 
tonotopic gradient of the ICC. Although the AMI can provide frequency cues, it appears 
to insufficiently transmit temporal cues for speech understanding because repeated 
stimulation of a single site causes strong suppressive and refractory effects. Applying the 
electrical stimulation to at least two sites within an isofrequency lamina can circumvent 
these refractory processes. Moreover, co-activation with short inter-site delays (<5 ms) 
can elicit cortical activation which is enhanced beyond the summation of activity induced 
by the individual sites. The goal of our study was to further investigate the role of the 
auditory cortex in this enhancement effect. In guinea pigs, we electrically stimulated two 
locations within an ICC lamina or along different laminae with varying inter-pulse 
intervals (0-10 ms) and recorded activity in different locations and layers of A1. Our 
findings reveal a neural mechanism that integrates activity only from neurons located 
within the same ICC lamina for short spiking intervals (<6 ms). This mechanism leads to 
enhanced activity into layers III-V of A1 that is further magnified in supragranular layers. 
This integration mechanism may contribute to perceptual coding of different sound 
features that are relevant for improving AMI performance. 
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INTRODUCTION 
Auditory prostheses have been treating hearing loss for decades, with the CI being 
able to provide sufficient temporal and spectral cues required for speech understanding 
(Kral and O'Donoghue 2010; Shannon et al. 1995; Zeng 2004). For people without a 
functional auditory nerve or an implantable cochlea, central prostheses have been 
implanted in the brainstem since 1979. Unfortunately, the performance of the ABI has 
generally been less successful than the CI, particularly for patients with NF2, one of the 
key target populations for the implant (Colletti et al. 2009; Lim et al. 2009; Schwartz et 
al. 2008). While some ABI patients have shown performance levels approaching that of 
CI patients (Colletti et al. 2012; Sennaroglu et al. 2011), continued research into central 
auditory implants needs to be performed in order to improve hearing perception for the 
majority of patients who cannot benefit from a CI.  
As an alternative approach to the ABI, particularly for the NF2 population, deaf 
patients have been implanted with a new AMI consisting of a single-shank array (20 
sites) designed for stimulation along the tonotopic gradient of the ICC (Lim et al. 2009; 
Lim et al. 2007). While AMI stimulation can activate frequency-specific neurons and 
transmit spectral cues to higher auditory centers, it appears to exhibit limited temporal 
coding abilities (Lenarz et al. 2006a; Lim and Anderson 2006; Lim et al. 2013; Lim et al. 
2008b; McKay et al. 2013).  
Calixto et al. (2012) investigated this limited performance of the AMI by 
stimulating the ICC of guinea pigs with the AMI array and recording the evoked LFPs in 
the A1. Repeated stimulation of a single site caused refractory and suppressive neural 
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effects, which likely resulted in the inadequate temporal coding. These negative effects 
could be overcome by stimulating at multiple sites within an isofrequency lamina. In 
addition, co-activation of sites with short delays (<5 ms) resulted in cortical activity that 
was enhanced beyond a linear sum of activation elicited by the individual sites. However, 
their interpretation of A1’s role in this enhancement effect was limited because they only 
analyzed LFPs in the main input layer III/IV (i.e., corresponding to thalamic input into 
A1). They also did not analyze spike activity in A1 because of the prevalence of 
antidromic field potentials from ICC stimulation that could partially mask the 
orthodromically activated spikes across cortical layers. As a result, they were unable to 
determine if this enhancement effect was solely produced within the tectothalamic 
pathway or if it also occurred within the thalamocortical and corticocortical pathways. 
Moreover, they were unable to determine whether this enhancement effect could be 
observed when stimulating across different ICC laminae or if it solely occurred when 
stimulating within a lamina.  
 The purpose of this study was to further investigate the role of A1 in the 
enhancement effect by expanding the study performed by Calixto et al. (2012). We 
presented two electrical pulses with varying inter-pulse intervals (0-10 ms) to one or two 
sites within an isofrequency lamina or in different laminae of the ICC. By stimulating the 
ICC with much smaller electrode sites than the AMI sites (413 µm
2
 versus 126,000 µm
2
), 
we could stimulate more locally within the ICC, which resulted in less antidromic 
activation of corticocollicular neurons and thus the antidromic field potential was isolated 
to layer V as reported in a previous study (Lim and Anderson 2007a). Using 32-site 
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electrode arrays, we recorded LFPs and multi-unit spike activity simultaneously within 
different cortical layers to determine if activity is further enhanced or altered by neuronal 
mechanisms within A1. We also investigated how the enhanced cortical activity varied 
across different locations in A1. Our results confirm that a neural mechanism exists 
within the ICC-to-A1 pathway for eliciting enhanced activity in A1. This neural 
mechanism integrates activity from different ICC neurons which reside only within the 
same lamina and are co-activated within a brief time window (<6 ms). Our results also 
indicate that this integration effect is further enhanced up to supragranular layers of A1. 
Moreover, this integration effect exhibits similar properties to that of perceptual data 
obtained for short-interval stimuli in humans. These findings reveal a neural mechanism 
that may contribute to perceptual processing of different sound features based on an inter-
spike interval or synchrony code across ICC neurons, and needs to be considered for 
improving AMI stimulation strategies. 
METHODS 
OVERVIEW 
 Basic surgical procedures and methods for neural recording and stimulation were 
similar to those presented in previous work (Lim and Anderson 2007a; 2006; Straka et al. 
2013).  This study was approved by the University of Minnesota's Institutional Animal 
Care and Use Committee. Silicon-substrate, 32-site Michigan electrode arrays 
(NeuroNexus Technologies, Ann Arbor, MI) were used to electrically stimulate the ICC 
and record the corresponding neural responses within A1 of ketamine-anesthetized 
guinea pigs. Appropriate placements of the array sites within the ICC and A1 were 
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guided by acoustic-driven responses (Lim and Anderson 2007b; Snyder et al. 2004; 
Wallace et al. 2000). Neuronal action potentials (spikes) and LFPs recorded in response 
to application of two pulses at 1 ICC site were compared to neuronal activity induced by 
application of a single pulse at each of 2 sites, with varying delays between the two 
pulses. The two stimulated sites were either within the same isofrequency lamina or 
across different laminae. These experiments investigated how activation of similar versus 
different neurons within and across frequency laminae activated different regions and 
layers of A1. 
SURGERY 
 Experiments were performed on 14 male and female Hartley guinea pigs (373 ± 46 
g, Elm Hill Breeding Labs, Chelmsford, MA). Animals were initially anesthetized with 
an intramuscular injection of ketamine (40 mg/kg) and xylazine (10 mg/kg), and were 
given periodic supplements to maintain a non-reflexive state. After fixing the animal into 
a stereotaxic frame (David Kopf Instruments, Tujunga, CA), we exposed the right side of 
the cortex from the caudal end of the occipital lobe to the middle cerebral artery of the 
temporal lobe. The dura was removed, micromanipulators were used to insert the arrays 
into the ICC and A1, and the exposed brain was covered with agarose gel. 
STIMULATION AND RECORDING SETUP 
 All experiments were performed in an acoustically- and electrically-shielded 
chamber and controlled by a computer interfaced with TDT System 3 hardware (Tucker-
Davis Technology, Alachua, FL) using custom software written in Matlab (MathWorks, 
Natick, MA). For acoustic stimulation, sound was presented via a speaker coupled to the 
left ear through a hollow ear bar. The speaker-ear bar system was calibrated using a 0.25-
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inch condenser microphone (ACO Pacific, Belmont, CA) connected to the ear bar via a 
short plastic tube representing the ear canal.  
 All neural signals (i.e., LFPs and spiking activity) were passed through analog DC-
blocking and anti-aliasing filters from 1.6 Hz to 7.5 kHz. The sampling frequency used 
for acoustic stimulation was 195 kHz and for neural recording was 24 kHz. Electrical 
stimulation up to 100 μA was presented on different sites on the ICC array in a 
monopolar configuration with a ground return in the neck muscles. The pulses were 
biphasic, charge-balanced, cathodic-leading and 205 µs/phase. The recording ground 
needle was positioned either under the skin approximately 2 cm rostral to bregma or 
directly in the brain in the parietal lobe. No obvious differences in results were observed 
when using the different recording grounds. 
PLACEMENT OF ARRAYS 
 PSTHs and FRMs were plotted online to confirm the array's position within the ICC 
or A1. Details on these analysis methods and example plots for similar types of arrays are 
presented in previous publications (Lenarz et al. 2006a; Lim and Anderson 2006; 
Neuheiser et al. 2010). Briefly, we bandpass filtered the neural signals (300-3000 Hz) on 
each site and labeled a spike as any negative peak that exceeded a threshold of three 
standard deviations above the background activity. Thus, all analysis was performed on 
multiunit spike data. For frequency response maps, four trials were presented for each 
pure tone (1-40 kHz, 8 steps/octave) and level (0-70 dB, 10 dB steps) stimulus. The BF 
was taken as the centroid of frequencies which elicited spiking responses at 10 dB above 
the visually-determined threshold.  
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 The A1 array consisted of four 5-mm-long shanks separated by 400 μm. Sites were 
linearly spaced at 200 μm along the shank and each had an area of 177 μm2. The array 
was inserted approximately perpendicular to the cortical surface in an attempt to align 
each shank along a column in A1 (Abeles and Goldstein 1970; Redies et al. 1989b; 
Wallace et al. 2000). The average difference of BFs (ΔBF) between sites in layers I/II, 
III/IV, and V along each shank was 0.09 ± 0.08 octaves (mean ± standard deviation). 
Placement into A1 was confirmed when tonotopic shifts of low to high BFs were 
observed for ventral-rostral to dorsal-caudal locations (Wallace et al. 2000). Only A1 
sites with similar BFs to the stimulated ICC sites were analyzed. 
 The identification of A1 layers was accomplished by performing current source 
density (CSD) analysis (Kral et al. 2000; Mitzdorf 1985; Muller-Preuss and Mitzdorf 
1984) in response to 70 dB SPL broadband noise (100 trials) using the finite difference 
formula: 
 
 
 
where  is the averaged LFP across trials, z is the depth location of each site along an A1 
array shank, z is the differentiation step size, and z is the component of conductivity in 
the z-direction. z was equal to the A1 site spacing of 200 µm and z was set to one since 
absolute CSD values were not required for analysis. The one-dimensional CSD 
approximation provides a consistent representation for the current sinks and sources 
associated with columnar synaptic activity in the guinea pig auditory cortex (Lim and 
Anderson 2007a; Middlebrooks 2008). The main input layer of A1, which is layer III/IV 
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in guinea pig (Huang and Winer 2000; Smith and Populin 2001), corresponded to the site 
with the shortest latency current sink (i.e., positive CSD peak). Layer V was identified as 
the site with a current source (i.e., negative CSD peak), typically being two electrode 
sites (or 400 µm) deeper than the site corresponding to layer III/IV. Supragranular layers, 
here combined as layer I/II, corresponded to two electrode sites (or 400 µm) shallower 
than the site corresponding to layer III/IV.  
 The ICC array consisted of two 10-mm-long shanks separated by 500 μm. Sites were 
linearly spaced at 100 μm along the shank and each had an area of 413 μm2. Prior to the 
experiment, the sites on the ICC array were activated using cyclic voltammetry to enable 
both recording and stimulation up to 100 µA (Anderson et al. 1989; Lim and Anderson 
2006). The ICC array was placed at a 45° angle to the sagittal plane through the visual 
cortex in order to be aligned along the tonotopic axis of the ICC (Malmierca et al. 1995; 
Snyder et al. 2004). Proper array placement in the ICC was confirmed by observing 
frequency response maps that exhibited an orderly shift from low to high BFs for 
superficial to deeper locations, respectively, along a shank (Lim and Anderson 2006; 
Snyder et al. 2004).  
ELECTRICAL STIMULATION PARAMETERS 
 As depicted in Figure 19, we used three protocols to electrically stimulate one or two 
sites within the ICC and characterize the corresponding LFP and spiking activity within 
A1 supragranular layers I/II, main input layers III/IV, and output layer V.  
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FIGURE 19: Summary of ICC electrical stimulation protocols and elicited responses recorded in A1. In 
the SSS protocol, two pulses were delivered to one site at specific IPIs. In the DSS protocol, one of two 
pulses were each delivered to two sites 500 μm apart along an ICC isofrequency lamina, with 
corresponding IPIs. For both SSS and DSS, all ICC stimulation sites have similar BFs to the recording sites 
in A1. In the Off-BF DSS protocol, the second pulse was sent to a site in a neighboring frequency lamina 
100 μm from site 1 on the same array shank and responses were recorded on an A1 site with a similar BF to 
that of site 1. Neural responses in A1 were recorded at sites (circles) in layers I/II, III/IV, and V within the 
same cortical column. Figure is not drawn to scale and not all sites are shown on the ICC arrays. A1, 
primary auditory cortex; BF, best frequency; ICC, central nucleus of the inferior colliculus; IPI, inter-pulse 
interval. 
In the first two protocols, we stimulated within an ICC isofrequency lamina either by 
delivering two pulses on the same site (single-site stimulation, SSS) or one pulse on each 
of two sites with similar BFs (dual-site stimulation, DSS). For the DSS protocol, the 
average ΔBF between the ICC sites was 0.05 ± 0.06 octaves, which is below the 
bandwidth of ~0.3 octaves seen in an isofrequency lamina of cat (Schreiner and Langner 
1997) and rat (Malmierca et al. 2008). The analysis was performed on the A1 sites with 
similar BFs to the stimulated ICC laminae (ICC-to-A1 ΔBF: 0.2 ± 0.2 octaves). We also 
presented two pulses in the third protocol, with one on an ICC site BF-matched to the A1 
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site and the other on a neighboring ICC site 100 μm away along the same shank for the 
Off-BF DSS protocol. Stimulating sites further than 100 µm along the tonotopic gradient 
required current levels typically exceeding our 100 µA limit to effectively activate the A1 
site, which is consistent with different ICC regions projecting to and activating different 
regions of the MGV and A1 in a tonotopic pattern (Lim and Anderson 2006; Malmierca 
et al. 1997; McMullen et al. 2005; Velenovsky et al. 2003). The average ΔBF between 
the two ICC sites was 0.2 ± 0.1 octaves. While 0.2 octaves is smaller than the bandwidth 
of an isofrequency lamina, which is approximately 150 µm at 0.3 octaves (Malmierca et 
al. 2008), this separation still allowed us to stimulate different populations of neurons 
residing in neighboring laminae to achieve the goal of this study. The Off-BF DSS 
protocol was used in three animals, in which two of the animals also received the SSS 
and DSS protocol. For the DSS protocol, a total of 25 ICC site pairs were stimulated and 
responses were recorded in 57 A1 locations from thirteen animals. Every DSS 
stimulation site was also used in the SSS protocol for a total of 50 stimulation sites. For 
the Off-BF DSS protocol, a total of 9 ICC site pairs were stimulated and responses were 
recorded in 36 A1 locations.  
 Electrical stimulation was presented with different levels and varying inter-pulse 
intervals (IPIs), with each stimulus being randomly presented for a total of 20 trials. For 
the SSS protocol, the IPIs included 0.5, 1, 2, 3, 4, 5, 6, 8, and 10ms, and both pulses were 
always presented at the same stimulus level. For the DSS and Off-BF DSS protocols, an 
IPI of 0 ms (simultaneous stimulation) was also used. The DSS stimulation levels varied 
between the two pulses on different sites because stimulation of different ICC locations 
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elicits A1 activity with different thresholds (Lim and Anderson 2007b; Neuheiser et al. 
2010). Due to restrictions in time, we identified only two or three levels above threshold 
for one of the sites while stimulating the other site with up to ten levels above its 
threshold across a 12 dB range. Only levels eliciting A1 activity above threshold but 
below saturation levels were analyzed. An average of six levels for SSS, 12 levels for 
DSS, and 11 levels for Off-BF DSS were used for each stimulation case (i.e., ICC-A1 
stimulation-recording site pair). For each level, we plotted IPI curves in which the A1 
response was shown as a function of IPI. Note that for a given pair of ICC sites for the 
DSS protocol, we could obtain two different IPI curves by reversing the order of which 
ICC site was stimulated first. Due to inherent differences in neural activation patterns, we 
considered each of these two scenarios as different stimulation cases when later 
presenting the summary data and statistical analyses. This was further validated when 
fitting neural responses to a linear mixed model, where the predictors were IPI and 
stimulation order and the random variable was the location of the electrode array. 
Stimulation order and IPI proved to be significant predictors (P < 2x10
-16
). Linear mixed 
models were performed using the nlme library in R (Team 2013).  
DATA ANALYSIS 
Evoked Potential Activity 
 For IPIs up to 10 ms, only one negative LFP peak was present (e.g., Figure 20A) and 
the area of the negative peak was calculated. The LFP response, which corresponds to a 
voltage recording over time, is proportional to current over time based on Ohm's Law 
(assuming neural tissue can be approximated as a linear medium). Therefore the LFP area 
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reflects the total charge (i.e., area under a current versus time curve), which is related to 
the amount of synaptic input into A1 surrounding the recording site (Eggermont and 
Smith 1995; Mitzdorf 1985). In this study, the LFPs shown were not filtered beyond the 
filters used in data collection in order to avoid altering the LFP shape, which can vary 
dramatically depending on the filter range and type. However, averaging the LFP traces 
across trials in effect is a low-pass filter that smoothed the curves, resulting in a response 
that is an order of magnitude longer than the time scale of spikes (Figure 20A; tens of 
milliseconds versus milliseconds). 
 Calculation of a given LFP area consisted of three steps: removal of the electrical 
artifact from each recorded LFP trace, averaging the LFP traces across trials, and 
calculation of the LFP area from the averaged curve by determining the onset, the 
negative peak, and the end of the LFP. The onset of the LFP was the last transition point 
before the peak, which was the negative inflection point at least 4 ms after the electrical 
stimulus. Following the peak, the end of the LFP was the zero-crossing (a return to the y-
value of the onset point). Thus a horizontal line was created from the baseline just before 
the peak to the rising portion of the LFP, and the LFP response was quantified by 
calculating the area underneath this line with a trapezoidal function.  
 An issue with LFP area calculation was that the shape, particularly the start point, 
was sensitive to irregular trials. The auditory cortex is known to be highly sensitive to 
preceding activity, with periods of synchronized states exhibiting larger, lower frequency 
waves (Harris et al. 2011). Strong oscillatory responses have also been observed in 
ketamine anesthetized preparations (Eggermont 1992; Kisley and Gerstein 1999; 
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Rennaker et al. 2007) and are strongest in medium anesthesia depths (Kisley and Gerstein 
1999). To reduce variability in the LFP area calculation, we removed trials that exhibited 
large sporadic activity preceding our stimulus-driven activity. A trial was removed if the 
absolute difference between its slope and that of the average slope for a given 25 ms 
sliding window was greater than three standard deviations. An average of about 17 trials, 
with a minimum of 14 trials, was included in the calculation of the LFP area for each 
stimulation case and level. 
Spiking Activity 
 Spikes were detected offline using the same online method described above. The 
electrical artifact was already removed from the signal for each trial during LFP analysis 
and prior to filtering the signals from 300-3000 Hz for spike detection. Spikes were 
summed across a 45 ms window following the onset of the electrical stimulus for all of 
the same trials included for the LFP analysis. This window was sufficiently long to fully 
capture the A1 activity elicited by ICC stimulation. The driven spike rate (DSR) per trial 
was calculated by subtracting the spike rate obtained for this 45 ms window by the 
spontaneous rate obtained for the 20 ms window preceding the electrical stimulus. The 
FSL was calculated by computing the mean latency of the first spike across all 20 trials. 
The minimum latency for a given trial was at least 4 ms after the onset of the acoustic 
tone, which was the shortest latency previously reported (Schreiner and Langner 1988; 
Syka et al. 2000). If the first spike for a given trial did not occur within 45 ms (i.e., the 
window also used for DSR calculation), it was counted as a 'miss' and that trial was not 
included.  
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 The FSL was calculated by computing the mean latency of the first spike across all 
20 trials. The minimum latency for a given trial was 3 ms after the onset of the stimulus, 
which is the shortest latency observed in our data (unpublished observation). If the first 
spike for a given trial did not occur within 45 ms (i.e., the window also used for DSR 
calculation), it was counted as a 'miss' and that trial was not included.  
 Spiking activity in layer V often had putative antidromic activity, which was evident 
because the spikes exhibited short latencies, low temporal jitter, a sudden increase from 
no activity to robust spiking per trial with a slight increase in current level above 
threshold, and isolated activity predominantly in layer V as characterized in a previous 
publication (Lim and Anderson 2007a). Due to the difficulty of accurately isolating 
antidromic spikes from the multiunit orthodromic activity, LFP analysis for layer V is 
included while DSR and FSL analysis for layer V is not. 
Normalization 
 Responses to individual pulses from each stimulation site were also recorded 
concurrently with each protocol. Because hardware limitations required two stimuli to be 
presented, a second pulse was applied after the completion of the response to the first 
pulse at a 60 ms delay (see Figure 20A, Figure 21A, and Figure 22A). Only the response 
to the first pulse was analyzed and taken as the response to the individual pulse. LFP and 
DSR responses to the stimulation protocols were normalized by the sum of activity to two 
individual pulses. Normalized values greater than one were classified as enhanced. 
Statistical Analysis 
 After a Friedman test detected statistically significant differences of normalized 
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activity with varying IPIs, Wilcoxon Signed-Rank tests were used for comparisons 
between specific IPIs and the 10 ms IPI. The 10 ms IPI was used as a relative comparison 
between different IPIs because it was the longest IPI that resulted in a single continuous 
LFP and spiking response in the cortex. Significance corresponded to P < 0.05 after 
applying the Bonferroni correction for multiple comparisons. 
RESULTS 
TYPICAL RESPONSES IN DIFFERENT A1 LAYERS 
 Cortical responses to ICC stimulation greatly varied depending on whether pulses 
were delivered to one neural population (SSS protocol) or two neural populations (DSS 
protocol) within the same ICC isofrequency lamina for short delays between the pulses. 
Figure 20A shows a typical example of how cortical activity from one site in layer III/IV 
varied in response to the SSS or DSS protocols at one stimulation level.  
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Figure 20: Repeated stimulation of a single site in the ICC (SSS protocol, top half) elicited different 
response trends in layer III/IV of A1 than stimulating along an isofrequency lamina (DSS protocol, bottom 
half). In these case examples, the LFP and spiking activity was each recorded in layer III/IV for one 
stimulation case within one animal in response to one stimulation level. (A) LFP and PSTH responses to 
stimuli with IPIs from 0.5 to 10 ms (left to right columns). Responses to an individual stimulus are also 
shown, where only the first response was analyzed (see Methods for further explanation). (B) Calculated 
LFP areas and DSRs were then normalized in (C) by the sum of responses to the individual pulses to create 
IPI curves. The normalization factor 1 is indicated by the dashed line. Cortical responses to the SSS 
protocol first increase as IPI decreases, and then sharply decrease at delays less than about 2-3 ms. In 
contrast, responses to DSS continue to increase with shorter IPIs and is even enhanced (>1) for very short 
IPIs. Electrical artifacts were removed in (A). Time is relative to initial stimulus onset. DSR, driven spike 
rate; IP, individual pulse; LFP, local field potential; PSTH, post-stimulus time histogram. 
As delays decreased from about 10 to 3 ms, LFP areas and driven spike rates increased 
for both protocols. However, for IPIs less than about 2-3 ms, the activity decreased for 
the SSS protocol but continued to increase for the DSS protocol. Responses were 
  78 
quantified (Figure 20B) and then normalized to the sum of individual responses (Figure 
20C) to show IPI curves. IPI curves show how normalized responses vary with IPI when 
stimulating at one level for a single stimulation case (i.e., one A1-ICC location pair from 
one animal). Across levels and layers, we systematically found that responses to the SSS 
protocol decreased at very low IPIs. This is likely due to refractory effects, for at very 
short pulse delays the responses equal that of a single pulse, or a normalized value of 0.5. 
This indicated that the second pulse did not contribute to the evoked potential already 
elicited by the first pulse. In contrast, responses to DSS stimulation continued to increase 
for shorter IPIs, resulting in enhanced cortical activity above a linear sum of the 
individual responses, or a normalized value of 1. 
 Using our multi-site arrays, we simultaneously recorded from neural populations 
across layer I/II, layer III/IV, and layer V of A1. As the IPI decreased, the cortical 
activity increased in all three layers in response to the DSS protocol, and the extent of 
increase was much greater for layer I/II compared to the other layers (Figure 21A).  
 
Figure 21: A comparison of LFP responses and IPI curves measured simultaneously in layer I/II, layer 
III/IV, and layer V of a single A1 shank for one stimulation case. While all cortical layers show larger LFP 
areas with shorter IPIs when stimulating along an ICC lamina (DSS protocol), layer I/II exhibits the 
greatest amount of enhancement. (A) LFPs recorded in layers I/II (top), III/IV (middle), and V (bottom) of 
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A1 in response to DSS at IPIs from 0.5 to 10 ms (left to right columns), as well as the response to an 
individual pulse. (B) LFP areas were normalized to the sum of the responses to the individual pulses for the 
different layers to create IPI curves. 
This greater increase is evident in the raw data, for the LFP peak for layer I/II was about 
half the size of that for layer III/IV at 8 ms IPI but became closer in size as the IPI 
decreased down to 0.5 and 0 ms. The normalized curves in Figure 21B highlight this 
layer difference, showing stronger activity at shorter delays for the more superficial 
layers compared to the deeper layers. We also observed greater spiking activity at short 
delays for layer I/II as compared to layer III/IV (Figure 22).  
 
Figure 22: A comparison of DSR responses and IPI curves measured simultaneously in layer I/II and layer 
III/IV of a single A1 shank for one stimulation case. While both layers I/II and III/IV have greater spiking 
activity at shorter IPIs when stimulating along an ICC lamina (DSS protocol), layer I/II exhibits a greater 
amount of enhancement. (A) PSTHs were recorded in layers I/II (top) and III/IV (bottom) of A1 in 
response to DSS at IPIs from 0.5 to 10 ms (left to right columns) as well as the response to an individual 
pulse. (B) DSRs were normalized to the sum of the responses to the individual pulses for the different 
layers. 
In the PSTH plots, spiking activity for both layer groups exhibits similarly low responses 
to an individual pulse. However, the spiking activity increased to a larger extent in layer 
I/II for shorter IPIs, even exceeding that of layer III/IV. While it was not typical to see 
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greater levels of neural activity in supragranular layer I/II compared to layer III/IV, it was 
common to see a greater increase in normalized activity for layer I/II as shown in Figure 
22B.  
 While Figure 20, Figure 21, and Figure 22 highlight responses at specific amplitudes 
of electrical stimulation, we recorded cortical activity across many stimulation levels in 
order to investigate potential trends. Figure 23 shows normalized IPI curves recorded in 
layer III/IV of A1 in response to ICC stimulation across valid levels (see Methods for 
criteria).  
 
Figure 23: The effects of different stimulation levels on the normalized responses recorded in layer III/IV 
of A1 for one stimulation case. For the SSS protocol (top row), both pulses were stimulated at the same 
level. For the DSS protocol (bottom row), one site was stimulated at a constant level while the other site 
was stimulated at the labeled level on the right side of each plot. The IPI curves for the different levels in 
each plot were averaged to calculate the IPI-a curve in black. While there were some minor differences in 
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curves across levels, there were no obvious or consistent trends in level effects observed for both the SSS 
and DSS protocols for the normalized LFP or DSR data. 
These levels were averaged to calculate the IPI-a curves (black lines) for a single 
stimulation case in Figure 23. While some differences were observed between levels, we 
did not identify any obvious trends. For both LFPs and DSRs, normalized activity due to 
DSS generally continued to increase with shorter IPIs, while activity in response to SSS 
typically decreased at shorter IPIs for all valid levels and stimulation cases across 
animals. Because the IPI-a curve accurately captured the typical cortical response for 
each stimulation case, we used the IPI-a curves to compare activity across A1 locations 
and layers in the following sections. 
RESPONSES IN DIFFERENT A1 AND ICC LOCATIONS 
 We investigated whether the DSS curves varied between different cortical columns 
with similar BFs by comparing simultaneously recorded responses within a designated 
layer. Figure 24 shows three examples of LFP and DSR responses, such that each 
example (row) corresponds to layer I/II A1 activity simultaneously recorded in response 
to stimulation at one ICC location.  
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Figure 24: Typical examples of LFP (left column) and DSR (right column) normalized responses to DSS 
stimulation within three different ICC lamina locations (A, B, C). Each plot shows four IPI-a curves 
corresponding to sites simultaneously recorded in layer I/II across an isofrequency band of A1. The A1 
sites in each plot are 400 µm apart and have similar BFs (1.2 kHz for A and B, 11.8 kHz for C). (A) and 
(B) responses were recorded in the same A1 location and animal but for different ICC stimulation 
locations, while (C) was recorded from a different animal. The shape and magnitude of IPI-a curves vary 
more between rather than within each plot (i.e., between A, B, and C), suggesting that differences in 
cortical location may not greatly vary the response patterns. Instead, there were greater differences in curve 
shapes between ICC locations (e.g., A and B correspond to the same A1 location but different ICC 
locations). 
Layer I/II was presented since we observed the largest enhancement effects compared to 
those in deeper layers and therefore expect more pronounced differences. Similar trends 
were observed for the other layers and are not shown. Within each example, the general 
shape of the IPI-a curves was quite similar across A1 locations though the magnitude of 
cortical activity could vary. The shape of the IPI-a curves appeared to exhibit greater 
differences between ICC locations, though this observation needs to be validated in 
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further experiments (see Chapter 2B). 
SUMMARY ACROSS LOCATIONS AND ANIMALS 
 Because of the similarity in patterns of IPI-a curves, we averaged IPI-a curves 
across all stimulation cases and animals to create mean IPI-a curves for a given layer, 
stimulation protocol, and data type (i.e., LFP or DSR) in Figure 25.  
 
Figure 25: Summary of responses across A1 layers. LFP (top) and DSR (bottom) IPI-a curves were 
averaged across all stimulation cases and animals. These mean IPI-a curves were obtained for layers I/II, 
III/IV, and V of A1 in response to SSS (A), DSS (B) and Off-BF DSS (C) protocols. Significantly 
increased activity was found for layer I/II compared to the deeper layers for specific IPIs longer than 0 ms 
(marked by asterisks; see text for IPIs and p-values). n refers to the number IPI-a curves, each 
corresponding to a different stimulation case. Error bars are standard deviations across stimulation cases. 
The LFP and DSR responses to DSS and SSS stimulation are shown in Figure 25A and 
Figure 25B for different cortical layers, confirming the results from the individual cases 
presented above. As shown in Figure 25B, similar trends were observed for both the LFP 
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and DSR results, though the DSR data showed larger values of normalized cortical 
activity. Within each mean IPI-a curve, normalized responses at each IPI were 
statistically compared to those at the 10 ms IPI, which was the longest IPI that 
consistently elicited a single continuous LFP or spiking response in the cortex. As IPIs 
decreased from 10 ms, SSS caused the LFP areas and DSRs to first increase and then 
decrease towards that of a single pulse for all cortical layers (Figure 25A). Responses to 
SSS were significantly below that of the 10 ms normalized response at IPIs of ≤ 1.5 ms 
for LFPs and ≤ 1 ms for DSRs (P < 0.05), with responses at 0.5 ms at or near the 
normalized value of 0.5. In addition, responses at 4-5 ms IPI were significantly above 
that of 10 ms IPI for LFPs and responses between 3-5 ms IPI were significantly above 
that of 10 ms IPI for DSRs (P < 0.05). These results suggest SSS may achieve some 
increased activity for shorter IPIs but is limited by the refractory-like properties of the 
same neurons being activated to the second pulse. In contrast, DSS caused responses to 
increase for decreasing IPIs with the short IPI responses exceeding 1 (dashed line) for all 
layers. Responses to DSS were significantly larger than that at 10 ms IPI for IPIs ≤ 6 ms 
for LFPs and DSRs (P < 0.05). These average results were consistent with almost all 
stimulation cases (99%), in which only 4 IPI-a curves out of 526 were approximately flat. 
 Consistent with the individual DSS examples shown in the previous sections, 
DSR and LFP responses in layer I/II were significantly larger than those in deeper layers 
for IPIs ≤ 8 ms (P < 0.05). Responses for SSS were also significantly larger for layer I/II 
compared to the deeper layers for IPIs between 2-6 ms for LFPs and 3-5 ms for DSRs (P 
< 0.05). These results suggest that co-activation of neurons within an ICC lamina elicits 
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greater enhanced activity along the thalamocortical or corticocortical pathway within 
supragranular layers of A1 compared to the deeper layers. 
 One relevant question is if this enhancement effect can also be achieved by co-
activating neurons across different frequency laminae. Figure 25C shows the mean IPI-a 
curves when stimulating two sites located 100 µm apart in different frequency regions of 
the ICC with the Off-BF DSS protocol. Overall, the Off-BF DSS curves looked similar to 
those for SSS in which there was a slight rise in activity as the IPIs decreased from 10 ms 
that then started to decrease at about 2-3 ms. However, the curves did not approach a 
normalized value of 0.5 for short IPIs as occurred for SSS possibly because stimulation 
may not induce complete refraction to the first pulse. The two stimulated sites for Off-BF 
DSS are far enough apart that non-overlapping and non-activated neurons can still be 
activated by the second pulse (i.e., second site). At an IPI of 0 ms, there is a sudden 
increase in activity, which is likely caused by current summation that simultaneously 
activates a larger volume of neurons. An important observation from Figure 25C is that 
current summation seems to predominantly occur for IPIs less than 0.5 ms. Especially 
since the sites are spaced much farther apart for DSS than for Off-BF DSS, this further 
supports that the increase in activity for shorter IPIs for DSS, at least down to 0.5 ms, is 
caused by a functional interaction between neurons within an ICC lamina rather than an 
artificial effect of current summation. 
 It is evident that the Off-BF DSS responses are unlike the DSS in that the curves 
do not continue to increase with shorter IPIs. This indicates that the same integration 
mechanism achieved by stimulating different neural populations within an ICC lamina 
  86 
cannot be effectively accessed by stimulating different neural populations across ICC 
laminae.  
For both LFPs and DSRs (P < 0.05), the cortical activity at 0 ms IPI was 
significantly greater than that at the 10 ms IPI in layers I/II and III/IV in response to the 
Off-BF DSS protocol. Similar to the SSS data, the cortical activity for IPIs at 2-4ms for 
LFPs and DSRs (P < 0.05) in layers I/II and III/IV was significantly greater than that at 
the 10 ms IPI. Consistent with SSS and DSS, the activity was also significantly larger in 
layer I/II than deeper layers for IPIs between 2-6 ms for LFPs and DSRs (P < 0.05). 
LATENCY  
The previous results showed that, in response to DSS at short IPIs, normalized 
cortical activity was greater in supragranular than granular layers of A1. In order to better 
understand the mechanism involved in this increased supragranular enhancement, we 
calculated the mean FSL of each stimulation case for both A1 layers. The mean FSL was 
determined by averaging FSL across the same stimulation levels as the normalized LFP 
areas and DSRs above. We found the mean FSL was ~8 ms across all layer III/IV sites 
and ~ 11 ms for across all layer I/II sites, as shown by histograms in Figure 26A and B, 
respectively.  
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Figure 26: Histograms of FSLs for all stimulation cases recorded in layer III/IV (A) and layer I/II (B) at 
the 0 ms IPI. When comparing sites recorded from the same A1 location, FSLs recorded in layer I/II were 
on average ~ 4 ms longer than those in layer III/IV at the 0 ms IPI (C) as well as all IPIs from 0-8 ms (D). 
For A1 placements from which both layer I/II and layer III/IV sites were simultaneously 
recorded, we calculated the difference between the FSL at layer I/II and layer III/IV and 
found this ΔFSL to be 3.5 ± 3.2 ms for the 0 ms IPI, as shown Figure 26C. This ΔFSL 
value was consistent for all IPIs, with no trends between ΔFSL and IPIs. Thus, the 
distribution of latencies for the 0 ms IPI (Figure 26C) was similar to the distribution of 
latencies for all IPIs (Figure 26D).  
DISCUSSION  
 Repeated stimulation of a single ICC neural population induces strong refractory 
effects in A1 for IPIs shorter than 2-3 ms. In contrast, activation of two different ICC 
populations within the same lamina elicits increased A1 activity with shorter IPIs from 6 
ms down to 0 ms. Increased A1 activity with shorter IPIs did not occur for stimulation of 
two sites in different ICC laminae, except at the 0 ms IPI associated with current 
summation. These results suggest that an enhancement mechanism exists within the ICC-
to-A1 pathway that can functionally integrate activation on a fast temporal scale (<6 ms 
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window) from different neural populations mainly originating from the same ICC lamina. 
Enhanced activity was observed across layers I-V of A1, with the greatest increase in 
activity within layer I/II. 
FUNCTIONAL ROLE OF THE ENHANCEMENT MECHANISM 
 The differences observed between SSS and DSS activation for short IPIs are 
consistent with previous results presented by Calixto et al. (2012) in which the ICC was 
stimulated with an AMI array that consisted of much larger sites (126,000 µm
2
 versus 
413 μm2) and only LFPs recorded in layer III/IV of A1 were used for analysis. In general, 
IPIs below 2-3 ms for SSS exhibit strong refractory effects, perhaps because ICC neurons 
are unable to be reactivated in such a short period of time (Sivaramakrishnan and Oliver 
2006). However, as also reported by Calixto et al. (2012), we did not observe any 
obvious differences in this refractory-like effect across stimulation levels (e.g., SSS 
curves in Figure 23). It would be expected that increasing the current level would activate 
a larger population of neurons within the ICC. Considering that the ICC consists of an 
inhomogeneous network of different types of neurons (Oliver 1984; 2005), different 
levels should activate neurons with varying activation and refractory effects. Because of 
this inhomogeneity, we expected much greater differences in IPI curves across levels 
than observed in our study. At IPIs above 2-3 ms, the responses to SSS follow the same 
general pattern as observed for DSS. This suggests that both SSS and DSS may have 
access to the same enhancement mechanism, but SSS is limited by refractory effects. 
We also showed that co-activation of neurons across different frequency regions 
was not able to access this enhancement mechanism, which is consistent with studies 
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showing that specific ICC regions project to and activate specific MGV and A1 regions 
in a tonotopic pattern (Lim and Anderson 2006; Malmierca et al. 1997; McMullen et al. 
2005). The enhancement mechanism across frequency regions may have been masked by 
lateral inhibition, for bandwidths in the MGV and A1 have shown to be less than 0.2 
octaves for sharply tuned units (Bartlett et al. 2011). However, excitatory bandwidths 
have shown to vary from 0.1 octaves to over an octave along an isofrequency band of A1 
(Schreiner and Mendelson 1990; Schreiner et al. 2000; Schreiner and Sutter 1992), and 
we would expect this variation to cause large differences in the IPI-a curves across 
cortical locations. In contrast, we found similar profiles across medial-to-lateral locations 
along the isofrequency dimension of A1 that were recorded simultaneously in response to 
stimulation of the same ICC sites (data not shown). Moreover, the similarity in the shape 
of the IPI-a curves between the Off-BF DSS and SSS further suggests that the integration 
mechanism requires activation of neurons within multiple locations along an ICC lamina, 
which was not possible with both of these protocols. Regardless of the role of lateral 
inhibition, the integration mechanism could not be achieved by stimulating neurons in 
different ICC laminae.  
 We propose that the enhancement mechanism identified in this study is designed 
to integrate activation of different neurons within a given ICC isofrequency lamina and 
could contribute to the coding of various acoustic features that rely on a population code 
with short inter-spike intervals. One possible role of this enhancement mechanism 
relevant for the AMI is in coding for fast temporal information. Individual ICC neurons 
cannot follow fast temporal patterns beyond hundreds of hertz (within ~5-10 ms range) 
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(Joris et al. 2004; Krishna and Semple 2000). Instead, it seems plausible that populations 
of neurons along an ICC lamina are designed to code for fast features through a 
synchrony or spike-interval code that then results in converging activity onto different A1 
neurons via the MGV to elicit varying firing rates. Consistent with this explanation, a 
previous study showed that individual ICC neurons fire in a sparse and precisely timed 
pattern to stimuli, rarely fire more than once within a 10 ms window, and are temporally 
correlated with other neurons mainly within the same lamina and with inter-spike delays 
of less than roughly 5 ms (Chen et al. 2012). In other words, coding for sound features 
within the ICC on a time scale of less than 10 ms should involve neurons within a similar 
lamina that fire in a correlated pattern. We have identified an integration mechanism from 
ICC to A1 that can actually process this type of co-activity across of multiple ICC 
neurons with spike-intervals less than 6 ms (Figure 25B) to elicit enhanced activity across 
A1, especially in supragranular layers. 
 Psychophysical results in humans further suggest that this enhancement 
mechanism may be involved with transmitting fast temporal features to higher cortical 
centers. Both acoustic and CI stimulation studies have identified short-term temporal 
integration in which presentation of repeated clicks or electrical pulses with shorter inter-
stimulus intervals (within ~5 ms) elicits a louder sensation or lower detection threshold 
(Flanagan 1961; McKay and McDermott 1998; Viemeister and Wakefield 1991). 
Generally, short-term temporal integration can be viewed as a sliding neural window that 
integrates and tracks the rapid changes in the sound waveform (Forrest and Green 1987; 
Oxenham and Moore 1994; Viemeister 1979). The shape and time scale of this perceptual 
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short-term integrator as a function of IPI for acoustic clicks or CI pulses is quite similar 
to the IPI-a curves presented in Figure 25B. Therefore, short-term temporal integration 
may be coded from ICC to A1 by integrating inputs from different neurons along an ICC 
lamina. 
 It is important to note that our results are based on electrical stimulation of the 
ICC, which can induce greater synchronized activation across neurons surrounding the 
stimulated sites than typically occurs to acoustic stimulation. The neural integration and 
enhancement effect observed from ICC to A1 in our study needs to be further 
investigated in acoustic stimulation experiments, especially in identifying its functional 
role in processing different sound features. Nevertheless, our results demonstrate the 
existence of a neural mechanism for different neurons along an ICC lamina to interact 
with each other on a fast time scale and alter activity in A1, which is absent or at least 
differs from what exists across different ICC laminae. 
POTENTIAL NEURAL MECHANISMS UNDERLYING CORTICAL ENHANCEMENT 
 The DSS enhancement effects were unlikely to have been caused by current 
summation or antidromic activation. Current summation can occur for short IPIs for 
overlapping current fields, but any charge accumulation on the membranes of 
overlapping stimulated neurons should dissipate faster than 1 ms based on chronaxie 
values (Grill et al. 2005; Miocinovic and Grill 2004; Ranck 1975). Moreover, increased 
activity was not present at the 0.5 ms IPI for the SSS or Off-BF DSS protocols, and thus 
any increased activity at or above 0.5 ms IPI for the DSS protocol cannot be simply due 
to current summation. In terms of antidromic activation effects, we observed antidromic 
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spikes in A1 layer V in response to stimulation of 62% of the ICC sites. It is possible that 
antidromically stimulating the corticofugal axons in ICC could activate axon collaterals 
projecting from layer V up to more superficial layers (Winer and Prieto 2001) that would 
then prime A1 neurons to enhance the activity to a second pulse. However, stimulating 
38% of ICC sites did not elicit any noticeable antidromic activity across A1 at levels 
which orthodromic activity was prevalent, yet we still observed large increased or 
enhanced responses with almost every DSS case. Moreover, the cortical activity recorded 
across layers I-V in response to DSS was significantly larger when antidromic activity 
was not detected as compared to when it was detected for IPIs between 0.5-1.5 ms for 
LFP (P < 0.03) and 0.5-1 ms for DSR (P < 0.02), with other IPIs not showing statistical 
differences. If antidromic activity was the primary cause of the increased cortical activity, 
we would expect that the activity would have been greater rather than smaller when 
antidromic activity was detected. Therefore, it is unlikely that antidromic activation is the 
primary cause of the enhancement effect.  
 The enhanced activity in A1 can be observed in layer III/IV LFPs, which reflect 
the synaptic input from MGV, and layer III/IV DSRs, giving evidence that the 
tectothalamic, thalamocortical, or corticocortical pathways may be involved individually 
or in concert to integrate responses from an ICC lamina. In the tectothalamic pathway, 
ICC neurons diverge and synapse onto a larger span of isofrequency thalamic neurons 
and a large span of ICC neurons converge onto the same thalamic neurons with excitatory 
synapses (Bartlett and Smith 1999; Cetas et al. 2003; Lee and Sherman 2010b; McMullen 
et al. 2005). Therefore, stimulation of two different ICC populations with shorter 
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intervals could sufficiently activate overlapping MGV populations and transmit increased 
excitation to A1 (Broicher et al. 2010; Cruikshank et al. 2002). This increased excitation 
could be caused by several mechanisms within the thalamocortical pathway. A greater 
number of MGV neurons could be activated that then converge onto and elicit enhanced 
activity in the same A1 neurons. It is also possible that the same MGV neurons are 
repeatedly activated due to converging inputs from different ICC neurons, causing the 
thalamic neurons to fire in a burst mode (Sherman 2001; Swadlow and Gusev 2001). This 
high-frequency firing could elicit enhanced activity in the same A1 neurons. At least in 
the visual system, it has been shown that two thalamocortical neurons activated within ~7 
ms window can more robustly elicit a cortical response (i.e., a supralinear effect that is 
stronger for shorter inter-spike intervals) compared to that of a single thalamocortical 
neuron (Usrey et al. 2000). Repeated activation of the same thalamocortical neuron can 
also elicit enhanced cortical activity but with a slower inter-spike interval scale (a 
window of ~15 ms). If similar synaptic effects exist between the visual and auditory 
systems and considering the similarity in the window time scale of ~7 ms with our results 
of 6 ms, the enhanced activity in layers III/IV of A1 could be largely attributed to 
activation of different MGV neurons caused by DSS, which is not possible with SSS. 
Moreover, in the auditory system of ketamine-anesthetized guinea pigs, most MGV 
neurons respond with single or double spikes while nonlemniscal thalamic neurons 
typically respond with bursting patterns (He and Hu 2002; Hu 1995). Further evidence 
that the enhancement effect may be associated with the thalamocortical pathway is 
provided by studies that have performed intracellular recordings in A1 neurons and 
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revealed a strong inhibitory component that quenches preceding excitatory inputs within 
about 4 ms (Tan and Wehr 2009; Wehr and Zador 2003), which is consistent with the 
time scale of our 6 ms enhancement window. Perhaps the same temporal sequence for 
thalamocortical transmission in which cortical neurons receive excitatory inputs, 
followed by inhibitory inputs, is also active in narrowing the window for the integration 
in our study.  
We observed the greatest enhancement in supragranular layers of A1, which may 
be due to lemniscal or non-lemniscal thalamocortical projections as well as 
corticocortical projections as proposed in Figure 27.  
 
Figure 27: Pathways that may contribute to the enhanced activity within supragranular layers in response 
to co-activation of ICC neurons. Initial enhancement may occur via the lemniscal pathway (Pathway 1). 
The MGV could integrate responses from different neurons along an ICC lamina and then project to layer 
I/II in AI through layer III/IV and/or through direct feedforward mechanisms (Cetas et al. 1999; Huang and 
Winer 2000; Mitani et al. 1985). The feedforward axon collaterals originating from layer III/IV may prime 
responses in layer I/II. The supragranular layers could also be integrating converging responses from layer 
III/IV. In addition, layer I/II could be primed by giant axons from the MG (Pathway 2) (Huang and Winer 
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2000; Lee 2012; Winer et al. 2005) or via horizontal connections across supragranular layers (Pathway 3) 
(Lee 2012; Winer 2010; Winer 1985).  
Within lemniscal projections, supragranular layers could integrate responses across 
granular layers or be primed by tonotopic thalamocortical projections, which primarily 
target layer III/IV but also have collaterals that extend to layer I (branching arrow in 
Pathway 1, Figure 27) (Cetas et al. 1999; Huang and Winer 2000; Mitani et al. 1985). 
These collaterals are thought to synchronize temporal feedback and feedforward 
processes between corticocortical and corticofugal circuits (Huang and Winer 2000; Lee 
2012; Winer et al. 2005). Non-lemniscal projections could also prime supragranular 
layers (Pathway 2, Figure 27), in which the earliest thalamic signals may arrive at the 
cortex in layer I via giant axons that predominantly originate in the MGM (Huang and 
Winer 2000; Lee 2012). However, the longer latencies (of approximately 3 ms) in 
supragranular layers as compared to granular layers suggest that these pathways are 
unlikely to directly result in increased spiking. Moreover, this latency difference does not 
decrease with shorter IPIs despite the fact that shorter IPIS typically result in greater 
spiking rates. The consistency of ΔFSLs across IPIs suggests that this is not a result of 
any mechanism unique to DSS co-activation. Instead, it seems likely that the transmission 
time between layer III/IV and layer I/II is on average ~3 ms, and that the increased 
enhancement in supragranular layers is due to mechanisms with longer latencies than the 
enhancement seen in granular layers through either lemniscal thalamocortical or 
corticocortical projections. With the corticocortical projections, the horizontal projections 
in supragranular layers (Winer 2010) may contribute to lateral inhibition even at long 
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ranges (Moeller et al. 2010) that could alter spike timing and integration of the neurons 
(Pathway 3, Figure 27). In addition, supragranular layers may utilize several pathways, 
for layer II is thought to act as a hub which integrates responses from layer I and layer III 
cells before sending information to layer V and VI cells (Mitani et al. 1985). In other 
words, supragranular layers may be responsible for integrating thalamocortical and 
corticocortical information before sending it to corticofugal projections. 
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CHAPTER 3B: CORTICAL ENHANCEMENT FROM DSS VARIES 
WITH ICC BUT NOT A1 LOCATIONS 
 
Repeated electrical stimulation of a single site in the ICC has been shown to cause 
strong suppressive and refractory effects in elicited responses within A1. These effects 
can be circumvented by stimulation of at least two sites within an isofrequency lamina, 
which at short inter-site delays (<5 ms) can elicit cortical activity which is enhanced 
beyond the summation of activity induced by the individual sites. This enhancement, 
prevalent throughout cortical layers, is largest in supragranular layers. In this study, we 
investigated whether cortical enhancement varies with the stimulation location of co-
activated ICC neurons or recording location across A1. We electrically stimulated two 
locations within the 10 kHz ICC lamina with varying short delays and recorded activity 
in different locations of A1 of ketamine-anesthetized guinea pigs. Although the 
enhancement was not correlated with the A1 recording location, we found that rostral-
lateral regions of the ICC resulted in greater normalized cortical activity at very short 
delays than caudal-medial regions. These ICC regions also differentially responded to 
both acoustic and electric stimulation. In response to pure tones, the rostral-lateral regions 
responded with greater spatial and temporal synchrony than caudal-medial regions. In 
response to electrical stimulation of A1, excitatory activity could be elicited from 
functional descending projections to caudal-medial and not rostral-lateral regions. These 
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results suggest that the two ICC regions are distinct, and that auditory neuroprostheses 
implanted in the midbrain may need to target rostral-lateral regions for better 
performance.  
INTRODUCTION  
Hearing loss has been treated with auditory prostheses such as the CI or ABI for 
decades. By stimulating along the tonotopic gradient of the auditory nerve within the 
cochlea, the CI is able to provide sufficient temporal and spectral cues required for 
speech understanding (Kral and O'Donoghue 2010; Shannon et al. 1995; Zeng 2004). For 
people without an implantable cochlea or functioning auditory nerve, ABIs have been 
used as an alternative to the CI. The primary patient group targeted for ABIs are those 
with NF2, a genetic disorder in which bilateral tumors develop along the auditory nerves. 
Unfortunately, ABIs typically results in poorer performance than CIs, particularly for 
NF2 patients (Colletti et al. 2009; Lim et al. 2009; Schwartz et al. 2008), though some 
recent ABI patients have shown performance levels approaching that of CI patients 
(Colletti et al. 2012; Sennaroglu et al. 2011).  As an alternative approach to the ABI, a 
new AMI was developed for stimulation along the tonotopic gradient of the ICC (Lim et 
al. 2009; Lim et al. 2007). Consisting of a single-shank array (20 sites), the AMI was 
recently implanted in five NF2 patients. While AMI stimulation can activate frequency-
specific neurons and transmit spectral cues to higher auditory centers, it appears to 
exhibit limited temporal coding abilities (Lenarz et al. 2006a; Lim and Anderson 2006; 
Lim et al. 2013; Lim et al. 2008b; McKay et al. 2013).  
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Calixto et al. (2012) investigated this limitation of the AMI by activating the ICC 
of guinea pigs with the AMI array and recording the evoked LFPs in the A1. They found 
that repeated stimulation of a population of neurons with the AMI causes refractory and 
suppressive neural effects of LFPs in layer III/IV of A1. These negative effects, which 
may have caused the limited temporal coding of the AMI, could be overcome by 
stimulating at multiple sites (and subsequently multiple neuronal populations) within an 
isofrequency lamina. Similar results were also seen for LFPs and spiking in 
supragranular, granular, and infragranular layers across A1  in response to ICC 
stimulation with much smaller sites (413 µm
2
 versus 126,000 µm
2
) (Straka et al. 2013).  
In addition, the co-activation of sites with short delays (<6 ms) resulted in cortical 
activity which was enhanced beyond a linear sum of activation elicited by the individual 
sites, with the strongest enhancement in supragranular layers. Although cortical 
enhancement did not appear to be affected by the recording location across A1, 
preliminary data suggested that it was influenced by the stimulation location across the 
ICC isofrequency lamina. 
The location of stimulation across an ICC isofrequency lamina is expected to impact 
cortical responses because specific ICC regions differ in physiological responses as well 
as anatomical inputs and outputs. Maps for response properties have been found across 
the isofrequency lamina, including periodicity coding properties such as best modulation 
frequency and spike latencies (Schreiner and Langner 1988) (Langner et al. 2002), 
binaural properties (Brückner and Rübsamen 1995; Roth et al. 1978; Semple and Aitkin 
1979; Wenstrup et al. 1985), and threshold and tuning properties (Hage and Ehret 2003; 
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Stiebler 1986; Stiebler and Ehret 1985). We had previously shown that first spike latency, 
first spike jitter, duration of the PSTH response, LFP peak magnitude, and LFP peak time 
vary caudal-medially to rostral-laterally in anesthetized guinea pig (see Chapter 2). These 
different response properties across the ICC isofrequency laminae may arise from 
differences in input and output projection patterns. Anatomical studies have found 
spatially distinct functional zones within the ICC as a result of different projections from 
the brainstem (Brunso-Bechtold et al. 1981; Cant and Benson 2006; Loftus et al. 2004; 
Oliver et al. 1997; Shneiderman and Henkel 1987). In the gerbil, the two zones are 
located in the rostral-lateral and caudal-medial regions of the ICC and differentially 
project to rostral and caudal regions of the MGV, respectively (Cant and Benson 2007). 
Differences across the ICC isofrequency lamina are further supported by 
electrophysiological studies which found that stimulation of the rostral-lateral and caudal-
medial regions of the ICC elicits different responses in A1. In contrast to rostral-lateral 
regions, stimulation of the caudal-medial regions of the ICC requires higher activation 
thresholds, and evoked potentials in A1 are smaller in magnitude, have longer latencies, 
and have larger discriminable level steps (Lim and Anderson 2007b; Neuheiser et al. 
2010). Since these cortical activation properties are evident when stimulating with 
individual pulses across the ICC lamina, cortical activity is expected to also vary based 
on ICC location when co-activating multiple neuronal populations. 
In this study, we investigated the relationship between cortical responses and the 
location of co-activating ICC neurons with short IPIs. By using fewer delays than in our 
previous study (Straka et al. 2013), we stimulated from more locations across the ICC 
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lamina per animal to create a more complete location map than possible in Chapter 3A. 
We also re-examined whether locations across A1 also contributed to varying degrees of 
enhancement. As with our previous study, we did not find differences in enhancement 
across cortical locations. However, we found that stimulating rostral-lateral regions of the 
ICC led to stronger cortical activity and even greater enhancement in supragranular layers 
in contrast to caudal-medial regions. When comparing with other studies from our lab, 
these caudal-medial regions exhibit different responses to acoustic tones (see Chapter 2) 
and can be driven by electrical stimulation of A1 (Markovitz et al. 2013), in contrast to 
rostral-lateral regions.  
METHODS 
OVERVIEW 
 Basic surgical procedures and methods for neural recording and stimulation were 
similar to those presented in previous work (Lim and Anderson 2007a; 2006; Straka et al. 
2013). Ketamine-anesthetized guinea pigs were used in accordance with policies of the 
University of Minnesota's Institutional Animal Care and Use Committee. Silicon-
substrate, 32-site Michigan electrode arrays (NeuroNexus Technologies, Ann Arbor, MI) 
were used to electrically stimulate the ICC and record the corresponding neural responses 
within A1. Appropriate placement of the array sites within the ICC and A1 was guided by 
acoustic-driven responses (Lim and Anderson 2007b; Snyder et al. 2004; Wallace et al. 
2000). Multi-unit spiking activity and LFPs were recorded in response to application of a 
single pulse at each of two sites within the same isofrequency lamina with varying delays 
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between the two pulses. These experiments investigated how cortical activation 
throughout A1 varied when stimulating different neurons across an isofrequency lamina. 
SURGERY 
 Experiments were performed on thirteen male and female Hartley guinea pigs (387 ± 
57 g, Elm Hill Breeding Labs, Chelmsford, MA). Animals were initially anesthetized 
with an intramuscular injection of ketamine (40 mg/kg) and xylazine (10 mg/kg), and 
were given periodic supplements to maintain an areflexive state. After fixing the animal 
into a stereotaxic frame (David Kopf Instruments, Tujunga, CA), the right side of the 
cortex was exposed from the caudal end of the occipital lobe to the middle cerebral artery 
of the temporal lobe. The dura was removed, micromanipulators were used to insert the 
arrays into the ICC and A1, and the exposed brain was covered with agarose gel. 
STIMULATION AND RECORDING SETUP 
 All experiments were performed in an acoustically- and electrically-shielded 
chamber and controlled by a computer interfaced with TDT System 3 hardware (Tucker-
Davis Technology, Alachua, FL) using custom software written in MATLAB 
(MathWorks, Natick, MA). For acoustic stimulation, sound was presented via a speaker 
coupled to the left ear through a hollow ear bar. The speaker-ear bar system was 
calibrated using a 0.25-in. condenser microphone (ACO Pacific, Belmont, CA) connected 
to the ear bar via a short plastic tube representing the ear canal.  
 All neural signals were passed through analog DC-blocking and anti-aliasing filters 
from 1.6 Hz to 7.5 kHz. The sampling frequency used for acoustic stimulation was 195 
kHz and for neural recording was 24 kHz. Electrical stimulation up to 100 μA was 
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presented on different sites on the ICC array in a monopolar configuration with a ground 
return in the neck muscles. The pulses were biphasic, charge-balanced, cathodic-leading, 
and 205 µs/phase. The recording ground needle was positioned either under the skin 
approximately 2 cm rostral to bregma or directly in the brain in the parietal lobe. No 
obvious differences in results were observed when using the different recording grounds. 
PLACEMENT OF ARRAYS 
 PSTHs and FRMs of spiking activity were plotted online to confirm the array's 
position within the ICC or A1. Details on these analysis methods and example plots for 
similar types of arrays are presented in previous publications (Lenarz et al. 2006a; Lim 
and Anderson 2006; Neuheiser et al. 2010). The BF was taken as the centroid of 
frequencies which elicited spiking responses at 10 dB above the visually-determined 
threshold.  
 The A1 array consisted of four 5-mm-long shanks separated by 400 μm. Sites were 
linearly spaced at 200 μm along the shank and each had an area of 177 μm2. The array 
was inserted approximately perpendicular to the cortical surface in an attempt to align 
each shank along a column in A1 (Abeles and Goldstein 1970; Redies et al. 1989b; 
Wallace et al. 2000). For each shank, the average ΔBF between sites in layers I/II, III/IV, 
and V was 0.08 ± 0.08 octaves (mean ± SD), which is less than the local critical 
frequency scatter of up to 0.4 octaves which can be seen in isofrequency bands of A1 
(Schreiner et al. 2000; Schreiner and Sutter 1992). The similarity in BF suggests 
placements may have been in one BF column, though this was not confirmed with 
histology. Placement into A1 was confirmed when tonotopic shifts from low to high BFs 
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were observed for ventral-rostral to dorsal-caudal locations (Wallace et al. 2000). Only 
A1 sites with similar BFs to the stimulated ICC sites were analyzed (ICC-to-A1 ΔBF: 0.2 
± 0.1 octaves). To investigate differences across A1 locations, we reconstructed the site 
locations on the A1 surface based on microscope images (OPMI 1 FR pro, Zeiss, Dublin, 
CA) taken of our array placements and normalized based on various landmarks (e.g., 
middle cerebral artery, bregma and lateral suture lines, major blood vessels) as 
successfully used in previous studies (Eggermont and Roberts 2004; Schreiner et al. 
2000; Wallace et al. 2000). These normalized locations and their respective BFs can be 
seen overlaid on the auditory cortex in Figure 28.  
 
Figure 28: All recorded A1 locations which were BF-matched to ICC site pairs are overlaid on a typical 
guinea pig cortex. Colors represent the average BF recorded in that location from layers I-V. Scale bar is 1 
mm. 
 The identification of A1 layers was accomplished by performing CSD analysis (Kral 
et al. 2000; Mitzdorf 1985; Muller-Preuss and Mitzdorf 1984) in response to 70 dB SPL 
broadband noise (100 trials) using the finite difference formula: 
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where  is the averaged LFP across trials, z is the depth location of each site along an A1 
array shank, z is the differentiation step size, and z is the component of conductivity in 
the z-direction. z was equal to the A1 site spacing of 200 µm and z was set to one since 
absolute CSD values were not required for analysis. The one-dimensional CSD 
approximation provides a consistent representation for the current sinks and sources 
associated with columnar synaptic activity in the guinea pig auditory cortex (Lim and 
Anderson 2007a; Middlebrooks 2008). The main input layer of A1, which is layer III/IV 
in guinea pig (Huang and Winer 2000; Smith and Populin 2001), corresponded to the site 
with the shortest latency current sink (i.e., positive CSD peak). Layer V was identified as 
the site with a current source (i.e., negative CSD peak), typically being two electrode 
sites (or 400 µm) deeper than layer III/IV. Supragranular layers, here combined as layer 
I/II, corresponded to two electrode sites (or 400 µm) shallower than layer III/IV.  
 The ICC array consisted either of four 8-mm-long shanks or of two 10-mm-long 
shanks. For both arrays, each shank was separated by 500 μm and sites were linearly 
spaced at 100 μm along the shank. Each site had an area of approximately 700 μm2. Prior 
to the experiment, the sites on the ICC array were activated using cyclic voltammetry to 
enable both recording and stimulation up to 100 µA (Anderson et al. 1989; Lim and 
Anderson 2006). The ICC array was placed at a 45° angle to the sagittal plane through 
the visual cortex in order to be aligned along the tonotopic axis of the ICC (Malmierca et 
al. 1995; Snyder et al. 2004), with the shanks aligned in the caudal to rostral direction. 
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Proper array placement in the ICC was confirmed by observing FRMs that exhibited an 
orderly shift from low to high BFs from superficial to deeper locations along a shank 
(Lim and Anderson 2006; Snyder et al. 2004).  
ELECTRICAL STIMULATION PARAMETERS 
 We electrically stimulated two sites within the ICC with similar BFs and 
characterized the corresponding LFP and spiking activity within A1 supragranular layers 
I/II, main input layers III/IV, and output layer V. For each ICC pair, the average ΔBF 
between the ICC sites was 0.08 ± 0.06 octaves. Across all animals, the ICC sites had an 
average BF of 10.3 kHz ± 0.3 octaves. Both the ΔBF between ICC pairs and the BF 
scatter across the lamina were within the bandwidth of ~0.3 octaves seen in an 
isofrequency lamina of cat (Schreiner and Langner 1997) and rat (Malmierca et al. 2008). 
Therefore, we analyzed how stimulation across the 10 kHz isofrequency lamina affected 
cortical activity, and the ICC locations were determined by histology (see Histological 
Reconstructions section).  A total of 28 ICC site pairs were stimulated and responses 
were recorded in 117 A1 locations from 13 animals, for a total of 248 stimulation cases 
(i.e., ICC-A1 stimulation-recording site pairs). 
 Electrical stimulation was presented with different levels and varying IPIs, with each 
stimulus being randomly presented for a total of 20 trials. The IPIs included 0 
(simultaneous stimulation), 0.5, 1, 2, 4, and 8 ms. The stimulation levels varied between 
the two pulses on different sites because stimulation of different ICC locations elicits A1 
activity with different thresholds (Lim and Anderson 2007b; Neuheiser et al. 2010). Due 
to restrictions in time, we identified only two or three suprathreshold levels for one of the 
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sites while stimulating the other site with up to ten levels above its threshold across a 12 
dB range. Only levels eliciting A1 activity above threshold but below saturation levels 
were analyzed. An average of 10 levels was used for each stimulation case. For each 
level, we plotted IPI curves in which the A1 response was shown as a function of IPI. 
Note that for a given pair of ICC sites for the DSS protocol, we could obtain two different 
IPI curves by reversing the order of which ICC site was stimulated first. Due to inherent 
differences in neural activation patterns, we considered each of these two scenarios as 
different stimulation cases when later presenting the summary data and statistical 
analyses. Moreover, when fitting neural responses to a linear mixed model, stimulation 
order proved to be a significant predictor (see Results for more details). Linear mixed 
models were performed using the nlme library in R (Team 2013). 
HISTOLOGICAL RECONSTRUCTIONS 
 Prior to placement, the ICC array was dipped in a red stain (Di-I: 1, 1-dioctadecyl-
3,3,3',3'-tetramethylindocarbocyanine perchlorate, Sigma-Aldrich, St. Louis, MO) to later 
identify array position within the ICC during histological analysis. Detailed description of 
the histological procedure, midbrain reconstruction, normalization, and approximation of 
frequency lamina is provided in a previous publication (Markovitz et al. 2012). Briefly, 
the midbrain was fixed with 3.7% paraformaldehyde and cryosectioned into sagittal 
sections at 60 µm using a sliding microtome (Leica, Buffalo Grove, IL). Images of each 
slice were taken using a Leica MZ FLIII fluorescence stereomicroscope (Leica, Buffalo 
Grove, IL), Leica DFC412 C peltier cooled CCD camera, and Image-Pro software 
(MediaCybernetics, Bethesda, MD). A single reflection white light image using a 
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variable intensity fiber optic light source (Fiber-Lit-PL800, Dolan-Jenner Industries, 
Boxborough, MA) was taken to determine the outline of each slice. Fluorescence images 
were later superimposed on the white light images for visualization of the reference and 
array shank points. The brain was then reconstructed in three dimensions using 
Rhinoceros (Seattle, WA), and the positions of the arrays were estimated by creating best 
fit lines through the points on individual slices. 
 The reconstructions for each brain were normalized to one standard brain using the 
reference needle point at the intersection of the superior colliculus, thalamus, and lateral 
extension from the IC, as well as using the curvature of the IC. The 10 kHz lamina was 
approximated by creating a plane orthogonal to the average insertion angle of all best fit 
lines of each array placement. The depth of the lamina was determined by calculating the 
distance from the surface of the IC, where neurons do not respond to broadband noise, to 
locations where neurons respond with specific BFs from previously published data 
(Markovitz et al. 2012). This distance was multiplied by a scaling factor to account for 
tissue changes due to histological process.  
 The reconstructions of each array placement stimulated, as well as the 10 kHz 
lamina, can be seen in Figure 29A within the normalized brain. Figure 29B shows the 
DSS locations across the 10 kHz lamina. In order to provide cues about the shape of the 
ICC, these DSS locations are shown along with locations found to be on the border or 
outside the ICC from previously published data (see Chapter 2).  Locations were 
determined to be outside the ICC if the FRMs did not exhibit an orderly shift from low to 
high BFs for superficial to deeper sites along a shank. Locations were labeled ‘border’ if 
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the FRMs showed broad tuning with orderly shifts, if tonotopic shifts were not observed 
across the whole shank, or if a neighboring shank (which was simultaneously recorded) 
was outside the ICC.  From the border information shown here, we believe we have 
sufficiently stimulated throughout the ICC lamina while avoiding other subnuclei of the 
inferior colliculus.  In order to analyze how cortical activity varied due to stimulation 
across the isofrequency lamina, the average location between the two stimulated sites was 
used and are shown with the border points in Figure 29C.  
 
Figure 29: A, The midbrains and array placements were reconstructed in three dimensions and normalized 
onto a single brain. Green shanks correspond to ICC placements which were electrically stimulated (in 
pairs). Black and red shanks were placements which were on the border of or outside of the ICC, as 
determined by FRMs along the shank (see Results). The 10 kHz isofrequency lamina was approximated by 
a plane at a depth which corresponds to neurons with 10 kHz BF, the average BF of the stimulated ICC 
sites. B, The locations of the stimulated sites in the ICC were plotted along with the border and outside ICC 
sites across the 10 kHz lamina. C, Analysis for the location effects across the ICC lamina was performed 
by determining the midpoint between each stimulated pair of ICC neurons. Scale bars are 1 mm. 
DATA ANALYSIS 
Evoked Potential Activity 
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 Analysis on evoked potentials and spiking activity was similar to previous studies 
(Straka et al. 2013). Briefly, for the IPIs used (up to 8 ms), only one response was 
present. The area of the negative LFP was calculated after removing the electrical artifact 
from each trace and averaging LFP traces across trials. To calculate the area, a horizontal 
line was created from the baseline just before the peak to the rising portion of the LFP, 
and the LFP response was quantified by calculating the area underneath this line with a 
trapezoidal function. To reduce variability in the LFP area calculation, we removed trials 
that exhibited large sporadic activity preceding our stimulus-driven activity (see Straka et 
al. 2013 for details). A trial was removed if the difference between its slope and that of 
the average slope for a given 25 ms sliding window was greater than three standard 
deviations. An average of about 17 trials, with a minimum of 14 trials, was included in 
the calculation of the LFP area for each stimulation case and level. 
Spiking Activity 
 Spikes were detected offline using the same online method described above. The 
electrical artifact was already removed from the signal for each trial during LFP analysis 
and prior to filtering the signals from 300-3000 Hz for spike detection. Spikes were 
summed across a 45 ms window following the onset of the electrical stimulus for all of 
the same trials included for the LFP analysis. This window was sufficiently long to fully 
capture the A1 activity elicited by ICC stimulation. The DSR per trial was calculated by 
subtracting the spike rate obtained for this 45 ms window by the spontaneous rate 
obtained for the 20 ms window preceding the electrical stimulus. 
 Spiking activity in layer V often had putative antidromic activity, which was evident 
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because the spikes exhibited short latencies, low temporal jitter, a sudden increase from 
no activity to robust spiking per trial with a slight increase in current level above 
threshold, and isolated activity predominantly in layer V as characterized in a previous 
publication (Lim and Anderson 2007a). Due to the difficulty of accurately isolating 
antidromic spikes from the multiunit orthodromic activity, LFP analysis for layer V is 
included in this paper while DSR or FSL analysis for layer V is not. 
Normalization 
 LFP and DSR responses at each IPI were normalized by summing the responses to 
stimulus pulses applied separately at each of two sites in the ICC. Normalized values 
greater than 1 were classified as enhanced. 
Statistical Tests 
Normalized, level-averaged cortical responses were fit to a mixed model, where 
the factors included the IPI, ICC location, A1 location, A1 layer, and stimulation order 
(whether the rostral ICC site or the caudal ICC site was stimulated first). The random 
variable for the model was the animal from which data was collected. Significance was 
determined when P < 0.05 after a Holm-Bonferroni correction. Comparisons within 
significant factors, such as between A1 layers or comparing specific IPIs to the 8 ms IPI, 
were made using Wilcoxon Signed-Rank tests after applying a Holm-Bonferroni 
correction, unless otherwise specified.  
 Two significant factors in the mixed model included the caudal-rostral and medial-
lateral directions across the ICC. In order to quantify the directionality of this location 
effect, response properties were fit to the midpoint of the locations of ICC stimulation 
  112 
pairs using two-dimensional, linear multiple regression analysis. The model determined 
the slope parameter here called the steepest gradient axis (i.e., the vector of greatest 
increase) for each response parameter. 
RESULTS 
TYPICAL CORTICAL RESPONSES TO DSS 
Cortical responses to ICC stimulation varied depending on the delay between pulses 
delivered to two neural populations within the same ICC isofrequency lamina. Both LFPs 
and spiking across cortical layers increase as the IPI decreases in response to DSS at one 
stimulation level, as was shown in Figure 21 and Figure 22 in Chapter 3A and in a 
previous publication (Straka et al. 2013). The extent of the increase in activity was 
greater for layer I/II compared to the other layers for LFPs and spiking. Responses were 
quantified as LFP areas or DSR and then normalized to the sum of individual responses 
to show IPI curves. IPI curves indicate how normalized responses vary with IPI when 
stimulating at one level for a single stimulation case (i.e., one A1-ICC location pair from 
one animal). These IPI curves reveal that at short IPIs, DSS stimulation elicits enhanced 
cortical activity above a linear sum of the individual responses, or a normalized value of 
1. In addition, the normalized values in the IPI curves highlight the difference between 
layers, showing stronger activity at shorter delays for the more superficial layers 
compared to the deeper layers. Cortical activity was recorded across many stimulation 
levels, and these levels were averaged to calculate the IPI-a curves for each single 
stimulation case, as shown in Figure 23 in Chapter 2A. While some differences were 
observed between levels, we did not identify any obvious trends. Because the IPI-a 
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curves accurately captured the typical cortical response for each stimulation case, they 
were used to compare activity across A1 and ICC locations and layers in the following 
sections.  
To determine which factors played a significant role in cortical enhancement, we 
fit all of the IPI-a responses to a mixed model. In this model, the factors were IPI, ICC 
location, A1 location, A1 layer, stimulation order (whether the rostral or the caudal ICC 
site from the stimulation pair was stimulated first), and the random variable was the 
animal used in the data. Significant factors in this model included the medial to lateral 
direction (P < 0.004) and the rostral to caudal direction (P < 0.002) across the ICC 
lamina, the IPI (P < 3x10
-16
), and the cortical layer (P < 3x10
-16
). In addition, the 
stimulation order was significant (P < 0.003), and therefore we treated each order as 
independent stimulation pairs. Across A1, neither the medial to lateral nor the rostral to 
caudal direction was significant (P > 0.05). In the following sections we further 
investigate these location effects across the ICC and A1 in order to better understand 
potential mechanisms influencing the enhancement effect.  
RESPONSES VARY BETWEEN DIFFERENT CORTICAL LAYERS 
Normalized cortical responses varied significantly depending on the layer location of 
the recording site. Figure 30 shows the IPI-a curves for DSR and LFP activity across each 
cortical layer averaged across A1 and ICC locations. 
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Figure 30: Summary of responses across A1 layers. LFP (A) and DSR (B) IPI-a curves were averaged 
across all stimulation cases and animals for layers I/II, III/IV, and V of A1. Significantly increased activity 
was found for layer I/II compared to the deeper layers for IPIs between 0-4 ms for LFP areas and 0-8 ms 
for DSRs (marked by asterisks; see text for p-values). N refers to the number IPI-a curves, each 
corresponding to a different stimulation case. Error bars are standard deviations across stimulation cases. 
 For all curves, it is evident that activity increases as delays decrease. For LFPs and DSRs 
recorded at each layer, we found that normalized cortical activity at the 0-4 ms IPIs were 
significantly larger than the cortical activity recorded at the 8 ms IPI (P < 5x10
-8
).  
Therefore, the cortical activity is enhanced at shorter IPIs for all layers. When comparing 
between layers, normalized IPI-a curves for both LFP areas and DSRs appear larger in 
supragranular layers than deeper layers at shorter IPIs in Figure 30A and B, respectively. 
LFP activity in layer I/II was significantly larger than that recorded in layer III/IV or 
layer V for 0-4 ms IPIs (P < 0.005). No significant differences were detected between 
LFPs recorded in layer III/IV and layer V. In addition, DSR activity recorded in layer I/II 
was significantly larger than that recorded in layer III/IV for 0-8 ms IPIs (P < 0.01). 
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Therefore, enhancement was found at all layers, with a greater increase in cortical 
activity at short IPIs in the supragranular layer, consistent with Chapter 3A. 
RESPONSES VARY ACROSS THE ICC LAMINA 
 Next, we investigated how cortical responses vary depending on the stimulation 
location across the ICC lamina. Figure 31 highlights a case example of DSS stimulation 
of pairs of sites across the ICC eliciting different cortical responses when recording from 
one layer III/IV location in A1 in one animal.  
 
Figure 31: A case example of how stimulating different locations across the ICC isofrequency lamina alter 
IPI and IPI-a curves recorded in one cortical location from a single animal. A, The locations of four pairs of 
ICC sites stimulated across the ICC lamina, shown with other ICC sites for reference. Elicited activity was 
recorded in one cortical location in layer III/IV. B, For Pair #2-4, we found stimulation levels that elicited 
similar cortical activity at the 8 ms IPI, which allowed for direct comparison in terms of evoked activity. At 
those specific stimulation levels, we found that LFP areas increased to a greater extent for shorter IPIs with 
more rostral-lateral stimulation locations relative to the activity at the 8 ms IPI. Stimulating Pair #1 did not 
result in sufficient LFP activation for this cortical location within the current injection limits of our 
electrode arrays. C, When averaged across stimulation levels, the IPI-a curves confirm that more rostral-
lateral locations reveal higher levels of cortical enhancement. Error bars are standard deviations across 
levels. 
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Figure 31A shows the location of four pairs of sites that were stimulated (symbols) along 
with the rest of the DSS stimulated sites (empty circles) for reference. Stimulation of the 
most caudal-medial pair of sites (Pair #1) did not elicit activity at this cortical location 
within the current injection limits for safety and stability of our electrode arrays. The 
most caudal-medial region has previously been shown to require much higher thresholds 
to activate A1 (Lim and Anderson 2007b), and therefore our inability to activate A1 was 
not unexpected. For the other stimulation pairs, we found electrical stimulation levels that 
elicited similar cortical activity at the 8 ms IPI and then plotted the IPI curves for those 
stimulation levels (Figure 31). Figure 31B shows that the cortical activity at shorter IPIs 
remains constant for Pair #2, while it increases for the site pairs that are located in more 
rostral-lateral locations. The fact that the difference in cortical activity at short IPIs varies 
with ICC locations, despite the similarity in activity at longer IPIs, suggests that this is 
not a result of a threshold effect limiting cortical activity. Instead, this difference in 
activity at short IPIs is indicative of a property specific to the ICC stimulation location. 
The IPI-a curves in Figure 31C further confirm that greater enhancement occurs due to 
stimulation of more rostral-lateral sites across all valid stimulation levels. This example 
shows that, when recording in a single cortical location, the ICC site pairs that were 
located in more rostral-lateral locations across the lamina elicited larger cortical activity 
at short IPIs. 
 To investigate this location effect across all animals, we plotted how the cortical 
response at specific IPIs varied depending on the locations of the stimulated ICC site 
pairs (i.e., the midpoint location of the site pairs). Figure 32A shows that the normalized 
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LFP responses to the 0 ms IPI are weakest in the caudal-medial region and strongest in 
the rostral-lateral region for all cortical layers.   
 
Figure 32: DSS in rostral-lateral ICC regions elicits greater normalized LFP areas across cortical layers 
than caudal-medial regions. A, The amount of elicited normalized LFP area (color) is shown for the 
midpoint between each pair of stimulated ICC sites (dots) at the 0 ms IPI. Cortical activity was averaged 
across A1 locations within a specific layer if multiple locations were recorded in response to stimulation of 
a given pair of sites. Using multiple linear regression to fit the cortical activity as a function of the ICC 
midpoint location, the steepest gradient axis was found (line). The angle of the steepest gradient is shown, 
where 0 would indicate alignment with the medial to lateral axis and 90 would indicate alignment with the 
caudal to rostral axis. The scale bar is 1 mm. B, Normalized LFP area is shown as a function of the ICC 
pair midpoint location along the steepest gradient axis, where 0 is the most caudal-medial location and 1 is 
the most rostral-lateral location. 
In order to quantify this directionality, we fit responses to ICC locations using two-
dimensional, linear multiple regression analysis and found the steepest gradient axis 
(black lines in Figure 32A), or the vector at which the responses increase the most. Next 
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we plotted how the normalized LFP area varies across the steepest gradient axis (Figure 
32B). We collapsed the data along the caudal-medial to rostral-lateral axis, with 0 
corresponding to the most caudal-medial point. Since several cortical locations could be 
recording activity from a single stimulation site, cortical activity was averaged across all 
relevant recording locations. We found that the normalized cortical activity was smallest 
in the caudal-medial region of the ICC and increased towards the rostral-lateral regions. 
As shown in Figure 33, similar trends were observed for normalized DSR across the ICC 
at the 0 ms IPI. In this paper, we show the 0 ms IPI map because the greatest amount of 
enhancement and thus the clearest trends were observed. Similar trends were observed 
for the 0.5 ms IPI and more diverse maps were observed for longer IPIs (data not shown, 
see summary in Table 2). The angle of the steepest gradient axis for LFPs and DSRs at 
each layer and IPI as well as descriptive statistics can be found in Table 2. 
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Figure 33: A, Normalized DSRs (color) recorded in supragranular and granular layers of the cortex are 
shown for the midpoint location for each stimulated ICC site pair. B, Normalized DSR is plotted as a 
function of the midpoint location across the steepest gradient axis (A, black line). Similar to FIGURE 32, 
DSS of rostral-lateral regions results in greater normalized DSR activity than caudal-medial regions. The 
scale bar is 1 mm. 
Table 2: A summary of the results from the multiple regression performed on how cortical responses 
varied with ICC stimulation location. LFP area and DSR recorded within layers I-V of A1 in response to 
co-activation across the ICC isofrequency lamina (see Figure 32 and Figure 33 for ICC locations). For each 
ICC stimulation location, cortical activity was averaged across recording locations. The angle θ across the 
isofrequency lamina is the inverse tangent of the slope of the regression, where 90° would be aligned to the 
caudal to rostral axis and 0° would be aligned to the medial to lateral axis. Each regression was performed 
on the number of ICC site pairs, N, with the descriptive statistics of a coefficient of determination R
2
 and 
probability P. 
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0 ms 
IPI 
0.5 ms 
IPI 
1 ms 
IPI 
2 ms 
IPI 
4 ms 
IPI 
8 ms 
IPI 
LFP Layer I/II 
(N=28) 
R
2
 0.43 0.30 0.34 0.17 0.05 0.03 
P 0.001 0.025 0.005 0.096 0.515 0.704 
θ (0) 75.5 90.9 102.8 112.4 99.9 147.4 
LFP Layer 
III/IV (N=28) 
R
2
 0.57 0.39 0.16 0.01 0.03 0.01 
P 0.000 0.007 0.129 0.940 0.688 0.843 
θ (0) 34.3 54.6 86.4 169.3 31.0 166.3 
LFP Layer V 
(N=25) 
R
2
 0.51 0.41 0.35 0.10 0.07 0.09 
P 0.000 0.01 0.01 0.32 0.43 0.37 
θ (0) 62.3 79.6 96.0 98.1 58.9 55.4 
DSR Layer 
I/II (N=25) 
R
2
 0.29 0.31 0.18 0.12 0.10 0.08 
P 0.023 0.035 0.106 0.232 0.306 0.401 
θ (0) 85.5 96.1 95.9 101.4 82.0 105.4 
DSR Layer 
III/IV (N=27) 
R
2
 0.24 0.22 0.08 0.02 0.10 0.19 
P 0.035 0.078 0.354 0.757 0.296 0.078 
θ (0) 49.5 79.0 103.6 152.5 146.1 14.2 
 
In summary, we found significant fits at the 0 and 0.5 ms IPI for LFP at all 
cortical layers and DSR for layer I/II (P < 0.05). For DSR at layer III/IV, significant fits 
were found for the 0 ms IPI (P < 0.05). The average angle of the steepest gradient axis, or 
average steepest gradient angle, was 71 ± 20
0
 across both IPIs (where 90
0
 would be 
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aligned with the caudal to rostral axis and 0
0
 would be aligned with medial to lateral 
axis). Therefore, we conclude that DSS stimulation of rostral-lateral regions of the ICC 
lamina results in greater cortical activity in comparison to caudal-medial regions.  
RESPONSES IN DIFFERENT A1 LOCATIONS  
 Although the mixed model did not find significant trends that responses to DSS 
varied across A1 locations, we wanted to further investigate whether cortical locations 
played a subtle role. First, we determined whether responses to caudal-medial verses 
rostral-lateral ICC locations were evenly sampled throughout A1. With this aim, we 
found the line perpendicular to the average steepest gradient angle (i.e., perpendicular to 
the 71
0
 line defined above). This line separated the ICC into rostral-lateral and caudal-
medial regions, each with an equal number of stimulation locations (Figure 34A).  A1 
locations for each stimulated ICC location appeared to be evenly spread across A1 
(Figure 34B).  
 
Figure 34: The ICC lamina was split into caudal-medial verses rostral lateral regions (A) by the line 
perpendicular to the average steepest gradient axis, which is the average direction where cortical activity 
varies the most for the 0 and 0.5 ms IPI. The midpoint between each stimulation pair was determined to 
originate from one of those two regions. Overlaid on the cortex with BF values (B), the A1 locations 
corresponding to cortical activity elicited from the stimulated caudal-medial ICC region spanned across 
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similar cortical locations as those for the rostral-lateral ICC region (C). The scale bars are 1 mm. Note that 
panels within (A) correspond to ICC locations while the panels within (B) and (C) correspond to A1 
locations. 
This was further confirmed when comparison tests did not find a significant difference 
between the cortical locations recording activity elicited from caudal-medial vs. rostral 
lateral ICC regions (using a two-sided Wilcoxon rank sum test, P > 0.05). Because these 
locations were similarly distributed across A1, we could further investigate trends across 
the cortex. Since several ICC stimulation locations were recorded per A1 site, we found 
the mean cortical activity for each delay at each A1 site by averaging across all relevant 
ICC stimulation locations. Figure 35 shows the mean LFP or DSR activity recorded in 
layer I/II, III/IV, or V for each cortical location at the 0 ms IPI.  
 
Figure 35: The location of sites across A1 does not have a clear impact in the amount of normalized LFP 
Area (top) or DSRs (bottom) recorded across different layers (columns). Indicated by color (no units), the 
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normalized cortical activity for each A1 location was averaged across stimulated locations in the ICC. The 
scale bars are 1 mm. 
Confirming the results from the statistical model, we did not find trends of enhanced 
activity across the cortex for the 0 ms or other IPIs (data not shown).  
DISCUSSION 
 Stimulation of two different ICC populations within the same lamina elicits 
increased A1 activity across layers I-V at IPIs shorter than 4 ms. This time window 
agrees with previous studies where a  ~6 ms window was determined using more IPIs 
(Calixto et al. 2012; Straka et al. 2013). Here we also found that the increased A1 activity 
greatly depends on the stimulation location across the ICC lamina, as caudal-medial 
regions increases in activity while rostral-lateral regions resulted in large enhancement. 
Finally, we found that greater enhancement was found in supragranular layers, though 
recording location across each cortical layer was not significant. These results suggest 
that an enhancement mechanism exists within the ICC-to-A1 pathway that can 
functionally integrate activation on a fast temporal scale (<6 ms window) and depends on 
the stimulation location of neurons across the ICC lamina.  
ANESTHESIA EFFECTS 
In our study, we used an anesthetized preparation in order to position the 
electrode array into multiple ICC locations for an animal. We chose ketamine as the 
anesthetic because it is thought to suppress the auditory cortex less than other anesthetics, 
particularly pentobarbital (Astl et al. 1996; Wehr and Zador 2005).  Ketamine has been 
shown to affect cortical activity by reducing spontaneous activity (Syka et al. 2005; 
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Zurita et al. 1994), typically inhibiting sound-evoked responses (Syka et al. 2005; Wang 
et al. 2005; Zurita et al. 1994), and altering temporal processing  in response to electrical 
stimulation of the cochlea (Kirby and Middlebrooks 2012). Particularly at medium 
anesthesia depths, ketamine induces strong oscillatory responses in the auditory cortex 
(Eggermont 1992; Kisley and Gerstein 1999; Rennaker et al. 2007), which results in 
greater variability to sound-evoked responses (Kisley and Gerstein 1999). To minimize 
the impact of these bursts, we removed sweeps with aberrant activity, though the 
increased variability in cortical responses may have confounded some of our location 
results, especially at longer IPIs. Despite these cortical effects, it is unlikely that ketamine 
caused the DSS enhancement since it was not present when repeatedly stimulating an 
individual site or when stimulating two sites in different isofrequency laminae at similar 
IPIs with the same experimental methods as this DSS study (Straka et al. 2013). 
Moreover, the primary finding of this study is not the exact values of enhancement but 
rather the relative changes based on location across the ICC, where ketamine has been 
shown to have minimal or no effects on sound-evoked or spontaneous activity (Astl et al. 
1996; Suta et al. 2003; Ter-Mikaelian et al. 2007; Torterolo et al. 2002). 
DIFFERENCES IN CAUDAL-MEDIAL VERSES ROSTRAL-LATERAL REGIONS IN THE ICC 
We found little if any enhancement when co-activating sites in the caudal-medial 
region and very strong enhancement in the rostral-lateral region, which may reflect 
differing activation properties between the regions. When electrically stimulating single 
ICC sites and recording evoked responses in A1, the caudal-dorsal (which is equivalent to 
caudal-medial along the tilted ICC lamina) ICC region achieved higher thresholds, larger 
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discriminable levels steps, and smaller evoked potentials than stimulating in the rostral-
ventral region (Lim and Anderson 2007b). However, it is unlikely that activation 
properties alone cause the difference in cortical activation because rostral-lateral regions 
had much larger amounts of cortical enhancement than caudal-medial regions at short 
IPIs even when both produced similar amounts of activity within A1 at the 8 ms IPI 
(Figure 31). Instead, it appears that the enhancement mechanism, whether on the 
tectothalamic, thalamocortical, or corticocortical level, integrates activity variably 
depending on the location of electrical stimulation across the ICC lamina.   
Several recent studies within our lab have shown systematic differences in 
responses between the caudal-medial and rostral-lateral regions across the ICC laminae. 
In response to pure tones, neurons in the rostral-lateral as compared to the caudal-medial 
region of the ICC respond with shorter first spike latencies, less spiking jitter, larger LFPs 
that occur earlier, and PSTHs that are shorter in duration and have more predominant 
onsets (see Chapter 2). In addition, electrical stimulation of A1 elicits descending 
excitatory activation in the caudal-medial ICC but with little or no activation within the 
rostral-lateral ICC (Markovitz et al. 2013). Since both of these studies were performed 
with similar histological reconstruction techniques to this DSS study, we normalized all 
midbrains and array placements onto a common standard brain (Figure 36) to determine 
if these regions were consistent across studies.  
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Figure 36: Comparisons across different studies showing that caudal-medial ICC regions exhibit different 
response properties than rostral-lateral regions in locations which, when electrically stimulated, elicit 
different cortical responses. A, Normalized LFPs recorded in layer I/II of A1 (color) were typically smaller 
when stimulating in the caudal-medial region and enhanced in the rostral-lateral region for the 10 kHz 
isofrequency lamina of the ICC. B, In response to 10 kHz pure tones (0.5 ms), the duration of PSTHs were 
longer in the caudal-medial region and shorter in the rostral-lateral region across the 10 kHz isofrequency 
lamina of the ICC (Data originally presented in Chapter 2). C, A1 stimulation caused excitatory responses 
in the caudal-medial but not the rostral-lateral region of the ICC for A1 sites with BFs of 10- 16 kHz (data 
originally presented in Markovitz et al. (2013)). These excitatory responses could be present across few or 
many ICC frequency laminae (i.e., narrowly tuned, NT, or broadly tuned, BT respectively). Locations from 
A, B, and C were normalized to the same standard brain and locations were taken across the 10 kHz ICC 
lamina. 
We found that the rostral-lateral ICC region, which elicited stronger enhanced cortical 
activity (Figure 36A), responded with shorter PSTH durations to pure tones (Figure 36B) 
as well as differences in other response features listed in Chapter 2 corresponding to 
greater spatial and temporal synchrony. In addition, little to no activity was present in 
these rostral-lateral regions in response to electrical stimulation of A1 (Figure 36C). In 
contrast, caudal-medial regions, which elicited little or weak cortical enhancement in this 
study, typically responded to acoustic stimuli with weaker temporal and spatial 
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synchrony, and often responded to electric stimulation of A1 with activity that was either 
narrowly localized or broadly spread across frequency laminae.  
 In order to map locations across a given ICC lamina, we targeted only the 10 kHz 
lamina and therefore cannot claim that these trends occur throughout all ICC laminae, 
which roughly span 50 Hz to 50 kHz in guinea pig (Prosen et al. 1978). However, a 
previous study in guinea pig has shown a similar spatial segregation of activation 
properties from the ICC up to the granular layer in A1 for different frequency laminae 
spanning 9-23 kHz (Lim and Anderson 2007b). In addition, segregated caudal-medial 
versus rostral-lateral ICC regions were anatomically demonstrated throughout low, 
middle and high frequency regions in gerbil (Cant and Benson 2007; 2006). In response 
to electrical stimulation of A1, descending projections elicited activity in caudal-medial 
but not rostral-lateral regions for low, middle, and high frequency lamina spanning from 
2- 16 kHz (Markovitz et al. 2013). Finally, caudal-medial versus rostral-lateral regions 
have been shown to exhibit differential properties in response to pure tones at the 10 kHz 
and 20 kHz laminae (Straka et al. 2013). Considering the consistency in ICC location 
trends across frequency regions for these different studies, we expect that the distinct 
activation properties between the caudal-medial and rostral-lateral regions would also 
occur in the other isofrequency laminae throughout the ICC. 
SUBPROJECTION PATHWAY HYPOTHESIS 
We have found that DSS of the rostral-lateral and caudal-medial regions across 
the ICC lamina result in different degrees of normalized cortical activity, and that these 
regions show different responses to acoustic and electric stimulation. These differences 
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across the ICC lamina are likely due to differences in input and output projection patterns 
that are maintained through the ascending lemniscal system. Anatomical studies in gerbil 
have shown that the caudal-medial and rostral-lateral regions of the ICC receive different 
inputs from the brainstem and project differentially to the caudal and rostral regions of 
the MGV, respectively (Cant and Benson 2007; 2006). The anatomical segregation of the 
MGV is also continued in thalamocortical outputs, as demonstrated by studies in the cat 
and rat, which found that the rostral MGV projects throughout the auditory cortex, 
including A1, whereas the caudal MGV projects to core cortical regions predominantly 
outside of A1 (Morel and Imig 1987; Polley et al. 2007; Rodrigues-Dagaeff et al. 1989; 
Storace et al. 2012; Storace et al. 2010). These segregated thalamic and cortical regions 
reveal differences in acoustic response properties similar to those seen in the ICC. In 
comparison to caudal regions, the neurons in rostral MGV respond to acoustic stimuli 
with stronger excitatory activation, shorter latencies with less jitter, more precise time-
locking to click trains, and stricter tonotopic organization with narrower tuning curves 
(Rodrigues-Dagaeff et al. 1989). The cortical regions that receive inputs from caudal 
MGV neurons typically exhibit responses with longer latencies, greater spiking jitter, less 
excitatory activity, and less precise tonotopic organization compared to A1 regions, 
which receive inputs from rostral MGV neurons. (Morel and Imig 1987; Polley et al. 
2007; Rodrigues-Dagaeff et al. 1989; Schreiner et al. 2011; Storace et al. 2012; Storace et 
al. 2010). 
The differences in projection patterns from the brainstem and up to the cortex 
have led to the hypothesis that at least two subprojection pathways exist in the lemniscal 
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system. Across lemniscal nuclei, these response properties of the “rostral” pathway 
suggests it may be designed for stronger activation and more precise transmission of 
sound information to higher centers compared to the caudal pathway. At least in the ICC, 
electrical stimulation of the A1 results in excitatory activation only in the caudal-medial 
region (Markovitz et al. 2013). Combined with the more robust and precise activation 
properties identified for the rostral pathway, these findings suggest that the rostral 
pathway may serve as the main ascending pathway for transmitting sound cues to higher 
perceptual centers while the caudal pathway, at least within the midbrain, may serve a 
more modulatory and integrative role with the rostral neurons.  
CLINICAL RELEVANCE 
Co-activating neural populations across an ICC isofrequency lamina has been 
shown to overcome suppressive neural effects observed when repeatedly stimulating an 
individual site. To utilize this strategy in patients for the goal of improving speech 
perception, the second generation of the AMI will consist of two parallel linear arrays in 
order to stimulate along as well as within the isofrequency axis. As shown by this study, 
stimulating the more rostral-lateral region will likely lead to better cortical activation at 
short IPIs than caudal-medial regions, and therefore the rostral-lateral region should be 
targeted for implantation. However, though greater normalized cortical activity was 
elicited when stimulating the rostral-lateral region of the ICC, clinical trials will need to 
be performed to determine whether this stimulation strategy and implantation location 
will lead to improved speech understanding. 
  130 
 
CHAPTER 4: CONCLUSION 
SUMMARY OF RESULTS 
The lack of thorough understanding of the lemniscal system has been a limiting factor 
in developing and improving auditory neuroprostheses, particularly in the midbrain. 
Traditionally, the lemniscal system has been considered as one pathway, but recent 
evidence has found differences in anatomical projection patterns from the brainstem to 
the cortex. Moreover, physiological differences in MGV and A1 responses have been 
consistent with these anatomical projection patterns. Together, this suggests that there 
may be sub-projection pathways through the lemniscal system. However, maps of 
physiological response properties across the ICC have previously not matched the 
anatomical projection patterns. This inconsistency has called into question the presence 
of sub-projection pathways through the midbrain. The existence of these dual lemniscal 
pathways would fundamentally change how auditory researchers investigate the 
lemniscal system because studies would need to determine how results differ between 
sub-projection pathways rather than grouping results into one lemniscal system. 
Moreover, property differences between sub-projection pathways would alter the 
approach for implantation location and stimulation of the AMI.  
In Chapter 2, we investigated the functional organization of responses across the ICC 
in order to better understand the lemniscal system. Specifically, we analyzed how 
neurons across the ICC isofrequency lamina vary in response to pure tones by 
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investigating parameters including first spike latency, latency jitter, PSTH duration and 
shape, peak magnitude of the LFP, and time at which the LFP peak occurs. With these 
parameters, we were able to investigate synaptic inputs (through LFPs) as well as the 
timing properties of outputs (through spiking activity). We found differences between the 
rostral-lateral and caudal-medial regions of the ICC, which were consistent with 
anatomical projection patterns observed in previous studies. In addition to confirming 
that dual lemniscal projections exist at the level of the midbrain, these results will guide 
identification of optimal target locations for neuroprostheses within the lemniscal system.  
 The next goal of this thesis in Chapter 3 was to identify better stimulation 
strategies and implantation locations in order to improve the implementation of the AMI. 
In the first clinical trial, the AMI array was chosen to be a single-shank penetrating array 
rather than a three-dimensional array because of a lack of evidence showing that the 
benefits would overcome the implantation safety risks, including a higher likelihood of 
hemorrhage and edema (Liu et al. 1997). Moreover, good results were expected from the 
AMI single shank because it would be able to present a dynamic temporal pattern via 
ICC neuron synchronization to the sound envelope for different frequency channels (Lim 
et al. 2007; Rode et al. 2013) in which even crude temporal patterns have shown to be 
sufficient for speech recognition (Shannon et al. 1995). However, the initial clinical trials 
showed poor speech perception, which was most likely due to implantation in sub-
optimal locations and limited temporal coding abilities (Calixto et al. 2012; Lim et al. 
2008a; McKay et al. 2013). While Calixto et al. (2012) demonstrated that three-
dimensional stimulation may be required to sufficiently code for temporal information 
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through DSS to improve hearing performance, this study was limited by large stimulation 
sites of the AMI. The results in Chapter 3A extended this study by using smaller 
electrode sites, thus minimizing the current spread and antidromic activity, allowing us to 
record LFPs as well as spiking activity at several cortical layers. We found enhanced 
cortical activity for both LFPs and spiking, which was strongest in supragranular layers. 
In addition, we determined that this enhancement only occurred when co-activating 
neurons along an isofrequency ICC lamina, and not across different laminae.  
From previous studies, including the response characterizations in Chapter 2, it 
was known that locations along the ICC isofrequency lamina have different neural 
properties. Therefore, we investigated location trends of DSS, both in the ICC and in A1. 
In Chapter 3 we show that the greatest enhancement, which could occur across A1, was a 
result of stimulating rostral-lateral rather than caudal-medial ICC regions. The results in 
Chapter 3B found that an optimal implantation location for the DSS may be the rostral-
lateral region of the ICC.  
Comparing results across studies, this rostral-lateral ICC region identified in 
Chapter 3 is consistent with the rostral-lateral region identified from Chapter 2, which 
responds to pure tones with shorter PSTH durations, shorter first spike latencies with less 
jitter, more onset responses, and larger LFPs that occur earlier than responses in the 
caudal-medial region. In addition, this rostral-lateral region is consistent with studies that 
have shown none or minimal excitatory responses to electrical stimulation of A1, while 
the caudal-medial region exhibits significant excitatory responses. The difference in 
excitation patterns suggests that the caudal-medial region may receive different 
  133 
corticofugal projections than the rostral-lateral region of ICC (further investigated in a 
study presented in Appendix A).  
FUTURE WORK 
 In Chapter 2, we found that physiological responses vary between different 
subregions of the ICC, and that the locations of these subregions are consistent with the 
dual lemniscal pathway hypothesis derived from studies across species. However, to truly 
confirm this dual lemniscal pathway hypothesis, both anatomical and physiological 
studies from the ICC, MGV, and ACC should be performed within the same species. This 
is important in order to confirm that the same locations for the differential anatomical 
projection patterns correspond to the different response properties. In addition, more 
complex and natural response properties (e.g., speech-like features) should be 
investigated more fully across different laminae. As more realistic models of the 
lemniscal pathway are being developed (Dugue et al. 2010; Guerin et al. 2006; Hewitt 
and Meddis 1994; Jepsen et al. 2008; Meddis et al. 2001; Nelson and Carney 2004; Rode 
et al. 2013; Sumner et al. 2003), they will need to begin incorporating these differences in 
coding properties between sub-projection ascending pathways. 
 In Chapter 3, we found that DSS of rostral-lateral regions results in greater 
cortical enhancement, particularly in supragranular cortical layers. Future studies should 
record responses in MGV to determine whether it is the source of the integration of 
neural responses across the ICC. In addition, the mechanism for increased enhancement 
in the supragranular layers should also be probed to determine whether it is due to 
thalamocortical or corticocortical projections. Previous studies have investigated how 
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these two projections alter responses to a pure tone for single cells in A1 by comparing 
typical responses to responses due to thalamocortical excitation alone, which was 
achieved by silencing the cortex by applying muscimol, a GABAA agonist (Happel et al. 
2010). Neighboring cortical regions could also be silenced or altered with other 
pharmacological agents, such as GABAB agonists (Happel et al. 2010; Yamauchi et al. 
2000) or the GABAA antagonist gabazine (Moeller et al. 2010), or with cryogenic cooling 
of the cortex (Coomber et al. 2011). With these techniques, any resulting differences in 
the degree of enhancement could be attributed to differences in corticocortical 
projections. Conversely, constant enhancement throughout these manipulations would 
indicate that the thalamus is the source of the enhancement. 
CLINICAL APPLICATION 
Since the initial AMI clinical trial resulted in limited speech perception, evidence 
of real and substantive improvements in the stimulation and implantation strategies had to 
be shown in order to gain funding and approval for future clinical trials. Moreover, while 
it was expected than multiple penetrating electrodes through the ICC could improve 
performance, sufficient data had to determine that the expected benefit would outweigh 
the increased surgical risk (Liu et al. 1997). Through the work presented in this thesis, we 
found that the optimal stimulation strategy may need to co-activate neurons along the 
ICC isofrequency laminae, particularly within the rostral-lateral region of the ICC. To 
implement this, the next clinical trial will need to implant at least two AMI shanks into 
the ICC to be able to co-activate neurons along a lamina as well as across laminae. The 
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next clinical trial with a two-shank AMI array that will utilize these strategies is awaiting 
approval, and is expected to begin in the summer of 2014. 
The results from the clinical trial will reveal whether the increased cortical 
enhancement seen when using DSS to stimulate the rostral-lateral region of the ICC in 
animal studies will translate to increased speech understanding with the AMI in patients. 
Other benefits of DSS may include a wider dynamic stimulation range and a decrease in 
the amount of current necessary per site. This lower current level should also reduce 
tissue damage and power consumption. Moreover, current steering can be used with a 
three dimensional array, which may enable activation of more specific ICC regions 
(Butson and McIntyre 2008). From this upcoming clinical trial, we will not only be able 
to correlate the neural activity results found in this thesis to potential improvements in 
perception, but we will also be able to compare how these technological improvements 
will affect speech understanding, which is the ultimate goal of this research. 
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APPENDIX A: CORTICOFUGAL PROJECTIONS 
 
The IC receives massive corticofugal projections that mediate plastic changes, 
such as frequency tuning.  Fibers originating from the A1 have been detected throughout 
the ICC and are tonotopic in organization. Secondary cortical areas have not necessarily 
been shown to have descending projections to the ICC, and no studies have investigated 
ICC corticofugal projections originating from the small, weakly tonotopic region in 
guinea pig called ventrorostral belt (VRB). Using antidromic stimulation to detect 
monosynaptic connections, we investigated the spatial organization and physiological 
properties of corticofugal fibers originating from A1 or VRB to the ICC of ketamine-
anesthetized guinea pig. Using three dimensional histological techniques to reconstruct 
the ICC, we found that A1 has ample, tonotopically organized projections throughout the 
ICC isofrequency laminae. This study found that VRB also has monosynaptic projections 
to the ICC lamina, but, in contrast to A1 fibers, have a weaker tonotopic organization and 
primarily project to the caudal-medial and not rostral-lateral regions across the ICC 
laminae. In addition, no spatial organizations across isofrequency regions of A1 or VRB 
were detected.  
INTRODUCTION 
  150 
All areas of the auditory cortex have been shown to have descending corticofugal 
projections that target the inferior colliculus, the main auditory nucleus of the midbrain, 
in which projections originating from A1 have been the most accurately characterized. 
Traditionally, anatomical tracer studies have found that these A1 fibers primarily 
terminate in the nonlemniscal external cortices rather than the lemniscal ICC (Faye-Lund 
1985; Herbert et al. 1991; Huffman and Henson 1990; Winer et al. 1998). However, 
recent anatomical evidence found projections from A1 to the ICC that are tonotopically 
organized (Andersen et al. 1980; Bajo and Moore 2005; Bajo et al. 2007; Coomes et al. 
2005; Feliciano and Potashner 1995; Malmierca and Ryugo 2011; Saldana et al. 1996; 
Xiong et al. 2009). While these tracer studies could only analyze corticofugal projections 
from large neural populations, Lim et al. (2007a) investigated the spatial distribution and 
physiological properties of smaller populations of A1-ICC projections by electrically 
stimulating the ICC and recording antidromic spikes in the cortex. By using this 
antidromic stimulation method, monosynaptic projections could be identified and 
physiological properties of neurons from both areas could be characterized. Lim et al. 
(2007a) found that A1 corticofugal projections are amply distributed throughout the ICC 
and that they are tonotopically organized. However, the spatial resolution of the 
histological reconstructions limited the analysis of how these projections were organized 
across the ICC lamina, and the spatial organization across the cortex was not 
investigated.  
These tonotopically organized, A1-ICC corticofugal projections have been shown 
to play a role in plastic changes within the auditory system. The frequency coding 
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properties of ICC neurons can be shifted towards those of the stimulated A1 neurons 
when paired with acoustic stimulation (Yan et al. 2005; Yan and Suga 1998), electrical 
stimulation of neuromodulatory pathways (Ma and Suga 2003; Zhang et al. 2005), or fear 
conditioning paradigms (Gao and Suga 1998; 2000; Ji et al. 2001). Lesions or 
suppression of activity within the auditory cortex limits this frequency shift in the ICC 
(Zhang et al. 2005) and can induce other effects in the IC such as altering responses for 
sound localization (Bajo et al. 2010; Nakamoto et al. 2008).Considering that these 
corticofugal projections are primarily glutamatergic (Feliciano and Potashner 1995), 
these plasticity studies suggest that A1 can alter the excitatory responses in ICC through 
this pathway. This was further confirmed by Markovitz et al. (2013), where focal 
electrical stimulation of A1 caused excitatory activity in the ICC with tonotopic patterns 
that either show strict or broad frequency alignment. Moreover, the excitatory activity 
was primarily observed in the caudal-medial and not rostral-lateral region along the ICC 
isofrequency laminae, which suggests that the corticofugal projections may exhibit 
differential patterns across the ICC laminae.   
Together, these previous studies have found direct corticofugal projections from 
A1to ICC that are tonotopically arranged and can affect plastic changes in frequency-
specific collicular responses. However, the spatial distribution across A1 and ICC of 
these projections have not been adequately investigated, even though there is evidence 
that A1 results in differential excitatory activity across the ICC laminae (Markovitz et al. 
2013). Moreover, the majority of physiological studies have focused on corticofugal 
projections arising from A1. Considering that other cortical areas show differential 
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descending projection patterns, the contrast between the spatial distribution and 
physiological properties of various corticofugal patterns may provide insight into the 
function of the descending auditory system as a whole. For example, in the guinea pig the 
VRB is located laterally and ventrally to A1, has a weaker tonotopic arrangement that is 
aligned in the same direction as the tonotopic organization of A1 (Wallace et al. 2000). 
Due to VRB’s location and similarity in tonotopic alignment as A1, VRB is often 
misidentified as A1. VRB’s small area also makes its descending projections difficult to 
study with anatomical tracers. Though comparing cortical areas between species is often 
complicated, VRB likely corresponds to posterior auditory field (PAF) in cat since both 
fields are known for having the longest latencies in response to pure tones of the 
tonotopically arranged cortical fields (Kaas 2011; Phillips and Orman 1984; Wallace et 
al. 2000). Though the PAF has corticofugal projections to the inferior colliculus, the 
projection targets have not been shown to include the ICC, in contrast to the A1 
corticofugal projections (Winer et al. 1998).  
In this study, we investigated corticofugal projections originating in A1 and VRB 
by recording antidromic activity elicited by electrical stimulation of the ICC. We found 
that both A1 and VRB respond with antidromic spiking, thus giving evidence of 
monosynaptic projections from both areas are present in the ICC. We analyzed 
physiological responses to compare the tonotopic arrangement of corticofugal projections 
arising from each cortical area. In addition to assessing the spatial distribution of these 
connections across the cortex, we used detailed histological reconstructions of the 
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midbrain to analyze the spatial organization across the ICC isofrequency lamina, in 
which we discovered significant differences between the VRB and A1. 
METHODS 
OVERVIEW 
Basic surgical procedures and methods for neural recording and stimulation were 
similar to those presented in previous work (Lim and Anderson 2007a; 2006; Straka et al. 
2013). Ketamine-anesthetized guinea pigs were used in accordance with policies of the 
University of Minnesota's Institutional Animal Care and Use Committee. Silicon-
substrate, 32-site Michigan electrode arrays (NeuroNexus Technologies, Ann Arbor, MI) 
were used to electrically stimulate the ICC and record the corresponding neural responses 
within AC. Appropriate placement of the array sites within the ICC and AC was guided 
by acoustic-driven responses (Lim and Anderson 2007b; Snyder et al. 2004; Wallace et 
al. 2000). Array sites in the ICC were individually stimulated and multi-unit spiking 
responses were recorded in A1 and VRB. When antidromic activity was detected in A1 
or VRB, the minimal stimulation threshold and location across the ICC was found to 
determine if there is a spatial distribution across the ICC lamina for corticofugal 
projections.  
SURGERY 
 Experiments were performed on 23 male and female Hartley guinea pigs (380 ± 53 
g, Elm Hill Breeding Labs, Chelmsford, MA). Animals were initially anesthetized with 
an intramuscular injection of ketamine (40 mg/kg) and xylazine (10 mg/kg), and were 
given periodic supplements to maintain an areflexive state. After fixing the animal into a 
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stereotaxic frame (David Kopf Instruments, Tujunga, CA), the right side of the cortex 
was exposed from the caudal end of the occipital lobe to the middle cerebral artery of the 
temporal lobe. The dura was removed, micromanipulators were used to insert the arrays 
into the ICC and AC, and the exposed brain was covered with agarose gel. 
STIMULATION AND RECORDING SETUP 
 All experiments were performed in an acoustically- and electrically-shielded 
chamber and controlled by a computer interfaced with TDT System 3 hardware (Tucker-
Davis Technology, Alachua, FL) using custom software written in MATLAB 
(MathWorks, Natick, MA). For acoustic stimulation, sound was presented via a speaker 
coupled to the left ear through a hollow ear bar. The speaker-ear bar system was 
calibrated using a 0.25-in. condenser microphone (ACO Pacific, Belmont, CA) connected 
to the ear bar via a short plastic tube representing the ear canal.  
 All neural signals were passed through analog DC-blocking and anti-aliasing filters 
from 1.6 Hz to 7.5 kHz. The sampling frequency used for acoustic stimulation was 195 
kHz and for neural recording was 24 kHz. Electrical stimulation up to 100 μA was 
presented on different sites on the ICC array in a monopolar configuration with a ground 
return in the neck muscles. The pulses were biphasic, charge-balanced, cathodic-leading, 
and 205 µs/phase. The recording ground needle was positioned either under the skin 
approximately 2 cm rostral to bregma or directly in the brain in the parietal lobe. No 
obvious differences in results were observed when using the different recording grounds. 
PLACEMENT OF ARRAYS 
 PSTHs and FRMs of spiking activity were plotted online to confirm the array's 
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position within the ICC or AC. Details on these analysis methods and example plots for 
similar types of arrays are presented in previous publications (Lenarz et al. 2006a; Lim 
and Anderson 2006; Neuheiser et al. 2010). Briefly, we bandpass filtered the neural 
signals (300-3000 Hz) on each site and detected spikes that exceeded a threshold of three 
standard deviations above the background activity. For FRMs, four trials were presented 
for each pure tone (1-40 kHz, 8 steps/octave) and level (0-70 dB, 10 dB steps) stimulus. 
The BF was taken as the centroid of frequencies which elicited spiking responses at 10 
dB above the visually-determined threshold.  
 The AC array consisted of four 5-mm-long shanks separated by 400 μm. Sites were 
linearly spaced at 200 μm along the shank and each had an area of 177 μm2. The array 
was inserted approximately perpendicular to the cortical surface in an attempt to align 
each shank along a column in AC (Abeles and Goldstein 1970; Redies et al. 1989b; 
Wallace et al. 2000). Placement into A1 or VRB was confirmed when tonotopic shifts 
from low to high BFs were observed for ventral-rostral to dorsal-caudal locations 
(Wallace et al. 2000). To investigate differences across AC locations, we reconstructed 
the site locations on the cortical surface based on microscope images (OPMI 1 FR pro, 
Zeiss, Dublin, CA) taken of our array placements and normalized based on various 
landmarks (e.g., middle cerebral artery, bregma and lateral suture lines, major blood 
vessels) as successfully used in previous studies (Eggermont and Roberts 2004; Schreiner 
et al. 2000; Wallace et al. 2000). These normalized locations and their respective BFs can 
be seen overlaid on the auditory cortex in Figure 37.  
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Figure 37: BF of each recording site in A1 and VRB, overlaid on a typical guinea pig cortex. Locations 
were determined to be in A1 or VRB based on cortical location as well as latency responses (see Methods). 
Scale bar is 1 mm. R, rostral; L, lateral. 
 Data was analyzed on a total of 88 A1 placements from 20 guinea pigs and 20 VRB 
placements from 4 guinea pigs, where multiple AC placements were made in two guinea 
pigs. AC placements were determined to be in A1 or VRB by the location on the cortex 
seen in Figure 37, where VRB placements were more lateral than A1 placements. These 
locations are similar to those previously determined by Wallace et al. in guinea pig 
(Wallace et al. 2000).  The identification of analysis was confirmed by differences in the 
FSL responses, which are significantly longer in VRB (Wallace et al. 2000). The FSL 
was calculated by computing the mean latency of the first spike to noise stimuli at 70 dB 
SPL across 100 trials, and the FSL for a specific cortical shank was determined by 
averaging across all sites which responded to noise. Across all of the A1 and VRB 
locations, the mean FSL for A1 was 21 ± 5 ms (N=85 sites), which was significantly 
different from the 33 ± 5 ms FSL for VRB (N=18 sites), (P < 3 x10
-10
 using two-tailed, 
unequal variance t-tests, some sites responded weakly to noise and were not included). 
Thus, we were confident that VRB and A1 were appropriately differentiated.  
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 The identification of AC layers was accomplished by performing CSD analysis (Kral 
et al. 2000; Mitzdorf 1985; Muller-Preuss and Mitzdorf 1984) in response to 70 dB SPL 
broadband noise (100 trials) using the finite difference formula: 
 
 
 
where  is the averaged LFP across trials, z is the depth location of each site along an AC 
array shank, z is the differentiation step size, and z is the component of conductivity in 
the z-direction. z was equal to the AC site spacing of 200 µm and z was set to one 
since absolute CSD values were not required for analysis. The one-dimensional CSD 
approximation provides a consistent representation for the current sinks and sources 
associated with columnar synaptic activity in the guinea pig auditory cortex (Lim and 
Anderson 2007a; Middlebrooks 2008). The main input layer of AC, which is layer III/IV 
in guinea pig (Huang and Winer 2000; Smith and Populin 2001), corresponded to the site 
with the shortest latency current sink (i.e., positive CSD peak). Layer V was identified as 
the site with a current source (i.e., negative CSD peak), typically being two electrode 
sites (or 400 µm) deeper than layer III/IV. Since CSD analysis has not been well 
described in VRB, we also determined the cortical depth of the site determined to be in 
layer V. This was accomplished by determining the shallowest site along each shank with 
spiking responses to 100 trials of broadband noise 70 dB SPL. Since layer I has few 
neurons which are primarily GABAergic  (Winer and Larue 1989) and layer II has more 
pyramidal neurons (Winer 1985), this shallow site is referred to as the layer II site.  
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Averaged across placements, sites identified as layer V were 920 ± 160 µm and 860 ± 
170 µm below layer II for A1 (N= 87 layer differences) and VRB (N=18), respectively 
(placements with bad sites or invalid data at shallow sites were not included).  
Anatomical analysis using Nissl staining preparations in cat found that layer V is 
typically ~800-1300 µm below layer II for A1 and ~700-1200 µm below layer II in the 
temporal cortex (Huang and Winer 2000).  Though our depths were determined with 
physiological recordings with a resolution of 200 µm between sites, the similarity with 
expected anatomical depths suggests that the CSD analysis correctly identified sites in 
layer V.  
 The ICC array consisted either of four 8-mm-long shanks or of two 10-mm-long 
shanks. For both arrays, each shank was separated by 500 μm and sites were linearly 
spaced at 100 μm along the shank. Each site had an area of approximately 700 μm2. Prior 
to the experiment, the sites on the ICC array were activated using cyclic voltammetry to 
enable both recording and stimulation up to 100 µA (Anderson et al. 1989; Lim and 
Anderson 2006). The ICC array was placed at a 45° angle to the sagittal plane through 
the visual cortex in order to be aligned along the tonotopic axis of the ICC (Malmierca et 
al. 1995; Snyder et al. 2004). Proper array placement in the ICC was confirmed by 
observing FRMs that exhibited an orderly shift from low to high BFs from superficial to 
deeper locations along a shank (Lim and Anderson 2006; Snyder et al. 2004).  
ELECTRICAL STIMULATION AND DATA ANALYSIS 
For each ICC array placement, electrical stimulation was presented individually 
on several sites at stimulation levels from 16 to 36 dB in 2 dB steps, while randomizing 
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level and stimulation site. We did not stimulate at higher levels in order to remain within 
the threshold limits for safety and stability of our electrode arrays. Stimulation evoked 
multi-unit spiking activity in the AC, and spiking activity in layer V often had antidromic 
activity. As characterized in a previous publication (Lim and Anderson 2007a), 
antidromic activity was determined when spikes exhibited short latencies with low 
temporal jitter, the activity was predominantly isolated in layer V, and a slight increase in 
current level above threshold resulted in a sudden increase from no activity to robust 
spiking per trial. Though more definitive tests for antidromicity include spike collisions 
and the ability to follow at high stimulation rates (Lipski 1981), Lim et al. showed that 
these characteristics were consistent with A1-to-ICC projections that could also follow at 
high frequencies (2007a). The minimal stimulation threshold which resulted in 
antidromic activity was noted for each stimulation-recording ICC-AC site pair.  
HISTOLOGICAL RECONSTRUCTIONS 
 Prior to placement, the ICC array was dipped in a red stain (Di-I: 1, 1-dioctadecyl-
3,3,3',3'-tetramethylindocarbocyanine perchlorate, Sigma-Aldrich, St. Louis, MO) to later 
identify array position within the ICC during histological analysis. Detailed description of 
the histological procedure, midbrain reconstruction, normalization, and approximation of 
frequency lamina is provided in a previous publication (Markovitz et al. 2012). Briefly, 
the midbrain was fixed with 3.7% paraformaldehyde and cryosectioned into sagittal 
sections at 60 µm using a sliding microtome (Leica, Buffalo Grove, IL). Images of each 
slice were taken using a Leica MZ FLIII fluorescence stereomicroscope (Leica, Buffalo 
Grove, IL), Leica DFC412 C peltier cooled CCD camera, and Image-Pro software 
  160 
(MediaCybernetics, Bethesda, MD). A single reflection white light image using a 
variable intensity fiber optic light source (Fiber-Lit-PL800, Dolan-Jenner Industries, 
Boxborough, MA) was taken to determine the outline of each slice. Fluorescence images 
were later superimposed on the white light images for visualization of the reference and 
array shank points. The brain was then reconstructed in three dimensions using 
Rhinoceros (Seattle, WA), and the positions of the arrays were estimated by creating best 
fit lines through the points on individual slices. 
 The reconstructions for each brain were normalized to one standard brain using the 
reference needle point at the intersection of the superior colliculus, thalamus, and lateral 
extension from the IC, as well as using the curvature of the IC.  Isofrequency laminae 
were approximated by creating a plane orthogonal to the average insertion angle of all 
best fit lines of each array placement. The depth of each lamina was determined by 
calculating the distance from the surface of the IC, where neurons do not respond to 
broadband noise, to locations where neurons respond with specific BFs. This distance 
was multiplied by a scaling factor to account for tissue changes due to histological 
process.   
 A total of 437 ICC sites were stimulated. To analyze location effects across the ICC 
lamina, we created four laminae at frequencies which would include the majority of sites. 
We chose each lamina to have a bandwidth of approximately 0.6 octaves, which 
corresponds to two critical bands (Malmierca et al. 2008; Schreiner and Langner 1997), 
in order to have sufficient points for analysis. If there was more than one ICC site for a 
placement within the frequency lamina, the site resulting in the lowest threshold 
  161 
antidromic activity was chosen for data analysis. Thus, we identified locations for ICC 
sites across these four isofrequency laminae with the following frequencies: 1.1-1.7 kHz 
(N=51 ICC sites), 3.8-6.1 kHz (N=44), 6.2-10 kHz (N=107) and 11-17 kHz (N=72). The 
locations of all array positions on the normalized brain can be seen in Figure 38A along 
with the four isofrequency laminae. We determined ICC locations across these laminae 
and showed whether antidromic activity was recorded in A1 or VRB in Figure 38B. 
 
Figure 38: A, The midbrains and array placements were reconstructed in three dimensions and normalized 
onto a single brain. Each placement was determined to be in the ICC due to the presence of tonotopic shifts 
of increasing BFs with deeper sites for each shank (see Methods). The four isofrequency laminae were 
approximated by a plane at a depth in which neurons respond at those BFs. B, Each ICC site was 
electrically stimulated and elicited activity was recorded in VRB (triangles) or A1 (circles). The location of 
stimulated ICC sites was found across each lamina for sites with corresponding BFs (i.e., the locations were 
not determined for ICC sites with BFs beyond a lamina’s bandwidth). Direct corticofugal projections were 
determined when antidromic activity was elicited in the cortex. D, dorsal; C, caudal. 
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RESULTS 
OVERVIEW OF APPROACH 
We compared corticofugal projections to the ICC arising from A1 and VRB 
(Figure 37) to determine whether tonotopically organized primary cortical areas have 
different projection patterns through the ICC. Corticofugal projections were identified 
when layer V sites in the AC had antidromic activity in response to electrical stimulation 
of the ICC.  In the following sections, we characterize theses corticofugal projections by 
analyzing their tonotopic arrangement and spatial distribution across the AC as well as 
the isofrequency laminae of the ICC.  
TONOTOPIC ARRANGEMENT OF DESCENDING PROJECTIONS 
 Since corticofugal projections from A1 to ICC have previously found to be 
tonotopically organized, the first goal of this project was to confirm this in A1 and assess 
this in VRB. Considering that high stimulation thresholds could be activating fibers from 
other laminae, we first determined how the frequency specificity of the fibers related to 
the current level used for stimulation.  For each ICC-AC stimulation-recording site pair 
for which antidromic activity was detected, we found the threshold of stimulation that 
elicited antidromic activity and compared it to the ΔBF between the two sites. Figure 39A 
shows that as the stimulation threshold increased, so did the difference in BF’s between 
A1 and ICC. A similar trend for VRB and ICC can be seen in Figure 39B, though the BF 
mismatch is much larger with the VRB sites than the A1 sites even at thresholds below 
30 µA. Thus both A1 and VRB corticofugal fibers elicited by low stimulation thresholds 
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had a smaller ΔBF to the ICC sites than ones with higher stimulation thresholds (which 
resulted greater current spread).  
 
Figure 39: For each AC-ICC site pair with a monosynaptic projection, the ΔBF between each site pair was 
correlated to the minimum amount of current necessary to evoke antidromic activity. For both A1 (A) and 
VRB (B), the higher stimulation thresholds activate sites which have greater BF-mismatch, though neurons 
in A1 show more similar BFs to the ICC than do neurons in VRB. For corticofugal projections at which 
antidromic activity could observed in the AC at low stimulation levels (≤ 32µA), the BF of the stimulation 
site in ICC was correlated to the recording site in A1 (C) or VRB (D). While a strict tonotopy was found 
for corticogfugual projections from A1, weak tonotopy was observed for projections from VRB. 
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In order to characterize the tonotopic arrangement for stimulation cases at these 
low stimulation thresholds, we first needed to determine a criterion for the maximum 
current spread that would provide sufficient spatial discrimination. Lim et al. (2007a) 
previously showed that most A1-ICC antidromic thresholds occurred below 30 µA, 
which corresponds to a maximal spread of approximately 250 µm (Lim and Anderson 
2007a; Ranck 1975). From ICC-A1 site pairs for which antidromic activity was present, 
we found that 73% (or 111 out of 153 sites) occurred at stimulation levels at or below 30 
µA. Since each frequency lamina is approximately 175 µm in cat (Schreiner and Langner 
1997) and 150 µm in rat (Malmierca et al. 2008), current applied to the center of a lamina 
would be unlikely to spread beyond its neighboring lamina. For cases where antidromic 
activity was elicited at thresholds at or below 30 µA, Figure 39C found that the BF of the 
A1 recording site was similar to the BF of the stimulating ICC site. Since linear 
regression found a significant correlation between the BFs (P < 1x 10 
-30
), we conclude 
that corticofugal projections from A1 are tonotopically organized. Figure 39D shows that 
the BF’s of VRB and ICC sites were also significantly correlated (P < 2x 10 -5), though 
this relationship was much weaker and the mismatch between the two sites was still 
relatively high. For cases where stimulation threshold was at or below 30 µA, the average 
ΔBF was 0.3 ± 0.4 octaves for A1-ICC sites (N=111 pairs) and 0.8 ± 0.9 octaves for 
VRB-ICC sites (N=64 pairs). 
LOCATION EFFECTS OF CORTICOFUGAL PROJECTIONS 
 Next, we wanted to determine the spatial distribution of the corticofugal 
projections across A1. Since each AC site was paired with at least two ICC sites, for each 
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recording location we found the minimum stimulation threshold elicited across all 
stimulated ICC sites. Antidromic activity was evident throughout the dorsal-medial to 
ventral-lateral AC, and no correlation could be determined between the recording 
location across this tonotopic axis and stimulation threshold for either A1 or VRB (data 
not shown). 
 Though a spatial distribution could not be determined across tonotopic areas of 
the cortical surface, we examined location trends across the isofrequency laminae of the 
ICC. ICC stimulation sites were separated into one of four isofrequency laminae based on 
their BF, and the minimal stimulation threshold from all AC sites was deteremined. The 
location of each stimulation site was determined within the respective lamina using 
histological reconstructions of each array placement and midbrain (see Histological 
Reconstructions). Thus, in the following analyses, only sites with BF’s within the 
frequency band were analyzed. If a placement had more than one ICC site within an 
isofrequency lamina, the site that resulted in the lowest stimulation threshold was 
analyzed. Since we established that these descending projections were primarily 
tonotopically organized, we compared A1 sites which were BF-matched to the ICC site. 
Sites were determined to be BF-matched when ΔBF’s were less than 0.4 octaves (the 
standard deviation of the A1-ICC ΔBFs at thresholds below 30 µA). 
As shown in Figure 40A, there was no trend for minimal A1 stimulation threshold 
across any of the four isofrequency laminae. Although the lower frequency laminae had 
fewer points which did not fully span the lamina, these results sufficiently demonstrate 
that stimulation of all regions in the ICC could result in cortical antidromic activation. 
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Low thresholds (<12 µA, which has a current spread of <150 µm) were observed even 
within central regions of the ICC lamina, and therefore corticofugal fibers are present 
throughout the ICC lamina (Lim and Anderson 2007a; Ranck 1975).  
 
Figure 40: At each location across the four ICC isofrequency laminae, the minimum stimulation threshold 
evoked from BF-matched A1 sites (A), BF-matched VRB sites (B), or all VRB sites (C) was found. ICC 
sites which could not elicit antidromic activity in any cortical site even at the highest stimulation threshold 
(64 µA) are marked as white. While no spatial trend was observed across the ICC lamina for A1 
corticofugal projections, VRB fibers were typically found in the caudal-medial regions of the ICC. Each 
lamina was split into a caudal-medial and rostral-lateral half (based on the average location of all measured 
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sites, marked by a diagonal line), and the percentage of sites which evoked antidromic activity was found 
for each half. 
While A1 tonotopic corticofugal fibers were present throughout the ICC lamina, 
VRB corticofugal fibers, which are weakly tonotopic, could be stimulated primarily in 
the caudal-medial region for all four laminae, as shown in Figure 40B. To quantify this, 
each lamina was separated into a caudal-medial and a rostral-lateral half as indicated by 
the line in each pane, using the average location of points as the criterion. The percentage 
of sites within each half which elicited antidromic activation in VRB, indicated in each 
pane, was greater in the caudal-medial half for each lamina. Across all laminae, 
corticofugal projections were evident when stimulating 6% of the sites in rostral-lateral 
regions as compared to 28% of the sites in the caudal-medial regions.  
Since VRB sites had greater mismatch in BF with ICC sites, we also plotted the 
location of ICC sites and found the minimum stimulation threshold across all VRB sites, 
regardless of BF, in Figure 40C. In comparison to the BF-matched only connections in 
Figure 40B, a greater percentage of sites throughout each laminae had corticofugal 
projections to at least one VRB site. However, the rostral-lateral regions still had a 
smaller percentage of sites with corticofugal projections, with a total of 18 % versus 47% 
of sites responding in the rostral-lateral and caudal-medial regions, respectively. 
Moreover, the thresholds in the rostral-lateral regions were also significantly higher (P < 
4 x10 
-5
 using the Mann-U Whitney test, combining all laminae together and using 38 dB 
as the threshold for sites where antidromic activity could not be detected). Therefore, 
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stimulation of caudal-medial locations in the ICC could elicit antidromic activity in VRB 
even at low thresholds. 
DISCUSSION  
Our results demonstrate that corticofugal fibers from A1 are distributed 
throughout ICC isofrequency laminae and have a strict tonotopic organization, 
confirming a previous study (Lim and Anderson 2007a). In contrast to A1, fibers from 
VRB to ICC exhibit greater mismatch in tonotopic organization and are primarily 
localized in the caudal-medial region of the ICC. The differences in corticofugal 
projections from A1 and VRB in relation to spatial distribution and frequency 
organization suggest these two cortical areas may have different roles within the 
descending auditory system. 
TONOTOPIC ORGANIZATION 
 These results confirm that most A1 corticofugal projections are arranged 
tonotopically. Of the projections which could be activated with relatively low current 
levels (≤30µA), the average ΔBF was 0.3 ± 0.4 octaves, similar to the bandwidth of an 
ICC isofrequency lamina (Malmierca et al. 2008; Schreiner and Langner 1997). This 
suggests that frequency-specific A1 corticofugal fibers generally remain within an 
isofrequency lamina of the ICC. Projections originating in VRB are loosely tonotopically 
organized, with an average ΔBF of 0.8 ± 0.9 octaves for fibers with thresholds equal to or 
below 30µA . The weaker tonotopic organization of the VRB projections in comparison 
to A1 could be associated with a more diffuse and diverging projection pattern to the ICC 
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than those from A1, though it is also possible that it reflects the weaker tonotopic 
organization directly within VRB compared to A1 (Wallace et al. 2000).   
METHODOLOGICAL CONSIDERATIONS OF ANTIDROMIC STIMULATION 
Using antidromic stimulation as a method to study the spatial distribution of 
monosynaptic corticofugal projections allowed us to characterize the anatomical and 
physiological properties of small neural populations in both the cortex and ICC. 
Moreover, the analysis of the spatial distribution allowed us to determine the spatial 
organization of projections with greater resolution than possible with traditional 
histological tracers. Specifically, injections into the small region of VRB would likely 
diffuse into the lateral area of A1, and thus differentiation between the two regions would 
prove difficult. 
 Though the antidromic stimulation method has many benefits, caution must be 
used in the interpretation of the results because of some important limitations. Due to the 
design of our arrays, we could not ensure that that single units were recorded within A1. 
In addition, stimulation of ICC regions may cause antidromic activity in cortical regions 
which were not recorded, though the design of our array allowed us to record from four 
A1 locations at a time. We did not find spatial patterns across isofrequency regions of A1 
or VRB, though perhaps more complex topographic patterns of the corticofugal 
projections exist. The second drawback limiting the analysis of these results is that 
antidromic stimulation can activate both axon terminals as well as passing fibers. 
Therefore, ICC locations may cause antidromic activity in the cortex from corticofugal 
fibers either directly innervating those regions or passing through those locations en route 
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to synapses with more distant neurons. Therefore, we can conclude that A1 corticofugal 
fibers pass through the entire ICC lamina in a strictly tonotopic organization, while VRB 
corticofugal fibers only pass through the most caudal-medial locations in VRB. 
DESCENDING CORTICOFUGAL PROJECTIONS  
 Our results provide clear evidence that corticofugal projections from A1 and VRB 
are present in the ICC. For corticofugal fibers originating from both A1 and VRB, 
antidromic activation could be elicited even with very low stimulation thresholds of <12 
µA, which corresponds to a maximal current spread distance of ~150 µm (i.e., smaller 
than the diameter of the circles in Figure 40) (Lim and Anderson 2007a; Ranck 1975).  
While we found that fibers originating from VRB primarily target the caudal-medial 
regions of the ICC laminae, fibers originating from A1 are ample throughout the ICC 
lamina.  
The lack of spatial organization of A1 corticofugal projections was unexpected 
considering that Markovitz et al. (2013) found that activation of A1 resulted in excitatory 
responses in caudal-medial and not rostral-lateral regions along the ICC lamina. These 
seemingly contradictory results could be due to several issues. First of all, activating A1 
neurons could have resulted in excitation of neurons either in secondary areas of the 
cortex such as VRB or in the cortices of the IC before these regions would excite the 
ICC. However, it is unlikely that A1 first projected to other cortical areas since the lowest 
current threshold which elicited activity in ICC was found when stimulating layer V 
neurons, which primarily send descending projections, rather than to layer I or II, where 
horizontal connections to other cortical areas primarily reside (unpublished findings in 
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lab). In addition, it is unlikely that cortices of the IC, which have little or no tonotopy 
(Aitkin et al. 1975), would act as a relay for the ICC in those cases due to the tonotopic 
nature of the activity. It is more likely that in this study, corticofugal projections could be 
passing through rostral-lateral regions en route to their target of the caudal-medial 
regions, but electrical stimulation of the ICC with our antidromic approach activates 
these passing fibers. Another possible scenario could be that the fibers terminate 
throughout the ICC but that inhibition in the rostral-lateral region restricts excitatory 
responses. 
In this study, we discovered that VRB has monosynaptic corticofugal projections 
to the ICC, which, to the best of our knowledge, has not previously been investigated. 
Due to similarities in long responses latencies and weak tonotopy in comparison to A1, 
VRB is likely related to the PAF in cat (Kaas 2011; Phillips and Orman 1984; Wallace et 
al. 2000). Previous tracer studies found that PAF corticofugal projections exclusively 
target the outer cortices of the IC and not the ICC (Winer et al. 1998). The contrasting 
conclusions from our results and this previous tracer study may be due to differences in 
species or the methodology. The latter seems likely given that many previous tracer 
studies had shown no or minimal projections from A1 to ICC though more recent studies 
with detailed tracer and histology methods have been able to identify a greater number of 
projections to ICC across species (Bajo and Moore 2005; Bajo et al. 2007; Coomes et al. 
2005; Feliciano and Potashner 1995; Malmierca and Ryugo 2011; Saldana et al. 1996).   
The differential VRB projection patterns to the caudal-medial verses rostral-
lateral regions along the ICC isofrequency laminae is one of many studies which have 
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found anatomical and physiological differences between these two regions. Moreover, 
studies across various species have found that these regional differences are maintained 
throughout the ascending lemniscal system. In the gerbil, the caudal-medial and rostral-
lateral ICC regions receive differential projections from the brainstem and projection to 
rostral and caudal regions, respectively, of the MGV along its isofrequency dimension 
(Cant and Benson 2007; 2006). In addition, studies in the cat and rat have demonstrated 
that the rostral MGV projects throughout the auditory cortex, including A1, whereas the 
caudal MGV projects to regions predominantly outside of A1 (Morel and Imig 1987; 
Polley et al. 2007; Rodrigues-Dagaeff et al. 1989; Storace et al. 2012; Storace et al. 
2010). Comparing responses to acoustic stimuli between these two regions within the 
ICC, MGV, and A1, neurons in the ‘rostral’ pathway typically respond with shorter 
latencies, less spiking jitter, shorter duration responses, and stronger excitatory activity 
than neurons in the ‘caudal’ pathway (Phillips et al. 1995; Polley et al. 2007; Rodrigues-
Dagaeff et al. 1989; Schreiner et al. 2011; Storace et al. 2012; Wallace et al. 2000) (for 
ICC responses, see Chapter 2).  
The differences in response properties and projection patterns between the two 
regions have led to an emerging hypothesis that dual sub-projection pathways are present 
through the lemniscal system. While most of the work supporting this hypothesis has 
primarily considered the ascending lemniscal system, it appears that the descending 
system may be a part of the sub-projection pathways, at least with corticotectal 
projections. This evident in the ICC, where primarily the caudal-medial and not rostral-
lateral regions along the ICC isofrequency laminae have excitatory responses  to 
  173 
electrical stimulation of A1 (Markovitz et al. 2013) and have VRB corticofugal 
projections (as shown in this study). Future studies should investigate whether other 
corticofugal projections, including corticothalamic ones, also differentially project to the 
caudal regions within the sub-projection pathways. In addition to contributing to the 
understanding of the structure of the descending system, these studies could also 
illuminate the role of the subprojection pathways. With the current studies from the 
ascending and descending systems, it appears that the rostral pathway, with more robust 
and precise activation properties, may serve as the main ascending auditory pathway 
while the caudal pathway, with more diffuse activation properties and greater 
corticotectal projections, may serve a more modulatory role for sound processing. 
 
 
 
