Abstract-The Web creates excellent opportunities for businesses to provide personalized online services to their customers. Recommender systems aim to automatically generate personalized suggestions of products/services to customers (businesses or individuals). Although recommender systems have been well studied, there are still two challenges in the development of a recommender system, particularly in real-world B2B e-services: 1) items or user profiles often present complicated tree structures in business applications, which cannot be handled by normal item similarity measures and 2) online users' preferences are often vague and fuzzy, and cannot be dealt with by existing recommendation methods. To handle both these challenges, this study first proposes a method for modeling fuzzy tree-structured user preferences, in which fuzzy set techniques are used to express user preferences. A recommendation approach to recommending tree-structured items is then developed. The key technique in this study is a comprehensive tree matching method, which can match two tree-structured data and identify their corresponding parts by considering all the information on tree structures, node attributes, and weights. Importantly, the proposed fuzzy preference tree-based recommendation approach is tested and validated using an Australian business dataset and the MovieLens dataset. Experimental results show that the proposed fuzzy tree-structured user preference profile reflects user preferences effectively and the recommendation approach demonstrates excellent performance for tree-structured items, especially in e-business applications. This study also applies the proposed recommendation approach to the development of a web-based business partner recommender system. Index Terms-E-business, fuzzy preferences, recommender systems, tree matching, web-based support system.
"information explosion" in a variety of web-based applications in e-commerce [3] , e-learning [4] , and e-tourism, as well as in such areas as the recommendation of news, movies, books, videos, resources [5] , and real estate [6] . Prior to making a recommendation, recommender systems use background data, such as historical data consisting of ratings from users, and input data, such as features of items or user ratings, to initiate a recommendation; models and algorithms combine the two and generate a recommendation [7] , [8] .
In real situations, the features of items and user behavior are often subjective, vague, and imprecise [8] , and users' item preferences are frequently subjective and uncertain. It is difficult for a user to express his/her interest in an item with exact numbers. Fuzzy set theory and techniques lend themselves well to handling the fuzziness and uncertain issues in recommendation problems. User preferences and item features have been represented as fuzzy sets in previous research [8] [9] [10] [11] , and recommendations to customers for the selection of the most suitable items are made with incomplete and uncertain information [12] , [13] . Current research and recommender system applications focus mainly on making recommendations to personal users. Fuzzy user preference and item representations focus on vector representations accordingly.
The abundance of information created and delivered via the Web provides excellent opportunities for the development of business-to-business (B2B) e-services, such as finding a business partner online [14] . Excessive amounts of information on the Web create a severe information overload problem. An effective solution for this problem is the development of personalized recommender systems; however, recommendation techniques have been rarely used in the B2B environment. The main reason is that items or user profiles in a B2B environment are so complex that they can only be presented as complicated structures, such as tree structures. For example, a business in a B2B application environment may supply several product categories, each of which may contain a number of subcategories, under which there may be multiple specific products, which together form a tree structure. Therefore, tree-structured data modeling and tree matching methods are needed. However, an item is normally described as a single value or a vector in current research, and tree-structured items or user profiles have not been considered to date. The fuzzy preference models mentioned previously, which are represented as vectors, are not suitable to dealing with the tree-structured data in a Web-based B2B environment.
To solve these challenges-namely, tree-structured items (products/services), tree-structured user preferences, vague values of user preferences, and personalization of recommendations-in B2B e-service recommendation problems, this study proposes a method for modeling fuzzy tree-structured user preferences, presents a tree matching method, and, based on the previous methods, develops an innovative fuzzy preference tree-based recommendation approach. The developed new approach has been implemented and applied in a business partner recommender system. This paper has three main contributions. From the theoretical aspect, a tree matching method, which comprehensively considers tree structures, node attributes, and weights, is developed. From the technical aspect, a fuzzy tree-structured user preference modeling method is developed, as well as a fuzzy preference tree-based recommendation approach for tree-structured items. From the practical aspect, the proposed methods/approaches are used to develop a Web-based B2B recommender system software known as Smart BizSeeker, with effective results.
The remainder of the paper is organized as follows. In Section II, the related works in recommender systems, tree matching methods, and fuzzy set techniques are expatiated. Section III presents the fuzzy tree-structured preference model. Section IV proposes a comprehensive tree matching algorithm to identify the corresponding parts between two trees. The fuzzy preference tree construction algorithm is proposed in Section V. A fuzzy preference tree-based recommendation approach for tree-structured items is presented in Section VI. The approach has been tested using the Australian business dataset and MovieLens dataset. The experimental evaluations and results are given in Section VII. In Section VIII, the proposed recommendation approach is implemented in a recommender system softwareSmart BizSeeker-to help businesses find partners (suppliers or buyers). Finally, the conclusions and future study are given in Section IX.
II. RELATED WORKS
This section will review the literature on recommender systems, tree matching methods, and fuzzy set techniques in recommender systems.
A. Recommender Systems
Recommendation techniques have attracted much attention and many recommendation approaches have been proposed. The three main recommendation techniques are collaborative filtering (CF), content-based (CB) and knowledge-based (KB) techniques [7] . The CF technique is currently the most successful and widely used technique for recommender systems [15] , [16] . It helps people to make choices based on the opinions of other people who share similar interests [17] . The CF technique can be further divided into user-based and item-based CF approaches [18] . The major limitations of CF methods are data sparsity and cold-start (CS) problems [1] , [16] , [18] . The data sparsity problem occurs when the number of available items increases and the number of ratings in the rating matrix is insufficient to generate accurate predictions. When the ratings obtained are very small compared with the number of ratings that need to be predicted, a recommender system becomes incapable of locating similar neighbors and produces poor recommendations. The CS problem consists of the CS user problem and the CS item problem. The CS user problem, also known as the new user problem, affects users who have a small number of ratings or none. When the number of rated items for the CS user is small, the CF-based approach cannot accurately find user neighbors using rating similarity; therefore, it fails to generate accurate recommendations. The CS item problem, also known as the new item problem, affects items that have only a small number of ratings or none. With only a few ratings for CS items, CF-based approaches cannot appropriately locate similar neighbors using rating similarity and will be unlikely to recommend them [1] , [19] . CB recommendation techniques recommend items that are similar to those previously preferred by a specific user [20] . The major limitations of CB approaches are the item content dependence problem, overspecialization problem, and new user problem [1] , [20] . The KB recommender systems offer items to users based on knowledge about the users and items [21] . In contrast with the CF and CB approaches, KB approaches have no CS problems because a new user can obtain recommendations based on the knowledge of his/her interests. KB approaches are, in the majority of cases, applied to recommend complex products and services such as consumer goods, technical equipment, or financial services [21] . The KB approach has some limitations, however, for instance, the KB approach needs to retain some information about items and users, as well as functional knowledge, to make recommendations. It also suffers from the scalability problem because it requires more time and effort to calculate the similarities in a large case base than other recommendation techniques. Each recommendation technique has its own merits and drawbacks, thus hybrid recommendation techniques have been proposed to achieve higher performance while avoiding the drawbacks of typical recommendation techniques [22] . The most common practice in existing hybrid recommendation techniques is to combine CF with other recommendation techniques in an attempt to avoid the problems of the CF approaches [1] , [23] .
The underlying semantic properties and attributes associated with users and items have been exploited to generate recommendations in certain types of recommender systems called semantic-based recommender systems [24] . The semantic information about items consists of the attributes of the items, the relation between items, and the relation between items and meta-information [25] . Taxonomies and ontologies as the major source of semantic information can be used to advantage in recommender systems, since they provide a means of discovering and classifying new information about the items to recommend, user profiles and even context [24] . For example, product taxonomies and ontologies have been presented in several recommender systems to utilize relevant semantic information to improve recommendation quality [26] [27] [28] . In a business environment, product categories are used to evaluate the semantic similarity between businesses [2] , [14] , [29] . The usage of the semantic information can provide additional explanation as to why particular items have or have not been recommended, and provide better recommendation effectiveness than current CF techniques, particularly in cases where little or no rating information is available [29] . In this study, the attribute information of tree-structured business data should be fully considered to make accurate recommendations.
B. Tree Matching
Tree-structured data are widely used in many application fields [30] [31] [32] [33] [34] . The tree similarity measure [35] , tree isomorphism [36] , and subtree matching problems [34] , [37] have been researched during the applications of tree-structured data. The tree edit distance model [37] is the most widely used method to compare the structures of ordered or unordered labeled trees. The model compares two trees with the minimum cost of the edit operation sequences that convert one tree into another. The edit operations give rise to an edit distance mapping which is a graphical specification of which edit operations apply to each node in the two labeled trees [38] . The tree edit distance model is also used in tree isomorphism and subtree matching problems [37] . In the aforementioned researches, only tree structures and node labels are considered, which is insufficient for use in the application of the B2B e-service recommendation. In our previous research, an edit distance mapping between two tree-structured data was constructed that considered tree structures, node attributes, and weights [39] , [40] . A number of tree matching methods have been used in recommender systems. In [41] , users' behavior patterns were represented as tree structures, and tree matching was used to find the correlation between different behavior patterns. In the telecom industry, products/services for business users usually have complex hierarchical structures; therefore, tree structured data have been used to represent items and user profiles [40] , [42] . Tree matching methods have been developed to evaluate the similarity between tree-structured items or users. However, these methods are unable to construct fuzzy tree-structured user preferences and match items to user preferences. In this study, to match tree-structured items and user preferences in a B2B e-service environment, a new tree matching method is developed based on tree edit distance mapping.
C. Fuzzy Set Techniques in Recommender Systems
Fuzzy set theory offers a rich spectrum of methods for the management of nonstochastic uncertainty. It is well suited to handling imprecise information, the unsharpness of classes of objects or situations, and the gradualness of preference profiles [8] , [43] . In [10] , an item is represented as a fuzzy set over an assertion set. The value of a feature or attribute for an item is a fuzzy set over the subset of the assertions relevant to the feature. The user's intentional preferences are represented as a basic preference module, which is the ordered weighted averaging of components that can evaluate items. The user's extensional preferences are expressed as a fuzzy set over the user's experienced items whose membership degrees are the ratings. Based on the representation, the preference for an item by a user can be inferred. Zenebe et al. [8] , [9] defined a feature set for items and a set of values for each feature. The items are represented as the fuzzy subset over the values, denoted by a feature vector. Four kinds of fuzzy-set-based similarity measures: fuzzy set theoretic, cosine, proximity, and correlation-like, are introduced. Cao and Li [44] used linguistic terms for domain experts to evaluate the features of consumer electronic products and allow users to use linguistic terms to express their needs for item features. In [12] , the user preferences are represented as two fuzzy relations, positive and negative feelings, from user set to item set. The item similarity is computed by integrating CB similarity, which is a fuzzy relation within an item set, and item-based CF similarity, which is computed on the basis of user preferences. The user similarity is generated by fuzzy relational calculus from the preferences and item similarity relations. The final recommendations, which are the positive and negative preferences, are generated by composing the aforementioned fuzzy relations. Porcel et al. [13] developed a fuzzy linguistic-based recommender system based on both CB filtering and the multigranular fuzzy linguistic modeling technique, which is useful to assess different qualitative concepts. Fuzzy similarity measures and fuzzy matching methods have been used in previous research, but to the best of our knowledge, no research has focused on solving fuzziness problems in tree-structured data.
III. FUZZY TREE-STRUCTURED PREFERENCE MODEL
This section describes the representation of fuzzy treestructured user preferences. Fuzzy set techniques are used to model user preferences; a formal tree-structured data model is given, and a fuzzy tree-structured user preference model is then presented.
A. Users' Fuzzy Preferences
To make a recommendation to a user, the information about the user's preferences must be known. The modeling method for user's preferences is presented in this section.
Information about user preferences can essentially be obtained in two different ways: extensionally and intentionally [10] . The extensionally expressed preference information refers to information that is based on the actions or past experiences of the user with respect to specific items. The intentionally expressed preference information refers to specifications by the user of what they desire in the items under consideration. In this paper, the user preference model covers both kinds of information.
In the practice of recommender systems, a business user's preferences are usually complex and vague. It might be difficult to require a business user to express a crisp preference for an item or a feature of an item, and it is therefore difficult to represent the user's preferences with crisp numbers. In this study, fuzzy set techniques are used to describe users' complex and vague preferences.
It is assumed that a totally ordered set R = {1, 2, . . . , r} is predefined to represent the crisp values of ratings. A user u's preference for an item (or feature) j is represented as a fuzzy set over R,p uj = {f 1,uj /1, f 2,uj /2, . . . , f r,uj /r}, where each f i,uj ∈ [0, 1] represents the membership degree of the rating i. p uj will be expressed as {f 1,uj , f 2,uj , . . . , f r,uj }, if there is no confusion. For example, supposing that the crisp ratings are on a scale of 1 to 5, with 1 being the lowest rating and 5 the highest rating, a user's preference for an item is represented as a fuzzy subset on {1, 2, 3, 4, 5} by membership degree [0, [1] . The preference value (0/1, 0/2, 0/3, 0.9/4, 1/5) indicates that a user likes an item very much by the high membership degree (1) on rating value "5" as well as the very high membership degree (0.9) on "4," while the preference value (1/1, 0/2, 0/3, 0/4, 0/5) indicates that the user does not like the item at all by the high membership degree (1) on rating value "1" and the low membership degree (0) on the other rating values.
The items considered in this study are presented as tree structures, and the features of items form a hierarchical structure. A business user's preferences concern a set of products/features, and user preference is therefore described as a tree structure which has fuzzy preference values. To formally describe the tree-structured items and user preferences, a tree-structured data model is defined as follows.
B. Tree-Structured Data Model
A tree-structured data model is defined to represent treestructured items or user preferences. It is based on the basic tree definition, which is given as follows.
Definition 1 [45] : A tree is defined as a directed graph T = (V, E) where the underlying undirected graph has no cycles and there is a distinguished root node in V , denoted by root(T ), so that for any node v ∈ V , there is a path in T from root(T ) to node v.
In real applications, the definition is usually extended to represent practical objects. In this research, a tree-structured data model is proposed by adding the following features to the definition.
1) Node Attribute: Nodes in a tree are assigned semantic meanings. A domain attribute term set A, which is a set of symbols to specify the semantic meanings of nodes, is introduced. There exists an attribute assignment function a : V → A so that each node in the tree is assigned an attribute. The attribute terms can be divided into basic attributes and complex attributes. A complex attribute represents the semantic concept combined with several basic attributes. A basic attribute is a unary variable.
2) Attribute Conceptual Similarity: An attribute conceptual similarity measure within the domain attribute term set A is defined as a set of mappings sc : A × A → [0, 1], in which each mapping denotes the conceptual similarity between two attributes [31] . For any a 1 , a 2 ∈ A, we say a 1 and a 2 are similar if sc(a 1 , a 2 ) > ε, where ε is the threshold of a similar relation. The larger sc(a 1 , a 2 ) is, the more similar are the two attributes. The conceptual similarity measures can be given by domain experts or inferred from the domain ontology that describes the relations between the attributes.
3) Node Value: Each node can be assigned a value to represent some kind of degree of the attribute relevant to the node. The value type is an abstract type in the definition, which can be instantiated in a specific application. Two examples are given to explain these features. Fig. 1 shows two tree-structured data in a business environment, which are called two trees for simplicity. Tree T 1 is a user's buying request. The user requires two kinds of product, wine and beer. For the wine request, two products are specified. Tree T 2 is a product tree of a wine business. It provides two product categories, wine and cider. For each category, specific products are given. The two examples contain the four features listed in the aforementioned tree-structured data definition. For Feature 1-Node attribute, a domain attribute term set which includes product category names, product names, product feature names, and so on exists. For Feature 2-Attribute conceptual similarity, conceptual relations between these attributes exist, such as attribute conceptual similarity measures [31] , to express the similarity between the attributes. For Feature 3-Node value, the values are assigned to the trees. For example, the values of the product tree can be the quality or the quantity of the attributes. For Feature 4-Node weight, different nodes/attributes may have different importance degrees in real applications, which are reflected by the weights of the nodes. It can be seen from Fig. 1 that the two tree-structured data T 1 and T 2 have different structures and node attributes, which makes it difficult to identify the corresponding node pairs between them.
C. Fuzzy Tree-Structured User Preference
A user's preference is represented as the tree-structured data model defined previously. It is called a fuzzy preference tree and is defined as follows.
Definition 2: The fuzzy preference tree of a user is treestructured data whose node values are the user's fuzzy preferences for the corresponding attributes.
Each subtree in a user's fuzzy preference tree represents the user's preference for one aspect of the features, and the subtrees of that aspect represent the user's preferences for the finer features. The leaf nodes represent the preferences for the finest features. The fuzzy preference tree has a similar structure to the item tree except for the node value definition. The value of a node in an item tree represents the numeric degree of the attribute associated with the node, while the value of a node in a fuzzy preference tree represents the user's preference for the attribute represented by the node. The node value of the fuzzy preference tree contains two components. One is the preferencep u , which is expressed with a fuzzy set; the other is a count number count, which indicates the number of preference sources used to calculate the value. The count is used to incrementally update the user's fuzzy preference tree, as shown next.
1) Intentionally Expressed Preference:
The intentionally expressed preference is acquired directly from users. This kind of information is especially important for new users to obtain recommendations.
Because the item features present tree structures, the preferences given by users are in tree structures, as shown in Fig. 2 . To express preferences, a user selects several features. For example, Feature 1, Feature 2, . . . , Feature m are selected in Fig. 2 . For each feature, there are two situations. First, the user can assign a preference value, such as Feature 1 in Fig. 2 . Second, the user can drill down to detail and express preferences for finer features under the macro feature, as shown for Feature 2. Therefore, users' preference values, which are represented as fuzzy sets, can be expressed at different levels. For different features, the user can also specify various weights to express the different importance degrees of diverse features.
A user's fuzzy preference tree T u is constructed based on user input preferences. The tree has the same structure as the user preferences shown in Fig. 2 . The tree node attributes are the relevant features. If the user expresses the preference value for a feature, then the value will be assigned to the relevant node accordingly. The node weights are also set according to the user's input.
2) Extensionally Expressed Preference:
The extensionally expressed preference of a user is constructed from the items experienced by the user. Let the items experienced by a user u be the set EI u = {i 1 , i 2 , . . . , i m }. Each item i j (j = 1, 2, . . . , m) corresponds to an item tree T i,j and a preference value given by the userp uj = {f 1,uj , f 2,uj , . . . , f r,uj }. Let the user's fuzzy preference tree be T u . The construction process of T u is presented as follows.
For each item i j experienced by user u with preference valuẽ p uj , add the item tree T i,j into the fuzzy preference tree T u . The add operation integrates the user's preference for an item into T u . When all the items experienced are added into T u , the user's fuzzy preference tree T u will be constructed. The fuzzy preference tree construction algorithm is described in detail in Section V. During the process, the conceptual corresponding parts between two trees considering tree structures, node attributes, and weights comprehensively must be identified. Therefore, a tree-structured data matching algorithm is presented first in the following section.
IV. TREE-STRUCTURED DATA MATCHING ALGORITHM
Based on the tree-structured data model, this section proposes a tree matching algorithm to construct a map to identify the parts of two trees that most correspond. The proposed tree matching algorithm will be used to construct the user's fuzzy preference tree and match user preferences and items in the course of making recommendations.
Let two trees to be matched be denoted as T u and T i . A maximum conceptual similarity tree mapping [39] , which is a kind of edit distance mapping, is constructed to identify the parts of the two trees that most correspond conceptually. When constructing the mapping, tree structures, node attributes, and node weights are all taken into consideration.
It should be noted that in contrasting application scenarios, the requirements to match two trees are different. For example, when matching two item trees, the weights of both trees should be considered. In another situation, when matching a target item tree to a user's fuzzy preference tree to make recommendations, the user's fuzzy preference tree should mainly be weighted. Therefore, the matching method should consider the two situations, respectively. In the former situation, the matching is called symmetric matching, while in the latter situation the matching is called asymmetric matching.
In the following section, the symbols in [46] are used to represent trees and nodes. Suppose that we have a numbering for each tree node in a tree. Let t[j] be the jth node of the tree T in the given numbering. Let T [j] be the subtree rooted at t [j] and F [j] be the unordered forest obtained by deleting
The maximum conceptual similarity tree mapping maps the most conceptually similar parts of two trees. This mapping can be constructed during the computation of the conceptual similarity between two trees. Let S T be the set of trees to be compared. A conceptual similarity between two trees is defined as a set of mappings sc T : S T × S T → [0, 1], in which each mapping denotes the conceptual similarity between the corresponding two trees. The conceptual similarity also has two types, symmetric and asymmetric, depending on the matching types. They are denoted as sc T s y m and sc T a s y m when the matching type needs to be specified.
The conceptual similarity between two trees is calculated as follows.
Given [j] 's child. The matching situation with the maximum conceptual similarity value is the best match and the relevant similarity value is taken as the conceptual similarity between the two trees. In
In situation S1, t u [j] and t i [k] are both leaves, and their conceptual similarity is equivalent to the conceptual similarity of their attributes.
In situations S2 and S3, one node is a leaf and the other is an inner node. As the concept of a tree is dependent not only on its root's attribute but also on its children's attributes, the children of the inner node are also considered in the formula.
In 
), which will be described in detail next.
Taking the two trees in Fig. 1 as examples, for node 4 in T 1 and node 5 in T 2 , sc T 1 (T 1 [4] , T 2 [5]) = sc("Mitchelton," "Petaluma"). For node 2 in T 1 and node 2 in T 2 , sc T 1 (T 1 [2] , T 2 [2]) = α·sc("wine," "wine")
where w t is the weight of the matching node pair. If the matching is a symmetric matching, both of the corresponding nodes' weights should be considered,
If the measure is an asymmetric matching, then only the first node's weight is considered, w t = w(t u [j]).
For example, a business only supplies wine products. Its product tree is shown as T 3 in Fig. 3 . When matching T 3 with T 1 in Fig. 1 
If the measure is an asymmetric matching, then only the first node's weight is considered, w t = w(t u [j t ]).
Considering the three cases given previously, the case with the maximum conceptual similarity is selected, and the conceptual similarity calculated in that case is taken as the conceptual similarity between T u [j] and
In the fourth situation in Formula (1) 
The roots of
For any edge (s, t), a weight is assigned to it as w s,t = sc T (s, t). A maximum weighted bipartite mapping [47] of G j,k , denoted as MWBM j,k , is constructed. The conceptual similarity between F u [j] and
where w p,q is the weight of the corresponding matching node pair t u [p] and t i [q] . If the matching is a symmetric matching,
These maximum weighted bipartite mappings are recorded during the computation. The matching node pairs that maximize the conceptual similarity between two trees T u [j] and finally taken as the maximum conceptual similarity tree mapping between T u [j] and T i [k] .
Taking the three tree-structured data in Figs. 1 and 3 as examples, the maximum conceptual similarity mapping between T 1 and T 2 , and that between T 1 and T 3 can be constructed. Given the conceptual similarity between attributes sc("wine," "beer") = 0.6, sc("beer," "cider") = 0.6, sc("2010 Rouge," "Petaluma") = 0.8, sc("2010 Rouge," "Mitchelton") = 0.8, let α = 0.5, the conceptual similarity between T 1 and T 2 , and that between T 1 and T 3 can be calculated as sc T a s y m (T 1 , T 2 ) = 0.88, sc T a s y m (T 1 , T 3 ) = 0.5. Their maximum conceptual similarity tree mappings are shown in Fig. 4 , in which corresponding nodes are connected by dashes.
The computation process of the conceptual similarity between two trees is shown in Algorithm 1. The algorithm has three inputs: the two trees to be matched and the reference of a mapping set M which is used to record the maximum conceptual similarity tree mapping. The output of the algorithm is the conceptual similarity between the two trees.
In the algorithm, lines [j] . In lines 31-34, the maximum value of the three cases is taken as the final conceptual similarity value and the corresponding tree matching is added to the final maximum conceptual similarity tree mapping.
Based on the maximum conceptual similarity tree mapping, the nodes in two trees can be divided into three kinds: 1) conceptual corresponding nodes, which appear in the maximum conceptual similarity tree mapping; 2) semiconceptual corresponding nodes, which do not appear in the mapping but whose descendants appear in the mapping; 3) noncorresponding nodes, which neither appear in the mapping nor have descendants in the mapping. These three kinds of nodes play different roles in the mapping and are processed differently when dealing with the mapping.
V. FUZZY PREFERENCE TREE CONSTRUCTION ALGORITHM
Since a user's preference is in a tree structure and has fuzzy values, a fuzzy preference tree is established to cover both the user's intentionally expressed preference and their extensionally expressed preference. As described in Section III, the intentionally expressed preference is acquired directly, while the extensionally expressed preference is constructed from the experience items of the user. The construction algorithm is presented in detail in this section.
A. Fuzzy Preference Tree Construction Algorithm
The construction process is an incremental process. The user's preferences for newly experienced items are integrated into the user's fuzzy preference tree.
The integration operation is described in detail as follows. It takes three components as input: the user's fuzzy preference tree T u , the item tree T i , and the user's preference value for the itemp ui . It contains two steps.
Step 1: Generate the maximum conceptual similarity tree mapping between T u and T i A maximum conceptual similarity tree mapping between T u and T i , M u,i , is constructed to identify the corresponding parts between two trees and to determine the positions in T u into which the relevant nodes in T i can be merged. The mapping should be symmetric, i.e., both trees' weights are treated equally. It is constructed by calculating sc T s y m (T u , T i ) using the proposed tree matching method.
Step 2: Merge T i into T u Based on the maximum conceptual similarity tree mapping between T u and T i , M u,i , all the features in T i are merged into T u . A merge operation is defined which takes the tree mapping M u,i , the item tree node n i , and the user's preference value for the itemp ui as input.
According to the different mapping situations of n i , the merge operation is processed in the following five cases.
In Case 1, M u,i is empty. This case emerges when T u is initially empty or the subtree under n i and T u represent totally different features. In this case, a new root of T u is created, and the original T u is inserted as a subtree. The subtree under n i is copied and inserted under the new root of T u . Each leaf of the copied subtree is assigned a value whose preference isp ui and count is 1.
In Case 2, n i is mapped to a node n p in the mapping M u,i , but the attributes of n i and n u are not identical. In this case, the subtree under n i is copied and inserted under the parent node of n p . Each leaf of the copied subtree is assigned a value whose preference isp ui and count is 1.
In Case 3, n i is mapped to a node n p in the mapping M u,i , and their attributes are identical. According to the condition of whether or not n i has children, the operation is processed in the following two cases. In the first case, n i has no children, i.e., n i represents the finest feature. Thep ui is integrated into the preference value of node n p which is denoted asp
. . , r; count = count + 1. In the second case, n i has child nodes. These child nodes are merged recursively.
In Case 4, n i is not in the mapping M u,i , but its parent node is mapped to node n p . The subtree under n i is copied and inserted under n p . Each leaf of the copied subtree is assigned a value whose preference isp ui and count is 1.
In Case 5, neither n i nor its ancestor nodes are in the mapping M u,i , but n i 's descendant nodes are in the mapping. In this case, T u represents part of the features of the subtree under n i . The root of T u must be mapped to a node n t which is the descendant of n i . The tree under n i except for the subtree under n t is copied and taken as tree T u . Each leaf of the copied subtree is assigned a value whose preference isp ui and count is 1. Let n t 's parent node be n p . T u is inserted into T u under the corresponding node of n p . Replace T u with T u , and then merge the node n t recursively.
The process of the merge operation is shown in Algorithm 2, which takes the reference of the fuzzy preference tree as input, and obtains the merged fuzzy preference tree following the operation.
In Algorithm 2, lines 1-7, lines 11-14, lines 16-21, lines 24-27, and lines 29-35 deal with the five cases, respectively. The procedure insert(r, T n i ) inserts T n i under the tree node r. CopyTree(n i ) copies the subtree under n i . SetLeaf V alues(T n i ,p ui ) sets the preference values of the leaves of T n i asp ui . GetMappedNode(n i , M u,i ) returns the mapped node of n i in the mapping M u,i . SearchMappedDescendant(n i , M u,i ) returns the first node under n i which is in the mapping M u,i . remove(n i , n t ) removes the subtree under n t from the tree under n i .
The merging operation is a recursive process. To merge T i into T u , the root of T i is merged. Following the merging operation, the weights of the updated fuzzy preference tree T u are normalized.
B. Example
An example to show the construction of a business user's preference tree is given as follows.
Let T 1 in Fig. 1 represent the structure of a user's intentionally expressed preference. The preference values of nodes 3, 4, 5 are: Fig. 1 be the product tree of a business experienced by the user. The preference of the user for T 2 isp i = (0/1, 0/2, 0.6/3, 1/4, 0.6/5). This information can be merged to construct the user's fuzzy preference tree, which is shown in Fig. 5 .
VI. FUZZY PREFERENCE TREE-BASED RECOMMENDATION APPROACH
A fuzzy preference tree-based recommendation approach for tree-structured items is proposed in this section. The proposed approach takes a user's fuzzy preference tree T u and an item tree T i as input, and calculates the predicted rating of the user to the target item.
The recommendation approach contains two steps. In the first step, the corresponding parts of T u and T i are matched. In the second step, a predicted rating of the user to the target item is calculated by aggregating the user preferences on the matched part of T u .
A. Step 1: Identifying the Corresponding Parts of T u and T i
A maximum conceptual similarity tree mapping between T u and T i , M u,i , is constructed to identify the corresponding parts between two trees. The mapping should mainly consider the weights of T u , i.e., it is an asymmetric mapping. The mapping is constructed by calculating sc T a s y m (T u , T i ) using the proposed tree matching method.
B. Step 2: A Fuzzy Preference Tree-Based Recommendation Approach
Given a user's fuzzy preference tree T u and an item tree T i , the maximum conceptual similarity tree mapping between T u and T i , M u,i has been constructed. A function pr(), which takes the fuzzy preference tree node and the maximum conceptual similarity tree mapping as input, is developed to calculate the predicted rating of user u to item i.
is not assigned a value. Let mc(t u [j]) represent the child nodes of t u [j] that are in the maximum conceptual similarity tree mapping. According to whether v(t u [j] ) and mc (t u 
In this case, the subtree T u [j] makes no contribution to the predicted rating 
Case 3:
In this case, the predicted rating value of t u [j] is calculated by aggregating the predicted ratings of its mapped children
where w x represents the aggregating weight of the node
This case is a combination of Cases 2 and 3. Both the values of node t u [j] and its children should be considered
where
, and β j is the influence factor of the parent node t u [j] .
The calculation process of the predicted rating is shown in Algorithm 3.
Let the root node of T u be root(T u ). The predicted rating of user u to item i is calculated as pr(root (T u 
The proposed recommendation approach overcomes the CS issue more efficiently than existing approaches because a new user's preferences take the form of a tree structure and are intentionally expressed with uncertain values. Our approach handles this issue using fuzzy preference tree and is therefore able to make more accurate recommendations to new users. Existing methods such as CB and CF cannot do this. Similarly, the proposed approach can also recommend new items more accurately by constructing new item trees, whereas the CF approach cannot. The proposed approach also overcomes the sparsity issue more effectively than existing methods, because it does not rely on the user-item rating matrix to calculate the user or item similarity. It therefore does not suffer from the sparsity problem which com- monly exists in CF methods. Moreover, the proposed approach better overcomes the scalability issue than existing methods because the incremental construction of the fuzzy preference tree means that a user's fuzzy preference tree can be updated efficiently, which deals with the scalability problem to some extent.
VII. EXPERIMENTAL EVALUATION
This section evaluates the performance of the proposed fuzzy preference tree-based recommendation approach. It is evaluated by comparing it with existing recommendation approaches. The section includes the datasets used for evaluation, the evaluation metrics, and the evaluation results.
A. Evaluation DataSets
Two datasets are used to validate the performance of the proposed recommendation approach.
1) Australian Business DataSet:
This dataset was collected from Australian businesses. It contains the ratings of business users on their business partners (buyers or suppliers). Basic business information, product information, and buying request information was collected for each business. Basic information includes a company's business type, scale, contact information, and so on. Product information contains the product categories and detailed features of the products supplied by the business, and there is a product category tree in the dataset which infers the semantic relations between products or product categories. The buying request information consists of the products or product categories required by the business. The products and buying requests of a business are both presented as hierarchical structures and described as tree-structured data. The structure of the product tree of a business is illustrated in Fig. 6 . The buying requests of businesses have similar structures. There are 130 business users in the dataset, which includes 363 ratings on suppliers and 360 ratings on buyers. In the experiment, 20% of ratings from both types are randomly selected as the testing set. Because making buyer and supplier recommendations requires different information, the applications to recommend buyers and suppliers are described separately. When recommending suppliers, the potential suppliers' product trees are taken as the item trees, and the user's buying request is taken as the user's intentionally expressed preference. The fuzzy tree-structured user preference profile is constructed by merging the user's buying request and the product trees of businesses rated by the user in the training set. When recommending buyers, the potential buyers' request trees are taken as the item trees, and the user's product tree is taken as the user's intentionally expressed preference. The user's preference profile is constructed by merging the user's product tree and the buying requirement trees of businesses rated by the user in the training set.
2 Because the MovieLens dataset is commonly used in recommender system research and has been used to test many other recommendation approaches, this dataset is used to fairly compare the performance of our approach with other approaches. In our experiment, each movie is represented as a tree-structured object. The structure is shown in Fig. 7 . There are 2113 users in the dataset. In our experiment, the ratings of each user are split into two parts, the training set and the testing set, and the ten most recent ratings of each user make up the testing set. The movies in a user's training set are used to construct that user's preference profile tree. The ratings of users on movies in the dataset are on a scale of 1 to 5. In our experiments, each rating is transformed into a fuzzy subset on {1, 2, 3, 4, 5}.
B. Evaluation Metrics
The following evaluation metrics have been used in this study.
1) Statistical Accuracy Metric:
This measure evaluates the accuracy of a recommender system by comparing the numerical prediction values with the user ratings for the user-item pair in the test set. The mean absolute error (MAE) is the most widely used statistical accuracy metric in recommendation research [48] . MAE is computed as the average absolute difference between predictions and actual ratings. In particular, given the set of the actual/predicted rating pair (r a , r p ) for all the n items in the test set, the MAE is computed by
2) Recall, Precision, and F1 Metrics: Recall is defined as the fraction of preferred items that are recommended. Precision is defined as the fraction of recommended items preferred by the user. The F1-measure, which combines precision and recall, is the harmonic mean of precision and recall.
In this experiment, a preferred rating threshold is predefined. The preferred movies are the movies in the test set whose actual ratings are greater than the preferred rating threshold. The rec- ommended movies are the movies whose predicted ratings are greater than the preferred rating threshold. The recall, precision, and F1 are defined as follows:
C. Benchmark Recommendation Approaches
The application of fuzzy modeling for a CB recommender system was initially presented in [10] . A fuzzy set theoretic method (FTM) for recommender systems was proposed in [8] . Four kinds of fuzzy set-based similarity measures were introduced: fuzzy set theoretic, cosine, proximity, and correlationlike. The FTM with all four similarity measures was implemented in our experiment. A crisp set-based method was also implemented. A fuzzy user preference model was presented in [9] and was also implemented in our experiment for comparison.
D. Evaluation Results
Figs. 8-15 show the MAE, precision, recall, and F1 of each recommendation approach. In these figures, the first approach is our proposed fuzzy preference tree-based recommendation approach. Approaches two to five are the FTM methods with fuzzy set theoretic, cosine, proximity, and correlation-like similarity measures, respectively. The sixth approach is the crisp set-based method. The seventh approach is the fuzzy user preference model-based method [9] . Figs. 8-11 show the evaluation results on the Australian business dataset. It can be seen that the proposed recommendation approach in this study has the lowest MAE, the highest precision, high recall, and highest F1 measure. The results indicate that the fuzzy tree-structured user preference profile effectively reflects business users' preferences, and the proposed approach is well-suited to the business application environment.
1) Evaluation Results on the Australian Business Dataset:

2) Evaluation Results on the MovieLens Dataset:
Figs. 12-15 show the evaluation results on the MovieLens dataset. It can be seen that the proposed approach in this study has the lowest MAE and the highest precision, which indicates the accuracy of our approach. Even though the recall of the proposed approach is a little lower, the F1 measure is comparable with others.
Experimental results on both datasets show that high recommendation accuracy is obtained by representing the user preferences with our proposed fuzzy tree-structured preference model, especially on the Australian business dataset which has tree-structured features. This reflects the effectiveness of the fuzzy tree-structured user preference model and the proposed recommendation approach based on it.
VIII. SMART BIZSEEKER-A WEB-BASED RECOMMENDER SYSTEM FOR BUSINESS PARTNER RECOMMENDATION
The proposed approach has been implemented in a recommender system software called Smart BizSeeker. The Smart BizSeeker is designed to recommend business partners (buyers and suppliers) to business users.
A. System Architecture
The architecture of Smart BizSeeker is illustrated in Fig. 16 . The arrows in the figure represent the function call relations. As a Web-based online system, Smart BizSeeker has a standard multitier architecture, which includes web browser, web server, and database server. The main components of the system are as follows. A database which stores all the business data in the system is designed and implemented in the PostgreSQL database server. The application in the web server contains three layers: the presentation layer, business logic layer, and data access layer. The presentation layer is responsible to generate the requested web pages and handling the user interface logic and events. The business logic layer realizes the business services and the core recommendation algorithm. The proposed recommendation approach is applied here for both the buyer and supplier recommendations. The data access layer deals with the data operations of the database.
B. System Implementation
The system is developed using the Netbeans development platform. JSF, EJB, and JPA frameworks are used in the implementation of the presentation layer, business logic layer, and data access layer. 
IX. CONCLUSION AND FURTHER STUDIES
This paper proposes a method for modeling tree-structured user preferences with uncertainty and develops a new recommendation approach, which can recommend tree-structured items. The fuzzy tree-structured user preference modeling method integrates both the user's extensionally and intentionally expressed preferences. During the construction process of the user's fuzzy preference tree and the matching process between the fuzzy preference tree and item trees, a comprehensive tree matching method for identifying the corresponding parts of two tree-structured data is presented, which comprehensively considers tree structures, node attributes, and node weights. Two experiments on an Australian business dataset and the MovieLens dataset, respectively, are conducted to evaluate the performance of the proposed recommendation approach. Both results show that our approach makes accurate recommendations and demonstrates that the fuzzy tree-structured user preference profile reflects user preferences effectively. The experiment on the Australian businessdata set shows that it is well-suited to the business application environment. The proposed recommendation approach is implemented in a business partner recommender system software.
At the current research stage, the inputs of the recommendation approach require tree-structured data and cannot deal with data in a network structure or a matrix. In addition, this approach requires that the tree-structured data must satisfy the requirement that the semantic meanings of the parent-child relations in different tree-structured data must be the same. However, this approach provides a new solution for improving recommender systems in general and it can therefore be used in e-Government, e-Business, e-learning, and so on when the data are described in a tree structure.
In the future, we will consider the features and characteristics of groups of similar businesses and will develop methods for identifying business groups and make group recommendations.
