Abstract -Convergence rate estimate is given for an overlapping domain decomposition method for obstacle problems. It is shown that the computed solution will converge monotonically to the true solution if the intial value is above the obstacle and below the true solution. Moreover, the convergence rate is of the same order as the linear elliptic problems. Numerical experiments are shown both for the additive and the multiplicative Schwarz methods. If the overlapping size is increased by a factor of 2, the iteration number is reduced by a factor of 2.
INTRODUCTION
In this work, we shall study the constrained minimization problem min v¾K F´vµ (1.1) where K is a nonempty closed convex set in a reflexive Banach space V in the strong topology and F : V ℜ is a lower semicontinuous convex Gâteau-differentiable function. Denote ¡ ¡ the duality pairing of V and its dual space V ¼ , i.e. the value of a linear functional at an element of V and ¡ the norm of V . We shall assume the differential of F satisfies
The general theory developed for (1.1) will be specialized for the following concrete application in the case of domain decomposition: Obstacle problems arise from many important applications. Amongst many of the standard references, we refer to Baiocchi and Capelo [3] , Cottle et al. [7] , Duvaut and Lions [9] , Elliot and Ockendon [11] , Glowinski [15] , Glowinski et al. [16] , Kinderlehrer and Stampaccia [25] , Kornhuber [28] , and Rodrigues [37] . In this work, we are concerned about the use of efficient iterative solvers for the obstacle problem (1.3). Especially, we shall concentrate on domain decomposition and multigrid methods. For general iterative methods for obstacle problems in finite dimensions, we refer, in addition to the afore mentioned references, to [33, 36, 40] . Domain decomposition methods are well known iterative methods for solving partial differential equations. Their applications to obstacle kind of problems have been studied in some recent works, see [1, 2, 21, 30, 31, 32, 38, 41, 42, 43, 45, 48, 50] etc. In the work of Tai [41, 42, 43] , some general space decomposition algorithms are proposed minimizing a convex functional over convex constraint subsets. The algorithms can be used for domain decomposition type of techniques. Only convergence was proved in Tai [41, 42, 43] , but the rate of convergence for the algorithms was not given. In the present work, we attempt to give an estimate for the rate of convergence. In Kuznetsov, Neittaanmäki and Tarvainen [29, 31, 48] , overlapping domain decomposition is used for (1.3) also without analysing the rate of convergence. A linear rate of convergence was given in [50] and [1, 2] . In this work, we shall give a linear rate of convergence for the proposed algorithms with an explicit estimation of the dependence of the rate of convergence on the number of subdomains and the overlapping size. Our algorithms are proposed for general convex minimization problems. The algorithms are generalizations of the subspace correction iterative methods for linear problems of [4, 49] . The algorithms also extend the ideas of Mandel [14, 34] , McCormick [35] , Kornhuber [27, 28] and [12] in the sense that we are reducing the original minimization problem into a number of smaller minimization problems and trying to guarantee a monotone decreasing of the cost functional. When the algorithms are used for the obstacle problem (1.3) with an overlapping domain decomposition, the obtained algorithms are essentially different from the algorithms of [1, 2, 29, 48, 50] due the treatment of the obstacles for the subproblems. The subdomain problems use the global obstacle in the algorithms of [1, 2, 29, 31, 48, 50] . For our algorithms, the obstacles for the subdomain problems varies dynamically during the iterations, see Section 5 for more details. The analysis of [1, 2] works for the additive algorithms under the condition that the relaxation parameter is sufficient small. Our analysis do not require this condition and also works for algorithms of the multiplicative type. The convergence rate estimate of [50] is given for the case of two subdomains with uniform overlaps. The estimate uses a contradiction type of argument. The estimate of the present work gives an explicit relation between the convergence rate and the overlapping size and show that the rate is independent of the number of subdomains. In [1, 2] and [50] the iterative solutions are required to decrease monotonically to the true solution. On the contrary, we construct the iterative solutions to increase monotonically to the true solution. Another good point of our convergence analysis is that it is not depending on the properties related to M-matrices, it just uses the variational formulations.
Another feature of the proposed algorithms is the applicability to multilevel techniques. Our algorithms need to decompose the global convex constraint set into a sum of convex constraint sets in the subspaces. Due to the sufficient "overlaps" in the multilevel methods, there exist many different ways in decomposing the convex constraint set. Which decomposition gives the optimized convergence rate still needs future studies. For literature results in using multigrid type of methods for obstacle problems, we refer to [5, 14, 20, 22, 23, 24, 28, 35] , etc. Asymptotic linear convergence rate estimates for multigrid methods can be found in Kornhuber [26, 27] . Similar to the applications to domain decomposition methods, the methods used to get the obstacles for the subproblems are different from our algorithms.
The paper is organized in the following way: In Section 2, we present the algorithm for the general constraint problem (1.1). The convergence rate analysis is given in Section 3. It is shown that the convergence only depends on two constants C 1 and C 2 . In Section 4, these constants are estimated for an overlapping domain decomposition. The implementation issues for both the overlapping domain decomposition and multi-level methods are discussed in Section 5 with some numerical experiments.
SPACE DECOMPOSITION ALGORITHMS FOR CONVEX PROGRAMMING PROBLEMS
The starting point for our algorithms is that the convex subset K can be decomposed as 
For a given approximate solution u, we shall find a better solution w using the following two algorithms.
Algorithm 2.1.
1. Choose a relaxation parameter γ ¾´0 1 m℄ and decompose u into a sum of
3. Set
Algorithm 2.2.
1. Choose a relaxation parameter γ ¾´0 2µ and decompose u into a sum of
and set
Algorithm 2.1 is often called the additive or parallel subspace correction algorithm and Algorithm 2.2 is often called the multiplicative or successive subspace correction algorithm following the conventions of Dryja and Widlund [8] and Xu [49] , see also [39] and [6] for more historical background for domain decomposition and multigrid methods for linear elliptic problems.
For Algorithm 2.1, under-relaxation (i.e. γ 1) must be introduced in order to guarantee the convergence. Even for the unconstrained case (i.e. K V ), the algorithm can diverge when γ 1, see Remark 4.1. of [43] . For Algorithm 2.2, over-relaxation (i.e. γ 1) may accelerate the convergence, but it is hard to do the analysis. In this work, the convergence of Algorithm 2.2 is only analysed for the case that γ 1. An analysis for some problems with K V and γ 1 can be found in Frommer and Renaut [13] .
CONVERGENCE ANALYSIS FOR THE ALGORITHMS

Conditions for the convergence of the algorithms
Using similar definitions as that in [46] , we shall use the following notations in the proofs. u £ will always be used to denote the unique solution of (1.1), which satisfies
In addition, we define
For the decomposed spaces, we assume that there exits a constant C 1 0 such that
In addition to the assumption of the existence of such a constant C 1 , we also need to assume that there is a C 2 0 such that
The convergence of the parallel subspace correction method
The convergence of Algorithm 2.1 is given in the following theorem. 
Here C £ 0 is defined in (3.15) which only depends on γ ß C 1 , and C 2 .
Proof. Using the notations of (3.2) and the fact that F is differentiable and convex, it is known (see Ekeland and Temam [10] ) that (2.2) implies
Under the assumption of (1.2), it is known that (See Tai and Epsedal, Lemma 3.2 of [44] )
From (2.3), we see that w i m u · e i and
Using (3.6), (3.9), the convexity of F and (1.2), and applying similar techniques as in [44] , it can be proved that
F´uµ F´wµ F´uµ
For simplicity, we define
Let u £ i be the functions given in assumptions (3.3). By assumptions (3.3) and (3.6), we see that 
From (1.2) and (3.12), it is easy to see that
w u £ and thus
Substituting the above inequality back to (3.12) to get
As F is strongly convex [10] , we have
we get from (3.10) and (3.14) that
F´wµ F´u £ µ C £ ´F´uµ F´u £ µµ ´F´wµ F´u £ µµ℄ and thus
From the above estimate, we see that the convergence is uniformly linear with a convergence rate depending only on C £ . Since w i m is the minimizer of (2.4), it satisfies 
The rest of the proof is the same as for Theorem 3.1. 
OVERLAPPING DOMAIN DECOMPOSITION FOR THE OBSTACLE PROBLEM
Decomposition by overlapping subdomains
For simplicity, we shall present our decomposition for the continuous problem. The corresponding decomposition for the finite element discretized case is essentially similar to the continuous case with slightly modified analysis for the estimation of the constant C 1 . For the given domain Ω, we first divide it into nonoverlapping subdomains Ω i and we extend each subdomains by a distance δ to get overlapping subdomains Ω δ i . Assume that the subdomains Ω δ i can be painted by n c colors such that the subdomains of the same color will not intersect each other. Let Due to the overlaps of the subdomains, the decomposition of ψ is not unique. The convex set K can be decomposed into a sum of
For finite element approximations, the subspaces H 1 0´Ω c i µ and the subsets K i shall be replaced by their finite element counter parts.
A technical lemma
Lemma 4.1. Assumeψ 1 ψ 2 and g 1 g 2 . Definē 
£
The lemma shows that if the boundary value and the obstacle of a problem is bigger than the boundary value and obstacle of another problem respectively, then the corresponding solution is also bigger than the solution of the other problem.
Mesh independence for the decomposition
From Section 4.1, we see that the number of the decomposed constraint sets is equal to the number of colors for the subdomains, i.e.
m n c
For the obstacle problem (1.3) 
We shall first prove the lemma for Algorithm 2.1. For the obstacle problem (1.3), the functional F is given in (1.5) and the subproblem (2.2) is equivalent to
It is easy to see that (4.5) is equivalent to
which means that w i m is the weak solution of the following obstacle problem in Ω c i :
When u u £ is correct, we are able to findũ £
For these functionsũ £ j , we get from (4.4) that u £ also satisfies
which implies that u £ in fact also solves the following obstacle problem in Ω c i :
Applying Lemma 4.1 to (4.6) and (4.9), we obtain 
By choosing the function ϑ i in a way that ∇ϑ i C δ , where δ is the overlapping size, it is easy to calculate that
which shows that
Using the Corollary 5.1 of [46] , it is easy to show that
which means that C 2 n c . In case of finite element approximations, the estimation of C 1 is slightly more complicated. From the estimates of constants C 1 and C 2 , we see that the rate of convergence of Algorithm 2.1 is
and the rate of convergence of Algorithm 2.2 is
In the above, the generic constant C does not depend on the mesh size nor the number of subdomains. 
IMPLEMENTATION ISSUES AND SOME NUMERICAL EXPERIMENTS
We shall test our algorithms for the obstacle problem ( Linear finite element functions on a uniform triangular mesh is used for the approximation. The domain Ω is first divided into a coarse triangulation with a uniform mesh size H. We then refine all the coarse mesh elements to get a conforming fine triangular mesh with a uniform mesh size h. The rectangles that contain two coarse mesh elements are extended by a number of fine mesh elements to form the subdomains. The global problem and the subdomain problems are solved by the augmented Lagrangian approach of Tai [47] . Let matrix A be the matrix associated with the bilinear form a´¡ ¡µ for the finite element space and b the load vector associated with the linear functional l´¡µ, then u £ and ψ, which now represent the vectors that contain the nodal values of the finite element functions, satisfy (1.3) if and only if they satisfy (see [7] )
When we use an iterative method to solve the obstacle problem on a given domain, we stop the iteration if min´0 Au bµ 2 · min´0 u ψµ 2 · ´Au bµ´u ψµ 2 TOL (5.1)
The proposed algorithms can be implemented in two different ways. The first approach is to define w i m as in (3.8) and (3.17) respectively for Algorithms 2.1 and 2.2. It is clear that the value of w i m is known outside Ω c i .
Inside Ω c i , w i m is the solution of an obstacle problem with known Dirichlet boundary conditions. We see from (4.6), the obstacle functions for the subdomain problems for Algorithm 2.1 are
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To be more precise, we solve in each subdomain the problem (4.7). We have w i m u on ΩÒΩ c i . After the solving of the subdomain problems, we update the solution by (3.9) or by
For Algorithm 2.2, the subdomain problems we need to solve are
We have w i m w´i 1µ m on ΩÒΩ c i . It can be seen that the obstacle we use for the subdomain problems are different from the ones used in [1, 2, 29, 48, 50] . Due to the fact that u i ψ i , the obstacle functions we use for the subdomain problems are normally bigger than the obstacles used in [2, 29, 48, 50] .
Another way of implementing the algorithms is to re-write subproblems (2.2) and (2.4) as variational inequalities for e i and it is easy to deduce the obstacle functions for e i from the obstacles we have used for w i m . See Ü6 of Tai and Xu [46] for a detailed algorithm for the above implementation for the case of unconstrained partial differential equations. Subproblems (2.2) and (2.4) can also be solved by approximate solvers as in Ü2 of Tai and Espedal [44] . Assuming that the approximate solutions guarantee that u u £ is correct, the convergence can be estimated by combining the techniques given here and in [44] . In Figures 1 and 2 , we show the convergence of Algorithms 2.1 and 2.2. In the plots, the error is the H 1 0 norm of the error between the real FEM solution and the solution computed by the algorithms. We take the obstacle function to be the initial approximate solution and use Algorithms 2.1 and 2.2 as iterative solvers, i.e. with a given initial approximation, we use the algorithms to get a better solution and then take the newly obtained solution as the initial solution and apply the algorithms to it again. The subdomains problems are solved by taking TOL= 10 10 and we also stop the iteration of Algorithms 2.1 and 2.2 when the global iterative solution satisfies (5.1) with the same TOL. For Algorithm 2.1, we take γ 1 4. For γ 3 4, Algorithm 2.1 does not converge. In the computation, there are 16 subdomains and each subdomain is refined to contain 16 ¢16 elements. The convergence is independent of the number of subdomains. However, as we use more subdomains, we must use smaller overlapping size. The convergence is getting slower with smaller overlapping size. The subdomain obstacle function ψ i is taken to be ϑ i ψ with ϑ i being a tensor product of piecewise linear functions satisfying (4.11). At each iteration, we also decompose the given approximate solution u into a sum of ϑ i u. The computed solution is shown in Fig. 3 . Both algorithms have a linear convergence rate. Moreover, if the overlapping size is increased by a factor of 2, the iteration number is reduced by a factor of 2. This is in consistency with our estimate due to the fact that F´wµ F´u £ µ An overlapping domain decomposition with a coarse mesh and multigrid methods can also be interpreted as space decomposition techniques, see Griebel [18, 19] , Kornhuber [26, 28] , Tai and Xu [46] and Chan and Mathew [6] , etc. The implementation with the two-level method and multigrid methods can be done similarly by decomposing the obstacle function ψ into a sum of functions from the subspaces (Tai and Xu [46] ). However, the estimation of the constants C 1 and C 2 cannot be done as for the overlapping domain decomposition method because the iterative solution is generally not monotone, and hence the inequality w u £ cannot be guaranteed.
