Information from many different sensory modalities converges on the medial temporal lobe in the mammalian brain, an area that is known to be involved in the formation of episodic memories. Neurons in this region, called place cells, display location-correlated activity. Because it is not feasible to record all neurons using current electrophysiological techniques, it is difficult to address the mechanisms by which different sensory modalities are combined to form place field activity. To address this limitation, this paper presents an embodied neural simulation of the medial temporal lobe and other cortical structures, in which all aspects of the model can be examined during a maze navigation task. The neural simulation has realistic neuroanatomical connectivity. It uses a rate code model where a single neuronal unit represents the local field potential of a pool of neurons. The dynamics of these neuronal units are based on measured neurophysiological parameters. The model is embodied in a mobile device with multiple sensory modalities. Neural activity and behavior are analyzed both in the normal condition and after sensory lesions. Place field activity arose in the model through plasticity, and it continued even when one or more sensory modalities were lesioned. An analysis that traced through all neural circuits in the model revealed that many different pathways led to the same place activity, i.e., these pathways were degenerate. After sensory lesions, the pathways leading to place activity had even greater degeneracy, but more of this variance occurred in entorhinal cortex and sensory areas than in hippocampus. This model predicts that when examining neurons causing place activity in rodents, hippocampal neurons are more likely than entorhinal or sensory neurons to maintain involvement in the circuit after sensory deprivation.
Introduction
The medial temporal lobe, including the hippocampus, is necessary for the acquisition of multimodal memories in vertebrates. Multimodal memory responses have been shown in rodent hippocampus, where pyramidal cells display place-correlated firing fields [38] . These place cells can have firing fields that are related to visual cues, olfactory cues, tactile cues, auditory cues, or various combinations thereof [37] . Many place cells maintain their firing fields even when the animals are deprived of some sensory modalities [41, 43] . However, some cells do change the location and firing rate of their place fields when sensory cues are modified, i.e. they remap. They do so in a fashion that suggests the remapped firing fields are independent of the original ones [40, 17] . These findings indicate that place field activity, like episodic memory, is multimodal, associative, and capable of pattern completion even when some input is missing.
It is likely that the unique anatomy and connectivity of the hippocampal region and its surrounding areas are critical for forming multimodal memories capable of pattern completion. Highly processed neocortical information from many sensory modalities converges onto the medial temporal lobe [28] . After several levels of further processing within the medial temporal lobe, and specifically the hippocampus, information diverges in broad projections back to the neocortex [28, 51] . Within the hippocampus itself, there are several levels of looping over different time-scales [2, 8, 50, 52] . The trisynaptic loop runs from entorhinal cortex to dentate gyrus and then in turn to the CA3 and CA1 subfields of hippocampus before returning to entorhinal cortex. The perforant path projects to dentate gyrus but also to CA3 and CA1, allowing various shortcuts of the trisynaptic loop. A possible function of this unique anatomy is that the convergence of sensory projections onto this area provides the multisensory information needed to form reliable associative memories. Moreover, the looping of information and relatively sparse connectivity within the hippocampus may allow it to integrate sensory input over time [26] .
It is presently not feasible to simultaneously trace all neural circuits that contribute to place field activity using current recording techniques. To address this limitation, we have constructed brain-based devices (BBDs) that allow us to examine fully a simulated nervous system at all levels while the device carries out a behavioral task [23] [24] [25] [26] 30] . A BBD consists of a robotic platform which is controlled by a large-scale neural simulation that is based on features of vertebrate neuroanatomy and neurophysiology. By studying a BBD behaving in a real environment, we are able to investigate all of the detailed dynamic interactions of its nervous system with the body and the environment.
Recently, we have used brain-based devices (Darwin X and XI) to investigate the formation of place activity in the hippocampus, both in an open field task similar to the Morris water maze [26] , and during plus-maze navigation where we observed the formation of prospective and retrospective place fields [14] . In these studies, we observed place field activity and followed the detailed dynamics of the pathways that gave rise to such activity using a technique called backtrace analysis [25] . Backtrace analyses have revealed that hippocampal place fields were driven mainly by the trisynaptic loop in early learning trials but increasingly by perforant path connections in late trials, and that the trisynaptic loop is more involved in the formation of the prospective and retrospective fields than in the emergence of context-independent fields.
In the present paper, we analyze the behavioral performance and neuronal activity of Darwin XI during lesion studies while navigating a plus-maze. We found that selectively removing sensory input streams to the simulated medial temporal lobe during navigation had no effect on the majority of place fields. Because the computational design of a BBD allowed us to determine the detailed microcircuitry and synaptic activity of all neuronal units, we were able to trace structural and functional connections in complete detail using backtrace analysis. This analysis revealed that many degenerate, i.e. functionally equivalent but morphologically separate pathways led to the same hippocampal place activity. Moreover, the degeneracy was more pronounced in the simulated entorhinal and sensory cortical areas than in the hippocampus. Lesions of sensory inputs to the model resulted in place unit backtraces that had a greater difference in entorhinal cortex units than hippocampus units when compared to backtraces of place activity without lesions; a result which is consistent with pattern completion theories of hippocampal function [33, 39] . These results lead us to predict that, when examining neurons causing place activity in rodents, hippocampal neurons are more likely than entorhinal or sensory neurons to maintain involvement in the circuit after sensory deprivation.
Methods

Device, task and environment
Darwin XI's task was to navigate the plus-maze shown in Fig. 1 . The maze is similar to one used in studies of rodent hippocampal place activity [13] . Darwin XI explored the maze autonomously and made a choice of direction at the intersection of the maze based on the activity in its simulated nervous system. On each trial the device would start, alternately, on the East or West arm of the maze and would, with a correct behavioral choice, find the rewarding platform at the end of the South maze arm.
The plus-maze was five meters on the East-West axis and four meters on the North-South axis. Textures formed from pegs arranged in vertical and horizontal patterns were present on the arms of the maze at whisker height. All walls of the maze were black. Visible cue cards hanging on the perimeter of the maze were colored red, yellow, green, and blue. Different colored cue cards had different stripe widths. At the end of the goal arm was a platform that could not be detected by the camera, but had a distinctive reflectivity that could be detected by a downward pointing infrared (IR) transceiver. This platform was used to trigger Darwin XI's The device at the choice point of its plus-maze environment. Darwin XI began a trial alternately at the east or west start arm, and used its artificial whiskers to follow the maze arm until it reached the choice point. As it followed the maze wall, its whiskers sensed patterns of pegs, its camera sensed color cue cards on the perimeter, its compass provided heading, and its laser provided range information. (B) Darwin XI was first trained to find a rewarding stimulus at the end of the South goal arm (B1). After it successfully learned to choose the South arm, one or more sensory streams entering the simulated entorhinal cortex were lesioned and the device was tested for a further 10 trials (B2). Adapted from Fleischer et al. [14] .
reward system which drove learning in value-dependent synapses affecting motor action choice at the intersection (see Sec. 2.2 and App. A for details). The robotic device performing this task was 0.35 m in diameter and height and moved at approximately five cm/s. A CCD color camera mounted on a pan-tilt unit provided visual input to the neural simulation. Deflection-sensing artificial whiskers were arranged on each side of the device in two groups. Whiskers arranged in a row parallel to the ground were used for wall-following, and whiskers stacked vertically were used to detect texture patterns of pegs set at different heights along the wall. A magnetic compass provided heading input to the neural simulation. A rearfacing laser rangefinder provided distance-to-object information. A set of three IR transceivers, mounted front left, front middle, and front right, were used to detect the maze intersection by the absence of walls.
Neural simulation and behavior
Darwin XI's simulated nervous system incorporated a model of the entorhinal cortex, the hippocampus, and sensory cortical regions. The gross architecture (Fig. 2 ) was based on known neuroanatomical and neurophysiological parameters obtained from the literature. The simulation contained 50 neural areas (see Table A rate model in which the activity of each unit corresponded to the firing rate of 100 neurons over 200 ms. The overall model, shown in Fig. 2 , included dorsal and ventral visual pathways from camera input (V1-Color →IT and V1-Edge→PR); head direction input from an internal compass (HD →ATN ), whisker texture patterns on the walls which created whisker barrel activity (SI →SII ), and a pseudo-cortical area (SMAP ) which contained an estimate of location in the environment obtained through a probabilistic localization algorithm that integrates laser rangefinder and self-motion information over time. The SMAP area is the only sensory input which is not directly analogous to an area of the vertebrate brain, but such information can be seen as similar to what a path integration system, long hypothesized to be present in animals [6] would generate.
Inputs from all these sensory streams converged sparsely on the input layers of entorhinal cortex, such that on average, each neuronal unit in ATN, IT, PR, SII, and SMAP projected to only one ECin unit, and that each neuronal unit in ECin received an average of three projections from various sensory input stream units, which in turn projected via the perforant path to the dentate gyrus and the CA1 →CA3 subfields of hippocampus (ECin→DG, ECin→CA3, and ECin→CA1 ). The model also contained the trisynaptic loop through hippocampus and back to the output layers of entorhinal cortex (ECin→DG→CA3→CA1 →ECout).
Strengths of synapses within the hippocampus were activity-dependent, and synapses from CA1 to a motor cortical area, M HDG , were modified by a temporal difference reinforcement learning rule based on the activity of a simulated dopaminergic value system, S. Connections from CA1 to S were also modified by the same temporal difference rule. When the device detected the reflective floor plate at the end of the goal arm, T + was activated, which in turn activated the value system S producing unconditional reward.
The device had two built-in behaviors. When in a maze arm, it used its whiskers to follow the wall as described in Ref. [44] . When the three front-mounted IRs detected the maze intersection, the device chose which arm to enter based on the neural activity of a motor cortical area M HDG . In the intersection, the device stopped and panned its camera 90 • to each side. During this time, the neuronal activity in M HDG was summed for each direction, and the new direction was chosen with a softmax probability, β = 40, proportional to the M HDG activity in that direction.
A full algorithmic description of the simulation and additional details of the sensory processing and action selection can be found in App. A.
This study examines three Darwin XI subjects, each of which consisted of the same robotic device and neural simulation containing the same connectivity on the macro level. Each subject differed, however, in its microconnectivity, as determined by a random draw from synaptic probability distributions (see App. A). Each subject also differed by its individual history of experience, which altered those connections. We ran multiple subjects, as would be done with animal experiments, to account for these differences in experience and microconnectivity in the results.
A trial consisted of a trip from one of the start arms to either the North (incorrect choice) or South (correct, rewarded choice) maze arms. During a trial, a Darwin subject's neural simulation took in sensory input and modified plastic synapses in the simulated hippocampus and motor areas according to synaptic plasticity rules (see App. A). After a trial, the new synaptic values would be saved to disk and then reloaded at the beginning of the next trial. A subject was trained until it reached a behavioral criterion of 80% correct performance in a block of 10 trials. The three subjects reached that criterion at 50, 50, and 30 trials respectively, which is comparable to the number of trials required by rats to learn the same task [13] . At this point, each subject's simulated nervous system was copied and the BBD was tested for behavioral performance on a further 10 trials after the removal of one or more sensory input streams. The sensory streams were lesioned by removing the connections from the relevant sensory input area (ATN, IT, PR, SII, ATN, or combinations thereof) to ECin.
Because Darwin XI is a computational simulation rather than an animal, any number of copies of the same trained subject can be made and tested under different conditions. In this way, the connectivity and connection strengths were identical for each subject at the beginning of the lesion trials. The three subjects were tested with lesions of the visual input (PR→ECin and IT →ECin), the whisker input (SII →ECin), the head direction input (ATN →ECin), the laser input (SMAP →ECin), and various combinations of these lesions.
Place field analysis
Mean firing rate maps of neuronal activity were obtained by partitioning the maze arms into a place grid consisting of 10 cm wide slices across the maze arms. The location of the device at each time step of the simulation was recorded by two overhead cameras. A rate map for a particular neuronal unit is the summation over ten maze navigation trials of the unit's activity at each location in the grid, divided by the amount of time the device spent in each grid location. A neuronal unit was said to have a place field in a rate map if there was any grid location where the mean activity was greater than 10% of the maximum possible, a threshold equivalent to a 4 Hz spiking rate for a rodent CA1 pyramidal cell.
The correlation between two rate maps was obtained as Pearson's R, calculated on the mean firing rates of the two maps over each location in the map. Two mean firing rate maps were considered to be correlated, and included in our analysis, only if a t-test determined that R > 0 with p < 0.05.
Backtrace analysis
Functional pathways causing place field activity were examined using an iterative method called backtrace analysis [25] . The backtrace starts with a particular reference neuronal unit at a specific time and recursively examines all neuronal units that caused the observed activity in this reference unit, going up to six simulation cycles back in time. A neuronal unit was added to the backtrace if that presynaptic unit was active one time step back from when a postsynaptic unit, already present in the backtrace, was active. Reference units in the CA1 area that had place activity in the normal condition (no lesion) and under multiple lesion conditions were selected for analysis.
Results
Behavioral performance
No single sensory stream was necessary for Darwin XI to successfully navigate the maze, and even most combinations of two simultaneous lesions did not produce a deficit in behavior. The results of the behavioral testing are shown in Fig. 3 , which depicts the fraction of correct choices (those leading to the South goal arm) in the 10 trials of the normal condition immediately before behavioral criterion, compared to the performance after the lesioning of one or more sensory pathways in the next 10 Behavioral performance of Darwin XI in the plus-maze under different conditions. The graph shows the fraction of correct arm choice for three subjects under normal (no lesion) and lesion conditions. In the normal case, the ten trials before each subject reached behavioral criterion were used. In the lesion cases, the ten trials after reaching behavioral criterion were used. A TukeyKramer multiple comparison of means (confidence intervals on the graph, α = 0.05) shows that only "No Vision and No Laser" case is significantly worse than the normal case.
trials. A conservative test (ANOVA, p < 0.05, Tukey-Kramer comparison, α = 0.05) revealed that only when both the visual (PR and IT ) and laser rangefinder (SMAP ) inputs were lesioned was behavioral performance significantly worse than the normal (no lesion) condition. This result illustrates the robustness of the device's behavior to sensory loss, and also demonstrates that the spatial information present in CA1 activity arises from the integration of multiple sensory streams.
Lesion effects on place activity
In order to understand how Darwin XI's neural place activity enabled successful behavior in spite of sensory lesions, we conducted a thorough study of place activity and the neural circuits that led to such activity. Place activity was calculated using rate maps as described in Sec. 2.3. Rate maps were calculated over the last 10 trials before behavioral criterion (normal case) or over the 10 trials after behavioral criterion (lesion cases). In the normal condition, approximately 13% of all CA1 units (see Table 1 ) qualified as having place fields. These place units had a mean (standard deviation) of 1.10 (0.65) bits of spatial information. Table 1 shows that when sensory streams were lesioned, most place units were stable, but some lost their place field, others remapped, and some new place units emerged. Stable place units are the ones whose field is in the same maze arm for both the normal condition and the lesion condition. Units that gain or lose fields are those that have changes in the maximum mean firing rate of their rate maps such that they now reach or no longer reach the place field criterion in Sec. 2.3. No single sensory lesion caused a loss of more than 52% of the place units from the normal case. Several lesions caused the emergence of up to 43% new place units that had not been in the normal condition.
To quantify stability at a finer grain, we calculated how much or little stable place fields are shifting on the same maze arm. As described in Sec. 2.3, we calculated the correlation between rate maps in the normal and lesion conditions for each case of a place unit remaining stable after lesioning (1072 comparisons). The mean correlation was 0.764 with a standard deviation of 0.144. After inspection by eye of approximately 200 such comparisons, we can say that a place unit with a correlation score of greater than 0.7 is rarely judged to have shifted its location along the maze arm.
Examples of typical changes induced on place fields by lesions can be seen in Fig. 4 . Approximately 25% of neuronal units with place fields were stable during every single sensory lesion. Figure 4 (A) shows an example of such a unit. Most place units (≈ 70%) lost their field during at least one sensory lesion (see for example Fig. 4 (B)) but were stable during other conditions. Around 5% of units with place fields remapped during lesions, to the extent that the field switched from one maze arm to another. An example of a remapping field can be seen in Fig. 4 (C). . The effects of lesions on the rate maps of three representative CA1 place units. In (A), the place field was robust to lesions, changing very little for each individual lesion. In (B), the loss of head direction information (lesion of ATN ) resulted in the loss of the place field. In (C), the place field remapped during the head direction lesion and lost its field during the visual lesion (lesion of PR and IT ).
Lesion effects on backtraces
In this study, we used the backtrace analysis to investigate two questions: (1) When conditions are ostensibly the same, do multiple neural pathways generate a neuronal unit's place-correlated firing? (2) Under lesion conditions, are neural pathways leading to place-correlated firing quantitatively different? To address these questions, backtraces were performed from CA1 neuronal units that displayed place fields in both the normal condition and in at least two other lesion conditions. The neuronal unit from which a backtrace begins is called the reference unit. For each such reference unit, three to four trials with place activity and correct behavior choice were manually selected from the ten trials before behavioral criterion was reached (for the normal case) or the ten trials after behavioral criterion was reached (for lesioned cases). For each trial and reference unit combination, the first cycle on which the unit began to fire above 10% of the maximum firing rate became the start cycle for the backtrace. The backtrace analysis, described in the methods section, revealed the excitatory neuronal units in the six simulation time steps previous to the start cycle that caused the firing of the reference unit. Examples of backtraces can be seen in Fig. 5 .
Backtraces from the same unit on different trials quickly become very different from each other, even though they led to the same place activity. These backtraces are degenerate, i.e. they are functionally equivalent but contain different neural pathways. In order to quantify the degeneracy, Fig. 6 depicts the amount of shared neuronal units when comparing backtraces. All comparisons were carried out on backtraces that started from the same reference unit, but differed in trial or condition. When comparing two normal backtraces of the same unit, there was nearly a complete overlap at the beginning of the backtraces. However, the overlap declined significantly (ANOVA, p < 0.05) by three time steps back (t − 3) reached an asymptote, where approximately half of all units being common between backtraces. Comparing elements of two backtraces from a reference unit under the same lesion condition produced similar results (not shown in this figure). This variance of causal pathways leading to the "same" neuronal event implies that a multitude of quite different activity patterns can lead to the same neuronal activity, i.e. the simulated nervous system is degenerate in the sense described in Ref. [12] . The overlap of normal backtraces ("Normal vs normal", Fig. 6 ) also provides a control condition with which to compare the same reference units' backtraces after a lesion.
Lesions produced backtraces that were quantitatively different from the normal condition even when the same cell had a similar place field. Fig. 4 (A) (shown in the charts as a bulls-eye). The x-axis depicts simulation time ranging from six time cycles to one time cycle before the onset of reference unit activity. Each dot represents a neuronal unit in the backtrace. Lines between neuronal units denote the synaptic influence (presynaptic activity times synaptic weight). Thicker darker lines correspond to higher influence. On the left, the backtrace of the unit at the onset of place activity during a normal condition. On the right, the same unit at the onset of place activity after a lesion of the ATN head direction area, where the place field remaps to a different maze arm. At one time step back the backtraces share two common ECin units (50% overlap), and at two time steps back they share one IT unit, one SMAP unit, and 12 ECout units (46% overlap). The rest of the time steps have 38%, 38%, 43%, and 44% overlap at three through six times steps back respectively. The largest change in units occurs in entorhinal cortex, which is typical of lesion backtraces.
three time steps back. No significant differences were observed between control and whisker lesion comparisons. The increased degeneracy in backtraces after lesioning implies that place activity could be created through an entirely different set of pathways when sensory streams were lesioned, and that these pathways were not active when all sensory information was intact. Knowing that lesions produce a measurable difference in backtraces, we wondered whether lesion backtraces might differ from the normal condition in a systematic way.
To address this question, we examined the differences in neuronal unit composition between the backtraces in the normal and lesion conditions (see Fig. 7 ). The difference between conditions is characterized by two numbers, the neuronal units that existed in the backtrace during the normal condition but not during the lesion condition (bars on the negative side of the abscissa of Fig. 7) , and neuronal units that existed in the backtrace during the lesion condition but not during the normal condition (bars on the positive side of the abscissa of Fig. 7) . We further divided these measured differences by which broad neural region they occurred in: sensory areas (ATN, IT, PR, SII, SMAP ), entorhinal cortex (ECin, ECout), or hippocampus (DG, CA3, CA1 ). The raw number of differences were normalized to produce measurements of percentage change from the normal condition for each region, and for each time step of the backtrace.
The backtraces of place units showed different compositions after lesioning. Changes occurred primarily in sensory areas and entorhinal cortex, with the hippocampus changing significantly less (ANOVA, p < 0.05) than sensory or entorhinal areas (see Fig. 7 ). This result is true for backtraces from both place units that were stable after lesioning and for place units that remapped after lesioning. This implies that for any major change in the place field activity of a particular CA1 neuronal unit, we would expect to see a larger change in the population dynamics of EC than in hippocampal areas.
There was also a difference in backtrace composition when comparing place units that were stable after a lesion to those that remapped (left vs right subfigures in Fig. 7) . Remapping place units also displayed more of an increase in new units added to the backtrace as compared to place units with stable fields. The most prominent feature of the remapped units' backtrace differences was a large addition of entorhinal units involved in the backtrace at time step t − 3. An increased number of sensory units involved in the backtrace was also evident at time step t − 4, which could conceivably have induced the entorhinal changes at time step t − 3. It is possible that the entorhinal differences observed at t − 3 created the remapping, and those changes were in turn caused by the sensory differences at t − 4. A new study, experimentally designed to specifically address the sensitivity of place activity to perturbation of inputs could help elucidate why place fields remap.
Conclusion
The medial temporal lobe is thought to be necessary for the formation and maintenance of associative memories. In this study, we showed that a BBD having a simulated medial temporal lobe and receiving inputs from multiple sensors acquired multimodal memories that were sufficient for solving a standard plus-maze task. The BBD's behavioral performance was robust to sensory lesions (see Fig. 3 ). No single lesion caused a deficit in maze navigation; only a combined lesion of both the laser localization input, which includes path integration information, and the visual input produced a significantly worse performance. Interestingly, a recent study of rodent navigation has very similar results [11] . Cooper and Mizumori induced multiple sensory deficits by selectively inactivating retrosplenial cortex, which they hypothesize to be involved in the path integration input to hippocampus, and running animals in the dark. Only combined inactivation and darkness produced navigation deficits in these animals, whereas the same animals were able to navigate in the light.
The BBD approach allowed us to look at the time course of all neural activity during behavior under a variety of conditions, something which is currently impossible in animal experiments. We observed the formation of a large number of place fields in Darwin XI's simulated hippocampus. These place fields were formed by integrating multiple streams of sensory input. Firing fields were often maintained no matter which single sensory stream was lesioned (see Table 1 and Fig. 4 ). Although some units lost their field when a particular lesion was made, the whole population of units maintained enough place activity so that correct behavioral choices were maintained until at least three of five sensory inputs were removed (see Fig. 3 ). There was also a strong relationship between behavioral performance after a lesion and the extent of changes in CA1 place fields, which is a result also found in rodents [11] .
An important contribution of the BBD approach is the ability to trace back in time the circuits responsible for creating a particular neural event. This backtrace analysis was performed on neuronal units that formed place fields to determine how consistently the same pathways were involved in forming place activity, and also whether quantitatively different pathways produced place activity after a lesion was made.
As expected from an examination of the behavioral results above, the backtrace analysis indicated that there were many degenerate pathways by which the same pattern of place field activity could be generated (see Figs. 5 and 6 ). Even when normal condition backtraces were compared with each other, at three time steps (∼ 600 ms) back, there was less the 50% overlap between the pathways leading to the same place activity on successive trials. Lesions in general produced even less overlap, demonstrating that there are degenerate pathways that produce place field activity in lesion conditions that are not active before the lesion is made. This model predicts that in behaving animals similar degeneracy of pathways leading to place activity should be occurring, and that this degeneracy should be more pronounced during sensory deprivation conditions.
To quantify the kinds of changes produced by lesions, we looked at the difference in types of neuronal units (sensory, entorhinal, or hippocampal) that were present in backtraces before and after lesions occurred. The analysis of backtrace differences showed that changes in the causal chains leading to place field activity were more pronounced in sensory and entorhinal cortices than in the hippocampus itself (see Fig. 7 ). This implies that there may be less degeneracy of pathways once information is flowing through hippocampus. Such a finding is consistent with theories that highlight the pattern completion abilities of hippocampus [33, 39] . However, this model does not perform pattern completion in the same way as the classical attractor network model of hippocampus. In attractor networks, all place fields would remap simultaneously during manipulation of sensory input [22] . Instead, the Darwin XI model dynamically switches neural pathways that lead to place activity, that in turn leads to behavioral responses. This is similar to rodent place fields, where there is evidence that place cells may remap independently of each other and may also display remapping without subsequent changes in behavior [22, 40, 17] . Therefore, the Darwin XI model may provide a more realistic mechanism to investigate remapping, although a recent theoretical extension of attractor networks to multiple simultaneous maps displays a similar ability to partially remap [49] .
The utilization of a brain-based device had an advantage over electrophysiological recordings, in that the mechanisms of the simulated nervous system were fully observable. The emphasis on realistic neuroanatomy and neurophysiology allowed us to examine complete neuronal circuit dynamics during behavior, as well as to make predictions of how neural activity gave rise to such behavior. Of course, real progress in understanding how the hippocampus integrates sensory information will depend on further work in behaving animals. Our predictions could conceivably be tested as the technology for simultaneous multi-unit recording improves.
In this and previous studies with BBDs, activity in the simulated hippocampus has been shown to be place specific, journey dependent and multimodal in its responses. Our work with Darwin X and XI [14, 26, 25] has shown that BBDs simulating anatomical and physiological details of the medial temporal lobe and surrounding regions can support the formation of spatial memory, episodic memory, and associative memory. The results using these models may have heuristic value in analyzing findings from studies of behaving animals.
Acknowledgments
This work was supported by the Neurosciences Research Foundation, the Defense Advanced Research Agency (DARPA), and the Office of Naval Research. We thank Dr Gerald M. Edelman for his suggestions and valuable criticism. We would also like to thank Brian Cox, Donald Hutson, Doug Moore and Jim Snook for their contribution to the design of Darwin XI, and our anonymous reviewers for their useful comments.
Appendix A
This appendix provides algorithmic details of the neural simulation. Please refer throughout this section to Fig. 2 for a schematic of the simulation's connectivity and to Tables A.1 and A.2 for parameters describing the artificial anatomy and physiology. A presynaptic neuronal unit connects to a postsynaptic neuronal unit with a given probability (P) and a given projection topology (Arbor). This arborization shape can be rectangular with a particular height and width "h × w", doughnut-shaped with an inner and outer radius "Θr1 × r2", nontopological "nontopo" in which any pair of presynaptic and postsynaptic neurons have an equal probability of being connected, or "S2Special" indicating that the post-synaptic neuronal unit took input from three neuronal units, each of which was in a different subarea of S1. The initial connection strengths c ij (0) are set with uniform random probability within the range given by (minimum, maximum) in that column. A negative value of c ij (0) denotes inhibitory connections. Connections can be either voltage-independent (VI) or voltage-dependent (VD). φ denotes the persistence of the synapse. A nonzero value of η, the learning rate parameter, signals a plastic connection that changes according to a modified BCM rule with parameters k 1 and k 2 . An explanation of neural area abbreviations can be found in both App. A and in Fig. 2 . 
Sensory input Vision
Visual images from Darwin XI's CCD camera were filtered for color and edges. The filtered output directly affected neural activity in area V1, which is composed of A presynaptic neuronal unit connects to a postsynaptic neuronal unit with a given probability (P) and a given projection topology (Arbor). This arborization shape can be rectangular with a particular height and width "h × w", doughnut-shaped with an inner and outer radius "Θ r1 × r2", nontopological "nontopo" in which any pair of presynaptic and postsynaptic neurons have an equal probability of being connected, or "S2Special" indicating that the post-synaptic neuronal unit took input from 3 neuronal units, each of which was in a different subarea of S1. The initial connection strengths c ij (0) are set with uniform random probability within the range given by (minimum, maximum) in that column. A negative value of c ij (0) denotes inhibitory connections. Connections can be either voltage-independent (VI) or voltage-dependent (VD). φ denotes the persistence of the synapse. A nonzero value of η, the learning rate parameter, signals a plastic connection that changes according to a modified BCM rule with parameters k 1 and k 2 . An explanation of neural area abbreviations can be found in both App. A and in Fig. 2 . functionally segregated subareas for color and shape. The CCD camera produced an 80 × 60 pixel RGB image. Different sized Gabor filters (2 × 2, 4 × 14, 16 × 16, and 32 × 32) were used to detect vertical edges of varying widths. The output of the Gabor function mapped directly onto the neuronal units of the corresponding V1 sub-area (V1-width2, V1-width4, V1-width16, and V1-width32 ). The RGB video was transformed into YUV color space. Color filters in UV space (red, green, yellow, and blue) were applied to the image. The outputs of the color filters were mapped directly onto the neuronal units of V1-red, V1-green, V1-blue, and V1-yellow. V1 color neuronal units projected non-topologically to inferotemporal cortex IT, and V1 edge units projected retinotopically to parietal cortex Pr. The use of Gabor filters to model the receptive fields of simple cells of primary visual cortex is widespread in the literature. The concept is due to [29] and was first tested rigorously by [21] .
Head direction
A head direction system was modeled after areas of the rodent nervous system (e.g., anterior thalamic nuclei) that respond selectively to the animal's heading [36, 46] . Neurons in these areas are often called head direction cells. A magnetic compass was used to estimate current heading. This information was input into the head direction neural area (HD ). Each of the 360 HD neuronal units had a cosine tuning curve, which responded maximally to a preferred heading with a tuning width of π radians:
where HD i is a head direction cell with a preferred direction of ( i 360 2π) and i ranges from 0 to 359.
The head direction cells projected topographically to an area analogous to the anterior thalamic nucleus (HD →ATN ) and to a motor area (HD → M HDG ) used for selecting a new heading (see below).
The head direction system used in this model is intended to be functionally, rather than mechanistically equivalent to head direction cells found in rodents. More biologically realistic models that include mechanisms for the integration of vestibular and local visual cue input exist, e.g., [45, 32] .
Whiskers
The whisker system consists of artificial whiskers and a model of somatosensory whisker barrel cortex. The whiskers produce activity in a set of thalamic lag units. Each lag cell is characterized by an internal state (s in i ) an output (s i ), and a cellspecific lag parameter set to be ψ i = 0.2 i , i ∈ {1, 2, . . . , 20} for cell i in each whisker barrel. When triggered by a whisker deflection, the internal state s in i of cell i in the corresponding barrel increases at rate determined by ψ i . When this internal state reaches a threshold, the cell begins to emit an output signal and s in i is reset to zero. Because of differences in ψ i among lag cells, each whisker deflection evokes a wave of activity in the corresponding barrel, with some cells firing shortly after deflection and the remainder firing with gradually increasing delays.
Specifically, the internal state of each lag cell i, in the barrel corresponding to whisker k, is updated according to:
where diff k (t) is the difference between successive whisker readings averaged over the last four samples (a value exceeding 3.0 signifies a whisker deflection), and σ fire is a firing threshold set to 0.3. The output s ki is calculated using:
where ω i = 0.8 determines the persistence of unit activity. This value is fed as input into neuronal units in the corresponding barrels of S 1.
Darwin XI had three sensory whiskers on each side arranged in a vertical stack. Whiskers are therefore referred to by the symbols LT, LM, LB to describe respectively the left top, left middle, and left bottom whiskers. Thalamic whisker lag (WL) and primary somatosensory (S1) areas in the simulation use these position suffixes to denote the whisker from which they receive input (e.g., WLLT, S1LT ). This whisker system model was originally used by Darwin IX to demonstrate that combining whisker deflection information at a variety of lags allowed successful texture discrimination [44] . Other models of rat somatosensory cortex have focussed on different transformations of several aspects of the whisker sensory signals [27, 1, 19] .
Laser rangefinder
Darwin XI had a SICK LMS-200 laser rangefinder (SICK A.G., Waldkirch, Germany) that produced distance-to-wall data, which was used by the freelyavailable CARMEN software package (http://carmen.sourceforge.net/ ) to produce an estimate of device location. CARMEN took noisy laser and self-movement data and used a Bayesian particle filter to optimally combine these sources of information to localize the device against a prebuilt occupancy grid map of the arena. This location estimate was then turned into population-coded activity in a topologicallyorganized pseudo-cortical area (SMAP) that projected to EC in . Each neuronal unit in SMAP responded preferentially to a particular place in the arena environment, and had a Gaussian tuning curve with 0.8 m standard deviation. This is the only sensory input which is not directly analogous to an area of the vertebrate brain, but such information can be seen as similar to what an accurate path integration system, long hypothesized to be present in animals [6] would generate. It can be noted that although the encoding of spatial information is different than that used by various proposed path integration systems in the vertebrate brain, e.g., associative parietal [42] or medial entorhinal [31] cortices, the type of information present is equivalent. However, the purpose of the SMAP area is not to model an actual biological input stream, but merely to add another kind of input to investigate the multimodal formation of neural correlates of episodic memory. Nor is the rangefinder input necessary for the formation of place activity in the hippocampus. We have previously reported [25] on a similar neural model which lacks the SMAP input and yet still generates place activity in the CA1 hippocampal subfield with equivalent spatial information content.
The theory, technique and literature of robot localization using particle filters is reviewed in [48] .
Hippocampus
The architecture of the simulated hippocampal formation was based on the known literature about the gross connectivity and microarchitecture of rodent neuroanatomy. This approach is distinct from other robotic navigation models of hippocampus function [3, 5, 10] in that it focusses on the how a large-scale model of this anatomy can produce known single-unit phenomena with experience-dependent plasticity. In this model, the anatomical connectivity is fixed, as are synaptic strengths in the sensory input streams, but there are plastic connections within the hippocampus and between hippocampus and the neural areas responsible for action selection.
The input streams into the hippocampus are from the input areas of the simulation (ATN →EC IN , IT→EC IN , PR→EC IN ) . Parameter values for the neuronal units and connections in these areas were tuned such that each cortical area (ATN, PR, and IT ) had an equivalent synaptic influence on EC IN . The relative numbers of neuronal units in each area, and the intrinsic and extrinsic of connectivity of the hippocampus were implemented based on known anatomical measurements [2, 8, 50] . The perforant path projects mainly from entorhinal cortex to the dentate gyrus but also to the CA3 and CA1 subfields (EC IN →DG EC IN →CA3, EC IN →CA3 ) . The mossy fibers (DG→CA3 ), Schaffer collaterals (CA3 →CA1 ), and divergent projections from the hippocampus back to cortex (CA1 →EC OUT →ATN, IT, PR) were also reflected in the neural simulation. Moreover, the prevalent recurrent connectivity found in the hippocampal formation was included in the model (EC IN →EC OUT , DG→DG, and CA3 →CA3 ).
There are distinct patterns of intrinsic and extrinsic, feedback and feedforward inhibitory connections in the hippocampal circuitry [8, 16] . Feedback inhibitory connections (EC →EC FB →EC, DG→DG FB →DG, CA3 →CA3 FB →CA3, and CA1 →CA1 FB →CA1 ) and feedforward inhibitory connections (EC →DG F F →DG, DG→CA3 F F →CA3, and CA3 →CA1 F F →CA1 ) were included in the model. These connections were important for separating inputs and maintaining network stability.
A simplified model of the basal forebrain provided an extrinsic theta rhythm for the neural simulation. The function of the simulated basal forebrain area was to gate input into the hippocampus and keep activity levels stable. The BF area had a rhythmic activity over 13 simulation cycles: To allow this discretized sine wave to be smooth and also allow sufficient time for new input to propagate through the network, was set to 13. Owing to computational limitations, the duration of the cycle was not comparable to that of real nervous systems. The level of inhibition, which was adaptive, kept the activity in hippocampal regions within specific ranges:
∆sf r (t) = (s r (t) − tgt r ),
where r denotes the region (i.e., EC IN , EC OUT , DG, CA3, CA1 ), sf r (t) is the scale factor at time t, s r (t) is the percentage of active neuronal units in region r at time t, tgt r is the desired percentage of active units in area r (EC IN = 10%, EC OUT = 10%, DG = 20%, CA3 = 5%, and CA1 = 10%), and BF r (t) is the presynaptic neuronal unit activity for a connection from BF to hippocampus region r.
Action selection
Activity in the simulated value system (Area S, Fig. 2 ) signals the occurrence of salient sensory events and this activity contributes to the modulation of valuedependent connection strengths in synaptic pathways (CA1 →S and CA1 →M HDG ). The projection from our simulated CA1 to the value and goal decision areas is consistent with the connectivity between CA1 and nucleus accumbens and frontal areas [34, 47] . Initially, S is activated by the hidden platform IR detector (T + →S ), causing potentiation of value-dependent connections. After experience, the value system could be activated by CA1. The magnitude of potentiation or depression is based on a neural implementation of a temporal difference (TD) learning rule [7, 35] .
Other hippocampus models have also applied temporal difference learning for action selection in a spatial navigation task [4, 15] . The TD rule applied in this model is:
where S(t) is the average activity of the value system at time t, τ is one theta cycle (13 simulation cycles), T + is positive reward and equal to 1 if the BBD is over the hidden platform. The basic idea of the temporal difference rule is that learning is based on the difference between temporally successive predictions of rewards. The goal of learning is to make the learner's current prediction of expected reward match more closely the actual expected reward at the next time interval (τ ). If the expected reward value increases over τ , TD is positive and affected synaptic connections are potentiated, and if the change in value decreases, TD is negative and affected synaptic connections are depressed. Further details on how the temporal difference is applied to individual synaptic connections are given in the Neuronal Dynamics section below. Darwin XI selected a new heading when reaching the choice point of the plusmaze. The device stopped moving forward, and the camera was panned 90 • left of centerline, and waited for three seconds, then panned the camera 90 • right of centerline and waited for a further three seconds. The average activity of M HDG was calculated during the wait periods. A softmax algorithm was used to create a probability distribution for choosing a new heading: where newhdg is a possible new heading for Darwin XI, M HDG (newhdg) is the average activity of M HDG at a possible new heading, hdg is the current heading, and h has two positions (current heading less 90 • , current plus 90 • ).
Neuronal dynamics and synaptic plasticity
A neuronal unit in Darwin XI is simulated by a mean firing rate model, in which the mean firing rate variable of each unit corresponds to the average activity of a group of roughly 100 real neurons during a time period of approximately 200 ms. Synaptic connections between neural units, both within and between neuronal areas, are set to be either voltage-independent or voltage-dependent, and either plastic or non-plastic. Voltage-independent connections provide synaptic input regardless of postsynaptic state. Voltage-dependent connections represent the contribution of receptor types (e.g., NMDA receptors) that require postsynaptic depolarization to be activated [18, 53] . The mean firing rate (s) of each neuronal unit ranges continuously from 0 (quiescent) to 1 (maximal firing). The state of a neuronal unit is updated as a function of its current state and contributions from voltage-independent and voltage-dependent inputs (see Fig. 2 ). The voltage-independent input to unit i from unit j is:
where s j (t) is the activity of unit j, and c ij is the connection strength from unit j to unit i. The voltage-independent postsynaptic influence, P OST V I i , on unit i is calculated by summing over all the inputs onto unit i : where M is the number of different anatomically defined connection types (see Table A .2) , N l is the number of connections of type M projecting to unit i, and ϕ is the persistence of synaptic input. The voltage-dependent input to unit i from unit j is: is a threshold for the postsynaptic activity below which voltage-dependent connections have no effect (see Table A The total post-synaptic influence on neuronal unit i is given by:
The new activity is determined by the following activation function:
s i (t + 1) = φ(tanh (g i P OST i + ω s i (t))), where φ(x) 0 x < σ fire i
x otherwise, (A.13)
where g i is a scaling constant and ω is a persistence constant for a given neuronal unit. Synaptic strengths are subject to modification according to a synaptic rule that depends on the pre-and postsynaptic neuronal unit activities. Plastic synaptic connections are either value-independent (EC IN →DG, CA3, CA1 ; DG→CA3 ; CA3 →CA1 ; CA1 →EC OUT ) or value-dependent (CA1 →S, CA1 →M HDG ). Both of these rules are based on a modified BCM learning rule [9] , which has been shown to be equivalent to spike-timing dependent plasticity under certain conditions [20] . Synapses between neuronal units with strongly correlated firing phases are potentiated and synapses between neuronal units with weakly correlated phases are depressed; the magnitude of change is determined as well by pre-and postsynaptic activities. The specific parameter settings for fine-scale synaptic connections are given in the equations below and Table A.2. Value-independent synaptic changes in c ij are given by:
∆c ij (t + 1) = ηs i (t) s j (t) BCM (s i ).
(A.14)
where s i (t) and s j (t) are activities of post-and presynaptic units, respectively, and η is a fixed learning rate. The function BCM is implemented as a piecewise linear function, taking postsynaptic activity as input, which is defined by a sliding threshold, θ, two inclinations (k 1 , k 2 ) and a saturation parameter ρ (ρ = 6 throughout): Value-independent plasticity was subject to weight normalization to prevent unbounded potentiation: 17) where c ij is a particular connection, and K is the total number of connections onto unit j. The rule for value-dependent plasticity differs from the value-independent rule in that synaptic change is governed by the presynaptic activity, postsynaptic activity, and temporal difference derived from the value system. The synaptic change for value-dependent synaptic plasticity is given by: ∆c ij (t + 1) = η s i (t) T D(t) − 0.002(c ij (t) − c ij (0)), (A.18) where TD (t) is the temporal difference value at time t (see Eq. (A.6)). The second term in Eq. (18) generates synaptic decay towards the initial weight. This was necessary to enable the device to reverse its behavioral choice in the plus-maze task.
