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EXCLUSION PROCESS WITH SLOW BOUNDARY
RANGEL BALDASSO, OTA´VIO MENEZES, ADRIANA NEUMANN, AND RAFAEL R. SOUZA
Abstract. We study the hydrodynamic and the hydrostatic behavior of the Simple Symmetric Exclusion
Process with slow boundary. The term slow boundary means that particles can be born or die at the
boundary sites, at a rate proportional to N−θ, where θ > 0 and N is the scaling parameter. In the bulk, the
particles exchange rate is equal to 1. In the hydrostatic scenario, we obtain three different linear profiles,
depending on the value of the parameter θ; in the hydrodynamic scenario, we obtain that the time evolution
of the spatial density of particles, in the diffusive scaling, is given by the weak solution of the heat equation,
with boundary conditions that depend on θ. If θ ∈ (0, 1), we get Dirichlet boundary conditions, (which is
the same behavior if θ = 0, see [7]); if θ = 1, we get Robin boundary conditions; and, if θ ∈ (1,∞), we get
Neumann boundary conditions.
1. Introduction
The problem we address here is a complete characterization of the hydrostatic and hydrodynamic scenario
for the Symmetric Simple Exclusion Process (SSEP) with slow boundary. This particle system is a simple
model of mass transfer between reservoirs of different densities. The SSEP is described by particles that
move as independent symmetric random walks in {1, . . . , N − 1}, under the exclusion rule, that says two
particles cannot occupy the same site at the same time. By slow boundary, we mean that particles can enter
the system at site 1 with rate cα/Nθ or leave with rate c(1− α)/Nθ, while at the site N − 1, particles exhibit a
similar behavior, but with rates cβ/Nθ for entrance and rate c(1− β)/Nθ for leaving the system. We consider
the parameters α, β in (0, 1), c > 0 and θ ≥ 0.
cα/Nθ
c(1−α)/Nθ
c(1−β)/Nθ
cβ/Nθ
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Figure 1: The model.
There are many works that consider similar models. In [2, 3] and [4], the authors consider a model where
deaths can only happen in an interval around the site 1 and entrance is allowed on an interval around
the right boundary. Their model presents a current exchange between the two reservoirs and shares some
similarities with the case θ = 1. Another case already studied in the literature (see [7] and [13]) is when the
boundary is not slowed (that corresponds to θ = 0). Finally, we mention the article [1]. They consider an
exclusion process in the discrete torus Z/NZ. At all bonds (x, x+ 1), the exchange rate is equal to 1, except
for a single special bond, which is easier to cross from left to right than from right to left. Their model
presents a surprising phenomenon, which the authors call ”battery effect”. This effect consists in a current
of particles through the system.
In the present paper, our goal is to understand the collective behavior of the time evolution of the SSEP
with slow boundary. We study the limit of the time evolution of the spatial density of particles when the time
and space are re-scaled in a suitable way. This scaling limit leads to the hydrodynamic limit, which is usually
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characterized by the weak solution of some partial differential equation (PDE), called the hydrodynamic
equation.
The model analyzed here was motivated by a process considered in [9, 10, 11], the SSEP with slow
bond. This is a particle system in the discrete torus Z/NZ where particles in neighbouring sites exchange
positions with rate 1, except for only one edge, the slow bond, where the exchange occurs with rate N−β .
The works [9, 10] exhibit different hydrodynamic behaviors, depending on the range of β. Nevertheless, the
hydrodynamic equation in all cases is a parabolic equation, whose boundary conditions vary as the value
of β changes, exhibiting three different regimes. The intuitive idea is that, if we ”open” the discrete torus,
then the slow bond becomes a slow boundary. There, in the case β = 1, the boundary conditions show a
connection between the extremes 0 and 1. A natural question to ask is what is the role of the slow bond on
this behavior.
Let us concentrate on the results of the present paper. As in [9, 10], the model we study here has three
different phases, depending on the value of θ. The first case is θ ∈ [0, 1). Here the hydrodynamic equation
is the same as in the case θ = 0, the heat equation with Dirichlet boundary conditions{
∂tρ (t, u) = ∂
2
uρ (t, u),
ρ (t, 0) = α, ρ (t, 1) = β.
(1)
In the case θ > 1, the boundary is so slow that, as far as hydrodynamics is concerned, the system does
not exchange mass with the reservoirs. That is to say, the hydrodynamic equation has Neumann boundary
conditions: {
∂tρ (t, u) = ∂
2
uρ (t, u),
∂uρ (t, 0) = ∂uρ (t, 1) = 0.
(2)
In the critical case θ = 1, the model presents a different macroscopic behavior. The hydrodynamic equation
has Robin boundary conditions  ∂tρ (t, u) = ∂
2
uρ (t, u),
∂uρ (t, 0) = c(ρ (t, 0)− α),
∂uρ (t, 1) = c(β − ρ (t, 1)).
(3)
These boundary conditions show that the rate of mass transfer through each site of the boundary depends
only on what is happening in the corresponding site. To compare with a closely related result in the literature,
the behavior is different from what is observed in the case β = 1 of [9, 10].
As expected, the main difficulty in the proof of the hydrodynamic limit is the characterization of the
limit points. We overcome these difficulties with the use of Replacement Lemmas and Energy Estimates.
However, in general, the Bernoulli product measures are not invariant for the dynamics. In spite of that, we
use these measures to prove such lemmas and estimates. The use of these measures instead of the invariant
measures come with some cost, that vanishes in the limit. The case θ ∈ (0, 1) has some further technical
details, that we overcome with an idea from [7].
In order to understand the behavior of these invariant measures, we look at the profile associated to
them. This is the hydrostatic limit. Even though [5] gives a characterization of these measures, we follow a
different approach, that does not rely on their explicit computations. As expected, the invariant measures are
associated to the stationary solutions of the corresponding hydrodynamic equations. When θ > 1, the profile
is constant equal to (α + β)/2. When θ < 1, the profile is linear, with ρ(0) = α and ρ(1) = β. 1 The most
interesting case is when θ = 1: the stationary solution ρ : [0, 1]→ R is linear with ρ(0) = α+ (β−α)/(c+ 2)
and ρ(1) = β − (β − α)/(c+ 2). Here one can see the influence of the boundary As c runs from 0 to ∞, the
linear profile in the hydrostatic limit interpolates between the constant profile (θ > 1) and the profile that
goes from α to β (θ < 1).
The main challenge in the proof of hydrostatic limit is to get a good bound on the two point correlation
function of the invariant measure. We use a coupling argument to relate the two point correlation function
with the occupation time of a certain random walk.
The present work is divided as follows. In Section 2, we introduce the notation and the main results. In
Section 3, we prove the hydrostatic behavior stated in Theorem 2.2. The remaining of the paper is dedicated
to the proof of Theorem 2.8. In Section 4, we prove tightness for any range of the parameter θ. In Section
5, we prove the Replacement Lemma and we establish the Energy Estimates, which are fundamental steps
1 This is the same profile found in [13]. In this work, the authors study fluctuations for the case θ = 0.
2
towards the proof. In Section 6, we characterize the limit points as weak solutions of the corresponding
partial differential equations. Finally, we establish uniqueness of weak solutions in Section 7.
2. Notation and main results
2.1. The Model. Let N ∈ N and θ > 0. We denote by IN the set {1, . . . , N − 1}, which will be called bulk.
The sites (points) of IN will be denoted by x, y and z, while the macroscopic variables (points of the interval
[0, 1]) will be denoted by u, v and w. The microscopic state space will be denoted by ΩN := {0, 1}IN and its
elements, called configurations, will be denoted by η and ξ. Therefore, η(x) ∈ {0, 1} represents the number
of particles at site x for the configuration η.
We split the generator of the SSEP with slow boundary, LN , in three parts, one for the bulk dynamics,
LN,0, and two for the boundary dynamics, L
α
N,b and L
β
N,b, in the following way:
LN = LN,0 + L
α
N,b + L
β
N,b. (4)
The generator of the bulk dynamics acts on functions f : ΩN → R as
(LN,0f)(η) =
N−2∑
x=1
[
f(ηx,x+1)− f(η)],
where ηx,x+1 is the configuration obtained from η by exchanging the variables η(x) and η(x+1): ηx,x+1(x) =
η(x+ 1), ηx,x+1(x+ 1) = η(x) and ηx,x+1(y) = η(y), if y 6= x, x+ 1. The generator at the left hand side of
the boundary acts on functions f : ΩN → R as
(LαN,bf)(η) := cN
−θrα(η)
[
f(η1)− f(η)] ,
where
rα(η) = α(1− η(1)) + (1− α)η(1) (5)
and the configuration η1 flips the occupancy only in the site 1: η1(1) = 1 − η(1) and η1(y) = η(y), for all
y ∈ {2, . . . , N − 1}. Similarly in the right hand side of the boundary we have the following generator that
acts on functions f : ΩN → R as
(LβN,bf)(η) := cN
−θrβ(η)
[
f(ηN−1)− f(η)] ,
with
rβ(η) = β(1− η(N−1)) + (1− β)η(N−1) (6)
and the configuration ηN−1 is similar to η1: ηN−1(N − 1) = 1 − η(N − 1) and η1(y) = η(y), for all y ∈
{1, . . . , N − 2}.
Denote by {ηt; t ≥ 0} the Markov process on ΩN associated to the generator N2LN . Although {ηt; t ≥ 0}
depends on N , α, β and θ, these symbols are omitted to keep notation as simple as possible. To avoid some
technicalities, we consider the trajectories of the Markov process ηt with t ∈ [0, T ], for some T > 0. Let
DΩN [0, T ] be the path space of ca`dla`g time trajectories with values in ΩN , the so called Skorohod space.
Given a measure µN on ΩN , denote by PµN the probability measure on DΩN [0, T ] induced by the initial
state µN and the Markov process ηt. Expectation with respect to PµN will be denoted by EµN .
2.2. Hydrostatic Limit. A straightforward computation shows that, when α = β, the Bernoulli product
measure with parameter α, defined by the fact that the random variables {η(x), x ∈ IN} are independent
and have distribution Bernoulli(α), is reversible for the dynamics. However, when α 6= β this is not true.
For the general case what we can say about the invariant measures is that they are associated to a linear
profile depending on θ, in the sense of Definition 2.1, as we state in the Theorem 2.2.
Definition 2.1. A sequence of probability measures {µN : N ≥ 1} in the space ΩN is associated to the
density profile γ : [0, 1]→ [0, 1] if, for all δ > 0 and continuous function H : [0, 1]→ R the following holds:
lim
N→∞
µN
[
η :
∣∣∣ 1
N
N−1∑
x=1
H( xN ) η(x)−
∫
[0,1]
H(u) γ(u) du
∣∣∣ > δ] = 0.
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Theorem 2.2 (Hydrostatic Limit). Let µN be the probability measure in ΩN invariant for the Markov
process with infinitesimal generator N2LN , defined in (4). Then the sequence µN is associated to the profile
ρ : [0, 1]→ R given by
ρ(u) =

(β − α)u+ α, if θ ∈ [0, 1),
c(β−α)
2+c u+ α+
β−α
2+c , if θ = 1,
β+α
2 , if θ ∈ (1,∞),
(7)
for all u ∈ [0, 1].
In Section 3 we prove this theorem. Notice that the profiles in (7) are precisely the stationary solutions
of the hydrodynamic equations (1), (2) and (3), respectively.
2.3. Hydrodynamic Limit. To state the Hydrodynamic Limit, see Theorem 2.8, we need some notations
and definitions, which we present in the following: We denote by 〈·, ·〉 the L2[0, 1] inner product. When
we consider L2[0, 1] with respect to a measure µ, we denote by 〈·, ·〉µ its inner product. For an interval
I , a time T > 0 and integers n and m, we denote by Cn,m ([0, T ]× I) the set of functions defined on
[0, T ] × I that are n times differentiable on the first variable and m on the second one. An index on a
function will always denote a variable, not a derivative. For example, Hs(u) means H(s, u). The derivative
of H ∈ C1,2 ([0, T ]× I) will be denoted by ∂sH (first variable) and ∂uH (second variable). We shall write
∆H for ∂2uH. We also have to consider the subset C
1,2
0 ([0, T ] × [0, 1]) of functions H ∈ C1,2([0, T ] × [0, 1])
such that Ht(0) = 0 = Ht(1), for all t ∈ [0, T ]. Finally, we denote by C∞k ((0, 1)) the set of all smooth
functions defined in (0, 1) with compact support.
Definition 2.3. Let H1(0, 1) be the set of all locally integrable functions g : (0, 1) → R such that there
exists a function ∂ug ∈ L2(0, 1) satisfying
〈∂uϕ, g〉 = −〈ϕ, ∂ug〉,
for all ϕ ∈ C∞k ((0, 1)). For g ∈ H1(0, 1), define the norm
‖g‖H1(0,1) :=
(
‖g‖2L2(0,1) + ‖∂ug‖2L2(0,1)
)1/2
.
Definition 2.4. The space L2(0, T ;H1(0, 1)) is the set of measurable functions f : [0, T ] → H1(0, 1) such
that ∫ T
0
||ft||2H1(0,1) dt < +∞.
Definition 2.5 (Hydrodynamic equation for θ ∈ [0, 1)). Let γ : [0, 1] → R be a measurable function. We
say that a bounded function ρ : [0, T ] × [0, 1] → R is a weak solution of the heat equation with Dirichlet
boundary conditions  ∂tρt(u) = ∆ρt(u), u ∈ (0, 1), t ≥ 0,ρt(0) = α, ρt(1) = β, t ≥ 0,
ρ0(u) = γ(u), u ∈ [0, 1],
(8)
if ρ ∈ L2(0, T ;H1(0, 1)) and ρ satisfies
〈ρt, Ht〉 − 〈γ,H0〉 =
∫ t
0
〈ρs, (∂s + ∆)Hs〉 ds−
∫ t
0
{
β∂uHs(1)− α∂uHs(0)
}
ds, (9)
for all t ∈ [0, T ] and H ∈ C1,20 ([0, T ]× [0, 1]).
Definition 2.6 (Hydrodynamic equation for θ = 1). Let γ : [0, 1] → R be a measurable function. We say
that a bounded function ρ : [0, T ]× [0, 1]→ R is a weak solution of the heat equation with Robin boundary
conditions 
∂tρ(u) = ∆ρt(u), u ∈ (0, 1), t ≥ 0,
∂uρt(0) = c(ρt(0)− α), t ≥ 0,
∂uρt(1) = c(β − ρt(1)), t ≥ 0,
ρ0(u) = γ(u), u ∈ [0, 1],
(10)
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if ρ ∈ L2(0, T ;H1(0, 1)) and ρ satisfies
〈ρt, Ht〉 − 〈γ,H0〉 =
∫ t
0
〈ρs, (∂s + ∆)Hs〉 ds
+
∫ t
0
{
ρs(0)∂uHs(0)− ρs(1)∂uHs(1)
}
ds
+ c
∫ t
0
{
Hs(0)
(
α− ρs(0)
)
+Hs(1)
(
β − ρs(1)
)}
ds,
(11)
for all t ∈ [0, T ] and H ∈ C1,2([0, T ]× [0, 1]).
Definition 2.7 (Hydrodynamic equation for θ > 1). Let γ : [0, 1] → R be a measurable function. We
say that a bounded function ρ : [0, T ] × [0, 1] → R is a weak solution of the heat equation with Neumann
boundary conditions  ∂tρ(u) = ∆ρt(u), u ∈ (0, 1), t ≥ 0,∂uρt(0) = 0, ∂uρt(1) = 0, t ≥ 0,
ρ0(u) = γ(u), u ∈ [0, 1],
(12)
if ρ ∈ L2(0, T ;H1(0, 1)) and ρ satisfies
〈ρt, Ht〉 − 〈γ,H0〉 =
∫ t
0
〈ρs, (∂s + ∆)Hs〉 ds
−
∫ t
0
{
ρs(1)∂uHs(1)− ρs(0)∂uHs(0)
}
ds,
(13)
for all t ∈ [0, T ] and H ∈ C1,2([0, T ]× [0, 1]).
Remark. As usual, to have an idea as we obtain the weak formulation of the heat equation with the boundary
conditions showed in one should multiply both sides of ∂tρ(u) = ∆ρt(u) by a test function H, then integrate
both in space and time and finally, perform twice a formal integration by parts in space and one in time.
Then, applying the respective boundary conditions we are lead to the corresponding integral equation. This
shows that any strong solution is a weak solution of the respective equation.
Now we are able to enunciate our second statement:
Theorem 2.8 (Hydrodynamic Limit). Let γ : [0, 1] → [0, 1] be a measurable function and {µN : N ≥ 1} a
sequence of probability measures in ΩN associated to γ, in the sense of Definition 2.1. For each t ∈ [0, T ],
δ > 0 and for all functions H ∈ C[0, 1], we have that
lim
N→+∞
PµN
[
η· :
∣∣∣ 1
N
∑
x∈IN
ηt(x)H(
x
N ) −
∫
[0,1]
H(u) ρ(t, u) du
∣∣∣ > δ] = 0,
holds, where ρ(t, ·) is the unique weak solution of the equation (8) if θ ∈ [0, 1), or (10) if θ = 1, or (12) if
θ ∈ (1,∞).
In order to prove the theorem above, we begin by defining the empirical measure associated to a configu-
ration η as
piN (η, du) =
1
N
∑
x∈IN
η(x)δ x
N
(du),
where δu denotes the Dirac mass at u. Thus, given a Markov process in DΩN [0, T ], we can consider the
empirical process piN. (du) = pi
N (η., du) in DM[0, T ], where M is the set of positive measures on [0, 1] with
total mass bounded by 1 endowed with the weak convergence topology. Observe that piN. is also a Markov
process. For an integrable function H : [0, 1] → R, 〈piNt , H〉 denotes the integral of H with respect to the
measure piNt :
〈piNt , H〉 =
1
N
∑
x∈IN
ηt(x)H(
x
N ).
When pit has a density ρt (pi(t, du) = ρ(t, u)du), we will write 〈ρt, H〉 instead of 〈pit, H〉.
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Fix T > 0 and a value of θ ≥ 0. Given a probability measure µN on ΩN , consider the Markov process piN.
in DM[0, T ] associated to the process ηN. in DΩN [0, T ], which has µN as initial distribution. Denote by QN
the probability measure on DM[0, T ] induced by piN. . Fix an initial continuous profile γ : [0, 1]→ [0, 1] and
consider a sequence {µN : N ≥ 1} of measures on ΩN associated to γ. Let Q∗ be the probability measure
on DM[0, T ] which gives mass 1 to the path pi(t, du) = ρ(t, u)du, where ρ(t, ·) is the weak solution of the
corresponding PDE (keep in mind that the PDE depends on the value of θ).
Now, we are in position to state our main result, a slight generalization of Theorem 2.8.
Proposition 2.9. The sequence of probabilities {QN}N∈N converges weakly to Q∗, when N → +∞.
Observe that Theorem 2.8 is a corollary of the proposition above. The proof of this proposition is divided
into three steps. In Section 4, we prove that the sequence {QN}N∈N is tight. In Section 6, we prove that the
limit points are absolutely continuous and the (Lebesgue) densities ρt are weak solutions of the corresponding
hydrodynamic equation. In Section 7, we prove uniqueness of weak solutions for each PDE.
3. Proof of Theorem 2.2
In this section, we prove Theorem 2.2. The proof is based on the approach of [13]. The strategy is to
compare η(x) with its mean
ρN (x) := EµN [η(x)] (14)
and ρN with ρ¯, defined in (7). The comparison between ρN and ρ¯ is stated as Lemma 3.1. To compare the
two remaining quantities, an important step is to control the decay of the two point correlation function
ϕN (x, y) := EµN [η(x)η(y)]− EµN [η(x)]EµN [η(y)]. (15)
This is the content of Lemma 3.2. The idea in the proof of this lemma is to interpret the quantities ϕN (x, y)
by means of a continuous time random walk. Once it is done, a coupling of random walks will provide the
bounds on these quantities. Now we state the two lemmas. Their proofs are postponed to the end of this
section. The first lemma computes explicitly the mean function ρN .
Lemma 3.1. The mean ρN (x) is given by
ρN (x) = aNx+ bN , for all x ∈ IN , (16)
where
aN =
c(β − α)
2Nθ + c(N−2) and bN = α+ aN
(
Nθ
c
− 1
)
. (17)
In particular,
lim
N→∞
(
max
x∈IN
∣∣ρN (x)− ρ( xN )∣∣) = 0. (18)
The second lemma gives the asymptotic behavior of the two point correlation function.
Lemma 3.2. The two point correlation function ϕN (x, y) satisfies
max
0<x<y<N
∣∣ϕN (x, y)∣∣ ≤ C
Nθ +N
, (19)
for some positive constant C > 0.
Now we show how to combine these lemmas to prove Theorem 2.2.
Proof of Theorem 2.2. Begin by Markov’s inequality and triangular inequality to obtain
µN
[
η :
∣∣∣ 1N N−1∑
x=1
H( xN ) η(x)−
∫
[0,1]
H(u) ρ(u)du
∣∣∣ > δ]
≤ δ−1 EµN
[∣∣∣ 1
N
N−1∑
x=1
H( xN )
(
η(x)− ρN (x)) ∣∣∣]
+ δ−1
∣∣∣ 1
N
N−1∑
x=1
H( xN )ρ
N (x)−
∫ 1
0
H(u)ρ(u) du
∣∣∣.
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Equation (18) implies that the second term above converges to zero as N → ∞ (a way to prove this is to
approximate the integral by a Riemann sum). For the first term, use Cauchy-Schwarz inequality and the
fact that |η(x)− ρN (x)| ≤ 1 to bound
EµN
[∣∣∣ 1
N
N−1∑
x=1
H( xN )
(
η(x)− ρN (x)) ∣∣∣] ≤ EµN
( 1
N
N−1∑
x=1
H( xN )
(
η(x)− ρN (x)))2
1/2
≤ ‖H‖∞
(
1
N
+ 2 max
1≤x<y≤N−1
|ϕN (x, y)|
)1/2
,
which converges to zero by Lemma 3.2. 
It remains to prove Lemmas 3.1 and 3.2. We begin by the proof of Lemma 3.1.
Proof of Lemma 3.1. Fix x ∈ IN and let fx : ΩN → R given by fx(η) = η(x). Applying the infinitesimal
generator on the function fx we get
LNfx(η) =

[
η(x+ 1)− η(x)]+ [η(x− 1)− η(x)], if x ∈ {2, . . . , N−2},[
η(2)− η(1)]+ cN−θ[α− η(1)], if x = 1,
cN−θ
[
β − η(N−1)]+ [η(N−2)− η(N−1)], if x = N−1.
Since µN is an invariant measure, EµN [LNfx] = 0. Combining this fact with the system of equations above
it is easy to conclude that ρN (x) satisfy the following recurrence relations:
0 = [ρN (x+ 1)− ρN (x)] + [ρN (x− 1)− ρN (x)], if x ∈ {2, . . . , N−2},
0 = [ρN (2)− ρN (1)] + cN−θ[α− ρN (1)],
0 = cN−θ[β − ρN (N−1)] + [ρN (N−2)− ρN (N−1)].
The first equation above implies that ρN is a linear function. A direct verification shows that (16) and (17)
solve the recurrence, concluding the proof. 
We now turn to the proof of Lemma 3.2. The strategy of the proof is the same as in the last lemma. The
difficulty is that the system of equations we obtain for the functions ϕN is not easily solved. A comparison
with continuous time random walks allows us to get the desired bounds.
Proof of Lemma 3.2. Let 1 ≤ x < y ≤ N−1 and fxy : ΩN → R defined by
fxy(η) := [η(x)− ρN (x)][η(y)− ρN (y)].
Compute the generator LN applied on the function fxy:
LN,0fxy(η) = [η(x− 1)− ρN (x)][η(y)− ρN (y)]1{x > 1}
+ [η(x+ 1)− ρN (x)][η(y)− ρN (y)]1{y 6= x+ 1}
+ [η(x)− ρN (x)][η(y − 1)− ρN (y)]1{y 6= x+ 1}
+ [η(x+ 1)− ρN (x)][η(x)− ρN (x+ 1)]1{y = x+ 1}
+ [η(x)− ρN (x)][η(y + 1)− ρN (y)]1{y < N−1}
− [η(x)− ρN (x)][η(y)− ρN (y)][2 + 1{x > 1}+ 1{y < N−1}],
(20)
LαN,bfxy(η) =cN
−θ[α(1− η(1)) + (1− α)η(1)] · [1− 2η(1)] · [η(y)− ρN (y)]1{x = 1} and
LβN,bfxy(η) =cN
−θ[β(1− η(N−1)) + (1− β)η(N−1)] · [1− 2η(N−1)][η(x)− ρN (x)]1{y = N−1}.
(21)
Since the measure µN is invariant, we have EµN [LNfxy] = 0. Combining this formula with equations (20)
and (21), we get a linear system of equations relating the covariances ϕN (x, y). This linear system can be
written in matrix form as AϕN (x, y) = b(x, y) for adequate choices of the matrix A and the vector b. The
matrix A can be identified as the generator of a random walk, constructed in the following.
Consider the triangle
V := {(x, y) ∈ Z2 : 0 ≤ x < y ≤ N},
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and its boundary
∂V := {(x, y) ∈ V : x = 0 or y = N}.
For u, v ∈ V , define the conductances
cθ(u, v) =

1 if |u− v| = 1, u /∈ ∂V, v /∈ ∂V,
cN−θ if |u− v| = 1, u /∈ ∂V, v ∈ ∂V,
0 otherwise.
In the Figure 2 we have some copies of V , in each one the dashed edges corresponding to the ones where the
conductances are equal to N−θ. For f : V → R, define
AθNf(u) =
∑
v∈V
cθ(u, v)[f(v)− f(u)]. (22)
Notice that ϕN is defined in V \ ∂V . If this function is extended to V by declaring it to vanish in ∂V ,
then
AθNϕ
N (x, y) = a2N1{y = x+ 1}, (23)
with aN given by (17). In the case θ = 0, it is known that equation (23) has an unique solution given by
ϕN (x, y) = − a
2
N
N−1x(N − y), (24)
and (19) easily follows. Then, it remains to estimate the covariances when θ > 0. The strategy is to use the
representation (23) and prove that to get an estimate for ϕN (x, y), one needs to obtain estimates on some
occupation times of the random walk with generator AθN , denoted by X
θ. We will define a coupling between
Xθ and X0, compare the occupation times for these chains and use equation (24) to conclude.
Let {Xθu(s), s ≥ 0} be the random walk with infinitesimal generator AθN starting from u = (x, y) ∈ V .
Notice that X0u is a simple symmetric random walk on V , absorbed in ∂V . Denote the diagonal of V by
D := {(x, x+ 1) ∈ V }. Then
ϕN (Xθu(t))− ϕN (x, y)− a2N
∫ t
0
1{Xθu(s) ∈ D} ds
is a martingale with respect to the natural filtration Ft := σ{Xθu(s) : 0 ≤ s ≤ t}. Taking expectations in the
expression above, we get
ϕN (x, y) = Eu[ϕN (Xθu(t))]− a2N · Eu
[∫ t
0
1{Xθu(s) ∈ D} ds
]
.
Since the random walk will almost surely be absorbed at ∂V , where ϕN vanishes, taking the limit t→∞ in
the equation above we obtain
ϕN (x, y) = −a2N · T θu , (25)
where T θu := E
[∫∞
0
1{Xθu(s) ∈ D} ds
]
and u = (x, y) ∈ V . Thus, we need to estimate T θu , the total time
spent by the random walk {Xθu(s); s ≥ 0} on the diagonal D. For θ = 0, using equations (24) and (25), we
have
T 0u =
x(N − y)
N−1 . (26)
We will compare T 0u and T
θ
u using a coupling.
Let us give an informal description of the coupling. We will construct a new process taking values in
V ×N such that its projection in V has the same law of the process Xθu. Write u1 = u ∈ V . The construction
starts with a realization of X0u1 in V × {1}. When the walker tries to jump to the absorbing set ∂V , flip
an independent coin with probability cN−θ of heads. If it comes up heads, the walker jumps to ∂V and
is absorbed. Otherwise, if the process is at the point (u2, 1), the walker jumps to (u2, 2) and starts as an
independent copy of X0u2 in V × {2}. When it tries to jump to ∂V again, flip another independent coin and
repeat the procedure until the random walk gets absorbed, see Figure 2.
Now, let us construct the coupling rigorously and use it to obtain bounds on T θu . Define a new Markov
process {Z(s), s ≥ 0} with state space V ×N starting at the point (u1, 1) ∈ V ×N. Let {Yn}n∈N be a sequence
of independent and identically distributed Bernoulli(N−θ) random variables and Y = inf{k : Yk = 1}. Set,
8
Figure 2: Coupling between two random walks, one absorbed at rate 1 and the other at rate N−θ
inductively τn = inf{s : (X0un(s), n) ∈ ∂V × {n}}, with un defined by (un, n − 1) = (X0un−1(τ−n−1), n − 1),
and ξn =
∑n
k=1 τk.
Define Z(s) as
Z(s) =

(X0u1(s), 1), if s < τ1,(
X0un(s− ξn−1), n
)
, if ξn−1 ≤ s < ξn, 2 ≤ n ≤ Y,
(X0u
Y
(τ
Y
), Y ), if s ≥ ξ
Y
.
There are some important points to note about the random walk {Z(s), s ≥ 0}. First, observe that the
projection on the first coordinate has the law of Xθ. Besides, the time Z(s) spends in the diagonal in the
level n, D × {n}, is the same as the time spent in the diagonal by the random walk X0un and these times
have expectation bounded by CN (for some universal constant C) regardless of the initial point, as observed
in (26). Another corollary of (26) is that if we begin the process X0un in a point un where ∂V can be hit in
only one jump, we can bound T 0un by some constant C. This is the case when n ≥ 2. Moreover, it is clear
that the distribution of Y is Geometric(N−θ).
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For n ≥ 1, define the random variables
D(n) :=
∫ ∞
0
1{Z(s) ∈ D × {n}} ds.
Using (26), we can bound E[D(n)] by a positive constant C, if n ≥ 2 and by CN if n = 1, where C does not
depend on the starting point u1. This implies that
T θu = E[D(1) + · · ·+D(Y )] =
∑
n≥1
E[(D(1) + · · ·+D(n))1{Y = n}]
≤
∑
n≥1
CNP(Y = n) +
∑
n≥1
C(n−1)P(Y = n)
≤ C(N +Nθ).
Equation (25) implies that |ϕN (x, y)| ≤ C(N +Nθ)a2N . Equation (17) concludes the proof.

4. Tightness
In this section we prove the following proposition:
Proposition 4.1. The sequence of probabilities {QN}N∈N is tight in the Skorohod topology of DM[0, T ].
The proof is divided into 2 cases: θ ≥ 1 and θ ∈ [0, 1). We begin with θ ≥ 1.
Tightness for θ ≥ 1. In order to prove the assertion, it is enough to prove that, for all ε > 0 and for all H
in a dense subset of C[0, 1],
lim
δ→0
lim sup
N→∞
PµN
[
sup
|t−s|≤δ
|〈piNt , H〉 − 〈piNs , H〉| > ε
]
= 0. (27)
We take H ∈ C2[0, 1]. By Dynkin’s formula we know that
MNt (H) := 〈piNt , H〉 − 〈piN0 , H〉 −
∫ t
0
N2LN 〈piNs , H〉 ds (28)
is a martingale with respect to the natural filtration Ft := σ(ηs : s ≤ t). By the previous expression, (27)
holds if we prove that
lim
δ→0
lim sup
N→∞
EµN
[
sup
|t−s|≤δ
∣∣MNt (H)−MNs (H)∣∣
]
= 0 , (29)
and
lim
δ→0
lim sup
N→∞
EµN
[
sup
|t−s|≤δ
∣∣∣ ∫ t
s
N2LN 〈piNr , H〉 dr
∣∣∣] = 0 . (30)
In order to verify (29), we will use the quadratic variation of MNt (H), which we denote by 〈MNt (H)〉. By
Doob’s inequality and the fact that {MNt (H)2 − 〈MNt (H)〉}t≥0 is a mean zero martingale, we have
EµN
[
sup
|t−s|≤δ
∣∣MNt (H)−MNs (H)∣∣
]
≤ 4EµN
[〈MNT (H)〉]1/2 .
We now prove that the quadratic variation 〈MNt (H)〉 converges to zero uniformly in t ∈ [0, T ], when N →∞.
We consider separately the contributions due to LN,0 and to
LN,b := L
α
N,b + L
β
N,b.
First, we compute
N2
[
LN,0〈piNs , H〉2−2〈piNs , H〉LN,0〈piNs , H〉
]
=
1
N2
N−2∑
x=1
(ηs(x)− ηs(x+ 1))2
(
N
[
H(x+1N )−H( xN )
])2
.
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By the mean value theorem, the term in parentheses is bounded by ‖(H ′)2‖∞. Combining this bound with
(ηs(x)− ηs(x+ 1))2 ≤ 1, we can prove that
lim
N→∞
∫ t
0
N2[LN,0〈piNs , H〉2 − 2〈piNs , H〉LN,0〈piNs , H〉] ds = 0,
uniformly in t ∈ [0, T ]. The next step consists in verifying that
lim
N→∞
∫ t
0
N2[LN,b〈piNs , H〉2 − 2〈piNs , H〉LN,b〈piNs , H〉] ds = 0, (31)
uniformly in t ∈ [0, T ]. We compute
N2[LN,b〈piNs , H〉2 − 2〈piNs , H〉LN,b〈piNs , H〉] = cN−θ
[
rα(η)H(
1
N )
2 + rβ(η)H(
N−1
N )
2
]
,
with rα and rβ given by (5) and (6). The absolute value of the last expression is bounded by 2c‖H2‖∞N−θ,
and therefore we have (31). This concludes the verification of (29).
In order to verify (30), we claim that we can find a constant C := C(H) > 0 such that
|N2LN 〈piNr , H〉| ≤ C (32)
and (30) easily follows. To prove (32), we begin by handling
N2LN,0〈piNs , H〉 = 1N
N−2∑
x=2
ηs(x)∆NH
(
x
N
)− ηs(N−1)∇−NH(N−1N ) + ηs(1)∇+NH( 1N ), (33)
where
∆NH(u) := N
2
[
H
(
u+ 1N
)
+H
(
u− 1N
)− 2H(u)] ,
∇+NH( 1N ) := N
(
H
(
2
N
)−H( 1N ))
and
∇−NH(N−1N ) := −N
(
H
(
N−2
N
)−H(N−1N )) .
The mean value theorem implies that (33) is bounded by 2‖H ′′‖∞+ 2‖H ′‖∞. To finish the proof of (32),
we need only to verify that N2LN,b〈piNs , H〉 is bounded by 2c‖H‖∞. This is a consequence of
N2LN,b〈piNs , H〉 = cN1−θ(α− ηs(1))H( 1N ) + cN1−θ(β − ηs(N−1))H(N−1N ). (34)

Tightness for θ ∈ [0, 1). If we try to apply the same strategy used for θ ≥ 1, we will run into trouble when
trying to control the modulus of continuity of
∫ t
0
N2LN,b〈piNs , H〉 ds, because the expression in (34) can
explode with N . However, that expression vanishes if the test function H has compact support in (0, 1).
Therefore, we can reuse the computations for θ ≥ 1 to show that (27) is true when H ∈ C2c (0, 1). To extend
the validity of (27) to H ∈ C[0, 1] we can use the estimate
|〈piNt , H〉 − 〈piNs , H〉| ≤
1
N
N−1∑
x=1
|H( xN )|,
and approximate H in L1[0, 1] (with the Lebesgue measure) by functions in C2c (0, 1).

Remark. Markov’s inequality and the fact that limN→∞ EµN
[
sup0≤t≤T |MNt (H)|2
]1/2
= 0 imply that
lim
N→∞
PµN
[
sup
0≤t≤T
|MNt (H)| > δ
]
= 0, for all δ > 0. (35)
11
5. Replacement Lemma and Sobolev Space
In this section we establish the Replacement Lemma (see Lemma 5.4 for the regime θ ∈ [0, 1) and Lemma
5.8 for θ ≥ 1) and prove that the limiting densities of the empirical measure are in the Sobolev Space
L2(0, T ;H1) (Proposition 5.10). Without loss of generality, we suppose that α ≤ β. Here we need to use
that 0 < α and β < 1. Let νNγ(·) be the Bernoulli product measure on ΩN with marginals given by
νNγ(·){η(x) = 1} = γ( xN ).
Denote by HN (µN |νNγ(·)) the relative entropy of a probability measure µN on ΩN with respect to the proba-
bility measure νNγ(·). For the definition and properties of the relative entropy, we refer the reader to Appendix
1 in [12]. We can obtain a standard bound for HN (µN |νNγ(·)), which says that there exists a finite constant
K0 := K0(α, β), such that
HN (µN |νNγ(·)) ≤ K0N, (36)
for any probability measure µN on ΩN .
5.1. Dirichlet form. The Dirichlet form 〈LNg, g〉µ does not always have a closed form. In this subsection
we compare the Dirichlet form with the closed forms defined as
DN,0(g, µ) :=
1
2
N−2∑
x=1
∑
η∈ΩN
(
g(ηx,x+1)− g(η)
)2
µ(η),
DαN,b(g, µ) :=
1
2
∑
η∈ΩN
cN−θrα(η)
(
g(η1)− g(η)
)2
µ(η),
and
DβN,b(g, µ) :=
1
2
∑
η∈ΩN
cN−θrβ(η)
(
g(ηN−1)− g(η)
)2
µ(η),
where µ is any measure on ΩN and g : ΩN → R is any function.
Lemma 5.1. Let γ : [0, 1]→ (0, 1) be a function. Let f : ΩN → R+ be a density with respect to the measure
νNγ(·). Then
i) If γ is a constant function, then〈
LN,0
√
f,
√
f
〉
νN
γ(·)
= −DN,0(
√
f, νNγ(·));
ii) if γ is smooth, then there exists a constant C0 > 0 (which depends on γ) such that〈
LN,0
√
f,
√
f
〉
νN
γ(·)
= −1
2
DN,0(
√
f, νNγ(·)) + EN (γ),
with |EN (γ)| ≤ C0N .
Proof. Writing 〈LN,0
√
f,
√
f〉νN
γ(·)
= 12 〈LN,0
√
f,
√
f〉νN
γ(·)
+ 12 〈LN,0
√
f,
√
f〉νN
γ(·)
, making the change of vari-
ables η 7→ ηx,x+1 in the second term, adding and subtracting the term
1
2
N−2∑
x=1
∑
η∈ΩN
(√
f(ηx,x+1)−
√
f(η)
)√
f(ηx,x+1) νNγ(·)(η)
and using the definition of DN,0, then 〈LN,0
√
f,
√
f〉νN
γ(·)
can be rewritten as −DN,0(
√
f, νNγ(·))+gN (γ), where
gN (γ) =
1
2
N−2∑
x=1
∑
η∈ΩN
(√
f(ηx,x+1)−
√
f(η)
)√
f(ηx,x+1)
(
1−
νNγ(·)(η
x,x+1)
νNγ(·)(η)
)
νNγ(·)(η). (37)
To handle gN (γ), we start observing that∣∣∣1− νNγ(·)(ηx,x+1)
νNγ(·)(η)
∣∣∣ ≤ c˜γ ∣∣∣γ(x+ 1
N
)− γ( x
N
)
∣∣∣,
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where c˜γ > 0 depends on γ. Thus, if γ is constant, then gN (γ) = 0. But, if γ is smooth, we need to analyze
gN (γ). Applying the Young’s inequality:
ab ≤ B2 a2 + 12B b2, (38)
in (37), with B = 1, a = |√f(ηx,x+1) − √f(η)| and b = √f(ηx,x+1) ∣∣1 − νNγ(·)(ηx,x+1)/νNγ(·)(η)∣∣, we get
|gN (γ)| ≤ 12DN,0(
√
f, νNγ(·)) + EN (γ), where
EN (γ) = 1
2
N−2∑
x=1
∑
η∈ΩN
f(η)
∣∣∣1− νNγ(·)(η)
νNγ(·)(η
x,x+1)
∣∣∣2 νNγ(·)(ηx,x+1)
νNγ(·)(η)
νNγ(·)(η).
In the preceding line we performed the change of variables η 7→ ηx,x+1. To finish the proof we need to bound
EN (γ) by C0/N . In order to do this, we use∣∣∣1− νNγ(·)(ηx,x+1)
νNγ(·)(η)
∣∣∣ ≤ c˜γ ‖γ′‖∞ 1
N
, (39)
|νNγ(·)(ηx,x+1)/νNγ(·)(η)| ≤ Cγ and that f is a density with respect to νNγ(·).

Lemma 5.2. Let γ : [0, 1]→ (0, 1) be a function. For any function g ∈ L2(νNγ(·)), we have
〈LαN,b g, g〉νN
γ(·)
= −DαN,b(g, νNγ(·)) + EαN (γ, g),
with |EαN (γ, g)| ≤ cC(γ) |γ( 1N )−α|N−θ ‖g‖2νN
γ(·)
. A similar equality holds for LβN,b, just replacing |γ( 1N )−α|
by |γ(N−1N )− β|.
Proof. Define the sets Ai = {η ∈ Ωn; η(1) = i}, for i = 0, 1, and write 〈LαN,b g, g〉νNγ(·) as∑
η∈A0
c
α
Nθ
[
g(η1)g(η)− 12g(η)2
]
νNγ(·)(η) +
∑
η∈A1
c
α
Nθ
[
− 12g(η1)2
]1− γ( 1N )
γ( 1N )
νNγ(·)(η)
+
∑
η∈A1
c
(1− α)
Nθ
[
g(η1)g(η)− 12g(η)2
]
νNγ(·)(η) +
∑
η∈A0
c
(1− α)
Nθ
[
− 12g(η1)2
] γ( 1N )
1− γ( 1N )
νNγ(·)(η).
If γ( 1N ) = α, then 〈LαN,b g, g〉νNγ(·) = −D
α
N,b(g, ν
N
γ(·)). For a general γ, we have that 〈LαN,b g, g〉νNγ(·) is equal to
−DαN,b(g, νNγ(·)) plus ∑
η∈A1
c
α
Nθ
[
− 12g(η1)2
][1− γ( 1N )
γ( 1N )
− 1− α
α
]
νNγ(·)(η)
+
∑
η∈A0
c
(1− α)
Nθ
[
− 12g(η1)2
][ γ( 1N )
1− γ( 1N )
− α
1− α
]
νNγ(·)(η).
The expression above is bounded by
c |γ( 1N )− α|
C(γ)
Nθ
∑
η∈ΩN
g(η)2 νNγ(·)(η).
Above we have g(η) instead of g(η1), because we performed a change of variables and estimate the error, as
we did in Lemma 5.1.

Corolary 5.3. Let νNβ the Bernoulli product measure in ΩN with constant parameter β ∈ (0, 1). Then, there
exists a positive constant C0 = C(α, β, c) such that〈
LαN,b
√
f,
√
f
〉
νNβ
= −DαN,b(
√
f, νNβ ) +Oα,β,c(
1
Nθ
),
for all f density with respect to νNβ .
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Proof. Follows from Lemma 5.2, taking the function γ constant equal to β. 
5.2. Replacement Lemma for θ ∈ [0, 1). Let γ : [0, 1]→ [0, 1] be a smooth function such that α ≤ γ(u) ≤
β, for all u ∈ [0, 1], and assume that there exists a neighborhood of 0 where the function γ is equal to α and
a neighborhood of 1, where the function γ is equal to β.
Lemma 5.4 (Replacement Lemma). Suppose θ ∈ [0, 1). For all function G ∈ C([0, T ]), t ∈ [0, T ] and
x ∈ {1, N − 1}, we have
lim
N→∞
EµN
[ ∣∣∣ ∫ t
0
Gs {ηs(x)− ζx} ds
∣∣∣ ] = 0,
where ζ1 = α and ζN−1 = β.
In the proof of this lemma we use the following estimates:
Lemma 5.5. Let f a density function with respect to νNγ(·). For any B > 0, there are non-negative constants
C0 = C(γ), C1 = C1(α), C2 = C2(α), C3 = C3(β), C4 = C4(β) such that∣∣∣ ∫ (η(1)− α) f(η) dνNγ(·)(η)∣∣∣ ≤ BC1 − C2B Nθ 〈LN√f, √f 〉νNγ(·) + C0C2B Nθ−1
and ∣∣∣ ∫ (η(N − 1)− β) f(η) dνNγ(·)(η)∣∣∣ ≤ BC3 − C4B Nθ 〈LN√f, √f 〉νNγ(·) + C0C4B Nθ−1.
The proof of these estimates we postponed to the end of this subsection. Now, we present the proof of
the Replacement Lemma (Lemma 5.4).
Proof of Lemma 5.4. We will only prove the assertion for x = 1, the other one is similar. From Jensen’s
inequality and the definition of entropy, for any A ∈ R (which will be chosen large), the expectation considered
in the statement of the lemma is bounded from above by
HN (µN |νNγ(·))
AN
+
1
AN
logEνN
γ(·)
[
exp
{
AN
∣∣∣ ∫ t
0
Gs {ηs(1)− α} ds
∣∣∣}]. (40)
By (36), the first term above is bounded by K0/A, so we only need to show that the second term vanishes
as N →∞. Since e|x| ≤ ex + e−x and
lim
N
1
N log(aN + bN ) = max
{
lim
N
1
N log aN , limN
1
N log bN
}
, (41)
for all sequences {aN} and {bN} of positive numbers, we can study the second term in (40) without the
absolute value inside the exponential. Using Feynman-Kac’s Lemma (see Lemma A.1), we reduce the problem
to that of estimating
T sup
f density
{
‖G‖∞
∣∣∣ ∫ (η1 − α) f(η) dνNγ(·)(η)∣∣∣+ NA 〈LN√f,√f 〉νNγ(·)
}
.
Using Lemma 5.5, we can bound the last expression by
T sup
f density
{
‖G‖∞
(
BC1 − 2C2
B
Nθ
〈
LN
√
f,
√
f
〉
νN
γ(·)
+
2C0C2
B
Nθ−1
)
+
N
A
〈
LN
√
f,
√
f
〉
νN
γ(·)
}
.
Taking B = 2C2‖G‖∞ANθ−1, the last expression becomes
TC0
A
+ 2TC1C2‖G‖2∞
A
N1−θ
.
The statement follows if we choose A = N
(1 − θ)/2. 
The inequalities in Lemma 5.5 are similar, then we will focus only in the first one, which deals with the
left-hand side of the boundary.
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Lemma 5.6. There exist a constant C1 = C1(α) > 0 such that, for all density functions f with respect to
νNγ(·) and for all B > 0, we have∣∣∣ ∫ (η(1)− α) f(η) dνNγ(·)(η)∣∣∣ ≤ BC1 + 12BVar(√f1),
where f1 is the expectation of the function f conditioned to the occupation in the site 1:
f1(η(1)) := EνN
γ(·)
[f |η(1)] =
∑
η¯
f(η(1), η¯) νNγ(·)(η¯).
In the expression above: η = (η(1), η¯) ∈ {0, 1} × {0, 1}{2,...,N−1} and the measure νNγ(·)(η) = ν1α(η(1))νNγ(·)(η¯).
To obtain the Lemma 5.5 from the last lemma, we need to relate Var(
√
f1) with the Dirichlet form. To
deal with this question, we will use the next lemma together with Lemmas 5.1 and 5.2.
Lemma 5.7. Let f be a density with respect to the measure νNγ(·). Then there exists a constant C2 = C2(α) >
0 such that
Var(
√
f1) ≤ C2NθDαN,b(
√
f, νNγ(·)).
Finally, we are in position to prove Lemma 5.5.
Proof of Lemma 5.5. From Lemmas 5.6 and 5.7, we have∣∣∣ ∫ (η(1)− α) f(η) dνNγ(·)(η)∣∣∣ ≤ BC1 + 12BC2NθDαN,b(√f, νNγ(·)) ≤ BC1 + 12BC2NθDN (√f, νNγ(·)),
where DN := D
α
N,b +D
β
N,b +DN,0. The last inequality is true because D
β
N,b(
√
f, νNγ(·)) and DN,0(
√
f, νNγ(·))
are non-negative. By the choice of γ and Lemmas 5.1 and 5.2, we have that DN (
√
f, νNγ(·)) is equal to
−〈LαN,b
√
f,
√
f〉νN
γ(·)
− 〈LβN,b
√
f,
√
f〉νN
γ(·)
− 2〈LN,0
√
f,
√
f〉νN
γ(·)
− EN (γ). Then∣∣∣ ∫ (η(1)− α) f(η) dνNγ(·)(η)∣∣∣ ≤ BC1 − 22BC2Nθ 〈LN√f, √f 〉νNγ(·) + 22BC2Nθ C0N ,
because |EN (γ)| ≤ C0N and −〈LαN,b
√
f,
√
f〉νN
γ(·)
− 〈LβN,b
√
f,
√
f〉νN
γ(·)
≤ 0.

To the end of this subsection we will present the proofs of the Lemmas 5.6 and 5.7.
Proof of Lemma 5.6. We will prove the inequality for η(1)−α without absolute value, because we can obtain
the same bound for α− η(1). From definition of f1 in the statement of Lemma 5.6, we have∫
{η(1)− α}f(η)dνNγ(·)(η) =
∑
η(1)
{η(1)− α}
∑
η¯
f(η(1), η¯) νNγ(·)(η¯) ν
1
α(η(1))
=
∑
η(1)
{η(1)− α}f1(η(1))ν1α(η(1)).
Since the function {η(1)− α} has zero mean, the last expression becomes∑
η(1)
{η(1)− α}{f1(η(1))− Eν1α [√f1]2}ν1α(η(1)).
Let B > 0. Using the Young’s inequality (38), with a = {η(1) − α}{√f1(η(1)) + Eν1α [√f1]} and b =√
f1(η(1))− Eν1α [
√
f1], the sum above is bounded from above by
B
2
∑
η(1)
{η(1)− α}2{√f1(η(1)) + Eν1α [√f1]}2ν1α(η(1)) + 12BVar(√f1).
Now, as f is a density with respect to νNγ(·), we have
1
2
∑
η(1)
{η(1)− α}2{
√
f1(η(1)) + Eν1α [
√
f1]
}2
ν1α(η(1)) ≤ C1(α),
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which finishes the proof. 
Proof of Lemma 5.7. In order to prove the inequality in the statement of this lemma, we compute the
variance for
√
f1:
Var(
√
f1) =
∑
η(1)
(√
f1(η(1))− Eν1α [
√
f1]
)2
ν1α(η(1))
= (1− α)2α
(√
f1(1)−
√
f1(0)
)2
+ (1− α)α2
(√
f1(0)−
√
f1(1)
)2
≤ c(α)Nθ
∑
η(1)
c
[
α
Nθ
(1− η(1)) + 1−α
Nθ
η(1)
](√
f1(1− η(1))−
√
f1(η(1))
)2
ν1α(η(1)).
(42)
Keep in mind the definition of f1 and observe that(√
f1(1− η(1))−
√
f1(η(1))
)2
=
((∑
η¯
f(1− η(1), η¯) νNγ(·)(η¯)
)1/2
−
(∑
η¯
f(η(1), η¯) νNγ(·)(η¯)
)1/2)2
≤
∑
η¯
((
f(1− η(1), η¯)
)1/2
−
(
f(η(1), η¯)
)1/2)2
νNγ(·)(η¯).
(43)
The last inequality follows from ∣∣∣ ‖g1‖L2(µ) − ‖g2‖L2(µ)∣∣∣ ≤ ‖g1 − g2‖L2(µ),
choosing the suitable functions g1 and g2 and measure µ. Thus, using the inequality (43) in the expression
(42), we bound Var(
√
f1) by
c(α)Nθ
∑
η
c
[
α
Nθ
(1− η(1)) + 1−α
Nθ
η(1)
](√
f(η1)−
√
f(η)
)2
νNγ(·)(η).
Then, the statement of this lemma follows from last expression combined with the expression forDαN,b(
√
f, νNγ(·))
and for rα(η). 
5.3. Replacement Lemma for θ ∈ [1,∞). For the following we define the empirical density at the bound-
ary {1, N−1} as
ηεN (1) =
1
εN
bεNc∑
y=1
η(y) and ηεN (N−1) = 1
εN
N−1∑
y=N−1−bεNc
η(y).
The next lemma allows us to replace the random variables ηs(1) and ηs(N−1) by functions of the empirical
measure, namely ηεN (1) and ηεN (N−1).
Lemma 5.8 (Replacement Lemma). Suppose θ ≥ 1. For all function G ∈ C([0, T ]), t ∈ [0, T ] and x ∈
{1, N − 1}, we have
lim
ε↓0
lim
N→∞
EµN
[∣∣∣ ∫ t
0
G(s)[ηεNs (x)− ηs(x)] ds
∣∣∣] = 0.
Proof. We will work in the case x = 1, the other one is similar. As in Lemma 5.4, we use the definition of
relative entropy, Jensen’s inequality and Feynman-Kac’s Lemma, reducing the problem to that of estimating
1
AN
H(µN |νNβ ) +
∫ t
0
sup
f density
{
G(s)
∫
[ηεN (1)− η(1)] f(η) dνNβ (η) + NA 〈LN
√
f,
√
f〉νNβ
}
ds,
for all A > 0. From now on, this proof follows the same steps as the proof of Lemma 5.4, using Lemma 5.9
instead of Lemma 5.5. Choosing B = N/A an using the bound (36), the expression above is bounded by
K0
A
+
TCα,β
ANθ−1
+ 2T‖G‖2∞εA.
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Taking the limit when N → ∞ after when ε → 0, remains just K0A , as A is any non-negative number, the
proof is concluded. 
Lemma 5.9. For all B > 0 and ε > 0 and for all density function f with respect to νNβ , we have
G(s)
∫
[ηεN (1)− η(1)]f(η) dνNβ (η) ≤ −B〈LN
√
f,
√
f〉νNβ +B
Cα,β
Nθ
+
2εN‖G‖2∞
B
. (44)
Proof. This proof follows the ideas of [9], so we omit several details here. We can write ηεN (1) − η(1) as a
telescopic sum. Writing this sum as twice its half and making the change of variables η 7→ ηx,x+1, we can
write the integral in the left-hand side of (44) as
G(s)
2εN
bεNc∑
x=1
x−1∑
y=1
∫
[η(y + 1)− η(y)][f(η)− f(ηy,y+1)] dνNβ (η).
Writing f(η)− f(ηy,y+1) = [√f(η)−√f(ηy,y+1)][√f(η) +√f(ηy,y+1)], using Young’s inequality (38), for
all B > 0, and the fact that there is at most one particle per site, we can bound the last expression by
1
2εN
bεNc∑
x=1
x−1∑
y=1
B
∫
[
√
f(η)−
√
f(ηy,y+1)]2 dνNβ (η)
+
G(s)2
2εN
bεNc∑
x=1
x−1∑
y=1
1
B
∫
[
√
f(η) +
√
f(ηy,y+1)]2 dνNβ (η). (45)
Using that f is a density for νNβ , the second term above is bounded by
2εN‖G‖2∞
B . Letting the sum in y
run from 1 to N−2, the first term in (45) is bounded by BDN,0(
√
f, νNβ ). Item i) of Lemmas 5.1 and 5.2
and Corollary 5.3 imply DN,0(
√
f, νNβ ) = −〈LN,0
√
f,
√
f〉νNβ , 0 ≤ D
β
N,b(
√
f, νNβ ) = −〈LβN,b
√
f,
√
f〉νNβ and
0 ≤ DαN,b(
√
f, νNβ ) ≤ −〈LαN,b
√
f,
√
f〉νNβ +
Cα,β
Nθ
. Then,
DN,0(
√
f, νNβ ) ≤ −
〈
LN,0
√
f,
√
f
〉
νNβ
− 〈LβN,b√f, √f 〉νNβ − 〈LαN,b√f, √f 〉νNβ + Cα,βNθ .

5.4. Sobolev space. This subsection is devoted to prove that the boundary terms on the hydrodynamic
equation are well defined. To do this, we will prove that the hydrodynamic profile ρt belongs to a Sobolev
space, almost surely in t ∈ [0, T ]. Our proof follows [9] and [10].
Proposition 5.10. Let Q∗ be a limit point of {QN}. Then the measure Q∗ is concentrated on paths ρ(t, u)du
such that ρ ∈ L2(0;T ;H1(0, 1)).
The proof follows from the next lemma and the Riesz Representation Theorem, as in the papers [9] and
[10].
Lemma 5.11. For all θ ≥ 0, there is a positive constant κ > 0 such that
EQ∗
[
sup
H
{∫ T
0
∫ 1
0
∂uH(s, u) ρs(u) du ds − κ
∫ T
0
∫ 1
0
H(s, u)2 du ds
}]
≤ ∞,
where the supremum is carried over all functions H in C0,2c ([0, T ]× (0, 1)).
Proof. Consider a sequence {H`, ` ≥ 1} dense in C0,2c ([0, T ] × (0, 1)) with respect to the norm ‖H‖∞ +
‖∂uH‖∞. Thus, it is sufficient to prove that, for every k ≥ 1,
EQ∗
[
max
1≤i≤k
{∫ T
0
∫
[0,1]
∂uHi(s, u) ρs(u) du ds − κ
∫ T
0
∫
[0,1]
Hi(s, u)
2 du ds
}]
≤ C, (46)
for some constant C > 0, independent of k. Since the function
pi. 7→ max
1≤i≤k
{∫ T
0
∫
[0,1]
∂uHi(s, u) dpis(u) ds− κ〈〈Hi, Hi〉〉
}
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is continuous and bounded in the Skorohod topology and QN converges to Q∗, the expression in the left
hand side of (46) is equal to
lim
N→+∞
EµN
[
max
1≤i≤k
{∫ T
0
〈∂uHi(s, ·), piNs 〉 ds− κ〈〈Hi, Hi〉〉
}]
. (47)
By the relative entropy definition, Jensen’s inequality and exp
{
max1≤j≤k aj
}
≤ ∑1≤j≤k exp{aj}, the
expectation in (47) is bounded from above by
H(µN |νNγ(·))
N
+
1
N
log
∑
1≤i≤k
EνN
γ(·)
[
exp
{
N
∫ T
0
〈∂uHi(s, ·), piNs 〉 ds− κN〈〈Hi, Hi〉〉
}]
,
where the profile γ is the same used in Subsection 5.2. We can bound the first term in the sum above by
K0, recall (36). Using (41), it is enough to show, for a fixed function H, that
lim
N→+∞
1
N
logEνN
γ(·)
[
exp
{∫ T
0
N〈∂uH(s, ·), piNs 〉 ds− κN〈〈H,H〉〉
}]
≤ c˜,
for some constant c˜ > 0 independent of H. Then the result follows from the next lemma and the definition
of the empirical measure. 
Lemma 5.12. For all θ ≥ 0 and any function H ∈ C0,2c ([0, T ]× (0, 1)), there exists κ > 0 such that
lim
N→+∞
1
N
logEνN
γ(·)
[
exp
{∫ T
0
N−1∑
x=1
ηs(x)∂uH(s,
x
N ) ds− κN〈〈H,H〉〉
}]
< C0T,
where tthe profile γ is the same used in Subsection 5.2 and the constant C0 = C0(γ) > 0 comes from item ii
of Lemma 5.1.
Proof. We begin by observe that by the choice of γ (γ is constant equal to α and β in a neighborhood of 0 and
1, respectively), then using Lemma 5.2 the Dirichlet form at the boundary is non-positive. And, by Lemma
5.1 the Dirichlet form in the bulk,
〈
LN,0
√
f,
√
f
〉
νN
γ(·)
, is bounded by − 12DN,0(
√
f, νNγ(·))+C0/N . Now,
applying Feynman-Kac’s Lemma and using these observations, we get that the expression in the statement
of this lemma is bounded by∫ T
0
sup
f density
{
1
N
∫ N−1∑
x=1
∂uHs
(
x
N
)
η(x)f(η) dνNγ(·)(η)− κ〈〈H,H〉〉 −
N
2
DN,0(
√
f, νNγ(·))+C0
}
ds, (48)
here is used Hs
(
x
N
)
instead of H
(
s, xN
)
. Writing 1N ∂uHs(
x
N ) = H(
x+1
N )−H( xN ) +OH(N−2) and summing
by parts, we can write the integral as
N−2∑
x=1
∫
Hs
(
x
N
)
(η(x)− η(x+ 1))f(η) dνNγ(·) +OH( 1N ),
(the compact support of H takes care of the boundary term). As usual, we rewrite this sum as twice its half
and make the change of variables η 7→ ηx,x+1 (which is not invariant for νNγ(·)). Thus, the last sum is equal
to
1
2
N−2∑
x=1
∫
Hs
(
x
N
)
(η(x)− η(x+ 1))(f(η)− f(ηx,x+1)) dνNγ(·)(η)
− 1
2
N−2∑
x=1
∫
Hs
(
x
N
)
(η(x)− η(x+ 1))f(ηx,x+1)
(νNγ(·)(ηx,x+1)
νNγ(·)(η)
− 1
)
dνNγ(·)(η).
(49)
By Young’s inequality (38) and the fact that there is at most one particle per site, the first term in (49) is
bounded by
B
2
N−2∑
x=1
∫ (
Hs
(
x
N
))2
(
√
f(η) +
√
f(ηx,x+1))2 dνNγ(·)(η) +
1
2B
N−2∑
x=1
∫
(
√
f(η) −
√
f(ηx,x+1))2 dνNγ(·)(η),
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for any B > 0. Here, we have a small technical problem: f(ηx,x+1) is not necessarily a density with respect
to νNγ(·). However, one can use (39) to prove that
∫
f(ηx,x+1) dνNγ(·) ≤ 1 +C/N for some C > 0 independent
of N , so that
∫
(
√
f(η) +
√
f(ηx,x+1))2 dνNγ(·) is bounded uniformly in N . Here and from now on, C denotes
a positive number that may change from line to line but does not depend on N nor on s.
Choosing B = 1/2N , the first term of (49) is bounded by
C
N
N−2∑
x=1
(
Hs
(
x
N
))2
+
N
2
DN,0(
√
f, νNγ(·)). (50)
To handle the second term in (49), we use (39), Young’s inequality (38) and
∫
f(ηx,x+1) dνNγ(·) ≤ 1 + C/N ,
getting the bound
C
N
N−2∑
x=1
(
Hs
(
x
N
))2
+ C. (51)
Putting everything together, we bound (48) by∫ T
0
sup
f density
{
C
N
N−2∑
x=1
(
Hs
(
x
N
))2 − κ∫ 1
0
(Hs (u))
2
du+OH(
1
N ) + C
}
ds.
To finish the proof we just need to use that 1N
∑N−2
x=1
(
Hs
(
x
N
))2 → ∫ 1
0
(Hs (u))
2
du.

6. Characterization of the Limit Points
This section deals with the characterization of limit points in the three ranges of θ ≥ 0. We will focus in
the case θ = 1, since this is the critical one. The other ones have similar proofs. We will also present the
proof of the cases θ ∈ (0, 1] and θ ∈ (1,∞) pointing out the main differences between these cases and the
proof of the case θ = 1.
6.1. Characterization of the limit points for θ = 1. Now we look at the limit points of the sequence
{QN}N∈N. We would like to stress that by Proposition 5.10, if Q∗ is a limit point of {QN}N∈N, then the
support of Q∗ is contained in the set of trajectories pi ∈ DM[0, T ] such that pit is a Lebesgue absolutely
continuous measure with density ρt in H1(0, 1), for almost surely t ∈ [0, T ].
Proposition 6.1. If Q∗ is a limit point of {QN}N∈N, then it is true that
Q∗
[
pi. : 〈ρt, Ht〉 − 〈γ,H0〉 −
∫ t
0
〈ρs, (∂s + ∆)Hs〉 ds−
∫ t
0
{
ρs(0)∂uHs(0)− ρs(1)∂uHs(1)
}
ds
− c
∫ t
0
{
Hs(0)
(
α− ρs(0)
)
+Hs(1)
(
β − ρs(1)
)}
ds = 0, ∀t ∈ [0, T ], ∀H ∈ C1,2([0, T ]× [0, 1])
]
= 1. (52)
Proof. By density, all we need to verify is that, for δ > 0 and H ∈ C1,3([0, T ]× [0, 1]) fixed,
Q∗
[
pi. : sup
0≤t≤T
∣∣∣〈ρt, Ht〉 − 〈γ,H0〉 − ∫ t
0
〈ρs, (∂s + ∆)Hs〉 ds−
∫ t
0
ρs(0)[∂uHs(0)− cHs(0)] ds
+
∫ t
0
ρs(1)[∂uHs(1) + cHs(1)] ds− c
∫ t
0
[αHs(0) + βHs(1)] ds
∣∣∣ > δ] = 0.
We would like to work with the probabilities QN , using Portmanteau’s Theorem. Unfortunately the set
inside the above probability is not an open set in the Skorohod space. In order to avoid this problem, we
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add and subtract the averages 1εpis[0, ε] and
1
εpis[1− ε, 1] for a fixed ε > 0. Then we can bound from above
the previous probability by the sum of
Q∗
[
pi. : sup
0≤t≤T
∣∣∣〈pit, Ht〉 − 〈pi0, H0〉 − ∫ t
0
〈pis, (∂s + ∆)Hs〉 ds−
∫ t
0
1
ε
pis[0, ε][∂uHs(0)− cHs(0)] ds
+
∫ t
0
1
ε
pis[1− ε, 1][∂uHs(1) + cHs(1)] ds− c
∫ t
0
[αHs(0) + βHs(1)] ds
∣∣∣ > δ/4]
with the probability of three sets, each one of them decreasing as ε→ 0, to sets of null probability, because
1
εpis[0, ε] and
1
εpis[1− ε, 1] are suitable averages of ρ ∈ L2(0, T ;H1(0, 1)) around the boundary points 0 and 1
and Q∗ is a limit point of {QN}N∈N, each measure QN has as initial measure µN and {µN}N∈N is a sequence
associated to the initial profile γ : [0, 1] → R. Now, we claim that we can use Portmanteau’s Theorem in
order to conclude that the previous probability is bounded from above by
lim inf
N→∞
QN
[
pi. : sup
0≤t≤T
∣∣∣〈pit, Ht〉 − 〈pi0, H0〉 − ∫ t
0
〈pis, (∂s + ∆)Hs〉 ds
−
∫ t
0
1
ε
pis[0, ε][∂uHs(0)− cHs(0)] ds+
∫ t
0
1
ε
pis[1− ε, 1][∂uHs(1) + cHs(1)] ds
− c
∫ t
0
[αHs(0) + βHs(1)] ds
∣∣∣ > δ/16.].
Although the functions 1ε1[0,ε] and
1
ε1[1−ε,1] are not continuous, we can approximate them by continuous
functions (linear by parts, say). The exclusion rule ensures that we are allowed to replace the indicator
functions by their continuous approximations in the preceding probability. We can then apply Proposition
A.3 of [9] and Portmanteau’s Theorem. After this, we can change back to the indicator functions. 2
Summing and subtracting
∫ t
0
N2LN 〈piNs , Hs〉 in the expression above, we bound it by the sum of
lim sup
N→∞
QN
[
sup
0≤t≤T
|MNt (H)| > δ/32
]
(53)
and
lim sup
N→∞
PµN
[
η. : sup
0≤t≤T
∣∣∣ ∫ t
0
N2LN 〈piNs , Hs〉 ds−
∫ t
0
〈piNs ,∆Hs〉 ds
−
∫ t
0
ηεNs (1)[∂uHs(0)− cHs(0)] ds+
∫ t
0
ηεNs (N−1)[∂uHs(1) + cHs(1)] ds
− c
∫ t
0
[αHs(0) + βHs(1)] ds
∣∣∣ > δ/32], (54)
where MNt (H) was defined in (28), pi
N
s is the empirical measure and η
εN
s (1) (η
εN
s (N−1)) is the mean of the
box in the right (left) of site x = 1 (x = N−1). The remark in Section 4 (see (35)) helps us to conclude that
(53) is zero. Recalling (33) and (34), the expression N2LN 〈pis, Hs〉 can be rewritten as
N2LN 〈pis, Hs〉 = 1
N
N−2∑
x=2
ηs(x)∆NHs
(
x
N
)
+ ηs(1)
[
∇+NHs( 1N )− cHs( 1N )
]
− ηs(N−1)
[
∇NH−s (N−1N )) + cHs(N−1N )
]
+ c
(
αHs(
1
N ) + βHs(
N−1
N )
)
.
2Changing back to the indicator functions is a minor technical step. We only do that to work with ηεNt instead of 〈piNt , ϕ〉,
where ϕ denotes the continuous approximation to the indicator function.
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Finally it is possible to bound the expression inside the probability in (54) by the sum of the following terms
sup
0≤t≤T
∣∣∣ ∫ t
0
{
1
N
N−2∑
x=2
ηs(x) ∆NHs
(
x
N
)− 1N N−1∑
x=1
ηs(x) ∆Hs
(
x
N
)}
ds
∣∣∣, (55)
sup
0≤t≤T
∣∣∣ ∫ t
0
[
ηεNs (1)− ηs(1)
] [
∂uHs(0)− cHs(0)
]
ds
∣∣∣,
sup
0≤t≤T
∣∣∣ ∫ t
0
ηs(1)
{[∇+NHs( 1N )− cHs( 1N )]− [∂uHs(0)− cHs(0))]} ds∣∣∣, (56)
sup
0≤t≤T
∣∣∣ ∫ t
0
[
ηεNs (N−1)− ηs(N−1)
] [
∂uHs(1)− cHs(1)
]
ds
∣∣∣,
sup
0≤t≤T
∣∣∣ ∫ t
0
ηs(N−1)
{[∇−NHs(N−1N )− cHs(N−1N )]− [∂uHs(1)− cHs(1))]} ds∣∣∣, (57)
and
sup
0≤t≤T
∣∣∣c∫ t
0
{
α
(
Hs(
1
N )−Hs(0)
)
+ β
(
Hs(
N−1
N )−Hs(1)
)}
ds
∣∣∣. (58)
As H ∈ C1,3([0, T ]× [0, 1]), then it is easy to see that (55), (56), (57) an (58) go to zero, uniformly in η. and
N . Thus, instead of (54), we may only look at the following limit, for x ∈ {1, N−1} and δ˜ > 0,
lim sup
N→∞
PµN
[
η. : sup
0≤t≤T
∣∣∣ ∫ t
0
[
ηεNs (x)− ηs(x)
] [
∂uHs(ux)− cHs(ux) ds
∣∣∣ > δ˜],
where u1 = 0 and uN−1 = 1. Applying Lemma 5.8 (Replacement Lemma) we conclude observing that, when
ε→ 0, the above limit goes to 0. This concludes the proof. 
6.2. Characterization of Limit Points for θ ∈ [0, 1). As in the last subsection, we will look at the limit
points of the sequence {QN}N∈N.
Proposition 6.2. If Q∗ is a limit point of {QN}N∈N, we have
Q∗
[
pi. : 〈ρt, Ht〉 − 〈γ,H0〉 −
∫ t
0
〈ρs, (∂s + ∆)Hs〉 ds+
∫ t
0
{
β∂uHs(1)− α∂uHs(0)
}
ds = 0,
∀t ∈ [0, T ], ∀H ∈ C1,20 ([0, T ]× [0, 1])
]
= 1.
Proof. By a density argument, it is enough to verify that, for δ > 0 and H ∈ C1,30 ([0, T ]× [0, 1]) fixed,
Q∗
[
pi. : sup
0≤t≤T
∣∣∣〈ρt, Ht〉 − 〈γ,H0〉 − ∫ t
0
〈ρs, (∂s + ∆)Hs〉 ds +
∫ t
0
{
β∂uHs(1) − α∂uHs(0)
}
ds
∣∣∣ > δ] = 0.
Since the set considered above is an open set, we can use the Portmanteau’s Theorem directly and bound
the last probability by
lim inf
N→∞
QN
[
pi. : sup
0≤t≤T
∣∣∣〈pit, Ht〉−〈pi0, H0〉−∫ t
0
〈pis, (∂s+∆)Hs〉ds+
∫ t
0
{
β∂uHs(1)−α∂uHs(0)
}
ds
∣∣∣ > δ].
Following the same steps of the last subsection, we need only to bound
lim sup
N→∞
PµN
[
η. : sup
0≤t≤T
∣∣∣ ∫ t
0
N2LN 〈piNs , Hs〉 ds−
∫ t
0
〈piNs ,∆Hs〉ds+
∫ t
0
{
β∂uHs(1)−α∂uHs(0)
}
ds
∣∣∣ > δ/2],
(59)
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where piNs is the empirical measure. As in the case θ = 1, it is possible to bound the expression inside the
probability above by the sum of the following terms
sup
0≤t≤T
∣∣∣ ∫ t
0
{
1
N
N−2∑
x=2
ηs(x) ∆NHs
(
x
N
)− 1N N−1∑
x=1
ηs(x) ∆Hs
(
x
N
)}
ds
∣∣∣,
sup
0≤t≤T
∣∣∣ ∫ t
0
ηs(1)
[∇+NHs( 1N )− ∂uHs(0)] ds∣∣∣,
sup
0≤t≤T
∣∣∣ ∫ t
0
∂uHs(0)
[
ηs(1)− α
]
ds
∣∣∣, (60)
sup
0≤t≤T
∣∣∣ ∫ t
0
ηs(N−1)
[∇−NHs(N−1N )− ∂uHs(1)] ds∣∣∣,
sup
0≤t≤T
∣∣∣ ∫ t
0
∂uHs(1)
[
ηs(N−1)− β
]
ds
∣∣∣, (61)
and
sup
0≤t≤T
∣∣∣ ∫ t
0
c
{
N1−θ
(
α− ηs(1)
)
Hs(
1
N ) +N
1−θ
(
β − ηs(N−1)
)
Hs(
N−1
N )
}
ds
∣∣∣.
Since H ∈ C1,30 ([0, T ] × [0, 1]), and keeping in mind that ηs(x) only takes values in {0, 1}, it is easy to see
that the terms above (except the terms (60) and (61)) go to zero, uniformly in η.. Then, instead of (59), we
may only look at the following, for all δ˜ > 0 and x ∈ {1, N − 1},
lim sup
N→∞
PµN
[
η. : sup
0≤t≤T
∣∣∣ ∫ t
0
∂uHs(ux)
[
ηs(x)− ζx
]
ds
∣∣∣ > δ˜],
where ζ1 = α, u1 = 0, ζN−1 = β and uN−1 = 1. Applying Lemma 5.4 (Replacement Lemma), we conclude
that the expressions above is equal to zero and it finishes this proof.

6.3. Characterization of Limit Points for θ ∈ (1,∞). As before we will look at the limit points of the
sequence {QN}N∈N.
Proposition 6.3. If Q∗ is a limit point of {QN}N∈N, it is true that
Q∗
[
pi. : 〈ρt, Ht〉 − 〈γ,H0〉 −
∫ t
0
〈ρs, (∂s + ∆)Hs〉ds+
∫ t
0
{
ρs(1)∂uHs(1)− ρs(0)∂uHs(0)
}
ds = 0,
∀t ∈ [0, T ], ∀H ∈ C1,20 ([0, T ]× [0, 1])
]
= 1.
Proof. Reasoning in the same way as above, it is enough to verify that, for δ > 0 and H ∈ C1,3([0, T ]× [0, 1])
fixed, we have
Q∗
[
pi. : sup
0≤t≤T
∣∣∣〈ρt, Ht〉−〈γ,H0〉−∫ t
0
〈ρs, (∂s+∆)Hs〉ds+
∫ t
0
{
ρs(1)∂uHs(1)−ρs(0)∂uHs(0)
}
ds
∣∣∣ > δ] = 0.
Here, we have boundary terms in ρ. To be able to use Portmanteau’s Theorem we need to do the same as in
Subsection 6.1, where we changed the boundary terms ρs(0) (ρs(1)) by η
N
s (1) (η
N
s (N−1)). Then, we sum
and subtract
∫ t
0
N2LN 〈piNs , Hs〉 and use the limit (35), it is enough to analyze
lim sup
N→∞
PµN
[
η. : sup
0≤t≤T
∣∣∣ ∫ t
0
N2LN 〈piNs , Hs〉 ds−
∫ t
0
〈piNs ,∆Hs〉ds
+
∫ t
0
{
ηNs (N−1)∂uHs(1)− ηNs (1)∂uHs(0)
}
ds
∣∣∣ > δ].
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Doing the same as in the other cases and using that H ∈ C1,3([0, T ]× [0, 1]) and θ ∈ (1,∞), we just have to
analyze the following limit, for all δ˜ > 0 and x ∈ {1, N−1},
lim sup
N→∞
PµN
[
η. : sup
0≤t≤T
∣∣∣ ∫ t
0
[
ηεNs (x)− ηs(x)
]
∂uHs(ux) ds
∣∣∣ > δ˜],
where u1 = 0 and uN−1 = 1. Applying Lemma 5.8 (Replacement Lemma) we conclude that, taking limit
when ε→ 0, the above limit goes to 0. This concludes the proof of this proposition. 
7. Uniqueness
The uniqueness of weak solutions of (8) is standard and we refer to [12] for a proof. For the equation (12),
a proof of uniqueness can be found in [9]. It remains to prove uniqueness of weak solutions of the parabolic
differential equation (10), and we will do that in the next subsection.
7.1. Uniqueness of weak solutions of (10). Now we head to our last statement: the weak solution of
(10) is unique. To prove this, it is enough to consider ρ0 ≡ 0, α = β = 0 and that our solution ρ satisfies
〈ρt, Ht〉 =
∫ t
0
〈ρs, (∂s + ∆)Hs〉ds
+
∫ t
0
{
ρs(0)∂uHs(0)− ρs(1)∂uHs(1)
}
ds− c
∫ t
0
{
Hs(0)ρs(0) +Hs(1)ρs(1)
}
ds,
(62)
for all H ∈ C1,2([0, T ]× [0, 1]).
We begin by considering the set H of functions H ∈ C1[0, 1] such that
(1) ∂uH is an absolutely continuous function;
(2) ∆H ∈ L2[0, 1];
(3) ∂uH(0) = cH(0);
(4) ∂uH(1) = −cH(1).
Observe that the operator ∆ : H → L2[0, 1] is injective in its domain. Given g ∈ L2[0, 1], we define
(−∆)−1g(u) :=
∫ 1
0
G(r, u)g(r)dr,
where
G(r, u) := (1 + cu)
(
1/c + 1− r
2 + c
)
− (u− r)1[0,u](r).
It is easy to see that the following properties hold for g, h ∈ L2[0, 1]:
(1) (−∆)−1g ∈ H;
(2) (−∆)(−∆)−1g = g;
(3) 〈(−∆)−1g, h〉 = 〈g, (−∆)−1h〉 and 〈(−∆)−1g, g〉 ≥ 0.
Proposition 7.1. Let ρ be a solution of (62). For any t ∈ [0, T ] we have
〈ρt, (−∆)−1ρt〉 = −2
∫ t
0
〈ρs, ρs〉 ds.
This proposition implies the uniqueness of weak solutions. And its proof is similar to the proof of Propo-
sition 3.4 in [10], if we use the next lemma in the place of Lemma 3.3 of [10].
Lemma 7.2. Let H ∈ H and ρ a weak solution of (62). We have
〈ρt, H〉 =
∫ t
0
〈ρs,∆H〉 ds.
Proof. Take {gn} ∈ C[0, 1] a sequence that converges in L2 to ∆H ∈ L2[0, 1]. Define the functions
Gn(u) = H(0) + u∂uH(0) +
∫ u
0
∫ v
0
gn(r) dr dv,
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and observe that
〈ρt, Gn〉 =
∫ t
0
〈ρs, gn〉 ds
+
∫ t
0
{
ρs(0)∂uH(0)− ρs(1)
(
∂uH(0) +
∫ 1
0
gn(r) dr
)}
ds
− c
∫ t
0
{
H(0)ρs(0) + ρs(1)
(
H(0) + ∂uH(0) +
∫ 1
0
∫ v
0
gn(r) dr dv
)}
ds.
(63)
Now, as gn → ∆H in L2, we have
∂uH(0) +
∫ 1
0
gn(r) dr → ∂uH(1),
and
H(0) + ∂uH(0) +
∫ 1
0
∫ v
0
gn(r) dr dv → H(1).
Since H ∈ H, taking the limit in the expression (63), as n→∞, we obtain
〈ρt, H〉 =
∫ t
0
〈ρs,∆H〉 ds.

Appendix A. Feynman-Kac’s lemma without invariant measure
Lemma A.1 (Feynman-Kac’s lemma without invariant measure). Let {Xt, t ≥ 0} be a Markov process
in the countable state space E, with infinitesimal generator L. Let ν a probability measure in E and V :
[0,∞)× E → R be a bounded function. Denote Lt = L+ V (t, ·) and Vt = V (t, ·). Define
Γt = sup
‖f‖2=1
{
〈Vt, f2〉ν + 〈Lf, f〉ν
}
= sup
‖f‖2=1
{
〈Ltf, f〉ν
}
, for all t ≥ 0, (64)
where 〈·, ·〉ν denotes the inner product in L2(E, ν) and ‖ · ‖2 = 〈·, ·〉1/2ν . Then
Eν
[
e
∫ t
0
V (r,Xr) dr
]
≤ exp
{∫ t
0
Γs ds
}
.
Proof. For a function V : [0,∞)× E → R, define the non-homogeneous semigroup
(PVs,tf)(x) = Ex
[
e
∫ t−s
0
V (s+r,Xr) drf(Xt−s)
]
, for all t ≥ s ≥ 0.
Then, Eν
[
e
∫ t
0
V (r,Xr) dr
]
= 〈PV0,t1, 1〉ν . To bound 〈PV0,t1, 1〉ν , we start with the Cauchy-Schwarz inequality〈
PV0,t1, 1
〉
ν
≤ 〈PV0,t1, PV0,t1〉1/2ν .
In the remaining of the proof we will look at
〈
PVs,t1, P
V
s,t1
〉
ν
as a function of s and apply Gronwall’s inequality.
First of all, notice that
d
ds
〈
PVs,t1, P
V
s,t1
〉
ν
= −2 〈LsPVs,t1, PVs,t1〉ν . (65)
To show this, we differentiate under the integral sign〈
PVs,t1, P
V
s,t1
〉
ν
=
∫
E
(PVs,t1)
2(x) dν(x),
and use the equalities dds (P
V
s,t1)
2(x) = 2(PVs,t1)(x)
d
ds (P
V
s,t1)(x) and ∂sPs,tf = −LsPs,tf (see [12], page 335).
Since g(x) = (PVs,t1)(x)/‖PVs,t1‖2 is such that ‖g‖2 = 1 and (64), we have
2Γs ≥
2
〈
LsP
V
s,t1, P
V
s,t1
〉
ν〈
PVs,t1, P
V
s,t1
〉
ν
.
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Plugging into (65),
d
ds
〈
PVs,t1, P
V
s,t1
〉
ν
≥ (−2Γs)
〈
PVs,t1, P
V
s,t1
〉
ν
.
Applying Gronwall’s inequality, we get〈
PV0,t1, P
V
0,t1
〉
ν
≤ 〈PVt,t1, PVt,t1〉ν exp{∫ t
0
2Γs ds
}
= exp
{∫ t
0
2Γs ds
}
,
where the last equality follows from the fact that PVt,t1(x) = 1, and it finishes the proof. 
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