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INTRODUCTION
Sequence alignment is undoubtedly the most common task in the bioinformatics field (Notredame, 2002) . Many procedures require sequence comparison, ranging from database searches (Altschul et al., 1990) to protein structure prediction (Rost et al., 1994) . Sequences can be compared in pairs in a scan for homologue sequences in a database or they can be simultaneously aligned, constructing the so called MSA (Multiple Sequence Alignment), which can be used to view the effect of evolution throughout a whole protein family. MSAs can also be used for phylogenetic tree construction, conserved motifs identification and prediction of secondary and tertiary protein structure.
A classical method used for MSA construction is progressive alignment (Feng and Doolittle, 1987; Hogeweg and Hesper, 1984) , as performed by ClustalW (Thompson et al., 1994) using a tree or a dendrogram as a guide in order to perform a series of pairwise alignments between "neighbor" sequences (or pre-aligned sequences groups). A known drawback to this approach is the absence of error correction committed in previous iterations. Moreover it is known that as the similarity between sequences diminishes the alignment quality also drops, a known cause for this is the use of general substitution matrices. Two approaches are applied to solve or ease this problem. The first one is the use of iterative refinement after the progressive alignment (Notredame, 2002; Thompson et al., 1999) . The other approach is to compute a consistency measure over a set of pairwise alignments before the progressive alignment is performed, as initially applied by T-COFFEE (Notredame et al., 2000) .
The most common techniques for pairwise alignment use substitution matrices, such as PAM (Dayhoff et al., 1978) or BLOSUM (Henikoff and Henikoff, 1992) , with a dynamic programming algorithm and gap penalty (Needleman and Wunsch, 1970) . Another technique for building pairwise alignments is to use hidden Markov models (HMM), which offers the possibility of defining a consistency measure, as performed by ProbCons (Do et al., 2005) . Although it is possible to generalize the classical pairwise alignment algorithm (Needleman and Wunsch, 1970) to a greater number of sequences, the algorithm's complexity becomes a problem (Just, 2001; Lipman et al., 1989) thus making heuristics common in MSA construction.
MUMMALS (Pei and Grishin, 2006 ) is a high quality tool for MSA construction which uses a probabilistic consistency measure along with a HMM for pairwise alignment. As noted by Pei and Grishin (Pei and Grishin, 2006) , alignments produced by MUM-MALS surpass in quality the alignments generated by tools such as ClustalW (Thompson et al., 1994) , MUSCLE (Edgar, 2004b) and ProbCons (Do et al., 2005) . MUMMALS hidden Markov model implements multiple states to match, describing the lo-cal structure information without an explicit structure prediction. In order to estimate the HMM parameters to be used, a supervised learning method is applied using a large set of structural alignments built by DaliLite (Holm and Sander, 1996) from divergent domain pairs from SCOP (Murzin et al., 1995) .
In this study we evaluated some changes in the MUMMALS algorithm. The aim was higher quality alignments. In Section 2 the MUMMALS algorithm is presented and we show the implemented changes in Section 3. In Section 4 the results are shown and finally we present the conclusion and future works in Section 5.
MUMMALS ALGORITHM
The standard HMM for pairwise alignment has three states emitting residues: a single match state 'M' emitting residue pairs, an 'X' state emitting residues in the first sequence and a 'Y' state emitting residues in the second sequence (Durbin et al., 1998) . This model is named HMM_1_1_0. In MUMMALS models new match states based on structural alignments are introduced. Aligned residue pairs in a core block are modeled by the match state 'M'. A core block is a sequence region where there is a structural alignment. In case the aligned residue pair is in another region, it is modeled by the match state 'U'. This model is named HMM_1_1_1. Figure 1 compares the standard HMM model for pairwise sequence alignment and those proposed in MUMMALS (Pei and Grishin, 2006) . Notice in subfigure (a) the identification of core blocks and how their states vary from one model to another. Subfigures (b) and (c) respectively represent the structures of the HMM_1_1_0 and the HMM_1_1_1 with their states and transitions.
There are even more complex models in MUM-MALS. HMM_1_3_1 is one of them where match states are created according to secondary structure types. In this model the match state 'M' is removed and three other states are inserted: 'H' (helix), 'S' (strand) and 'C' (coil). For example: if a residue pair occurs in a helix region, the associated match state will be 'H', as detailed in Figure 1 . Similarly, in the HMM_3_1_1 model, multiple match states are introduced based on several solvent accessibility categories. The most complex model is HMM_3_3_1, which combines the last two models. A supervised learning method applied on a set of structural alignments is used to estimate the parameters for the model, these values are transition and emission probabilities.
The progressive alignment method using a score function based on probabilistic consistency similar to ProbCons (Do et al., 2005 ) is used to build the MSA. First a distance matrix is constructed based on the kmer count method (Edgar, 2004b) , then a tree is built using the UPGMA method (Sneath and Sokal, 1973) . The next step is the probabilistic consistency measure computation and finally the sequences are progressively aligned guided by the tree using the consistency based score function. To properly balance alignment speed and accuracy, a two-stage alignment strategy similar to the one used in the PCMA (Pei et al., 2003) is applied. In a first stage highly similar sequences are progressively aligned quickly without consistency scoring. The scoring function in this stage is a weighted sum-of-pairs measure using BLO-SUM62 scores. During the second alignment stage the sequences (or pre-aligned groups) are subject to the more time-consuming probabilistic consistency measure.
The diverse hidden Markov models were evaluated (Pei and Grishin, 2006) and showed good performance when compared to ProbCons (Do et al., 2005) , MAFFT (Katoh et al., 2005) with several options, MUSCLE (Edgar, 2004b) and ClustalW (Thompson et al., 1994) . HMM_1_3_1 and HMM_3_3_1 are highlighted among the diverse MUMMALS models. Among the test sets with identity ranges below 20%, MUMMALS outperformed all other aligners. In other cases, MAFFT with options [lg]insi usually gives the best performance. Among the two best MUMMALS models, HMM_1_3_1 is the best option, it is able to build alignments almost as accurate as HMM_3_3_1, but running about three times faster. This motivated us to use HMM_1_3_1 as a reference for our study. This model was also the choice of the MUMMALS developer team.
The k-mer count method as applied to MUM-MALS converts the input sequences according to a compressed alphabet, in this case Dayhoff(6) was used with value of k = 6. The alphabets used in this study are shown in Table 1 . This method allows the conversion of sequences composed of an alphabet of 20 residues (an amino acid sequence) into sequences composed of an alphabet of six classes, where classes are defined by groups of amino acids with similar properties. Then a structure is constructed from each sequence of 20 residues converted to a sequence of 6 classes, mapping the substrings occurrences. The distance between a pair of sequences is calculated based on differences in their structures or, in other words, the difference in the sequence composition by substrings of fixed length k.
The following is an example of a sequence of amino acids, which is converted according to Day- (14) A,C,D,EQ,FY,G,H,IV,KR,LM,N,P,ST,W hoff(6). Note the classes are named from A to F in the order presented in the Table 1 . For example the amino acid M was converted to class F, D to class C and P to class A.
Original: MDPFLVLLHSVSSSLSSSELTELKYLCL Converted: FCADFFFFEAFAAAFAAACFACFEDFBF
In this example, the first substring (with k = 6) is FCADFF and the second is CADFFF.
IMPLEMENTED CHANGES
The MUMMALS' algorithm core is based on ProbCons (Do et al., 2005) and its probabilistic consistency measure. The first one defines more complex and sophisticated hidden Markov models and employs a k-mer count method similar to MUS-CLE (Edgar, 2004b) and MAFFT (Katoh et al., 2005) . In these works, it is unclear how the parameters were chosen. Therefore, in our work, we made a systematic evaluation for k-mer count method parameters. We performed three distinct evaluations changing some aspects in the original MUMMALS algorithm. In two of them, we evaluated different options for the k-mer count method. In the third experiment, we evaluated the algorithm applying a standard distance matrix computation aiming to compare against the k-mer count method.
During the planning phase of the test some questions arose, such as: "Would a change in k lead to considerable variation in the MSA score?" or "Would a change in k affect the runtime of the algorithm?". Initially we evaluated a version with the k value ranging between 3 and 14, the inferior limit of 3 was chosen because substrings under this value are of no significance and the upper limit of 14 was considered due to the time/result ratio. The objective was to visualize the effect of altering the length of the substrings. As we will see in Section 4, the answer to both initial questions were positive.
In the second experiment, we evaluate alternative compressed alphabets, such as: SE-B(6), SE-B(8), Li-A(10), Li-B(10), Murphy(10), SE-B(10), SE-V(10), Solis-D(10), Solis-G(10) and SE-B(14), whose classes are shown in Table 1 . In this experiment we chose to range k from 6 to 10 because these were the values that represented the best time / result ratio in our previous experiment varying the alphabet from 3 to 14. For more information about the alphabets consult the study by Robert C. Edgar (Edgar, 2004a) .
For the last experiment, the initial part of the progressive alignment algorithm was completely changed. The methods for distance matrix computation and guide tree construction were redefined according to a study performed by Almeida and colleagues (Almeida et al., 2010) , where was evaluated a series of methods applied in each step of progressive alignment. Amongst the evaluated methods, was compared a series of algorithms for distance matrix computation and algorithms used for guide tree construction. In this third experiment we implemented two new aligners, both using the PAM method for which we introduced some normalization tests for distance values produced. The first one uses the PAM (Dayhoff et al., 1978) method (available by PHYLIP package (Felsenstein, 2011) ) for distance matrix computation combined with NeighborJoining (Saitou and Nei, 1987 ) (NJ) for guide tree construction. The second one uses PAM for distance matrix computation and UPGMA (Sneath and Sokal, 1973) instead NJ. UPGMA and NJ are classical and the most known methods for guide tree construction and thus were the chosen ones. For both aligners regardless of the guide tree construction method, we used thirteen different intervals for normalization always with the same upper limit of 1.0 but ranging the lower limit from 0.0 to 0.9 in incrementations of 0.1, we also used values of 0.65, 0.75 and 0.85. The three last values for inferior limit were used because the best results were obtained when the inferior limit was 0.6 or higher and then we decide to evaluate some other values in that range.
The k-mer count method with a compressed alphabet for distance computation was used in the MUMMALS algorithm in order to achieve a time complexity reduction (Edgar, 2004a) . However, theoretically that method does not have the same accuracy when compared to classical methods. The third evaluation aims to verify the possibility of gaining accuracy if we use a classical method, moreover we will check the additional cost. Note that it is not possible to apply these experiments in a combined way. In the first experiment we ranged the k value. In the second one we ranged the k value and also changed the compressed alphabet used. Finally, in the last one the k-mer count method is replaced by a standard distance matrix computation.
RESULTS
The evaluation method applied to this study was BAliBASE (Thompson et al., 2005) , it is the most commonly used tool for large scale benchmarking by the scientific community (Wallace et al., 2005) and has the advantage of manual refinement and data set division, which to us was a clear benefit when compared to other benchmark tools. BAliBASE is based on pre-compiled alignments, thus each alignment constructed by a new algorithm is evaluated by comparison against a reference previously provided. Each BAliBASE set aims to evaluate specific situations in the MSA context.
During the evaluation all 218 data sets composed by complete sequences provided by BAliBASE 3.0 were used. We used the SP -also known as Q-score -and TC methods as alignment scoring, considering only core blocks because they are the only reliable portions of the alignments. The SP method is used to compute the percent of residue pairs correctly aligned or in other words equal to reference alignment. The TC method is used to compute the fraction of identical columns in both alignments (evaluated and reference).
In Table 2 we present the results for the first test, where we ranged the k value and the MUMMALS standard compressed alphabet was kept, Dayhoff(6) . Approximately 14 hours (50, 594s) were needed to compute the 218 alignments, resulting in an average SP score 85.54 and an average TC score 53.83 using the original MUMMALS, in a 2.5GHz Dual Core processor and 3GB of memory. In Table 2 , the ∆t value is the time variation when compared to original MUM-MALS. For example, when k = 8 the time required was 81, 017s (60.13% higher). The ∆SP and ∆TC values are the score variations and the ∆A column shows the average between ∆SP and ∆TC. An alternative way to view the performance gain is to concentrate on the error variation. When we get a SP score 85.00, we get a solution with a 15% rate of errors in the alignments when compared to the references. Thus if a new algorithm gets a SP score 90.00, we get a solution with 33.33% less errors when compared to the first one. The ∆SPe and ∆TCe columns show the error variation, using SP and TC score, respectively, and the ∆Ae column shows the average between ∆SPe and ∆TCe. Observe the highest SP score occurred when k = 13 or k = 14. When k = 8 it was achieved the best TC score. Note the best ∆A value occurs when k = 8 and the best ∆Ae appears when k = 13. A performance gain in the SP score has a higher significance under an error variation perspective because original MUMMALS has a higher SP score.
In Table 3 we show the results for the evaluation of alternative compressed alphabets. Note the best values for SP and TC were achieved with SE-B(10) and k = 7, which required 87, 692s to get a SP score of 86.70 and a TC score of 56.52. (6) alphabet when the k parameter was varied. The first column is the alphabet name, k is the substring length of the k-mer count method and ∆t is the runtime variation when compared to original MUMMALS. ∆SP and ∆TC are the score variation when compared to original MUMMALS and the ∆A column is the average between ∆SP and ∆TC. The three last columns are a diferent view for score variation, where we focus on error variation. Finally in Table 4 and in Table 5 we present the results for the version with the changed distance matrix computation and guide tree construction. We performed tests using a range of normalization methods for the distance values. Note when we use PAM + NJ and the values are normalized between 0.7 and 1.0, we get the best results in general for the third evaluation. The PAM + UPGMA version showed an inferior performance and it proved to be less sensitive to the normalization method. Several versions had achieved similar performance.
CONCLUSIONS AND FUTURE WORKS
Meaningful improvements were achieved. All evaluated changes improved the results accuracy. The best aligner reduces alignment errors by 7.98% in SP scoring and in 5.81% in accordance with TC scoring. In the first test, whose results were presented in Table 2 , we achieved 8.08% error reduction when evaluated by SP score and 4.05% less errors when we compare the results using the TC method.
The second test, whose results were shown in Table 3, extracted the best results. The aligner with compressed alphabet SE-B(10) and k = 7 achieved 86.70 for SP measure and 56.52 for TC measure. In other words, it reduces errors in 7.98% in a SP score evaluation and gets 5.81% less errors in a TC score perspective.
The last test, whose results were presented in Table 4 and in Table 5 , achieved 6.19% of error reduction when evaluated by SP score and 4.85% less errors when we compare the results using the TC score, this was achieved with the PAM + NJ version.
As we discussed earlier we systematically evaluated the k-mer count method parameters. We evaluated alternative compressed alphabets and we made experiments ranging the k value (substring length). The results presented in Tables 2 and 3 indicate quality ( ∆A and ∆Ae columns) improvement as the k value increases. However, after reaching the peak, the quality decreases as the k value increases. Probabilistically speaking, as k increases the number of possible strings of size k increases, whereas the probability to find similar substring occurrences decreases. In short, the accuracy increases with the k value, but there comes a point where no more similarities can be found and the k-mer count results deteriorate. Note the time is extremely affected according to k value, compressed alphabet, distance matrix computation method, guide tree construction procedure and normalization method. The runtime varied from 3, 311s to 135, 967s. The original MUMMALS consumes 50, 594s to deliver results with an SP score of 85.54 and a TC score of 53.83. Our best aligner requires 87, 692s to perform the 218 alignments or in other words it is 73.33% slower than the original MUMMALS. However it reduces errors in 7.98% in the SP score evaluation and gets 5.81% less errors in TC score perspective.
The results enable us to conclude that a k-mer count method can be accurate enough to compute a precise distance matrix in the progressive alignment context. It is important to note that the use of pairwise alignment through a complex hidden Markov model like applied by MUMMALS helped us to achieved these results, its complex HMM and the probabilistic consistency measure had already shown a high accuracy for alignment with low similarity sequences.
We are considering as a future work the implementation of other classical methods in a similar context to the third test, such as distance matrix compu- Table 5 : Results when we changed the methods for distance matrix computation and guide tree construction to PAM and UPGMA. The columns are similar to 
