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Abstract. We describe a quantum algorithm to estimate the α-Renyi entropy of an unknown
density matrix ρ ∈ Cd×d for α 6= 1 by combining the recent technique of quantum singular
value transformations with the method of estimating normalised traces in the one clean
qubit model. We consider an oracular input model where the input state is prepared via
a quantum oracle that outputs a purified version of the state, assumed to be non-singular.
Our method requires O˜((daα/δǫ)2) queries and at most ⌈log d⌉+a+1 qubits to estimate the
α-Renyi entropy to additive precision ǫ, where a is the dimension of the ancillary register
used, and δ is a lower bound on the smallest eigenvalue of ρ. The query complexity of
this method is similar to results in the sample complexity model that generally require
O(d2/ǫ2) samples.
1. Introduction
Entropy functions are a useful way of characterising a quantum system. In entangle-
ment theory, they can give a measure of the amount of entanglement contained in bi-
partite quantum systems. They are also often used as operational measures in quantum
information-processing tasks. As one of the most famous examples, they provide the
asymptotic lower bound for the quantum systems to be compressed in a noiseless fash-
ion, i.e. Schumacher’s noiseless compression [1]. Hence it stands an important question
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to evaluate these entropy functions efficiently. In particular, given access to several copies
of a quantum state, how many measurements are required to obtain additive estimates
of a chosen entropy function of the state? Additionally, if one has access to the dynamic
process that prepares the state, in the form of a unitary circuit on a larger system (the
purification), does this lead to any improvement in the ability to estimate its entropies?
In this article we study the one parameter family of α-Renyi entropies: for α > 0
and α 6= 1, the α-Renyi entropy of a positive semidefinite (PSD) operator ρ ∈ Cd×d are
defined by
Sα(ρ) :=
1
1− α log [ Tr (ρ
α)] . (1)
Taking the limit α → 1 gives the familiar von Neumann entropy, S1(ρ) = − Tr (ρ log ρ)
(or the Shannon entropy when restricted to classical probability distributions). Classical
probability distributions need not be considered separately since they can be subsumed
into this notation by considering a probability mass function p = (p1, . . . , pd) to be a
density matrix that is diagonal in the computational basis, as ρp = diag(p1, . . . , pd).
We can group studies of entropy estimation into four categories: (1) classical and (2)
quantum algorithms for estimating entropies of classical distributions; and (3) classical
and (4) quantum algorithms for estimating the entropies of quantum states. There are
several studies of the first kind, for example see [2–4].
Coming to the third category, Hastings et al. [5], for instance, discuss a quantumMonte
Carlo method to measure the 2-Renyi entropy of a many-body system by evaluating the
expectation value of a unitary swap operator using a number of samples that scales
polynomially number in the system size.
More in the flavour of quantum algorithms, and in a sense straddling categories three
and four, Acharya et al. [6] study the sample complexity of estimating von Neumann
and Renyi entropies of mixed states of quantum systems, in a model where as input one
gets n independent copies of an unknown d-dimensional density matrix ρ. They allow
arbitrary quantum measurements and classical post-processing, and show that in general
the number of quantum samples required scales as O(d2/ǫ2), which is asymptotically the
same as the number of samples that would be required to learn the state completely via
tomography methods. The experimental measurement of the entropy of specific quantum
systems has also recently been investigated [7].
While it enables a tight characterisation of the sample complexity of the problem
(table 1), other input models are also possible which are not captured in this picture.
In this paper, we consider an oracular input model that is popular in quantum query
algorithms, wherein data is accessed in the form of a quantum state. This state may be
the output of some other quantum subroutine, in which case that subroutine itself is the
oracle. Such input models can also capture the fact that we have access to the process
generating the unknown quantum state, which we may a priori expect to be useful in
reducing the effort required in estimating properties of the state.
In this vein, and bringing us to quantum algorithms for estimating the entropies of
quantum states (which as noted before subsumes the case of classical probability distri-
butions), Li and Wu [8] study how to obtain additive approximations to von Neumann
and Renyi entropies in an oracular model (different from, and stronger than, the puri-
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fied quantum query access model), and present upper and lower bounds on the query
complexity. Gilyén and Li [9] study the quantum purified query access model which
essentially gives access to a pure quantum state sampling from which reproduces the
statistics attained by the target distribution. They show that the von Neumann entropy
can be estimated with O˜(
√
d/ǫ) and O˜(d/ǫ) respectively for classical distribution and
quantum density matrices. Both these papers use quantum amplitude estimation (QAE)
as the means to estimate the target quantities. However, QAE requires full-fledged fault
tolerant quantum computers and may not be available in the near future.
In this article, we consider the estimation of Renyi entropies in the purified quantum
query access model, and approach the problem using a sampling method rather than
the QAE method. While being strictly less powerful than quantum amplitude estima-
tion, such sampling techniques have the advantage of requiring less stringent quantum
resources: while QAE requires long coherence times, and the application of powers of the
input oracle and its inverse conditioned on large ancillary registers, sampling methods
in general trade away these requirements for a quadratic increase in the scaling with the
precision parameter ǫ.
2. Main Result
Our strategy is simple. The first step is to construct a unitary that encodes (or proba-
bilistically implements) the matrix function ρα. Then we can either estimate its trace by
using the DQC1 model. It is also possible to apply the unitary to a suitable input state
resulting in a state that encodes the trace (or other target functional, such as the von
Neumann entropy) as the amplitude of a computational basis state, and then estimate
it using quantum amplitude estimation, as done in [9].
We construct an algorithm to show the following claim.
Theorem 1. Given a unitary process Uρ on C
d+a which produces a purification |ψρ〉 of
the actual input state ρ ∈ Cd×d with 1/δ  ρ  1, there exists a quantum algorithm
that outputs an estimate of the α-Renyi entropy of ρ to additive precision ǫ, making
O˜((daα/δǫ)2) uses of Uρ and the same number of additional 1- and 2-qubit gates, where
α > 0 and α 6= 1.
The algorithm is constructed using the technique of block-encodings and quantum
singular value transformations [9, 10] in order to implement unitaries on the system
plus ancillary qubit registers that are block encodings of the power functions ρα, and
subsequently estimating the trace of these unitaries in the DQC1 or “one-clean qubit”
model of computation [11].
The key ideas involved in this algorithm are (1) the use of unitary block encodings of
the target operator functions obtained using quantum matrix function implementation
techniques, and (2) the replacement of amplitude estimation using the techniques of [12]
with trace estimation using one clean qubit. In essence, this means that our algorithm
outputs a deterministic ǫ-additive approximation of the target quantity. Since it uses
the one-clean qubit model, our method does not require long coherence times or high
3
Functional Copies Θ(·) Queries O(·)
α < 1 d2/α (da)2
α = 1 (von Neumann) d2 -
α > 1 integer d2−2/α (daα)2
α > 1 non-integer d2 (daα)2
Table 1: Dimension dependence of copy complexity characterisations from [6] for estimat-
ing the Renyi entropies of an unknown d-dimensional mixed state for exponents
of various ranges, contrasted with query complexity in this paper (see section
4).
circuit depth where powers (controlled on ancillary registers) of an input unitary and
need to be performed for quantum phase estimation.
3. Preliminaries
3.1. Input model
We assume access to a unitary process Uρ on C
d+a which produces a purification |ψρ〉 of
the actual input state ρ in Cd×d
Uρ |0〉 = |ψρ〉 =
n∑
i=1
√
pi |φi〉a |ψi〉d , (2)
so that Tra (|ψρ〉〈ψρ|) = ρ. The {|φ〉a} and {|ψ〉d} are sets of orthonormal vectors on the
ancillary and system subspaces respectively. This model, known as the purified quantum
query access model, is also discussed by [9] and [13] in the context of property testing.
Note that the case of a classical probability distribution on d points with sampling ac-
cess is subsumed into this model by embedding it into the diagonal state ρp =
∑d
i=1 pi |i〉.
3.2. Implementing power functions of Hermitian matrices
A block-encoding UA of a Hermitian matrix A is essentially a unitary that encodes a
(sub-)normalised version of A in its top left block, i.e.
UA =
(
A/‖A‖ ·
· ·
)
, (3)
and the behaviour and use of such encodings has been extensively studied in the last
two years [10, 14, 15]. Given access to UA, a variety of smooth matrix functions (defined
on the spectrum of A) may be implemented, in the sense that a new block encoding UfA
can be obtained such that
UfA =
(
f(A)/β ·
· ·
)
, (4)
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where β ≥ ‖f(A)‖. In particular, here we are interested in power functions f(x) = xα
for an exponent α > 0. These can be realised using e.g. Lemma 9 of [10] or Corollary
67 of [15], with minor modifications. With the slightly technical assumption that ρ is
non-singular, if 1δ  ρ  1 for δ > 0, an ǫ-approximate block encoding of ρα can be
created with O(1δ log 1ǫ ) uses of Vρ. The precision ǫ specifies how close the top left block
of the new encoding is to ρα in the operator norm. For integral values of α we can obtain
an exact encoding with ε = 0, e.g. using Chebyshev polynomial methods as in [16]; this
has the effect of removing the logarithmic factors from the complexity for integral α. We
collect the necessary results about matrix function implementation in appendix A.
The assumption that ρ is non-singular (i.e. has full rank) is reasonable if we expect to
deal with noisy or random states, since lower rank indicates being closer to a pure state,
as measured by the S0 or max-entropy. Furthermore, there are ways to implement the
matrix function only on the non-singular part of the input (e.g. [17]), and for classical
distributions, we can consider the restriction to the support of the distribution by pre-
processing using e.g. sparse PCA.
3.3. DQC1 Model
The DQC1 or “one-clean qubit” model of computation is based on the use of a single
well-controlled or ‘clean’ qubit, and a number n of noisy qubits that are taken to be
in the maximally mixed state [11, 18]. Algorithms in this model are embedded into
some controlled n-qubit unitaries, and the outputs are encoded into the probability of
observing 0 on measuring the clean qubit. Estimating the normalised trace of a unitary
is known to be a DQC1-complete problem [11].
|0〉 H • H ✌✌✌
1
2
U
1
2
...
...
1
2
Figure 1: A DQC1 circuit that can be used to estimate Tr(U), for which no classical
efficient algorithm is known. Measurements are made in the computational
basis.
The initial state consists of one qubit set to the |0〉 state, and n qubits in the maximally
mixed state, i.e. ξin = |0〉〈0| ⊗ 1n/2n = 1+Z2 ⊗ 1n/2n. We can write the final state after
the application of the circuit but before measurement in figure 1 as
ξout =
1
2n+1
(
1n U
†
U 1n
)
, (5)
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from which we see that the expectation values of the Pauli X and Y operators for the
clean qubit give the estimates 〈X〉 = 2−nRe(Tr (U)) and 〈Y 〉 = −2−nIm(Tr (U)).
As discussed in [19], and used for example by Cade and Montanaro [20], the DQCk
model with k clean qubits can be used to obtain the trace of a submatrix whose size is
an inverse-poly sized fraction of the whole unitary. This is useful in our context, because
we deal with a unitary block encoding of matrix functions such as ρα and ρ log ρ, so that
these target matrices (whose trace we are interested in) are submatrices located in the
top-left corner of the unitary. For completeness, we describe below how this can be used
with the block encodings that we study.
b) |0〉 H • H ✌✌✌
|0〉
U
✌
✌
✌
|0〉 ✌✌✌
...
...
|0〉 ✌✌✌
I
2
...
...
I
2
(6)
Figure 2: A DQCk circuit that can be used to estimate Tr(A), of a submatrix A located
in the top left corner of an input unitary.
Here we are obtaining an ǫ additive approximation A˜ to some unknown quantity A,
i.e. |A− A˜| ≤ ǫ. Often we may be interested in an ǫ multiplicative approximation with
(1 − ǫ)A ≤ A˜ ≤ (1 + ǫ)A. Given a lower bound 0 < λ ≤ |A|, an appropriate additive
precision can be chosen to get a desired precision multiplicative approximation. The
complexity of multiplicative approximation increases by a factor of O(λ−1) over additive
approximation. If we know independent of the problem size that |A| > 1, then an
ǫ-additive approximation immediately gives a good ǫ′ < ǫ multiplicative approximation.
4. Outline of the algorithm
We now proceed to describe the algorithm and analyse its complexity, in order to prove
Thm. 1. Using lemma 3, first obtain the block encoding of ρ, and then use corollary 4
to obtain an ε-approximate block encoding for ρα:
Uρ =
(
ρ ·
· ·
)
7→
(
fα(ρ) ·
· ·
)
≈ Uα,
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where ||fα(ρ)− ρα|| < ǫ. The new encoding requires O
(
max(1,α)
δ log
1
ε
)
uses of the block
encoding of Uρ, and two more than the number of ancillary qubits as Uρ, where δ > 0
lower bounds the least eigenvalue of ρ (see appendix A).
The trace of this d + a-dimensional unitary Uα can be estimated to precision ǫ with
probability at least 1− η with O(log 1η/ǫ2) uses of the unitary (or more precisely of the
DQC1 circuit in Fig. 1). Since Uα has the block form
Uα =
(
ρα ·
· ·
)
,
its trace contains a contribution from Tr (ρα). What we would like is to isolate this term
alone. Importantly, we know that Tr (ρα) will be real and positive.
As mentioned in section 3.3 this can be done by choosing to measure the ancillary
qubits of Uα, and requiring them to be in the |0〉 state, hence projecting onto the relevant
subspace to capture the trace of the submatrix ρα. We also describe another simple way
of doing the same task below. Using the same unitary, but applying an appropriate
block-encoded phase operation to convert the target matrix function to iρα allows us to
use the difference between the real and imaginary parts of the trace of the two unitaries
Uα and U
′
α to recover Tr (ρ
α), i.e. consider the unitary U ′α = UαVphase where the unitary
Vphase is defined by
Vphase = i |0〉〈0| ⊗ 1+
n−1∑
k=1
|k〉〈k| ⊗ 1, (7)
which can easily be arranged using an ancillary qubit initialised to the |+〉 state to which
a condition rotation of Ry(π/2) is applied.
Thus, exploiting the fact that the trace we are interested in is purely real, we can
estimate Tr (ρα) by Re(Tr (Uα))−Re(Tr (U ′α)), using twice as many measurements and
uses of Uα as required for estimating Re(Tr (Uα)) itself.
Finally, since we get the normalised trace, the error in the actual target functional
we are estimating increases by the factor of 2log d+log a, which means that we need to
choose ǫ′ = 2log d+log aǫ in the DQC1 step. This results in a net query complexity of
O˜((da/ǫ)2), which is similar to the copy complexity results in [6]. The logarithmic factor
in ε appearing in the block encoding contributes at most a logarithmic factor to the final
complexity, which we leave out of the expression above.
4.1. Error analysis
If the trace of the matrix function ρα can be estimated to precision ǫ, then the error in
the α-Renyi entropy of ρ can be estimated as follows. For x := Tr (ρα), we are given
|x˜− x| ≤ ǫ,
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and, from the definition of the Renyi entropies (Eqn. (1)), we are interested in bounding
∣∣∣S˜α(ρ)− Sα(ρ)∣∣∣ :=
∣∣∣∣ log x˜1− α − log x1− α
∣∣∣∣
=
∣∣∣∣ 11− α log x˜x
∣∣∣∣ .
From the approximation gaurantee for x, we have
1− ǫ|x| ≤
x˜
x
≤ 1 + ǫ|x| ,
and so we have
log
(
1− ǫ|x|
)
≤ log x˜
x
≤ log
(
1 +
ǫ
|x|
)
Since x− x22 ≤ log x ≤ x, for ǫ ≤ 2|x|
− ǫ|x| ≤ −
ǫ
|x|
(
1− 1
2
ǫ
|x|
)
,
and therefore ∣∣∣∣ 11− α log x˜x
∣∣∣∣ ≤
∣∣∣∣ 11− α
∣∣∣∣ ǫ|x| .
Now denoting Sα(ρ) by Sα for convenience, x = Tr (ρ
α) = e(1−α)Sα , and hence
∣∣∣S˜α − Sα∣∣∣ ≤
∣∣∣∣ 11− α
∣∣∣∣ ǫe(1−α)Sα ≤


ǫ
|1−α| 0 ≤ α < 1
dα−1ǫ
|1−α| α > 1.
From this it is clear that our algorithm works best either 1) when α > 1 and the input
is a ‘very pure’ state with entropy in [0, 1]; 2) when 0 ≤ α < 1 and the input is a ‘very
mixed’ state with entropy in [1, log d].
Thus, to get some desired constant level of accuracy ε, we need to choose ǫ appropri-
ately, scaling as
ǫ = ε · |1− α|e(1−α)Sα .
Let us examine the expression on the right. Recalling that Sα ∈ [0, log d], we have the
general choices
ǫ|1− α|e(1−α)Sα =
{
O(|1 − α|) 0 ≤ α < 1
O((α − 1) d(α−1)) α > 1
Thus, a simple but loose complexity upper bound is obtained by plugging in for ǫ the
desired accuracy ε scaled by the factor above into the complexity expression for the
method used to estimate Tr (ρα), which in the case of DQCk is given by O(1/ǫ2).
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5. Discussion
Trace estimation using the DQC1 method can be motivated by the well-known SWAP
and HADAMARD tests. The same asymptotic complexity in the number of queries
and measurements might also be achievable using a SWAP test approach, scaling as
O(d2/ǫ2). The advantage in using the DQC1 method is that only a constant number
of well controlled, ‘clean’ qubits are required. On the other hand, using the SWAP
test to estimate measurement outcome frequencies requires the preparation of suitable
initial states which introduces additional sources of error and gate complexity. The
same is true of the amplitude estimation methods which have previously been used for
entropy estimation in quantum property testing algorithms, which in addition require
long coherence times and the application of Uρ and U
†
ρ controlled on large ancillary
registers.
One of the drawbacks of this method is that we obtain estimates of the target entropic
quantities to additive precision rather than multiplicative precision — multiplicative
precision is particularly preferred when the quantity of interest could be small. Entropies
can indeed take values in [0, 1) ⊆ [0, log d] where d is the dimension of the system —
although this happens only when the input is not very random (and close to being a pure
state), as quantified by the small entropy. We also clarify that since the definition of
the complexity class DQC1 stipulates that the precision parameter ǫ must scale inverse
polynomially in the number of qubits, our method, which requires ǫ to scale inverse
polynomially with the dimension, does not place the task of entropy estimation (or
rather its decision variant) in DQC1.
The method we have proposed here is interesting mainly due to the use of the recently
developed algorithmic technique of block encodings along with the one-clean qubit model
which is believed to be relatively easier to implement than full fledged error corrected
quantum computers. The algorithm is certainly not optimal in either the dimension or
the precision, and both improving the query complexity and obtaining lower bounds in
this model would be interesting. These block encoding methods allow the implemen-
tation of several other matrix functions, which may facilitate the estimation of other
entropy-like matrix functionals; there are also several possible applications of estimat-
ing entropic functionals as a subroutine in algorithmic procedures for pattern matching,
compression tasks, and so on.
9
References
[1] Benjamin Schumacher. “Quantum coding”. In: Phys. Rev. A 51 (4 Apr. 1995),
pp. 2738–2747.
[2] Y. Wu and P. Yang. “Minimax Rates of Entropy Estimation on Large Alphabets via Best Polynomial Approximation”.
In: IEEE Transactions on Information Theory 62.6 (June 2016), pp. 3702–3720.
[3] Jiantao Jiao, Kartik Venkat, Yanjun Han, and TsachyWeissman. “Minimax Estimation of Functionals of Discrete Distributions”.
In: IEEE Transactions on Information Theory 61.5 (May 2015), pp. 2835–2885.
[4] G. Valiant and P. Valiant. “The Power of Linear Estimators”. In: 2011 IEEE 52nd
Annual Symposium on Foundations of Computer Science. Oct. 2011, pp. 403–412.
[5] Matthew B. Hastings, Iván González, Ann B. Kallin, and Roger G. Melko. “Measuring renyi entanglement entropy in quantum Monte Carlo simulations”.
In: Physical Review Letters 104.15 (2010), pp. 2–5.
[6] Jayadev Acharya, Ibrahim Issa, Nirmal V. Shende, and Aaron B. Wagner. “Mea-
suring Quantum Entropy”. In: (2017). arXiv: 1711.00814.
[7] Rajibul Islam, Ruichao Ma, Philipp M. Preiss, M. Eric Tai, Alexander Lukin,
Matthew Rispoli, and Markus Greiner. “Measuring entanglement entropy in a quantum many-body system”.
In: Nature 528.7580 (Dec. 2015), pp. 77–83.
[8] Tongyang Li and Xiaodi Wu. “Quantum Query Complexity of Entropy Estimation”.
In: IEEE Transactions on Information Theory 65.5 (2019), pp. 2899–2921.
[9] András Gilyén and Tongyang Li. “Distributional property testing in a quantum
world”. In: (2019), pp. 1–18. arXiv: 1902.00814.
[10] Shantanav Chakraborty, András Gilyén, and Stacey Jeffery. “The power of block-
encoded matrix powers: improved regression techniques via faster Hamiltonian
simulation”. In: (Apr. 2018), pp. 1–60. eprint: 1804.01973.
[11] E. Knill and R. Laflamme. “Power of one bit of quantum information”. In: Physi-
cal Review Letters 81.25 (1998), pp. 5672–5675. arXiv: 9802037 [quant-ph].
[12] Gilles Brassard, Peter Hoyer, Michele Mosca, and Alain Tapp. “Quantum amplitude amplification and estimation”.
In:Quantum Computation and Information, Contemporary Mathematics 305 (2002),
pp. 53–74. arXiv: 0005055 [quant-ph].
[13] Aleksandrs Belovs. “Quantum Algorithms for Classical Probability Distributions”.
In: (2019), pp. 1–14. arXiv: 1904.02192.
[14] Guang Hao Low and Isaac L. Chuang. “Optimal Hamiltonian Simulation by Quantum Signal Processing”.
In: Physical Review Letters 118.1 (Jan. 2017), p. 010501. arXiv: 1610.06546.
[15] András Gilyén, Yuan Su, Guang Hao Low, and Nathan Wiebe. “Quantum singular
value transformation and beyond: exponential improvements for quantum matrix
arithmetics”. In: (June 2018). eprint: 1806.01838.
[16] Sathyawageeswar Subramanian, Steve Brierley, and Richard Jozsa. “Implementing
smooth functions of a Hermitian matrix on a quantum computer”. In: (2018).
eprint: 1806.06885.
10
[17] AramWHarrow, Avinatan Hassidim, and Seth Lloyd. “Quantum Algorithm for Linear Systems of Equations”.
In: Physical Review Letters 103.15 (Oct. 2009), p. 150502.
[18] Peter W. Shor and Stephen P. Jordan. “Estimating Jones Polynomials is a Com-
plete Problem for One Clean Qubit”. In: Quantum Info. Comput. 8.8 (Sept. 2008),
pp. 681–714.
[19] Stephen P. Jordan. “Quantum Computation Beyond the Circuit Model”. PhD
thesis. 2008. arXiv: 0809.2307.
[20] Chris Cade and Ashley Montanaro. “The Quantum Complexity of Computing
Schatten p-norms”. In: 13th Conference on the Theory of Quantum Computation,
Communication and Cryptography (TQC 2018). Ed. by Stacey Jeffery. Vol. 111.
Leibniz International Proceedings in Informatics (LIPIcs). Dagstuhl, Germany:
Schloss Dagstuhl–Leibniz-Zentrum fuer Informatik, 2018, 4:1–4:20.
11
A. Implementing power functions of density matrices
Gilyén et al. [15] give a series of lemmas showing how to implement block-encodings of
different kinds of inputs, of which we will be interested in the case of density operators.
Definition 2 (Definition 43, [15]). An (α, a, ǫ)-block-encoding of an operator A ∈ Cd×d
is a unitary U ∈ C(2a+d)×(2a+d) that has a ancillary qubits, such that
‖A− αΠ†UΠ‖ ≤ ǫ, (8)
where Π := |0〉⊗a ⊗ 1d is an isometry Π : Cd 7→ spanC{|0〉⊗a} ⊗ Cn, and α, ǫ ∈ (0,∞)
and a ∈ N.
The conversion of a purified access oracle as in Eqn. 2 into a block encoding for ρ can
be achieved using the following result.
Lemma 3 (Lemma 45, [15]). Given a unitary Uρ acting on a+ s-qubits, which prepares
a purification Uρ |0〉 |0〉 = |ρ〉 of an s-qubit density operator ρ, such that Tra (|ρ〉〈ρ|) = ρ,
the unitary
U =
(
U †ρ ⊗ 1s
)
(1a ⊗ SWAPs) (Uρ ⊗ 1s)
gives an exact (1, a+ s, 0) block encoding of ρ.
This means that the unitary U has the block form
U =
(
ρ ·
· ·
)
,
where we have not specified the a+ s− 1 other s-qubit blocks on the diagonal.
Such a block encoding can be used to implement ǫ-approximate block encodings of
power functions ρα given the promise that the spectrum of ρ ∈ [δ, 1] for δ > 0 by using
polynomial approximations, resulting in the following corollary.
Corollary 4 (Corollary 67, [15]). Given an exact unitary block encoding Vρ of a d-qubit
density matrix ρ, that uses a- ancillary qubits, we can implement an ε-approximate block
encoding of ρα for α > 0 using O(max(1,c)δ log 1ε ) applications of Vρ, and a+ 2- ancillary
qubits. Here we assume that the spectrum of ρ is contained in [δ, 1].
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