. Singularly perturbed nonlinear differentialralgebraic equations DAE's are considered, which are decomposed into two auxiliary problems, called the outer and inner problems, respectively. The structure of solutions of the singularly perturbed DAE's is determined by the outer and inner solutions, both of which are proved to exist. Asymptotic expansions for outer and inner solutions are obtained and proved to be uniformly convergent. This generalizes known results about asymptotic expansions of singularly perturbed ordinary differential equations.
INTRODUCTION
We consider the asymptotic behavior of solutions of a singularly perturbed DAE of the form where x g R m , y g R n , z g R k , ⑀ g R 1 , and ⑀ ) 0. If z could be solved Ž . Ž . from the third equation in 1.1a in terms of x, y, and ⑀ , i.e., z s z x, y, ⑀ , Ž . the singularly perturbed DAE 1.1 would be reduced to a singularly perturbed ODE The existence, uniqueness, and asymptotic expansion of a solution of the Ž .Ž . singularity perturbed ODE 1.2 might be studied by applying the known Ž w x w x. theory for singularly perturbed ODE's see 1 or 9 to obtain the desired Ž . results for the singularly perturbed DAE 1.1 . However, the compound functions F and F make it very cumbersome. Furthermore, even if the 1 2 Ž . Ž . asymptotic expansions for the components x t, ⑀ and y t, ⑀ of a solution Ž . Ž . of 1.1 are obtained, the asymptotic expansion for the z t, ⑀ component has to be studied separately. Therefore, it is necessary to develop a method Ž . to study the singularly perturbed DAE 1.1 directly.
Ž . Under certain assumptions, we prove that 1.1 has a unique solution on w x the interval 0, T for all small ⑀ , for which asymptotic expansions have w x been obtained and proved to be convergent uniformly in 0, T . Owing to the limitation of space, here we only present the existence of an outer solution and its asymptotic expansion in part I. The existence, uniqueness, and asymptotic expansion of an inner solution and, further, of an original solution, will be discussed in part II, a separate paper.
As background for the presentation, Section 2 presents a summary of Ž . some known existence results for DAE's, which can be applied to 1.1 and its reduced system. Section 3 addresses the limiting problems in which the reduced problem Ž . and the inner and outer problems for 1.1 are introduced, and the regular Ž . degeneration of 1.1 is defined as well.
Asymptotic expansions and the existence of the outer solutions are considered in Sections 4 and 5, respectively.
BACKGROUND ON DAE'S

Ž .
To ensure the existence of solutions of 1.1 , we impose the following assumption on the system: The infinite differentiability of f , f , f is assumed here only for the 1 2 3 Ž . sake of simplicity. We are interested in the existence of solutions of 1.1 w x on some interval 0, T where T is independent of ⑀ , and with the Ž . asymptotic behavior of the solutions of 1.1 as ⑀ tends to zero. For these asymptotic considerations some further conditions will be needed which will be stated in the next section.
Ž . Ž . For the existence of solutions of 1.1 , condition 2.1 in Assumption I Ž . Ž . ensures the solvability of 1.1 . Indeed, from 2.1 it follows that there
is nonsingular for any fixed ⑀ , 0 F ⑀ F ⑀ X . This implies that the system Ž . Ž Ž . Ž . Ž .. 1.1 is a DAE of index one in some neighborhood of ⑀ , ⑀ , ⑀ .
Ž . The existence and uniqueness of a solution of 1.1 will be based on the following existence theorem for the solutions of initial value problems of the form:
Ž . Ž . Ž . By applying Proposition 2.1 to 1.1 , we obtain the following existence theorem:
Ž . there exists a unique solution x t, ⑀ , y t, ⑀ , z t, ⑀ for the DAE 1.1 on w x some inter¨al 0, T , where T depends on ⑀.
⑀ ⑀
THE LIMITING PROBLEMS
Ž . In order to study the asymptotic behavior of solutions of 1.1 , we Ž . formally set ⑀ s 0 in 1.1a and remove the initial condition for y and z, and then obtain the system
with which we associate initial conditions of the form
thus we obtain from Proposition 2.1 the existence result:
and that the matrices
Ž .
Ž . are nonsingular. Then the system 3.1 has a unique solution
.
are nonsingular.
Ž .
Proof. Since the matrices 3.2 are nonsingular, there exists a neighbor-
are nonsingular. This implies that the Jacobian matrix
is nonsingular in O , as follows directly from the identity
Ž . Then a direct application of Proposition 2.1 to the system 3.1 shows that Ž Ž . Ž . Ž .. this system has a unique solution
Ž . 
Ž .
Our aim will be to determine when there are solutions of 1.1 that Ž . converge for ⑀ ª 0 to a solution of the reduced system 3.1 . For this we introduce the following concept:
Ž . DEFINITION 3.1. The system 1.1 is said to degnerate regularly on
Ž . The structure of a regularly degenerating solution of 1.1 is determined Ž . by replacing problem 1.1 by two auxiliary problems; the first of these is called the outer problem, and the second one the inner problem.
Ž . The critical idea here is to consider 1.1a with only an initial condition for x but with the explicit assumption that only solutions are admitted Ž . which, for ⑀ s 0, reduce to a solution of 3.1 . In other words, we consider the problem:
with some initial condition
and the limiting assumption Ž .
and new dependent functions
⑀ be a solution of 1.1 . Then we find that Ž . ␣,␤,␥ satisfies the following DAE, which is called the boundary layer problem or inner problem:
Ž . To study the asymptotic behavior of solutions of 1.1 , we need the following assumption:
D f x, y, z, 0 Ž .
ASYMPTOTIC EXPANSIONS OF OUTER SOLUTIONS
Ž . Ž . For the analysis of the solutions of 3.5 and 3.7 and their interrelationship, asymptotic considerations are to be used. We motivate here briefly the approach and defer proofs to Section 5. Suppose that the initial
Ž Ž . Ž . Ž .. and, accordingly, that any outer solution X t, ⑀ , Y t, ⑀ , Z t, ⑀ has a formal asymptotic expansion in terms of ⑀ : 
Ž .
Proof. By assumption b we can solve the second and third equations Ž . Ž . in 4.4 for y, z in terms of x and substitute into the first equation in Ž . 4.4 . Thus, we obtain an initial value problem for a linear ODE. Then, by applying the basic existence theory for ODE's, we know that the system Ž . tion. This will be discussed in the next section.
EXISTENCE OF OUTER SOLUTIONS
This section concerns the existence of an outer solution of the outer Ž . problem 3.5 . We cite the following lemma which plays an important role in the study of singularly perturbed ODE's: 
.1. Let A t be an n = n continuous matrix for t F t F t and
has, for any
⑀ , 0 -⑀ F ⑀ , a solution X s X t, ⑀ , Y s Y t, ⑀ , Z s 0 Ž . w x Ž Ž . Ž . Ž .. Z t, ⑀ g D D, defined on the same inter¨al 0, T as X t ,Y t , Z t , 0 0 0 Ž . which satisfies 4.1b uniformly for 0 F t F T.
Ž .
Proof. To begin the proof, we simplify the outer problem 3.5 by introducing a change of variables defined by the affine mapping
Here A , A , and B are chosen as
Ž . ⑀ g J J is sufficiently small. In order to find such a domain for T T , it is
T . In fact, since 5.2 can be written as
. , N, A t , A t , and B t are uniformly
Ž . Substituting 5.2 into the first equation of 3.5a , we obtain that 
Ž .
A t B t I 0
Ž . Ž . where G t, u,¨, w, ⑀ is the remainder term. Obviously, G t, u,¨, w, ⑀ Ž . satisfies the following Condition N :
Ž . R ª R is said to satisfy Condition N if it satisfies the following asymptotic relations:
uniformly for 0 F t F T, where N is a positive integer;
Ž . Ž . It is noticed that Condition N is the same as conditions 1.2a and Ž . Ž . w x 1.2b in Hypothesis H in 13 . Observe that
k qиии qk ss 
Ž . . and F and F satisfy Condition N . Note that in the derivation of the last 2 3 Ž . two equations of 5.11 , we used the fact that 
