Abstract
compiled into Java bytecode. Programs in Java bytecode are communicated via the network and are thus independent of the platform on which they execute as long as each platform supports a JVM.
Two different uses of Java for network management have been investigated in this paper. The first example involves the network manager side. Imagine an application (in the network management sense) running in the form of a navigator/browser page showing a network topology with network elements. Selecting any of the network elements on the graphical interface would invoke the respective Java class to be supplied from the selected network element. The type of class can be context-dependent; for example it could involve a discovery mode where basic properties of the network element are supplied, such as functional type, IP address, etc. Other uses may involve functional status (up, down, under initialization) or actually experienced load levels. One aspect of this scheme is that the agents have control of how to supply the data. A second example involves the agent side. Implementing the agent in form of Java classes has a number of interesting effects which are the subject of the discussions in this paper.
Our objective is to study the feasibility of integrating Java technology to network management. The Java approach explained in this paper is intended to overcome some of the problems of SNMP and reduce the complexity involved in network management. The current SNMP-based network management has significant disadvantages despite its wide usage in the Internet community. Some of these are communication overhead based on polling, low level of security and portability between different architecture. We explain how Java technology can be used to support automatic network discovery, extensible and mobile agent concepts. Implementing an intelligent Java-based network element provides many ways to enhance the management functions such as multithreading to support concurrent queries from one or more managers, added security, and ease of programming due to object-oriented nature of Java technology. Architecture issues in implementing a Java-based network element and methods to solve the automatic discovery of network elements by Network Management System (NMS) are also discussed.
Java Basics
Java is designed to meet the challenges of application development in the context of heterogeneous, network-wide distributed environments. The Java programming language provides a portable, interpreted, high-performance, simple, multithreaded and object-oriented environment. Java is intended for distributed environments, which means that security has to be a primary concern. With security features designed into the language and the run-time system, Java lets you construct applications that can't be invaded from outside. Java is developed to support applications in a heterogeneous environment which requires that applications be capable of executing on a variety of hardware architectures, operating systems and interoperate with multiple programming language interfaces. This is achieved by generating an intermediate code called bytecode which is an architecturally neutral format designed to be transported easily to multiple hardware and software platforms.
The architecture-neutral and portable language environment of Java is known as the Java Virtual Machine(JVM), which is an abstract machine environment on which Java language compilers can generate bytecode. Specific implementations of the JVM for particular hardware and software platforms then provide the concrete realization of the virtual machine. The JVM is based primarily on the Portable Operating System Interface (POSIX) specification. Implementing the JVM on new architectures is a relatively straightforward task as long as the target platform meets basic requirements such as support for multithreading [5] .
Java based NMS
The Java based management system consists of a manager browser at the NMS and an intelligent Java engine at the agent. The manager browser monitors and controls network elements in the network. The Java engine at a network element performs the management functions of an agent, as well as responds to the queries from NMS. The manager browser and the agent processes are stand-alone Java application programs which are similar to any higher level language program available at present. The communication between the NMS and the agent is carried out by Java classes. A Java class is a bytecode format which is transported across a network to run on a machine which contains a Java interpreter. The BER used in the current SNMP standard is eliminated in this new approach since the interoperability is supported by the bytecode in the Java Language Environment(JLE). The SNMP Protocol Data Unit(PDU) is replaced by Java classes to transfer commands and data. Existing standard MIB-II is supported at the agent. The security feature inherent in the Java bytecode provides an additional layer of secure communication to management information across networks. The experimental setup shown in Figure 1 , involves machines running on different operating systems such as UNIX, Window95, and Macintosh. The manager browser is run on a UNIX machine. These machines are connected through 10 Mbps Ethernet. The UNIX machines are SUN Sparc5, Sparc10, Windows95 machine is a Pentium 100 MHz and the Macintosh is a PowerPC. The present setup use the TCP sockets for communication, but the implementation on UDP is under investigation.
Manager Browser
The manager browser is a Graphical User Interface(GUI) which is shown in Figure 2 . The GUI consists of list panel, text area panel, trap area panel, text fields and buttons, which are layered out using the layout manager provided in Abstract Window Tool(AWT) class of Java. The list panel is used to display the agents and variables which are received from an agent. The details of the variables like description, values and access rights are displayed in the text area panel. A user can enter the details such as community name, Object IDentifier(OID), agent name and set value for the variable in the respective fields. The trap messages are displayed in the text area provided exclusively for trap management. The user selectable command set similar to SNMP commands are available in the form of buttons. The notion of user friendly was the top priority in designing the browser. Separate panels to display different management events, point and click approach in browsing the MIB tree and easy access to the command set are some of the key features incorporated in the manager browser. The top level menu items provided in the browser allows various useful functions such as saving the agent configuration to a file, load agents from a file, access to command set, initiate auto discovery and getting help; can be carried out without leaving the browser environment. In addition, conversion details such as ASN.1 standard OID number to OID string and agent name to IP number and vice versa are hidden from the user. The whole idea in the browser design is to simplify the network management as much as possible.
When the manager browser is started it displays by default the agents which are loaded from a local file. This is under the assumption that the agents have been discovered already and stored in a file. At any given time, user can load a different set of agents from a file in the local system. Automatic discovery of agents available in the network is discussed under Section 5. A query or browsing the MIB tree of an agent is carried out by double clicking the agent from the list of agents displayed on the browser. This action clears the agent list and displays the standard MIB-II groups as a result. The name of the current agent is always displayed on top of the list, so that a user has an option to switch to the agent list at any time. Further navigation of MIB tree variables is similar to point and click approach available in any standard web browsing tool for Internet.
Upon selecting a MIB group, variables on the next level in the MIB tree is brought from the agent. In case of a leaf node, the value of the variable received from the agent is displayed in the text area. The command "get" is the default command for any operation unless the user selects a different command. In case the user has details about the agent such as community name, OID and values, it can be entered directly on the text fields for a faster query without traversing the MIB tree. Commands other than "get" can be selected by clicking on the buttons available at the bottom of the browser.
The implementation details of how the information is being transferred between the manager and the agent is discussed below. Once the user completes the selection, the first step is to collect all the user input and convert it to proper strings. For example the agent name is converted to its IP number and an OID string is generated based upon the MIB tree level. The OID string is constructed by having the first six groups as default and then depending upon the index on the list, the current OID string is concatenated to the index. This resulted string is then retained throughout that agents query so that consecutive OID strings can be constructed easily. The command string is updated to "get" by default in case the user does not select any other command. These strings are then passed to the next level of the browser process called create_class.
The basic function of this create_class method is to generate a Java class which contains the user inputs and the agents name. At first, a source file is created by inserting the input string in the empty slot provided in the skeleton Java source code which is stored in a byte array. The Java compiler is then used to generate class file for this source code. On successful compilation, the browser program passes the class as an input parameter to the method send_class_to_agent. This method is nothing but forking a worker thread to transmit the class and receive the reply from the agent. From this point onwards, the main browser process is released and ready for other management functions. The worker thread at first tries to open a TCP socket connection to the agent using the IP number. If the socket connection succeeds, then the class is transferred from the manager to the agent. When the class transfer is completed, the TCP socket connection is disconnected and the thread blocks itself in the listening mode. The socket connection for receiving any class file is actually registered on a separate port.
The worker thread blocks until a request for socket connection from any agent. The identification of particular agent from incoming connection requests is done through checking the IP number of the agent for which the worker thread is waiting. Once the identity of the agent is confirmed, the socket request is accepted and the class sent from the agent is received and stored in the form of a byte array. Again, the socket connection is closed as soon as the class is received from the agent. The class_loader, a Java class is used to load the class received from the agent. When the class is loaded and instantiated on run time, the thread references the method encapsulated inside the class. This call to the method returns the data sent by the agent in the form of a string. The string is then checked to see whether it represents a level of nodes in the MIB tree or a value of leaf node variable. Depending upon the type of data received, display to various area in the browser frame is controlled. If the data represents the next level in the tree then it is displayed in the list panel where as it is displayed in case of value of an variable. In case of user entering the agent information such as agent name, OID, and community name directly, the same process is carried out with the parameters are now the input from user.
The trap thread which is also a separate thread under the browser process blocks on listening mode to receive any trap messages sent from agents. Upon receiving a trap message, the trap thread forks a worker thread to carry out the trap processing. The worker thread loads the received trap class on run time and displays the trap message on the trap area panel on the browser window.
Agent
The agent is a Java application program which performs the necessary management function of an agent in a network element. The agent code is run as a background process in UNIX, Windows and Apple machines. The main functions of an agent is to respond to queries from a manager, parse the MIB tree and report an event to the manager by a trap. The agent process has a main thread to listen on a TCP port for any incoming request and create worker threads to carry out the requests. This is similar to the supervisor and worker thread concept in any multithreaded operating system. The agent interacts with the MIB using the existing ASN.1 standard. The trap thread forks a worker thread to send trap messages to a specified manager.
When the agent is started as a process under the kernel of any operating system, it forks a trap thread to monitor events, registers a socket on the given TCP port and blocks itself on listening mode. The TCP port is pre-assigned in our implementation. If the port is unspecified then a default port is used. The agent process waits until any request for socket connection on the specified port. Upon a socket request, the agent forks a worker thread to handle the request. At present the identity of requesting node is not verified but provision to compare the IP number with local manager IP table is planned on the next release. Once the identity of the remote node is confirmed, the agent accept the socket request and prepare to receive the class sent from the manager. The socket connection is terminated when the class is received successfully and stored in a byte array. This byte array is then passed to the class loader method. The class loader loads and instantiates this class. The method inside this class is then referenced which returns the data sent from the manager as a string. The string of data is then passed to the MIB parsing method. The MIB parsing method is implemented to support existing MIB-II standard. The ASN.1 representation of variables in the MIB file is parsed based on the variable name sent form the manager. The parse method starts by separating the data string sent from the manager into various sub strings, such as community name, OID name and command name. The community name is then verified with current agents community name and upon success the variable name is then passed to the MIB parse routine. The Stream Tokenizer class available in Java is used for parsing the MIB file. Various environment parameters are set prior to parsing in order to select only the specified strings as tokens from the MIB file. By this way strings that are irrelevant for parsing are ignored, which minimizes the time involved in parsing the MIB data file. The stream token which represents a legible string from the MIB file is fetched and compared to various possible keywords. The OID string, received from the manager is scanned to select the first level (group OID) of the MIB tree. This level is then compared with group OIDs available in the beginning of the MIB file and on successful match the group name string is returned. The next level in the MIB tree is picked up from the OID string, and compared with the tokens from the MIB file. The tokens are matched for various key patterns specified by ASN.1 syntax. During this process, If the current token matches with the group name then the subsequent tokens are compared to the current OID level. If both these patterns matches then the variable name picked up earlier from the OBJECT-TYPE is retained as the next level. The process of obtaining the next level of the OID string and traversing to next level in the MIB tree continues until the entire OID string is scanned.
The difference between a leaf node, nodes in a particular level and the lists are taken care by various run time check points in the parsing routine. In case of an OID requesting next level will return all the nodes, whereas an OID requesting a leaf node will invoke the method to find the value or set the value according to the command specified from the manager side. The parsing of MIB file is terminated as and when the levels in the OID string is completed. The result of the parsing returns a string which contains either the list of nodes in a given level or results of a method which contains implementation detail of that variable. In order to differentiate between these two results, an identifier is added to make sure that browser at the manager handles them differently. Implementation of MIB variables for system and ip group is carried out using the native methods available in Java. Native methods are used to call functions that are written in languages other than Java. The steps to import native code are: create Java code that refers to native methods, generate the C header files and stub files from the Java compiled code for the C functions, create the C code, C stub file, then compile and link them to form a shared library, and link the new library into the Java program [4] . The C code, to look up the kernel and read the MIB variables, uses the /dev/ip file in Solaris2.5. The lookup is based upon streams in the case of Solaris2.5 contrary to the nlist lookup in SunOS4.1.3. The agent code loads a shared library that is created using native programming techniques to execute the kernel lookup. The shared library executes the lookup in the C environment and returns the data to the agent code.
The name of the variable is passed as an argument to the native code during the function call. The members of an object are referenced in the native code using the handles that are created. The native code consists of several functions for different groups. The function common to all the groups is the one that opens the /dev/ip file, reads the data and closes the file. Each group has it's own method of calling the read kernel function. The native method returns the value of the variable to the main program. The groups that currently implemented are tcp , icmp, udp, and ip.
The thread which carries out the above operations then calls the create_class method to generate a class which contains the results of the MIB parsing. The class is created from a base frame which contains the skeleton class and slots for inserting the results of the MIB parsing. This class is then compiled using Java compiler to generate bytecode equivalent. The return_class_to_manager method takes this class and returns it to the waiting manager. The worker thread carries out this function by first requesting a socket connection using the manager's IP number which was identified while accepting the initial connection request. If the socket request succeeds, then the agent thread transmits the class and disconnects the socket connection upon completion of the data transfer. The thread created to handle this request from a manager is then terminated. The resources allocated for this process is released by the garbage collector in Java Language Environment. Implementation of a trap thread to report an event is under investigation.
Architecture Implementation issues
The implementation of Java-based network elements can be approached in two ways. One way would be to let the Java virtual engine perform virtually everything in a network element such as kernel function, process management, memory management, system calls and application interfaces. This approach is enhanced by the fact that Sun Microsystems has released Java Operating System called Kona [9] , which is designed for devices ranging from pagers to network computers. The entire Java engine can be a firmware implementation in case of a network element for faster execution.
Another approach could be that the Java engine is an add-on software module along with the manufacturer's proprietary kernel which is done in this implementation. In this case, the Java engine could be a process under the kernel which has threads to carry out various network management functions. All these processes interact with the system hardware using the system calls and native methods provided by the JLE. The generic architecture of a complete Java engine and an add-on module is shown in Figure 4 . Further discussion of the architectural issues on element-specific instrumentation goes beyond the scope of this paper. 
Automatic configuration
During the initial startup, the manager broadcasts a message to identify the network agents that are active. The broadcast message is in the form of a class which contains the IP address of the source NMS and a message to request agents to register. This process can also be carried out by pinging network elements by their individual IP address or a range of IP addresses. After a manager has broadcasted a message, it collects the responses from the network elements, registers them in the IP address table of the local network element and displays them in the browser. The above auto-configuration on the NMS could be summarized as follows. 1. A message from the NMS is broadcast on the network. 2. On receiving the message, a network element would try to match the IP address of the source with the table of entries of all managers for which it should respond. An acknowledgment is sent back if there is a match, otherwise the message is discarded. In case a different manager receives this message, it updates the local manager IP table and responds by identifying itself as a manager. 3. New nodes entering the network would register themselves to their respective managers by sending an "I am alive" message to them. This can be done either by manually specifying the manager's IP address in the agents table or letting the agent broadcast on the network to get a response from a manager. Broadcasting of this message has some serious problems such as lack of an explicit decision as to which manager an agent should respond to and who is in charge of this new device. The following Message Sequence Chart(MSC) shows the events of automatic discovery. 
Extensible agent
IETF AgentX Working Group is in the process of defining a standard for extensible agent concept in network management. In an extensible agent environment, there is a master agent and one or more subagents which supports various MIB modules. For example the subagent could support MIB-II, Remote Monitor(RMON), or Fiber Distributed Data Interface(FDDI) MIBs. This approach provides a run-time extensible agent to which MIB objects can be dynamically added and deleted by connecting and disconnecting the subagent responsible for that MIB module without the need to recompile or restart the agent [7] . The major concern is to develop a platform-independent protocol standard which can simplify the master and subagent communication.
Java based intelligent agent has strong potential to support extensible agent architecture in a master and subagent environment. The master agent could support SNMP standard to respond to a SNMP based NMS and Java classes to support Java based subagents. The master and subagent communications are pure Java classes which eliminates the complex ASN.1 requirement which could significantly speed up information exchange. Java applications are easily portable which suits well in a heterogeneous environment. In addition, inter-agent communication which is done through master agent can be supported easily by multithreading.
Mobile agent, where an agent class is sent from a manager to probe sequence of agents to read the MIB variables is under investigation by FTP Software [11] . The agent class is downloaded to a network element and executed using the Java enabled browser or Java runtime environment. Java based agent is well suited for this environment.
Comparison of SNMP and Java approach
The SNMP based network management consists of an application program, SNMP daemon and an User Datagram Protocol (UDP) modules to carry out the management functions. The messages between the manager and agents are in the form of SNMP PDU which complies to ASN.1 syntax and BER encoding.
The Java system consists of browser and Java engine to carry out the management functions. The Java system uses classes to communicate between the manager and an agent. The underlying security feature of the Java technology improves the network management security. One drawback of Java approach is that it can be inefficient when used as short TCP connections, each for a small number of MIB variables. But it is also true that as data retrieval size increase TCP become more efficient than UDP. The major differences between the two management systems are listed in Table 1 
Performance
The performance graph of a Java agent and a CMU-SNMP agent [12] is shown in Figure  4 . The graph shows the response time of SNMP get command for system and ip groups. The response time depends primarily on the hardware platform on which the agent is running. The manager was set on the SparcStation 5 and Java agent and CMU-SNMP agent were running on the SparcStation 10. The Windows95 agent was running on 100MHz Pentium machine. The response times were measured at the manager end and averaged for each group. Some of the latency of Java agent is due to the TCP protocol which has larger overhead than UDP. Also, each query to an agent opens a new TCP socket connection. One way to reduce this overhead is to open a TCP connection to an agent on the first query and successive queries can use the same connection. The Java implementation uses a GUI to display the results, where as the CMU-SNMP application display the result as text, which is also a factor that affects the response time. Various measures are under way to optimize the manager and agent code to decrease the response time.
Future and Related Work
The above work has been implemented in a workbench environment on Sun Microsystems SparcStations. Current efforts include the following areas: 1. Automatic discovery of agents available in the network which is based on the broadcast method. 2. Manage multiple agents from a single browser by virtually creating instantiation of the browser using threads. 3. Expanding and shrinking structure of the MIB tree 4. Agent mobility Since we started our work, we have learned of the following efforts, which may be representative of the field. A Java-based SNMP package with MIB browser is being developed by Advent Network Management Inc., West Consulting BV, and other organizations which provides a NMS to support the present SNMP standard. We have not come across any Java based complete agent so for.
Conclusion
Network management is by definition a distributed application. It should therefore be no surprise that a new language environment like Java that is purposely developed for the network environment should find a natural match in this application. Indeed, we found that some intrinsic problems of the network management environment can be easily addressed and brought closer to solution. These are: first, the portability across platforms or independence from underlying hardware and software architectures, and second, a set of security aspects, such as authentication, enforcement of access restrictions, and preserving the integrity of the whole communication process. As a third result, we found that the navigator/browser architecture offers an ideal framework for the network management system application architecture.
At the visionary level, it would, in our opinion, make sense that developers of network element control software use a Java platform, especially once hardware engines for Java bytecode become available. In this way, a lot of network management tasks such as initialization, configuration, software updates and maintenance could be done within an existing standardized framework.
In conclusion, use of the Java language and environment has great potential to solve some inherent problems and to simplify the complexity involved in network management.
