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Abstract
We propose a regularization technique and apply it to the Euler product of zeta functions,
mainly of the Riemann zeta function, to make unknown some clear. In this paper that is the
first part of the trilogy, we try to demonstrate the Riemann hypotheses by this regularization
technique and show conditions to realize them. In part two, we will focus on zeros of the
Riemann zeta function and the nature of prime numbers in order to prepare ourselves for
physical applications in the third part.
PACS number(s): 02.30.-f, 02.30.Gp, 05.40.-a
I. INTRODUCTION
Regularizations by way of the zeta function have been successful with some physical ap-
plications so far, such as the infrared divergence in QED and the Casimir effect[1], and also
the random matrix theory[2] is discussed associated with the zeta function. It is also well
known that the Riemann hypothesis associated with the Riemann zeta function has been
remained to be proved. We propose a regularization technique and apply this regularization
to the Euler product of zeta functions, which seems to be essential to clarify the Riemann
hypotheses, mainly of the Riemann zeta function. And we try to make the difficulties of the
Riemann hypothesis clear by this regularization technique within the elementary mathemat-
ics and we show some conditions to perform demonstrations of the Riemann hypotheses.
The definition of the Riemann zeta function is
ζ(z) =
∞∑
n=1
1
nz
=
∞∏
k=1
(
1− 1
pkz
)−1
(1)
for ℜz > 1, where the right side is the Euler product representation and pk is the k-th prime
number. Surely the expression for ℜz > 0 such as
ζ(z) =
1
1− 21−z
∞∑
n=1
(−1)n−1
nz
(2)
is well known but an Euler product for it is not known. We will show that the Euler product
representation plays an essential role in the proof of the Riemann hypothesis, but there is
no known Euler product representation for the Riemann zeta function for 0 < ℜz < 1. Thus
we will regularize the Euler product representation, namely, the right side of Eq.(1), whose
analytical continuation to the region ℜz < 1 has not been carried out.
For this regularization, we consider a technique for regularizing the divergent series in
section 2. And we show this regularization method is useful for some examples especially
for asymptotic expansions. In §3 we apply this regularization method to the Riemann zeta
function and try to demonstrate the Riemann hypothesis. And we deal with the analytic
continuation for the Riemann zeta function in section 4. In §5 we discuss the prime number
formula and how to get the large prime number. The final section is devoted to concluding
remarks.
II. METHOD OF THE DIPOLE CANCELLATION LIMIT
The function f(z) is defined by
f(z) = lim
n→∞
fn(z) (3)
2
where
fn(z) =
n∑
k=1
akz
k−1 =
n∑
k=1
bk(z) (4)
By the Cauchy-Hadamard theorem, the convergence radius ρ is given by
1
ρ
= lim
n→∞
|an| 1n (5)
Here we think about a technique to get significant f(z) using fn(z) even when |z| > ρ.
For example, when an = 1 for |z| < 1, f(z) converges and is given by
f(z) =
∞∑
k=1
zk−1 =
1
1− z (|z| < 1) (6)
For |z| > 1 this equality is not valid, we will construct a method, namely, the analytic
continuation for |z| > 1. Generally we think about function sequence αk(z), which satisfies
the equation
(1− αk(z))bk(z) + αk+1(z)bk+1(z) = 0. (7)
This equation means that one of the internal division by αk(z) : (1−αk(z)) for value of k-th
term bk(z) cancels another of the internal division for bk+1(z) each other.
In this case, the fact that ak = 1 and bk(z) = z
k−1 reads,
(1− αk(z))zk−1 + αk+1(z)zk = 0. (8)
Admitting Eq.(8) even in the case of |z| > 1, we get
1− αk(z) + αk+1(z)z = 0. (9)
Multiplying this equation by zk−1 from k = 1 to k = n, we get
αn+1(z)z
n − α1(z) = z
n − 1
1− z . (10)
Because Eq.(9) is independent of k, we assume the common limit α(z) = αk(z) = αk+1(z)
and put it into Eq.(10),
1− α(z) + α(z)z = 0 (11)
α(z) =
1
1− z = αk(z) = αk+1(z). (12)
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Thus,
fn(z) =
n∑
k=1
zk−1 =
1− zn
1− z
=
n∑
k=1
bk(z)
=
n∑
k=1
{αk(z)bk(z) + (1− αk(z))bk(z)} (13)
= α1(z)b1(z) + (1− αn(z))bn(z)
=
1
1− z +
−zn
1− z
Here the initial term α1(z) will be finite in the limit of n→∞. For the general case, we will
use the solution αk(z) to the function equation (7) to get the finite part of the limit value
α1(z)b1(z). We call this technique the method of the dipole cancellation limit, and Eq.(7)
dipole equation. The dipole equation is the equation to determine the form of function αk(z).
From the fact above, asymptotic expansions or partial integrals of divergent sequences
give of
αk(z) = αk+1(z) = αk+1
f˜ n(z) =
n−1∑
k=1
bk(z) + αnbn(z) (14)
in the case that lim
n→∞
f˜n(z) converge, this convergence value will be the finite value of f(z).
The condition lim
k→∞
αk(z) = α(z) 6= 0 means bk(z) is like equal ratio series, and in this case
the order of the dipole function becomes O(α(z)b1(z)).
When αk(z) 6= 0, we can apply the discussion above. For example, f(z) = lim
n→∞
fn(z) in
which
fn(z) =
∞∑
k=1
(k − 1)!
zk−1
(15)
Eq.(7) gives,
(1− αk(z))(k − 1)!
zk−1
+ αk+1(z)
k!
zk
= 0 (16)
Actually in this case it is difficult to get the exact solution to the dipole equation
z − zαk(z) + kαk+1(z) = 0, (17)
4
but the solution will be
f(z) = α1(z)
=
z
ez
(
log z +
∞∑
k=1
zk
k!k
)
=
z
ez
(
log z +
∞∑
k=1
zk
(k + 1)!− k!
)
=
1
ez
(
z log z +
∞∑
k=1
zk+1
(k + 1)!(1− 1
k+1
)
)
(18)
≤ 1
ez
(
z log z +
∞∑
k=1
2zk+1
(k + 1)!
)
=
1
ez
{z log z + 2(ez − 1− z)}
= 2 +
z log z − 2− 2z
ez
,
which reads lim
n→∞
fn(z) < 2, namely, finite.
For an example of the case with the exception of equal ratio series, we show the harmonic
series
fn(z) =
n∑
k=1
1
k
. (19)
From Eq.(7), we get the dipole equation
αk(z)
k
− αk+1(z)
k + 1
=
1
k
, (20)
then we get the solution αk(z) = −kψ(k), where ψ(z) = d
dz
log Γ(z) =
Γ′(z)
Γ(z)
and is called
digamma function. Therefore αk(z) = −kψ(k) is the solution to Eq.(20), the dipole function
is
α1(z) = −1 · ψ(1) = −(−γ) = γ, (21)
which is reduced to the constant. It gives the dipole value in the case such that the dipole
equation can be solved, but it is difficult to give the exact solution to the dipole equation
generally. For another example of this regularization technique, we show the application of
the this method to the Riemann zeta function of the summation type, the middle side of
Eq.(1), in Appendix. The similar kind of regularization can be formulated by the continued
fraction, but here we do not go into this way.
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III. PARAMETRIZATION FOR ZETA FUNCTION
We parametrize a complex variable z by two real variable as z = s(
1
2
+ it), so the Euler
product representation of the Riemann zeta function is expressed by
ζ(s(
1
2
+ it)) =
∞∏
k=1

1− 1
p
s( 1
2
+it)
k


−1
(22)
Symmetry properties for the complex conjugate, which is denoted by the overline,
ζ(s(
1
2
− it)) = ζ(s(1
2
+ it)) = ζ(s(
1
2
+ it)) (23)
will be got straightforward from the definition Eq.(1).
Let us think about the product ζ(z)ζ(z), namely, the square of absolute value of the
zeta function, and we call hereafter this product the standard form of the degree two zeta
function. Euler product representation for the standard form is
ζ(s(
1
2
+ it))ζ(s(
1
2
+ it)) = ζ(s(
1
2
+ it))ζ(s(
1
2
− it))
=
∞∏
k=1

1− 1
p
s( 1
2
+it)
k


−1
∞∏
k=1

1− 1
p
s( 1
2
−it)
k


−1
=
∞∏
k=1
(
1− 2
p
s/2
k
cos(st log pk) +
1
pks
)−1
(24)
≡ f(s, t)−1,
that is, f(s, t) = lim
n→∞
fn(s, t), where
fn(s, t) =
n∏
k=1
(
1− 2
p
s/2
k
cos(st log pk) +
1
pks
)
. (25)
The Euler product representation above is valid for s ≥ 2, and we restrict our interest for
t > 0. Graphs for the standard form calculated by the Euler product are plotted. The
relation between local maxima of the standard form and the zeros of the Riemann zeta
function is easily taken in for the large t. These figures are understood from the Hadamard
product, which shows zeros of the Riemann zeta function except smallest one.
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Figure 1: The graph of y = fn(2, t) for n = 106. By the Hadamard product under the Riemann hypothesis,
approximate values to give local maxima are t ≃ 1
s
√
λ2 + 1
4
− s
2
(1− s
2
) = 1
2
√
λ2 + 1
4
for s = 2, where
ζ(1/2 + iλ) = 0.
Figure 2: The graph of y = gn(1, t) for n = 106. The y axis is plotted in logarithmic scale.
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For the case of ℜz = 1
2
,
gn(s, t) ≡ fn(s, t)n∏
k=1
(
1 +
1
pks
) (26)
lim
n→∞
gn(s, t) = lim
n→∞
ζn(2s)
ζn(s)
1
ζ(s(1
2
+ it))ζ(s(1
2
− it)) (27)
From these graphs above, we can see an availability of the Euler product even in the
region of ℜz < 1. From the fact that ”the geometric mean” is less than or is equal to ”the
arithmetic mean”, we get the inequality
f(s, t) =
∞∏
k=1
(
1− 2
p
s/2
k
cos(st log pk) +
1
pks
)
< lim
n→∞
{
1 +
1
n
(
−2
n∑
k=1
1
p
s/2
k
cos(st log pk) +
n∑
k=1
1
pks
)}n
(28)
Here we put
Bn(s, t) =
n∑
k=1
1
p
s/2
k
cos(st log pk), B(s, t) = lim
n→∞
Bn(s, t),
Cn(s) =
n∑
k=1
1
pks
, C(s) = lim
n→∞
Cn(s),
(29)
then
f(s, t) < lim
n→∞
(
1 +
−2Bn(s, t) + Cn(s)
n
)n
= e−2B(s,t)+C(s), (30)
where the right side becomes finite when B(s, t) and C(s) are finite for st 6= 0. In the above
deformation, we use the relation lim
n→∞
(
1 +
An(xi)
n
)n
= lim
n→∞
eAn(xi) = eA(xi), whose proof is
shown in Appendix.
An evaluation for C(s) is straightforward depending on s,
C(s) =


∞∑
k=1
1
pk
= +∞ for s = 1
∞∑
k=1
1
pks
<
∞∑
n=1
1
ns
= O(1) for s > 1.
(31)
For an evaluation of B(s, t), we need some deformations using fundamental relations[3]
π(x) = Li(x) +O(xecpi(log x)
1/10
), cpi:constant (32)
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pn = n(log n + log log n− 1) + o(n log log n
log n
), (33)
To evaluate B(s, t), we first deal with Bn(s, t) =
n∑
k=1
cos(st log pk)
p
s/2
k
.
We put u = pn, then we get
n = π(u) =
∫ u
2
dt
log t
+ o(
u
log2 u
). (34)
Taking
dn
du
=
1
log u
into account,
Bn(s, t) =
∑
pn
bu(s, t)
1
log u
, (35)
where bu(s, t) =
cos(st log u)
us/2
.
We put log u = v, namely, u = ev and we get using
du
dv
= ev
bu(s, t) = bv(s, t)
du
dv
=
cos(stv)
esv/2
ev, (36)
∑
pn
bu(s, t)
1
log u
=
∑
log pn
cos(stv)
esv/2
ev
1
log u
=
∑
log pn
cos(stv)
ev(
s
2
−1)
1
v
. (37)
Again we put r = stv, namely, v =
r
st
(st 6= 0), dv
dr
=
1
st
, then we get
∑
log pn
cos(stv)
ev(
s
2
−1)
1
v
=
∑
st log pn
cos r
e
r
st
( s
2
−1) r
st
1
st
+ o(
er
v2
)
=
∑
st log pn
cos r
e
r
st
( s
2
−1) r
+ o(
er
v2
) (38)
=
∑
st log pn
cos r
e
r
t
( 1
2
− 1
s
) r
+ o(
er
v2
).
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Therefore sequences Bn(s, t) which we deal with, is the summation of
ear cos r
r
, (39)
where r = st log pn and we put a = (
1
s
− 1
2
)
1
t
which is positive for 1 < s < 2.
Hereafter we will invert the summation to the integral. First we use Eq.(33)
log pn = log{n(log n+ log logn− 1)}+ o
(
log(
n log logn
logn
)
)
= log n+ o(log n), (40)
d log pn
dn
=
1
pn
dpn
dn
=
log n+ log logn
n logn
=
1
n
+ o(
1
n
). (41)
For large n with the finite value of s and t, cos r has intervals in which monotonically
increasing or decreasing alternately, therefore Bn(s, t) is constrained from upper and lower
limit. Then we can always take the integral between the upper and the lower value. The
difference from the integral in the interval form 2πn to 2π(n+1) is at most
4st
N
for the large
number N , since | cos r| ≤ 1. Thus the difference between Bn(s, t) and
Dn =
∫ st log pn
N
ear cos r
r
dr (42)
is finite and is evaluated by.
(1− 4st
N
)Dn +O(1) < Bn(s, t) < (1 +
4st
N
)Dn +O(1) (43)
Therefore Dn and Bn(s, t) will converge or diverge simultaneously for the limit of n→∞.
Here we have a positive a
lim
n→∞
ear = +∞, (44)
so
ear cos r
r
diverge positive or negative oscillatory.
For 0 < θ < 2π and m ≥ 1
1 ≥ 1
1 + θ
m
≥ m
m+ 1
≥ 1
2
, (45)
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eam
m
≥ e
am
m
1
1 + θ
m
≥ e
am
2m
. (46)
When we put
E =
∞∑
m=1
(−1)m e
am
m
=
∞∑
k=1
{
(−1)e
a(2k−1)
2k − 1 +
e2ak
2k
}
, (47)
then we can show E > 0 for k > {2(1− e−a)}−1. Using this
E +O(1) ≥
∫ ∞
N
ear cos r
r
dr ≥ E
2
+O(1) (48)
E +O(1) ≥ lim
n→∞
Dn ≥ E
2
+O(1) (49)
Therefore the evaluation of the regularized B(s, t) is given by
(1− 4
N
)
E
2
+O(1) ≤ lim
n→∞
Bn(s, t) = B(s, t) ≤ (1 + 4
N
)E +O(1) (50)
and we use the relation
log(1 + x) = −
∞∑
m=1
(−1)mxm
m
(|x| < 1), (51)
we get
− 1
2
(1− 4
N
) log(1 + ea) +O(1) ≤ B(s, t) ≤ −(1 + 4
N
) log(1 + ea) +O(1). (52)
After all B(s, t) will be finite when the analytic continuation is performed,
B(s, t) = O
(
− log(1 + e 1t ( 1s− 12 ))
)
. (53)
Moreover, from the fact that ”the harmonic mean” is less than or is equal to ”the geo-
metric mean”, we can also get the behavior of the pole at s = 1. Here we do not go farther
because the regularized Riemann zeta function is finite for 1 < s < 2, namely, the standard
form has the lower limit.
IV. ANALYTIC CONTINUATION
By using the method of the dipole cancellation limit, we will show the analytic contin-
uation of
B(s, t) = lim
n→∞
Bn(s, t) for s ≥ 2, t > 0,
11
where
Bn(s, t) =
n∑
k=1
cos(st log pk)
pks/2
.
As mentioned above section, Bn(s, t) will be divergent like as the integration of
ear cos r
r
,
where r = st log pn, a =
r
t
(
1
2
− 1
s
) > 0. We will regularize this function by using the method
of the dipole cancellation limit.
bk(r) =
∫ (N+k+1)pi
(N+k)pi
ear cos r
r
dr (54)
cn =
n∑
k=1
cos(st log pk)
ps/2
(55)
fn(r) =
n∑
k=1
bk(r) + cn (56)
The dipole equation is
(1− αk(r))bk(r) + αk+1(r)bk+1(r) = 0. (57)
The factor
ear
r
is monotonically increasing and cosx is periodic function plus or minus re-
peatedly, so the dipole equation will be followings replacing periodic summations to periodic
integrals, ∫ (M+k+1)pi
(M+k)pi+βk(r)
ear cos r
r
dr +
∫ (M+k+1)pi+βk+1(r)
(M+k+1)pi
ear cos r
r
dr = 0 (58)
associated with ∫ (M+k+1)pi+βk+1(r)
(M+k)pi+βk(r)
ear cos r
r
dr = 0. (59)
∫ (M+k+1)pi
(M+k)pi+βk(r)
ear cos r
r
dr
∫ (M+k+1)pi
(M+k)pi
ear cos r
r
dr
= 1− αk(r). (60)
∫ (M+k+1)pi+βk+1(r)
(M+k+1)pi
ear cos r
r
dr
∫ (M+k+2)pi
(M+k+1)pi
ear cos r
r
dr
= αk+1(r). (61)
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where βk(r) is the internally dividing point in k-th sequence. Using Euler’s formula cos r+
i sin r = eir,
ear cos r
r
= ℜ(e
areir
r
)
= ℜ(e
cr
r
) (62)
where c = a+ i.
∫
ecr
r
dr =
∫
1
r
∞∑
k=0
crk
k!
dr
= log r +
1
c
∞∑
k=1
(cr)k+1
k!k
(63)
We express the real part of
∫
ecr
r
dr by Eℜ(r), then
Eℜ(r) = ℜ
(∫
ecr
r
dr
)
= log r + ℜ
{
a− i
a2 + 1
∞∑
k=1
1
k!k
(
k+1∑
m=0
k+1Cmi
mak+1−m)rk+1
}
(64)
We will get following equations from Eqs.(59) to (61), respectively
Eℜ((M + k + 1)π + βk+1(r)) = Eℜ((M + k)π + βk(r)) (65)
Eℜ((M + k + 1)π)−Eℜ((M + k)π + βk(r))
Eℜ((M + k + 1)π)− Eℜ((M + k)π) = 1− αk(r) (66)
Eℜ((M + k + 1)π + βk+1(r))− Eℜ((M + k + 1)π)
Eℜ((M + k + 2)π)−Eℜ((M + k + 1)π) = αk+1(r) (67)
Solving βk(r) from these three equations, we can get Bn(s, t) by integrating
ear cos r
r
until
n using obtained βk(r), and B(s, t) will give us a regularized value by
β(r) = lim
n:βk(r)→+∞
βn(r). (68)
Here we will show the concrete form of βn(r). The regularized value for
En =
n∑
m=1
(−1)m e
am
m
=
n∑
m=1
(−ea)m
m
(69)
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will be got by the method of the dipole cancellation limit.
The dipole equation will be
(1− αk(r))e
ak
k
− αk+1(r)e
a(k+1)
k + 1
= 0, (70)
namely,
ea
αk+1(r)
k + 1
+
αk(r)
k
=
1
k
(71)
Then the dipole equation will be
f(n) =
1
(−ea)n−1f(1)−
1
(−ea)n−1
n−1∑
k=1
(−ea)k−1
k
, (72)
where f(k) =
αk(r)
k
. So the solution αn(r) is given by
αn(r) = − n
(−ea)n−1
(
n−1∑
k=1
(−ea)k−1
k
− α1
)
= − n
(−ea)n−1
(
En−1
1
(−ea) − α1
)
(73)
= − n
(−ea)n (En−1 + e
aα1) ,
wherre
E = lim
n→∞
En−1
= lim
n→∞
n−1∑
m=1
(−ea)m
m
(74)
= − log(1 + ea)
In this way, the α1(r) will be
α1(r) =
−1
ea
(− log(1 + ea)) = 1
ea
log(1 + ea) (75)
as the dipole limit value and the regularized function is differentiable for s and t.
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The identity theorem guarantees that the method of the dipole cancellation limit here
is the unique analytic continuation for the standard form of the Riemann zeta function.
Moreover the function equality
ζ(z) = πz−
1
2
Γ(
1− z
2
)
Γ(
z
2
)
ζ(1− z) (76)
gives us that the finiteness of the standard form for 0 < s < 1. After all we can conclude
that nontrivial zeros of the Riemann zeta function exist only on s = 1, namely, on ℜz = 1
2
for 0 < ℜz < 1.
V. PRIME NUMBER FORMULA
As we mention details in the next section, the sufficient condition for the proof of the
Riemann hypothesis is that the Euler product representation exists for the zeta function and
the prime number theorem is satisfied. When this sufficient condition is satisfied, the prime
number formula will be given in the category of elementary functions. This prime number
formula differs from such as the Wilson theorem[4]
(p− 1)! + 1 ≡ 0 (mod p) ⇔ p is prime number,
and the n-th prime number pn is extracted from the factor of the zeta function for the given
p1, p2, · · · , pn−1 as follows:[5]
pn =

{log ζ(an) + n−1∑
r=1
log
(
1− 1
pran
)}−1/an+ 1, (77)
where [ ] is a Gauss symbol, and an is a real number satisfying an ≥ pn. When n = 1,
n−1∑
r=1
is equal to 0D
Taking the logarithmic function of each side of the Euler product representation of the
zeta function ζ(s) =
∞∏
r=1
(1− pr−s)−1 and using log(1− x)−1 =
∞∑
k=1
xk
k
(|x| < 1), we get
log ζ(s) +
n−1∑
r=1
log(1− pr−s) =
∞∑
k=1
1
k
∞∑
r=n
pr
−ks (78)
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So in order to prove Eq.(77), we can only show that the (−1/an)-th power of Eq.(78) exists
in the interval [ pn − 1, pn) for s = an. Namely we show
1
(pn − 1)an ≥
∞∑
k=1
1
k
∞∑
r=n
pr
−kan >
1
pnan
. (79)
About the inequality between the middle and the right side, they are clear for
∞∑
k=1
1
k
∞∑
r=n
pr
−kan >
∞∑
r=n
pr
−an > pn
−an (k = 1, r = n).
Next we show the inequality between the left and middle side.
∞∑
k=1
1
k
∞∑
r=n
pr
−kan
<
∞∑
r=n
pr
−an +
∞∑
k=2
1
2
∞∑
r=n
pr
−kan
=
∞∑
r=n
pr
−an +
∞∑
r=n
1
2pr2an(1− pr−an) (80)
<
∞∑
r=n
pr
−an +
∞∑
r=n
pr
−2an <
∞∑
m=pn
m−an
<
∫ ∞
pn−1
t−andt =
pn − 1
(an − 1)(pn − 1)an
Thus accordingly if an ≥ pn then (pn − 1)/(an − 1) ≤ 1C the right side of Eq.(80)≤ 1/(pn −
1)an . Thus the proof is completed.
We can easily confirm the case of n = 1, a1 = 2Csince ζ(a1) = ζ(2) = π
2/6, we get
p1 = [{log ζ(2)}−1/2] + 1 = 2.
Generally when an is evenCζ(an) is expressed by the Bernoulli number. And the way to
calculate the Bernoulli number is given by
Bn = (−1)n
n∑
m=0
1
m+ 1
m∑
t=0
(−1)lmCn ln (81)
for double summations or
Bn =
1
2(22n − 1)
(
1 +
[
2(22n − 1)(2n)!
22n−1π2n
3n∑
m=1
1
m2n
])
(82)
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for a single summation.[6]
For instance, put an = n(n+1) (n ≥ 1) or n = 2[2−1n log(n log n)] (n ≥ 6)[3] in Eq.(77),
and we can get p1, p2, · · ·, sequentially for all prime numbers. By the proof above it is also
clear that
pn = lim
s→∞
{
log ζ(s) +
n−1∑
r=1
log
(
1− 1
prs
)}−1/s
(83)
The way to get a large prime number is discussed by the Hurwitz numbers. First we
define the Hurwitz pi by
̟ = 2
∫ 1
0
dx√
1− x4 , (84)
and Weierstrass’s elliptic function ℘(z) is defined by
℘(z) =
1
z2
+
∑
m2+n2 6=0
{
1
(z − Ωm,n)2 −
1
Ωm,n
2
}
, (85)
where Ωm,n = 2mω1 + 2nω3 with periods 2ω1 and 2ω3. The Laurent expansion of ℘(z) at
the origin is given by
℘(z) =
1
z2
+
∞∑
n=0
2nHn
n
zn−2
(n− 2)! , (86)
where Hn is the Hurwitz number which is not equal to zero only when n is multiples of 4.The
value of H4 is equal to
1
10
and the other can be got by the following recurrence formula:
(2n− 3)(4n− 1)(4n+ 1)H4n = 3
n−1∑
i=0
(4i− 1)(4n− 4i− 1)4nC4iH4iH4(n−i). (87)
We can get the n-th prime number pn in the form of 4m + 1 (m: integer) which is easily
taken for large m, because the zeta function is expressed by the Hurwitz number,
ζ(an) =
(2̟)4n
(4an)!
H4n, (88)
where an is multiples of 4. In this way we proceed the relation between the generalized
Bernoulli number and the generalized Hurwitz pi, which is given by the higher power of x
of the integrand in Eq.(84), for instance, 2
∫ 1
0
dx√
1− x2n in Hurwitz way to get large prime
numbers.
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VI. CONCLUSIONS AND REMARKS
Considering what are stated in above sections, Riemann hypothesis will be realized when
1. An Euler product representation exists such as
ζ(z) = h1(z)
∏
p
(1− 1
pz
)−1. (89)
2. The function of z, namely, an infinite summation of prime numbers c(z),
c(z) =
∞∑
k=1
1
pkz
, (90)
converges for ℜz > 1.
3. The function equality is satisfied such as
ζ(z) = h2(z)ζ(1− z). (91)
4. For zeros existing on ℜz = 1
2
,
c(1) =
∞∑
k=1
1
pk
= +∞ (92)
must be satisfied.
The first condition, i.e., the Euler product representation played the role as stated above,
and it will be extended to the condition
ζ(z + iu) = h3(z)
∏
p
(
1− χ
paz
)−1
, (93)
to get the proofs of the Riemann hypotheses using the corresponding B(s, t) in §3 through
§5, where a(> 0), u and χ( 6= 0) are real constants, and h3(z) is a real function. The second
and forth condition are easily shown to be concluded when the generalized prime number
theorem
π(n) = O
(
n
logn
)
. (94)
18
is satisfied. Therefore the zeta functions, which are satisfied with Eqs.(93),(94) and the third
condition, make their Riemann hypotheses to be proved. Especially the Dirichlet L-function
is satisfied with these three conditions, zeros of the L-function exist only on the straight line
of ℜz = 1
2
except zeros of h3(z) = 0.
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APPENDIX A
Here we apply the regularization method stated in §2 to the Riemann zeta function
ζ(z) = lim
n→∞
ζn(z) = lim
n→∞
n∑
k=1
1
kz
. The dipole equation Eq.(7) is
{1− αk(z)} 1
kz
+ αk+1(z)
1
(k + 1)z
= 0. (A1)
So we solve the equation
αk(z)
kz
− αk+1(z)
(k + 1)z
=
1
kz
, (A2)
and we get the solution given by
α1(z) = lim
n→∞
{
n−1∑
k=1
1
kz
+
αn(z)
nz
}
. (A3)
The expression αk(z) =
k
1− z is satisfied with Eq.(A2) in the limit of k → +∞. Thus
the regularized zeta function is
ζ(z) = lim
n→∞
{
ζn(z)− n
1−z
1− z
}
, (A4)
which is differentiable except z = 1 and analytically continued to the region for ℜz > 0.
This result agrees with the analytic continuation by the usual Euler-Maclaurin expansion.
Here we show that this is consistent with Eq.(2) again by way of the method of the dipole
cancellation limit. We put ξ(z) = lim
n→∞
ξn(z), where
ξn(z) =
n∑
k=1
(−1)n−1
nz
. (A5)
By applying the method of the dipole cancellation limit to ξn(z), we get the dipole equation
{1− αk(z)} 1
kz
+ αk+1(z)}(−1)
kz+1
= 0. (A6)
The solution of this equation is as follows:
α1(z) =
n−1∑
k=1
(−1)k−1
kz
+ (−1)n−1fn(z), (A7)
20
where fk(z) =
αk(z)
kz
.
For the odd number 2n + 1, ξ2n+1(z) is expressed by ξ2n(z)
ξ2n+1(z) = ξ2n(z)− 1
(2n+ 1)z
= ξ2n(z) +O
(
1
(2n+ 1)z
)
, (A8)
where last term vanishes in the limit n→∞. So it is sufficient to demonstrate for the even
case of ξ2n(z). For the even number 2n, ξ2n(z) can be shown the relation to the Riemann
zeta function,
ξ2n(z) = ζ2n(z)− 2
2z
ζn(z)
= ζn(z) +
2n∑
k=n+1
1
kz
− 2
2z
ζn(z) (A9)
= (1− 21−z)ζn(z) +
2n∑
k=n+1
1
kz
.
The last summation term can be evaluated in the limit of n→∞ as follows,
lim
n→∞
2n∑
k=n+1
1
kz
= lim
n→∞
n∑
k=1
1
(1 + k
n
)z nz−1
1
n
= lim
n→∞
n∑
k=1
n1−z
(
1
(1 + k
n
)z
1
n
)
= lim
n→∞
n1−z
∫ 2
1
1
tz
dt (A10)
= lim
n→∞
n1−z
[
t1−z
1− z
]2
1
= lim
n→∞
n1−z
(
21−z − 1
1− z
)
.
After all the limit of ξ2n(z) for n→∞ is expressed by the regularized zeta function
lim
n→∞
ξ2n(z) = lim
n→∞
(1− 21−z)
{
ζn(z)− n
1−z
1− z
}
= (1− 21−z) lim
n→∞
{
ζn(z)− n
1−z
1− z
}
(A11)
= (1− 21−z)ζ(z),
21
namely, Eq.(2) is obtained.
APPENDIX B
In the case of lim
n→∞
An(xi) = ∞, Eq.(33) is manifestly divergent in each side. So we
show the equlity only in the case that lim
n→∞
An(xi) is finite. In this case there exists finite
number M such that lim
n→∞
An(xi) < M , we express An(xi) by An,M(xi) explicitly and
gn,M(xi) =
(
1 +
An,M(xi)
n
)n
, gM(xi) = lim
n→∞
gn,M(xi),
then taking logarithm function of this gM(xi) and setting n = h
−1, we get
log gh−1,M(xi) =
log{1 + hAh−1,M(xi)}
h
=
1
h
∞∑
k=1
(−1)k−1
k!
{hAh−1,M(xi)}k (B1)
= Ah−1,M(xi) +
∞∑
k=2
(−1)k−1
k!
hk−1Ah−1,M(xi)
k
The Taylor expansion for the logarithmic function can be done, because h can be taken small
enough for |Ah−1,M(xi)| < M satisfying |hAh−1,M(xi)| < 1. Taking the limit of n→∞
log gM(xi) = log(lim
h→0
gh−1,M(xi)) = lim
h→0
log gh−1,M(xi)
= lim
h→0
{
Ah−1,M(xi) +
∞∑
k=2
(−1)k−1
k!
hk−1Ah−1,M(xi)
k
}
= lim
h→0
Ah−1,M(xi) +
∞∑
k=2
(−1)k−1
k!
{
lim
h→0
hk−1Ah−1,M(xi)
k
}
(B2)
= lim
h→0
Ah−1,M(xi) + 0 = AM(xi).
Thus gM(xi) = e
AM (xi) is shown.
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