Abstract The aim of the paper is to construct a multiresolution analysis of L 2 (IR d ) based on generalized kernels which are fundamental solutions of differential operators of the form m ℓ=1 (−∆+κ 2 ℓ I). We study its properties and provide a set of pre-wavelets associated with it, as well as the filters which are indispensable to perform decomposition and reconstruction of a given signal, being very useful in applied problems thanks to the presence of the tension parameters κ ℓ .
Introduction
In [5] , the fundamental solutions associated with the differential operator defined for a given integer m > d/2 and m non negative real numbers {κ ℓ } can be considered as tension parameters. Such operators determine a new family of radial functions. The choice κ ℓ > 0, ℓ = 1, . . . m, provides strictly positive definite functions the so called generalized Whittle-Matérn kernels which have a computable analytic expression. Suitable choices of the parameter κ ℓ give known classes of radial kernels. For κ ℓ = 0, ℓ = 1, . . . m, we get the (conditionally positive definite) polyharmonic splines, while if all the parameters are equal to κ > 0 we get a scaled Whittle-Matérn-Sobolev radial kernel which is positive definite. When n < m values of the κ ℓ are zero, the resulting functions are are linear combinations of generalized Whittle-Matérn kernels with polyharmonic functions.
In this paper we discuss the properties of this new family of functions that offers the opportunity of choosing an element of the family according to the applied problem to deal with. That is, strictly positive definite functions or conditionally positive definite functions of order 2n − 1 < m that are fundamental solutions of known differential operators. Connecting (conditionally) positive definite kernels to fundamental functions, provides an interpretation of native spaces as generalized Sobolev spaces associated to L (see [10] ). Here, we mainly consider the case when the parameters κ ℓ are all positive. In this case we denote by u the fundamental solution of L.
The Generalized Whittle-Matérn function (GWM) u generates a (non separable) Non-Stationary Multiresolution Analysis (NSMRA) of L 2 (R d ) as happens for other radial basis functions such as Gaussians and multiquadrics (see e.g. [7] ), [18] ). In addition it is possible to construct the filters that allow a fast decomposition and reconstruction of a multidimensional signal. In this paper, we provide all technical and theoretical tools to manipulate them.
One of the interests of this new NSMRA, compared for instance to the stationary one generated by polyharmonic B-splines (see e.g. [2] , [16] ), is its flexibility given by the presence of the parameters κ ℓ . The choice of κ ℓ depends on the applications, small values provide smooth functions, while large values provide peaked functions useful to capture specific features. Some applications need for instance to approximate quantities with functions (or data) whose irregularities are between two orders of irregularities. This is the case for example, in medical imaging, for Magnetic Resonance Images, whose rate of decay in the Fourier domain is somewhere between two integer numbers. Fractional polyharmonic splines [20] are an answer for that, and the functions studied here, linear combinations of GWM kernels, are another answer which deserves to be studied and developed. Indeed they are between two wellknown function families and their advantages are illustrated in the example below. Their interest is the possibility for the user to have tension parameters. In order to show the effects of the parameters {κ ℓ } m ℓ=1 , and for a better visibility, we give here an examples for univariate interpolation. Of course their impact is similar in higher dimensions. Let us consider the classical Akima's data set [1] and select m = 2. Fig.1.1 shows the different behaviours of the GWM interpolants with a fixed value of κ 1 and increasing values of κ 2 . When κ 2 increases, the interpolant preserves the shape of the data. In Fig. 1.2 , we compare the results provided by the GWM kernel u with those obtained by Polyharmonic Spline x 2m−1 (PS) (which in one dimension is an odd degree polynomial spline) and the scaled Whittle Matérn kernel (WM) S m,1,κ (3.4) for some choice of the scale parameter κ. Furthermore these functions support a NSMRA, which is of interest, and the study of the properties of this NSMRA is of course important for their use, and is the main aim of this paper. In Section 6.2 the reader will see the crucial role played by the parameters {κ ℓ } m ℓ=1 also in detecting important features of a signal. These examples highlight the details in a decomposition process and so show that these functions may be useful for edge detection.
The paper is organized as follows. In Section 2.1 we give some notations and definitions. In Section 2.2 we present the already known polyharmonic and Whittle-Matérn radial kernels. In Section 3 we discuss their generalization and study their key properties such us the minimization property. Section 4.1 is devoted to the construction of a NSMRA based on the GWM function u, and since u is a non-separable function, we consider a generic scaling matrix M, but we require that M is a similarity, i.e. i.e a matrix of the form M = ρM 0 , where M 0 is an orthogonal matrix, and ρ is a real number such that
In this way the lattices generated by M and M t are the same and the lattices M j Z d , j ∈ Z scale uniformly in every direction, important property in multiresolution settings. In order to have a function satisfying a non-stationary refinement equation, we introduce in Section 4.1.1 the cardinal function associated with u. The construction of a set of pre-wavelets is presented in Section 4.2. It makes use of the differential operator L 2 . We remark that this strategy is often used when dealing with scaling functions which are connected with fundamental solutions of some differential operator (see e.g [2] , [16] ). The more general setting of operatorlike wavelets is presented in [12] . Unlike [12] , we also provide in Section 5 the reconstruction and decomposition filters, and give in Section 6 a short discussion on how to decompose/reconstruct a signal via convolutions, and we provide some numerical examples of signal decomposition that visualize the effectiveness of the proposed NSMRA.
Preliminaries

Basic notations and definitions
Throughout this paper, d is the dimension of the space and m is an integer such that m > d/2. We use the multi-index notation, in particular for
and its components belong to R. The symbol * denotes the convolution operator between functions f and
We denote by · the usual euclidean norm on
We use standard notation for the inner product on L 2 (R d ), and on IR d i.e.
We use for the Fourier transform, i.e. for any function f in
Thus ξ is the vector of the Fourier coefficients of ξ. The map : ξ → ξ is linear and continuous (of norm 1) from
We also use for the Fourier transform of distributions.
For any natural number n, let D n f denotes the vector of all the d n order n derivatives of the function f (note that, in some circumstances, the derivatives must be taken in the sense of distributions 
and the associated norm
As it is known (from Krylov theorem), since m > d/2, the elements of H m (IR d ) are actually continuous functions and H m (IR d ) endowed with this norm is a Hilbert space.
We say that a linear transformation
, and all the eigenvalues of M have modulus greater than one. These properties imply that | det M | is an integer ≥ 2.
Important acceptable dilations for Z d are similarities, i.e. matrices of the form M = ρM 0 , where M 0 is an orthogonal matrix, and ρ is a real number such that | det M | = |ρ d | is an integer ≥ 2. In the case d = 2, these matrices are all of the form q p −p q or q p p −q , with q, p ∈ Z. They include the classic dyadic matrix 2I and the quincunx matrix (q = p = 1) which gives | det M | = 2. When using a similarity, the lattices generated by M and M t are the same and the lattices
where e is any element of Z d which is referred to as a representative of the coset. Any pair of cosets is either identical or disjoint so that the collection of all cosets (denoted by
This means that each ℓ ∈ Z d can be uniquely written as ℓ = e + M k for some e ∈ E, and k ∈ Z d .
2)
The collection of representative E is E := M {0,
Let N = M t be the transposed matrix of M ; the lattice 2πN −j Z d is called the lattice dual to M j Z d and the role played by the torus T d (see e.g. [15] ) is now played by the well-defined and unique tiling cell: the Voronoi cell Ω j that is the set of points of IR d closer to zero than to any other point of the lattice 2πN
Ω j is also referred to as fundamental region of the lattice 2πN
and
such that its Fourier transform g is absolutely summable, the variant of the standard Poisson summation formula is
and the convergence of the sums is in L 1 (Ω j ). If g satisfies the two estimates
for positive ǫ, the above identity holds pointwise.
Note that this definition is a general one, in order to take into account the special case when the dimension of j∈Z V j is one. Actually this may happen (see [8] ) for instance when ϕ j = ϕ for each j (not to be confused with the stationary case), since in this case ϕ ∈ j∈Z V j .
The shifts {ϕ(· − M −j k)} k∈Z d form a Riesz basis for V j if there are positive constants 0 < A j ≤ B j < ∞, such that for any vector
This condition is equivalent to
Polyharmonic and Whittle-Matérn-Sobolev kernels
Connections between either splines and Green's functions or radial basis functions and Green's functions have repeatedly been used and made over the past decades (see e.g. [17] , [19] , [10] , and the references therein). A very special case are Polyharmonic splines introduced in [9] that have been well studied by several authors because of their interesting properties (see e.g. [6] , [11] , [16] ).
Let m ∈ N be such that 2m − d > 0, and let v 2m−d be a fundamental solution of the elliptic equation of the form −∆ m u = 0 on R d . We have
where the {x i } i∈I are (finitely or infinitely many) discrete points in IR d , the λ i are associated real numbers meeting the relation i∈I λ i q(x i ) = 0 for any polynomial q of degree at most m − 1, and p m−1 is a polynomial of degree at most m − 1.
We remind the reader that m > d/2 implies that m-harmonic splines are conditionally positive definite functions of orders
Another prominent case is the positive definite Whittle-Matérn-Sobolev function S m,d defined by
involving the Bessel function K ν of the third kind. Its Fourier transform is (up to positive factors) ( · 2 + 1) −m , and it is a fundamental solution of the elliptic differential operators (−∆ + I) m .
The generalized Whittle-Matérn-Sobolev functions
Both class of function were generalized in [5] by considering fundamental solutions of more general elliptic operators of the form
When κ 
within bounds of the form
We denote by u a fundamental solution of the operator L defined in (3.1), i.e. a function meeting L u = Dirac. All functions u are inverse Fourier transforms of u defined for any ω ∈ IR d by
and they exist classically as continuous radial kernels. If all κ ℓ are positive and equal, we have to find the inverse Fourier transform of ( ω 2 + κ 2 ) −m , and by standard rules of Fourier transforms, the result is the scaled WhittleMatérn-Sobolev radial function defined for any m > d/2, κ > 0 and
For strictly positive values of the κ ℓ , it was proved in [5] that u, the Generalized Whittle-Matérn-Sobolev kernel, can be written explicitly as a divided difference of order m of
). Namely the inverse d-variate Fourier transform of (3.3) for arbitrary positive numbers
In Figure 3 .1, we show the graphs of u for d = 2, m = 2 and m = 3.
Suppose that all κ ℓ are nonzero, then u is strictly positive and so u is a positive definite function. As a consequence the native space of u does not include the degree one polynomials. Suppose on the opposite that n coefficients κ ℓ , ℓ = m − n + 1, . . . , m are equal to zero, and let's call w the fundamental solution of L, then the Fourier transform (3.3) gets singularities at the origin and meets
Since it is a nonnegative function, and ω = 0 is the unique singularity of order 2n, w is a conditionally positive function of order 2n − 1. The resulting functions w (see [5] ) are linear combinations of GWM kernels with polyharmonic functions. In this case ∆ n is a factor of L, and any v in the form v = w + p 2n−1 (where p 2n−1 is a polynomial of degree at most 2n − 1) is also a fundamental solution of L. As a consequence of it, the associated native space includes the degree 2n − 1 polynomials.
The differential operator L can also be seen as a multivariate extension of the one dimensional operator considered e.g. in [13] , [4] and [19] : for particular choices of the parameters this operator is
, which in our case becomes −∆(−∆ + κ 2 I).
In the rest of the paper we focus on the case in which all the parameters κ ℓ are positive, and on the corresponding function u.
Further properties of the GWM kernel u
For d ≥ 2, the kernels involved in the divided differences have singularities at zero. But the divided differences cancel these singularities, and then the resulting kernel is well-defined at zero and 2m − d provides the class of regularity.
The function u decays exponentially at infinity, actually it is a linear combination of kernels involving the Bessel functions
Let the positive numbers α ℓ be such that
, more generally, α ℓ is the sum of all products of m − ℓ different κ ℓ and we can write
It is trivial to observe that
, endowed with the following scalar product 9) and the associated norm
Note that these are a scalar product and a norm since all α ℓ are positive numbers. The norm · m,L is equivalent to the norm · m (2. m,L such that ∀a ∈ A, g(a) = y a . Then the set of all functions f in H m,L meeting ∀a ∈ A, f (a) = y a has a unique element with minimal norm f m,L .
(ii) Suppose A is a finite set. Then there exist various functions g in H m,L such that ∀a ∈ A, g(a) = y a , and so, from i), the sets of all functions f in H m,L meeting ∀a ∈ A, f (a) = y a has a unique element with minimal norm f m,L .
Proof Since for any a in A, the functional a −→ f (a) is continuous on H m,L , the set of functions f in H m,L such that f (a) = y a is a closed convex set. As a consequence the set of functions f in H m,L such that ∀a ∈ A, f (a) = y a is a closed convex set (as an intersection of closed convex sets). Obviously this set is nonempty (for example, if R < min a∈A min b∈A\{a} b − a , the function f defined by ∀x ∈ IR d , f (x) = a∈A y a ϕ(x − a) where the function ϕ is defined
As a consequence of it, there exists one and only one projection of 0 onto this closed convex set, which is precisely the unique element in H m,L of minimal norm · m,L interpolating the points (a, y a ) a∈A .
⊓ ⊔
In the sequel, for a given finite set A ⊂ IR d and a given vector y = (y a ) a∈A (y a ∈ IR), the set of functions in 
Since any function in the set H of compactly supported, indefinitely differentiable functions is in H m,L , this is true for any function ϕ in H, which is, < · , · > H being the distribution duality product, 
Proof The existence of λ is a direct consequence of Theorem 3.2 and of the relation Lu = Dirac defining the function u.
⊓ ⊔ Note that this also means that the function s = b∈A λ b u(· − b) is such that for any a in A, s(a) = y a , is the unique function which minimizes Lf under the condition f (a) = y a for any a in A.
Multiresolution Analysis and L pre-wavelets
The matrix N was defined just after equation (2.2) as the transpose of the matrix M . We consider an acceptable dilation matrix M for Z d which is also a similarity ( i.e. M = ρM 0 , where M 0 is an orthogonal matrix and
Multiresolution analysis
Let us denote by V j the L 2 (R d )-closure of the set generated by all linear combinations of the M −j Z d translates of u :
Proof Due to the decay and positivity of u(ω), the series (4.1) is convergent and strictly positive, so the constants A j and B j exist, and in the following we provide an estimate of them. Since the series (4.1) is 2πN j −periodic, we only study the case ω ∈ Ω j .
For the lower bound, by using the fact that u(ω) = L −1 (ω) and (3.2), we get
Since ω ∈ Ω j , and N is a similarity, we have that
Let us take k|| = 1, then
In particular, for j > 0
and then
where C 0 = 2 −2m π −4m C −2 . Let now consider the upper bound. For any ω ∈ Ω j , using (3.2) and (3.8) we can write
Since m > d/2, the series
Proof Let us consider the definition (2.1). Property (4) is a direct consequence of the definition of V j and (3) has been proved in Proposition 4.1. Property (1) follows from the definition of the dilation matrix M and the Riesz condition
. Finally property (3) comes again from a general results in [8] .
The function u does not satisfy any (non-stationary) refinable equation, then in order to set up a NSMRA, we consider the cardinal function Λ j of V j , which, in our case, always exists, and generates a Riesz basis for V j . We will show that it satisfies a non-stationary refinement equation which gives in the time domain and for each level j the so called recontruction coefficients.
The cardinal function
As remarked in Section 3.1, the function u decays exponentially, then u ∈ L 1 (IR d ), and the sequence β j = {β
has an exponential decay and belongs to ℓ 1 (Z d ). As a consequence the trigonometric series
is absolutely convergent and by using the Poisson summation formula, we have
Since u is strictly positive, also β j (ω) is strictly positive. Then by Wiener's lemma, there are unique absolutely summable coefficients a j = {a j l } l∈Z d such that the cardinal function 
Moreover (see e.g [2, Lemma 2]), a j has the same decay as β j , that is it decays exponentially. The Fourier transform of Λ j takes the form
Proposition 4.3 The cardinal function Λ j is such that:
Proof In terms of L, (4.9) becomes
The function Λ j is infinitely differentiable in zero, then Λ j is exponentially decaying at infinity. ⊓ ⊔ Also the M −j Z d translates of Λ j are stable and generate a Riesz basis for V j .
Proposition 4.4 There exists a constant
Proof By using (4.9), and using the fact that β j (ω) is 2πN
For the lower bound, we proceed as in Proposition 4.1, and we can state that
⊓ ⊔
The Lagrange function Λ j satisfies a non-stationary refinement equation.
Proposition 4.5 The 2πN j+1 −periodic function c j defined by
and belongs to L 2 (Ω j ),. The corresponding vector c j = {c
The reconstruction coefficients (c j k ) k∈Z d decay exponentially and c
(4.14)
.
Proof Since from (4.9)
, and
we get that
The 2πN j periodic function c j (ω) is bounded and then is in L 2 (Ω j ). It can be expressed in terms of its Fourier series, i.e.
then (4.13) holds. Using the cardinal conditions, the vector c j = {c
and as direct consequence of Proposition 4.3, c j decays exponentially.
We can use the Lagrangian functions Λ j in order to set up the NSMRA {V j } j∈Z , associated with (Z d , M ).
L-pre wavelets
As usual, we define the wavelet space W j as the orthogonal complement of V j in V j+1
It follows that the spaces W j (V j+1 = V j W j ) are mutually orthogonal, and then
To define a set of pre-wavelets spanning W j , we use a suitable differential operator as done for instance in [16] . Namely we consider 16) and its fundamental solution u 2 , having Fourier transform u 2 meeting, for any
u 2 is infinitely differentiable in zero and then u 2 is exponentially decaying at infinity. The vector β j u2 = {u 2 (M −j l)} l∈Z d decays exponentially too, and then the cardinal function Λ u2,j associated to
Then (see Section 4.1.1) there are unique absolutely summable coefficients a 
With the same argument used for Λ j , those coefficients are such that 
Let us consider the function ψ j defined by
Its Fourier transform meets
Clearly ψ j is in V j+1 , actually
we also get
where
, has an exponential decay and meets
we get ψ j = a In the following propositions we show that the functions {ψ e j } e∈E0 are prewavelets, i.e. they are orthogonal to V j , provide a basis for W j , and form a Riesz basis.
We remark that the vector d j and the function Λ j+1 decay exponentially, then according to [2, Lemma 3 ] the pre-wavelet generator ψ j too has an exponential decay. Moreover since Proof Let σ(x) = k∈Z d υ j k u(· − M −j k) be a function of V j and let us consider the inner product σ, ψ e j . Using (3.6), the differential operator L can be rewritten as (4.25) and Lu = Dirac is equivalent to
Let us denote by < · , · > the distribution duality product. By using (4.26) and, at the end, the fact that M k − e is a non-zero multi-integer element while Λ u2,j+1 (M −j−1 l) is zero for any l ∈ Z d \{0}, we get:
The functions {ψ e j } e∈E0 provide a basis for W j .
Proof The support of ψ j is R d , ψ j generates V j+1 and from Proposition 4.6 the functions {ψ e j } e∈E0 are in W j . Then according to [8, Theorem 3.14] , the set {ψ e j } e∈E0 is a basis for W j .
⊓ ⊔ Proposition 4.8 For any j ∈ Z, the functions {ψ e j } e∈E0 generate a Riesz basis for W j .
Proof The family {ψ
where µ j,e = {µ j,e k } k∈Z d , e ∈ E 0 belong to ℓ 2 (Z d ), there exist two positive real constants 0 < C j ≤ D j < ∞ such that the following relation holds:
Since the functions {ψ e j } e∈E0 are linear independent, f is the null function if and only if µ j,e k = 0 for any k and e. In this case (4.27) trivially holds. Let us suppose that f is not the null function. In this case its L 2 −norm is greater than zero. Now (up to a constant) f 2 = f 2 , and
Since ψ e j = ψ j (· − M −j−1 e), we have ψ e j = ψ j e −iω·M −j−1 e , and
Let ς j be the vector with components ς
k , e ∈ E 0 , and
Using (2.5) and the 2πN j+1 Z d periodicity of ς j , we have
Remembering the expression (4.22) of ψ j (ω), the periodic function in (4.34) is
From (4.1), we obtain
By applying the Parseval identity, we get
Then, using (4.36) we can bound (4.34) as follows
Remembering the definition of ς j , we obtain
To ensure that the L-pre wavelets generate a Riesz basis for L 2 (R d ), we need Riesz bounds independent on j. To guarantee this, we include in the wavelet decomposition a suitable multiresolution space V J with J ≥ 0, i.e.
and properly normalize the pre-wavelets ψ e j . Theorem 4.1 For a given J ≥ 0,
Proof We need to prove that for j > J ≥ 0, the constants C j and D j are proportional to | det(M )| j(4m/d−1) . Let us consider the upper bound. From (4.2), we obtain that for any j > 0,
For the lower bound, we observe that
and that ∀ē ∈ E e∈E s∈Z d
We chooseē ∈ E 0 and consider
We know that ω ∈ Ω j+1 and that N s+ē = 0, then the points ω+2πN j+1 (N s+ e) do not belong to Ω j+1 . Considering that L(t) > t 2m , (see (3.8)) we have u(t) < t −2m for any t = 0. With the same arguments of the second part of Proposition 4.1 proof, we get
that generates W j , j > 0 do not depend on j and then we get the proof.
The filters
In this section we give formulas for deriving the filters for performing the nonstationary wavelet decomposition and reconstruction. We do this in the time domain. Moreover we show that the filters belong to ℓ 1 (Z d ) and indeed they decay exponentially.
The reconstruction filters
Both Λ j ∈ V j and the pre-wavelets ψ e j ∈ W j are in V j+1 . The relations between Λ j , ψ j and Λ j+1 are given by (4.13) and (4.23). This means that there exist two vectors
named reconstruction filters, such that the two non-stationary scale equations
are satisfied. From (4.24), it follows
The decomposition filters
Since all the functions
are basis of V j and W j respectively, for any e ∈ E there exist vectors in l 2 (Z d ), which we denote by p j,e and q j,e,e ′ (e ′ ∈ E 0 ) such that
The decomposition filters p j and q In order to compute the decomposition filters, we follow [2] . Let us consider first the decomposition filter p j as defined by (5.5). The following proposition gives the formulae for deriving p j,e from the vectors c j , β j+1 u2 and d j . In order to do this we observe that the convolution Λ j * Λ j can be expressed in terms of Λ j,u2 .
Lemma 5.1 There exist an exponentially decaying vector γ j such that
It takes the expression 8) and the vector
Proof Using (4.5) and (4.19)
. Going back to the time domain, we get
The vector γ j is the convolution of exponentially decaying vectors and then it decays exponentially. Using (4.18), (4.6) and the fact that Λ j,u2 is a cardinal function we get the proof.
⊓ ⊔ Proposition 5.1 For any e ∈ E, we define the vector α j,e = (α Proof Let us consider (5.11) and compute it in two different ways. First we apply the refinement equation (4.13) to Λ j (· − M −j l), and second we apply (5.5) to Λ j+1 (· − M −j−1 e). In both cases we use (5.7), the radiality of Λ j and Λ u2,j+1 , and the symmetry of the vector β j+1 u2 . In the first case we get
The change of variable
In the second case, we apply the decomposition equation (5.5). Since ψ e j ⊥Λ j , for any l ∈ Z d and e ∈ E we get
14)
The change of variable
Thus α j,e = p j,e * γ j , and since by (5.9)
Let us consider the decomposition filters q
. For any e ′ ∈ E 0 , the filter q j,e ′ is defined by (5.6) in terms of the vectors q j,e,e
′ , e ∈ E. The following Proposition shows that for all e ∈ E the vectors {q j,e,e ′ } e ′ ∈E0 satisfy a linear system.
Proposition 5.2 For any e ∈ E, {q
j,e,e ′ } e ′ ∈E0 are such that linear system
Proof Let us define the vectors ξ , and second we apply (5.5) to Λ j+1 (· − M −j−1 e). In both cases we use (5.7), the radiality of Λ j+1 and u 2 , and the symmetry of the vector β j+1 u2 . In the first case we get
By the change of variable · = · − M −j−1 e and using (5.1), and (5.8)
Ml−e ′ −e .
Now we compute ξ j,e,e ′ l by using the decomposition equation (5.5), the definition (4.24) and the orthogonality between the spaces V j and W j ,
By applying (5.3) and changing
By changing s in i − h, we obtain
Now remembering that a j+1 u2 * β j+1 u2 = δ (see (4.18)), a j+1 * β j+1 = δ (see (4.6)), and using (5.1), (5.8) we have
Comparing the expressions we get the proof. ⊓ ⊔ 6 The decomposition and reconstruction of a signal
−n ℓ) represents the detail function of σ n+1 in W n . The vectors λ n and µ n,e , e ∈ E 0 are respectively called approximation coefficients and detail coefficients, and in a decomposition/reconstruction process they represent σ n and σ w n . The nonstationary wavelet decomposition/reconstruction of σ n+1 ∈ V n+1 involves at each step convolution between the approximation coefficients and the decomposition filters p n and q n,e ′ (e ′ ∈ E 0 ,) and downsampling (with respect to the matrix M ), upsampling (with respect to the matrix M ), and convolutions between the approximation and detail coefficients with the reconstruction filters c n and d n .
Computation via convolution products
Performing a certain number s of decomposition we get the following situation
where the arrows indicate convolution followed by a downsampling. For the reconstruction we can go backwards to obtain λ where the upsampling is required before convolutions. At each level the filters are different and the number of filters is | det M | which is strictly connected with the complexity. M gives also the cosets and then the directions along which a signal can be analysed. The construction of an efficient multiresolution algorithm in the general case is a non-trivial task and it is beyond the purposes of this paper.
All the implied summations are infinite summations. However since the implied vectors are exponentially decaying, we can approximate the exact solution, up to an appropriate precision, by a truncation of it. Unfortunately we did not get any bound of the rate of decay, or of the absolute value of the terms of the filters. These values depend non linearly on the values of the κ ℓ 's, and a general bound is not easy to be obtained. So we suggest, when needing to use these vectors, to use an experimental decay to decide the exact number of components to take into account. This is what we did to compute the decomposition filters presented in Various experiments have shown that 21 × 21 a sufficient filter size to get good results since the absolute values of the truncated components of the various filter are less than 1.1e-11, and this value decreases fast to the roundoff unit when the parameters κ ℓ increase. The important point is to do a truncation that provides numerically supported filters and this allows to get in general results as good as those produced by compactly supported filters (see e.g. [3] ). 
Examples of signal decomposition
As test images, let us consider the well-known phantom image of size 512×512 and the image obtained sampling the function (6.1) at 256 × 256 points (Fig.  6.3) f (x, y) = f 1 (x)f 2 (y), Let us perform a one-level decomposition. We fix m = 2, and κ 1 = 3. An extensive experimentation, has shown that when κ 2 increases, the details become more and more better defined. Here we show only the results obtained for κ 2 = 4, 21 (see Figs. 6.5, 6.6, 6.9, and 6.10 ) and a comparison with the non separable polyharmonic B-spline wavelet decomposition [2] (Figs. 6.7, 6 .11) and the classical tensor product wavelet decomposition obtained with biorthogonal wavelets (bior3.3) (Figs. 6.8, 6 .12)
The analysis of the result is quite clear: if we are only interested by file compression, the up-left resulting image, the tensorial product wavelet decomposition (figure 6.8, 6.12) is the more interesting one. However if we are interested in edge detection, as it is more and more the case, Fig. 6 .6 is clearly much better than Fig. 6 .8. So this depends on what we are interested in, and the GWM functions are of great interest in edge detection. This shows that the non-separable and non-stationary wavelet decomposition presented in the paper is potentially better and more effective thanks to the parameters for some applications. 
Conclusion
The GWM functions are useful to modeling, in any number of variables, functions or processes of various shape properties, such us preserving peaks at the data points, or on the opposite being quite flat. They are important generalizations of polyharmonic splines and Whittle Matérn kernels and indeed they are between these two well-known families. Their interest is the possibility for the user to have tension parameters. The existence of the parameters κ ℓ implies a non stationary multi-resolution analysis and a non-stationary convergent subdivision scheme. We gave all technical and theoretical tools to manipulate these functions, emphasing those necessary to handle a specific multiresolution analysis. The main theoretical tool for that is the Fourier transform, which is directly due to the definition of the GWM kernels which is straightfully converted in a quite simple function in the Fourier domain; the main technical tool for implementing the NSMRA is the truncated convolution product. We have shown with some examples the crucial role played by the parameters {κ ℓ } m ℓ=1 in various situations. The signal decomposition examples highlight the details and the discontinuities in the images, which gives various types of concrete use of these functions, in particular for edge detection. 
