As an implementation of the Nyström method, Nyström computational regularization (NCR) imposed on kernel classification and kernel ridge regression has proven capable of achieving optimal bounds in the large-scale statistical learning setting, while enjoying much better time complexity. In this study, we propose a Nyström subspace learning (NSL) framework to reveal that all you need for employing the Nyström method, including NCR, upon any kernel SVM is to use the efficient off-the-shelf linear SVM solvers as a black box. Based on our analysis, the bounds developed for the Nyström method are linked to NSL, and the analytical difference between two distinct implementations of the Nyström method is clearly presented. Besides, NSL also leads to sharper theoretical results for the clustered Nyström method. Finally, both regression and classification tasks are performed to compare two implementations of the Nyström method.
Introduction
As well theoretically developed statistical approaches to machine learning, kernel support vector machines (SVMs) have achieved success in a broad range of fields. However, the limitation pops up when dealing with large-scale data, as the time complexity for obtaining an optimal solution is generally O(n 3 ), where n refers to the number of training samples. To address this issue, much effort has been devoted to developing efficient strategies to build up large-scale kernel SVMs.
One popular and efficient way for achieving scalable kernel SVMs is the Nyström method, which was first introduced to the machine learning community by Williams & Seeger (2001) . The main idea of the Nyström method is to select a set of m (m n) landmark points to provide a low-rank approximation for a full Gram matrix. Later, enormous effort has devoted to the Nyström method, bringing in randomized or deterministic algorithms, which has proven useful in applications where the full Gram matrices are replaced by well-approximated low-rank matrices (Kumar et al., 2012; Sun et al., 2015; .
To analyze and compare different strategies for selecting m landmark points, there have been three considered measurements: 1) the Gram matrix approximation (Drineas & Mahoney, 2005; Kumar et al., 2012) , 2) the solution approximation (Cortes et al., 2010) , and 3) the generalization error (Yang et al., 2012; Jin et al., 2013; Rudi et al., 2015) . In the machine learning community, the generalization error is of primary interest. Specifically, Jin et al. (2013) and Rudi et al. (2015) proved that Nyström computational regularization (NCR) (an implementation of the Nyström method) imposed on kernel classification and kernel ridge regression (KRR) is able to preserve optimal learning guarantees in the large-scale statistical learning setting. We also note that an equivalent form of NCR has already been studied in a previous study (Yang et al., 2012) , though it aims to demonstrate the superiority of the Nyström method over Fourier random features (Rahimi & Recht, 2008) . After all, the following two issues are not well addressed: 1) How NCR relates to other counterparts -low-rank linearization 
subspace spanned by the vectors in AH approach (LLA) (Lan et al., 2019) and the another implementation of the Nyström method (Williams & Seeger, 2001; Sun et al., 2015) , which we call the standard Nyström. 2) How to apply the Nyström method, including NCR and the standard Nyström, upon other forms of kernel SVMs without solving each approximate kernel SVM individually.
Inspired by the Nyström method and other linearization techniques (Rahimi & Recht, 2008; Chang et al., 2010) , LLA was proposed to map the data from the endowed reproducing kernel Hilbert space into a Euclidean space with a low dimension s n, after which fast linear SVM solvers can be utilized. We have noticed that LLA has been successfully adopted by other practitioners (Golts & Elad, 2016) . But the lack of a well-theoretically development has somewhat isolated LLA from NCR.
In this study, we start with Nyström subspace learning (NSL) that serves as an anchor to address the aforementioned issues, which is different from previous works that usually rely on matrix analysis or linear operators. The main idea of NSL is that it relates the Nyström method to kernel principal component analysis (KPCA), which is able to unravel the relationships among NCR, the standard Nyström, and LLA, and also provide sharper theoretical results for the clustered Nyström method (Zhang & Kwok, 2010) .
The main contribution of this study is three-fold. First, with the aid of NSL, we prove that NCR ⊂ NLF + linear SVM learning = LLA. Notably, the conclusion indicates that even though NCR aims to regularize the training phrase, it implicitly performs NSL over all data as the first step, which is closely related to KPCA. Second, NSL suggests a way to ease the application of the Nyström method, including NCR and the standard Nyström, over any kernel SVM by using off-the-shelf linear SVM solvers directly. This point will be clear when the relationships among NCR, the standard Nyström, and LLA are uncovered. Besides, NSL also provides sharper theoretical results for the clustered Nyström method. Specifically, our analysis serves as a complement to a related study (Oglic & Gärtner, 2017) .
In what follows, related work is first introduced to cover the preliminaries. Then, the proposed Nyström subspace learning (NSL) is formulated as a cornerstone for delineating the connections between LLA, NCR and the standard Nyström. Afterwards, generalized theories for the clustered Nyström method is developed. Finally, we design some experiments to compare NCR and the standard Nyström. Some lengthy proofs and additional empirical results are left in the Supplementary File.
The Nyström Method
The Nyström method has become the most popular kernel matrix approximation method in the machine learning community since its introduction (Williams & Seeger, 2001) . Suppose X ∈ R d×n represents a dataset where d and n refer to the number of features and samples, respectively. Then, let K ∈ R n×n be the corresponding Gram matrix with implicit feature map Φ : R d → H where H is the unique real reproducing kernel Hilbert space coupled with an inner product operator ·, · H and the resulting norm operator · H . Note that K is symmetric positive semi-definite (SPSD). Denote X H by Φ(X), and let C ∈ R d×m or C H ∈ H m represent the set of m landmark points. Note that the landmark points can be either selected from R d or H. In the former case, C H = Φ(C). Denote W by C H , C H H , and let K nm be X H , C H H , and K mn be K T nm . The Nyström method approximates the optimal rank-s (s ≤ m) approximation of K with respect to unitarily invariant norm, e.g., Frobenius norm, trace norm or spectral norm, as
where W † (s) is the optimal rank-s approximation of W † with respect to unitarily invariant norm. In general, most popular randomized Nyström methods can be summarized by a sketching matrix P ∈ R n×m , which implicitly represents the selection of m landmark points. From this angle, W = P T KP and K nm = KP. Different Nyström methods employ different sketching matrices. Obviously, the bounds for different measurements depend on how to construct the sketching matrix P, and the size m (m ≥ s) that serves to provide better rank-s approximation. Regarding the sketching matrix P, existing methods fall into two categories: 1) column selection, and 2) random projection. For column selection, P is expressed as P = SD where S ∈ R n×m is the sampling matrix that S ij = 1 if the i-th sample of X is chosen in the j-th independent random trial and S ij = 0 otherwise, and D ∈ R m×m serves as a diagonal rescaling matrix. Typical studies concerning column selection include uniform sampling, diagonal sampling (Drineas & Mahoney, 2005) , and leverage score sampling (Drineas et al., 2012) . For random projection, S could be designed to implement Gaussian projection or subsampled randomized Hadamard transform such that K nm is a random linear combinations of the columns of K. By contrast, as a deterministic approach, the clustered Nyström method uses (kernel) k-means clustering centers as landmark points, i.e., C or C H contains m = k clustering centers (Zhang & Kwok, 2010; Oglic & Gärtner, 2017) . We also notice that there are other types of variants (Kumar et al., 2009; Wang & Zhang, 2013; Si et al., 2016) , but herein we focus on the studies based on constructing m landmark points.
As an implementation of the Nyström method, the standard Nyström simply replaces the full Gram matrix with the approximate one without modifying the hypothesis in learning tasks. To efficiently apply the rank-s approximation K, it is further reformulated as K = A T A where A T = K nm (W † (s) ) 1 2 ∈ R n×s . Generally, the most computationally expensive steps in many methods such as Gaussian process regression and kernel SVMs are to calculate ( K + αI) −1 where α > 0, or K † . The former can be efficiently solved by utilizing the Woodbury formula
whereas the latter can be efficiently calculated through
Here, the first step is a compact singular value decomposition (SVD), i.e., the singular value of 0 is excluded. However, this is not as convenient as the off-the-shelf linear SVM solvers can be used directly as a black box.
For comparing the schemes for generating m landmark points, the bounds for Gram matrix approximation has drawn tremendous attention, i.e.,
where ξ ∈ {F, 2, * } that F indicates Frobenius norm, 2 is spectral norm, and * refers to trace norm. A comprehensive study regarding the bounds can be found in . However, the bounds for generalization error should be the most sought-after when analyzing learning tasks.
Nyström Computational Regularization
To reach generalization bounds of the Nyström method, Jin et al. (2013) and Rudi et al. (2015) imposed a Nyström computational regularization (NCR) upon KRR and kernel classification, respectively. Here, NCR is different from the standard Nyström. In the statistic learning setting, the former study deduces the corresponding generalization bounds for different column selection schemes, whereas the latter obtains the related generalization bound provided that m landmark points are selected properly.
In this work, we focus on KRR, while similar results of kernel classification can be obtained by using techniques presented herein.
The optimization problem of KRR can be formulated as
where λ 0 = nλ (Rudi et al., 2015) . When applying NCR upon kernel classification, Jin et al. (2013) derived a separate analytical form of the optimal solution. Therefore, it will be cumbersome to apply NCR over other kernel SVMs if the corresponding expressions of optimal solutions need re-deducing individually.
Low-Rank Linearization Approach
Motivated by the efficiency of linear SVM solvers, the goal of the linearization approach is to find a map M that transforms all data from H into a low-dimensional space R s . Denote the mapped training samples by M ∈ R n×s with M i = M (x i ). The linearization approach attempts to find a s-dimensional feature map M : H → R s such that
In other words, both the linearization approach and the Nyström method seek to approximate the full Gram matrix K well. Therefore, it is natural to integrate the basic concept of the Nyström method into linearization approach, which is the motivation of LLA (Lan et al., 2019) .
is a sought-after s-dimensional map in LLA. At a first glance, it seems that LLA is entirely isolated from NCR. But, it will be uncovered by Nyström subspace learning (NSL) framework that NCR ⊂ NSL + linear SVM learning = LLA.
3 Proposed Framework
Reformulation of KPCA
Before getting into the main results, a reformulation of KPCA is presented as follows:
be the submatrix of Σ by choosing the first s rows and columns, and V (s) be the first s columns of V;
using the following procedures: 1) X H ,X H H = VΣ 2 V T by a compact SVD where the diagonal elements of Σ are in descending order; 2) U H =X H VΣ −1 ; and 3) let B * H be the first s vectors in U H , then the solution (m H , B * H ) is optimal for the problem above. Remark 1. Here, B H serves as a basis for a hyperplane, whereas t H is a translation of the hyperplane. Therefore, the problem (9) aims to find a hyperplane with a translation the best fits the given data X H in the Hilbert space H, and its solution is exactly what KPCA looks for. To the best of our knowledge, the existing studies over KPCA cope with distinct optimization problems (Schölkopf et al., 1997; Sterge et al., 2019) . Specifically, the centralization step in KPCA, i.e.,
Hence, we present a rigorous proof in detail in the Supplementary File, and herein we will use it to establish our main result.
Nyström Subspace Learning (NSL)
Instead of approximating the optimal rank-s representation of the Gram matrix K, we pay attention to the optimal s-dimensional subspace. In other words, leaving out the translation variable t H , subspace learning aims to find the optimal solution B * H that constitutes the basis of an optimal hyperplane that best fits the data X H .
As indicated by Proposition 1, the time complexity of generating an optimal s-dimensional subspace is O(n 3 ) due to a compact SVD of X H , X H H ∈ R n×n . Therefore, following the Nyström method, we approximate subspace learning by using carefully selected m landmark points. Specifically, we assume that C H = X H P where P ∈ R n×m is the sketching matrix. With C H , the optimal s-dimensional subspace generated from C H is employed as an approximate solution for the one obtained when using X H . Denote the approximate basis by B * H . With any data x H , the filtered outcome will be B * H B * H , x H H . The whole procedure of NSL is outlined in Algorithm 1. Note that the formulation of Nyström subspace learning is connected to randomized SVD (Halko et al., 2011; Boutsidis & Gittens, 2013) , which focuses on matrices instead. Specifically, Lemma 2 and Lemma 3 presented in the Supplementary File offer an analytical tool to employ the bounds developed for randomized SVD upon Nyström subspace learning.
Considering the Gram matrix
By comparing Eq. (10) and Eq. (1), one can observe that NSL can be treated as an expansion of the Nyström method. The advantage of this standpoint will be clear in the following. To estimate the approximation, an empirical bound taken into consideration is
Here, ξ ∈ {H, op} that op refers to operator norm. Indeed, the bounds above are connected to the Gram matrix approximation bounds (4), as the following Proposition tells. Proposition 2.
The proof is presented in the Supplementary File. Proposition 2 shows that NSL and the Nyström method are closely related. Therefore, most theoretical bounds of the Nyström method regarding the Gram matrix approximation can be directly used for NSL, and vice versa.
LLA = NSL + Linear SVM Learning
The following is the general formulation of kernel SVMs:
where L is a loss function, and Ω : [0, ∞) → R is a non-decreasing regularizing function. (14) becomes
which is further equivalent to
Equivalence (a bijection between span( X H ) and R s ) holds due to span( B * H ) = span( X H ). A detailed reasoning is given in the Supplementary File. Denote the optimal solution of the problem (16) byŵ. Then, when applying the optimal solution B * Hŵ to the problem (15) over x * H , it iŝ
Algorithm 2 Low-rank Linearization Approach or Imposing Nyström Computational Regularization Training stage
Getŵ by using a related linear SVM solvers on L. Testing stage Input: Any testing or unseen sample
Remark 2. It is worth mentioning that there are two important information carried on Eq. (17). First, the second equality shows that the optimal solution derived from the problem (15) implicitly applies B * H upon unseen samples. In other words, the filtering over unseen data is automatic. The second is that the last equality suggests that optimizing the problem (15) and then applying the obtained optimal solution is equivalent to: 1) mapping all data in into R s by using x → Σ −1 (s) V T (s) P T X H , Φ(x) H , and then 2) performing linear SVM learning and the corresponding application. To sum, the whole procedure related to the learning problem (15) is listed in Algorithm 2.
Considering that W † (s) = QΛ −2 Q T in Subsection 2.3 and the procedure in Algorithm 2, note that W = C H , C H H , it makes sense to expect that Q = V (s) and Λ = Σ (s) . Comparing Eq. (17), L in the problem (16), and the s-dimensional map (8) sought by LLA, it is obvious that the procedure in Algorithm 2 is exactly LLA, except that we develop it based on NSL. Note that the development of LLA proposed by Lan et al. (2019) cannot relate itself to Nyström computational regularization, or further reveals its relation with the standard Nyström.
Computation complexity The complexity of the Algorithm 2 is as efficient as the Nyström method. Generally, the most computationally expensive step in the training stage is to generate W = C H , C H H , which is at most O(n 2 m). Note that matrix multiplication could be speeded up by splitting into blocks and then computing in parallel. Specifically, if uniform sampling is employed, the corresponding complexity of LLA becomes O(nm 2 ).
Comparison between LLA and the standard Nyström
Remark 3. The previous works somewhat mix the standard Nyström and NCR (⊂ LLA), though they are different. For example, in study (Cortes et al., 2010) , it is the standard Nyström when analyzing KRR, but becomes an equivalent form of NCR when turning to the kernel SVM with hinge loss. But they do not make the difference clear.
With f = X H α, the problem (15) can be solved via
which is the approximate kernel SVM problem when implementing the standard Nyström. Ifŵ is an optimal solution to the problem (18), X Hŵ is an approximate optimal solution by employing the standard Nyström. Unlike Equivalence between the problems (15) and (16), the transformation from the hypothesis R n of the problem (18) into that span( X) of the problem (15) is not necessarily a bijection, but at least a surjection.
Notably, the analysis above indicates that the problem (18) is also connected to the problem (16), even though their hypotheses are distinct. In other words, there must be an optimal solutionα to the problem (18) such that B * Hŵ = X Hα , and vice versa. Since the dimension of the hypothesis R n in the problem (18) is larger than R s in the problem (16), it could be that searching an optimal solution over R s is easier to be tackled, which is a potential edge of solving the problem (16) instead of the other. In fact, the optimal solution generated by the standard Nyström can also be obtained by usinĝ w, which will be mentioned in Subsection 3.6.
If we focus on solving the problem (18), the error between the solutions obtained by using the standard Nyström and (NCR ⊂) LLA is
Here, the inequality is immediate according to the definition. Moreover, combining the above inequality with Proposition 2, there is
Therefore, if the error of NSL or equivalently Gram matrix approximation is sufficiently small, the solutions between LLA and the standard Nyström are comparable.
NCR ⊂ NSL + Linear SVM Learning
To analyze what is going on when imposing NCR, it needs to assume that s is the dimension of span(C H ), which makes NCR a special case. So, s ≤ m and span( B * H ) = span(C H ). Since span( X H ) = span( B * H ) = span(C H ), NCR imposed upon kernel SVM can be expressed as
the problem (21) can be equivalently transformed into the problem (16), which is further equivalent to the problem (15). In other words, when s is assumed to be the dimension of span(C H ), imposing NCR is exactly LLA. If s is relaxed, NCR ⊂ LLA = NSL + linear SVM learning. Remark 4. Equivalence between NCR and LLA unravels that NCR implicitly implements a Nyström subspace learning for all data as the first step, although the regularization is meant to speed up the resolution of kernel SVMs at the training stage.
LLA and NCR over KRR are the same Obviously, KRR defined by the problem (5) with Nyström computational regularization can be solved in forms of (16), (18) and (21), which leads to three different analytical expressions of optimal solutions. Note that equivalences presented previously do not mean three solutions must be equal. At least, if the optimal solution to the problem (16) is unique, they must be the same. Here, we aim to explicitly show that three analytical solutions for KKR are indeed equal. Proposition 3. Regarding KRR, let s be the dimension of span(C H ), then in form of (18), the solution is
in the remaining form (21). In fact, they are all the same.
The proof is provided in the Supplementary File.
Since the generalization bounds for KRR with NCR have been well-studied (Yang et al., 2012; Rudi et al., 2015) , Proposition 3 tells that LLA upon KKR could share the same generalization bounds with NCR upon KRR.
A Simpler Way for the Standard Nyström
Proposition 4. Denote an optimal solution to the problem (16) byŵ, then
is an optimal solution to the problem (18).
Please refer to the Supplementary File for full deduction. Suppose K mn is generated efficiently, which depends on the chosen selection strategy. The computation complexity for performing P †ŵ is O(nm 2 ). Therefore, it does not load any burden on the standard Nyström, but makes it simpler to implement.
Remark 5. Traditionally, to apply the standard Nystöm, one needs to plug the Woodbury formula (2) or the procedure (3) into the corresponding optimization procedure. By contrast, Proposition 4 suggests a simpler way to implement the standard Nyström, as one can employ the off-the-shelf linear SVM solvers directly with some additional transformations.
NSL for the Clustered Nyström Method
Zhang & Kwok (2010) observed that if the set C of the selected landmark points contains two training samples, say x i and x j , probably i = j, then K ij = K ij . Motivated by such an observation, the clustered Nyström method was accordingly proposed, and has proved practical in applications. This observation is immediate from the point of NSL, and a general statement is provided as follows: A potential drawback of the clustered Nyström method As suggested by Proposition 5, if the goal is to minimize the reconstruction error K − K F , span( B * H ) is expected to capture as more training samples as possible. However, due to the non-linearity of x → Φ(x), the clustered Nyström method could produce a solution that involves a trifling part. To be precise, suppose the clusters is expressed by XM, where M ∈ R n×s is a cluster indicator matrix that tells how to form the clusters from the given samples. There is no guarantee that span(Φ(XM)) ⊆ span(X H ). So, it could be that B * H ≡ (B X H , B ⊥ H ) such that span(B X H ) ⊆ span(X H ) and span(B ⊥ H ) ⊆ span(X H ) ⊥ (orthogonal complement). In this case, 
then we have the following sharp bound for the (kernel) clustered Nyström method.
Proposition 6. Let s be the dimension of span(C H ), then
The proof is presented in the Supplementary File. Remark 6. Compared with the initial work (Zhang & Kwok, 2010) , the bound provided by Proposition 6 is sharper. Particularly, unlike the initial work, we do not make any assumption over the selected kernel function. In fact, some similar theoretical results over the kernel clustered Nyström method has already been presented by Oglic & Gärtner (2017) . But, our perspective is different from theirs. To be precise, their development leading to the interpretation of K is based on the best extrapolation for X H by using m landmark points C H , which is distinct from ours. Here, by combining Proposition 3 and Theorem 4 presented therein in their work, Proposition 6 herein further leads to the following Corollary, which is similar to their main theorem. Corollary 1. Suppose s is the dimension of span(C H ). If the k + 1 clusters are obtained by using kernel k-means++ algorithm (Arthur & Vassilvitskii, 2006) , then it holds
Here, K (k) is the best rank-k approximation of K with respect to unitarily invariant norm, whereas Θ k is adopted from their work. Besides, Proposition 6 can also be used to deduce the theoretical trade-offs when using approximate kernel k-means algorithm (Wang et al., 2019) by incorporating the theorems developed in their work. But we will not present them herein. In a nutshell, even though kernel k-means clustering is computationally expensive for large-scale data, it could be approximately performed in an efficient way while preserving good Gram matrix approximation.
Experiment
The performances of the NCR pertaining to KRR have been demonstrated by (Jin et al., 2013; Rudi et al., 2015) . But the empirical study over the comparison between NCR and the standard Nyström is somewhat insufficient, which might result from that it is inconvenient to apply the standard Nyström over a variety of kernel SVMs without Proposition 4 proposed herein. Therefore, to provide complementary study, we compare the standard Nyström and NCR in both regression and classification tasks. Unlike previous studies, Proposition 4 allows us to implement the standard Nyström upon any kernel SVM by employing the efficient off-the-shelf linear SVM solvers as a black box.
Experiment Setup
Experiments herein are performed on a computer with 8 × 2.40 GHz Intel(R) Core(TM) i7-4700HQ CPU with 16 GB of RAM. For selection strategies, the clustered Nyström method (denoted by CN) and its kernel version (denoted by KCN) are taken into consideration. To perform the kernel clustered Nyström method without any approximation, we focus on datasets with less than 7, 000 samples. Four datasets 1 are employed: a) abalone (n = 4, 177; d = 8) and b) space_ga (n = 3, 107; d = 6) for regression tasks, while c) satimage (n = 6, 435; d = 36; #class = 6) and d) dna (n = 3, 186; d = 180; #class = 3) for classification tasks. The latter two have already been divided into a training set, a validation set and a testing set. For the former two datasets, we randomly split the whole dataset into a training part (64%), a validation part (16%) and a testing part (20%). KRR is considered for regression tasks, whereas ν-SVM is utilized for classification tasks. Specifically, KMeans and NuSVC from sklearn are employed for (kernel) k-means clustering and ν-SVM, respectively. The maximum iterations for KMeans and NuSVC are fixed as 200 and 1, 000, respectively. Following previous studies, Gaussian kernel exp(− x − y 2 F /γ) is selected. Since the considered selection strategies involve randomness, the averaged result with its standard deviation over the first 10 random seeds is reported. The subset size m, i.e., k (k = m) clusters, is gradually increased from 1% to 10% 
Results
The corresponding results are shown in Figure 1 . An interesting conclusion is that it is hard to tell which implementations, the standard Nyström or NCR, is better. Over the regression task space_ga, NCR significantly outperforms the standard Nyström. But for the classification task dna, NCR becomes inferior to the standard Nyström. Moreover, the empirical results attest to our conclusion over Eq. (20) that the difference between the standard Nyström and NCR tends to be smaller when the corresponding Gram matrix approximation goes better. More experimental results can be found in the Supplementary File.
Conclusion
In this study, we propose a Nyström subspace learning framework (NSL) to ease the application of the Nyström method upon large-scale kernel SVMs. Based on our analysis, the bounds developed for the Nyström method are closely connected to NSL. The main idea of the proposed NSL is that it closely relates the Nyström method to KPCA, which has shown to be able to uncover the relationships among NCR, the standard Nyström and LLA. The conclusions include: 1) NCR ⊂ NSL + linear SVM learning = LLA, which tells that although NCR is designed for regularizing the training phrase, it implicitly performs NSL for all data as the first step. 2) Both NCR and the standard Nyström upon kernel SVMs can be efficiently implemented by using the off-the-shelf linear SVM solvers as a black box. 3) When the Gram matrix approximation error is sufficiently small, the difference between NCR and the standard Nyström would be negligible, which is supported by the empirical results. Besides, we also demonstrate how NSL can be used to develop sharper theoretical results for the clustered Nyström method by eventually providing a sharper bound for the corresponding Gram matrix approximation. As provided by our empirical study, depending on the learning task, NCR could perform significantly better or even worst than the standard Nyström. Therefore, it is interesting to further explore the differences between NCR and the standard Nyström.
Wang, S. and Zhang, Z. Improving cur matrix decomposition and the nyström approximation via adaptive sampling. result X H α must be unique. For KRR, it is obvious that its optimal solution is unique in the form (28) by noting that the related optimization problem is convex, and its objective function is differentiable. Nevertheless, it is of independent interest to verify this assertion directly, which is what Proposition 3 does. Proposition 3. Let s be the dimension of span(C H ), then in form of (29), the solution is
To show that Eq. (38) is equal to Eq. (33), it is sufficient to show that
Which can be proved if
holds. Let A be M + λ 0 Σ 2 (s) , since
Eq. (31) indeed equals to Eq. (33).
A Simpler Way for the Standard Nyström
Proposition 4. Denote an optimal solution to the problem (28) byŵ, then
Summing over all i leads to the conclusion.
Additional Experiments
Besides the comparison between the standard Nyström (SN) and NCR with the clustered Nyström method (CN) and its kernel version (KCN) as selection strategies in the main text, we further perform experiments by using three different sampling strategies: 1) uniform sample (US) with replacement, 2) leverage score sampling (LSS) with replacement, and 3) Gaussian sampling (GS) . Here, s is set to be the dimension of span(C H ), i.e., W † (s) = W † in Figs. S1-S3. The averaged results with the standard deviation over the first 30 random seeds are reported. These figures further attest to our conclusion that the difference between NCR and the standard Nyström becomes negligible when the Gram matrix approximation error is sufficiently small. Figure S1 : Comparison between the standard Nyström (SN) and NCR while using uniform sampling (US) as selection strategies. Each column represents a specific dataset. The 1st row is the results of Gram matrix approximation. (a)-(b) in the 2nd row are regression measured by mean squared error, while (c)-(d) are classification measured by classification accuracy. Figure S2 : Comparison between the standard Nyström (SN) and NCR while using leverage score sampling (LSS) as selection strategies. Each column represents a specific dataset. The 1st row is the results of Gram matrix approximation. (a)-(b) in the 2nd row are regression measured by mean squared error, while (c)-(d) are classification measured by classification accuracy. Figure S3 : Comparison between the standard Nyström (SN) and NCR while using Gaussian sampling (GS) as selection strategies. Each column represents a specific dataset. The 1st row is the results of Gram matrix approximation. (a)-(b) in the 2nd row are regression measured by mean squared error, while (c)-(d) are classification measured by classification accuracy.
