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Quantum capacity of a noisy quantum channel characterizes the channel’s maximum achievable quantum
communication rate (upon optimal quantum error correction or one-way entanglement distillation) and is equal
to the regularized coherent information of the channel maximized over all input states. We consider Gaussian
thermal loss channels which model loss and gain errors in realistic optical communication channels and mi-
crowave cavity modes. The best known lower bound of the quantum capacity of a Gaussian thermal loss channel
is the channel’s coherent information with respect to a single-mode thermal input state. Here, we provide an
improved lower bound of the Gaussian thermal loss channel capacity. Specifically, we introduce a family of
correlated multi-mode thermal states which can be efficiently generated by Gaussian Fourier transformation and
two-mode squeezing operations. We then show that, in the high loss probability and low input energy regime,
such correlated multi-mode thermal states yield larger achievable rates of Gaussian thermal loss channels than
the corresponding single-mode thermal state subject to the same average photon number constraint.
Introduction–Quantum error correction or entanglement
distillation is essential for reliable transmission of quantum
information over a noisy quantum communication channel [1–
3]. Quantum capacity of a noisy quantum channel quantifies
the maximum amount of quantum information per channel
use that can be transmitted faithfully in the limit of infinite
channel uses upon an optimal quantum error correction or en-
tanglement distillation scheme [4]. In other words, the quan-
tum capacity of a quantum channel is a fundamental quantity
which characterizes the channel’s ultimate capability of trans-
mitting quantum information. Thus, evaluation of the quan-
tum capacity of an experimentally relevant quantum channel
is of great importance to the quantum information science.
The quantum capacity of a quantum channel can be com-
puted by maximizing regularized coherent information of the
channel over all input states [5–7] (see also Ref. [8] for
energy-constrained cases). In a special case where a channel
is degradable, the maximization of the regularized coherent
information can be reduced to the maximization of the one-
shot coherent information [9]. Moreover, the one-shot coher-
ent information of a degradable channel is concave in the in-
put states [10] and thus can be efficiently computed by a nu-
merical convex optimization. In another extreme case where
a channel is anti-degradable, the channel’s quantum capacity
equals zero [11].
In general, however, a quantum channel is neither degrad-
able nor anti-degradable. In this generic case, it is essential to
maximize the regularized coherent information because co-
herent information might be strictly superadditive (i.e., the
maximum regularized coherent information is strictly larger
than the maximum one-shot coherent information) [12–17].
Thus, exact calculation of the quantum capacity of a generic
quantum channel is challenging and only lower and upper
bounds can be obtained.
Typically, a lower bound of quantum capacity is established
by maximizing coherent information over a restricted set of
states which are tractable [18], or by designing an explicit
quantum error correction scheme and then analyzing its per-
formance [12, 19, 20]. Various methods are available for es-
tablishing an upper bound of quantum capacity. Notably, data-
processing arguments [21–23] and approximate degradability
bounds [21, 24, 25] provided upper bounds of quantum capac-
ities of non-degradable channels which are close to their best
known lower bounds.
Gaussian thermal loss channels are particularly important
because they model excitation loss and gain errors in re-
alistic optical communication channels and microwave cav-
ity modes. Bosonic pure-loss channels form a subclass of
Gaussian loss channels and are either degradable or anti-
degradable [11]. Thus, bosonic pure-loss channels are well
understood and their quantum capacities are determined an-
alytically [8, 18, 26, 27]. In general, however, a Gaussian
thermal loss channel is neither degradable nor anti-degradable
[28, 29]. Although there have been several progresses in es-
tablishing upper bounds of the quantum capacity of Gaus-
sian thermal loss channels [21–23], its existing lower bound
(one-shot coherent information with respect to a thermal input
state) [18] has not been improved over the last two decades.
In this letter, we establish an improved lower bound of
the Gaussian thermal loss channel capacity than the exist-
ing bound. In particular, we construct a family of correlated
multi-mode thermal states which can be prepared efficiently
by Gaussian Fourier transformation and two-mode squeez-
ing operations. Then, we show that, in the high loss proba-
bility and low input energy regime, these correlated thermal
states yield larger coherent information (per channel use) of
Gaussian thermal loss channels than the corresponding single-
mode thermal state.
Gaussian states and thermal loss channels– Consider N
bosonic modes and let aˆj and aˆ
†
j be the annihilation and cre-
ation operators associated with the jth mode. Position and
momentum quadrature operators are defined as qˆj ≡ (aˆ†j +
aˆj)/
√
2 and pˆj ≡ i(aˆ†j − aˆj)
√
2 . These quadrature operators
can be concisely represented by xˆ = (qˆ1, pˆ1, · · · , qˆN , pˆN )T .
Gaussian states are fully characterized by their first two mo-
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2ments x¯i ≡ 〈xˆi〉ρˆ and V ij ≡ 〈{xˆi− x¯i, xˆj− x¯j}/2〉ρˆ where
〈Aˆ〉ρˆ ≡ Tr[Aˆρˆ]. (We refer the readers to Refs. [30, 31] for
more detailed definition of Gaussian states.) A single-mode
thermal state τˆ(n¯) ≡ ∑∞n=0 n¯n(n¯+1)n+1 |n〉〈n| is a Gaussian
state and is characterized by x¯ = 0 and V = (n¯ + 12 )I2
where I2 is the 2 × 2 identity matrix and n¯ is the average
number of thermal excitations.
Let Bˆab(η) be the beam splitter operation acting on modes
a and b with transmissivity η ∈ [0, 1]. Then, the Gaussian
thermal loss channel with transmissivity η (or loss probabil-
ity γ = 1 − η) and average environmental thermal photon
number n¯th is defined as N [η, n¯th](ρˆa) ≡ Trb[Bˆab(η)(ρˆa ⊗
τˆb(n¯th))Bˆ
†
ab(η)]. Under the Gaussian thermal loss channel
N [η, n¯th], a Gaussian input state ρˆG(x¯,V ) is transformed into
another Gaussian state with x¯′ = T x¯ and V ′ = TV T T +N
where
T =
√
η I2 and N = (1− η)
(
n¯th +
1
2
)
I2. (1)
Thus, the Gaussian thermal loss channel N [η, n¯th] contracts
the mean quadrature by a factor of
√
η and adds a noiseN to
the covariance matrix.
Coherent information and quantum capacity–Let us now
consider transmission of quantum information from Alice to
Bob through a noisy quantum channel N . One way for Alice
to reliably send a quantum state to Bob despite the channel
noise is to use quantum error correction, i.e., Alice encodes
her quantum message through an encoding map E and then
Bob decodes the received (corrupted) message by a decoding
map D, analogous to the classical communication scenario
[32]. Alternatively, in the quantum realm, it is sufficient to
establish noiseless non-local quantum entanglement between
Alice and Bob (given that classical forward communication is
free) because they can then perform the quantum teleportation
protocol to transmit one quantum bit consuming one noiseless
Bell pair [33].
Suppose that Alice prepares a pure local entangled state
φˆA0A ≡ |φ〉〈φ|A0A and sends a part of it (A) to Bob
through a noisy channel NA→B . Alice and Bob then ob-
tain an approximate mixed entangled state σˆA0B ≡ (idA0 ⊗
NA→B)(φA0A). Moreover, they can repeat this procedure n
times to get n copies of σˆA0B . Note that there exists a one-
way entanglement distillation scheme (assisted only by for-
ward classical communication) converting n copies of σˆA0B
into nI(A0〉B)σˆ copies of noiseless Bell pair in the n → ∞
limit [3, 34], where I(A〉B)σˆ ≡ S(σˆB)− S(σˆA0B) is the co-
herent information of the state σˆA0B . Here, σˆB = TrA0 [σˆA0B ]
and Sˆ(ρˆ) ≡ −Tr[ρˆ log2 ρˆ] is the quantum von Neumann en-
tropy of a state ρˆ. Thus, by optimizing the input state φˆA0A,
Alice and Bob can distill
Q(N ) ≡ max
φˆA0A
Ic(NA→B , φˆA0A) ≡ max
φˆA0A
I(A〉B)σˆ (2)
noiseless Bell pairs per channel use, where Q(N ) is the one-
shot coherent information of the channelN . Due to the quan-
tum teleportation protocol, this implies that a quantum com-
munication rate Q(N ) (qubits per channel use) is achievable.
Interestingly, coherent information of quantum channels
can be strictly superadditive, i.e., Q(N ⊗ M) > Q(N ) +
Q(M) [12–17]. Thus, it may be beneficial to send a corre-
lated input state |φ〉A0A1···AN collectively to N channels to
achieve a quantum communication rate 1NQ(N⊗N ). It then
follows that the regularized coherent information is achiev-
able:
Qreg(N ) ≡ lim
N→∞
1
N
Q(N⊗N
AN1 →BN1
)
= lim
N→∞
1
N
max
φˆ
A0A
N
1
Ic(N⊗NAN1 →BN1 , φˆA0AN1 ), (3)
where AN1 and B
N
1 represent A1 · · ·AN and B1 · · ·BN , re-
spectively. Combining this with the converse bound of the
quantum capacity [35, 36] (and the equivalence between one-
way entanglement distillation and quantum error correction
[3]), one can establish that the quantum capacity of a channel
N equals the channel’s regularized coherent information.
The best known lower bound of the quantum capacity of the
Gaussian thermal loss channel N [η, n¯th] (subject to an input
energy constraint Tr[φˆAN1 nˆAk ] ≤ n¯ for all k ∈ {1, · · · , N})
is the one-shot coherent information with respect to the two-
mode squeezed vacuum state |τ〉A0A = SˆA0A(G)|0〉A0 |0〉A
with a gain G = n¯ + 1, or in the channel’s perspective, a
single-mode thermal state τˆA ≡ TrA0 [|τ〉〈τ |A0A] = τˆ(n¯)
[18]:
Qn≤n¯reg (N [η, n¯th]) ≥ max[0, f(η, n¯th, n¯)], (4)
where f(η, n¯th, n¯) is defined as
f(η, n¯th, n¯) ≡ g(ηn¯+ (1− η)n¯th)
− g
(D + (1− η)(n¯− n¯th)− 1
2
)
− g
(D − (1− η)(n¯− n¯th)− 1
2
)
. (5)
Here, D ≡ √((1 + η)n¯+ (1− η)n¯th + 1)2 − 4ηn¯(n¯+ 1)
and g(x) ≡ (x+ 1) log2(x+ 1)− x log2 x is the entropy of a
thermal state τˆ(x). It is an interesting open question whether
this lower bound indeed equals the true quantum capacity for
n¯th > 0. Here, we give a negative answer to this question by
establishing a lower bound strictly larger than the one in Eq.
(5) in the high loss probability and low n¯ regime.
Correlated thermal states–Recall that the uncorrelated N -
mode thermal state τˆ (N)(n¯) ≡ (τˆ(n¯))⊗N can be generated by
applying two-mode squeezing operations Sˆ(G) to modes Ak
and A′k with k ∈ {1, · · · , N} and G = n¯+ 1 (see Fig. 1 (a)).
To introduce correlation between different modes we start by
applying fewer two-mode squeezing operations to modes Ak
and A′k with k ∈ {1, · · · ,M} (M ≤ N ) but with a larger
gain GM,N = (N/M)n¯ + 1. Thus, only the first M modes
A1, · · · , AM are thermally populated where each mode has on
3FIG. 1: Explicit Gaussian quantum circuits for the preparation of (a) uncorrelated and (b) correlated N -mode thermal states.
Sˆ(G) is the two-mode squeezing unitary operation and GM,N is given by GM,N = (N/M)n¯+ 1.
average (N/M)n¯ photons. These excessive photons are dis-
tributed uniformly over all N modes by the Gaussian Fourier
transformation Uˆ (N)GFT :
Uˆ
(N)
GFT : aˆj →
1√
N
N∑
k=1
ei
2pi
N (j−1)(k−1)aˆk (6)
for j ∈ {1, · · · , N}. This procedure yields a correlated N -
mode thermal state, which we define as τˆM,N (n¯), where each
mode has on average n¯ photons (see Fig. 1 (b)). To see that
these thermal states are correlated, let us for example take
M = 1 and N > 1 and consider τˆ1,N (n¯). The covariance
matrix of τˆ1,N (n¯) is given by
V1,N(n¯) ≡

(n¯+ 12 )I2 n¯I2 · · · n¯I2
n¯I2 (n¯+
1
2 )I2 · · · n¯I2
...
...
. . .
...
n¯I2 n¯I2 · · · (n¯+ 12 )I2
 ,
(7)
and all N modes are mutually correlated as can be seen from
the non-zero off-diagonal covariance elements.
We remark that these correlated thermal states can be ef-
ficiently generated: Applying the standard fast Fourier trans-
form (FFT) technique [37] (which is based on the divide-and-
conquer idea), one can decompose the Gaussian Fourier trans-
formation Uˆ (N)GFT intoO(N logN) single-mode phase rotations
and two-mode beam splitter interactions, as opposed to the
O(N2) scaling for a generic case. Alternatively, exploiting
the fact that operations in each divided branch can be exe-
cuted in parallel, one can implement the N -mode Gaussian
Fourier transformation in circuit depth O((logN)2) contain-
ing O(N(logN)2) single-mode and two-mode Gaussian ro-
tations (see the supplement for more details).
Main result–Using these correlated thermal states, we es-
tablish the following theorem:
Theorem 1. Let Qn≤n¯reg (N [η, n¯th]) be the quantum capacity of
the Gaussian thermal loss channelN [η, n¯th] subject to an av-
erage photon number constraint (≤ n¯) in each input mode.
Then, we have
Qn≤n¯reg (N [η, n¯th]) ≥ max[0, F (η, n¯th, n¯)], (8)
where F (η, n¯th, n¯) is defined as
F (η, n¯th, n¯) ≡ max
0<x≤1
xf
(
η, n¯th,
n¯
x
)
. (9)
Note that F (η, n¯th, n¯) ≥ f(η, n¯th, n¯) since f(η, n¯th, n¯) can be
realized by plugging in x = 1 to the objective function.
Sketch of the proof. We prove that the correlated N -
mode thermal state τˆM,N (n¯) yields an achievable rate
M
N f(η, n¯th,
N
M n¯) by computing its coherent information per
channel use (see the supplement for more details). Thus,
the rate Fx(η, n¯th, n¯) ≡ xf(η, n¯th, n¯/x) is achievable for
any rational number 0 < x = MN ≤ 1. Since the set of
rational numbers is a dense subset of the set of real numbers,
Fx(η, n¯th, n¯) is achievable for any real x ∈ (0, 1] and the
theorem follows. 
In Fig. 2 (a), we plot the achievable rates of the single-
mode thermal states and correlated multi-mode thermal states
for the Gaussian thermal loss channel N [η, n¯th = 1], sub-
ject to an average photon number constraint n¯ ≤ 1 in each
mode. When the loss probability is low (i.e., γ ≤ 0.1775),
a single-mode thermal state τˆ(n¯) yields the largest coher-
ent information. However, when the loss probability is high
(γ ≥ 0.1775), there exists a correlated multi-mode thermal
state τˆM,N (n¯) that outperforms the single-mode thermal state
for some N ≥ 2 and M < N . Thus, we established a larger
lower bound of the Gaussian thermal loss channel capacity
than the previous bound [18]. In Fig. 2 (b), we plot the opti-
mal value ofM/N as a function of γ that allows such a higher
communication rate.
We remark that such superior performance of the correlated
multi-mode thermal states becomes marginal as the energy
constraint is loosened (i.e., n¯ → ∞). To see this more ex-
plicitly, we plot in Fig. 3 the achievable rates of the single-
mode and correlated multi-mode thermal states as a function
4FIG. 2: (a) Maximum achievable rates of the single-mode thermal state τˆ(n¯) (blue, Eq. (5)) and the correlated thermal states
τˆM,N (n¯) (red, Eq. (9)) with n¯ = 1 for the Gaussian thermal loss channel N [η, n¯th = 1]. For the correlated thermal states, the
achievable rate was optimized by taking M/N = x? = argmax0<x≤1xf(η, n¯th, n¯/x). (b) The optimal value of x
? = M/N at
each γ, color-coded by the type of optimizer (single-mode thermal states, correlated multi-mode thermal states), that allows the
maximum achievable rate. We set x? = M/N = 0 when all the states we consider yield vanishing achievable rates (yellow).
of n¯ for the Gaussian thermal loss channel N [η, n¯th] with
η = 1 − γ = 0.81 and n¯th = 1. As can be seen from
Fig. 3, for a given N [η, n¯th], the correlated multi-mode ther-
mal states outperform the single-mode thermal states only
when n¯ is smaller than a threshold value n¯?(η, n¯th) (e.g.,
n¯?(0.81, 1) = 2.458). We observe that n¯?(η, n¯th) is a decreas-
ing function of γ = 1− η and n¯th and thus the effects of cor-
relation are strong in the high loss probability and high ther-
mal noise regime. We also observe that there exists a range
of γ where correlated multi-mode thermal states outperform
single-mode thermal states for any given finite input average
photon number n¯ < ∞. However, such a region becomes
narrower as n¯ increases and eventually shrinks to a point as
n¯→∞.
Finally, we remark that the non-trivial advantage of the cor-
related multi-mode thermal states comes from the convexity
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FIG. 3: Achievable rates of the single-mode and correlated
multi-mode thermal states as a function of n¯.
of the function f(η, n¯th, n¯) in n¯: DefineA
(1)
η,n¯th ≡ {(n¯, R)|n¯ ≥
0 and R = f(η, n¯th, n¯)}. Then, consider the convex hull
of A(1)η,n¯th , i.e., A
(∞)
η,n¯th ≡ {(
∑
i λin¯i,
∑
i λif(η, n¯th, n¯i))|λi ∈
[0, 1] and
∑
i λi = 1}. Using a more general version of The-
orem 1, one can show that A(∞)η,n¯th is in the achievable region
(see the supplement for more details). Due to the convexity
of f(η, n¯th, n¯), A
(∞)
η,n¯th properly contains A
(1)
η,n¯th , as indicated
by the red region in Fig. 3. This explains why the correlated
multi-mode thermal states outperform the single-mode ther-
mal states in some parameter regime.
Discussion–Recall that the improved achievable rate estab-
lished in Eq. (9) (see also Fig. 2) is based on the existence
of an entanglement distillation scheme in which n copies of
σˆAB can be distilled into nI(A〉B)σˆ copies of the perfect Bell
pairs [34]. However, the proof of existence is based on a ran-
dom coding argument and thus is not constructive. In addition,
although a correlated thermal state τˆM,N (n¯) (and its purifica-
tion |τM,N (n¯)〉) can be efficiently prepared using only Gaus-
sian operations, entanglement distillation of the noisy output
entangled stateN [η, n¯th]⊗N (|τM,N (n¯)〉〈τM,N (n¯)|) cannot be
performed by using only Gaussian operations due to a no-
go theorem established in Ref. [38]. Thus, it will be an in-
teresting research avenue to search for an efficient entangle-
ment distillation scheme (e.g., with few non-Gaussian oper-
ations) that achieves the communication rates established in
this letter. Similarly, it will also be interesting to look for an
explicit quantum error-correcting codes (such as GKP codes
[23, 39, 40]) and an efficient decoding strategy that achieves
(or improves) the rates established here.
We emphasize that we do not claim superadditivity of
Gaussian thermal loss channels because it is not proven that
the single-mode thermal state τˆ(n¯) is an optimal input state
for the one-shot coherent information of Gaussian thermal
loss channels: It is still possible that there may exist a single-
5mode input state that outperforms the correlated multi-mode
thermal states.
Conclusion–We introduced correlated multi-mode thermal
states and showed that they can provide larger achievable
quantum communication rate for Gaussian thermal loss chan-
nels than the single-mode thermal state. Thus, we established
a lower bound of the Gaussian thermal loss channel capac-
ity, which is larger than the best known lower bound. We also
constructed explicit Gaussian quantum circuits which can effi-
ciently implement such correlated multi-mode thermal states.
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SUPPLEMENTAL MATERIAL
In the supplemental material, we provide a detailed proof of Theorem 1 present a more general version of Theorem 1. We also
prove that the N -mode Gaussian Fourier transformation can be implemented in circuit depthO((logN)2) usingO(N(logN)2)
single-mode and two-mode Gaussian rotations.
DETAILED PROOF OF THEOREM 1
Consider a correlated thermal state τˆM,N (n¯) and its purification |τM,N (n¯)〉A0AN1 , where AN1 ≡ A1 · · ·AN . Recall that the
coherent information per channel use is an achievable rate:
RM,N (η, n¯th, n¯) ≡ 1
N
Ic(N⊗NAN1 →BN1 , |τM,N (n¯)〉〈τM,N (n¯)|A0AN1 ). (S1)
Exploiting the notion of complementary channel, one can rewrite Eq. (S1) solely in terms of the mixed input state τˆM,N (n¯):
RM,N (η, n¯th, n¯) =
1
N
[
S
(
N [η, n¯th]⊗N
(
τˆM,N (n¯)
))− S(N c[η, n¯th]⊗N(τˆM,N (n¯)))], (S2)
whereN c[η, n¯th] is a complementary channel of the Gaussian thermal loss channelN [η, n¯th] (see, e.g., Ref. [4]). N c[η, n¯th] can
be chosen to be a Gaussian channel transforming an input Gaussian state ρˆG(x¯,V ) into another Gaussian state ρˆG(x¯′,V ′) with
x¯′ = Tcx¯ and V ′ = TcV T Tc +Nc, where Tc andNc are given by
Tc =
[−√1− η I2
0
]
, and Nc =
[
η(n¯th +
1
2 )I2
√
ηn¯th(n¯th + 1)Z2√
ηn¯th(n¯th + 1)Z2 (n¯th +
1
2 )I2
]
, (S3)
and Z2 ≡ diag(1,−1). Extending the channel specifications of N [η, n¯th] and N c[η, n¯th] in Eqs. (1),(S3) to the N -mode case,
we find
T (N) =
√
η I2N , N
(N) = (1− η)
(
n¯th +
1
2
)
I2N ,
T (N)c =
[−√1− η I2N
0
]
, N (N)c =
[
η(n¯th +
1
2 )I2N
√
ηn¯th(n¯th + 1)Z2N√
ηn¯th(n¯th + 1)Z2N (n¯th +
1
2 )I2N
]
, (S4)
where Z2N ≡
⊕N
k=1Z2 = diag(1,−1, · · · , 1,−1).
Recall the defining quantum circuit of the correlated thermal state τˆM,N (n¯) in Fig. 1. The correlated thermal state τˆM,N (n¯)
is given by
τˆM,N (n¯) = U (N)GFT
(
τˆ
(N
M
n¯
)⊗M
⊗ |0〉〈0|⊗N−M
)
, (S5)
where U (N)GFT (ρˆ) ≡ Uˆ (N)GFT ρˆ(Uˆ (N)GFT )†. Note that the symplectic transformation matrix S(N)GFT associated with the N -mode Gaussian
2transformation Uˆ (N)GFT is given by
S
(N)
GFT =
1√
N

R(0) R(0) · · · R(0)
R(0) R(2pi
N
) · · · R(2pi
N
(N − 1))
...
...
. . .
...
R(0) R(2pi
N
(N − 1)) · · · R(2pi
N
(N − 1)2)
 , where R(θ) ≡
[
cos θ − sin θ
sin θ cos θ
]
. (S6)
Since S(N)GFT is an orthogonal matrix, i.e., S
(N)
GFT (S
(N)
GFT )
T = (S
(N)
GFT )
TS
(N)
GFT = I , one can immediately see that
N [η, n¯th]⊗N
(
U (N)GFT (ρˆ)
)
= U (N)GFT
(
N [η, n¯th]⊗N (ρˆ)
)
, (S7)
because S(N)GFT T
(N) = T (N)S
(N)
GFT and S
(N)
GFT N
(N)(S
(N)
GFT )
T = N (N). Similarly, we also have
N c[η, n¯th]⊗N
(
U (N)GFT (ρˆ)
)
=
(
U (N)GFT ⊗
(U (N)GFT )−1)(N c[η, n¯th]⊗N (ρˆ)), (S8)
because (S(N)GFT ⊕ (S(N)GFT )−1)T (N)c = T (N)c S(N)GFT and (S(N)GFT ⊕ (S(N)GFT )−1)N (N)c (S(N)GFT ⊕ (S(N)GFT )−1)T = N (N)c . Using
the fact that the von Neumann entropy is invariant under a unitary transformation, we can simplify Eq. (S2) as
RM,N (η, n¯th, n¯) =
1
N
[
S
(
N [η, n¯th]⊗N
(
τˆ
(N
M
n¯
)⊗M
⊗ |0〉〈0|⊗N−M
))
− S
(
N c[η, n¯th]⊗N
(
τˆ
(N
M
n¯
)⊗M
⊗ |0〉〈0|⊗N−M
))]
=
M
N
f
(
η, n¯th,
N
M
n¯
)
+
(N −M)
N
f(η, n¯th, 0)
=
M
N
f
(
η, n¯th,
N
M
n¯
)
. (S9)
Thus, Fx(η, n¯th, n¯) ≡ xf(η, n¯th, n¯/x) is achievable for any rational number 0 < x = MN ≤ 1.
Consider an irrational number x ∈ (0, 1) and its decimal representation: x = b0.x1x2 · · · c10 =
∑∞
i=1 xi10
−i where xi ∈
{0, · · · , 9}. Define a sequence (an)n∈N where
an ≡ (Mn, Nn), with Mn = bx1 · · ·xnc10 =
n∑
i=1
xi10
n−i, and N = 10n. (S10)
Now, consider the associated sequence of achievable rates (Rn)n∈N where Rn is defined as
Rn ≡ Mn
Nn
f
(
η, n¯th,
Nn
Mn
n¯
)
. (S11)
Note that limn→∞ MnNn = x. Since Fx′(η, n¯th, n¯) ≡ x′f(η, n¯th, n¯/x′) is a continuous function of x′, we have
lim
n→∞Rn =
(
lim
n→∞
Mn
Nn
)
f
(
η, n¯th,
(
lim
n→∞
Nn
Mn
)
n¯
)
= xf
(
η, n¯th,
( n¯
x
))
= Fx(η, n¯th, n¯). (S12)
Thus, Fx(η, n¯th, n¯) is achievable for any real number x ∈ (0, 1] and the theorem follows.
A MORE GENERAL VERSION OF THEOREM 1
Theorem 2. Recall the definition of A(∞)η,n¯th :
A
(∞)
η,n¯th ≡ {(
∑
i
λin¯i,
∑
i
λif(η, n¯th, n¯i))|λi ∈ [0, 1] and
∑
i
λi = 1}. (S13)
Then, A(∞)η,n¯th is in the achievable region.
3Proof. Let ~λ = (λ1, λ2, · · · ) and ~n = (n¯1, n¯2, · · · ) and consider the following type of correlated thermal state:
τˆ~λ,~n ≡ U (N)GFT
(⊗
i
τˆ(n¯i)
⊗λiN
)
. (S14)
That is, τˆ~λ,~n is generated by applying the N -mode Gaussian Fourier transformation U (N)GFT to the uncorrelated thermal state⊗
i τˆ(n¯i)
⊗λiN where the first λ1N modes support the thermal state with an average photon number n¯1 and the next λ2N modes
support the thermal state with an average photon number n¯2, and so on. Then, following the same argument used to prove
Theorem 1, one can show that the achievable rate of the state τˆ~λ,~n is given by
R~λ,~n(η, n¯th) =
∑
i
λif(η, n¯th, n¯i). (S15)
Note that the total average photon number of the state τˆ~λ,~n is given by N
∑
i λini. Since the Gaussian Fourier transformation
distributes the photons uniformly over all N modes, each mode of the state τˆ~λ,~n contains on overage
∑
i λin¯i photons. This
then implies that (n¯, R) = (
∑
i λin¯i,
∑
i λif(η, n¯th, n¯i)) is in the achievable region and the theorem follows. 
Theorem 1 is a special case of Theorem 2 since Theorem 1 can be recovered by specializing Theorem 2 to ~λ = (1 − x, x)
and ~n = (0, n¯x ). However, we observe that more general convex combinations considered in Theorem 2 do not yield larger
achievable rates than the ones in Theorem 1 because, as can be seen from Fig. 3, the non-trivial boundary of the region A(∞)η,n¯th is
given by the line starting from the origin that is in the first-order contact with A(1)η,n¯th (see the bold red line in Fig. 3). This is why
we only presented Theorem 1 in the main text.
EFFICIENT IMPLEMENTATION OF THE GAUSSIAN FOURIER TRANSFORMATION
Let us now consider circuit complexity of the Gaussian Fourier transformation. For simplicity, we only consider N = 2m for
some m ∈ {1, 2, · · · }. Following the standard divide-and-conquer technique [37], we decompose a 2N -mode Gaussian Fourier
transformation Uˆ (2N)GFT into two N -mode Gaussian transformations Uˆ
(N)
GFT modulo pre- and post-processing:{
aˆ2k
aˆ2k+1
Perfect−−−−→
shuffling
{
aˆk
aˆN+k
N -mode−−−−→
GFT
1√
N
{∑N−1
`=0 e
i 2piN k`aˆ`∑N−1
`=0 e
i 2piN k`aˆN+`
Phase−−−−→
rotation
1√
N
{∑N−1
`=0 e
i 2pi2N 2k`aˆ`∑N−1
`=0 e
i 2pi2N (2k+1)`aˆN+`
Two-mode−−−−−→
GFT
1√
2N
{∑N−1
`=0 e
i 2pi2N 2k`(aˆ` + aˆN+`)∑N−1
`=0 e
i 2pi2N (2k+1)`(aˆ` − aˆN+`)
=
1√
2N
{∑2N−1
`=0 e
i 2pi2N 2k`aˆ`∑2N−1
`=0 e
i 2pi2N (2k+1)`aˆ`
. (S16)
FIG. S1: Decomposition of a 2N -mode Gaussian Fourier transformation into a 2N -mode perfect shuffling (aˆ2k → aˆk,
aˆ2k+1 → aˆN+k), two N -mode Gaussian Fourier transformations, N − 1 phase rotations by an angle θk = pik/N on the mode
N + k and N two-mode Gaussian Fourier transformations on the modes k and N + k for k ∈ {0, · · · , N − 1}.
4(See Fig. S1.) Note that the 2N -mode perfect shuffling (aˆ2k → aˆk, aˆ2k+1 → aˆN+k) can be implemented by using at most
2N two-mode SWAP operations (aˆi ↔ aˆj and aˆk → aˆk for k 6= i, j), if one does not attempt to parallelize the circuit (see the
discussion below). Let Op(N) be the minimum total number of single-mode rotations and two-mode beam-splitter operations
to implement the N -mode Gaussian Fourier transformation. Then, due to the circuit decomposition in Fig. S1, we have
Op(2N) ≤ 2Op(N) + cN, (S17)
for some constant c > 0 (which can be chosen to be 4) andN ≥ 2. Using Op(2) = 2 and mathematical induction, one can prove
Op(N) ≤ cN log2N = O(N logN). (S18)
Observe that many operations in Fig. S1 can be parallelized. For example, the two N -mode Gaussian Fourier transformations
can be executed in parallel. Similarly, the N −1 single-mode phase rotations and the N two-mode Gaussian Fourier transforma-
tions can also be implemented simultaneously. Most importantly, the 2N -mode perfect shuffling can be implemented in circuit
depth log2N with
N
2 log2N two-mode SWAP operations: Recall that the 2N -mode perfect shuffling operation maps 2k and
2k + 1 to f (2N)(2k) = k and f (2N)(2k + 1) = N + k respectively for k ∈ {0, · · · , N − 1}. Let 2N = 2m+1 and express
the inputs 2k and 2k + 1 in the binary representation, i.e., 2k ≡ bbmbm−1 · · · b10c2 and 2k + 1 ≡ bbmbm−1 · · · b11c2. Upon
the perfect shuffling, these inputs are mapped to k = b0bmbm−1 · · · b1c2 and N + k = b1bmbm−1 · · · b1c2. Thus, the perfect
shuffling shifts every bit in the binary representation to the right by one site, i.e.,
f (2N)(bbmbm−1 · · · b1b0c2) = bb0bm · · · b2b1c2. (S19)
Let f (2N)i,j be a function that exchanges the bits bi and bj (i > j):
f
(2N)
i,j (b· · · bi · · · bj · · · c2) = b· · · bj · · · bi · · · c2. (S20)
Then, the perfect shuffling can be decomposed as f (2N) = f (2N)m,m−1 · · · f (2N)2,1 · f (2N)1,0 because
f
(2N)
m,m−1 · · · f (2N)2,1 · f (2N)1,0 (bbmbm−1 · · · b2b1b0c2) = f (2N)m,m−1 · · · f (2N)2,1 (bbmbm−1 · · · b2b0b1c2)
= f
(2N)
m,m−1 · · · f (2N)3,2 (bbmbm−1 · · · b0b2b1c2)
...
= bb0bmbm−1 · · · b2b1c2
= f (2N)(bbmbm−1 · · · b2b1b0c2) (S21)
(Note that b0 is displaced to the left by one site in each application of f
(2N)
i+1,i.) Observe that the function f
(2N)
i,j maps an input
integer · · · bi · · · bj · · · to itself if bi = bj and to some other integer if bi 6= bj . Also, two sequential applications of f (2N)i,j yield an
FIG. S2: Examples of the 2N -mode perfect shuffling circuits in circuit depth log2N with
N
2 log2N two-mode SWAP
operations.
5identity operation. Thus, there areN input integers that are invariant under the action of f (2N)i,j andN/2 pairs ofN input integers
that are exchanged with their paired partner under f (2N)i,j . In other words, f
(2N)
i,j corresponds to a simultaneous application of
N/2 non-overlapping two-mode SWAP operations. The decomposition in Eq. (S21) then implies that the 2N -mode perfect
shuffling can be implemented by N2 log2N two-mode SWAP operations in depth m = log2N where each layer contains
N
2
simultaneous separate two-mode SWAP operations (see Fig. S2 for examples with N = 2, 4)..
Thus, denoting by D(N) the minimum circuit depth to implement the N -mode Gaussian transformation, we have
D(2N) ≤ D(N) + c log2N, (S22)
for some constant c > 0 (which can be chosen to be 4) and N ≥ 2. Using D(2) = 2 and mathematical induction, one can show
D(N) ≤ c((log2N)2) = O((logN)2). (S23)
In this case, however, one needs to perform N2 log2N two-mode SWAP operations to implement the 2N -mode perfect shuffling,
as opposed to the 2N two-mode SWAP operations in the unparallelized case. Thus, the required total number of single- and
two-mode operations scales as O(N(logN)2), as can be shown by replacing cN by cN log2N in Eq. (S17).
