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RESUMO
Algoritmos de Evolução Diferencial (DE) têm se mostrado promissores para abordagem
de problemas de otimização numérica global com restrições. Muitas variantes recentes de DE
são aplicadas a otimização caixa-preta, em que a estrutura analítica da instância é desconhecida.
Neste trabalho é apresentado um algoritmo InDE (do inglês Interval Diﬀerential Evolution),
que explora as informações de uma decomposição estrutural da instância durante o processo de
otimização. As restrições e a função objetivo da instância são decompostas em operadores e
variáveis originais e auxiliares. Então, a estrutura da instância é codiﬁcada em um hipergrafo
cujas arestas representam os operadores e vértices representam as variáveis. Uma decomposição
Epíﬁta é aplicada sobre o hipergrafo, permitindo que um subconjunto de variáveis críticas seja
extraído. Os operadores evolutivos intervalares do InDE são aplicados somente sobre esse
subconjunto de variáveis, atribuindo a cada variável um intervalo de valores reais. Os intervalos
das demais variáveis da instância são dados por propagação através do hipergrafo de restrições. O
otimizador implementado utiliza diversas abordagens adaptativas estado-da-arte em otimização
baseada em meta-heurísticas. Os experimentos indicam que a utilização de informação estrutural
melhora signiﬁcativamente o desempenho do algoritmo DE.
Palavras-chave: Evolução Diferencial, Otimização Global, Decomposição Estrutural, Otimização
Intervalar.
ABSTRACT
Diﬀerential Evolution (DE) algorithms have shown to be promising for tackling numerical
constrained global optimization problems (NCOPs). Many recent variants of DE are applied to
black-box optimization, in which the analytical structure of the instance is unknown. In this work
it is presented an Interval Diﬀerential Evolution (InDE) algorithm that explores the information of
a structural decomposition of the NCOP instance during the optimization process. The constraints
and objective function are decomposed into operators, and original and auxiliary variables. Then,
the structure of the instance is encoded in a hypergraph whose edges represent the operators
and vertices represent the variables. An Epiphytic decomposition is applied to the hypergraph,
allowing a subset of critical variables to be extracted. InDE’s evolutionary interval operators
are applied only on this subset of variables, assigning to each variable an interval of real values.
The intervals of others variables of the instance are given by propagation through the constraint
hypergraph. The implemented optmizer uses several state-of-the-art adaptive approaches of
metaheuristic-based optimization. The experiments indicate that the use of structural information
signiﬁcantly improves the performance of the DE algorithm.
Keywords: Diﬀerential Evolution, Global Optimization, Structural Decomposition, Interval
Optimization.
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1 INTRODUÇÃO
A otimização numérica é uma área de pesquisa fundamental para diversos campos
da ciência, tais como matemática aplicada e engenharia. Nesses cenários existem inúmeros
problemas que podem ser considerados como otimização global, cujo objetivo básico é encontrar
a melhor atribuição de valores para as variáveis de uma instância.
Uma instância de um prolema de otimização numérica é dada por ummodelo matemático
que a represente. Amodelagem da instância é crucial, pois se omodelo não expressar corretamente
o problema real, a atribuição de valores obtida pelo método de otimização não será adequada. O
modelo é geralmente expresso por meio de uma função matemática denominada função objetivo
(também denotada no cenário de algoritmos evolutivos como função de custo ou função de
ﬁtness) associada a um conjunto de variáveis que deﬁne o espaço de busca e um conjunto de
restrições sobre os valores destas variáveis.
Formalmente, um problema de otimização global com restrições (ou simplesmente
NCOP, do inglês numerical constrained global optimization problem) consiste na busca por
uma atribuição de valores para um conjunto de variáveis V = {x1, . . . , xD} que minimizam uma
função objetivo f :  D →   sujeita a um conjunto de m restrições da forma gi(xi1, . . . , xik ) ≤ 0
denominada rede de restrições, sendo {xi1, . . . , xik } ⊆ V o escopo da i-ésima restrição, para
1 ≤ i ≤ m. D é o número de dimensões da instância.
Uma atribuição de valores é dita factível quando a valoração das variáveis respeita todas
as restrições da instância. Uma atribuição de valores factível é uma solução. Um ponto mínimo
do espaço de busca de uma instância de minimização pode ser classiﬁcado como global ou local.
Ótimo global é a atribuição de valores que resulta no menor valor da função objetivo em todo
o espaço de busca factível, enquanto que o ótimo local corresponde ao menor valor da função
em um determinado subespaço do espaço de busca. Em instâncias com muitos pontos ótimos
locais (instâncias multimodais) o processo de busca, em geral, torna-se mais complexo (Das
et al., 2011).
Evolução Diferencial (ou DE, do inglês Diﬀerential Evolution) (Storn e Price, 1995) é
um dos algoritmos evolutivos mais utilizados no contexto de NCOPs devido ao seu desempenho
nas edições recentes da Special Session & Competitions on Real-Parameter Single Objective
Optimization, que ocorre desde 2005 (Suganthan, 2018) e é organizada durante o IEEE Congress
on Evolutionary Computation (CEC). Nas competições do CEC, algoritmos estado-da-arte são
avaliados no contexto de otimização caixa-preta, em que a estrutura analítica na instância NCOP
é desconhecida.
Por outro lado, por meio da análise intervalar (Moore, 1966), algoritmos de ramiﬁcação
e poda têm sido largamente utilizados nas últimas décadas para resolver NCOPs de forma exata
(Araya e Reyes, 2016) (Hansen e Walster, 2004) (Kearfott, 1992). Esses algoritmos percorrem o
espaço de busca da instância a ﬁm de garantir que a atribuição de valores encontrada representa
o ponto ótimo global. Em muitas abordagens, são utilizadas técnicas de consistência local
intervalar, como Consistência de Arco Generalizada (Mackworth, 1977) e Consistência de
Envoltória (Benhamou e Older, 1992, 1997) que, de forma geral, necessitam de informações
estruturais da instância para serem aplicadas. Essas consistências removem valores infactíveis
dos intervalos atribuídos às variáveis.
Nesse contexto, Derenievicz (2018b) propôs um método de decomposição estrutural
chamado decomposição Epíﬁta. Essa decomposição utiliza uma codiﬁcação em restrições
ternárias da instância NCOP com a função objetivo representada por uma variável adicional a ser
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minimizada. A partir disso, o autor caracterizou uma importante classe de problemas em que
uma combinação entre Consistência de Arco Generalizada e Consistência de Arco Relacional
(Dechter e van Beek, 1997) garante uma atribuição ótima de valores em tempo polinomial.
O otimizador OGRe (Otimização Global Relaxada), proposto em Derenievicz (2018b), é
um algoritmo de Branch and Bound intervalar que utiliza uma forma relaxada de Consistência de
Arco Relacional a ﬁm de encontrar uma aproximação ao mínimo global de instâncias NCOP. Esse
algoritmo explora completa e sistematicamente o espaço de busca, pois a cada etapa seleciona
uma variável e bissecta seu domínio a ﬁm de executar a busca de forma recursiva. A principal
desvantagem do OGRe é que a busca considera uma tolerância ε > 0 para satisfação das restrições
da instância. O valor de ε é deﬁnido empiricamente, o que pode ser uma tarefa dispendiosa.
Outro ponto negativo é o alto custo computacional da abordagem recursiva de Branch and Bound.
Neste trabalho é proposto um algoritmo de Evolução Diferencial Intervalar (ou InDE,
do inglês Interval Diﬀerential Evolution) que utiliza a decomposição Epíﬁta como fonte de
informação estrutural da instância NCOP. Tal decomposição permite que o InDE aplique seus
operadores somente em um subconjunto de componentes da estrutura da instância, enquanto os
demais são atribuídos por propagação através do hipergrafo de restrições.
No InDE, as variáveis são representadas por intervalos. Sua população é composta
por um conjunto de indivíduos em que cada um deles consiste em uma atribuição de intervalos
para as variáveis da instância. Assim, cada indivíduo representa uma região do espaço de busca,
em vez de somente um ponto especíﬁco, como no DE clássico. A cada avaliação de ﬁtness,
um procedimento de consistência local permite a poda de valores infactíveis desses intervalos,
reduzindo a região do espaço de busca associada ao indivíduo.
Oráculo
Representação
intervalar
Decomposição
Epí?ta InDE
População inicial
Subconjunto de variáveis críticas
Atribuição intervalar
das variáveis críticas
Atribuição intervalar ajustada
Valor função objetivo
Violação das restrições
Figura 1.1: Comunicação entre o InDE e o oráculo baseado em decomposição Epíﬁta.
Os recursos relacionados a decomposição Epíﬁta, propagação de valores pelo hipergrafo
de restrições e Branch and Bound intervalar do OGRe são utilizados pelo InDE como um oráculo.
A Figura 1.1 ilustra a comunicação entre o oráculo e o InDE. Inicialmente, o oráculo extrai um
subconjunto de variáveis críticas para o processo de busca e gera a população de indivíduos
iniciais. A partir disso, o InDE aplica seus operadores somente sobre esse subconjunto de
variáveis a ﬁm de gerar um novo indivíduo candidato. O oráculo ajusta os intervalos das variáveis
desse indivíduo a ﬁm de evitar atribuições de valores infactíveis, além de computar seu valor da
função objetivo e de violação de restrições.
Diferentemente do OGRe, o InDE realiza o processo de busca deﬁnindo dinamicamente
o valor de tolerância das restrições. Isso signiﬁca que, no início da execução do algoritmo, ε é
deﬁnido como um valor alto com o intuito de explorar amplamente o espaço e busca. Conforme
o processo evolutivo avança, o valor ε é decrementado até zero, a ﬁm de priorizar a exploração
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de atribuições de valores factíveis. O tempo de processamento é limitado pelo número máximo
de avaliações de ﬁtness, deﬁnido por parâmetro.
O InDE proposto é baseado em diversas estratégias utilizadas em algoritmos estado-
da-arte das competições do CEC, especialmente IUDE (Trivedi et al., 2018) e LSHADE44
(Poláková, 2017). A abordagem proposta foi experimentalmente avaliada sobre um conjunto de
80 instâncias selecionadas do bechmark COCONUT (Shcherbina et al., 2003). Os resultados
apontam que a utilização de informação estrutural associada a técnicas de consistência local
melhora signiﬁcativamente o desempenho do algoritmo DE. Adicionalmente, foram encontradas
mais soluções factíveis e com melhor aproximação que aquelas encontradas pelo otimizador
OGRe.
1.1 OBJETIVOS
O principal objetivo deste trabalho é avaliar o impacto da utilização de decomposição
estrutural associada a uma meta-heurística para otimização global com restrições. Os objetivos
especíﬁcos do trabalho são:
• Realizar uma revisão de literatura para identiﬁcar as estratégias estado-da-arte da área
de otimização restrita por meio de meta-heurísticas;
• Estudar os principais conceitos relacionados a otimização intervalar, técnicas de
consistência local e decomposição Epíﬁta;
• Implementar uma variante intervalar de DE (InDE) que utiliza estratégias de otimização
meta-heurística e explora informações da decomposição estrutural da instância;
• Implementar uma variante de DE que utiliza as mesmas estratégias do InDE no contexto
de otimização caixa-preta de parâmetros reais;
• Avaliar o desempenho do InDE sobre um conjunto de instâncias do benchmark CO-
CONUT por meio de uma análise comparativa com o OGRe e o DE para otimização
caixa-preta de parâmetros reais.
1.2 CONTRIBUIÇÕES
As principais contribuições deste trabalho são:
• Um algoritmo de Evolução Diferencial Intervalar, denominado InDE, que utiliza
decomposição estrutural e realiza o processo de otimização a partir de um subconjunto
de componentes da estrutura das instâncias NCOP, além de empregar uma técnica
de consistência local que ajusta as atribuições dos indivíduos a ﬁm de evitar valores
infactíveis;
• Adaptação de estratégias de DE tradicionalmente utilizadas em otimização de parâmetros
reais para o contexto de representação intervalar;
• Implementação de uma variante de DE para otimização caixa-preta de parâmetros reais
que utiliza uma combinação de estratégias estado-da-arte na área de otimização por
meta-heurísticas.
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1.3 ORGANIZAÇÃO DO TRABALHO
Este trabalho está organizado da seguinte maneira:
• No Capítulo 2 são apresentadas as deﬁnições e conceitos básicos relacionados à otimi-
zação intervalar, decomposição Epíﬁta e técnicas de consistência local, especiﬁcamente
Consistência de Arco Generalizada e Consistência de Arco Relacional. Também são
deﬁnidas as principais características de meta-heurísticas para otimização global, es-
peciﬁcamente DE, e as técnicas de tratamento de restrições mais comuns na literatura
recente;
• NoCapítulo 3 é realizada uma revisão bibliográﬁca das principais abordagens adaptativas
utilizadas no contexto de DE e dos algoritmos participantes da Special Session &
Competitions on Real-Parameter Single Objective Optimization, organizada durante o
IEEE Congress on Evolutionary Computation;
• No Capítulo 4 é descrito o algoritmo InDE proposto neste trabalho. São detalhados
aspectos de manipulação da população, as adaptações realizadas nas operações clássicas
de DE para o contexto intervalar e o procedimento de avaliação dos indivíduos da
população;
• No Capítulo 5 é apresentada a avaliação experimental deste estudo, que inclui uma
análise dos efeitos da decomposição estrutural sobre um conjunto de instâncias. Também
é realizada uma análise comparativa entre o InDE, um DE para otimização caixa-preta
de parâmetros reais e o OGRe, a ﬁm de avaliar o impacto da decomposição Epíﬁta
sobre o desempenho do algoritmo e a viabilidade da utilização do InDE no contexto de
otimização global com restrições;
• No Capítulo 6 são elencadas as conclusões do trabalho, assim como suas principais
contribuições, limitações e alguns possíveis trabalhos futuros.
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2 FUNDAMENTAÇÃO TEÓRICA
Nas últimas décadas, diversas pesquisas têm sido realizadas no contexto de otimização
global. Métodos que exploram características da função objetivo (por meio de vetores gradientes,
por exemplo) foram desenvolvidos pela comunidade cientíﬁca de matemática e pesquisa opera-
cional. Alguns exemplos são os métodos Lagrangeano Aumentado (Hestenes, 1969) e Pontos
Interiores (Potra e Wright, 1997), que partem de uma atribuição de valores inicial e percorrem
o espaço de busca a ﬁm de obter a atribuição ótima da instância. Ainda que essas abordagens
sejam bastante utilizadas, elas não garantem a otimalidade global da atribuição encontrada.
Por outro lado, métodos exatos conseguem garantir a otimalidade da atribuição encon-
trada, pois percorrem todo o espaço de busca. Ramiﬁcação e poda, busca com retrocesso, métodos
intervalares (Hansen e Walster, 2004) e busca exaustiva são alguns exemplos de abordagens
dessa área. Apesar de garantirem a atribuição ótima, essas abordagens possuem um alto custo
computacional, o que muitas vezes inviabiliza a sua utilização.
Outra comunidade que vem se destacando nos últimos anos é a de otimização por
meta-heurísticas, que desenvolve métodos estocásticos que não garantem a obtenção da atribuição
ótima de uma instância. No entanto, elas possibilitam a obtenção de atribuições que se aproximam
do resultado ótimo em um tempo computacional viável, o que geralmente não pode ser alcançado
com abordagens exatas que impõem um alto custo computacional (Gonçalves Júnior, 2016).
Neste estudo são reunidas técnicas da área de otimização exata a uma abordagem
meta-heurística que tem se destacado no contexto de otimização global com restrições. Dessa
forma, na Seção 2.1 são introduzidos conceitos relacionados à otimização global intervalar,
consistência local e decomposição Epíﬁta. Na Seção 2.2 são elencadas as principais características
de meta-heurísticas, especiﬁcamente Evolução Diferencial (DE), e as técnicas de tratamento de
restrições mais utilizadas na literatura recente.
2.1 OTIMIZAÇÃO GLOBAL INTERVALAR
Uma rede de restrições R (ou simplesmente uma rede) é uma tupla (V,D,C), em que
V = {x1, . . . , xD} é um conjunto de variáveis com domínios D = {X1, . . . ,XD} e C = {RC1, . . . ,
RCm} é um conjunto de restrições tal que Ci = {xi1, . . . , xik } ⊆ V é o escopo da relação
RCi ⊆ Xi1 × · · · × Xik , que deﬁne um conjunto de atribuições legais para as variáveis de Ci. A
aridade de uma restrição é a cardinalidade de seu escopo. Uma rede de restrições R é dita
k-ária se todas as suas restrições têm aridade k ou menor. Se os domínios das variáveis são
conjuntos contínuos de números reais, R é dita uma rede de restrições numérica. Em tal rede, as
restrições são usualmente da forma RCi ≡ gi(xi1, . . . , xik ) ≤ 0. Nesse contexto, NCOP é deﬁnido
pela função objetivo e a rede de restrições da instância.
A aritmética intervalar foi proposta nos anos 60 como uma abordagem formal para
analisar erros de arredondamento em sistemas computacionais (Moore, 1966). Um intervalo
fechado X = [x, x] é o conjunto de números reais X = {x ∈   | x ≤ x ≤ x}, em que
x, x ∈   ∪ {−∞,∞} são os extremos de X . Usaremos também a notação X para o extremo
inferior x e X para o extremo superior x do intervalo X . O comprimento de um intervalo X
é ω(X) = x − x e seu ponto médio é μ(X) = (x + x)/2. Um intervalo pode ser deﬁnido por
seu comprimento e ponto médio como: X = [μ(X) − ω(X)/2, μ(X) + ω(X)/2]. Uma caixa é
17
uma tupla de intervalos (X1,X2, . . . ,Xn). Dados dois intervalos X e Y a extensão intervalar de
qualquer operador binário ◦ bem deﬁnido em   é deﬁnido pela Equação 2.1:
X ◦ Y = {x ◦ y | x ∈ X , y ∈ Y e x ◦ y é deﬁnido em  }. (2.1)
O conjunto X ◦ Y pode ser um intervalo, um conjunto vazio ou um conjunto não
contínuo de números reais (um multi-intervalo). É possível computar X ◦Y para todas as funções
algébricas e as principais transcendentais somente pela análise dos extremos de X e Y (Moore,
1966; Hansen e Walster, 2004). Por exemplo, as operação de adição, subtração, multiplicação e
divisão intervalares são dadas, respectivamente, por:
[X,X] + [Y,Y ] = [X + Y,X + Y ]
[X,X] − [Y,Y ] = [X − Y,X − Y ]
[X,X] · [Y,Y ] = [min{XY,XY,XY,XY },max{XY,XY,XY,XY }]
[X,X] / [Y,Y ] = [X,X] · [1/Y,1/Y ], se 0  [Y,Y ].
As operações de potenciação, radiciação e outras funções algébricas e trigonométricas
podem ser deﬁnidas de maneira análoga, analisando os extremos dos intervalos. No entanto,
a divisão por um intervalo que contém zero pode não resultar em um intervalo, pois X/Y =
{x/y | x ∈ X , y ∈ Y e y  0} não é necessariamente um conjunto contínuo de valores reais, ou
seja, a operação resulta em um multi-intervalo.
Na próxima seção serão apresentados os princípios básicos de otimização por métodos
exatos e técnicas de consistência local, que são utilizadas na proposta deste trabalho.
2.1.1 Métodos Exatos e Consistência Local
Desde o ﬁnal dos anos 80, a aritmética intervalar tem sido utilizada no contexto de
otimização exata de instâncias numéricas restritas pela combinação de técnicas de consistência
da comunidade de programação por restrições com algoritmos de Branch and Bound (Araya
e Reyes, 2016; Hansen e Walster, 2004; Kearfott, 1992). Um trabalho central nesse contexto
é a linguagem Numérica (Van Hentenryck, 1997), cujo algoritmo principal forma a base dos
otimizadores intervalares mais recentes. Métodos intervalares computam um conjunto de caixas
de comprimento mínimo que contêm uma ou mais atribuições ótimas para a instância NCOP.
Geralmente, esses métodos são compostos por três etapas principais que são repetidamente
aplicadas até que uma atribuição seja encontrada:
1. Etapa de poda: contratores que garantem algum nível de consistência local são aplicados,
removendo valores do domínio das variáveis que certamente não constituem uma
atribuição factível da instância. No contexto numérico, esses contratores são geralmente
implementados utilizando aritmética intervalar;
2. Busca local: métodos de busca computacionalmente baratos são utilizados para detectar
se a caixa atual contém uma atribuição factível da instância que possa ser utilizada como
um limite superior para a atribuição ótima. O método de Newton é um exemplo de
busca local que pode ser aplicado nesta etapa;
3. Etapa de ramiﬁcação: uma variável é escolhida e seu domínio é bissectado para continuar
a busca de forma recursiva. Boas heurísticas para escolha da variável e do lado de seu
domínio que será processado primeiro são essenciais para um bom desempenho do
método.
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O método de ramiﬁcação e poda é, em essência, um método de retrocesso no qual cada
ramiﬁcação constitui um nó na árvore de busca. Primeiramente, uma das partições do domínio é
processada, para então processar-se a outra, sendo que atribuições parcialmente inconsistentes
são descartadas do espaço de busca (Derenievicz, 2018b). Na etapa de poda, contratores de
Consistência de Arco Generalizada (Mackworth, 1977) (Deﬁnição 2.1) e suas formas relaxadas,
Consistência de Envoltória1 (Benhamou e Older, 1992, 1997) e Consistência de Caixa (Benhamou
et al., 1994), são geralmente utilizadas.
Deﬁnição 2.1 (Consistência de Arco Generalizada (GAC))
• Uma restrição RC é arco-consistente generalizada (ou simplesmente GAC2) em relação
à variável xj ∈ C se, e somente se, para todo valor aj no domínio de xj existe uma
atribuição de valores I das variáveis em C \ {xj} tal que I ∪ {〈xj = aj〉} satisfaz RC;
• Uma restrição RC é GAC se, e somente se, RC é GAC em relação a toda variável xj ∈ C;
• Uma rede R = (V,D,C) é GAC se, e somente se, toda restrição RC ∈ C é GAC.
GAC garante que qualquer atribuição de uma única variável pode ser estendida às outras
variáveis satisfazendo uma restrição. Em restrições numéricas ternárias da forma x1 = x2 ◦1 x3,
sendo ◦1 um operador binário qualquer, essa propriedade é assegurada pela Equação 2.2:
(X1 ⊆ X2 ◦1 X3) ∧ (X2 ⊆ X1 ◦2 X3) ∧ (X3 ⊆ X1 ◦3 X2), (2.2)
em que Xi é o domínio de xi, e ◦2 e ◦3 são as operações inversas de ◦1 que mantêm a condição
(x1 = x2 ◦1 x3) ⇔ (x2 = x1 ◦2 x3) ⇔ (x3 = x1 ◦3 x2). Por exemplo: (x = y+ z) ⇔ (y = x− z) ⇔
(z = x − y), como ◦1 ≡ + , então ◦2 ≡ − e ◦3 ≡ − .
GAC é facilmente alcançada em restrições ternárias calculando a intersecção de cada
domínio relevante com a respectiva função de projeção:
contrator_GAC(x1 = x2 ◦1 x3) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
X1 ← X1 ∩ (X2 ◦1 X3)
X2 ← X2 ∩ (X1 ◦2 X3)
X3 ← X3 ∩ (X1 ◦3 X2)
(2.3)
Estritamente, a caixa (X1,X2,X3) gerada pela Equação 2.3 não é completa devido à
precisão ﬁnita de números em sistemas computacionais. Além disso, os domínios podem ser
conjuntos desconectados de números reais (multi-intervalos).
Geralmente, a ﬁm de aplicar o contrator GAC em uma restrição k-ária um procedimento
de decomposição que transforma uma restrição em um conjunto equivalente de restrições
ternárias é utilizado (Derenievicz, 2018b). Por exemplo, com uma variável auxiliar z1 a restrição
x1 · (x2 − x1) = 0 é decomposta em uma rede de duas novas restrições: x2 − x1 = z1 e x1 · z1 = 0.
O contrator da Equação 2.3 é então repetidamente aplicado em ambas as restrições até que uma
caixa que torne ambas as restrições GAC seja obtida ou um número máximo de passos seja
atingido. Caso um conjunto de restrições não seja GAC, o processo resulta em uma contração
aproximada que ainda assim elimina atribuições de valores infactíveis dos intervalos.
1Do inglês Hull Consistency.
2Do inglês Generalized Arc Consistency.
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2.1.2 Decomposição Epíﬁta
Um hipergrafo é um par H = (V,E), em que V é um conjunto ﬁnito de vértices e
E ⊆ {S ⊆ V | S  ∅} é um conjunto ﬁnito de arestas. Se toda aresta A ∈ E tem cardinalidade k,
então H é dito um hipergrafo k-uniforme. Dado um hipergrafo H = (V,E), um Berge-caminho
entre as arestas A1 e An em H é uma sequência alternada (A1, v1, A2, v2, . . . , An−1, vn−1, An) de
arestas e vértices distintos (exceto possivelmente por A1 e An) tal que n ≥ 3 e vi ∈ (Ai ∩ Ai+1),
para todo 1 ≤ i < n. Um Berge-ciclo é um Berge-caminho (A1, v1, A2, v2, . . . , An−1, vn−1, An) tal
que A1 = An. Um hipergrafo H é dito Berge-cíclico se possui pelo menos um Berge-ciclo; do
contrário, H é dito Berge-acíclico (Berge, 1985). Um hipergrafo H é conexo se existe pelo
menos um Berge-caminho entre qualquer par de vértices em H . Uma árvore é um hipergrafo
conexo e Berge-acíclico.
No contexto de programação por restrições, um hipergrafo de restrições é uma represen-
tação estrutural da rede R = (V,D,C), em que V é um conjunto de vértices que representam as
variáveis e E = {Ci | RCi ∈ C} é um conjunto de arestas que representam o escopo das restrições.
Em Derenievicz e Silva (2018) essa representação estrutural é estendida a instân-
cias NCOP pela codiﬁcação da função objetivo f (x1, . . . , xD) como uma nova restrição
z = f (x1, . . . , xD) na rede, em que z é chamada variável raiz da rede e seu domínio Z é
igual a imagem da extensão intervalar de f sobre a caixa (X1, . . . ,XD). Os autores encontraram
uma relação entre o hipergrafo de restrições ternárias e o nível de consistência que garante uma
atribuição livre de retrocesso, ou seja, uma busca que resolve uma instância NCOP sem encontrar
nenhum conﬂito. Essa relação é garantida pela existência de uma decomposição particular do
hipergrafo de restrições ternárias denominada decomposição Epíﬁta.
Uma decomposição Epíﬁta (Derenievicz e Silva, 2018; Derenievicz, 2018b) de um
hipergrafo de restrições H = (V,E) de acordo com z ∈ V é uma tripla (A,Ω, t), em que
A = (A1, . . . ,An) é um conjunto ordenado de hipergrafos disjuntos Ai = (Vi,Ei) obtidos pela
remoção de um conjunto de arestas Ω de H , e t : Ω → VΩ é uma função que associa cada aresta
Ci ∈ Ω a um vértice t(Ci) ∈ Ci de tal modo que:
1. A1 é uma árvore enraizada em z (ou seja, conectada e Berge-acíclica);
2. ∀Ai>1 ∈ A existe no máximo um Ci ∈ Ω tal que t(Ci) ∈ Vi e Ai é uma árvore enraizada
em t(Ci) (ou qualquer outro vértice, se tal aresta Ci não existir);
3. se t(Ci) ∈ Vi, então Ci \ {t(Ci)} ⊆
⋃i−1
j=1Vj .
O conjunto VΩ =
⋃{xj, xk}, tal que (xi = xj ◦ xk ) ∈ Ω, é dado pelas variáveis que
aparecem do lado direito das restrições do conjunto Ω.
Derenievicz e Silva (2018) demonstraram que uma instância NCOP representada pela
decomposição Epíﬁta do hipergrafo da sua rede de restrições pode ser resolvida de maneira livre
de retrocesso se a rede satisfaz uma combinação entre GAC e Consistência de Arco Relacional
(Deﬁnição 2.2).
Deﬁnição 2.2 (Consistência de Arco Relacional (RAC))
• Dada uma rede R = (V,D,C), uma restrição RC ∈ C é arco-consistente relacional (ou
simplesmente RAC3) em relação à variável xj ∈ C se, e somente se, para toda atribuição
I das variáveis em C \ {xj}, consistente com R, existe um valor aj no domínio de xj tal
que I ∪ {〈xj = aj〉} satisfaz RC;
3Do inglês Relational Arc-Consistent.
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Figura 2.1: Função de Rosenbrock.
• Uma restrição RC é RAC se, e somente se, RC é RAC em relação a toda variável xj ∈ C;
• Uma rede R = (V,D,C) é RAC se, e somente se, toda restrição RC ∈ C é RAC.
RAC é uma consistência local baseada em restrições proposta por Dechter e van Beek
(1997) que garante que qualquer atribuição consistente a todas as variáveis, com exceção de uma
xj , pode ser estendida para xj satisfazendo a restrição. Uma restrição da forma x1 = x2 ◦1 x3 é
RAC com relação a x1 se X1 ⊇ X2 ◦1 X3. Tal consistência permite a obtenção de uma atribuição
factível da rede a partir da atribuição inicial 〈z = Z〉 que minimiza a função objetivo, sendo Z o
domínio da variável raiz z.
Mais especiﬁcamente, Derenievicz e Silva (2018) mostraram que é suﬁciente que
somente as restrições representadas por arestas Ci ∈ Ω de uma decomposição Epíﬁta sejam RAC
com relação à variável representada por t(Ci), enquanto as outras restrições sejam GAC. Uma
decomposição Epíﬁta pode ser encontrada em tempo linear. No entanto, nem todas as instâncias
possuem tal decomposição. Os autores introduziram o conceito de decomposição k-Epíﬁta como
uma extensão que cobre todas as instâncias NCOP. Além disso, foi demonstrado que a maior
parte das instâncias do benchmark COCONUT (Shcherbina et al., 2003) possuem decomposições
Epíﬁtas.
Um exemplo de decomposição Epíﬁta dado em Derenievicz (2018b) é a função de
Rosenbrock, comumente utilizada como teste para algoritmos de otimização. Essa função deﬁne
graﬁcamente um vale (Figura 2.1, extraída de Ortiz (2012)) no qual está contido o mínimo global
da função, com valor f (1,1) = 0. Em geral, encontrar o vale é trivial, mas convergir para o ponto
mínimo global é difícil.
A Figura 2.2 apresenta uma decomposição Epíﬁta (A,Ω, t) segundo v1 da função
Rosenbrock, deﬁnida por f (x, y) = 100(x − y2)2 + (1 − y)2, representada como uma rede
ternária, em que A = {A1,A2}, A1 = ({v1, . . . v13}, {C1, . . . ,C6}), A2 = ({v14},∅), Ω = {C7}
e t(C7) = v14. Como pode ser observado, o processo de codiﬁcação ternária adiciona novas
variáveis à instância.
Enquanto o contrator GAC reduz o domínio das variáveis, um contrator RAC deve
apertar a restrição em Ci \ {xj}. Se tal restrição não existir, ela deve ser adicionada à rede,
modiﬁcando a estrutura do hipergrafo e sua decomposição Epíﬁta. Para evitar isso, Derenievicz e
Silva (2018) propuseram um algoritmo de ﬁltragem de domínio que alcança uma forma relaxada
de RAC. O algoritmo proposto forma a base de um otimizador denominado OGRe (Otimização
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Figura 2.2: Uma decomposição Epíﬁta segundo v1 da representação ternária da função Rosenbrock. Os rótulos
abaixo dos vértices indicam as variáveis que eles representam.
Global Relaxada) (Derenievicz, 2018a), que é uma variação do Branch and Bound intervalar
tradicionalmente usado para otimização global.
O OGRe considera uma tolerância ε nas restrições representadas pelo conjunto Ω;
portanto, é considerada uma versão relaxada da instância original. No exemplo da Figura 2.1,
a restrição C7 ≡ z5 = y2 passa a ser C7 ≡ z5 = y2 ± ε. No estágio de poda, o contrator GAC
(Equação 2.3) é aplicado para reduzir o domínio das variáveis. Como uma estratégia de busca
local, o OGRe tenta a instanciação total da rede de forma livre de retrocesso, começando pela
atribuição inicial 〈z = Z〉. Se alguma restrição do conjunto Ω não for satisfeita com a tolerância
ε, os domínios de suas variáveis devem ser reduzidos para obter uma melhor aproximação de
RAC. Então, na etapa de ramiﬁcação, uma variável da restrição não ε-factível do conjunto Ω é
escolhida e seu domínio é bissectado para continuar a busca de forma recursiva.
O otimizador OGRe consiste em uma biblioteca multi-intervalar que inclui estruturas
de dados e a implementação das operações básicas multi-intervalares +, −, ∗, /, √ e ˆ . Em
Derenievicz (2018b) o otimizador foi avaliado sobre um conjunto de instâncias propostas no
benchmark COCONUT (Shcherbina et al., 2003), resolvendo cerca de 60% das instâncias com
uma boa aproximação. O OGRe integra a avaliação experimental realizada no Capítulo 5, na
qual é realizada uma análise comparativa a ﬁm de avaliar a proposta deste estudo. Na próxima
seção serão apresentados os principais conceitos da área de otimização por meta-heurísticas, em
especial sobre Evolução Diferencial (DE).
2.2 OTIMIZAÇÃO POR META-HEURÍSTICAS
Na literatura da área de busca e otimização, um termo comumente encontrado é heurística.
De acordo com Glover (1986), heurísticas são técnicas utilizadas para resolver dada instância
de um problema em tempo computacional considerado aceitável, sem garantia de otimalidade
do resultado. Assim, a aplicação de uma heurística para a resolução de uma instância tem por
objetivo encontrar uma atribuição de valores que se aproxime do ótimo global.
A partir do desenvolvimento das abordagens heurísticas, surgiu o conceito de meta-
heurística. De acordo comReeves (1993), meta-heurísticas sãométodos que promovem interações
entre procedimentos de busca local e estratégias de alto nível a ﬁm de criar métodos capazes de
escapar de ótimos locais e realizar buscas mais robustas. Dessa forma, uma meta-heurística é um
algoritmo projetado para resolver de forma aproximada uma ampla gama de instâncias sem que
precise ser adaptado a cada uma delas.
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A maior parte das meta-heurísticas compartilham as seguintes características: são
inspiradas na natureza (baseadas em alguns princípios da física, biologia ou etologia); utilizam
componentes estocásticos (envolvem variáveis aleatórias); e possuem diversos parâmetros que
podem ser ajustados de acordo com a instância em questão (Boussaïd et al., 2013). Além disso,
meta-heurísticas são comumente subdivididas entre abordagens de atribuição única de valores
e abordagens baseadas em populações, em que as atribuições seguem um processo evolutivo
inspirado no Darwinismo e competem entre si.
A ﬁm de tratar instâncias com diferentes características, é importante que uma meta-
heurística ofereça equilíbrio entre diversidade (exploração global) e intensiﬁcação (exploração
local). O conceito de diversidade está relacionado à dispersão das atribuições de valores no
espaço de busca e é necessário para identiﬁcar regiões factíveis. Já a exploração local intensiﬁca a
busca em torno de atribuições promissoras a ﬁm de encontrar atribuições melhores na vizinhança.
As principais diferenças entre as meta-heurísticas se referem à forma como cada uma delas busca
o equilíbrio entre esses dois conceitos (Boussaïd et al., 2013).
Quando as atribuições de valores candidatas estão concentradas em torno de um
subespaço especíﬁco do espaço de busca, diz-se que houve convergência. É desejável que as
atribuições convirjam rapidamente para o ponto ótimo global do espaço de busca. No entanto, a
aceleração do processo de convergência pode fazer com que as atribuições candidatas encontrem
um ponto ótimo local e tenham diﬁculdades para se descolar para outras regiões. Com essa
convergência prematura, o processo de busca se deteriora.
A seguir será brevemente apresentado o algoritmo de Evolução Diferencial, uma das
meta-heurísticas que mais têm se destacado no cenário de otimização numérica com restrições.
2.2.1 Evolução Diferencial
Evolução Diferencial (DE) foi introduzida por Storn e Price (1995) por meio de uma
meta-heurística evolutiva de codiﬁcação de ponto-ﬂutuante para otimização em espaços de busca
contínuos. O algoritmo DE clássico consiste em um laço de G gerações sobre a população p de
indivíduos. Um indivíduo pode ser deﬁnido como uma atribuição de valores para todas as D
variáveis da instância e é representado por um vetor x = (a1,a2, . . . ,aD), em que ai ∈ Xi é um
valor do domínio da variável xi, 1 ≤ i ≤ D. Uma população p é um conjunto de NP indivíduos e
pg denota a população na g-ésima geração, 0 ≤ g ≤ G. A avaliação de ﬁtness de um indivíduo é
responsável por determinar sua qualidade ao longo do processo evolutivo.
A estrutura geral do DE é a mesma utilizada em algoritmos evolutivos tradicionais.
Durante cada geração, os operadores de mutação, cruzamento e seleção são aplicados à população
pg até que um dado critério de parada seja satisfeito, como um determinado número de avaliações
de ﬁtness (MaxFEs). A população inicial p0 é gerada aleatoriamente de acordo com uma
distribuição uniforme sobre X1 × · · · × XD.
Muitas estratégias de mutação e/ou cruzamento têm sido propostas no contexto de DE
(Neri e Tirronen, 2010). A ﬁm de distinguir cada uma delas, a notação “DE / a / b / c” é utilizada,
sendo que “a” especiﬁca o indivíduo sobre o qual será aplicada a operação de mutação, “b” é o
número de indivíduos diferença envolvidos na operação e “c” denota o esquema de cruzamento.
Na fase de mutação de cada geração, um operador é aplicado a ﬁm de gerar um indivíduo
mutante vi para cada indivíduo xi (chamado indivíduo alvo) da população. O operador de
mutação mais conhecido é DE/rand/1, descrito a seguir:
vi = r1 + F · (r2 − r3), (2.4)
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sendo r1, r2 e r3 três indivíduos mutuamente distintos aleatoriamente selecionados da população
pg e (r2 − r3) o vetor diferença dessa operação, denotado por d. Os indivíduos r1 e r2 são
chamados de base e terminal, respectivamente. O fator escalar F ∈ [0,2] é um parâmetro de
controle. Um valor pequeno de F promove a intensiﬁcação da busca em torno do indivíduo r1,
enquanto que um valor alto promove a exploração de outras regiões do espaço de busca.
Como será comentado nas próximas seções, ao longo dos últimos anos foram propostas
diversas estratégias de mutação. Isso se deve ao fato de que não foi desenvolvida uma estratégia
que se adapte bem a todas as particularidades que espaços de busca de diferentes instâncias
podem apresentar. Isso recai na diﬁculdade de encontrar um meio de acelerar a convergência e
evitar mínimos locais que não correspondam ao ponto ótimo do espaço de busca.
Após a etapa de mutação, a operação de cruzamento é aplicada a cada par de indivíduo
alvo xi e seu indivíduo mutante correspondente vi a ﬁm de gerar um indivíduo experimental ui.
A taxa de cruzamento CR ∈ [0,1) é um parâmetro de controle responsável por deﬁnir a fração do
indivíduo mutante que será copiada para o indivíduo experimental. Ainda que existam dois tipos
principais de operadores de cruzamento, binomial e exponencial, o cruzamento binomial é o
mais utilizado na literatura e é descrito como a seguir:
ui,j =
{
vi,j se randi,j ≤ CR ou j = jrand
xi,j caso contrário,
(2.5)
sendo ui,j , vi,j e xi,j os j-ésimos elementos dos indivíduos ui, vi e xi, respectivamente. O
valor randi,j é um número uniformemente distribuído entre 0 e 1 e jrand ∈ {1, . . . ,D} é um
índice aleatoriamente escolhido que garante que o indivíduo experimental terá ao menos um
componente herdado do indivíduo mutante.
No operador de cruzamento exponencial, os componentes do indivíduo experimental
ui são herdados do indivíduo mutante correspondente vi a partir de um índice aleatoriamente
escolhido randi,j[0,1] > CR. O restante dos componentes do indivíduo experimental ui são
copiados do indivíduo alvo correspondente xi.
Cruzamentoy
u"=(c,b)x=(a,b)
u'=(a,d) v=(c,d)
x
Mutação
r2
r3 d
r1
v
F · d
y
x
Figura 2.3: Exemplo de operações de mutação e cruzamento da estratégia DE/rand/1/bin sobre uma instância de
duas dimensões.
A Figura 2.3 ilustra um exemplo das operações de mutação e cruzamento da estratégia
DE/rand/1/bin em uma instância de duas dimensões. Na operação de mutação, r1, r2 e r3 são
indivíduos mutuamente distintos aleatoriamente selecionados na população. d é o vetor diferença
entre os indivíduos r2 e r3. Para criação do indivíduo mutante vi, d é multiplicado pelo fator
escalar F e adicionado a r1.
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Na operação de cruzamento é criado o indivíduo experimental ui por meio da escolha
aleatória de variáveis correspondentes do indivíduo mutante vi e do indivíduo alvo xi. A
probabilidade de escolha de uma variável do indivíduo mutante é dada por CR. A ﬁm de
garantir que o indivíduo experimental não será igual ao indivíduo alvo, o algoritmo seleciona
aleatoriamente uma variável para ser herdada do indivíduo mutante. No caso da Figura 2.3, após
a operação de cruzamento, o indivíduo experimental pode ser u′i, u
′′
i ou vi.
O valor da função objetivo de cada indivíduo experimental f (ui) é comparado com o
valor da função objetivo de seu indivíduo alvo correspondente f (xi) na população atual pg. Se o
valor de f (ui) for melhor ou igual a f (xi), ui substitui xi na população da próxima geração pg+1.
Caso contrário, xi permanece na população da próxima geração. Uma operação em que f (ui)
é selecionado é dita uma atualização de sucesso. Na Seção 2.2.2 são citadas algumas técnicas
utilizadas na literatura para a operação de seleção no cenário de otimização de instâncias com
restrições.
2.2.2 Técnicas de Tratamento de Restrições
Sabe-se que meta-heurísticas são uma alternativa interessante para abordagem de
instâncias que não podem ser eﬁcientemente resolvidas por métodos exatos. No entanto, elas são
tradicionalmente projetadas para instâncias de otimização sem restrições. Diversas técnicas de
tratamento de restrições têm sido desenvolvidas e adaptadas para integrarem meta-heurísticas
(Mezura-Montes e Coello, 2011).
Ainda que não haja um consenso na literatura quanto ao melhor tipo de abordagem, as
técnicas existentes ajudam a guiar o processo de busca em direção à regiões factíveis do espaço de
busca. Entende-se como região factível um subespaço do espaço de busca em que os indivíduos
ali contidos não violam nenhuma restrição da instância em questão.
A seguir serão apresentados os principais tipos de técnicas de tratamento de restrições
de acordo com Michalewicz (1995), Coello (2002), Zhang et al. (2004) e Mezura-Montes e
Coello (2011).
Funções de Penalização
A aplicação de funções de penalização é uma das técnicas mais utilizadas para tratamento
de restrições. Esse tipo de abordagem transforma uma instância de um problema de otimização
restrita em irrestrita de maneira que, em instâncias de minimização, é adicionado um determinado
valor à função objetivo com base na violação de restrições do indivíduo. Dessa forma, aumenta-se
o valor de ﬁtness dos indivíduos que violam alguma restrição, que serão desfavorecidos na etapa
de seleção do processo evolutivo.
Em otimização clássica são consideradas funções de pontos exteriores e interiores,
que remetem à factibilidade das regiões do espaço de busca. Em funções de pontos exteriores,
inicia-se com uma atribuição de valores infactível e busca-se movê-la para uma região factível.
No caso de funções de pontos interiores, inicia-se com uma atribuição factível e a penalização
é deﬁnida de forma que seja pequena em pontos distantes dos limites das restrições e tenda
ao inﬁnito à medida em que se aproxima desses limites. Os métodos mais utilizados pela
comunidade cientíﬁca de meta-heurísticas evolutivas são baseados em penalizações por pontos
exteriores, justamente por não exigirem uma atribuição inicial factível.
Embora sua implementação seja bastante simples, as funções de penalidade exigem um
cuidadoso ajuste de seus fatores de penalização, que são altamente dependentes da instância, o
que diﬁculta sua utilização. Se a penalização for muito grande e houver várias regiões factíveis
disjuntas no espaço de busca, os indivíduos tendem a se mover para uma delas e diﬁcilmente
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chegarão a uma região factível diferente. Por outro lado, se a penalidade for muito pequena,
muito tempo de busca é gasto na exploração de regiões infactíveis, pois a penalidade é pouco
signiﬁcativa em relação à função objetivo. A seguir serão apresentados alguns tipos de funções
de penalização.
A penalidade de morte consiste na rejeição de indivíduos que violem alguma restrição.
Para substituição da atribuição infactível, novos indivíduos são gerados até que uma atribuição
factível seja encontrada. Essa abordagem pode resultar na estagnação do processo de busca em
instâncias com regiões factíveis muito pequenas, além de descartar informações potencialmente
úteis de indivíduos infactíveis.
Na categoria de penalidade estática encontram-se as funções de penalização que não
consideram o número da geração atual e permanecem constantes durante o processo evolutivo.
Existem diversas estratégias de utilização de penalidades estáticas, tais como a penalização por
níveis de violação (Homaifar et al., 1994) e a penalização pela proporção de restrições violadas
(Morales e Quezada, 1998). As principais desvantagens desse tipo de abordagem são a quantidade
de parâmetros envolvidos e a diﬁculdade de ajustá-los, visto que são muito dependentes de cada
instância (Michalewicz, 1995).
Penalização dinâmica é deﬁnida como qualquer função em que o número da geração
atual é considerado no cálculo da penalidade aplicada a uma atribuição. Dessa forma, penalidades
pequenas são utilizadas no início do processo de otimização a ﬁm de encontrar uma região
factível do espaço de busca. Penalidades maiores são empregadas na porção ﬁnal da busca para
preservar as atribuições factíveis encontradas e acelerar a convergência em direção ao ponto
ótimo global. Em geral, os parâmetros de ajuste de penalidades dinâmicas são críticos e podem
ser tão difíceis de generalizar para mais de uma instância quanto os parâmetros de uma função de
penalidade estática.
Funções de penalidade que utilizam informações sobre o processo de busca são
denominadas penalizações adaptativas. Na abordagem mais utilizada, o fator de penalização em
uma determinada geração é reduzido se as melhores atribuições das últimas k gerações forem
factíveis ou aumentado se as melhores atribuições forem infactíveis. Se houver atribuições
factíveis e infactíveis dentre as melhores da população, a penalização não é alterada. Vale
observar que esse tipo de estratégia ajusta o fator de penalização de forma mais automática que
as versões anteriores, mas a deﬁnição do intervalo de k gerações pode ser crítica.
O principal desaﬁo com relação às funções de penalização é que o ajuste adequado dos
parâmetros geralmente não é previamente conhecido. Caso a penalização adotada seja muito
baixa ou muito alta, o desempenho do processo de busca se deteriora. No entanto, pesquisadores
da área argumentam que o ajuste de parâmetros das demais estratégias é menos complexo que o
ajuste de funções de penalidade estáticas.
Ranking Estocástico
Essa abordagem foi proposta por Runarsson e Yao (2000) a ﬁm de sanar algumas
deﬁciências apresentadas pelas abordagens de funções de penalização. Para tanto, a técnica de
Ranking Estocástico tenta equilibrar a inﬂuência da função objetivo e da função de penalização
ao atribuir um valor de ﬁtness a um indivíduo. Ainda que essa abordagem não utilize um fator
de penalização, é necessário deﬁnir o parâmetro Pf , que determina o equilíbrio entre função
objetivo e fator de penalização.
A população é ordenada por um processo semelhante ao algoritmo bubble-sort (que
realiza ordenação baseada em comparação entre pares). De acordo com o valor de Pf , a
comparação entre dois indivíduos adjacentes é dada a partir da função objetivo. O restante das
comparações ocorrem por meio da soma das violações das restrições. Dessa forma, Pf introduz
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o componente estocástico ao processo de ranking, visto que algumas atribuições infactíveis
podem conseguir uma boa classiﬁcação. Apesar da técnica ser de fácil implementação, o ajuste
do parâmetro Pf possui grande inﬂuência no desempenho desse método.
Estratégias de Reparação
As estratégias de reparação são comumente utilizadas em meta-heurísticas para abordar
instâncias de otimização combinatória (por exemplo, o problema do caixeiro-viajante, o problema
da mochila, etc.), pois nesses casos a reparação de uma atribuição infactível é mais simples. Por
exemplo, quando uma restrição é violada no problema da mochila, basta retirar itens até que as
restrições sejam novamente respeitadas.
Não há uma heurística padrão para o projeto de estratégias de reparação. Normalmente,
é possível utilizar um algoritmo guloso (ou seja, um algoritmo que prossegue por uma série de
alternativas tomando a melhor decisão possível em cada ponto da série), um algoritmo aleatório
ou qualquer outra heurística que oriente o processo de reparação. Dessa forma, o sucesso dessa
abordagem depende da heurística utilizada.
Quando uma atribuição infactível pode ser facilmente transformada em uma atribuição
factível, as estratégias de reparação são boas alternativas. No entanto, isso nem sempre é possível
e os operadores de reparo podem introduzir um certo viés na busca, deteriorando o processo
evolutivo. Além disso, a estratégia de reparo deve ser projetada individualmente para cada
instância abordada, o que pode não ser viável em alguns casos.
Separação entre Objetivos e Restrições
Diferentemente de funções de penalização, que combinam o valor da função objetivo
e a violação de restrições de uma atribuição para deﬁnir o valor de ﬁtness, essas abordagens
consideram objetivos e restrições separadamente. Nessa categoria, a função objetivo e a violação
de restrições são otimizadas segundo uma ordem lexicográﬁca em que a violação de restrições
precede a função objetivo.
Superioridade de Soluções Factíveis (Superiority of Feasible Points - SOF) é um método
proposto por Deb (2000) que utiliza um operador de seleção em que duas atribuições são
comparadas entre si de acordo com os seguintes critérios:
1. Uma atribuição factível é sempre melhor que uma atribuição infactível;
2. Entre duas atribuições factíveis, a que tiver o melhor valor de função objetivo é escolhida;
3. Entre duas atribuições infactíveis, a que tiver menor violação de restrições é escolhida.
No método SOF nenhum fator de penalização é utilizado, visto que o processo de
seleção somente realiza comparações entre pares de atribuições. Dessa forma, atribuições
factíveis possuem valor de ﬁtness igual ao seu valor de função objetivo e a violação de restrições
indiretamente classiﬁca as atribuições infactíveis. A maior desvantagem dessa abordagem é a
perda de diversidade entre atribuições.
O método ε-constrained (Takahama e Sakai, 2010) segue o mesmo princípio de
precedência de violação de restrições sobre o valor da função objetivo, sendo essa precedência
ajustada pelo parâmetro ε. Sejam f (x) e φ(x) os valores de função objetivo e violação de
restrições do indivíduo x, respectivamente. Então, para qualquer ε que satisfaça ε ≥ 0, as
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comparações <ε e ≤ε entre dois indivíduos x1 e x2 são realizadas conforme as Deﬁnições 2.6 e
2.7:
( f (x1), φ(x1)) <ε ( f (x2), φ(x2)) ⇔
⎧⎪⎪⎪⎨⎪⎪⎪⎩
f (x1) < f (x2) se φ(x1), φ(x2) ≤ ε
f (x1) < f (x2) se φ(x1) = φ(x2)
φ(x1) < φ(x2) caso contrário,
(2.6)
( f (x1), φ(x1)) ≤ε ( f (x2), φ(x2)) ⇔
⎧⎪⎪⎪⎨⎪⎪⎪⎩
f (x1) ≤ f (x2) se φ(x1), φ(x2) ≤ ε
f (x1) ≤ f (x2) se φ(x1) = φ(x2)
φ(x1) ≤ φ(x2) caso contrário.
(2.7)
Em casos em que ε = ∞, as comparações <∞ e ≤∞ pelo valor ε são equivalentes às
comparações diretas entre valores da função objetivo. Além disso, em casos em que ε = 0, <0 e
≤0 são equivalentes à ordem lexicográﬁca utilizada no SOF em que a violação de restrições φ(x)
precede o valor de função objetivo f (x).
Uma instância de otimização resolvida pelo método ε-constrained substitui o método
clássico de comparação por um processo baseado em ε. Então, uma instância Pε é deﬁnida de
forma que as restrições de P dadas por φ(x) = 0 são relaxadas e substituídas por φ(x) ≤ ε, como
deﬁnido a seguir:
(Pε) minimize f (x) (2.8)
sujeito a φ(x) ≤ ε. (2.9)
Normalmente ε não precisa ser controlado, pois muitas instâncias com restrições podem
ser resolvidas através de uma ordem lexicográﬁca com ε = 0. No entanto, para instâncias com
restrições de igualdade o ε deve ser devidamente controlado a ﬁm de obter boas atribuições.
Em Takahama e Sakai (2010) foi deﬁnido um esquema em que ε é atualizado até o
número de iterações atingir uma determinada geração de controle. Após o número de gerações g
atingir a geração de controle T , o valor de ε é deﬁnido como 0 a ﬁm de obter atribuições com
a menor violação de restrições possível. O valor de ε é decrementado conforme o número de
gerações aumenta, como descrito na Equação 2.10:
ε =
{
ε0 · (1 − gT )cp se 0 < g < T
0 se g ≥ T, (2.10)
em que ε0 é a violação de restrições do melhor θ-ésimo indivíduo da população inicial, cp é um
parâmetro que controla a velocidade de redução do relaxamento das restrições.
Ainda que não haja consenso na literatura quanto à técnica de tratamento de restrições
mais robusta, a revisão bibliográﬁca do Capítulo 3 revelou que as abordagens mais recentes no
contexto de otimização de instâncias com restrições por meta-heurísticas utilizam principalmente
os métodos SOF e ε-constrained.
2.3 CONSIDERAÇÕES
Neste capítulo foram elencados alguns conceitos relacionados a duas comunidades
de otimização: métodos exatos e meta-heurísticas. Abordaram-se as noções de otimização
intervalar, na qual as variáveis são representadas por intervalos; técnicas de consistência, que são
responsáveis por podar regiões infactíveis do espaço de busca; e decomposição Epíﬁta, que é o
método de decomposição estrutural utilizado pelo algoritmo InDE proposto neste estudo. Além
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disso, foi detalhado o funcionamento do algoritmo de Evolução Diferencial (DE) e as técnicas de
tratamento de restrições mais comuns na literatura atual.
No próximo capítulo será realizada uma revisão bibliográﬁca acerca das abordagens
adaptativas mais recentes no contexto de DE, além de os algoritmos participantes das últimas
edições da competição Special Session & Competitions on Real-Parameter Single Objective
Optimization do IEEE Congress on Evolutionary Computation (CEC).
29
3 TRABALHOS RELACIONADOS
A Evolução Diferencial (DE) é uma técnica de busca estocástica utilizada para abordar
instâncias de problemas de otimização em espaços contínuos e tem sido amplamente empregada
em diversos estudos e aplicações do mundo real (Zhang e Sanderson, 2009). No entanto, o
sucesso do DE na resolução de uma instância depende da escolha adequada da estratégia de
geração de indivíduos experimentais, da deﬁnição dos parâmetros F e CR e do tamanho da
população dado por NP.
Diante das diﬁculdades enfrentadas ao ajustar manualmente esses parâmetros, diversas
abordagens adaptativas foram recentemente propostas. Com isso, as conﬁgurações de parâmetros
são deﬁnidas automaticamente, o que torna o algoritmo DE mais facilmente utilizável e robusto.
A associação desses mecanismos com técnicas de tratamento de restrições têm permitido
que variantes de DE obtenham excelente desempenho ao abordar instâncias de problemas de
otimização numérica com restrições, como será mostrado no decorrer deste capítulo.
Na Seção 3.1 são comentadas algumas das abordagens adaptativas recentes que obtiveram
maior destaque na literatura. Na Seção 3.2 são apresentadas as técnicas e estratégias utilizadas
nos algoritmos participantes da competição Special Session & Competitions on Real-Parameter
Single Objective Optimization 2018, organizada durante o IEEE Congress on Evolutionary
Computation (CEC). A partir da análise dessas abordagens, espera-se fornecer os subsídios
necessários para o entendimento dos detalhes da abordagem proposta neste trabalho.
3.1 ABORDAGENS ADAPTATIVAS
Uma das maiores diﬁculdades em DE é encontrar uma conﬁguração de parâmetros
adequada para F e CR. Em geral, a deﬁnição de um valor alto para F pode fazer com que
os indivíduos experimentais sejam melhor distribuídos no espaço de busca e se tenha uma
boa diversidade populacional; enquanto que valores baixos restringem a busca em torno dos
indivíduos atuais e pode acelerar a convergência para um ponto ótimo local. Da mesma forma,
valores altos de CR podem tornar o indivíduo experimental muito diferente do indivíduo atual,
o que aumenta a diversidade populacional, mas pode desacelerar a convergência (Wang et al.,
2011).
Empregar um esquema de tentativa e erro em busca da estratégia e das conﬁgurações de
parâmetros mais adequadas para cada instância é um processo exaustivo que demanda muitos
recursos computacionais. Além disso, essa escolha pode variar de acordo com a região do
espaço de busca que está sendo percorrida por cada indivíduo. Dessa forma, diversos esquemas
adaptativos têm sido propostos com o intuito de selecionar automaticamente estratégias e
conﬁgurações de parâmetros a partir da análise do processo evolutivo. Algumas abordagens
adaptativas encontradas na literatura recente são brevemente comentadas a seguir.
JADE
O algoritmo JADE foi proposto por Zhang e Sanderson (2009) e introduz uma nova
estratégia de mutação denominada DE/current-to-pbest/1 com arquivo externo opcional. A
Equação 3.1 ilustra a versão sem arquivo dessa estratégia:
vi = xi + Fi · (rpbest − xi) + Fi · (r1 − r2), (3.1)
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sendo rpbest aleatoriamente escolhido entre os melhores (100 · p)% indivíduos da população
atual tal que p ∈ (0,1], Fi é o fator escalar associado ao indivíduo xi, e r1 e r2 são indivíduos
mutuamente distintos e distintos de rpbest aleatoriamente selecionados da população.
O algoritmo JADE armazena em memória indivíduos recentemente explorados que
não obtiveram sucesso na operação de seleção a ﬁm de prover informações adicionais sobre
direções promissoras do espaço de busca e aumentar a diversidade populacional. Sendo ag e pg
o conjunto de indivíduos no arquivo externo na geração g e a população atual, respectivamente,
DE/current-to-pbest/1 com arquivo externo difere da Equação 3.1 apenas na seleção de r2, que
é escolhido em ag ∪ pg. Se o tamanho do arquivo excede um certo limite, por exemplo NP,
indivíduos são aleatoriamente removidos.
Para a adaptação de parâmetros, a cada geração o fator de mutação Fi de cada indivíduo
xi é gerado por meio de uma distribuição de Cauchy com parâmetro de localização γF e fator
escalar 0,1; ou seja, Fi = randci(γF; 0,1), e então truncado para 1 se Fi ≥ 1 ou gerado novamente
se Fi ≤ 0. Denota-se por SF o conjunto de todos os fatores de mutação Fi que obtiveram sucesso
na geração g. O parâmetro de localização γF da distribuição de Cauchy é inicializado como 0,5 e
atualizado ao ﬁm de cada geração como na Equação 3.2:
γF = (1 − c) · γF + c · médiaL(SF), (3.2)
sendo c uma constante positiva entre 0 e 1 e médiaL( ) a média de Lehmer, deﬁnida na Equação
3.3:
médiaL(SF) =
∑
F∈SF F2∑
F∈SF F
. (3.3)
Similarmente, a cada geração a probabilidade de cruzamento CRi de cada indivíduo
xi é gerada por uma distribuição normal com média γCR e desvio padrão 0,1; ou seja, CRi =
randni(γCR; 0,1), e então truncada para [0,1]. Denota-se por SCR o conjunto de todos os valores
de CRi que obtiveram sucesso na geração g. A média γCR é inicializada como 0,5 e então
atualizada ao ﬁm de cada geração conforme a Equação 3.4:
γCR = (1 − c) · γCR +médiaA(SCR), (3.4)
sendo c uma constante positiva entre 0 e 1 e médiaA( ) a média aritmética simples.
Dessa forma, o algoritmo JADE utiliza uma estratégia de adaptação dos parâmetros F e
CR que faz com que conﬁgurações bem sucedidas sejam registradas e utilizadas nas gerações
seguintes. No entanto, essa abordagem introduz dois novos parâmetros: o controle da taxa
de adaptação c e p que determina o quanto a estratégia de mutação irá priorizar os melhores
indivíduos da população. De acordo com Zhang e Sanderson (2009), o JADE geralmente
apresenta bom desempenho com 1/c ∈ [5,20] e p ∈ [5%,20%], ou seja, a vida útil dos valores
γCR e γF varia entre 5 e 20 gerações e considera-se 5 a 20% dos melhores indivíduos na operação
de mutação.
SaDE
Qin et al. (2009) propuseram uma variante de DE auto-adaptativa denominada SaDE
que usa, de forma análoga ao JADE, as estratégias de mutação e as conﬁgurações de parâmetros
gradualmente adaptadas de acordo com sua taxa de sucesso em gerações anteriores.
O algoritmo SaDE utiliza um conjunto de quatro estratégias para adaptação: DE/-
rand/1/bin, DE/rand-to-best/2/bin, DE/rand/2/bin e DE/current-to-rand/1. Para cada indivíduo da
população atual, uma estratégia de mutação é selecionada desse conjunto de acordo com sua
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taxa de sucesso em um determinado número de gerações anteriores. A Equação 3.5 deﬁne a
estratégia DE/current-to-rand/1, também utilizada na abordagem proposta neste trabalho:
vi = xi + si · (r1 − xi) + F · (r2 − r3), (3.5)
em que xi é o indivíduo alvo da população atual, r1, r2 e r3 são três indivíduos mutuamente
distintos aleatoriamente selecionados e si é um número aleatório uniformemente distribuído
entre 0 e 1.
A escolha da estratégia a ser aplicada a um indivíduo segue umconjunto de probabilidades
que são ajustadas durante o processo de busca. Sejam ck (k = 1,2, . . . ,K) a probabilidade de
aplicação da k-ésima estratégia a um indivíduo da população atual e K o número estratégias
disponíveis. Inicialmente, as probabilidades de todas as estratégias são inicializadas como 1/K ,
ou seja, todas as estratégias possuem a mesma probabilidade de serem selecionadas.
Na geração g, o número de indivíduos gerados pela k-ésima estratégia que obtiveram
sucesso e o número de indivíduos que falharam na operação de seleção são armazenados em
memórias por um número ﬁxo de gerações, chamado de período de aprendizagem L. Após as
primeiras L gerações, a probabilidade de escolha de cada estratégia é atualizada a cada geração
com base nessas memórias de sucesso e fracasso, ou seja, a estratégia escolhida é a que obteve
maior taxa de sucesso nas últimas L gerações. Quando as memórias ultrapassam o tamanho
máximo, os registros mais antigos são removidos para que os registros da geração atual possam
ser armazenados.
Além do mecanismo adaptativo de escolha da estratégia da operação de mutação, o
SaDE utiliza um esquema de adaptação dos parâmetros de controle Fi e CRi para cada indivíduo
xi. Nesse caso, o parâmetro Fi é aproximado por uma distribuição normal com valor médio 0,5 e
desvio padrão 0,3, denotada por Fi = randni(0,5; 0,3). A amostragem aleatória de um valor de
Fi para cada indivíduo xi da população permite a busca local em torno dos indivíduos atuais
com valores de Fi pequenos e a descoberta de novas regiões do espaço de busca com valores de
Fi maiores.
A probabilidade de cruzamento CRi segue uma distribuição normal com valor médio
γCR e desvio padrão std, denotada por CRi = randni(γCR, std), com γCR inicializado com 0,5 e
std = 0,1 para garantir que os valores de CRi gerados pela distribuição normal estarão entre (0,1].
Como cada estratégia pode apresentar diferentes desempenhos para cada valor de CR, Qin et al.
(2009) propuseram um esquema de adaptação que considera a estratégia de mutação utilizada.
Assim, para a k-ésima estratégia, o valor de γCR,k é inicializado como 0,5. Um conjunto de
valores de CR é aleatoriamente gerado de acordo com CRi = randni(γCR,k ; 0,1) e aplicado a cada
indivíduo da população atual correspondente à k-ésima estratégia.
São utilizadas memórias CRMemk para armazenar os valores de CR que obtiveram
sucesso na geração de indivíduos experimentais nas últimas L gerações correspondentes ao
período de aprendizagem. Durante as primeiras L gerações, os valores de CRi correspondentes
à k-ésima estratégia são gerados por CRi = randni(γCR,k ; 0,1). A cada geração após o período
L, o valor mediano armazenado em CRMemk deve ser calculado e sobrescrever γCR,k . Após
a avaliação dos indivíduos experimentais recém gerados, os valores de CR em CRMemk que
correspondem às gerações anteriores são substituídos por valores de CR promissores obtidos na
geração atual com relação à k-ésima estratégia.
Nota-se que o esquema adaptativo proposto no SaDE elimina a necessidade de ajuste
dos parâmetros F e CR, mas introduz o desvio padrão na distribuição normal. Qin et al. (2009)
argumentam que ainda assim essa abordagem é interessante, pois o ajuste dos parâmetros F e CR
é muito mais sensível do que aqueles normalmente presentes em estratégias adaptativas.
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CoDE
Wang et al. (2011) propuseram o método Composite Diﬀerential Evolution (CoDE),
que utiliza três estratégias de mutação e três conjuntos de conﬁguração de parâmetros para F
e CR que são aleatoriamente combinados para a geração de indivíduos experimentais. Com a
escolha de diferentes estratégias e conﬁgurações de parâmetros, aumenta-se a probabilidade de
encontrar boas atribuições de valores para instâncias com diferentes características.
No trabalho que propõe o CoDE, o conjunto de estratégias utilizadas é composto
por DE/rand/1/bin, DE/rand/2/bin e DE/current-to-rand/1. Vale salientar que o operador de
cruzamento não é aplicado na última estratégia. As três conﬁgurações de parâmetros utilizadas
são (F = 1,0;CR = 0,1), (F = 1,0;CR = 0,9) e (F = 0,8;CR = 0,2).
A cada geração, cada estratégia do conjunto é utilizada para criar um novo indivíduo
experimental com uma conﬁguração de parâmetros de controle aleatoriamente selecionada
do conjunto de conﬁgurações de parâmetros candidatas. Assim, são gerados três indivíduos
experimentais para cada indivíduo da população atual. O melhor dos indivíduos experimentais é
selecionado para a próxima geração apenas se for melhor que o indivíduo correspondente na
população atual.
Foi realizada uma extensa avaliação experimental que indicou o bom desempenho do
CoDE. No entanto, vale observar que a criação de três indivíduos experimentais para cada
indivíduo da população atual pode não ser adequada em cenários em que o número de avaliações
de ﬁtness é restrito.
C2oDE
Wang et al. (2018) propuseram uma extensão do CoDE (Wang et al., 2011) para
instâncias de otimização com restrições denominada C2oDE. Esse novo algoritmo também utiliza
um conjunto de estratégias de geração de indivíduos experimentais durante o processo evolutivo.
Para o tratamento de restrições é empregada uma combinação entre o método de Superioridade
de Soluções Factíveis (SOF) (Deb, 2000) e o método ε-constrained (Takahama e Sakai, 2010),
ambos comentados na Seção 2.2.2.
Especiﬁcamente, o método SOF é utilizado para selecionar o melhor dos três indivíduos
experimentais gerados para cada indivíduo da população atual. Em seguida, o método ε-
constrained é utilizado para a operação de seleção entre o indivíduo experimental e o indivíduo
correspondente na população atual. Essa abordagem foi empregada a ﬁm de buscar um equilíbrio
entre exploração local e global do espaço de busca, pois o método SOF favorece a convergência
enquanto o ε-constrained promove a diversidade.
O conjunto de estratégias de geração de indivíduos experimentais do C2oDE foi alterado
em relação ao CoDE, pois na versão anterior não existia uma estratégia que buscasse promover a
exploração local dos indivíduos. Esse conjunto é composto por DE/current-to-rand/1, DE/current-
to-best/1 e DE/rand-to-best/1 modiﬁcada. A ﬁm de manter um equilíbrio entre restrições e função
objetivo, os autores utilizaram uma deﬁnição modiﬁcada de melhor indivíduo da população nas
duas estratégias que utilizam essa informação. Especiﬁcamente, o melhor indivíduo da estratégia
DE/rand-to-best/1 modiﬁcada é o indivíduo da população atual com menor grau de violação de
restrições. Por outro lado, o melhor indivíduo na estratégia DE/current-to-best/1 é aquele com
melhor valor de função objetivo na população atual.
Por ﬁm, foi adotado um mecanismo de reinicialização que visa auxiliar o algoritmo
quando o processo de busca ﬁca estagnado em uma região infactível, o que acaba sendo
interessante principalmente para instâncias com espaços de busca complexos. Se o desvio padrão
da violação de restrições ou o desvio padrão dos valores de função objetivo forem menores do
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que um limite predeﬁnido e se toda a população for infactível, todos os indivíduos da população
são aleatoriamente distribuídos no espaço de busca.
No estudo original (Wang et al., 2018), o C2oDE foi avaliado sobre as instâncias do
CEC2006 (Liang et al., 2006) e do CEC2010 (Mallipeddi e Suganthan, 2010) com 10 a 30
dimensões, tendo demostrado um desempenho bastante competitivo se comparado a outros
algoritmos evolutivos recentes para otimização restrita. Posteriormente, em Trivedi e Srinivasan
(2018) o C2oDE foi avaliado sobre as instâncias pertencentes ao CEC2017 (Wu et al., 2017).
Foi veriﬁcado que o desempenho do algoritmo se deteriora signiﬁcativamente em instâncias
com mais de 50 dimensões. Além disso, identiﬁcou-se que o mecanismo de reinicialização não
melhora o desempenho do algoritmo nesse conjunto de instâncias.
Operadores de Mutação Baseados em Ranking
Conforme comentado na Seção 2.2.1, geralmente a operação de mutação em DE utiliza
indivíduos selecionados aleatoriamente na população atual. Gong e Cai (2013) propuseram um
esquema em que alguns dos indivíduos nas operações de mutação são selecionados de acordo
com seu ranking na população atual.
A ﬁm de utilizar as informações de boas soluções da população, é estabelecida uma
classiﬁcação para cada indivíduo de acordo com seu valor de ﬁtness. Inicialmente, a população é
ordenada de forma descendente, ou seja, do melhor indivíduo para o pior. Então, para o i-ésimo
indivíduo, o valor de classiﬁcação é deﬁnido por Ri = NP − i, em que NP é o tamanho da
população. A probabilidade de seleção do i-ésimo indivíduo é estabelecida como si = Ri/NP.
Gong e Cai (2013) sugerem que a operação de mutação pode ser melhor sucedida se o
indivíduo base e o indivíduo terminal forem selecionados com base em sua probabilidade de
seleção, enquanto que o terceiro indivíduo é selecionado aleatoriamente, como no algoritmo DE
original. Assim, na estratégia DE/rand/1 (deﬁnida na Equação 2.4 por vi = r1 + F · (r2 − r3)),
somente r1 (indivíduo base) e r2 (indivíduo terminal) são escolhidos a partir da seleção baseada
em ranking. No entanto, para evitar convergência prematura, cada indivíduo tem apenas uma
chance de ser selecionado como base ou terminal em uma mesma geração.
A facilidade de implementação dessa estratégia é um ponto a ser destacado, assim
como o fato de não serem adicionados novos parâmetros ao algoritmo. Em Gong e Cai (2013)
foram realizados experimentos extensivos que indicam que o operador de mutação baseado
em ranking é capaz de melhorar a busca local em torno dos indivíduos da população atual e,
consequentemente, o desempenho de diferentes variantes de DE.
SHADE
Tanabe e Fukunaga (2013) propuseram uma técnica de adaptação de parâmetros para DE
denominada Success-History based Adaptive Diﬀerential Evolution (SHADE). Essa estratégia,
que pode ser considerada um aprimoramento do método JADE (Zhang e Sanderson, 2009),
utiliza um histórico de memórias de conﬁgurações de parâmetros bem-sucedidas para guiar a
escolha dos valores de parâmetros de gerações futuras.
O método SHADE mantém um histórico de memórias de tamanho H para ambos
os parâmetros de controle F e CR, deﬁnidos como MF e MCR, respectivamente. Ao início
da execução do algoritmo, os valores de MFh e MCRh (h = 1, . . . ,H) são inicializados como
0,5. A cada geração, os parâmetros utilizados para cada indivíduo são gerados a partir de
memórias escolhidas no histórico seguindo índices uniformemente distribuídos e aleatoriamente
selecionados em [1,H]. Caso os valores gerados estejam fora do intervalo (0,1], são gerados
novamente ou ajustados da mesma forma que no JADE (Zhang e Sanderson, 2009).
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Os valores de Fi e CRi que obtiveram sucesso na geração de um indivíduo experimental
melhor que o indivíduo xi da população atual são armazenados em SF e SCR. Ao ﬁm de cada
geração as memórias são atualizadas conforme as Equações 3.6 e 3.7:
MFh,g+1 =
{
médiaWL(SF) se SF  ∅
MFh,g caso contrário,
(3.6)
MCRh,g+1 =
{
médiaWA(SCR) se SCR  ∅
MCRh,g caso contrário,
(3.7)
sendo que o índice h indica a posição da memória a ser atualizada. No início da execução do
algoritmo, h é deﬁnido como 1 e incrementado a cada inserção de um novo elemento no histórico.
Esse histórico de memória é circular, ou seja, se h > H, então h é redeﬁnido como 1. Dessa
forma, na geração g o h-ésimo elemento da memória é atualizado. Conforme as Equações 3.6 e
3.7, quando todos os indivíduos da geração g falham ao gerar um indivíduo experimental melhor
que o indivíduo correspondente da população atual, ou seja, SF = SCR = ∅, a memória não é
atualizada. As Equações 3.8 a 3.11 são utilizadas para a atualização das memórias:
médiaWL(SF) =
∑|SF |
t=1 wt · SF2t∑|SF |
t=1 wt · SFt
, (3.8)
médiaWA(SCR) =
|SCR|∑
t=1
wt · SCRt, (3.9)
wt =
Δ ft∑|SCR|
t=1 Δ ft
, (3.10)
sendo Δ ft a variação do valor da função objetivo entre o indivíduo atual da população xg e o
indivíduo experimental ug, conforme deﬁnido na Equação 3.11:
Δ ft =
 f (ut,g) − f (xt,g) . (3.11)
Conforme comentado anteriormente nesta mesma seção, em JADE (Zhang e Sanderson,
2009) foi inserido o parâmetro p, utilizado para ajustar a estratégia de mutação DE/current-
to-pbest/1. Esse parâmetro, que no JADE é estático e deﬁnido manualmente, foi adaptado no
SHADE para que cada indivíduo xi tenha um pi associado, ajustado a cada geração conforme a
Equação 3.12:
pi = rand[pmin; 0,2], (3.12)
com pmin deﬁnido de tal forma que, quando o indivíduo pbest é selecionado, pelo menos dois
indivíduos são selecionados, ou seja, pmin = 2/NP. O valor máximo 0,2 na Equação 3.12 é o
valor máximo do intervalo de p sugerido em Zhang e Sanderson (2009).
Assim como o JADE, o SHADE utiliza um arquivo externo opcional. A cada geração,
os parâmetros F e CR são deﬁnidos a partir do esquema de adaptação baseado em histórico,
indivíduos experimentais são gerados, a operação de seleção é aplicada e o histórico de memória
(MF,MCR) é atualizado. Esse processo se repete até que algum critério de parada seja satisfeito.
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L-SHADE
Sabe-se que o tamanho da população desempenha um papel signiﬁcativo no controle do
processo de convergência em algoritmos evolutivos. Populações pequenas tendem a convergir
mais rapidamente, mas aumentam o risco de convergência para um ponto ótimo local diferente
do ótimo global do espaço de busca. Grandes populações tendem a explorar melhor o espaço
de busca, mas a convergência tende a ser mais lenta. Pensando nisso, Tanabe e Fukunaga
(2014) propuseram uma extensão do método SHADE (Tanabe e Fukunaga, 2013) denominada
L-SHADE, que utiliza redução linear contínua do tamanho da população no decorrer da execução
do algoritmo.
No esquema proposto no L-SHADE, a população é reduzida por meio de uma função
linear em que o tamanho da população ao início da execução é NPinit e o tamanho da população
ao ﬁm da execução é NPmin. Após cada geração g, o tamanho da população na próxima geração
NPg+1 é calculado de acordo com a Equação 3.13:
NPg+1 = round
[(
NPmin − NPinit
MaxFEs
)
· FE + NPinit
]
(3.13)
em que NPmin é deﬁnido como o menor valor possível que garanta que os operadores de mutação
empregados possam ser aplicados. Por exemplo, no L-SHADE é deﬁnido NPmin = 4 porque a
estratégia de mutação utilizada DE/current-to-pbest/1 (Equação 3.1) necessita de 4 indivíduos.
FE é o número de avaliações de ﬁtness atual e MaxFEs é o número máximo de avaliações de
ﬁtness. Sempre que NPg+1 < NPg, os piores indivíduos são removido da população.
Vale salientar a facilidade de implementação desse esquema de redução linear do
tamanho da população, assim como o fato de que não são adicionados novos parâmetros ao
algoritmo. O método L-SHADE melhorou signiﬁcativamente os resultados obtidos pelo SHADE
e embasou diversas abordagens recentes da literatura da área de otimização de parâmetros reais,
como pode ser observado na Seção 3.2.
3.2 ALGORITMOS DA COMPETIÇÃO CEC2018
Organizada durante o IEEECongress on Evolutionary Computation (CEC), a competição
Special Session & Competitions on Real-Parameter Single Objective Optimization introduziu
ambientes experimentais especíﬁcos para avaliação e comparação de algoritmos de busca
estocástica de última geração. Realizada em 2006, 2010, 2017 e 2018, a competição tem reunido
pesquisadores que utilizam técnicas com desempenhos promissores para resolver instâncias com
diferentes características.
Ainda que não seja possível aﬁrmar que os algoritmos participantes da competição
possuam os melhores resultados da literatura, por meio de sua análise é possível observar
o comportamento de diferentes estratégias nesse cenário de otimização. A ﬁm de gerar o
conhecimento necessário para a correta compreensão da proposta deste trabalho, os algoritmos
pertencentes à competição do CEC2018 (Suganthan, 2018) na categoria de otimização restrita
serão brevemente discutidos nesta seção.
Os algoritmos participantes da competição foram avaliados por meio de um conjunto de
28 funções (D = {10,30,50,100}) pertencentes ao benchmark proposto por Wu et al. (2017).
É importante notar que essas funções utilizam conceitos de otimização caixa-preta, ou seja, os
detalhes da estrutura analítica das instâncias são desconhecidos. Como critérios de avaliação,
são considerados aspectos como a quantidade de soluções factíveis, o valor médio de violação de
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restrições e o valor médio de função objetivo encontrado para cada instância. A classiﬁcação
geral dos algoritmos na competição de 2018 foi:
1º IUDE (2018);
2º εMAg-ES (2018);
3º LSHADE-IEpsilon (2018);
4º LSHADE44 (2017);
5º UDE (2017);
6º LSHADE44+IDE (2017);
7º CAL-SHADE (2017).
Os algoritmos participantes da mesma competição em 2017 tornaram a competir em
2018, por esse motivo o ano em que eles foram propostos é indicado. A ﬁm de facilitar a
compreensão das particularidades de cada algoritmo, optou-se por apresentá-los de forma a
agrupar aqueles que utilizam estratégias semelhantes.
CAL-SHADE
O algoritmo Constraint Handling with Success History Adaptive Diﬀerential Evolution
(CAL-SHADE) foi proposto por Zamuda (2017) e consiste em uma adaptação do método
L-SHADE (Tanabe e Fukunaga, 2014), apresentado na Seção 3.1, para instâncias restritas de
parâmetros reais.
A operação de seleção do DE entre o indivíduo experimental ui e o indivíduo correspon-
dente na população atual xi é realizada com base no método ε-constrained (Takahama e Sakai,
2005), comentado na Seção 2.2.2. O valor ε é atualizado até um dado número limite de gerações
e, quando esse limite é excedido, o valor ε é deﬁnido como zero a ﬁm de obter indivíduos com o
mínimo de violação de restrições.
Dessa forma, o valor médio de violação de restrições é utilizado para comparar os dois
indivíduos. O indivíduo experimental ui é selecionado para a próxima geração se sua violação
média for menor que a violação média do indivíduo correspondente na população atual xi ou
se xi possui violação de restrições igual a zero e valor de função objetivo maior que o valor de
função objetivo do indivíduo experimental, conforme deﬁnido na Equação 2.6.
No trabalho em que foi proposto, o CAL-SHADE foi avaliado sobre as 28 instâncias
do benchmark CEC2017 (Wu et al., 2017) com 10, 30, 50 e 100 dimensões e apresentou bons
resultados. Os autores apontam como trabalhos futuros a possibilidade de testar essa abordagem
com outras técnicas de manipulação de restrições, além de aplicações em outros domínios.
LSHADE44
O algoritmo LSHADE44 também baseia-se no L-SHADE (Tanabe e Fukunaga, 2014),
apresentado na Seção 3.1, e foi originalmente desenvolvido por Poláková et al. (2016a) para
otimização restrita limitada1 e adaptado por Poláková (2017) para instâncias de problemas de
otimização restrita.
1Bound-constrained optimization
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A principal melhoria do LSHADE44 em relação ao L-SHADE é a aplicação de um
conjunto de quatro tipos de mutações diferentes que competem entre si a ﬁm de melhorar o
desempenho do processo de busca. São utilizadas as operações de mutação DE/current-to-pbest/1
e a mutação de localização aleatória DE/randrl/1, ambas combinadas com os operadores de
cruzamento binomial e exponencial. Dessa forma, as quatro estratégias empregadas no algoritmo
LSHADE44 são: DE/current-to-pbest/1/bin, DE/current-to-pbest/1/exp, DE/randrl/1/bin e
DE/randrl/1/exp.
O mecanismo de competição entre estratégias utilizado foi proposto por Tvrdık (2006).
Tem-se K diferentes estratégias para criação de um indivíduo experimental, cada uma com
probabilidade ql de ser escolhida, tal que no início da busca ql = 1/K para todo l = 1,2, . . . ,K .
Então, as probabilidades são adaptadas de acordo com seu sucesso ao gerar um indivíduo
experimental melhor que o atual, conforme mostra a Equação 3.14.
ql =
nl + n0∑K
k=1(nk + n0)
, (3.14)
sendo que nl é a contagem atual de sucessos da l-ésima estratégia e n0 > 0 é uma constante que
atenua a inﬂuência de um sucesso aleatório da l-ésima estratégia em ql . Para evitar a degeneração
do processo de busca, se alguma probabilidade ql diminui além de um dado limite durante o
processo evolutivo, os valores atuais de ql são redeﬁnidos para seus valores iniciais ql = 1/K .
No algoritmo L-SHADE original (Seção 3.1) é utilizado um par de memórias MF
e MCR para adaptação dos parâmetros F e CR. No LSHADE44 esse esquema de adaptação
é realizado da mesma forma, mas são empregados quatro pares de memórias, um para cada
estratégia. O suﬁxo “44” no nome do algoritmo vem da junção entre esses quatro pares de
memórias e as quatro estratégias utilizadas. Como o LSHADE44 é utilizado para resolver
instâncias de otimização com restrições, quando é necessário ordenar os indivíduos da população
é realizado um procedimento em duas etapas. Primeiramente, os indivíduos são ordenados pela
função objetivo e então pela violação média de restrições.
O algoritmo LSHADE44 foi avaliado com o auxílio do benchmark CEC2017 (Wu et al.,
2017) e apresentou bons resultados, o que indica que a adaptação do algoritmo para instâncias de
otimização restritos associada à competição entre estratégias é uma boa alternativa para atacar
esse tipo de instância.
LSHADE-IEpsilon
Fan et al. (2018) propuseram uma versão melhorada do método de manipulação
de restrições ε-constrained associada ao algoritmo LSHADE44. O método IEpsilon ajusta
adaptativamente o valor de ε de acordo com a proporção de indivíduos factíveis na população
atual, o que acaba por balancear a busca entre regiões factíveis e infactíveis durante o processo
de otimização. Adicionalmente, um novo operador de mutação DE/rand1*/1 é proposto. Um
esquema de deﬁnição do valor ε melhorado foi sugerido de acordo com a Equação 3.15:
ε(g) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φθ se g = 0
ε(g − 1)(1 − FEsT )cp se rg < α e FEs < T
(1 + τ)φmax se rg ≥ α e FEs < T
0 se FEs ≥ T,
(3.15)
sendo ε(g) o valor de ε na geração g, rg é a proporção de soluções factíveis e φθ é o valor da
violação geral das restrições do θ-ésimo melhor indivíduo da população inicial. T deﬁne um
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limite de avaliações de ﬁtness FEs até onde o valor de ε é ajustado. A partir desse ponto, ε é
redeﬁnido como 0 a ﬁm de buscar indivíduos com violação mínima de restrições. O parâmetro
cp controla a velocidade de redução do relaxamento das restrições, τ é deﬁnido como 0,1 pelos
autores e α é um limiar para controle de mudanças em ε deﬁnido como 0,5.
Quando a proporção de indivíduos factíveis na geração atual é maior que α, a população
é considerada rica em indivíduos factíveis e o ε aumenta gradualmente com o incremento das
gerações, o que faz a população buscar regiões infactíveis do espaço de busca. Por outro lado,
quando a proporção é menor que α a população é considerada pobre em indivíduos factíveis e
o ε decai com o incremento das gerações, o que faz com que a população tenda a buscar mais
indivíduos factíveis. Dessa forma, a principal diferença entre o IEpsilon e o ε-constrained é essa
capacidade de crescimento do valor ε, pois na versão original esse valor somente decresce.
As estratégias utilizadas no LSHADE44-IEpsilon são DE/current-to-pbest/1/bin,
DE/current-to-pbest/1/exp, DE/randr1*/1/bin e DE/randr1*/1/exp. A estratégia DE/randr1*/1
(Equação 3.16) foi proposta nesse trabalho e utiliza o indivíduo atual para substituir um indivíduo
pai aleatório, o que pode reduzir a diferença entre o indivíduo experimental e o indivíduo atual.
vi = r
∗
1 + F · (r∗2 − r∗3), (3.16)
sendo vi indivíduo mutante do indivíduo atual xi na geração g. Sejam r1 e r2 dois indivíduos
distintos uniformemente escolhidos do conjunto pg \ {xi}. r∗1 ∈ {r1,r2,xi} deﬁne r∗1 como o
melhor indivíduo dentre os três, e r∗2 e r
∗
3 são os dois indivíduos remanescentes {r1,r2,xi} \ r∗1.
Em sua apresentação original (Fan et al., 2018), o algoritmo LSHADE44-IEpsilon foi
avaliado sobre as 28 instâncias propostas no benchmark CEC2017 (Wu et al., 2017) com quatro
dimensões diferentes (D = 10, 30, 50, 100). Os resultados obtidos foram comparados a outras
quatro variações recentes de DE (CAL-SHADE, LSHADE44+IDE, LSHADE44 e UDE) em 25
execuções independentes. Os resultados experimentais mostraram que o LSHADE44-IEpsilon
tem o melhor desempenho nessas 28 funções para todos os números de dimensões analisados.
LSHADE44+IDE
Tvrdík e Poláková (2017) propuseram o algoritmo LSHADE44+IDE, um framework
simples para cooperação entre duas variantes adaptativas de DE para resolução de instâncias de
problemas de otimização restritos. No LSHADE44+IDE o processo de busca é dividido em duas
etapas. Para implementação da primeira fase do algoritmo foi utilizado o LSHADE44 (Poláková
et al., 2016b) e no segundo estágio foi aplicada a variação de DE adaptativa individual-dependent
mechanism (IDE) (Tang et al., 2015).
Na primeira etapa do processo de otimização, a busca por indivíduos factíveis é realizada
pela minimização da violação média de restrições. Esse estágio é interrompido se for encontrado
um número previamente deﬁnido de indivíduos factíveis ou se o número de avaliações de
ﬁtness designado for consumido. O processo de busca continua na segunda etapa, em que o
valor da função objetivo é minimizado até que uma condição de parada seja atendida. Se uma
quantidade suﬁciente de indivíduos factíveis for encontrada no primeiro estágio, esses indivíduos
são utilizados como população inicial para o segundo estágio. Caso contrário, os indivíduos com
menor violação média são empregados como população inicial para a segunda etapa.
Os autores explicam que qualquer variante de DE pode ser utilizada na primeira etapa,
incluindo aquelas que adaptam o tamanho da população. No entanto, como pode haver um
número limitado de indivíduos factíveis na primeira fase, variantes de DE com tamanho ﬁxo de
população são uma escolha mais conveniente para a segunda etapa.
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A operação de seleção tradicionalmente utilizada foi modiﬁcada a ﬁm de considerar os
valores da função objetivo e as violações médias de restrições. Na primeira etapa, um indivíduo
experimental ui é selecionado se sua violação média é menor que a violação média do indivíduo
atual correspondente xi ou se as violações são iguais e o indivíduo experimental possui melhor
valor de função objetivo. No segundo estágio as violações de restrições não são consideradas.
Um indivíduo experimental ui é aceito somente se o valor de sua função objetivo é menor que o
valor da função objetivo do indivíduo atual correspondente xi e sua violação média não é pior
que um limite deﬁnido. Esse limite pode ser estabelecido, por exemplo, como a menor violação
encontrada na população inicial.
O processo de busca IDE, que compõe a segunda fase do algoritmo, é dividido em duas
etapas. A primeira delas é direcionada à exploração de novos indivíduos e a segunda realiza uma
intensiﬁcação da busca em torno de indivíduos promissores. Dessa forma, os autores propuseram
a deﬁnição dinâmica de F e CR baseada na qualidade dos indivíduos encontrados. Indivíduos
com menor (maior) valor de função objetivo têm valores de F e CR menores (maiores). Todos os
indivíduos da população são ordenados de forma crescente segundo o valor da função objetivo.
Os valores de F e CR são calculados pelas Equações 3.17 e 3.18:
Fo =
o
NP
, (3.17)
CRi =
i
NP
, (3.18)
sendo o o índice do indivíduo base utilizado na operação de mutação, i o índice do indivíduo
atual xi e NP o tamanho da população. Após o cálculo dos parâmetros, F e CR são modiﬁcados
utilizando distribuição normal até que estejam no intervalo (0,1).
O IDE utiliza duas estratégias de mutação diferentes. Na fase inicial é selecionada
uma estratégia que utiliza o indivíduo base a ﬁm de aumentar a diversidade da população, ou
seja, o = i. Na segunda fase é estabelecida uma estratégia de mutação em que o indivíduo base
é selecionado aleatoriamente a ﬁm de aumentar a velocidade de convergência. Os indivíduos
ordenados de forma crescente pelo valor da função objetivo são divididos em dois conjuntos,
superior S e inferior I. O esquema de mutação descrito é deﬁnido como na Equação 3.19:
vi =
{
xo + Fo · (r1 − xo) + Fo · (r2 − r3) se xo ∈ S
xo + Fo · (rbest − xo) + Fo · (r2 − r3) se xo ∈ I,
(3.19)
em que xo, r1, r2 e r3 são indivíduos distintos selecionados aleatoriamente de toda a população
atual e rbest é um indivíduo aleatoriamente escolhido na parte superior da população atual.
O indivíduo r3 é alterado com uma pequena probabilidade pb a ﬁm de auxiliar o
indivíduo base a escapar de mínimos locais no espaço de busca. Essa alteração é executada
conforme a Equação 3.20:
r3,j =
{
aj + rand j[0,1] · (bj − aj) se rand j[0,1] < pb
r3,j caso contrário,
(3.20)
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em que pb = (0,1 · ps) e aj, bj são, respectivamente, os limites inferiores e superiores do domínio
da j-ésima dimensão do indivíduo. O valor de ps é a proporção de indivíduos superiores na
população atualizados de acordo com a Equação 3.21:
ps = 0,1 + 0,9 · 105(g/G−1), (3.21)
sendo g a geração atual e G o número máximo de gerações.
No artigo original (Tvrdík e Poláková, 2017), o LSHADE44+IDE foi avaliado sobre o
conjunto de instâncias do CEC2017 (Wu et al., 2017). O algoritmo encontrou soluções factíveis
para 75% das instâncias em todas as dimensões testadas. Os autores acreditam que melhorias no
primeiro estágio do algoritmo poderiam ajudar a encontrar uma quantidade maior de soluções
factíveis e ainda sugerem que a combinação adaptativa de mais estratégias de busca ou reinícios
controlados possivelmente melhorariam o desempenho do algoritmo.
UDE
O algoritmo Uniﬁed Diﬀerential Evolution (UDE), proposto por Trivedi et al. (2017),
tem como principal característica a uniﬁcação de ideias de algumas variantes adaptativas de DE
apresentadas na Seção 3.1, tais como CoDE (Wang et al., 2011), JADE (Zhang e Sanderson,
2009), SaDE (Qin et al., 2009) e operador de mutação baseado em ranking (Gong e Cai, 2013),
além de um operador de busca local. O UDE utiliza um conjunto de três estratégias de mutação
e dois conjuntos de conﬁgurações dos parâmetros F e CR.
O conjunto de estratégias empregadas no CoDE consiste em DE/rand/1/bin, DE/-
rand/2/bin e DE/current-to-rand/1 sem o operador de cruzamento. No entanto, os autores
observam que nesse algoritmo não existe uma estratégia de mutação que promova a busca local
em torno dos indivíduos atuais. Por esse motivo, no lugar de DE/rand/2/bin, no UDE foi utilizada
a estratégia DE/current-to-pbest/1 sem o operador de cruzamento. Não é relatado no trabalho se
o arquivo externo opcional sugerido em Zhang e Sanderson (2009) é utilizado.
Foi incorporada uma versão modiﬁcada de seleção de indivíduos pais baseada em
ranking em que os indivíduos base e terminal utilizados na operação de mutação das três
estratégias são selecionados entre os S melhores membros da população. Por exemplo, no caso da
operação DE/rand/1 deﬁnida por vi = r1 + F · (r2 − r3), os indivíduos r1 (base) e r2 (terminal)
são selecionados entre os S melhores indivíduos.
O conjunto de parâmetros utilizados no CoDE é composto pelas seguintes conﬁgurações:
(F = 1,0;CR = 0,1), (F = 1,0;CR = 0,9) e (F = 0,8;CR = 0,2). Já no UDE existem somente
duas conﬁgurações possíveis: (F = 0,9;CR = 0,9) e (F = 0,5;CR = 0,5).
A cada geração, o UDE divide a população atual em duas subpopulações. Na subpopu-
lação superior, que corresponde aos S melhores indivíduos, cada estratégia de mutação é aplicada
ao indivíduo atual, resultando em três indivíduos experimentais que são comparados entre si. A
estratégia de mutação do melhor dos três indivíduos contabiliza uma vitória.
A cada L gerações, a taxa de sucesso de cada estratégia de mutação no período é
avaliada (sendo L o período de aprendizagem). Durante esse período uma estratégia de mutação é
probabilisticamente empregada na parte inferior da população, que consiste em NP−S indivíduos.
A probabilidade de uma estratégia ser utilizada é igual a sua taxa de sucesso recente, ou seja, a
taxa de sucesso obtida durante as últimas L gerações.
No UDE foi utilizado o método de penalidade estática para o tratamento de restrições.
Dessa forma, um indivíduo xi tem seu valor de ﬁtness atribuído de acordo com a Equação 3.22:
F(xi) = f (xi) + penalidade · φ(xi), (3.22)
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em que f (xi), φ(xi), F(xi) são, respectivamente, o valor da função objetivo, o valor total de
violação de restrições e o valor da função de ﬁtness do indivíduo xi na geração g e penalidade é
o fator estático de penalidade.
No lugar da operação tradicional de seleção do DE, os autores utilizaram a estratégia de
substituição geracional. Assim, a população de indivíduos experimentais ui e a população atual
composta pelos indivíduos xi são combinadas e os NP melhores indivíduos são selecionados
para a próxima geração.
Por ﬁm, os autores associaram o DE a um operador de busca local. A cada fbl gerações,
uma estratégia de mutação sem o operador de cruzamento é executada sobre os NPbl melhores
indivíduos da população atual, exceto no melhor, conforme a Equação 3.23:
vbl,i = xi + Fbl · (xbest − r1) + Fbl · (r2 − r3), (3.23)
sendo vbl,i o indivíduo gerado pela busca local sobre o i-ésimo indivíduo da população atual (xi).
xbest é o melhor indivíduo da população atual, Fbl é o fator de mutação usado na operação de
busca local, r1 e r3 são indivíduos selecionados aleatoriamente dentre todos os membros da
população atual e r2 é selecionado aleatoriamente na subpopulação S.
Dentre os Nbl indivíduos gerados por meio da busca local, o indivíduo vbl com melhor
valor de ﬁtness é comparado com o melhor indivíduo xbest da população atual. Se vbl for
melhor que xbest , então o pior indivíduo xw na população atual é substituído por vbl , senão xw
é substituído por xbest . Vale observar que nesse último caso uma cópia duplicada do melhor
indivíduo xbest é adicionada à população atual. Os autores aﬁrmam que essa duplicação melhora
o desempenho do UDE, que se mostrou bastante satisfatório quando avaliado sobre as funções
do CEC2017 (Wu et al., 2017).
IUDE
O algoritmo Improved Uniﬁed Diﬀerential Evolution (IUDE), proposto por Trivedi
et al. (2018), é uma versão melhorada do UDE (Trivedi et al., 2017). O IUDE foi desenvolvido
com base nas variantes de DE: CoDE, JADE, SaDE, operador de mutação baseado em ranking,
SHADE e C2oDE, discutidos na Seção 3.1.
Assim como no UDE, o conjunto de estratégias empregadas no IUDE é composto
por DE/rand/1/bin, DE/current-to-rand/1 e DE/current-to-pbest/1. Na última estratégia foi
utilizado arquivo externo, proposto por Zhang e Sanderson (2009), em instâncias com mais de 50
dimensões para armazenar indivíduos recentemente explorados a ﬁm de fornecer informações
adicionais sobre direções promissoras do espaço de busca.
Trivedi et al. (2018) aﬁrmam que o operador de cruzamento exponencial apresenta
melhores resultados que o cruzamento binomial em instâncias de otimização contínua com
muitas dimensões. Assim, IUDE emprega cruzamento binomial para instâncias com menos de
100 dimensões e cruzamento exponencial em instâncias com maior dimensionalidade.
O algoritmo IUDE utiliza o mesmo esquema de subpopulações empregado no UDE. A
subpopulação superior utiliza a abordagem de tratamento de restrições do C2oDE (Wang et al.,
2018), comentada na Seção 3.1. Assim, o método de Superioridade de Soluções Factíveis (SOF)
(Deb, 2000) é utilizado para seleção entre os três indivíduos experimentais ui, enquanto que
o método ε-constrained (Takahama e Sakai, 2010) é empregado para seleção entre o melhor
indivíduo experimental e o indivíduo correspondente na população xi. Como na subpopulação
inferior é gerado apenas um indivíduo experimental ui correspondente a cada indivíduo atual xi,
é aplicado somente o método ε-constrained.
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O esquema de adaptação de parâmetros no estilo proposto no LSHADE44 (Poláková,
2017) é utilizado. Considerando que o IUDE possui um conjunto de três estratégias, é empregado
um par de memórias MF e MCR para adaptação dos parâmetros F e CR correspondentes
a DE/rand/1 e DE/current-to-pbest/1, e MF para adaptação do valor de F correspondente a
DE/current-to-rand/1. Vale observar que somente a subpopulação superior é utilizada para
a adaptação de parâmetros, pois somente ela utiliza todas as três estratégias de mutação. É
empregada a mesma estratégia de seleção de indivíduos baseada em ranking para a operação de
mutação utilizada no UDE.
Ao início de cada geração, os membros da população (compreendendo os membros de
ambas as subpopulações) são ordenados de acordo com o método SOF (Deb, 2000). Essa etapa
permite a migração dos melhores indivíduos da subpopulação B para a subpopulação A, e a
migração dos piores indivíduos da subpopulação A para a subpopulação B. Com isso, a estratégia
de mutação no estilo CoDE sempre será implementada na metade superior da população. Essa
característica tende a promover uma busca local em torno dos melhores indivíduos e levar a uma
convergência mais rápida.
A seleção de indivíduos candidatos para a próxima geração é realizada por meio do
método ε-constrained. Segundo os autores, já que o IUDE utiliza uma combinação entre o
método ε-constrained e SOF, poderia haver perda de boas atribuições de valores ao longo do
processo de evolução. Dessa forma, foi adicionado um arquivo externo de população que é
atualizado com o melhor indivíduo em relação a SOF ao ﬁm de cada geração.
Os operadores de busca local e duplicação foram removidos no IUDE, uma vez
que resultavam em convergência prematura do processo de busca em algumas instâncias. A
substituição geracional da população utilizada no UDE deu lugar à estratégia tradicional de
seleção entre dois indivíduos, visto que esta apresentou melhores resultados.
εMAg-ES
Hellwig e Beyer (2018) propuseram um método que, diferentemente do restante dos
algoritmos de competições passadas do CEC, não baseia-se em DE. Trata-se do εMAg-ES, uma
combinação de técnicas de manipulação de restrições que obtiveram sucesso em variações da
estratégia evolutiva Matrix Adaptation Evolution Strategy (MA-ES) (Beyer e Sendhoﬀ, 2017).
Em uma Estratégia Evolutiva (ES), novos indivíduos candidatos são amostrados de
acordo com uma distribuição normal multivariada em RD, com D sendo o número de dimensões
da instância. Assim como outros algoritmos evolutivos, o processo de busca ocorre em ciclos a
partir de recombinações e mutações em uma população que evolui em direção ao ponto ótimo
global da instância. A cada ciclo uma nova população é amostrada seguindo uma determinada
distribuição. A recombinação de indivíduos equivale a selecionar um novo valor médio para
a distribuição. A operação de mutação equivale a adicionar um vetor com uma perturbação
aleatória com média zero aos indivíduos amostrados. As dependências entre pares de variáveis
da instância na distribuição são representadas por uma matriz de covariância. A atualização
da matriz de covariância dessa distribuição é feita pelo método Covariance Matrix Adaptation
(CMA) (Hansen, 2006).
O εMAg-ES trata restrições de borda (limite superior e inferior das variáveis) por meio
de estratégias de correção, conforme explicado na Seção 2.2.2. De maneira análoga ao DE, os
indivíduos criados a cada geração devem ser classiﬁcados. Indivíduos factíveis são considerados
superiores a indivíduos infactíveis. É utilizado o método ε-constrained para classiﬁcação dos
indivíduos candidatos. Além disso, o εMAg-ES utiliza uma abordagem de vizinhanças baseada
em gradientes. A aplicação dessas duas técnicas foi inspirada no εDEga (Takahama e Sakai,
43
2010), vencedor da competição CEC2010 em otimização restrita de parâmetros reais (Mallipeddi
e Suganthan, 2010).
O algoritmo εMAg-ES foi avaliado com base no benchmark CEC2017 (Wu et al.,
2017). Independentemente do número de dimensões, a estratégia foi capaz de encontrar soluções
factíveis para 20 das 28 instâncias abordadas. Se comparado ao LSHADE44, vencedor da
competição do CEC2017, o εMAg-ES apresentou resultados superiores, especialmente nas
instâncias mais difíceis.
3.3 CONSIDERAÇÕES
Neste capítulo foram elencadas algumas das variantes de DE que utilizam abordagens
adaptativas mais recentes. Por meio de sua utilização, parâmetros como a estratégia de mutação,
F e CR são ajustados automaticamente, o que torna o algoritmo mais facilmente utilizável e
robusto.
Além disso, foram apresentados os algoritmos participantes da Special Session &
Competitions on Real-Parameter Single Objective Optimization do CEC2018. A partir da
observação de suas principais características e particularidades, foi possível identiﬁcar algumas
técnicas promissoras para abordagem de instâncias de problemas de otimização restrita.
Conforme pode ser observado, alguns participantes da competição CEC2017 concor-
reram novamente no CEC2018. No entanto, essas estratégias foram superadas pelos novos
algoritmos. Vale ressaltar que cinco participantes empregam de alguma forma as técnicas
propostas no L-SHADE (Tanabe e Fukunaga, 2014). Além disso, identiﬁcou-se uma tendência à
utilização do método ε-constrained (Takahama e Sakai, 2005) para manipulação de restrições.
No próximo capítulo será descrita a proposta deste trabalho e os detalhes de sua implementação.
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4 EVOLUÇÃO DIFERENCIAL INTERVALAR
Neste capítulo é descrito o algoritmo proposto, denominado InDE (do inglês: Interval
Diﬀerential Evolution). O objetivo deste trabalho é avaliar a utilização de informação estrutural
de uma instância NCOP no decorrer do processo de busca. Para isto, o InDE utiliza uma nova
representação para os indivíduos: durante o ciclo de operações, somente as variáveis de VΩ
de uma decomposição Epíﬁta são consideradas (Seção 2.1.2). Além disso, diferentemente do
DE clássico, a cada uma dessas variáveis é atribuído um intervalo de valores reais, ou seja, um
indivíduo é uma atribuição de intervalos para as variáveis de VΩ (uma caixa).
A população é um conjunto de caixas que cobre parte do espaço de busca, em vez de
somente pontos especíﬁcos como no DE clássico. Isso permite a utilização do contrator GAC
(Seção 2.1.1) para podar atribuições de valores não factíveis. O mecanismo de consistência local
utilizado no OGRe (Derenievicz, 2018b) é empregado para computar o valor de ﬁtness de cada
indivíduo.
A abordagem proposta no InDE utiliza adaptações intervalares das principais carac-
terísticas das variantes de DE participantes das últimas edições das competições do CEC em
otimização restrita de parâmetros reais. Foram utilizadas especialmente técnicas do IUDE
e do LSHADE44 (apresentados na Seção 3.2), primeiros lugares no CEC2018 e CEC2017,
respectivamente.
Este capítulo se divide em quatro seções:
4.1. Aspectos Gerais: Traz as principais características da implementação do algoritmo
InDE e as justiﬁcativas para a utilização de cada componente;
4.2. População Intervalar: Caracteriza a população composta por indivíduos intervalares;
4.3. Operações Intervalares: Descreve as versões intervalares das operações tradicionais
de DE e o esquema de adaptação de parâmetros utilizado;
4.4. Avaliações de Fitness: Detalha o processo de atribuição do valor de função objetivo
e de violação de restrições dos indivíduos da população, assim como a operação de
seleção entre indivíduos.
4.1 ASPECTOS GERAIS
A partir da revisão bibliográﬁca realizada no Capítulo 3, identiﬁcou-se a tendência
de utilização de Evolução Diferencial (DE) nesse contexto. Da mesma forma, o método de
tratamento de restrições ε-constrained tem sido predominante nas abordagens mais recentes da
literatura, especialmente nas competições do CEC2017 e CEC2018 em otimização de parâmetros
reais.
A implementação do InDE foi feita na linguagem C, visto que esta foi utilizada na
implementação da decomposição estrutural e consistência local do OGRe (Derenievicz, 2018a).
Optou-se pela utilização de um código-base de DE disponibilizado nessa mesma linguagem por
um dos autores do algoritmo original (Price e Storn, 1995). Tendo como base esse código-fonte,
foram implementadas tecnologias de adaptação de parâmetros, manipulação da população e
tratamento de restrições inspiradas nas abordagens do CEC.
O InDE visa manter as características de meta-heurística do DE, ou seja, fornecer uma
implementação genérica capaz de abordar diferentes tipos de instâncias sem necessidade de
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ajustes especíﬁcos no código. Além disso, buscou-se reduzir a quantidade de parâmetros do
algoritmo por meio de esquemas adaptativos a ﬁm de tornar sua utilização mais simples.
A implementação do OGRe considera apenas os operadores +,−, ·,/,ˆ e √, sendo a
exponenciação e a radiciação limitados, respectivamente, a expoentes e índices inteiros. Essa
limitação é estendida ao InDE, pois ele utiliza recursos do OGRe para decomposição estrutural e
propagação dos valores dos intervalos pelo hipergrafo de restrições.
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Figura 4.1: Fluxograma simpliﬁcado de execução do InDE. As etapas destacadas em cinza correspondem aos pontos
em que são utilizados recursos de implementação do OGRe.
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Um ﬂuxograma simpliﬁcado da execução do InDE é ilustrado na Figura 4.1. Os itens
destacados em cinza correspondem aos pontos em que os recursos de decomposição estrutural
e de consistência local do OGRe são acessados pelo InDE. O processo de execução ocorre de
forma semelhante ao DE clássico. Após a inicialização da decomposição Epíﬁta da instância, é
gerada a população inicial. Na sequência, é calculado o valor de custo e violação de restrições de
cada indivíduo.
O InDE possui dois ciclos principais em seu ﬂuxo de execução, sendo o primeiro
relacionado às gerações do processo evolutivo e o segundo aos indivíduos sobre os quais são
realizadas as operações de mutação e cruzamento. Após cada indivíduo da população ser operado,
os valores dos parâmetros F e CR, o esquema de seleção de estratégia e a população atual
são atualizados para a próxima geração. Cada um dos passos da execução do algoritmo será
comentado em mais detalhes nas próximas seções.
4.2 POPULAÇÃO INTERVALAR
Um indivíduo intervalar é um vetor de intervalos X = (A1, A2, . . . , AD), sendo Ai ⊆ Xi
um intervalo de valores reais do domínio Xi da variável xi, para 1 ≤ i ≤ D. Uma população
p é um conjunto de NP indivíduos intervalares e pg denota a população intervalar na g-ésima
geração.
O OGRe utiliza uma representação multi-intervalar do domínio das variáveis para um
melhor uso do contrator GAC. Um multi-intervalo pode ser representado pela união de intervalos
e uma caixa de multi-intervalos é uma maneira simples de descrever uma combinatória de
intervalos. Por exemplo, a caixa de multi-intervalos ([−2,−1] ∪ [1,2], [0,2]) representa ambas
as caixas ([−2,−1], [0,2]) e ([1,2], [0,2]). No InDE, multi-intervalos são separados em uma
representação combinatória.
A população inicial é gerada pelo nível superior de ramiﬁcação da árvore do Branch
& Bound do OGRe. Cada nodo da árvore de busca contém uma caixa de multi-intervalos
consistente. Cada caixa de multi-intervalos é separada em um conjunto de caixas de intervalos
(indivíduos) que são adicionados à população inicial. Os nodos são iterativamente processados
até que o número de indivíduos na população seja NP. Essa estratégia garante que a população
inicial cubra todo o espaço de busca.
A seguir, o valor da função objetivo e da violação de restrições de cada indivíduo são
avaliados por meio da busca local sem retrocesso do OGRe (Seção 4.4). Como esse processo
está sujeito a erros numéricos de arredondamento, é possível que alguns indivíduos sejam
considerados inconsistentes. Nesse caso, indivíduos substitutos são gerados aleatoriamente a
partir da caixa consistente inicial por meio da variação dos limites de algum intervalo. Esse
processo se repete iterativamente até que a população seja composta somente por indivíduos
consistentes.
Assim como no IUDE (Seção 3.2), a população atual é dividida em duas subpopulações,
A e B, de tamanho NP/2. A população é ordenada a cada geração por meio dos valores da função
objetivo e da violação de restrições de cada indivíduo. Isso permite que a subpopulação A seja
composta pelos melhores NP/2 indivíduos de acordo com o método ε-constrained, descrito na
Seção 2.2.2.
Esse esquema de subpopulações foi utilizado para controlar a aplicação dos operadores
de mutação. Na subpopulação A é aplicado um conjunto de três estratégias de mutação. Dessa
forma, são gerados três indivíduos experimentais que competem entre si e o melhor deles, ui,
compõe a operação de seleção com o indivíduo xi da subpopulação atual. Essa competição
entre estratégias é computacionalmente cara, pois demanda três avaliações de ﬁtness para cada
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indivíduo xi. No entanto, intensiﬁca-se a exploração dos melhores indivíduos da população atual,
o que pode acelerar o processo de convergência. Na subpopulação B foi utilizado o esquema
de seleção adaptativa proposto no IUDE, que escolhe uma única estratégia de mutação a ser
empregada a cada indivíduo. Com isso, é gerado somente um indivíduo experimental ui para
cada indivíduo xi da subpopulação atual.
O algoritmo DE tradicionalmente utiliza uma comparação um-para-um entre indivíduos
experimentais e indivíduos atuais a ﬁm de selecionar o melhor deles para a próxima geração. A
ﬁm de explorar direções promissoras do espaço de busca, é mantida uma população adicional
com os indivíduos experimentais que não foram selecionados para a próxima geração. Da mesma
forma, quando uma caixa de multi-intervalos é dividida em indivíduos intervalares, somente o
melhor indivíduo experimental resultante ui é comparado com o indivíduo xi da população atual.
Os indivíduos experimentais restantes são incluídos na população adicional. Periodicamente, a
população atual (compreendendo as subpopulações A e B) e a população adicional são unidas e
ordenadas. Dessa forma, a nova população é composta pelos NP melhores indivíduos segundo o
método ε-constrained e a população adicional é esvaziada.
O esquema de redução linear da população proposto em LSHADE (Seção 3.1) é utilizado
para reduzir o tamanho da população durante a execução do algoritmo. Tendo em vista que os
indivíduos excluídos da população são sempre aqueles com a pior avaliação, esse esquema acaba
por intensiﬁcar a exploração local dos melhores indivíduos da população, o que pode acelerar o
processo de convergência.
Na próxima seção serão comentadas as características especíﬁcas das adaptações
realizadas nas operações de mutação para o contexto intervalar.
4.3 OPERAÇÕES INTERVALARES
Assim como no IUDE, um conjunto de três operadores de mutação constituído por
DE/rand/1, DE/rand-to-pbest/1 e DE/current-to-rand/1 é utilizado no InDE. Na subpopulação
superior A, cada uma das três estratégias é utilizada para gerar novos indivíduos experimentais,
empregando três avaliações de ﬁtness para cada indivíduo da subpopulação atual. Como a
subpopulação A contém os NP/2 melhores membros da população atual, foi utilizado o mesmo
esquema modiﬁcado de seleção baseada em ranking utilizado no IUDE. Então, na operação
de mutação, o indivíduo base e o indivíduo terminal são selecionados dentre os indivíduos da
subpopulação A.
Tendo em vista que os operadores demutação utilizados na literatura foram desenvolvidos
para otimização de parâmetros reais, foi necessário adaptá-los para o contexto de otimização
intervalar. Seja um intervalo X deﬁnido por seu comprimento ω(X) = x − x e seu ponto médio
μ(X) = (x+ x)/2, tal que X = [μ(X) − ω(X)/2, μ(X) + ω(X)/2], operadores de mutação podem
ser aplicados sobre pontos médios, assim como nas representações de valores reais. No entanto,
esses operadores devem ser estendidos para o comprimento dos intervalos. As Equações 4.1, 4.2
e 4.3 apresentam as versões intervalares dos operadores utilizados no InDE.
A versão intervalar do operador DE/rand/1 (Equação 2.4) combina os indivíduos
aleatórios r1, r2 e r3 para gerar um indivíduo mutante vi. O j-ésimo elemento de vi, denotado
por vi j , é deﬁnido por:
μ(vi j) = μ(r1 j) + Fi ·
(
μ(r2 j) − μ(r3 j)
)
, (4.1)
ω(vi j) = ω(r1 j) + Fi ·
(
ω(r1 j) ·
ω(r2 j)
ω(r3 j)
− ω(r1 j)
)
.
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Os outros dois operadores de mutação são deﬁnidos da mesma maneira. A versão
intervalar de DE/current-to-pbest/1 (Equação 3.1) combina o indivíduo xi da população atual
com dois indivíduos aleatoriamente selecionados, r1 e r2, e com rpbest, um dos p melhores
indivíduos da população. O indivíduo mutante resultante é deﬁnido por:
μ(vi j) = μ(xi j) + Fi ·
(
μ(rpbest j) − μ(xi j)
)
+ Fi ·
(
μ(r1 j) − μ(r2 j)
)
, (4.2)
ω(vi j) = ω(xi j) + Fi ·
(
ω(rpbest j) − ω(xi j)
)
+ Fi ·
(
ω(xi j) ·
ω(r1 j)
ω(r2 j)
− ω(xi j)
)
.
A versão intervalar de DE/current-to-rand/1 (Equação 3.5) combina o indivíduo xi da
população atual com três indivíduos aleatoriamente escolhidos r1, r2 e r3. O indivíduo mutante
resultante é deﬁnido por:
μ(vi j) = μ(xi j) + si ·
(
μ(r1 j) − μ(xi j)
)
+ Fi ·
(
μ(r2 j) − μ(r3 j)
)
, (4.3)
ω(vi j) = ω(xi j) + si ·
(
ω(r1 j) − ω(xi j)
)
+ Fi ·
(
ω(xi j) ·
ω(r2 j)
ω(r3 j)
− ω(xi j)
)
,
sendo si um número aleatório entre 0 e 1. Esse operador de mutação não é associado a um
operador de cruzamento, ou seja, o indivíduo experimental ui é uma cópia do indivíduo mutante
vi.
O Algoritmo 1 descreve a estratégia DE/rand/1/bin (Equação 4.1) utilizada no InDE.
As demais estratégias possuem implementações semelhantes. Inicialmente, são selecionados
três indivíduos aleatórios mutuamente distintos da população atual pg. Vale observar que os
indivíduos base e terminal, correspondentes a r1 e r2, utilizam seleção baseada em ranking
sobre a metade superior da população, como pode ser observado nas linhas 3 e 6 do Algoritmo
2. Nas linhas 4 e 5 do Algoritmo 1 é realizada uma cópia do indivíduo xi da população atual e
escolhido um intervalo aleatório a partir do qual as operações serão realizadas.
O ciclo de operações sobre os intervalos ocorre entre as linhas 7 e 34 do Algoritmo 1.
Para cada um dos intervalos, é analisado se ele representa uma das variáveis VΩ do conjunto Ω
e se o operador de cruzamento se aplica a ele. Caso algum desses casos seja negativo, o ciclo
de execução ignora esse intervalo e considera o próximo. A seguir, é calculado o comprimento
ω(ui j) e o ponto médio μ(ui j) do intervalo que está sendo operado, conforme ilustrado nos
Algoritmos 3 e 4. Caso o comprimento ω(ui j) seja maior que o comprimento do indivíduo base
ω(r1 j), esse valor é corrigido a ﬁm de impedir que o intervalo aumente.
Nas linhas 16 e 17 do Algoritmo 1, são deﬁnidas as bordas do intervalo a partir de
seu ponto médio e comprimento. No início da execução do InDE é deﬁnido um indivíduo
original composto pelas atribuições de valores iniciais dos intervalos após a primeira aplicação
do contrator GAC sobre a instância recém decomposta, que representa a caixa que contém todas
as atribuições factíveis possíveis para as variáveis da instância. Dessa forma, entre as linhas 18
e 29 veriﬁca-se se o intervalo gerado encontra-se dentro dos limites do intervalo do indivíduo
original. Em caso negativo, o intervalo operado é deslocado para dentro dos limites do intervalo
original. Por ﬁm, na linha 33 atualiza-se o índice j do intervalo e as operações são aplicadas ao
restante do indivíduo.
Seguindo a sequência de execução do InDE, o indivíduo experimental ui passa pelo
contrator GAC que poda valores dos intervalos que certamente não constituem a solução ótima da
instância. Após a contração, os valores de função objetivo e violação de restrições são calculados
para ui. Vale observar que, com a aplicação do contrator GAC, os intervalos que não foram
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Algoritmo 1 Estratégia DE/rand/1/bin
Entrada: Indivíduo a ser operado xi, intervalo consistente original yi, população atual pg, tamanho da
população NP, F, CR, número de dimensões D, conjunto de variáveis VΩ
Saída: Indivíduo experimental ui
1: // Seleciona membros aleatórios da população
2: (r1,r2,r3) ← seleciona_individuos(i,pg,NP)
3: // Copia o indivíduo que será operado e escolhe uma posição aleatória para começar a operação
4: ui ← xi
5: j ← rand[1 . . . D]
6: // Percorre cada variável do indivíduo
7: para L ← 1 até D faça
8: // Se a variável pertence ao conjunto VΩ
9: se ui j ∈ VΩ então
10: // Se o operador de cruzamento deve ser aplicado ao intervalo ui j
11: se rand[0 . . . 1] < CR ou L = D então
12: // Calcula comprimento e ponto médio do intervalo
13: ω(ui j) ← comprimento(ui,r1,r2,r3,F, j)
14: μ(ui j) ← pontomedio(ui,r1,r2,r3,F, j)
15: // Deﬁne as bordas do intervalo
16: ui j ← μ(ui j) − ω(ui j)/2
17: ui j ← μ(ui j) + ω(ui j)/2
18: // Garante que o novo intervalo está dentro dos limites do intervalo consistente original
19: se ω(ui j) > ω(yi j) então
20: ω(ui j) ← ω(yi j)
21: ﬁm se
22: se ui j < yi j então
23: ui j ← yi j
24: ui j ← ui j + ω(ui j)
25: ﬁm se
26: se ui j > yi j então
27: ui j ← ui j − ω(ui j)
28: ui j ← yi j
29: ﬁm se
30: ﬁm se
31: ﬁm se
32: // Passa para o próximo intervalo
33: j ← ( j + 1) mod D
34: ﬁm para
operados têm seus valores atribuídos por meio de propagação pelo hipergrafo de restrições a
partir do conjunto Ω.
Assim como no IUDE, na subpopulação A os três indivíduos experimentais gerados
para cada indivíduo da população atual são comparados entre si e a estratégia que gerou o
melhor deles contabiliza uma vitória. A cada geração, a taxa de sucesso de cada estratégia é
avaliada sobre o período das L gerações anteriores, sendo L o período de aprendizagem. Por
exemplo, a taxa de sucesso SR da estratégia 1 no período de aprendizagem L = 25 é dada por
SR1 = NW1/(NW1 + NW2 + NW3), em que NWi é o número de vitórias da estratégia i nas
últimas 25 gerações. Na subpopulação B, a probabilidade de empregar uma estratégia é igual à
sua taxa de sucesso recente na subpopulação A nas últimas L gerações.
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Algoritmo 2 Seleciona indivíduos aleatórios: seleciona_individuos(i,pg,NP)
Entrada: Índice do indivíduo de referência i, população atual pg, tamanho da população atual NP
Saída: Indivíduos aleatórios r1,r2,r3.
1: // Sorteia índices mutuamente distintos. i1 e i2 utilizam seleção baseada em ranking
2: repete
3: i1 ← rand[1 . . .NP/2]
4: até que i1  i
5: repete
6: i2 ← rand[1 . . .NP/2]
7: até que i2  i e i2  i1
8: repete
9: i3 ← rand[1 . . .NP]
10: até que i3  i e i3  i1 e i3  i2
11: // Deﬁne os indivíduos aleatórios
12: r1 ← pgi1
13: r2 ← pgi2
14: r3 ← pgi3
Algoritmo 3 Calcula o comprimento do intervalo: comprimento(ui,r1,r2,r3,F, j)
Entrada: Indivíduo mutante ui , indivíduos aleatórios r1, r2 e r3, fator escalar de mutação F, intervalo
a ser alterado j
Saída: Comprimento do intervalo ω(ui j)
1: // Calcula o comprimento do intervalo selecionado de cada indivíduo
2: ω(r1j) ← r1j − r1j
3: ω(r2j) ← r2j − r2j
4: ω(r3j) ← r3j − r3j
5: ω(ui j) ← ω(r1j) + F · (ω(r1j) · (ω(r2j)/ω(r3j)) − ω(r1j))
6: // Corrige comprimento se for maior que o comprimento de ω(r1j)
7: se ω(ui j) > ω(r1j) então
8: ω(ui j) ← ω(r1j)
9: ﬁm se
Algoritmo 4 Calcula ponto médio do intervalo: pontomedio(ui,r1,r2,r3,F, j)
Entrada: Indivíduo mutante ui , indivíduos aleatórios r1, r2 e r3, fator escalar de mutação F, intervalo
a ser alterado j
Saída: Ponto médio do intervalo μ(ui j)
1: // Calcula o ponto médio do intervalo selecionado de cada indivíduo
2: μ(r1j) ← (r1j + r1j)/2
3: μ(r2j) ← (r2j + r2j)/2
4: μ(r3j) ← (r3j + r3j)/2
5: μ(ui j) ← μ(r1j) + F · (μ(r2j) − μ(r3j))
Conforme discutido no Capítulo 3, a conﬁguração de valores para os parâmetros F e
CR é dependente da instância e pode mudar de acordo com a região do espaço de busca que
está sendo percorrida. Por esse motivo, foi utilizado o esquema de adaptação de parâmetros
aplicado no LSHADE44 (Seção 3.2). Assim, é empregado um par de memórias MF e MCR para
as estratégias DE/rand/1 e DE/current-to-pbest/1 e MF para DE/current-to-rand/1. É importante
notar que somente indivíduos experimentais que obtiveram sucesso na subpopulação A são
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utilizados na adaptação de parâmetros, visto que somente nessa subpopulação os três operadores
de mutação são utilizados para cada indivíduo.
Dessa forma, ao ﬁm de cada geração os valores médios das conﬁgurações F e CR que
obtiveram sucesso são calculados e armazenados nas memórias. Então, os parâmetros utilizados
por cada indivíduo a cada geração são gerados de acordo com uma distribuição uniforme a partir
dessas memórias.
Mutação
r2
r3
d
r1
v
F · d
y
x
Cruzamentoy
x
u"=([e,f],[c,d])x=([a,b],[c,d])
u'=([a,b],[g,h]) v=([e,f],[g,h])
Figura 4.2: Exemplo de operações intervalares de mutação e cruzamento da estratégia DE/rand/1/bin em duas
dimensões.
A Figura 4.2 ilustra um exemplo das operações de mutação e cruzamento intervalares
da estratégia DE/rand/1/bin (Equação 4.1) em duas dimensões. Nesse caso, os indivíduos
são representados por caixas que se deslocam pelo espaço de busca por meio das operações.
Na mutação, r1, r2 e r3 são indivíduos mutuamente distintos aleatoriamente selecionados na
população. d é o vetor diferença entre os indivíduos r2 e r3. Para criação do indivíduo mutante
vi, d é multiplicado pelo fator escalar F e adicionado a r1.
Na operação de cruzamento é criado o indivíduo experimental ui por meio da escolha
aleatória de intervalos correspondentes do indivíduo mutante vi e do indivíduo alvo xi. A
probabilidade de escolha de um intervalo do indivíduo mutante é dada por CR. De forma análoga
ao DE clássico, um intervalo do indivíduo mutante é aleatoriamente selecionado a ﬁm de garantir
que o indivíduo experimental não será igual ao indivíduo alvo. No caso da Figura 4.2, após a
operação de cruzamento, o indivíduo experimental pode ser u′i, u
′′
i ou vi.
Na próxima seção é descrito o processo de avaliação de ﬁtness dos indivíduos pertencentes
à população intervalar do InDE.
4.4 AVALIAÇÃO DE FITNESS
O método ε-constrained (Seção 2.2.2) foi utilizado na operação de seleção do InDE de
forma similar ao IUDE e LSHADE44. As regras de comparação entre indivíduos e o declínio de
ε são deﬁnidos pelas Equações 2.6 e 2.7.
A ﬁm de computar o valor de ﬁtness de um indivíduo x, é utilizado o mecanismo de
consistência local do OGRe. Primeiramente, o contrator GAC reduz os intervalos para remover
valores inconsistentes. Em seguida, tenta-se encontrar uma atribuição de valores para a rede de
restrições, começando pela atribuição inicial 〈z = Z〉, a borda inferior do intervalo associado à
função objetivo.
Ao contrário do OGRe, o InDE permite que as restrições do conjunto Ω tenham seus
valores atribuídos independentemente da tolerância necessária para satisfazê-las. A soma de
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todas essas tolerâncias forma o valor de violação de restrições φ(x) do indivíduo. Se o contrator
implica em algum intervalo vazio, a violação é deﬁnida como φ(x) = ∞. O valor da função
objetivo f (x) é simplesmente deﬁnido por Z .
O indivíduo consistente obtido a partir do contrator GAC pode conter multi-intervalos.
Neste caso, a caixa de multi-intervalos é separada em um conjunto de indivíduos intervalares,
adicionando à população aquele que possui a melhor avaliação pelo método ε-constrained (se for
melhor que o indivíduo correspondente na população atual) e alocando na população adicional
todos os outros indivíduos intervalares gerados. Vale notar que, ao contrário dos métodos usuais
de DE, um novo indivíduo não é deﬁnido apenas pelas operações de mutação e cruzamento, mas
também pelo contrator GAC que reduz seus intervalos.
4.5 CONSIDERAÇÕES
Neste capítulo foram apresentadas as principais características do método proposto neste
trabalho. O objetivo do InDE é a integração entre tecnologias estado-da-arte em otimização de
parâmetros reais por meta-heurísticas e o recurso de decomposição Epíﬁta. A utilização dessa
decomposição permite que o DE execute suas operações somente em um subconjunto de variáveis
da representação ternária, enquanto as demais são atribuídas por propagação pelo hipergrafo de
restrições da instância. A cada avaliação de ﬁtness, a técnica de consistência local dada pelo
contrator GAC poda valores infactíveis dos intervalos, o que pode acelerar a convergência do
processo de busca.
Dessa forma, procurou-se demonstrar de que forma os conceitos e algoritmos comentados
na revisão bibliográﬁca do Capítulo 3 foram utilizados para possibilitar a avaliação da proposta
deste estudo. Foi descrito o processo de execução do algoritmo e detalhadas cada uma das
etapas, salientando os pontos em que são utilizados os recursos de decomposição estrutural e
consistência local. Adicionalmente, foram caracterizadas as adaptações realizadas nas operações
tradicionais de DE para o contexto intervalar.
No próximo capítulo é apresentada a avaliação experimental deste estudo. São analisadas
características da decomposição estrutural das instâncias e seu impacto sobre o processo de
otimização. É realizada, também, uma análise comparativa entre o InDE, uma variante de DE
para otimização caixa-preta de parâmetros reais e o OGRe a ﬁm de avaliar o impacto da junção
das estratégias elencadas neste capítulo.
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5 AVALIAÇÃO EXPERIMENTAL
O algoritmo InDE tem por objetivo agregar informações estruturais de instâncias NCOP
e um procedimento de consistência local ao DE. Dessa forma, o InDE executa suas operações
apenas sobre as variáveis VΩ pertencentes às restrições de uma decomposição Epíﬁta da instância
ternária e a atribuição de valores das demais é inferida automaticamente por meio de propagação
pelo hipergrafo de restrições. Vale salientar que os indivíduos são constituídos por uma atribuição
de intervalos para as variáveis da forma ternária da instância NCOP original.
Neste capítulo é descrita a avaliação experimental realizada sobre o algoritmo InDE,
apresentado no Capítulo 4. Assim como o OGRe, o InDE foi implementado na linguagem de
programação C e compilado com gcc versão 5.4.0. Toda a avaliação descrita neste capítulo foi
executada em um computador com 4 sockets Intel Xeon E5-4627 v2 @ 3.30GHz com 8 núcleos
por socket, 256GB de memória RAM e sistema operacional CentOS Linux 7, pertencente ao
Centro de Computação Cientíﬁca e Software Livre (C3SL)1.
Para a avaliação experimental deste trabalho foram selecionadas 80 instâncias do
benchmark COCONUT (Shcherbina et al., 2003), comumente utilizado no contexto de otimização
global e satisfação de restrições. Essa escolha se deve ao fato de que o otimizador OGRe foi
avaliado sobre esse mesmo conjunto de instâncias, o que possibilita a análise comparativa dos
resultados obtidos em termos de qualidade da solução encontrada e tempo de processamento.
Além disso, os módulos de decomposição estrutural e consistência local do OGRe que foram
empregados no InDE utilizam a representação das instâncias no formato AMPL (A Mathematical
Programming Language), fornecido pelo COCONUT. Assim como no OGRe, as instâncias
escolhidas para os experimentos limitaram-se àquelas com as seguintes características:
• instâncias de problemas de otimização sem a ocorrência de variáveis discretas;
• instâncias que utilizam apenas os operadores +,−, ·,/,ˆ e√, sendo estes últimos limitados,
respectivamente, a expoentes e índices inteiros.
Além disso, a escolha das instâncias restringiu-se àquelas que foram convertidas com
sucesso do formato AMPL para a linguagem C, conforme será comentado com mais detalhes na
Seção 5.2. Vale observar que a implementação do InDE não se limita à abordagem de instâncias
do benchmark COCONUT, podendo atacar funções com diferentes características, desde que
sejam modeladas no formato AMPL e respeitem as restrições operacionais citadas acima.
Este capítulo se divide em duas seções:
5.1. Análise daDecomposiçãoEstrutural: Traz informações relacionadas às características
das instâncias em sua modelagem original, representadas na forma de rede ternária de
restrições e como conjunto Ω de uma decomposição Epíﬁta;
5.2. Análise Comparativa de Desempenho: Relata os critérios para a seleção dos parâme-
tros de execução dos algoritmos e analisa a qualidade das soluções obtidas e o tempo
de execução consumidos pelos algoritmos InDE, DE para otimização caixa-preta de
parâmetros reais e OGRe.
1https://www.c3sl.ufpr.br/, acessado em 24/06/2019.
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5.1 ANÁLISE DA DECOMPOSIÇÃO ESTRUTURAL
O primeiro aspecto analisado refere-se ao impacto da decomposição estrutural da
instância NCOP. Conforme comentado na Seção 2.1, inicialmente o OGRe codiﬁca a instância
original em um hipergrafo de restrições ternárias. Como essa transformação normalmente
implica na adição de variáveis auxiliares à representação original, tem-se um crescimento no
número total de variáveis e restrições da modelagem da instância.
A partir do hipergrafo de restrições ternárias, o OGRe extrai as restrições pertencentes
ao conjunto Ω da decomposição Epíﬁta, que é representado por um subconjunto de variáveis VΩ
da instância que possuem atribuição de valores crítica. Conforme comentado no Capítulo 4, o
InDE realiza seu ciclo de operações somente sobre essas variáveis, sendo as demais valorações
atribuídas por meio de propagação pelo hipergrafo de restrições da instância. Um exemplo disso
é a função de Rosenbrock, dada na Figura 2.2.
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Figura 5.1: Quantidade de variáveis originais, ternárias e VΩ por instância.
As Tabelas 5.1 e 5.2 apresentam a quantidade de variáveis e restrições das três diferentes
representações das instâncias selecionadas do benchmark COCONUT. A Figura 5.1 ilustra esses
mesmos dados ordenados pela quantidade de variáveis de representação original. Vale notar
que a quantidade de variáveis e restrições pertencentes ao conjunto Ω varia de acordo com a
decomposição que está sendo considerada, visto que uma instância pode possuir mais de uma
decomposição Epíﬁta. Os dados apresentados nas tabelas e na ﬁgura referem-se à decomposição
Epíﬁta utilizada em Derenievicz (2018b).
As variáveis auxiliares adicionadas para a representação ternária ocasionam um aumento
no número total de variáveis e restrições da instância. Quanto ao conjunto Ω, a redução do
número de variáveis e restrições em relação à rede ternária é evidente. No entanto, quando
comparamos a representação original da instância ao conjunto Ω, observa-se que na maior parte
dos casos a quantidade de variáveis e restrições da representação original é consideravelmente
menor. Algumas das instâncias que demonstraram comportamento distinto foram ex9_1_4,
ex9_1_5, ex9_1_8, ex9_2_2, ex9_2_4, ex9_2_5 e hydro.
55
Tabela 5.1: Relação entre quantidade de variáveis e restrições da modelagem original, da rede de restrições ternárias
e do conjunto Ω das instâncias selecionadas - parte 1.
original rede ternária conjunto Ω
instância variáveis restrições variáveis restrições variáveis restrições
abel 30 14 282 267 119 89
alkyl 14 7 60 54 22 15
chance 4 3 42 42 16 13
circle 3 10 73 81 20 18
dispatch 4 2 56 55 26 23
ex14_1_1 3 4 47 49 20 18
ex14_1_2 6 9 143 147 76 72
ex14_1_5 6 6 37 38 26 21
ex14_1_6 9 15 113 120 57 49
ex2_1_1 5 1 39 36 14 9
ex2_1_2 6 2 41 38 16 11
ex2_1_3 13 9 72 69 33 22
ex2_1_4 6 5 69 69 31 26
ex2_1_5 10 11 214 216 105 96
ex2_1_6 10 5 143 139 61 51
ex2_1_8 24 10 181 168 81 62
ex3_1_1 8 6 38 37 17 11
ex3_1_2 5 6 63 65 32 27
ex3_1_3 6 6 36 37 8 6
ex3_1_4 3 3 34 35 20 17
ex4_1_1 1 0 16 16 6 5
ex4_1_3 1 0 14 14 5 4
ex4_1_4 1 0 8 8 3 2
ex4_1_5 2 0 14 13 6 4
ex4_1_6 1 0 9 9 3 2
ex4_1_7 1 0 10 10 4 3
ex4_1_8 2 1 10 10 3 2
ex4_1_9 2 2 24 25 8 7
ex5_2_2_case1 9 6 43 41 19 15
ex5_2_2_case2 9 6 43 41 19 15
ex5_2_2_case3 9 6 43 41 19 15
ex5_2_4 7 6 46 46 22 18
ex5_2_5 32 19 502 490 273 247
ex5_3_2 22 16 83 78 34 25
ex5_4_2 8 6 30 29 16 11
ex7_2_10 11 9 54 53 27 18
ex7_2_1 7 14 110 118 57 50
ex7_2_2 6 5 27 27 15 9
ex7_2_3 8 6 46 45 24 17
ex7_2_5 5 6 62 64 35 29
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Tabela 5.2: Relação entre quantidade de variáveis e restrições da modelagem original, da rede de restrições ternárias
e do conjunto Ω das instâncias selecionadas - parte 2.
original rede ternária conjunto Ω
instância variáveis restrições variáveis restrições variáveis restrições
ex7_2_6 3 1 15 14 8 5
ex7_3_2 4 7 27 31 10 7
ex7_3_3 5 8 43 47 20 15
ex7_3_4 12 17 102 108 49 40
ex7_3_5 13 15 116 119 54 43
ex8_1_6 2 0 26 25 6 4
ex8_1_7 5 5 39 40 20 15
ex8_1_8 6 5 27 27 15 9
ex8_4_1 22 10 110 99 48 28
ex8_4_2 24 10 172 159 88 66
ex8_4_3 52 25 301 275 123 73
ex8_4_5 15 11 133 130 53 40
ex9_1_4 10 9 33 33 9 6
ex9_1_5 13 12 33 33 10 7
ex9_1_8 14 12 37 34 10 7
ex9_2_1 10 9 40 40 12 10
ex9_2_2 10 11 31 31 8 7
ex9_2_3 16 15 58 58 17 13
ex9_2_4 8 7 26 26 7 5
ex9_2_5 8 7 31 31 8 6
ex9_2_6 16 12 47 40 12 8
ex9_2_7 10 9 37 37 10 8
ex9_2_8 6 5 20 20 6 4
harker 20 7 146 134 72 53
haverly 12 9 47 45 20 14
himmel11 9 4 55 51 24 18
himmel16 18 21 129 133 58 57
house 8 8 29 30 13 9
hydro 31 24 122 116 29 17
immun 21 7 133 120 48 35
linear 24 20 223 220 98 76
meanvar 8 2 173 168 110 103
mhw4d 5 3 27 26 13 9
process 10 7 50 48 21 13
prolog 20 22 227 230 104 88
rbrock 2 0 9 8 2 1
sambal 17 10 92 86 31 20
sample 4 2 21 20 9 6
ship 10 16 89 96 36 29
wall 6 6 28 29 11 9
É importante notar que o crescimento do número de variáveis e restrições é linear
em relação ao tamanho original da instância, sendo esse tamanho deﬁnido pela quantidade de
símbolos (variáveis, operadores, restrições, etc.) da instância. Isso signiﬁca que o crescimento
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da quantidade de variáveis e restrições está diretamente relacionado à modelagem da instância
original, pois quanto mais operadores houverem na função objetivo e nas restrições originais,
maior será a rede de restrições ternárias.
Na próxima seção serão apresentados os resultados relacionados ao desempenho dos
algoritmos de otimização participantes desta avaliação experimental.
5.2 ANÁLISE COMPARATIVA DE DESEMPENHO
A avaliação de desempenho deste trabalho é baseada em uma análise comparativa entre
o algoritmo InDE proposto, o otimizador OGRe e uma versão de DE que utiliza as mesmas
tecnologias de meta-heurísticas do InDE para otimização de parâmetros reais. A partir disso,
espera-se avaliar o impacto da utilização de decomposição Epíﬁta aplicada ao contexto de
otimização restrita por meta-heurísticas.
O algoritmo DE utilizado nesta análise comparativa emprega as mesmas estratégias e
tecnologias de meta-heurísticas do InDE, mas no contexto de otimização caixa-preta, em que
as informações sobre a estrutura da instância são desconhecidas. Para integração entre o DE
caixa-preta e o benchmark COCONUT, foi utilizado um conversor2 para transformação das
instâncias AMPL em funções na linguagem C. Essas funções fornecem os limites originais das
variáveis da instância e são responsáveis por calcular o valor da função objetivo e da violação de
restrições.
Tendo em vista que no DE as variáveis não são representadas por intervalos, não é
possível utilizar o recurso de Branch & Bound do OGRe para a criação da população inicial.
Dessa forma, a população inicial do DE é gerada por indivíduos aleatoriamente distribuídos
no espaço de busca da instância. Além disso, as operações são executadas sobre variáveis de
parâmetros reais da mesma forma que no DE clássico. É importante notar que essa variante de
DE não utiliza decomposição estrutural, então todas as variáveis da instância, em sua codiﬁcação
original, participam do ciclo de operações do algoritmo.
Os esquemas de subpopulações A e B, a adaptação dos parâmetros F e CR, o método
de tratamento de restrições ε-constrained, a competição entre estratégias, a população adicional
e o mecanismo de redução linear do tamanho da população são adaptações da implementação
intervalar do InDE.
Conforme comentado no Capítulo 4, no InDE buscou-se integrar estratégias adaptativas
para reduzir a quantidade de parâmetros a serem ajustados a ﬁm de tornar a execução do algoritmo
mais simples e robusta. No entanto, nem todos os parâmetros puderam ser removidos e alguns
foram adicionados em função da adoção de estratégias adaptativas. As conﬁgurações utilizadas
no InDE foram deﬁnidas a partir de avaliações preliminares do algoritmo e são listadas a seguir:
• o número máximo de avaliações de ﬁtness: MaxFEs = 20000 × |VΩ |;
• os tamanhos inicial e ﬁnal da população foram deﬁnidos por NPmax = 12 × |VΩ | e
NPmin = 6, respectivamente. A população adicional e a população atual pg são unidas e
ordenadas a cada 50 gerações;
• o operador de mutação DE/current-to-pbest/1 utilizou p = 20% da população;
• o tamanho do histórico de memória utilizado para adaptação dos parâmetros F e CR foi
H = 5 e o período de aprendizagem utilizado na seleção adaptativa de estratégias de
mutação foi deﬁnido como L = 25 gerações;
2Disponível em https://ampl.com/, acessado em 09/05/2019.
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• os parâmetros empregados no método de tratamento de restrições ε-constrained foram
θ = 0,5 e T = 0,75 × G, sendo G o número máximo de gerações;
• o número máximo de aplicações do contrator GAC foi de 1000 iterações, o mesmo valor
utilizado no OGRe.
Na variante de DE buscou-se manter a mesma conﬁguração de parâmetros do InDE. As
únicas diferenças consistem no número máximo de avaliações de ﬁtness e no tamanho inicial da
população, que utilizam o número total de variáveis da instância no lugar do número de variáveis
VΩ.
A partir disso, tornou-se necessária a deﬁnição do tipo de cruzamento utilizado nas
operações. Conforme citado no Capítulo 4, o InDE utiliza um conjunto de três estratégias, mas
somente duas delas utilizam o operador de cruzamento: DE/rand/1 e DE/current-to-pbest/1.
Tendo em vista que os principais operadores de cruzamento presentes na literatura são binomial
e exponencial, com as duas estratégias tem-se quatro combinações possíveis de cruzamento.
Para avaliação do melhor tipo de cruzamento tanto para o InDE quanto para o DE,
realizamos um experimento com 10 execuções das quatro diferentes conﬁgurações de cruzamento
sobre as 80 instâncias selecionadas do bechmark COCONUT. Na Tabela 5.3, são apresentados
os resultados obtidos para as estratégias de mutação DE/rand/1 (a) e DE/current-to-pbest/1 (b),
sendo “bin” e “exp” os tipos de cruzamento binomial e exponencial, respectivamente.
Tabela 5.3: Análise do InDE e do DE em relação à factibilidade das atribuições de valores encontradas.
InDE DE
cruzamento instâncias execuções total de instâncias execuções total de
a x b factíveis factíveis vitórias factíveis factíveis vitórias
bin x bin 62 476 26 35 328 28
bin x exp 61 489 28 37 330 26
exp x bin 60 461 31 36 330 28
exp x exp 62 471 31 36 333 28
Inicialmente consideramos a quantidade de instâncias para as quais foram encontradas
soluções factíveis, ou seja, atribuições de valores que não violam nenhuma restrição da instância.
No InDE, as conﬁgurações “bin x bin” e “exp x exp” demonstraram desempenho superior,
obtendo 62 instâncias factíveis cada. No caso do DE, a conﬁguração “bin x exp” se sobressaiu
com um total de 37 instâncias factíveis. No entanto, observou-se que as diferentes combinações
de estratégias de cruzamento não apresentaram uma diferença muito signiﬁcativa entre si.
Na sequência avaliamos quantas das 10 execuções das 80 instâncias encontraram
soluções factíveis, totalizando 800 execuções. No InDE, a conﬁguração “bin x exp” se sobressaiu
com 489 execuções factíveis. Para o DE, a discrepância entre os resultados foi menor e a
conﬁguração “exp x exp” mostrou-se superior às demais conﬁgurações.
A qualidade dos resultados obtidos foi avaliada com base na solução com menor erro
absoluto dentre as 10 execuções de cada instância para cada conﬁguração de parâmetros. O erro
absoluto é a distância absoluta entre a solução obtida e o ótimo global da instância. Dessa forma,
realizou-se uma competição entre as quatro conﬁgurações de cruzamento em que a conﬁguração
com menor erro absoluto para determinada instância contabiliza uma vitória. Em caso de empate,
todas as melhores conﬁgurações pontuam. Para o InDE, “exp x bin” e “exp x exp” obtiveram
31 vitórias. No caso do DE, “bin x bin”, “exp x bin” e “exp x exp” obtiveram 28 vitórias. A
partir dessa análise, optou-se por utilizar o operador de cruzamento exponencial associado às
estratégias de mutação DE/rand/1 e DE/current-to-pbest/1 tanto no InDE quanto no DE.
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Com relação ao OGRe, os resultados apresentados neste capítulo foram extraídos de
Derenievicz (2018b). O autor executou uma série de experimentos com diferentes conjuntos de
conﬁgurações de parâmetros e selecionou a melhor execução de cada instância. As conﬁgurações
de parâmetros empregadas para a obtenção de cada uma das atribuições de valores são detalhadas
no trabalho original.
A partir da seleção do tipo de cruzamento a ser utilizado nas operações do InDE e do
DE, foi executado um experimento com 25 execuções de cada uma das instâncias selecionadas
do benchmark COCONUT. Tendo em vista que os resultados disponibilizados do OGRe retratam
a melhor execução do algoritmo dentre diversas conﬁgurações de parâmetros, tanto para o InDE
quando para o DE caixa-preta, foi considerada a melhor das 25 execuções de cada instância.
Nesta avaliação experimental, tanto para o InDE quanto para o DE consideramos apenas
as atribuições de valores que respeitam todas as restrições da instância, ou seja, somente as
soluções factíveis. Como o OGRe utiliza uma estratégia de busca essencialmente exaustiva,
admitimos atribuições de valores que possuam um valor máximo de tolerância ε = 10−1, aqui
denominadas ε-factíveis.
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Figura 5.2: Número acumulado de instâncias factíveis dados alguns limites de erro absoluto.
A Figura 5.2 exibe o número acumulado de instâncias factíveis (e ε-factíveis, no caso
do OGRe) resolvidas dados alguns limites de erro absoluto (distância da solução obtida ao ponto
ótimo da instância). As linhas representam a melhor, a mediana e a pior das 25 execuções do
InDE e do DE para otimização caixa-preta. Para o OGRe, é exibida somente a melhor atribuição
de valores de cada instância dentre os conjuntos de parâmetros testados. Instâncias com erro
absoluto maior que 103 foram desconsideradas.
O primeiro aspecto a ser analisado é a quantidade de soluções factíveis e ε-factíveis com
erro absoluto igual a zero, ou seja, soluções que representam o ponto ótimo global da instância.
Nesse caso, tem-se 9 instâncias (11,25%) nas melhores execuções do InDE contra 14 instâncias
(17,5%) do DE e 7 instâncias (8,75%) do OGRe.
O DE caixa-preta encontrou um número maior de instâncias com erro absoluto menor
que 10−5. No entanto, essa vantagem se deteriora a partir de 10−5. De modo geral, dado um
erro absoluto máximo (maxEA) o InDE encontrou mais soluções com erro menor que maxEA se
comparado ao DE e ao OGRe. Vale observar que os resultados apresentados em Derenievicz
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(2018b) foram arredondados para facilitar a visualização, por esse motivo a quantidade de
soluções do OGRe com erro absoluto entre 0 e 10−4 se manteve constante.
Considerando as melhores execuções de cada algoritmo, o InDE obteve 57 soluções
factíveis com erro absoluto abaixo de 103, o que representa 71,25% do total de instâncias. Se
desconsiderarmos o limite de erro absoluto, esse número sobe para 62 soluções (77,5%). No
caso do DE, tem-se 34 soluções factíveis (42,5%) que respeitam o limite de erro absoluto e 36
ou 45% totais. Por ﬁm, o OGRe obteve 44 soluções (55%) ε-factíveis que respeitam o limiar de
erro absoluto. Considerando todas as instâncias ε-factíveis, tem-se 46 soluções ou 57,5% para
o OGRe. É importante notar que o InDE obteve desempenho superior ao OGRe utilizando o
mesmo procedimento de consistência local e a mesma decomposição Epíﬁta.
Por ﬁm, as Tabelas 5.4, 5.5 e 5.6 apresentam em detalhes os resultados da melhor
execução do três algoritmos utilizados na análise comparativa de desempenho. Tanto para o InDE
quanto para o DE caixa-preta são exibidas a atribuição de valores encontrada, o valor de violação
de restrições se a atribuição for infactível, a porcentagem de atribuições factíveis encontradas nas
25 execuções e o tempo médio em segundos das execuções de cada instância. No caso do OGRe,
é exibida a melhor atribuição encontrada, o valor de tolerância ε utilizado e o tempo de execução.
Vale salientar que a violação do InDE representa a soma das violações de restrições do
conjunto Ω da representação ternária da instância, enquanto que a violação do DE representa a
soma das violações da instância original. No caso do OGRe é exibida a tolerância ε máxima
utilizada para satisfação de cada uma das restrições do conjunto Ω. Não apresentamos a soma
das tolerâncias do OGRe pois elas representam o valor máximo considerado, mas não há garantia
de que foi utilizado esse valor em cada restrição.
As instâncias destacadas em negrito indicam a atribuição com menor erro absoluto
dentre os três algoritmos, sendo que atribuições factíveis e ε-factíveis têm prioridade sobre
atribuições infactíveis. Em caso de empate, as atribuições envolvidas foram destacadas. Para os
três algoritmos, TLE (Tempo Limite Excedido) indica que a execução excedeu o limite de 7200
segundos. É interessante notar que utilizando esses critérios, o InDE obteve 43 vitórias contra 31
do DE e 16 do OGRE.
Tendo em vista que o tempo de execução de uma instância não está diretamente
relacionado à qualidade ou factibilidade da atribuição de valores, consideramos todas as 80
instâncias selecionadas do benchmark COCONUT para a análise de tempo. O algoritmo InDE
obteve 13 ocorrências de TLE, contra 21 do OGRE. No DE nenhuma execução excedeu o tempo
limite estabelecido. Considerando todas as ocorrências de TLE como 7200 segundos, a soma do
tempo médio de todas as 80 instâncias foi de 151298,75 segundos para o InDE, 15,34 segundos
para o DE e 180665,44 segundos para o OGRe. Dessa forma, o tempo médio de execução das 80
instâncias foi de 1891,23 segundos para o InDE, 0,19 segundos para o DE e 2258,318 segundos
para o OGRe.
Essa discrepância de tempo de execução entre o DE caixa-preta e os demais algoritmos
é decorrente da utilização de consistência local, da análise intervalar, da representação de
multi-intervalos e do procedimento de atribuição de valores para as variáveis através da rede
de restrições. Acredita-se que a reestruturação e otimização da implementação dos módulos
responsáveis por essas tarefas possa reduzir signiﬁcativamente o tempo de execução tanto do
InDE quanto do OGRe.
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Ainda que o tempo de execução do InDE seja consideravelmente maior que o tempo
do DE caixa-preta, o InDE encontrou 72,22% de soluções factíveis a mais que o DE e 34,78%
a mais que o OGRe. Além disso, em geral as soluções encontradas pelo InDE possuem maior
aproximação ao ponto ótimo global de cada instância do que as encontradas pelos outros
algoritmos.
Um aspecto a ser observado é que a decomposição Epíﬁta utilizada no InDE e no
OGRe adiciona variáveis auxiliares à instância, o que resulta em uma representação com maior
dimensionalidade em relação à modelagem original. Foi observado na Seção 5.1 que mesmo se
considerarmos somente o conjunto Ω de cada instância selecionada do benchmark COCONUT,
são escassos os casos em que se encontra uma nova representação com dimensionalidade
menor que a original. Ainda assim, os testes relatados neste capítulo revelam que a utilização
de decomposição Epíﬁta em conjunto com as demais estratégias do InDE é uma abordagem
promissora para otimização numérica com restrições.
5.3 CONSIDERAÇÕES
Neste capítulo buscou-se avaliar o desempenho do método de Evolução Diferencial
Intervalar (InDE) apresentado no Capítulo 4. O InDE utiliza informações de uma decomposição
Epíﬁta da instância e um procedimento de consistência local associados a diversas tecnologias
estado-da-arte em DE. Assim, a otimização da instância NCOP ocorre por meio de operações
sobre um subconjunto de variáveis consideradas críticas e as atribuições de valores são propagadas
para as demais por meio do hipergrafo de restrições ternárias da instância.
A avaliação experimental deste estudo foi realizada a partir de 80 instâncias selecionadas
do benchmark COCONUT. Inicialmente, foi avaliado o impacto da decomposição Epíﬁta sobre o
número de variáveis e restrições da instância, o que revelou que na maior parte das instâncias o
conjunto Ω possui maior dimensionalidade que a modelagem original do benchmark.
Na sequência, realizamos uma análise comparativa de desempenho entre o InDE, o
OGRe e uma variante de DE que utiliza as mesmas tecnologias do InDE no contexto de otimização
caixa-preta, o que signiﬁca que não são explorados os recursos de decomposição estrutural e
consistência local. As atribuições de valores encontradas pelo InDE foram superiores às do OGRe
e do DE caixa-preta tanto em termos de factibilidade quanto de aproximação ao ponto ótimo
global de cada instância. Isso indica que os recursos de decomposição estrutural e consistência
local utilizados no InDE melhoram consideravelmente o desempenho do DE.
O InDE apresentou menor tempo de processamento em relação ao OGRe. No entanto,
o DE caixa-preta encontrou atribuições de valores em um tempo consideravelmente menor
que os outros algoritmos. Uma alternativa para redução do tempo de processamento seria a
reestruturação e otimização da implementação responsável pela propagação dos valores pelo
hipergrafo de restrições e pela consistência local utilizada no InDE e no OGRe. De modo geral,
ainda que o tempo de processamento do InDE seja superior ao DE caixa-preta, os resultados
obtidos demonstram que a utilização dos recursos de representação intervalar, decomposição
estrutural, consistência local e otimização pelo conjunto Ω da decomposição Epíﬁta são direções
de pesquisa promissoras para trabalhos futuros.
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6 CONCLUSÃO E TRABALHOS FUTUROS
O principal objetivo deste trabalho foi avaliar a associação entre abordagens estado-da-
arte da área de otimização restrita por meta-heurísticas ao método de decomposição Epíﬁta, que
utiliza informações da estrutura analítica da instância codiﬁcada na forma ternária no decorrer do
processo de otimização.
Inicialmente, foram estudados os principais conceitos relacionados à otimização in-
tervalar, técnicas de consistência local e decomposição Epíﬁta. Na sequência, foi realizada
uma revisão bibliográﬁca acerca das principais abordagens adaptativas e técnicas de tratamento
de restrições da literatura recente e dos algoritmos das últimas edições da Special Session &
Competitions on Real-Parameter Single Objective Optimization, organizada durante o IEEE Con-
gress on Evolutionary Computation (CEC). Identiﬁcou-se a tendência da utilização de Evolução
Diferencial (DE) (Storn e Price, 1995) associada à mecanismos de adaptação de parâmetros
(Trivedi et al., 2018; Poláková, 2017) e ao método de tratamento de restrições ε-constrained
(Takahama e Sakai, 2010).
A partir disso, foi desenvolvido o algoritmo InDE (do inglês Interval Diﬀerential
Evolution), que integra tecnologias estado-da-arte em otimização por meta-heurísticas e recursos
de decomposição Epíﬁta e consistência local. A utilização dessa decomposição permite que
o InDE aplique seus operadores apenas sobre um subconjunto de elementos da estrutura da
instância considerados críticos para o processo de busca, enquanto os demais são atribuídos
por propagação de valores pelo hipergrafo de restrições ternárias da instância. Dessa forma,
a população do InDE é constituída por um conjunto de caixas que cobre parte do espaço de
busca, em vez de somente pontos especíﬁcos, como no DE clássico. A cada avaliação de ﬁtness,
a técnica de consistência local (GAC) empregada poda atribuições de valores infactíveis dos
intervalos, o que pode acelerar a convergência do processo de busca.
A avaliação experimental deste estudo foi realizada sobre um conjunto de 80 instâncias
selecionadas do benchmark COCONUT. A análise da decomposição Epíﬁta revelou que na maior
parte das instâncias o conjunto Ω possui maior dimensionalidade que a modelagem original do
benchmark. Para avaliação de desempenho foram considerados os algoritmos InDE, OGRe e
uma versão de DE para otimização caixa-preta. Nos testes realizados, o InDE encontrou uma
maior quantidade de soluções factíveis (77,5%) e com maior aproximação ao ótimo global de
cada instância em relação aos demais algoritmos. Dessa forma, evidenciou-se que a utilização
dos recursos de decomposição estrutural e consistência local melhora signiﬁcativamente o
desempenho do algoritmo DE.
Uma das principais limitações do InDE é o tempo de processamento. Ainda que sua
execução tenha sido mais rápida que a do OGRe, quando analisamos o tempo de processamento
do DE para otimização caixa-preta observa-se que a utilização dos recursos de decomposição
estrutural e consistência local tornam o InDE e o OGRe mais dispendiosos. Acredita-se que a
reestruturação e otimização da implementação desses recursos possa reduzir signiﬁcativamente o
tempo de execução tanto do InDE quanto do OGRe.
Outra fragilidade encontra-se no ajuste das conﬁgurações de parâmetros do InDE. Ainda
que tenham sido aplicadas diversas estratégias adaptativas a ﬁm de reduzir a quantidade de
parâmetros do DE clássico como F, CR e a escolha da estratégia de mutação, restaram parâmetros
cujo ajuste possui impacto considerável no desempenho do otimizador. Trabalhos futuros incluem
a análise e implementação de outras abordagens adaptativas que possam minimizar a necessidade
de ajuste desses parâmetros.
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Propõe-se a extensão das técnicas de decomposição Epíﬁta e consistência local utilizadas
no InDE para outras meta-heurísticas que têm se mostrado promissoras na literatura recente,
como Matrix Adaptation Evolution Strategy (MA-ES), comentada na Seção 3.2. Da mesma
forma, a utilização de outras técnicas de consistência local que aceleram a busca ou podam
atribuições infactíveis pode melhorar signiﬁcativamente os resultados do processo de otimização
do InDE.
A biblioteca multi-intervalar do OGRe empregada no InDE atualmente considera
apenas operadores algébricos básicos. A implementação dessa biblioteca pode ser estendida
a outros operadores e, com isso, espera-se atacar uma variedade maior de instâncias. Além
disso, pretende-se estudar a viabilidade da adaptação das abordagens utilizadas no InDE para o
tratamento de variáveis e restrições de instâncias de otimização discreta.
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