We consider estimating causal odds ratios using an instrumental variable under a logistic structural nested mean model (LSNMM). Current methods for LSNMMs either rely heavily on possible "uncongenial" modeling assumptions or involve intricate numerical challenges, which have impeded their use. In this article, we present an alternative method that ensures a congenial parametrization, circumvents computational complexity of existing methods, and is easy to implement. We illustrate the proposed method to (1) estimate the causal effect of years of education on earnings using data from the NLSYM and (2) assess the impact of moving families from high to low-poverty neighborhoods had on lifetime major depressive disorder among adolescents in the "Moving to Opportunity (MTO) for Fair Housing Demonstration Project" from the Department of Housing and Urban Development.
INTRODUCTION
Instrumental variable (IV) methods are used to estimate, under certain assumptions, the effects of an exposure on an outcome when unobserved confounding is suspected to be present. An IV is a pre-exposure variable that, conditional on a set of measured baseline covariates, is (1) associated with the exposure, (2) associated with the outcome only through the exposure, that is, there is no direct effect of the IV on the outcome upon intervening on exposure (also known as the exclusion restriction assumption), and (3) independent of any unmeasured confounding variable of the effects of the exposure on the outcome (Vansteelandt and others, 2011) .
In clinical trials affected by non-compliance, random assignment to treatment (the exposure in this context) is often used as an IV, whereas in observational studies the choice of a valid IV is challenging (Martens and others, 2006; Murray, 2006; Glymour and others, 2012) . Nevertheless, once an appropriate IV has been identified, it may potentially be used to recover a consistent estimate of the effect of an exposure despite the presence of unmeasured confounding.
effects of X on Y . We define the potential outcome Y xz as the outcome we would have observed had, possibly contrary to fact, Z been set to z and X set to x by external intervention. Likewise, Y x denotes the outcome had X been set to x. To identify causal effects, we make the consistency assumption that if a person is assigned to a specific exposure X = x and an IV level Z = z, their observed outcome Y coincides with their potential outcome Y xz (Robins and Rotnitzky, 2004) . The IV conditions presented in the introduction may now be formally expressed as: (1) where logit(a) = log[a/(1 − a)] for any a ∈ (0, 1). Throughout the article, we will index the LSNMM with a finite dimensional parameter ψ, that is, γ (x, z, l) = γ (x, z, l; ψ). The primary inferential goal of this article is to identify and estimate the parameter ψ. The function γ represents a causal contrast; it compares the average potential outcomes, on the log odds scale, for the subset of the population with (x, z, l). As such, γ characterizes a COR as a function of (x, z, l) and may be used to evaluate heterogeneity of the exposure causal effect by the IV and other pre-exposure variables. Our focus on CORs aligns with a common practice in the analysis of observational studies where measured baseline covariates are used to control for confounders. CORs are of interest in settings where the effect of reducing the exposure to X = 0 is investigated within subgroups of patients who share similar characteristics (x, z, l). Moreover, such conditional exposure effects are likely to be more transportable across populations (Vansteelandt and Keiding, 2011; Burgess, 2013) . Assumptions (1)-(3) do not suffice to identify γ (see Robins and others, 2000) . Both Vansteelandt and Goetghebeur (2003) and Robins and Rotnitzky (2004) make as an additional assumption (4) the "no current treatment value interaction" assumption γ (X , Z, L) = γ (X , L) almost surely, for γ a function of X and L only, that is, there is no effect modification of the exposure by the IV. Therefore, conditional on the observed covariates, the effect of treatment is constant for treated individuals across levels of the IV Z. Familiar choices for γ are γ (x, z, l; ψ) = ψx or γ (x, z, l; ψ) = ψ 0 x + ψ 1 xl 1 , where l 1 is a component of L. Throughout this article, we assume that γ (x, z, l; ψ) = γ (x, l; ψ) is correctly specified with unknown parameter ψ, which is identified under assumptions (1)-(4).
We would like to point out that Assumption (4) is not empirically testable without making an additional assumption. This is because under assumptions (1)-(4) the likelihood is in fact a perfect fit to the observed data (see Tchetgen Tchetgen and Vansteelandt, 2013 for further details). Vansteelandt and Goetghebeur (2005) and Clarke and Windmeijer (2010) studied the impact on inference of possible violation of Assumption (4). Alternative identification conditions other than (4) are of great interest and constitute an ongoing research topic (Tchetgen Tchetgen and Vansteelandt, 2013) . Richardson and Robins (2010) and Richardson and others (2011) elucidated the issue of identification and a careful analysis of identification in a basic binary IV model.
REVIEW OF SNMM ESTIMATIONS FOR BINARY OUTCOMES
3.1. Double-logistic estimator
−1 . Using this relationship, Vansteelandt and Goetghebeur (2003) suggested modeling the observed association E(Y |x, z, l) to derive an unbiased estimating equation for ψ. They developed the so-called double-logistic estimator and showed that ψ can be identified if one postulates an association model logit{E(Y |x, z, l)} = m(x, z, l; η), using the observed outcome Y , the exposure X and the IV Z.
To estimate ψ, an estimator η of η is first obtained from m(x, z, l; η) using for instance maximum likelihood estimation. Then, combining the association model m(x, z, l; η) with the LSNMM (2.1) yields an unbiased prediction 
does not affect consistency but does affect efficiency (see Robins, 1994; Clarke and others, 2015; or Vansteelandt and others, 2011 for optimal choices that yield an efficient estimator of ψ).
Models congeniality:
To identify a consistent estimator of ψ stemming from this method depends largely on how the association model reproduces major features of the data. When the association model is not saturated, it can be incompatible with the LSNMM (2.1) and lead to an inconsistent estimator (Robins and Rotnitzky, 2004; Vansteelandt and others, 2011) . Even worse, for some values ofη, there may be no solutionψ to the estimating equation. Model incompatibility or lack of model congeniality (to use the terminology of Meng (1994) and Vansteelandt and others (2011) ) arises when two models for the observed data cannot hold simultaneously for all parameter values allowed by the respective models. As a consequence there is no data generating mechanism for which both can hold, which is worse than model misspecification. In the latter, there exist data generating mechanisms corresponding to the model; however, none of them coincide with the mechanism leading to the observed data. As we know, with a large number of covariates, it is a daunting task to fit the saturated model that includes all available covariates and all possible higher order interactions. Therefore, one may instead need to use a parsimonious model that is flexible enough to capture important features of the data. Unfortunately, it is exactly when parametric restrictions are imposed on the association model-particularly with respect to the main effects of Z along with its interactions with some relevant covariates in L-that we may have major inconsistencies between the association model m(x, z, l; η) and the LSNMM (2.1), leading to a lack of models congeniality and a noisy COR estimation.
Congenial parametrization of Robins and Rotnitzky
To guarantee a parametrization that is always congenial, Robins and Rotnitzky (2004) proposed one based on the contrast q(x, z, l) = logitE(Y 0 |x, z, l) − logitE(Y 0 |x = 0, z, l), which encodes the degree of unobserved confounding and referred to as the selection bias function. In absence of exposure (i.e.,
Using the selection bias function q(x, z, l), we have
and F x (x|z, l) the cumulative distribution function (CDF) of the conditional (exposure) density probability function f x (x|z, l) of the random variable X |Z = z, L = l. In other words, v is a functional of q, F x and t implicitly defined by the integral equation that must be solved for each observation. α, η, ω) , the solution of the integral equation. As previously stated, the parametrization of Robins and Rotnitzky (2004) has the advantage of providing an association model that is always compatible with the LSNMM (2.1). Unfortunately, for most choices of models for q(x, z, l), f (x|z, l) and t(l), the required integral equation cannot be solved for v in closed form, except when x is binary.
Estimation and numerical optimization burden: Parametric working models
Numerical optimization of the joint density of the observables under this parametrization involves finding,
, within each iteration of the algorithm (Robins and Rotnitzky, 2004; Vansteelandt and others, 2011) . In fact, when the exposure takes more than two values, or is continuous or multivariate, this approach is computationally challenging, particularly when the IV is continuous and there is a large number of covariates L. To put things in perspective, this means if we have 500 subjects in the data set and if the optimization algorithm requires 100 iterations to converge, we will need to solve 50 000 integral equations in total to find the final estimate of the causal odds ratio. This numerical drawback has impeded the widespread use of this approach, despite its mathematical and theoretical underpinning.
NEW PARAMETRIZATION
We now propose a different congenial parametrization that obviates the need to solve integral equations. Let f x,0 (x|z, l, Y 0 = 0) denote the conditional density function of the random variable X |Z = z, L = l, Y 0 = 0 (or the probability mass function if X is discrete) and F x,0 (x|z, l, Y 0 = 0) its corresponding CDF. While Robins and Rotnitzky (2004) parametrize the conditional density function f x (x|z, l) (among other things) to get to the parametric model (3.1), our parametrization uses the conditional density function f x,0 (x|z, l, Y 0 = 0). All proofs related to this section are given in the supplementary material available online at http://www.biostatistics.oxfordjournals.org.
Under this parametrization, we are free to choose models for f x,0 (x|z, l, Y 0 = 0), q(x, z, l), and t(l).
Assumptions (1)- (3) and the proposed parametrization, we have the following key result:
This result gives one the freedom to posit variation independent parametric models for q, t, and f x,0 such that the marginalization property of the result will hold for all parameter values, even if all models are incorrect.
Maximum likelihood estimation
Let f z (z|l) and f l (l) the density functions of the random variables Z|L = l and L, respectively. The observed data likelihood factorizes as
To draw inference under the new parametrization, we obtain the maximum likelihood estimator (MLE) of ψ using parametric models f x,0 (x|Y 0 = 0, z, l; α) and logitf y (1|x, z, l; ψ 0 , η, α, ω) = γ (x, l; ψ) + q(x, z, l; η) − q(z, l; η, α) + t(l, ω). Using models for q(x, z, l; η) and t(l; ; ω) ) . Thus, the likelihood becomes does not lead to a closed form expression of q(z, l), the latter can be approximated numerically, say using Gauss-Hermite quadrature integral approximation (Liu and Pierce, 1994) or by Monte-Carlo simulation, and be easily incorporated in any standard software code. Finally, the MLE of (ψ, η, α, ω) is uncorrelated with that of κ. In fact, we need not estimate the latter to obtain an estimate of the former. Thus, the MLE of ψ cannot exploit any prior information about f z such as the known randomization probability in a randomized experiment. However, as we show in Section D of the supplemental material, available at Biostatistics online one can leverage knowledge about the law of z given l to construct a GOF test statistic for nuisance models of the likelihood function derived in this section, which is asymptotically normal with mean zero only if the likelihood is correctly specified. The GOF statistic is based on an influence function for γ in a model where the likelihood is otherwise unrestricted, and therefore, it naturally accounts for variability of all unknown nuisance parameters under the null of no model misspecification.
SIMULATION STUDY
In this section, we provide a data generating process following our proposed parametrization. We sampled the baseline covariates L = (L 1 , L 2 ) from independent bivariate normal distributions such that L 1 ∼ N (3, 1) and L 2 ∼ N (2, 1) with correlation coefficient of 0.5. Then, we generated a binary IV Z ∼ Bernoulli( p z ), logit( p z ; κ) = −0.1 + 0.5L 1 + 0.2L 2 and defined t(L, ω) = logit( p t ; ω) = −1 + 0.5L 1 + 0.3L 2 and q(X , Z, L; η) = −0.4X . In addition, we specified the distribution f x,0 (x|z, l, Y 0 = 0; α), generated
Overall, we generated a total of 2000 data sets of size n = 5000 and estimated (ψ, η, α, ω) , the empirical type I error, and the power of the GOF test statistic, that is, the proportion of simulated data sets for which |T | > 1.96. We run the simulations using SAS PROC NLMIXED.
Binary exposure
We generated the binary exposure X ∼ Bernoulli( p x ). For each parameter, we report in Table 1 the bias, the mean square error (MSE), and the coverage probability, that is, the proportion of 95% confidence intervals that covered the true parameter. These results highlight the good performance of our approach, with small bias and small MSE. Furthermore, coverage probabilities hover around 95%, reflecting good coverage. The Monte-Carlo type I error rate of the GOF test statistic is equal to 0.012 indicating the GOF rejects the null hypothesis less often than at the nomimal level of a correctly specified model, which may partially reflect the conservative variance estimator σ 2 u used to construct the test statistic.
Continuous exposure
2 ). We show in Section E of the supplementary material available at Biostatistics online that X follows a mixture of two normal distributions with density
Estimation results are summarized in Table 2 . Similar to binary exposure, the results confirm small bias and MSE as well as good coverage probability. This indicates that our approach performs very well. The realized type I error for the specification test of nuisance models as a goodness-of-fit test gave a type I error equal to 0.039, which-although somewhat better than for binary exposure-is still conservative.
Power of the goodness-of-fit test
In addition to the type I error, we also assessed the power of the GOF test statistic to detect the presence of model misspecification under various departures from the assumed likelihood model. We considered different misspecifications of models for q(X , Z, L) and t(L). The results, presented in Table 3 , show that the power of the GOF test varies depending on the type of misspecification. Greatest power is achieved when L 2 is omitted from the model t(L). Relatively lower power was observed for leaving out L 1 × L 2 interaction term from t(L). Moderate power (∼ 40 − 60%) was observed for related misspecifications of q. 
0.6 0.88 a Covariates (with corresponding parameter values) used in the generated model, but omitted in the fitted model.
We observed similar patterns for both binary and continuous exposures (Table 3 ). The power of the proposed GOF test ranges a fair amount depending on the form of model misspecification. For instance, when we specify only the main effects of the baseline covariates and ignore interaction terms in the model for t(L), the power to reject the misspecified model is low. However, when the true model does not have an interaction and a main effect term for the true model for t(L) is omitted, the GOF test rejects the posited model with substantially higher power. Finally, omitting the quadratic term in the model for t(L) results in relatively moderate power.
DATA APPLICATION
To illustrate the proposed method, we analyze two different data sets one with a continuous exposure and the other with binary exposure. The first application uses data from the 1976 subset of the United States NLSYM, looking at the effect of years of education on earnings based on a sample of 3010 working men age 24-34 (Card, 1995) .
Our second application considers the impact moving low income famillies from high poverty to low poverty neighborhoods had on lifetime major depressive disorder among adolescents in the MTO study (see Section G of the suppplementary material available at Biostatistics online).
The effect of years of education on wages
There has been a longstanding interest in the causal impact of duration of schooling on earnings (Card, 1995; Heckman and others, 2006) . Following Card (1995) , we use the indicator Z of whether a study participant lived in the proximity of a four-year college in 1966 as an IV to study the effect of years of education on hourly wages. For illustration purposes, we use this classical example to estimate the effect of education on Y = I (hourly wage ≥ median), the indicator of earning an hourly wage greater than or equal to the median (i.e., 537.5 cents).
We consider 12 years of education as the reference point and define X =Years of Education -12. The vector of potential confounding variables L includes mother's and father's years of education as well as the indicators of whether the person is black; lived with both natural parents, with one natural parent and one step parent, or with mother only at age 14; lived in one of the nine regions of residence or in a standard metropolitan statistical area (SMSA); and their family had a library card when he was 14 years old. Missing covariates values were imputed using simple imputation.
Although Card (1995) makes a compelling case for the validity of this choice of IV, one cannot rule out with certainty that there may be other factors, such as family or neighborhood characteristics, changes in the institutional structure of the education system, that are associated with the instrument Z and can affect hourly wages apart from years of education. Nevertheless, for expository purposes, we focus our illustration on this instrument.
To run the LSNMM, we consider the following parametric models:
The goodness-of-fit test statistic p-value is equal to 0.26. This indicates that there is no evidence that the data are not consistent with the likelihood model we have used, assuming the model for the causal contrast γ is correctly specified. Table 4 reports the results for ψ 0 and ψ 1 , where ψ 0 = 0.58 (95% CI: 0.23-0.94). Based on these results, for given values of L = l, we can infer the effects of X = x years of education on the probability of earning an hourly greater or equal to the median wage in 1976. For example, a black study participant with a high-school diploma, who lived with a high-school-educated single mother (i.e., 12 years of education) in a metropolitan area and whose family had a library when he was 14 years old, the odds of earning an hourly wage greater than or equal to the median (hourly wage in 1976) would have been 3.5 times what they are currently had he received 15 years of education instead. That is, for a study participant with l = (black = 1, library card = 1, mother s education = 12, single mom = 1, SAMSA = 1) and x = 15, the corresponding odds ratio is OR = exp(γ (x, l; ψ)) = exp[3 × (0.58 + 0.06 − 0.2 − 0.001 × 12 + 0.12 − 0.13) = 3.5)].
In addition, as shown in the full table (Section F of the supplementary material available at Biostatistics online), the selection bias function is significantly different from zero providing explicit empirical evidence of the impact of unobserved confounding. This bias does not appear to depend on the interaction between years of education and the IV, but does depend on years of education, on the interaction between years of education and the family having a library card, and on the interaction between years of education and geographic location (region 9). The binary outcome Y is the indicator of whether a hourly wage is greater than or equal to the median wage in 1976 of 537.5 cents.
CONCLUSION
In this article, we have presented a new parametrization for a logistic structural nested mean model (LSNMM) for a binary outcome and we have proposed a corresponding maximum likelihood approach for estimation. Our approach builds upon the theoretical framework of Vansteelandt and Goetghebeur (2003) and Robins and Rotnitzky (2004) . Unlike Vansteelandt and Goetghebeur (2003) , and similar to Robins and Rotnitzky (2004) , our approach yields a parametric model that is guaranteed to always be congenial (or compatible) with the LSNMM. However, unlike Robins and Rotnitzky (2004) , we obviate the need to numerically solve integral equations, which can be computationally cumbersome and is not easily scalable with the dimension of the exposure X . In addition, a key attraction of our approach is that it is readily implemented using standard statistical software. Our simulation results confirm the good performance of the proposed approach. To illustrate our approach, we applied it using two different data sets, one with a binary exposure (whether a single-mother moved with her family out of a poor neighborhood) and the other with a continuous exposure (the number of years of education). Our simulations showed that the proposed GOF is quite conservative in the settings we considered and its power to detect possible departures from the assumed model can be moderate to low. In some settings, the low power of the GOF statistic may also reflect the conservative estimate of variance used to standardize the statistic. The main advantage of the current GOF is its simplicity. In future work, we plan to further study the performance of the GOF statistic when standardized by a consistent estimator of its variance, which was not considered in the foregoing due to severe computational roadblocks.
As previously discussed, the MLE of (ψ, η, α, ω) is uncorrelated with that of κ. In fact, we need not estimate the latter to obtain an estimate of the former. This, in turn, implies that the MLE of ψ cannot exploit any prior information about f z such as the known randomization probability in a randomized experiment. This is a notable limitation of the likelihood approach. To remedy this problem Vansteelandt and Goetghebeur (2003) and Robins and Rotnitzky (2004) propose methods that are doubly robust under the sharp null hypothesis, γ = 0, of no exposure causal effect by explicitly using any available knowledge about f z . Robins and Rotnitzky (2004) , in particular, propose to use an influence function of ψ for inference, in the semiparametric model defined by Assumptions (1)-(4) only, which is endowed with the above robustness property, but suffers the same computational limitations as their likelihood approach.
An alternative approach to the likelihood can be obtained by solving the estimating equation of Robins and Rotnitzky (2004) under our proposed parametrization, which is not further pursued here. In addition, to assess the exclusion restriction Assumption (2) they suggest as possible analytical strategy a sensitivity analysis by varying their so-called "weak exclusion assumption function" over a possible range. Such an approach can also be used with our proposed parametrization. Finally, the method we have described in this article assumes random sampling and therefore would not be directly applicable for case-control sampling or for other outcome dependent sampling designs. A straightforward adjustment for the sampling design entails applying inverse-probability weighting (IPW) for selection into the sample. However, weighting may potentially be inefficient. A more efficient approach that makes use of the recent developments in the analysis of secondary outcomes in case-control studies (see Sofer and others, 2014; Tchetgen Tchetgen, 2014 , extending the methods presented herein will be described elsewhere.
It is worth noting that direct comparison of the three approaches discussed herein would be difficult if not impossible in the context of simulation since it would be challenging to posit models for the nuisance parameters that agree under the different parametrizations. However, in the absence of covariates, or in the presence of low dimensional covariates allowing for the use of saturated models, we generally expect all methods would perform reasonably well in practice.
