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Abstract
In modern textile manufacturing industries, the function of human eyes to detect distur-
bances in the production processes which yield defective products is switched to cameras.
The camera images are analyzed with various methods to detect these disturbances au-
tomatically.
There are three parts of texture analysis which are going to be studied here, i.e., image
smoothing, texture synthesis and defect detection.
In the image smoothing, we shall develop a two dimensional kernel smoothing method
with correlated error. Two approaches are used in synthesising texture. The first is
by constructing a generalized Ising energy function in the Markov Random Field setup,
and for the second, we use two dimensional bootstrap methods for semi regular texture
synthesis.
We treat defect detection as multihypothesis testing problem with the null hypothesis
representing the absence of defects and the other hypothesis representing various types of
defects.
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Chapter 1
Introduction
In the modern textile industries, the function of human eyes to detect any disturbance in
the processes which yield defective products are switched to cameras. The images which
are shot by the camera are analyzed with various methods to detect these disturbances.
Even as Gimel’farb said that the human eyes is a natural miracle [39]
Our eyes solve these problems so easily that one may be puzzled why even most
successful computer vision solutions rank far below in quality and processing
rate. For me, human vision is a natural miracle, and more than 35 years
spent in various image processing and computer vision domains suggest that it
is extremely hard to bridge a gap between human and computer visual skills...
But, this is still a good challenge to mimic one or another side of human vision
with computational techniques, especially, because there always exist particular
applied problems where computer vision can amplify or replace human vision.
Every such problem is quite complex but just due to this reason is VERY
attractive!
However, market demands for zero defects can not afford to rely on using only human
eyes as a detector, due to the problem of fatigueness. Therefore an attempt to replace
human vision with computer vision is a must and, as Gimel’farb said, is very attractive !.
There are three parts of texture analysis we are going to study here, i.e., image smoothing,
texture synthesis and defect detection.
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Images which are taken by a camera are blended with errors that come from illumination,
data transfer or data convertion. Those errors cannot be avoided and they can lead to
the wrong result in defect detection. By smoothing the image, these particular errors
can be reduced or even cleaned up. These methods are varied from the very traditional
ones, such as, averaging filter, Gaussian filter to the sophisticated filter such as kernel
smoothing, Friederich [30], adaptive weighting smoothing, Polzehl and Spokoiny [72],
diffusion filtering e.g. Weickert [82].
Concerning the second problem texture synthesis. Generaly, texture is a visual property
of a surface, representing the spatial information contained in object surfaces, Haindl
[40]. Depending on the size of variations, textures range from purely stochastic, such as
white noise, to purely regular such as chessboard. Based on the sense of its regularity
structure, basically texture can be classified into three different classes random texture,
semi regular texture and regular texture, as depicted in the figure. 1.1 to figure. 1.3.
The aim of texture synthesis is given a sample of texture, it should be able to generate
a huge amount of data which is not exactly the same as the original, but perceived by
humans to be the same texture, Julesz [52]. There exists many different methods, which
basically can be grouped into two categories.The first one is model-based with main
modeling tool for texture are Markov Random Fields(MRF) as in, Besag [6], Cross and
Jain [18],Geman and Geman [32], Winkler [87] and spatial statistics as in Kashyap and
Chellappa [53, 12]. MRF model gives a good result for a random texture, but usually does
not capture the complexity of real textures. It depends on the parameters estimation,e.g.,
Younes [90, 91], Winkler[86], as the number of parameters increases the synthesized begin
to look more realistic yet it becomes hard to estimate them. Paget in [68] developed
a nonparameteric MRF to melt the hardness of these estimation procedures. Another
development in the MRF direction is to apply the MRF in the multiscale, as in [67] or
in the multiresolution, Lakshmanan [56, 57].
Another method is based on featuring matching, such as in Heeger and Bergen [46].
They used marginal distributions of filter outputs from a filter banks as features to match
and obtained good results for stochastic textures. De Bonet’s method [20] matched filter
output distributions to preserved dependencies across different resolutions of the original
image. Most of feature matching methods have difficulties with highly structured textures
3Figure 1.1: Random Texture - Simple Texture
Figure 1.2: Semi Regular Texture
Figure 1.3: Regular Texture
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and they need some tuning parameters which are done by trial and error and numbers of
iteration to converge.
Zhu et.al [93] combined these two methodologies by using MRF models and also do fea-
turing matching with their model so called FRAME (Filters, Random Field and Minimax
Enthropy). They show in Wu [89] that their method is equivalent to the Julesz texture
ensambles.
A recently developed method was based on a nonparametric resampling method which was
started by Efros and Leung [25]. This algorithm is based on resampling from the random
field directly, without constructing an explicit model for the distribution. Gimel’farb et.al
[37] combine this idea with their model-based interaction map (MBIM). This map showed
the inter pixel shif energy interaction, and the maximum of this energy gave the smallest
sample size of the original image that represenst the pattern of the whole one.
For the last goal, i.e. in the defect detection, is to develop procedures for the detection of
irregularities in gray scale images based on appropriate stochastic models for the data and
on a corresponding estimation and testing theory. Most of the algorithms for the detection
of irregularities in surfaces are presently based on purely heuristic arguments. Some others
are using a stochastic regression model,i.e the image consists of a deterministic part wich is
disturbed by residual modelled pixel-wise as independent, identically distributed random
variables. The algorithms typically consists of the following steps:
1. a preprocessing of the data, i.e. smoothing the image
2. the whole picture is partitioned into small square or rectangular segments
3. for each segment, a feature or summary statistic (frequently multivariate) is calcu-
lated which measures the regularity of that part of the image
4. base on the size of regularity feature, a defect is detected or not
5. again based on the size of the regularity feature and/or on the position of adjacent
defective segments the particular defect is classied.
The main differences between the algorithms originate from the use of different regularity
features, where the summary statistic of choice depends on the form of the undisturbed
5picture to be expected. The detection and classification is, then, based on more or less
heuristic arguments, mainly comparing the components of the summary statistic with
certain thresholds.
Daul et. al [19] use the local segment-wise variability of the preprocessed picture in
both coordinate directions where large values hint at tha presence of defect, and the
relation between both directional emperical variances help in classifying the defects. Scha¨l
and Burkhardt [73] and Siggelkow and Scha¨l [79] consider local averages of certain
appriopriately chosen function (e.g. monomials) of the data as regularity features which, in
particular, are chosen in such a manner to make the algorithm invariant against rotation.
Other authors concentrate on measures of the local dependence of data where defetcts
are assumed to break a regular dependence pattern. Chetverikov [14] considers a mea-
sure of the periodicity of the spatial autocorrelation function in polar coordinates as an
appropriate regularity feature for periodic texture. This feature is etimated locally for
each segment of a partition of the image, and imperfections are detected as outliers in
the feature space. Alternatively, the Fourier or related transforms of the autocorrelation
function is used for deriving regularity features as in Bahlmann et.al [5] or Ferryanto
[26, 27].
The outline of this work will be flowed as follow.
In Chapter 2 we present the two dimensional kernel smoothing method with correlated
error and particularly will be applied to the the fabric texture which has regular character-
istics. In this method we combine two major works of Friederichs in [30] and Herrmann
et.al. in [47].
Chapter 3 is devout to semi regular texture synthesis. There we study the Markov Ran-
dom Field(MRF), which usually are used to synthesis the random texture, parametrically
as e.g.,Winkler [87],Scholz [74] or non parametrically, e.g. Paget [69], [68]. Then we
propose an improved energy function in MRF to synthesis the semi regular texture.
Chapter 4 discusses the new two dimensional block bootstrap method. This idea break-
ing into our mind by reading the approaches of Efros,et.al in image quilting, [24], [25],
and the bunch sampling approach by Gimel, et.al, [37], [92], [38]. We combine this
bootstrap method with spatial error model, which has been developed by LeSage [59],
and also in Luc Anselin [4], to reduce the residual error.
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In Chapter 5 we will discuss the defect detection which is treated as multihypothesis
testing problem with the null hypothesis representing the absence of defects and the other
hypothesis representing various types of defetcs. Departure from the models undisturbed
surface, that we generated two previous chapter,i.e., texture synthesis, various summary
statistics are going to be investigated which represent the regularity of the surface in a
given part of the observation area. They are going to be used to test the null hypothesis of
absence of defects in the particular segment againts the alternatives representing different
types of defects.
Chapter 2
Regression Models with Dependent
Noise for Regular Textures
The structure of regular textures is simpler than the other two, i.e, the random and semi
regular ones. However, due to the illumination, conversion or digital data transfered, that
noise could not be ignored. Therefore, the need of some techniques to reduce or even to
clean the noise can be said crucially important in this sense.
Many techniques have been investigated for denoising images, from simple filters such as
Median, Average, and Gaussian, to the more complex mathematical formulation filters,
such as wavelet, nonparametric estimation procedure and diffusion filtering.
Chu, et.al [16] developed edge-preserving smoothers for image processing by defining a
sigma filter, i.e., a modification of the Nadaraya Watson kernel regression estimator (see,
e.g. Chu and Marron [17]). In this modification instead of using one kernel estimate,
they proposed to use two types of kernel functions and two different bandwidths. The
implementation of this method is for denoising images with i.i.d error, mean zero and
constant variance. It does improve the edge-preserving, but is weak in terms of efficiency
of noise reduction. To overcome this weakness they sugested using M smoother as an
effective method of noise reduction, which needs some background in the field of robust
M estimation (see, e.g., Huber [49]).
Polzehl and Spokoiny [72] developed a nonparametric estimation procedure for two-
dimensional piecewise constant funtions called Adaptive Weight Smoothing(AWS). In
context of image denoising, they extend the AWS procedure into a propagation-separation
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approach for local likelihood [71]. The method is especially powerful for model functions
having large homogeneous regions and sharp discontinuities.
In the wavelet world, Meyer and Coifman [65] constructed an adaptive basis of functions,
so called Brushlets, that can be used as a tool for image compresion and directional image
analysis, e.g., denoising. A year later, Cande`s introduced a new system for representing
multivariate functions, namely, the Ridgelets [9, 10]. In [11], he used monoscale Ridgelets
for representing functions that are smooth away from hyperplanes. It gives efficient rep-
resentations of smooth images with smooth edges.
Friederichs [30] had investigated the denoising method based on a nonparametric regres-
sion estimation procedure, assuming the noise is independently generated and has constant
variance. In this chapter, we are going to investigate that procedure with dependent noise,
i.e.,instead of constant variance, the noise is characterised by autocovariance.
2.1 Regression Models
To model an image as a regression, first, we consider an equidistant grid of pixels
xij =
( i
n
− 1
2n
,
j
n
− 1
2n
)
=
1
n
(i, j)− 1
2n
(1, 1), i, j = 1, . . . , n, (2.1)
in the unit square A = [0, 1]2 and a function m : [0, 1]2 → R to be estimated from data,
i.e., the gray levels of the image as follows:
Yij = m(xij) + ij , i, j = 1, . . . , n, (2.2)
where the noise is part of a stationary random field εij, −∞ < i, j < ∞, with zero-mean
and finite variance.
2.2 The Kernel Estimate of m
We use the Gasser-Mu¨ller-type kernel to estimate m(x). For that purpose we decompose
A into squares
Aij =
{
x ∈ A; i− 1
n
≤ u1 ≤ i
n
,
j − 1
n
≤ u2 ≤ j
n
}
, 1 ≤ i, j ≤ n,
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such that xij is the midpoint of Aij. We consider the following local average of the obser-
vations Yij close to a given x ∈ A,
mˆ(x, h) =
n∑
i,j=1
∫
Aij
Kh(x− u)du Yij. (2.3)
as an estimate of m(x). Where K : R2 → R is a given kernel function, and for the
bandwidth vector h = (h1, h2), the rescaled kernel is
Kh(u) =
1
h1h2
K
(u1
h1
,
u2
h2
)
To simplify notation, we write the index in the following way, z = (i, j) such that, e.g.,
the model (2.2) will be in the form
Yz = m(xz) + εz , z ∈ In = {1, . . . , n}2.
Assumption E1: εz , z ∈ Z2, is a strictly stationary random field on the integer lattice
with Eεz = 0, V ar εz = r(0) < ∞ and autocovariances
r(z) = cov(εz′+z, εz′) , z, z
′ ∈ Z2.
Assumption E2: |r(z)| = O
(
1
(|z1|+1)α(|z2|+1)α
)
if |z1|, |z2| → ∞ for some α > 2.
Lemma 2.1. Under assumptions E1, E2, there is some constant C independent of n such
that ∑
z∈In
∑
z′ /∈In
|r(z − z′)| ≤ C < ∞.
Proof: We write z = (i, j), z′ = (i′, j ′). If 1 ≤ i ≤ n and i′ ≤ 0 or i′ > n, the number of
pairs i, i′ with i − i′ = k is n for any |k| ≥ n and |k| for any |k| ≤ n. This implies that
the number of all combinations z ∈ In, z′ /∈ In with i− i′ = k, j − j ′ = l is n2 if |k| > n
or |l| > n and |kl| if |k| ≤ n and |l| ≤ n. Therefore, using Assumption E2, we have for
10 Chapter 2. Regression Models with Dependent Noise for Regular Textures
some c1 > 0 ∑
z∈In
∑
z′ /∈In
|r(z − z′)|
=
∑
|k|>n or |l|>n
n2|r(k, l)|+
∑
|k|,|l|≤n
|kl| |r(k, l)|
≤ c1
∞∑
k,l=n+2
n2
(kl)α
+ c1
n+1∑
k=1
∞∑
l=n+2
n2
(kl)α
+ c1
∞∑
k=n+2
n+1∑
l=1
n2
(kl)α
+c1
n+1∑
k,l=1
(k − 1)(l − 1)
(kl)α
≤ C < ∞
as for α > 2, e.g.,
∞∑
k=n+2
1
kα
= O
( 1
nα−1
)
,
∞∑
k=1
1
kα−1
< ∞.
Assumption M1: m is twice continuously differentiable, we use
m(α,β)(x) =
∂α
∂xβ1
∂α
∂xβ2
m(x) , α, β ≥ 0
as a notation for the derivatives of m.
Assumption K1: The kernel K is nonnegative and Lipschitz continuous with compact
support {u; ||u|| ≤ 1}, and it is normed to ∫ K(u)du = 1.
Assumption K2: K is symmetric in both directions, i.e. K(−u1, u2) = K(u1, u2) =
K(u1,−u2) for all u1, u2.
Assumption K3: K(u1, u2) = K(u2, u1) for all u1, u2.
In the following, let f(ω, ω′) denote the spectral density of the random field εij, i.e. the
Fourier transform of the autocovariances, which exists as a consequence of Assumption
E2. In particular, we have
f(0, 0) =
∞∑
i,j=−∞
r(i, j) =
∑
z
r(z).
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Proposition 2.1. Assume (1), M1, K1-K3, E1-E2. Let h1, h2 → 0 such that nh1, nh2 →
∞. Then, uniformly for all x with h1 ≤ x1 ≤ 1− h1, h2 ≤ x2 ≤ 1− h2, we have
a)If H =
(
h1 0
0 h2
)
, i.e., the bandwidth matrix is diagonal, then the bias is
Emˆ(x, H)−m(x) = 1
2
VK(h
2
1m
(2,0)(x) + h22m
(0,2)(x))2 + o(||h||2) + O
( 1
n
)
(2.4)
b)If H =
(
h11 h12
h12 h22
)
is arbitrary symmetric and positive definite, then the bias is
Emˆ(x, H)−m(x) = 1
2
VK
(
(h21c
2 + h22s
2)m(2,0)(x) + (h21s
2 + h22c
2)m(0,2)(x)
+ 2(h22 − h21)sc m(1,1)
)2
+ o(||h||2) + O
( 1
n
)
(2.5)
where c = cos α, s = sin α , and h11 = h1 cos
2 α+h2 sin
2 α, h12 = (h2−h1) sin α cos α, h22 =
h1 sin
2 α + h2 sin
2 α, det(H) = h1h2
c)and the variance will be
V ar mˆ(x, H) =
1
n2h1h2
f(0, 0)QK + O
(h1 + h2
n3h21h
2
2
)
(2.6)
where the constants VK =
∫
u21K(u)du =
∫
u22K(u)du and QK =
∫
K2(u)du depend only
on the kernel K.
Proof:
a) and b) The bias of mˆ(x, h) is identical to the bias for i.i.d. residuals εij, and the result
follows as a special case from Proposition 2.4 in [30].
c)V ar mˆ(x, h) =
∑
z,z′∈In
∫
Az
Kh(x− u)du
∫
Az′
Kh(x− v)dv cov(εz, εz′)
=
∑
z,z′∈In
r(z − z′)
∫
Az
∫
Az′
Kh(x− u){Kh(x− v)−Kh(x− u)}dv du
+
∑
z,z′∈In
r(z − z′) 1
n2
∫
Az
K2h(x− u)du
= V1 + V2
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where we have used the Lebesgue measure of Az′ is
1
n2
and
1
h1h2
QK =
∫
K2h(u)du =
∫
K2h(x− u)du
=
∑
z∈In
∫
Az
K2h(x− u)du
where the last relation follows from the fact that |x1 − u1| > h1, |x2 − u2| > h2 for all
u /∈ A = [0, 1]2, therefore, Kh(x− u) = 0 for all u /∈ A. Then we get∣∣∣V2 − f(0, 0)
n2h1h2
QK
∣∣∣ = 1
n2
∣∣∣∑
z∈In
{ ∑
z′∈In
r(z − z′)− f(0, 0)
}∫
Az
K2h(x− u)du
∣∣∣
≤ 1
n4h21h
2
2
CK
∑
z∈In
∣∣∣ ∑
z′∈In
r(z − z′)− f(0, 0)
∣∣∣
where CK = maxu K(u). As we can write f(0, 0) as
f(0, 0) =
∑
z′∈Z2
r(z − z′)
for arbitrary z, we get from Lemma.2.1∣∣∣V2 − f(0, 0)
n2h1h2
QK
∣∣∣ = O( 1
n4h21h
2
2
)
.
Now, using that K is Lipschitz continuous with constant, say, LK , we have
|V1| ≤
∑
z,z′∈In
|r(z − z′)|
∫
Az
∫
A′z
Kh(x− u)LK h1 + h2
h21h
2
2
||u− v||dudv
≤ LK h1 + h2
n3h21h
2
2
∑
z∈In
∫
Az
Kh(x− u)du
∑
z′∈In
(|z1 − z′1|+ |z2 − z′2|+ 2)|r(z − z′)|
≤ LK h1 + h2
n3h21h
2
2
∑
z∈In
∫
Az
Kh(x− u)du
∞∑
k,l=−∞
(|k|+ |l|+ 2) · |r(k, l)|
= O
(h1 + h2
n3h21h
2
2
)
using Assumption E2 and
∫
Kh(x − u)du = 1. For the second inequality, we have used
that for u ∈ Az, v ∈ Az′ we have
||u− v|| ≤ |u1 − v1|+ |u2 − v2| ≤ 1
n
(|z1 − z′1|+ 1 + |z2 − z′2|+ 1)
and the Lebesgue measure of Az′ is
1
n2
.
2.3. Estimating the Scaling Parameter f(0, 0) 13
2.3 Estimating the Scaling Parameter f(0, 0)
To estimate f(0, 0) we proceed similarly as in [47] and consider asymmetric differences
as approximations of the residuals εz, z ∈ In = {1, . . . , n}2. Let M be some integer with
1  M  n, and set
µ = (M + 1, M + 1) , ν = (M + 1,−M − 1).
Let |z| = |z1|+ |z2| denote the `1-norm of z. Then, |µ| = |ν| = 2(M + 1), and set
∆y =
|µ|
|µ|+ |y| , 1−∆y =
|y|
|µ|+ |y| .
define
ε˜z,y = Yz −∆y Yz−y − (1−∆y) Yz+µ , y1 ≥ 0, y2 > 0,
ε˜z,y = Yz −∆y Yz−y − (1−∆y) Yz+ν , y1 > 0, y2 ≤ 0,
ε˜z,0 = Yz − 1
2
(Yz−µ + Yz+µ)
ε˜z,y = Yz −∆y Yz−y − (1−∆y) Yz−µ , y1 ≤ 0, y2 < 0,
ε˜z,y = Yz −∆y Yz−y − (1−∆y) Yz−ν , y1 < 0, y2 ≥ 0. (2.7)
The particular choice of the ε˜z,y is not important for the argument as long as it contains
Yz and Yz−y and other terms which differ from z, z− y and among themselves by at least
M + 1 in `1-norm. The above choice simplifies notation as far as possible.
For given y, let Zy be the set of all z for which ε˜z,y can be calculated from the available
sample {Yz, z ∈ In}, e.g. Zy = {z ∈ In; z − y, z + µ ∈ In} if y1 ≥ 0, y2 > 0. Let
Ny denote the number of elements in Zy. Then, consider the following estimates of the
autocovariances r(y), ||y||∞ = max(|y1|, |y2|) ≤ M :
rˆ(0) =
2
3
1
N0
∑
z∈Z0
ε˜2z,0
rˆ(y) = − 1
2∆y
1
Ny
∑
z∈Zy
ε˜2z,y + Γyrˆ(0) , ||y||∞ ≤ M, y 6= 0
with Γy =
1
2∆y
{1 + ∆2y + (1−∆y)2}.
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A straightforward calculation shows that these estimates are unbiased if the random field
εz is M -dependent, i.e., εz, εζ are independent if |z1− ζ1| > M or |z2− ζ2| > M. Now, we
approximate f(0, 0) =
∑
y r(y) by truncating the sum outside of ||y||∞ ≤ M and replacing
the autocovariances by their estimates, i.e., we estimate f(0, 0) by
fˆM(0, 0) =
∑
||y||∞≤M
rˆ(y).
To show consistency, we have to assume that not only the autocovariances but also the
cumulants of fourth order are summable.
Assumption E3: Assume ε4z < ∞. Let
κ(ζ, η, ξ) = E εzεz+ζεz+ηεz+ξ − {r(ζ)r(η − ξ) + r(η)r(ζ − ξ) + r(ξ)r(ζ − η)},
z ∈ Z2 arbitrary, ζ, η, ξ ∈ Z2, denote the fourth order cumulants of the zero-mean random
field εz, z ∈ Z2 and assume ∑
ζ,η,ξ∈Z2
|κ(ζ, η, ξ)| < ∞.
Proposition 2.2. Let Yz, z ∈ In, be a sample from the regression model (2.2). Assume
M1, E1-E3. Then, for M, n → ∞ such that M2
n
→ 0, fˆM(0, 0) is a consistent estimator
of f(0, 0), and
1. |bias fˆM(0, 0)| = |EfˆM (0, 0)− f(0, 0)| = O
(
1
Mα−1
)
,
2. V ar fˆM(0, 0) = O
(
M4
n2
)
.
Proof:
a) A straightforward calculation shows
Erˆ(0) = r(0)− 4
3
r(µ) +
1
3
r(2µ) (2.8)
Erˆ(y) = r(y) +
1−∆y
∆y
r(µ)− 4
3
Γyr(µ) +
1
3
Γyr(2µ)− (1−∆y)r(µ + y) (2.9)
for y1 ≥ 0, y2 > 0, ||y||∞ ≤ M
Erˆ(y) = r(y) +
1−∆y
∆y
r(ν)− 4
3
Γyr(µ) +
1
3
Γyr(2µ)− (1−∆y)r(ν + y) (2.10)
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for y1 > 0, y2 ≤ 0, ||y||∞ ≤ M and analogous expressions for y1 ≤ 0. As
f(0, 0) =
∑
||y||∞≤M
r(y) +
∑
||y||∞>M
r(y) ,
we can write the bias of fˆM (0, 0) in the following form
EfˆM (0, 0)− f(0, 0) = −
∑
||z||∞>M
βzr(z)
as all the remainder terms r(µ), r(ν), r(µ + y), r(ν + y), r(2µ) in equations (2.8)-(2.10)
have indices with sup-norm > M. Moreover, a comparison of the coefficients shows that
for some constant c > 0
|βµ|, |β−µ|, |βν|, |β−ν|, |β2µ|, |β−2µ| ≤ cM2
and 1 ≤ |βz| ≤ 32 for all other ||z||∞ > M, where we use, e.g.,
∑
y1≥0,y2>0,||y||∞≤M
∆y
1−∆y =
M∑
y1=0
M∑
y2=1
|y1|+ |y2|
2(M + 1)
= O(M2),
∑
y1≥0,y2>0,||y||∞≤M
Γy = O(M
2), 0 ≤ ∆y
1−∆y , ∆y ≤ 1.
Therefore, again for some constant c > 0, using, e.g., r(−µ) = r(µ),
|EfˆM(0, 0)− f(0, 0)| ≤c ·
∑
||y||∞>M
|r(z)|+ cM2(|r(µ)|+ |r(ν)|+ |r(2µ)|)
=O
( 1
Mα−1
)
+ O
( M2
M2α
)
=O
( 1
Mα−1
)
as, by Assumption E2, e.g., |r(µ)| = O
(
1
(M+2)2α
)
= O
(
1
Mα−1
)
and
∑
||y||∞>M
|r(y)| ≤ O
( 1
Mα−1
)
.
b) To get a bound on the variance of fˆM(0, 0), we remark that it may be written as a
bilinear form in the data Yz, z ∈ In = {1, . . . , n}2
fˆM(0, 0) =
∑
z,y∈In
szyYzYy
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which follows immediately from the definition. By a straightforward, but lengthy calcu-
lation, using also that Ny ∼ n2 as M2n → 0, we get
|szy|


≤ cM2
n2
if z = y, z − y = ±µ, z − y = ±2µ
≤ c 1
n2
if ||z − y||∞ ≤ 2M + 1, z − y 6= ±µ
= 0 if ||z − y||∞ ≥ 2(M + 1), z − y 6= ±2µ
(2.11)
Using Yz = EYz + εz, we decompose
V ar fˆM(0, 0) = V ar(
∑
z,y∈In
szyYzYy)
= V ar
( ∑
z,y∈In
szy{εzεy + εzEYy + εyEYz}
)
≤ 2 V ar( ∑
z,y∈In
szyεzεy
)
+ 2 V ar
( ∑
z,y∈In
(szy + syz)εyEYz
)
= 2V1 + 2V2.
As, by Assumption M1, EYz = m(xz) is bounded uniformly in z ∈ In we have for some
c > 0
|V2| ≤ c
∑
z,y,ζ,η∈In
|(szy + syz)(sζη + sηζ)| |r(y − η)|
≤ c
∑
ξ∈Z2
|r(ξ)|
∑
z,y,ζ∈In
|(szy + syz)(sζ,y+ξ + sy+ξ,ζ)|
= O
(M4
n2
)
as |r(ξ)| is summable by Assumption E2. For the last relation, we have used, e.g., that
by (2.11)
∑
y∈In
szy ≤ 5 · c · M
2
n2
+
∑
||z−y||∞≤2M+1
c
n2
= O
(M2
n2
)
(2.12)
for all z ∈ In and
∑
z,y∈In
szy = O
(M2
n2
)
·
∑
z∈In
1 = O(M2). (2.13)
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Using a well-known identity, given, e.g., in Theorem 8.2.4 of Anderson [3],
V1 = V ar(
∑
z,y∈In
szyεzεy)
=
∑
z,y,ζ,η∈In
szysζη{2r(z − ζ)r(y− η) + κ(y − z, ζ − z, η − z)}
= 2V11 + V12.
Using (2.11), we immediately have
V12 ≤ c2M
4
n4
∑
z∈In
[ ∑
y,ζ,η∈Z2
|κ(y − z, ζ − z, η − z)|
]
= O
(M4
n2
)
by Assumption E3 and as In has n
2 elements. Also using (2.11),
V11 ≤
∑
z,y∈In
|szy| ·
∑
ζ,η∈Z2
|sz+ζ,y+η| |r(ζ)r(η)|
≤ cM
2
n2
∑
z,y∈In
|szy|(
∑
ζ∈Z2
|r(ζ)|)2
= O
(M4
n2
)
as the autocovariances are summable and using (2.13).
Lemma 2.2. Assume E1-E3. Let αzy, βz ∈ R, z, y ∈ {1, . . . , n}2 = In, with αzy = 0 if
||z − y||∞ > L for some L, and the number of z ∈ In with βz 6= 0 is at most `. Then,
a) V ar
(∑
z,y∈In αzyεzεy
)
≤ C n2L2 supz,y∈In α2zy
b) V ar
(∑
z∈In αzεz
)
≤ C ` supz∈In β2z
for some constant C > 0 independent of n and αzy, βz, z, y ∈ In.
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Proof:
a) Using again the cumulant identity of, e.g., Theorem 8.2.4 of Anderson [3],
V ar
( ∑
z,y∈In
αzyεzεy
)
=
∑
z,y,ζ,η∈In
αzyαζη{2r(z − ζ)r(y − η) + κ(y − z, ζ − z, η − z)}
=2V1 + V2.
Let A denote the supremum of |αzy|, z, y ∈ In. Then, we have
V2 ≤ A2
∑
z,y,ζ,η∈In
1[0,L](||z − y||∞)|κ(y − z, ζ − z, η − z)|
≤ A2
∑
z,ζ,η
{∑
y∈In
1[0,L](||y||∞) · |κ(y, ζ, η)|
}
≤ A2n2
∑
ζ,η
{∑
y
1[0,L](||y||∞) ·
∑
y
|κ(y, ζ, η)|
}
≤ CA2n2L2
as |κ(y, ζ, η)| is summable by Assumption E3.
b)
V ar
(∑
z∈In
βzεz
)
=
∑
z,y∈In
βzβyr(z − y)
=
∑
z,ζ
βzβz+ζr(ζ)
≤ sup
z∈In
|βz|
∑
z
|βz|
∑
ζ
|r(ζ)|
≤ ` sup
z∈In
β2z
∑
ζ
|r(ζ)|,
as |r(ζ)| is summable by Assumption E2.
Assumption E4: Assume E|εz|k < ∞ for all k ≥ 1 and that the k-th order cumulants of
the random field εz, z ∈ Z2, are absolutely summable for all k ≥ 1.
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Lemma 2.3. Assume E1, E2 and E4. Let αzy, βz, z, y ∈ In be as in Lemma 2.2. Then,
for all k ≥ 1,
a) E(
∑
z,y∈In αzy{εzεy − r(z − y)})2k ≤ Ckn2kL2k supz,y∈In |αzs|2k
b) E(
∑
z∈In βzεz)
2k ≤ Ck ` supz∈In |βz|2k
for some constant Ck independent of n and αzy, βz, z + y ∈ In.
This lemma can be shown analogously to Lemma 2.2. It has been formulated as Lemma
1 of [47] for the one-dimensional case. A direct consequence of Proposition 2.2 is:
Corollary 2.1. Under the assumptions of Proposition.2.2, for M = c ·n1/(1+α) with some
constant c we get
mse fˆM(0, 0) = O(n
−2 α−1
α+1 ) = o(n−
2
3 ).
Proof:
By Proposition 2.2,
mse fˆM(0, 0) = O
( 1
M2(α−1)
)
+ O
(M4
n2
)
.
For M = c · n−(1+α), the squared bias and the variance bounds are of the same order
n−2(α−1)/(α+1) which is of smaller order than n−2/3 for α > 2.
2.4 Selecting the smoothing parameter
The performance of the estimate depends crucially on the bandwidth h = (h1, h2) of
mˆ(x, h). We consider the problem of selecting an optimal global bandwidth hopt such that
mean integrated squared error
mise mˆ(·, h) =
∫
E(mˆ(x, h)−m(x))2wh(x)dx
is asymptotically minimized. wh is a weight function with support {x; h1 ≤ x1 ≤ 1 −
h1, h2 ≤ x2 ≤ 1−h2} and
∫
wh(x)dx = 1 which we employ, for sake of simplicity, to avoid
boundary effects.
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Proposition 2.3. Under the assumptions of Proposition 2.1, we have for h1, h2 → 0 such
that nh1, nh2 →∞
mise mˆ(·, h) = amise mˆ(·, h) + o(h41 + h42) + O
( 1
n2
)
+ O
(h1 + h2
n3h21h
2
2
)
where the asymptotic mean integrated squared error is given by
amise mˆ(·, h) = 1
4
V 2K{h41I20 + h42I02 + 2h21h22I11}+
f(0, 0)QK
n2h1h2
with Ikl =
∫
(m(2,0)(x))k(m(0,2)(x))lwh(x)dx, 0 ≤ k, l ≤ 2.
This result follows from Proposition 2.1 in exactly the same manner as Proposition 2.7 of
[30]. As in Proposition 2.9 of [30], an immediate consequence is
Corollary 2.2. Under the assumptions of Proposition 2.1,
• amse mˆ(·, h) is minimized for hASY = (h1ASY , h2ASY ) given by
h121ASY =
(f(0, 0)Qk
2n2V 2k
)2 |m(0,2)(x)|
|m(2,0)(x)|5
h122ASY =
(f(0, 0)Qk
2n2V 2k
)2 |m(2,0)(x)|
|m(0,2)(x)|5
• amise mˆ(·, h) is minimized for hIASY = (h1IASY , h2IASY ) given by
h61IASY =
f(0, 0)QK
n2V 2K
(
I02
I20
) 3
4 1√
I20I02 + I11
h62IASY =
f(0, 0)QK
n2V 2K
(
I20
I02
) 3
4 1√
I20I02 + I11
=
(
I20
I02
) 3
2
ha1.
As the only difference between the case of i.i.d. residuals εz and a stationary random field
εz is the replacement of V ar(εz) by f(0, 0) in the formulas for amse mˆ(·, h), amise mˆ(·, h),
hASY and hIASY , it follows exactly as in Remark 2.11 of [30] that the optimal bandwidth
hopt minimizing amse and mise mˆ(·, h) and the bandwidth hASY and hIASY minimizing
its asymptotic approximation are asymptotically equivalent, i.e. we have
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Proposition 2.4. Under the assumptions of Proposition 2.1
hMSE = hASY + o(n
− 1
3 ).
hMISE = hIASY + o(n
− 1
3 ).
If, additionally, m is four times continuously differentiable
hMSE = hASY + o(n
− 1
2 ).
hMISE = hIASY + o(n
− 1
2 ).
Assumption K4: The kernel K is twice continuously differentiable, and all partial deriva-
tives of order 2 are Lipschitz continuous.
2.5 Estimating the second derivative of m
The asymptotically optimal bandwidth ha cannot be evaluated as f(0, 0) and the integrals
I20, I02, I11 are not known. We estimate f(0, 0) by fˆM(0, 0). To get estimates of the
integrals, we consider kernel estimates of the derivatives m(2,0) and m(0,2) :
mˆ(2,0)(x, h) =
n∑
i,j=1
∫
Aij
K
(2,0)
h (x− u)du Yij
mˆ(0,2)(x, h) =
n∑
i,j=1
∫
Aij
K
(0,2)
h (x− u)du Yij
where K
(2,0)
h , K
(0,2)
h denote the second derivatives of Kh(u) with respect to u1 resp. u2,
i.e.
K
(2,0)
h (u) =
1
h31h2
∂2
∂u21
K
(u1
h1
,
u2
h2
)
, K
(0,2)
h (u) =
1
h1h32
∂2
∂u22
K
(u1
h1
,
u2
h2
)
.
Plugging the derivative estimates into the integrands, we get
Iˆkl(h) =
∫
(mˆ(2,0)(x, h))k(mˆ(0,2)(x, h))lwh(x)dx , 0 ≤ k, l ≤ 2.
In practice, we would approximate the integral by an average over the grid points xij
which makes an asymptotically negligible difference only. Now, we are confronted with the
problem of choosing the bandwidth h = (h1, h2) for the derivative estimates mˆ
(2,0), mˆ(0,2),
which, for sake of simplicity, we have chosen as equal. We proceed iteratively using the
plug-in algorithm of [31] in the two-dimensional form of [30].
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2.6 Data-Adaptive Smoothing Parameters
2.6.1 Two Bandwidth Parameters
(I0) Initial step: Estimate f(0, 0) by fˆM(0, 0) and set hˆ
(0)
1 = n
−1, hˆ(0)2 = n
−1.
(I1) Iteration from i− 1 to i, i = 1, . . . , i∗ : Inflate the previous bandwidth hˆ(i−1) by a
factor nβ:
hˆ
(i−1)
β = n
βhˆ(i−1) and set
hˆ
(i)
1 =
(
fˆM (0, 0)QK
n2V 2K
) 1
6
(
Iˆ02(hˆ
(i−1)
β )
Iˆ20(hˆ
(i−1)
β )
) 1
8

 1√
Iˆ20(hˆ
(i−1)
β )Iˆ02(hˆ
(i−1)
β ) + Iˆ11(hˆ
(i−1)
β )


1
6
hˆ
(i)
2 =
(
Iˆ20(hˆ
(i−1)
β )
Iˆ02(hˆ
(i−1)
β )
) 1
4
hˆ
(i)
1
(I2) Iteration from j = 1, ..., j∗ repeat
hˆi
∗+j
1 (x) =
(
fˆM(0, 0)Qk
n2V 2k
1
S1
) 1
6
hˆi
∗+j
2 (x) =
(
fˆM(0, 0)Qk
n2V 2k
1
S2
) 1
6
where S1 is the maximum of 2
|mˆ(2,0)(x;nβHˆ(i∗+j−1))| 52
|mˆ(0,2)(x;nβHˆ(i∗+j−1))| 12
itself or its smoothed version (with
bandwidths of the previous iteration step) and S2 is the maximum of 2
|mˆ(0,2)(x;nβHˆ(i∗+j−1))| 52
|mˆ(2,0)(x;nβHˆ(i∗+j−1))| 12
itself or its smoothed version, where
Hˆ(i−1) =
(
c1hˆ
(i−1)
1 0
0 c2hˆ
(i−1)
2
)
c1 and c2 are constants. As in the [30], in step 2 and 3 bandwidths are restricted to the
interval [ 1
2
√
n
, 1
2
]. If they happend to be outside, then their values are set to be 1
2
√
n
,or 1
2
resp.
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2.6.2 Three Bandwidth Parameters
For three bandwidth parameters the algorithm does not change for the first and second
step. In step 3 estimators for α, h1, h2 are obtained using the AMSE-optimal formulas,
(2.5). However, the main problem in these estimators is the possibility of undefiniteness
in the Hessian matrix of the AMSE, i.e.
AMSE(x, H) = V 2k
(
(h21c
2 + h22s
2)m(2,0) + (h21s
2 + h22c
2)m(0,2)
+2(h22 − h21)m(1,1))sc
)2
+ f(0,0)Qk
2n2V 2
k
(2.14)
αASY =
{
0, if m(0,2)(x)−m(2,0)(x) = 0
1
2
arctan 2m
(1,1)(x)
m(0,2)(x)−m(2,0)(x) , otherwise
(2.15)
h1ASY =
(f(0, 0)Qk
2n2V 2k
) 1
6 |z| 112
|u| 512
h2ASY =
(f(0, 0)Qk
2n2V 2k
) 1
6 |u| 112
|z| 512
with
u =
(
cos α sin α
)(m(2,0) m(1,1)
m(1,1) m(0,2)
)(
cos α
sin α
)
z =
(
cos α − sin α)(m(2,0) m(1,1)
m(1,1) m(0,2)
)(
cos α
− sin α
)
if
M =
(
m(2,0) m(1,1)
m(1,1) m(0,2)
)
(2.16)
is indefinite, then we are running into the problem mentioned, since we are going to get
sign(u) 6= sign(z) or u = 0 or z = 0, and this causes the bandwidth h1 and h2 are going
to be out of control. There are several proposals to overcome this problem, the easiest
way is using the modified Cholesky decomposition, e.g. [36], a method to transform
the indefinite matrix into definite matrix. However, for a 2 x 2 matrix as our case, this
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decomposition has the tendency to make the component of the matrix bigger in order to
get the determinant matrix greater than zero.
Terrell and Scott in [80], in the case of a multivariate balloon estimator given by
fˆ =
1
n|B(x)|
n∑
i=1
K(B(x)−1(x− xi))
where B is a scaling matrix dependent upon the point estimation, K is the kernel, showed
the asymptotic bias of this estimator can be approximated by
|Bias(x)| = b
2
A
tr(AtSxA)
where tr denote the trace of matrix and Sx is the Hessian matrix. Here, the scaling
matrix B at some estimation point x can be rewritten as bA where |A| = 1. We can see
that the AMSE of this estimator also has a problem with indefiniteness. In the case of
Sx indefinite, they suggest to choose A, so that the AMSE at these points can be made
negligible compared to those points which have definiteness. The justification lies in the
direction of the curvature of f . When the curvature is upward in some directions and
downwards in others, A can be chosen to make the positive and negative terms in the
bias of the appropriate order cancel.
But, in our case, the AMSE of the changes of that vector means to perturb the angle, i.e.,
α, and the angle is formulated by the derivative of the kernel itself, see, (2.15). Therefore
we propose the following way to transform the indefiniteness out of matrix M .
Proposition 2.5. Let α follows(2.15) and M be given by (2.16) indefinite. Let θ =
m(0,2)−m(2,0)√
4(m(1,1))2+(m(0,2)−m(2,0))2
• if m(2,0) < 0 and m(0,2) > 0 then intuitively we want to perturb the value of m(2,0) to
avoid indefiniteness, and we propose the following changes
m(2,0)
∗
=
{
m(0,2) + 2m
(1,1)θ√
1−θ2 , if m
(1,1) > 0
m(0,2) − 2m(1,1)θ√
1−θ2 , if m
(1,1) < 0
• Similarly, if m(2,0) > 0 and m(0,2) < 0
m(0,2)
∗
=
{
m(2,0) + 2m
(1,1)θ√
1−θ2 , if m
(1,1) > 0
m(2,0) − 2m(1,1)θ√
1−θ2 , if m
(1,1) < 0
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where m(2,0)
∗
and m(0,2)
∗
are the new value of m(2,0) and m(0,2) respectively. m(2,0)
∗
and
m(0,2)
∗
are positive.
Proof.
α =
1
2
arctan
2m(1,1)(x)
m(0,2)(x)−m(2,0)(x)
⇔ tan(2α) = 2m
(1,1)
m(0,2) −m(2,0)
⇔ cos2(2α) = (m
(0,2) −m(2,0))2
4(m(1,1))2 + (m(0,2) −m(2,0))2
⇔ α = 1
2
arccos
( m(0,2) −m(2,0)√
4(m(1,1))2 + (m(0,2) −m(2,0))2
)
We let θ = m
(0,2)−m(2,0)√
4(m(1,1))2+(m(0,2)−m(2,0))2
and by direct substitution of m(2,0)
∗
to m(2,0) or m(0,2)
∗
to m(2,0) we get the result.
The geometric interpretation of this proposition is that we rotate the smoothing ellipse
by pi
2
. Since by this substitution we rotate θ to be −θ, and we know that the arccos(−θ) =
arccos(θ) + pi this implies α∗ = 1
2
(arccos(θ) + pi) = α + pi
2
.
Remark 2.1. This proposition does not guarantee that we get definiteness in one step.
Therefore in the next steps, we are going to tune the α small enough until det(M) > 0.
Corollary 2.3. The new bandwidth will be
h∗1 = K
(∣∣∣u + a
z + b
∣∣∣ 32 1
2(u + a)(z + b)
) 1
6
h∗2 = K
(∣∣∣ z + b
u + a
∣∣∣ 32 1
2(u + a)(z + b)
) 1
6
where
u = sin2 αm(2,0) + cos2 αm(0,2) + 2 sin α cos α m(1,1)
z = cos2 αm(2,0) + sin2 αm(0,2) − 2 sin α cos α m(1,1)
and
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• if m(2,0) < 0, m(0,2) > 0
a = m(0,2) −m(2,0) − 4 sin α cos α m(1,1)
b = m(0,2) −m(2,0) + 4 sinα cos α m(1,1)
• if m(2,0) > 0, m(0,2) < 0
a = m(2,0) −m(0,2) − 4 sin α cos αm(1,1)
b = m(2,0) −m(0,2) + 4 sin α cos αm(1,1)
and the differences are
h∗1 − h1 = O(z−5/12)
h∗2 − h2 = O(u−5/12)
provided (u + a) > 0 and (z + b) > 0
Proof. Direct calculation from the definition of AMSE (2.14), and substitution of α with
α∗ and m(2,0), m(1,1) with m(2,0)
∗
, m(1,1)
∗
respectively.
h∗1 − h1 = K
[(∣∣∣u + a
z + b
∣∣∣3/2 1
2(u + a)(z + b)
)1/6
−
(∣∣∣u
z
∣∣∣3/2 1
uz
)]1/6
= K
[ (u + a)1/12
21/6(z + b)5/12
− u
1/12
z5/12
]
≤ K
[ (u1/12 + a1/12)
21/6(z5/12 + b5/12)
− u
1/12
z5/12
]
= K
[ u1/12
21/6(z5/12 + b5/12)
− u
1/12
z5/12
+
a1/12
21/6(z5/12 + b5/12)
]
≤ K1
z5/12 + b5/12
= O(z−5/12)
By the same way we get h∗2 − h2 = O(u−5/12)
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2.7 The Asymptotic properties
We get the following main result analogously to Theorem 4.1 of [30] under two additional
assumptions.
Assumption M2: m(x) is four times continuously differentiable, and all partial derivatives
of order 4 are Ho¨lder continuous with some exponent δ > 0, i.e. for some c > 0 and all
x, x′ and 0 ≤ i, j ≤ 4 with i + j = 4∣∣∣∣ ∂4∂xi1∂xj2 m(x)−
∂4
∂xi1∂x
j
2
m(x′)
∣∣∣∣ ≤ c||x− x′||δ.
Assumption W1: The weight function wh(x) is twice continuously differentiable in x, and
for any fixed δ > 0 we have uniformly in {x; δ ≤ x1, x2 ≤ 1− δ} that wh(x) → 1 and all
partial derivatives of wh(x) up to order 2 converge to 0.
Theorem 2.1. Assume that the data are generated by model in (2.3) and that the as-
sumptions M1, M2, K1-K4, W1, E1, E2 with α ≥ 3, E4, are satisfied. Let β = 1
6
in the
iterative step (I1). Assume furthermore that I20, I02 6= 0 and
√
I20I02 + I11 6= 0. Then,
hˆ
(7)
MISE = hMISE−opt
(
1 + O(n−
1
3 ) + Op(n
−1)
)
hˆ
(7)
MSE = hMSE−opt
(
1 + O(n−
1
3 ) + Op(n
− 1
2 )
)
as in the case of i.i.d. noise if we choose M = c ·n1/(1+α) for some constant c > 0, α ≥ 3.
Moreover, further iterations hˆ(i), i > 7, do not improve the estimates further.
Proof. The proof of the bandwidth estimator, follows strictly the proof of Theorem 4.1.
from [30]. Instead of using the Whittle ’s inequality [84], we apply
E
( N∑
k=1
N∑
i=1
cik(XiXj − E(XiXj))
)2α
≤ Cα
( N∑
k=1
N∑
i=1
c2ik
)α
E
( n∑
i=1
βiXi
)2α
≤ cα
( n∑
i=1
β2
)α
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where α is a positive integer, and cik are real numbers, and Xi, i = 1, ..., N , independent
random variables with expectation zero. The constant Cα is positive and depends on the
moments of Xi. We are using Lemma 2.3 to replace the independent random variables in
Whittle’s result with the correlated ones.
In the proof, bandwidths h1 dan h2 are considered which are random variables and have
values in the interval [ 1
2n
, δ] such that there are no boundary effects to be considered. In
some places it is assumed that nonrandom bandwidths h˜1 and h˜2 exist which approximate
the random h1 and h2 in the following way
h1 = h˜1(1 + op(N
γ)) (2.17)
h2 = h˜2(1 + op(N
γ)) (2.18)
for some γ > 0 and N = n2. Further, it is assumed that h˜1 and h˜2 are of the same order
and converge to zero. The existence of such h˜1 and h˜2 and all other assumptions on h1
and h2 will be ensured during the iteration steps.
First consider,
(
mˆ(2,0)(x, h)
)2
=
[ N∑
z=1
∫
Az
K
(2,0)
h (x− u)du (m(xz) + z)
]2
=
[ N∑
z=1
∫
Az
K
(2,0)
h (x− u)du m(xz)
]2
(2.19a)
+ 2
N∑
z=1
N∑
z′=1
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)du dv m(xz)z′ (2.19b)
+
N∑
z=1
N∑
z′=1
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)du dv zz′ (2.19c)
Denote (2.19a) by B2(x, h), (2.19b) by M(x, h) and decompose it in two parts, that is,
M1(x, h) = 2
N∑
z=1
N∑
z′=1
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)
(
m(xz)−m(xu)
)
du dvz′
(2.20a)
M2(x, h) = 2
N∑
z=1
N∑
z′=1
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)m(xu)du dvz′ (2.20b)
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Denote (2.19c) by V(x, h) and decompose it as follows
V1(x, h) =
N∑
z=1
N∑
z′=1
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)du dv cov(z, z′) (2.21a)
V2(x, h) =
N∑
z=1
N∑
z′=1
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)du dv
(
zz′ − cov(z, z′)
)
(2.21b)
We proceed first to calculate V1 following proposition 2.1
V1(x, h) =
N∑
z=1
N∑
Z′=1
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)du dv cov(z, z′)
=
∑
z,z′∈IN
r(z − z′)
∫
Az
∫
Az′
K
(2,0)
h (x− u)
{
K
(2,0)
h (x− v)−K(2,0)h (x− u)
}
du dv
+
∑
z,z′∈IN
r(z − z′) 1
N
∫
Az
(
K
(2,0)
h (x− u)
)2
du
= V1 + V2
We use
1
h31h2
Q
(2,0)
k =
∫ (
K(2,0)(u)
)2
du =
∫ (
K(2,0)(x− u)
)2
du
=
∑
z∈IN
∫
Az
(
K(2,0)(x− u)
)2
du
∣∣∣V2 − f(0, 0)
Nh31h2
Q
(2,0)
k
∣∣∣ = 1
N
∣∣∣∑
z∈IN
{∑
z′∈IN
r(z − z′)− f(0, 0)
}∫
Az
(
K
(2,0)
h (x− u)
)2
du
∣∣∣
≤ 1
N
λ(Az) max
u
(
K
(2,0)
h (x− u)
)2 ∑
z∈IN
∣∣∣∑
z′∈IN
r(z − z′)− f(0, 0)
∣∣∣
=
1
N2h61h
2
2
max
u
(
K
(2,0)
h (x− u)
)2
= O
( 1
N2h61h
2
2
)
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since
∑
z∈IN
∣∣∣∑z′∈IN r(z − z′)− f(0, 0)
∣∣∣ < ∞ by Lemma 2.1 and maxu(K(2,0)h (x− u))2 =
C
(2,0)
k a constant.
|V1| ≤
∑
z,z′∈IN
∣∣∣r(z − z′)∣∣∣ ∫
Az
∫
Az′
K
(2,0)
h
{
K
(2,0)
h (x− v)−K(2,0)h (x− u)
}
du dv
≤ Lk h1 + h2
N3/2h21h
2
2
∑
z∈IN
∫
Az
K
(2,0)
h (x− u)du
∞∑
k,l=−∞
(|k|+ |l|+ 2)|r(k, l)|
= o(1)
Since for N →∞,∑z∈IN ∫Az K(2,0)h (x−u)du = ∫ K(2,0)h (x−u)du = 0 due the the definition
of kernel derivative, and
∑∞
k,l=−∞(|k|+ |l|+ 2) |r(k, l)| ≤ C < ∞ due to assumption E2.
We get
V1 = f(0, 0)
Nh31h2
Q
(2,0)
k + O
( 1
N2h61h
2
2
)
+ o(1)
if 1
h1
= op(n),
1
h2
= op(n) and h1, h2 = op(1) then
V1 = f(0, 0)
Nh31h2
Q
(2,0)
k + O(N
2) + o(1) (2.22)
V2(x, h) =
N∑
z=1
N∑
z′=1
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)du dv
(
zz′ − cov(z, z′)
)
=
N∑
z=1
N∑
z′=1
azz′(x, h)
(
zz′ − r(z − z′)
)
where
azz′(x, h) =
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)du dv
=
1
h61h
2
2
∫
Az
∫
Az′
K(2,0)
(
H−1
(
x1 − u1
x2 − u2
))
K(2,0)
(
H−1
(
x1 − v1
x2 − v2
))
du dv
We use the discrete lattice approximation of the bandwidths h1, h2, that is, H
ρj
j,N , j = 1, 2
is a set of bandwidth with the following properties #H
ρj
j,n = N
ρj , maxhj∈[ 12n , 12 ] minh¯j∈H
ρj
j,N
|hj−
h¯j| ≤ Nρj , to calculate
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∣∣∣Nh¯51h¯2 N∑
z=1
N∑
z′=1
azz′(x, h¯)
(
zz′ − cov(z, z′)
)∣∣∣
≤ sup
h¯j∈H
ρj
j,N
∣∣∣Nh¯51h¯2 N∑
z=1
N∑
z′=1
azz′(x, h¯)
(
zz′ − cov(z, z′)
)∣∣∣ (2.23a)
+ inf
h¯j∈H
ρj
j,N
∣∣∣Nh51h2 N∑
z=1
N∑
z′=1
azz′(x, h)
(
zz′ − cov(z, z′)
)
−Nh¯51h¯2
N∑
z=1
N∑
z′=1
azz′(x, h¯)
(
zz′ − cov(z, z′)
)∣∣∣ (2.23b)
Equation (2.23b) can be solved exactly as equation(46) in [30] and we get op(1).
For all positive real numbers  and η and for all positive integers α
Pr
(
sup
h¯j∈H
ρj
j,N
∣∣∣Nh¯51h¯2 N∑
z=1
N∑
z′=1
azz′(x, h¯)
(
zz′ − r(z − z′)
)∣∣∣ ≥ Nη)
= Pr
(
sup
h¯j∈H
ρj
j,N
∣∣∣Nh¯51h¯2
Nη
N∑
z=1
N∑
z′=1
azz′(x, h¯)
(
zz′ − r(z − z′)
)∣∣∣ ≥ 1) (2.24a)
≤ E
∑
h¯j∈H
ρj
j,N
∣∣∣Nh¯51h¯2
Nη
N∑
z=1
N∑
z′=1
azz′(x, h¯)
(
zz′ − r(z − z′)
)∣∣∣2α (2.24b)
=
∑
h¯j∈H
ρj
j,N
−2αN−2αηE
∣∣∣ ∑
z,z′∈IN
Nh¯51h¯2azz′(x, h¯)
(
zz′ − r(z − z′)
)∣∣∣2α (2.24c)
≤
∑
h¯j∈H
ρj
j,N
−2αN−2αηCα sup
z,z′∈IN
∣∣∣Nh¯51h¯2azz′(x, h¯)∣∣∣2α (2.24d)
We use the Markov inequality to get equation(2.24b) and lemma.2.3.a to get equation(2.24c).
∣∣∣azz′(x, h¯)∣∣∣ ≤ 1
h61h
2
2
(
max
(z1,z2)∈IN
K(2,0)(z1, z2)
)2
λ(Az)λ(Az′) = O
( 1
N2h61h
2
2
)
sup
zz′∈IN
(
N2h¯101 h¯
2
2a
2
zz′(x, h¯)
)α
= O
(
N2h¯101 h¯
2
2
1
N4h¯121 h¯
4
2
)
= O
(
N−2h¯−21 h¯
−2
2
)
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∑
h¯j∈Hρ
j
j,N
−2αN−2αηCα sup
zz′∈IN
∣∣∣Nh¯51h¯2azz′(x, h¯)∣∣∣2α = O(Nρ1+ρ2N−2αηN−2h¯−21 h¯−22 )
since O
(
Nρ1+ρ2N−2αη
)
→ 0 for N →∞ and α large enough. Then
sup
h¯j∈Hρjj,N
∣∣∣Nh¯51h¯2 N∑
zz′=1
azz′(x, h¯)
(
zz′ − r(z − z′)
)∣∣∣ = op(Nη−1h−11 h−12 )
V2(x, h) = op
( 1
Nh51h2
Nη−1h−11 h
−1
2
)
= op
(
Nη−2h−61 h
−2
2
)
= op
(
Nη−2h−81
)
(2.25)
Treatment of M1(x, h) is analogously to V2(x, h).
M1(x, h) = 2
N∑
z=1
N∑
z′=1
∫
Az
∫
Az′
K
(2,0)
h (x− u)K(2,0)h (x− v)
(
m(xz)−m(u)
)
dudvz′
=
∑
z′
dz′(x, h)z′
where
dz′(x, h) = 2
∫
Az′
N∑
z′=1
∫
Az
K
(2,0)
h (x− u)K(2,0)h (x− v)
(
m(xz)−m(u)
)
dudv
and
∣∣∣dz′(x, h)∣∣∣ = O( 1h51h2n3
)
We use lemma.2.3b. for getting
sup
z′∈IN
(
dz′(x, h)
)2
= O
(
h−101 h
−2
2 N
−3
)
M1(x, h) = op
(
Nη − 3
2
h−51 h
−1
2
)
= op
(
Nη−
3
2 h−61
)
(2.26)
2.7. The Asymptotic properties 33
B2(x, h) =
[
m(2,0)(x, y)
]2
+ O
(
h˜21 + h˜
−2
1 N
− 1
2 + h˜−41 N
−1
)
+ op
(
N−γ(h˜21 + h˜
−2
1 N
− 1
2 + h˜−41 N
−1 + h˜−41 N
−1−γ)
)
(2.27)
For the complete calculation of B2(x, h), look at [30].
The last part is the investigation of M2(x, h). We split M2 into
M2(x, h˜) + [M2(x, h)−M2(x, h˜)]
with h = h˜(1 + op(N
γ))
M2(x, h˜) = 2
N∑
z=1
N∑
z′=1
∫
Az
∫
Az′
K
(2,0)
h˜
(x− u)K(2,0)
h˜
(x− v)m(u)du dvz′
=
N∑
z′=1
Cz′(x, h˜)z′
where
Cz′ = 2
h˜61h˜
2
2
∫
Az′
N∑
z=1
∫
Az
K(2,0)
(
H˜−1(x− u)
)
K(2,0)
(
H˜−1(x− v)
)
m(v)du dv
=
2
h˜61h˜
2
2
∫
Az′
K(2,0)
(
H˜−1(x− u)
)
du S(x, h˜) (2.28)
with
S(x, h˜) =
1
h˜31h˜2
∫
A
K(2,0)
(
H˜−1(x− u)
)
du
=
1
h˜21
∫
T
K(2,0)(z1, z2)m
((
x
y
)
− H˜
(
z1
z2
))
(2.29)
= m(2,0)(x) + O(h˜21 + h˜
2
2) (2.30)
With |Cz(x, h˜)| = O
(
1
Nh˜−31 h˜2
)
, supz∈IN C2z (x, h˜) = O(N−2h˜−61 h˜−22 ) and using a similar
calculation as for M1(x, h) we get
M2(x, h˜) = op(N−1+ηh˜−31 h˜−12 ) = op(N−1+ηh˜−41 ) (2.31)
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M2(x, y; h1, h2)−M2(x, y; h˜1, h˜2) =
N∑
z=1
(
Cz(x, y, h1, h2)− Cz(x, y, h˜1, h˜2)
)
z
=
N∑
z=1
(
Cz(x, y, h1, h2)− Cz(x, y, h˜1, h2)
)
z (2.32a)
+
N∑
z=1
(
Cz(x, y, h˜1, h2)− Cz(x, y, h˜1, h˜2)
)
z (2.32b)
|Cz(x, y; h1, h2)− Cz(x, y; h˜1, h2)| ≤ C|h˜1 − h2|
Nh31h2h
2
1
{h˜31 + h32 + (h˜21 + h22)h1}+
C|h31 − h31|
Nh31h2h˜
3
1
≤ C|h˜1 − h1|T1(h1)
where T1(h1) :=
h˜31+h
2
1
Nh31h
2
2h˜
3
1
+ 1
Nh31h2h
2
1
{h˜31 + h32 + (h˜21 + h22)h1}
and
|Cz(x, y; h˜1, h2)− Cz(x, y; h˜1, h˜2)| ≤ C|h˜2 − h2|
Nh˜31h2h˜
2
1
(h˜31 + h˜
3
2) +
C|h˜2 − h2|h˜31
Nh˜31h2h˜
3
1h˜2
≤ C|h˜2 − h2|T2(h2)
where T2(h2) :=
1
Nh˜31h˜2h2
+ 1
Nh˜31h2h˜
2
1
{h˜31 + h˜32}
Then by (2.32a)
∣∣∣ 1
T
∑
z
(
Cz(x, y; h1, h2)− Cz(x, y; h˜1, h2)
)
z
∣∣∣
≤ sup
h¯1∈Hρ11,N
∣∣∣ 1
T¯
∑
z
(
Cz(x, y; h¯1, h2)− Cz(x, y; h˜1, h2)
)
z
∣∣∣ (2.33a)
+ inf
h¯1∈Hρ11,N
∣∣∣ 1
T
∑
z
(
Cz(x, y; h1, h2)− Cz(x, y; h˜1, h2)
)
z
− 1
T¯
∑
z
(
Cz(x, y; h¯1, h2)− Cz(x, y; h˜1, h2)
)
z
∣∣∣ (2.33b)
2.7. The Asymptotic properties 35
where T :=
√
Nh2(h˜1 + h1) |h˜1 − h1| T1(h1) and T¯ :=
√
Nh2(h˜1 + h¯1) |h˜1 − h1| T1(h¯1),
so that,
C =
√
Nh2(h˜1 + h1) and C¯ =
√
Nh2(h˜1 + h¯1).
The number of nonzero Cz(x, y, h1, h2) and Cz(x, y, h˜1, h2) is O(Nh1h2 + Nh˜1h2). Now
consider equation (2.33a)
∣∣∣Cz(x, y; h1, h2)− Cz(x, y; h˜1, h2)∣∣∣ ≤ C|h˜1 − h1|T1(h1)
(
1
T
)2∑
z
(
Cz(x, y; h1, h2)−Cz(x, y; h˜1, h2)
)2
= O
(
1
Nh2(h1+h˜1)
(|h˜1−h1|T1(h1))2
(|h˜1−h1|T1(h1))2
)
= O
(
1
Nh2(h1+h˜1)
)
and we get that (2.33a) is op(N
η− 1
2 )
Consider equation (2.33b), it has to be shown that
Cz(x, y; h1, h2)− Cz(x, y; h˜1, h2)
|h˜1 − h1|
(2.34)
is Lipschitz continuous as a function of h1,
1
T
is also Lipschitz continuous, because the
denominator is bounded away from zero, look at [30], so that, equation(2.33b) is op(n
ρ1 +
nρ2) = op(1) if ρ1 and ρ2 are chosen large enough.
We get, equation(2.32a) will be equal to
op(TN
γ− 1
2 h
− 1
2
2 (h1 + h˜1)
− 1
2 ) = op(N
η−γ−1h
− 1
2
2 h˜
− 1
2
2 h˜
− 5
2
1 (h1 + h˜1)
− 1
2 )
The treatment of (2.32b) is similar to (2.32a) and we get
op(N
η−γ−1h
− 1
2
2 h˜
− 1
2
2 h˜
− 5
2
1 (h1 + h˜1)
− 1
2 )
Hence
M2(x, h) = op(Nη−1h˜−41 ) (2.35)
Summing up we get
[mˆ(2,0)(x, h)]2 = [m(2,0)(x, y)]2 + O(h˜21 + h˜
−2
1 N
− 1
2 + h˜−41 N
−1)
+ op(N
−γ(h˜21 + h˜
−2
1 N
− 1
2 + h˜−41 N
−1 + h˜−41 N
−1−γ)) (2.36)
+ op(N
− 1
2
+ηh˜−41 ) + op(N
η−2h−81 ) +
f(0, 0)
N2h31h2
Q
(2,0)
k + O(
1
N4h61h
2
2
)
Further steps are are not deviate from [30] and they can be found in p.50-57.
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Remark 2.2. In contrast to the analogous one-dimensional Theorem of [47] , bias and
standard error of fˆM(0, 0) do not show up in the difference between hˆ
(7) and hopt as, by our
choice of M and by Corollary 2.1, they are of order o(n−
1
3 ) and, therefore, asymptotically
negligible.
Theorem 2.2. Under the assumption of Theorem2.1
a) Ehˆ(7) − hIASY = O(n− 23 )
b) n−
4
3
(
hˆ(7)−Ehˆ(7)) converges in distribution to a bivariate normal distribution with mean
0, if
∫
A
{
∂4
∂x41
m(x)
}2
dx,
∫
A
{
∂4
∂x42
m(x)
}2
dx > 0
2.8 Simulation
The design of this simulation will follow (2.1) with regression model in (2.2). In this
simulation study we are going to compare three methods of smoothing:
i) pretending uncorrelatedness of the residuals ij, where the spectral density is con-
stant and equal to σ2 = V ar ij, using only two bandwidth parameters,
ii) allowing correlated ij, but using only two bandwidth parameters h1, h2, i.e. we
adapt the degree of smoothing only along coordinate directions,
iii) the general case with correlated ij and three bandwidth parameters.
We use (2.7) to estimate the autocovariance, and for the uncorrelated variance, the esti-
mator is given as follow
σˆ2 =
4
9(n− 2)(n− 2)
n−1∑
i=2
n−1∑
j=2
ˆ2ij
where
ˆ2ij =Yij −
1
2
(
Yi−1,j + Yi+1,j + Yi,j−1 + Yi,j+1
)
+
1
4
(
Yi−1,j−1 + Yi−1,j+1 + Yi+1,j−1 + Yi+1,j+1
)
If m is twice continuously differentiable, then the bias of σˆ2 is O(n−1) as in [48]
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The kernel K0,0(x, y) is the two-dimensional Epanechnikov kernel
K(x, y) =
2
pi
(1− (x2 + y2))2
The kernel K1,1(x, y), K2,0(x, y), K0,2(x, y) are derived by differentiating
Kˆ(x, y) =
3
pi
(1− (x2 + y2))2,
so
K1,1(x, y) =
24
pi
xy,
K2,0(x, y) =
12
pi
(−1 + 3x2 + y2)
and
K0,2(x, y) =
12
pi
(−1 + x2 + 3y2)
with all support in the unit ball.
The noise in the image is generated correlatedly by
ij = −0.5ηi,j−1 + 0.25ηi,j+1 − 0.5ηi−1,j + 0.25ηi+1,j
− 0.5ηi−1,j−1 + 0.25ηi+1,j−1 − 0.5ηi−1,j+1 + 0.25ηi+1,j+1
where η ∼ N (0, 1)
We can see clearly in this simulation result below, that the ”uncorrelated” smoother,
could not denoise those images as well as the other two methods. However, between
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Figure 2.1: From top left to bottom right: the noise image, smoothed with uncorrelated
variance and 2 parameters bandwidth, smoothed with correlated variance and 2 parame-
ters bandwidth, smoothed with correlated variance and 3 parameters bandwidth
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Figure 2.2: A vertical section through point 128, showing the noisy data (dot), the true
curve (line) and the estimated curve (dash) for image in fig(2.1), respectively, and the
comparison with them
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Figure 2.3: From top left to bottom right: the noise image, smoothed with uncorrelated
variance and 2 parameters bandwidth, smoothed with correlated variance and 2 parame-
ters bandwidth, smoothed with correlated variance and 3 parameters bandwidth
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Figure 2.4: A vertical section through point 128, showing the noisy data (dot), the true
curve (line) and the estimated curve (dash) for image in fig(2.3), respectively, and the
comparison with them
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Figure 2.5: From top left to bottom right: the noise image, smoothed with uncorrelated
variance and 2 parameters bandwidth, smoothed with correlated variance and 2 parame-
ters bandwidth, smoothed with correlated variance and 3 parameters bandwidth
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Figure 2.6: A vertical section through point 128, showing the noisy data (dot), the true
curve (line) and the estimated curve (dash) for image in fig(2.5), respectively, and the
comparison with them
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Figure 2.7: DFG-SPP 1114 Test Images: chess board & circle, camera, satellite, radon,
barbara
the latter two methods, even though three parameters of bandwidth seems to be more
sophisticated and needs running time longer than in the two parameters case, it could
not give a significant improvement. We suspect that our procedure to transform the
indefiniteness away does not give an optimal result yet. Therefore we suggest a further
investigation in that direction.
2.8.1 Image denoising test
In this following section we are going to give a summary result of image denoising as
a part of an interdisciplinary evaluation of mathematical methods in signal and image
processing in the DFG-SPP 1114 project. The data are provided from the DFG-SPP
1114 homepage [75]. It consists of 5 images, which are depicted in the Figures (2.7).
For the calculations the gray values of these images were scaled to the interval [0,1].
The noisy images are generated as white noise with standard deviation 0.25, 0.5 and
1, respectively, which has been added to a locally constant test image by the following
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process:
1. Scale the gray values to the interval [0.2, 0.8].
2. Add white noise of different variances.
3. Crop the values back to the interval [0,1], i. e. values below zero or above one are
set to zero resp. one.
This type of noise may cause a little trouble, since this approach will introduce biases,
but it is standard in image processing.
The evaluation criteria should show that a good noise reduction yields a small difference
between the denoising result Yˆ and the original function Y . In this test, there will be
80 realizations for each image and each different standard deviation respectively. The
summary of the test will be the mean values of that data for every different norms, given
as follows.
Let Y be the original image, and Yˆ the denoised image. Both are of size nx times ny and
rescaled to have gray values in [0, 1].
• the L1 - norm
‖Y − Yˆ ‖L1 =
1
nxny
nx∑
i
ny∑
j
|Y (i, j)− Yˆ (i, j)|
• the L2 - norm or mean square integrated error
‖Y − Yˆ ‖2L2 =
1
nxny
nx∑
i
ny∑
j
|Y (i, j)− Yˆ (i, j)|2
• the L∞ - norm
‖Y − Yˆ ‖L∞ = max
1≤i≤nx,1≤j≤ny
|Y (i, j)− Yˆ (i, j)|2
• Large Deviation Probability (LDP), i.e., the percentage of points, were the estimate
differs from the true value by more than the minimal contrast divided by four (for
which this evaluation is 0.15))
LDP (Y, Yˆ ) =
1
nxny
#{(i, j)∣∣ |Y (i, j)− Yˆ (i, j)| > 0.15}
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• The Peak Signal to Noise Ratio (PSNR)
PSNR(Y, Yˆ ) = 20 log10
( 0.6
‖Y − Yˆ ‖L2
)
A good denoising procedure will give a small error in the sense of L1, L2, L∞ and LDP,
but show a strong peak signal to noise ratio measurement.
Remark:.
Marron and Tsybakov in [63] pointed out that this classical mathematical norms on
function space can be inappropriate from a graphical viewpoint, since these norms are
all based on the vertical distances between curves. The human eyes use both horizontal
and vertical information. Marron and Tsybakov stated that a mathematical method for
capturing this is to treat the curves not as functions of a single variable but instead as
sets of points in the plane. For example, a given continuous function f : [a, b] → R can
be represented by its ”graph”
Gf = {(x, y) : x ∈ [a, b], y = f(x)} ⊂ R2.
Then the distance between sets can be formulated, e.g., as Hausdorff distance as follows
d((x, y), G) = inf
(x′,y′)∈G
‖(x, y)− (x′, y′)‖2;
that is, the shortest distance from the given point (x,y) to any point in the closed set G,
where ‖.‖2 denotes the euclidean distance. Distances from the points in the set G1 to the
set G2 can then be combined into the set distances
D(G1, G2) = {d((x, y), G2) : (x, y) ∈ G1}
To measure the asymmetric ”visual error” criteria, they proposed a class of summaries of
D(G1, G2), as
V Ei(f1 → f2) =
[∫ b
a
d((x, f1(x)), Gf2)
idx
]1/i
where i = 1, 2,∞ (replacing the integral by the sup norm for i = ∞
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and the symmetric error criterias are proposed as
SE1(f1, f2) = V E1(f1 → f2) + V E1(f2 → f1)
SE2(f1, f2) = [V E2(f1 → f2)2 + V E2(f2 → f1)2]1/2
SE∞(f1, f2) = dH(Gf1, Gf2)
= max(V E∞(f1 → f2), V E∞(f2 → f1)
where
dH(G1, G2) = max{sup(D(G1, G2)), sup(D(G2, G1))}
is a Hausdorff distance.
In common practice of constructing curves for plotting on an equally spaced, with gird
spacing ∆x, on a compact grid of x locations X , the discretized version of graph Gf of
function f(x) is denoted by gdiscrf = {(x, f(x) : x ∈ X}. Then the discretized version of
V Ei(f1 → f2) is given by
V Ediscri (f1 → f2) =
[
∆x
∑
x∈X
d(x, f1(x)), G
discr
2 )
i
]1/i
Table(2.1) was taken from [75]. It gives the evaluation of image denoising using four
standard tools and the error measures for the non-processed noisy data as a kind of
benchmark
1. Evaluation of the noisy data, i.e. without any anterior denoising (ND)
2. Simple Median Filter (MF)
3. Simple Average Filter(AF)
4. Simple Gaussian Filter (GF)
5. Wavelet Denoising realized with the Wavelet Toolbox of MATLAB 6
(a) MWH - Matlab Wavelet (Haar wavelet, hard threshold)
(b) MWCx - Matlab Wavelet (coifx wavelet, x = 3,4,5; soft treshhold)
46 Chapter 2. Regression Models with Dependent Noise for Regular Textures
Table 2.1: Summary of Denoising of DFG SPP 1114’s Images Test Simple Methods as an
Comparison
Image σ Method Mask L1 L2 L∞ LDP PSNR
ND 0.135830 0.041172 0.994760 0.218550 13.85410
MF 3x3 0.068648 0.013247 1.000000 0.053055 18.79570
0.25 AF 3x3 0.113340 0.022129 0.672370 0.092804 16.51880
GF 5x5 0.117560 0.022950 0.682280 0.109680 16.36010
MWH 0.092641 0.012659 0.739460 0.026443 18.94920
ND 0.240880 0.120410 1.000000 0.425400 9.193500
Chess Board MF 5x5 0.112820 0.029973 1.000000 0.130390 15.24810
& 0.50 AF 3x3 0.178050 0.046426 0.814000 0.244290 13.34340
Circle GF 5x5 0.203740 0.066621 0.897090 0.330230 11.77010
MWH 0.158820 0.034721 0.828540 0.123030 14.60930
ND 0.348370 0.230340 1.000000 0.553220 6.376500
MF 7x7 0.165460 0.059280 1.000000 0.256180 12.28570
1.00 AF 5x5 0.242440 0.084016 0.775890 0.521330 10.72100
GF 5x5 0.294640 0.132950 0.982450 0.488450 8.734000
MWH 0.229340 0.075251 0.857430 0.532810 11.22260
We only state tables for the chess board and circle image, the complete table can be
looked at in Appendix A.
The second table we are going to analyse is Table (2.2). This table shows the result for
denoising the same image using kernel based method discussed in the beginning of this
section. The three different procedures that we use can be abbreviated in this following
manner
1. CV2P - Constant Variance estimator and 2 parameters of bandwidth
2. AC2P - Autocovariance estimator and 2 parameters of bandwidth
3. AC3P - Autocovariance estimator and 3 parameters of bandwidth
By an instant glimpse at these two tables, we can conclude that the kernel based methods
give more superior results than the standard tools in all aspects of measurements.
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Table 2.2: Summary of Denoising of DFG SPP 1114’s Images Test using Kernel Based
Methods
Images σ Method L1 L2 L∞ LDP PSNR
CV2P 0.0226 0.0021 0.3537 0.0166 22.3414
0.25 AC2P 0.0245 0.0025 0.3588 0.0250 21.5323
AC3P 0.0282 0.0035 0.3747 0.0742 20.1557
Chess Board CV2P 0.0308 0.0027 0.3754 0.0301 21.2213
& 0.50 AC2P 0.0317 0.0033 0.3841 0.0469 20.4257
Circle AC3P 0.0351 0.0038 0.3780 0.0666 19.7913
CV2P 0.0591 0.0088 0.7201 0.1253 16.1309
1.00 AC2P 0.0484 0.0059 0.4282 0.0861 17.8785
AC3P 0.0521 0.0069 0.5556 0.0923 17.1664
The last table was taken from Polzehl and Spokoiny( [72]). They developed a nonpara-
metric estimation procedure so called Adaptive Weight Smoothing(AWS) and compared
it to the five other methods.
Table 2.3: The denoising quality evaluated by two different error measures MISE and
LDP for Chess Board & Circle’s image
Methods MISE MISE MISE LDP LDP LDP
σ = 0.25 σ = 0.5 σ = 1 σ = 0.25 σ = 0.5 σ = 1
AWS 0.0021 0.0109 0.0328 0.007 0.032 0.119
Gauss filtering 0.0138 0.0243 0.0396 0.212 0.313 0.452
Nonlinear Gauss 0.0096 0.0262 0.0454 0.151 0.334 0.491
Modal regression 0.0068 0.0254 0.0426 0.078 0.290 0.479
wavethresh 0.0079 0.0147 0.0475 0.073 0.172 0.437
Markov Random Fields 0.0050 0.0204 0.0475 0.048 0.248 0.497
In this particular image, where there are many sudden changes in the gray level and
otherwise, the gray level is locally constant, comparing with AWS, our new methods
cannot give an improvement particularly for small noise, i.e., σ = 0.25. However, it gives
a significant improvement when the noise is big enough. This can be understood, since
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if the noise is generated independently and too small, this causes estimating the noise
contribution by an autocovariance estimator which seems to be unnecessary. To the other
four methods the kernel based procedures demonstrate a better performance.
Chapter 3
Texture modeling using Markov
Random Fields
Texture modeling can be based on deterministic models or on probabilistic models. The
deterministic models usually rely on heuristics and end up with a new algorithm, e.g.,
Heeger and Bergen [46], Efros et.al.([25], [24]), Li Yi Wei [85]. They give good visual
results but have no theoretical justification. On the other hand the probabilistic models,
mainly based on random field, e.g.,Besag,([6], [7]),Geman and Geman [33],Paget [68],
Winkler [87], and spatial statistics, e.g. Kashyap and Chellappa ([53],[12]). They give
good results, particularly for random textures, however it is hard to model a texture using
random fields if it has a regularity characteristic, such as fabric texture as in the Brodatz
picture gallery,[8].
Therefore starting from the random field based approach we are going to construct a
model which has randomness structure as well as regularity properties, i.e., semi regular
texture.
3.1 Markov Random Fields
To model a digital image as a realization of a Markov Random Field (MRF), we consider
a finite index set S = {1, 2, . . . n} to be given and the elements s ∈ S denote the pixels
or sites of an image x. Assume that a finite set of discrete labels or gray scale value
Ls ⊆ L is given for every site s ∈ S. The site value xs is then contained in the state space
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L = {0, . . . , L − 1}, where L is the number of gray levels. The maximum L considered
here is 256. Now, an image can be viewed as an element of the finite product space χ
which is defined as the product of all label set Ls,i.e.
χ =
∏
s∈S Ls
We call χ the configuration space and an element x ∈ χ a configuration.
Let Π be a strictly positive (joint) probability measure on χ with Π(x) > 0, ∀x ∈ χ. We
call this probability measure a Random Field.
Besag [6] proved that the joint distribution Π(x) is uniquely determined by its local
conditional probability density functions, Πs(xs|xr, r 6= s). Those sites which possibly
influence the local characteristic at a site s will be called neighbors of s. The neighborhood
relation fulfills the following axioms.
Definition 3.1. Neighborhood System
Let N denote a collection of subsets of S of the form
N := {N (s) ⊂ S|s ∈ S}
N is called a neighborhood system for S if it satisfies
(i ) s /∈ N (s) ∀s ∈ S
(ii) ∀s, t ∈ S with s 6= t we have s ∈ N (t) ⇐⇒ t ∈ N (s)
The sites t ∈ N (s) are called neighbors of s. We write < s, t > if s and t are neighbors
of each other.
In the case of a regular pixel grid the set of sites S can be considered to be a subset of
Z
2, e.g., S = {(i, j) ∈ Z2| − n ≤ i, j ≤ n} for a square lattice of size (2n + 1)x(2n + 1).
Usually we define the neighbors of a pixel (i, j) on such a grid to be the set of nearby
sites whose midpoints lie within a circle for radius c, i.e.,
N (i, j) := {(k , l) ∈ S |0 < (k − i)2 + (l − j )2 ≤ c2}
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To describe the kind of neighborhood, we define the order of a neighborhood with increas-
ing c. The first order neighborhood system for which c2 = 1 considers the four nearest
pixels of the site (i, j) to be neighbors,i.e.,(i, j +1), (i, j− 1), (i+1, j), (i− 1, j) ∈ N (i, j).
The second order neighborhood system for which c2 = 2 considers the eight nearest pixels
to be neighbors, i.e., (i, j +1), (i, j− 1), (i+1, j), (i− 1, j), (i− 1, j +1), (i− 1, j− 1), (i+
1, j +1), (i+1, j− 1) ∈ N (i, j). , as we can see in Figure3.1, for the third order there will
be twelve neareast pixels to be neighbors, and twenty neighbors for the fourth order, and
so on. We will denote these neighborhood systems by N o, where o ∈ 1, 2, ... corresponds
to the order.
4  3 4
4 2 1 2 4
3 1 (i,j) 1 3
4 2 1 2 4
4 3 4
Figure 3.1: Illustration of the neighborhood systems of order 1 to 4: The pixels having
their midpoints within the smaller circle are first order (c = 1), pixels within the larger
circle are second order neighbors (c =
√
2).
This system can be decomposed into subsets called a clique, which is going to be used in
the next section, in this way.
Definition 3.2. Clique
A subset C ⊂ S is called a clique with respect to the neighborhood system N if either C
contains only one element or if any two different elements in C are neighbors. We denote
the set of all cliques by C.
For any neighborhood system N we can decompose the set of all possible cliques into
subsets Ci, i = 1, 2, ..., which contain all cliques of cardinality i, respectively. Then we
have
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C = ⋃i Ci
with C1 := {{s}|s ∈ S} being the set of all singletons, C2 := {{s1, s2}|s1, s2 ∈ S are
neighbors }, the set of all pair-set cliques, and so on.
l
 l k l
l
Figure 3.2: Illustration of the clique types for the neighborhood system N 1
Figure 3.3: Illustration of the additional clique types for the neighborhood system N 2
Now, we can define a Markov random field(MRF) with respect to the neighborhood system
N by requiring
Πs(xs|xr, r 6= s) = P (xs|xr, r ∈ N (s)), s ∈ S, x ∈ χ (3.1)
An image is modeled by estimating this function with respect to a neighborhood system
N .
3.2 Gibbs Random Fields
To calculate the conditional probability in (3.1) we use the representation of random fields
in the Gibbsian form,that is, we assume
Π(x) =
exp(−H(x))∑
z exp(−H(z))
= Z−1exp(−H(x)) (3.2)
which are always strictly positive and hence random fields. Such a measure Π is called
the Gibbs Random Field (GRF) induced by the energy function H, and the denominator
Z is called the partition function.
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The idea and most of the terminology is borrowed from statistical mechanics, where
Gibbs fields are used as models for the equilibrium states of large physical systems. Then
following this terminology, it is convenient to decompose the energy into the contributions
of configurations on subsets of S.
Definition 3.3. Potential Function
A potential is a family {UA : A ⊂ S} of functions on χ such that:
(i ) UØ(x) = 0
(ii) UA(x) = UA(y) if xs = ys for each s ∈ A
The energy of the potential U is given by
HU :=
∑
A⊂S
UA (3.3)
We call U a neighbor potential with respect to a neighborhood system N if UA ≡ 0 whenever
A is not a clique. The function of UA are then called clique potentials. In the following
we denote clique potential by UC where C ∈ C.
Proposition 3.1. Let Π be a Gibbs field where the energy function is the energy of some
neighbor potential U with respect to a neighborhood system N , that is
Π(x) = Z−1exp
(
−
∑
c∈C
Uc(x)
)
where
Z =
∑
y∈χ
exp
(
−
∑
c∈C
Uc(y)
)
Then the local characteristics for any subset A ⊂ S are given by
Π(XA = xA|XS\A = xS\A) =
exp
(
−
∑
c∈C,c∩A6=∅
Uc(x)
)
∑
y∈χ
exp
(
−
∑
c∈C,c∩A6=∅
Uc(yAxS\A)
)
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Proof: (Winkler [87] p.65)
Let xA = XA(x) and xS\A = XS\A(x).
Use a formula like exp(a− b)/∑d exp(d− b) = exp(a)/∑d exp(d) to compute
Π(XA = xa|XS\A = xS\A) = Π(X = xAxS\A)
Π(XS\A = xS\A)
=
Z
Z
exp
(
−
∑
C∩A6=∅
UC(xAxS\A)−
∑
C∩A=∅
UC(xAxS\A)
)
∑
ya∈χ
exp
(
−
∑
C∩A6=∅
UC(yAxS\A)−
∑
C∩A=∅
UC(yAxS\A)
)
=
exp
(
−
∑
C∩A6=0
UC(xAxS\A)
)
∑
yA∈χ
exp
(
−
∑
C∩A6=0
UC(yAxS\A)
)
3.3 Texture Modeling
A texture can be modeled 1 as a parametric family of spatially homogeneous random
fields which depend on a number of hyperparameters. The choice of an appropriate
texture model has two aspects: to find an appropriate model class and to identify suitable
parameters,e.g.,supervised learning. The unsupervised learning can be found in, e.g., Paget
and Longstaff [69]. As it is mentioned above,the random field models are more appropriate
for irregular textures.
Define the potential function Uc(x) as a product of a function U˜c(x) times a control
parameter θc which depends on the type of the considered clique, an example is shown in
figure. 3.4.
Then, the energy function has the form
H(x) =
∑
c∈C
θcU˜c(x) (3.4)
1for a detailed explanation look at Winkler, [87]
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Figure 3.4: The different clique types with their associated clique parameters
For notational convenience we will denote U˜c again by Uc.
3.3.1 Random Field Texture Models
If s, t ∈ S form a clique of type i we denote this clique by < s, t >i. The expression∑
<s,t>i
denotes the sum over all pair cliques of type i. The number of cliques of different
shape depends on the order of the neighborhood and is denoted by T (N o).
3.3.1.1 The Ising Model
The energy function of the Ising model is
H(x) =
T (N o)∑
i=1
θi
∑
<s,t>i
U(xs, xt) (3.5)
where the clique potential for every pair clique C of any shape is defined by
U(xs, xt) =
{
+1, if xs = xt;
−1, otherwise (3.6)
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Figure 3.5: Ising Model, with number of labels = 2,θ1 = θ2 = 1.0 and θ3 = θ4 = −1.0
The local characteristics are given by
Π(xs|xN (s)) =
exp
(
−∑T (N o)i=1 θi∑<s,t>i U(xs, xt)
)
∑
ys∈X exp
(
−∑T (N o)i=1 θi∑<s,t>i U(ys, xt)
) (3.7)
The sign and value of the θi in this model gives us the characteristic of this model. We can
say that for θ > 0 the two similar gray values in a clique of the same type will contribute
a positive amount to the energy of the whole image, as a consequence the image energy
will be increasing. Oppositely, two dissimilar gray values within one clique lower the total
energy. If in image analysis low energy configurations are more likely than higher ones,
then naturally we expect that a sample from the corresponding Gibbs distribution tends
to have dissimilar gray value within the clique.
The same logic will follow for θ < 0, where we expect similar gray value within the clique.
The strength of the coupling depends on the magnitude of |θ|, Scholz [74].
Furthermore, the Ising model has properties that the potential for a clique with two
different labels is independent of the absolute difference of the labels. This means that
the Ising model could not make differences of more than 2 gray values. The other is, if we
consider different samples from the Ising model, especially with respect to the proportions
of the gray values, it will give the same probability.
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3.3.1.2 The Auto Binomial Model
The clique potentials of the pair cliques are the product of the labels at neighboring
sites,i.e.
Uc(x) := xsxt if c =< xs, xt >i for some i = 1, ..., T (N o)
The energy function is
H(x) = −
∑
s
ln
(
M − 1
xs
)
− θ0
∑
s
xs −
T (N o)∑
i=1
θi
∑
<s,t>i
xsxt (3.8)
If we define a(s) := exp(θ0 +
∑
i θi
∑
<s,t>i
xt) we obtain
Π(xs|xN (s)) =
exp
(
ln
(
M−1
xs
)− θ0∑s xs −∑T (N o)i=1 θi∑<s,t>i xsxt)∑
ys∈X exp
(
ln
(
M−1
ys
)− θ0∑s ys −∑T (N o)i=1 θi∑<s,t>i ysxt
)
=
(
M − 1
xs
)
axs∑
ys
(
M−1
ys
)
ays
This model owes its name to the fact that its local characteristics reduce to binomial
distributions where the probability of success is determined by the neighborhood config-
uration and the number of trials equal to the number of gray levels. This can be shown
as, according to the binomial formula the denominator equals to (1+a)M−1 and therefore
Π(xs|xN (s)) =
(
M − 1
xs
)( a
1 + a
)xs(
1− a
1 + a
)M−1−xs
is binomial with probability of success a
1+a
and number of trial M .
The parameters θi determine how the pixels interact locally; Acuna [2] refers to them
as interaction parameters. If θi is positive, the pixels in the clique tend to be similarly
colored, whereas negative values of θi increase the likelihood of a different coloring for two
pixels in the same clique. Acuna also stated that this model is biased. In particular, in
most instances the model tends to favor all-white over all black images.
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Figure 3.6: Autobinomial Model, with Number of labels = 10, θ0 = −1.0, θ1 = θ2 = 1.0
and θ3 = θ4 = −1.0
3.3.1.3 The Phi-Model
The energy function of this model is
H(x) =
T (N o)∑
i=1
θi
∑
<s,t>i
Φ(xs − xt) (3.9)
with clique potentials of the form
Φ(∆) =
−1
1 + |∆
δ
|2 (3.10)
where δ > 0 is a fixed scaling parameter.
The local characteristics of the model are
Π(xs|xN (s)) =
exp
(
−∑T (N o)i=1 θi∑<s,t>i Φ(xs − xt)
)
∑
ys∈X exp
(
−∑T (N o)i=1 θi∑<s,t>i Φ(ys − xt)) (3.11)
The characteristic of the Phi model is the same as the two others models, that is the
sign parameter θi will control the degree to which the neighboring pixels tend to have
similar or dissimilar gray values in same manner. The advantage of this model lies in the
possibility to create ’smooth’ gray level if we choose the parameters appropriately.
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Figure 3.7: Phi Model, with number of labels=10, θ1 = θ2 = 1.0, θ3 = θ4 = 0.5 and
θ5 = θ5 = −0.5
3.4 Synthesis for Semi Regular Texture
The models above work well for synthesizing random textures. The Phi model has been
applied to tomographic image reconstruction by Geman [32], and also in segmentation of
natural textured images, Geman and Graffigne [34]. The Autobinomial model which was
introduced by Besag in [6], and used by Cross and Jain [18] for generating and synthesizing
texture. Acuna [2] modified this model by adding a penalty term such that the Gibbs
sampler can be driven towards desired proportion of intensities and keeps control of the
histogram.
The Ising model seems to be simple at a first glance. But it exhibits a variety of fun-
damental and typical phenomena shared by many large complex systems. The simple
second order neighborhood system N 2 for 2 levels gray values and the control parameter
θ1 = θ2 = 1, θ3 = θ4 = −1 without considering the boundary, will generate a checkerboard
texture, with size of every white and black (3.5).
This can be explained as if we choose θ1 = θ2 = 1, then pixels with opposite gray values
are favorable for the horizontal and vertical neighbors, and θ3 = θ4 = −1, such that
diagonal neighbors tend to have similar gray values.
We modified the Ising model by changing the control parameters θc such that these pa-
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Figure 3.8: the illustration of cliques pair for N 2 with the considering control parameters
θ’s to generate a checkerboard texture
rameters do not only depend on the pair of the clique types but also on the relative
position of the site s in the clique. If, e.g., we consider N 2 and the control parameter
θ = (θ1, θ2, θ3, θ4) as a vector, then the position of the θ’s is shown in the Figures 3.9 .
−1 S S
−1
S
−1
1S
Sθ1
θ2
θ3
θ4
Figure 3.9: the modified cliques pair for N 1 with the considering control parameters θ’s
The generalized Ising potential function, can be written as
H(x) =
T ∗(N 0)∑
i=1
∑
<s,t>i
θi(s, t)U(xs, xt) (3.12)
where the clique potential and the control parameter for every pair clique C of any shape
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is defined by
U(xs, xt) =
{
+1, if xs = xt;
−1, otherwise
as before in the Ising model. T ∗(N 0) is the number of the newpair clique which is equal
to 2xT (N 0) as we consider only 2-point-cliques. The control parameters θi(s, t) may not
only depend on the type of clique but, in general, also on the gray values xs, xt. We give
some examples below (compare, e.g. 3.14 - 3.15).
We know that the similarity or dissimilarity for a pixel to its neighborhood is measured
by U(xs, xt) and low energy configurations are more likely than the higher one. Based on
these two conditions, for synthesizing binary images, θi(s, t) can be chosen as the negative
value of the potential function U(xs, xt), i.e.
θi(s, t) = −U(xs, xt) or θi(s, t) = − 1
U(xs, xt)
but this implies that
H(x) =
T ∗(N 0)∑
i=1
∑
<s,t>i
−1
= −T ∗(N 0)
and
Π(x) =
exp(T ∗(N 0))∑
z exp(T ∗(N 0))
=
1
N
It gives the same probability for each pixel !
In Figure 3.10-Figure 3.11 we give an example for generating a binary image, i.e. a
reference image, that is initiated from the binary random image. We use modified cliques
pair (see Figure 3.9) and Gibbs sampler with generalized Ising potential function (3.12).
First, we train the initial image to get the parameters θi(s, t) as the negative value of the
potential function from the reference image. At first iteration, we get the right image of
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Figure 3.10: Initial image and the first iteration
Figure 3.11: The third iteration and the final iteration
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Figure3.10. After several iterations, the image gets better and better until it reaches the
goal, i.e, the reference image, as it is depicted in Figure 3.11.
As we stated above that the Ising model is good only for two gray levels, the Potts model
gives a modification of this model, and its energy has the form
H(x) = −δ
∑
<s,t>i
U(xs, xt)
U(xs, xt) =
{
+1, if xs = xt;
0, otherwise
However, this modification is not enough to capture the differences in the gray levels,
since it simply calculates the total number of similar neighbor pairs in clique. Therefore
we propose another generalization of the Ising model as follows
The energy function of the generalize an Ising model is
H(x) =
T ∗(N 0)∑
i=1
∑
<s,t>i
θi(s, t)U(xs, xt)
with potential function
U(xs, xt) = 1− δ|xs − xt|, δ > 0 (3.13)
An example of θi(s, t) is
θi(s, t) = − 1
max∗(xs, xt)
, i = 1, ..., T ∗(N 0) (3.14)
max∗(xs, xt) =
{
1, if xs = xt;
max(xs, xt), otherwise
(3.15)
However, as Acuna states in [2], if we take only the energy function into consideration,
it always produces bias, since in practice we always end up with the mean gray values if
the admissible number of labels is odd and the two labels which are closest to the mean
gray values, if the admissible number of labels is even. To overcome this drawback, she
proposed a new energy function defined by
H(x; θ, σ, µ) = H(x; θ) + σN‖M(x)− µ‖2 (3.16)
64 Chapter 3. Texture modeling using Markov Random Fields
where N is the size of original image, H(x; θ) is the old energy function, σ > 0, M(x) =
(M0(x), ..., ML−1(x)), µ = (µ0, µ1, ..., µL−1) ∈ RL, µl ≥ 0,
∑L−1
l=0 µl = 1, and Ml(x) =
1/N2
∑
s∈S Il(xs) with Il(.) the indicator of the set{l}, and ‖.‖ denotes the usual Euclidean
norm.
The other way to control the biases of the models is through the exchange algorithm(B.3).
This algorithm will keep the gray value distribution of the initial image constant through-
out the iteration process, however, once the initial configuration is selected, it is not
possible to move to states that have a different distribution of gray levels; i.e., the his-
togram of the gray lavel image is fixed.
The proposed energy function by Acuna gives a good result in the random sense if we
modify the penalty term in (3.16) such that it behaves locally. In this sense, we calculate
the proportion of gray levels not once through the whole sample of the image, but for
every neighborhood of those pixels, i.e.,
H(x; θ, σ, µ) = H(x; θ) + σN<s,t>‖M(x<s,t>)− µ<s,t>‖2 (3.17)
where, N<s,t> will be the total number of cliques in the pixel’s neighborhood including
the pixel itself, i.e., N<s,t> = 2T ∗(N 0) + 1
Before simulating this model, we are going to use a gray range normalization as introduced
in Gimel’sfarb [39]. Usually, the gray range [Lmin(x), Lmax(x)] of a gray scale image x
may arbitrarily change without affecting the visual perception of a texture. As regards the
probability of each image sample, it should be invariant to the admissible scale changes of
its gray range. The normalization transforms the initial range into a reference one [0, Q]
specified by a given number Q of gray values as follows
x∗i =
xi − Lmin(x)
Lmax(x)− Lmin(x)Q ∀i ∈ R (3.18)
Remark 3.1. This simulation depends strongly on the choice of δ, σ and the number of
gray levels. So far we normalized the gray levels up to sixteen to produce some synthesizes
as illustrate in Figures(3.12)-(3.14)
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Algorithm 3.1. .
1: Normalized the sample image, with size nrow x mrow, using (3.18), such that its
gray levels reduce up to the desired one, e.g., Q = 16. We assume that this sample
image is the smallest image which represents the whole semi-regular texture. To
find this characteristic, i.e., the periodicity, in the semi regular texture, we can use
the periodicity detection in Chapter 4. Based on this assumption, we can use the
property of toroidal boundary to generate a continous image synthesis.
2: Calculate the gray level proportion of the normalized sample image.
3: Generate random image x with size M = k x nrow, N = l x ncol, k, l ∈ Z based on
the gray level proportion which was calculated in Step 2.
4: Set TempConstant = L; InversTemp = log(2) / TempConstant;
Set StopCriterion = 0.005 x M x N; sweep = 1;
5: Use Metropolis sampler and Simulated annealing, Geman and Geman [33], to syn-
thesize the texture.
repeat
set p = 1;
for i = MBound to (M - MBound) do
for j = NBound to (N - NBound) do
5.1: Calculate the local gray level proportion on the neigborhood of
pixel (i,j);
5.2: Calculate the energy function Hold based on (3.17)
5.3: Choose a new label uniformly random.
5.4: Calculate the energy function for the new composition Hnew based on
(3.17).
5.5: if (Hnew > Hold)
p = exp(-InversTemp x (Hnew −Hold))
we replace the old label by the new one with probability p.
5.6: Recalculate the gray value proportion.
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Figure 3.12: The original image in 4 gray levels, some steps of its iteration and the
synthesis
5.7: set Sweep = Sweep + 1; InversTemp =log(1+Sweep)/TempConstant.
until (StopCriterion is fulfilled) or (x satisfies stability criterion)
The summary of stability criterion can be read, e.g. in Scholz [74].
The model in (3.12) can be used to synthesize a texture which has more than two levels
of gray values by decomposing each gray level into a binary number. If we know that the
maximum of the gray levels is 255 in this case we can decompose the image x as follows :
xi = a72
7 + a62
6 + a52
5 + a42
4 + a32
3 + a22
2 + a12
1 + a02
0 i = 1, ..., n (3.19)
with a0, ..., a7 ∈ {0, 1}. So for every single pixel from the original image, we get eight
compositions of the binary number derived from its coefficient, a0, ..., a7. Collect every
coefficient separately, it will give a binary image and at the end we have eight binary
images. Since now the gray level has become two then we can use (3.12) to synthesis
those images one by one and we repeat this pattern to produce a larger image.
Finishing with binary images synthesizing, again we use (3.19), to join this images into
the gray level from where they were decomposed.
Remarks 4
1. This method just simply produces the repetition of the original image, therefore we
do not recommend to use it.
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Figure 3.13: Herringbone in 16 gray levels and its synthesis
Figure 3.14: A textile in 16 gray levels and its synthesis
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2. The last two binary images just perform a very random image, therefore it could be
better to simulate this part separately,i.e., the last 2 images we simulate by normal
Markov Random Field and just add it to the last parts of the join binary image.
Remark 5
It can be seen that sometimes the synthesizing textures have a drawback in the boundary.
Look at, for example, the Herringbone in Figure.3.17. This drawback can be reduced using
some technique, that will be explained in Chapter 4.
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Decompose Gray Image To Binary Images
a7 a6
a5 a4
a3 a2
a1 a0
Figure 3.15: The decomposition of an image to its binary images based on ( 3.19)
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Join Binary Images To Gray Image
a b
c d
e f
g h
Figure 3.16: Image h is from the last decomposition, i.e. a02
0, g is the join of the
last two images,i.e., a02
0 + a12
1, and so on, the Image a will be the join from the all
levels, i.e. a02
0 + a12
1 + ... + a72
7
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Figure 3.17: Examples of synthesizing texture using decompose and join binary images
Chapter 4
Bootstrap Simulation of Semi
Regular Textures
A basic feature of many textures is spatial self-similarity, that is, similarity of certain pixel
neighborhoods acting as local prototypes. A texture is formed by their spatial replication
under specific deterministic or stochastic rules of mutual placement, Gimel’farb [37].
To capture this similarity, Gimel’farb introduced a so called model-based interaction map
(MBIM). The MBIM indicates the partial interaction energy for a particular intra-clique
shift along the choosing window. Using its maximum energy and the inter-pixel shift
for the clique family yielding this maximum, two clusters or blocks pattern were selected
and a texture is simulated by mutual placement of those Gimel’farb [37]. Some further
developments of this technique by Gimel’farb, et.al, can be found, for examples, in ([92],
[38]). Another method to synthesize a texture using a block pattern was developed by
Efros and Freeman, the so called image quilting [24]. In this method, the blocks and
their sizes are taken randomly from the input image, then patched together with specific
measurements to get the simulated texture.
In this work we are going to use a statistical tool to simulate textures with spatial self-
similarity. We consider an image as a two dimensional stochastic process and use spatial
periodogram to detect the periodicity or the regularity of the image. This periodicity in
two dimensions will indicate the smallest size of an image block that has self-similarity.
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Using this periodicity, we are going to divide the image into blocks and regard them as
sample blocks. Based on these sample blocks we are going to generate an image synthesis
using bootstrap techniques with specific measurement to glue each sample data to obtain
a similar texture.
We know that the bootstrap method which was introduced by Efron [23] works well for
independent data. However, for bootstrapping a structure which has dependent charac-
teristics, e.g. a stationary time series or a periodic dependent structure such as a semi
regular texture, the bootstrap method has to be modified. For this purpose we only
consider the bootstrap for a periodic dependent structure. Politis in [70] derived a tech-
nique to resample time series with seasonal components. This technique works for one
dimensional data and we are going to derive a similar new technique to resampling the
two dimensional stochastic process with periodic components to synthesize a semi regular
texture.
4.1 One Dimensional case
We consider observations of the form X1, ..., XN as random variables generated from a
periodic function plus stationary noise, i.e.
Xt = f(t) + t (4.1)
where f(t + T ) = f(t), t = 1, ..., N , is a periodic function with periodicity T , and t is a
stationary process.
4.1.1 Hidden Periodicity Detection
As a natural part of this problem the periodicity detection as the crucial step has to be
considered. To obtain the periodicity, following Chiu [15], we approximate the (4.1) by a
harmonic regression as follows:
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Xt = µ + S(t) + (t), t = 1, ..., N ; (4.2)
(t) ∼ N (0 , σ2 )
S(t) =
K∑
k=1
(Ak cos ωkt + φk) (4.3)
consist of K sinusoidal waves at frequencies ωk 6= 0 with amplitudes Ak 6= 0, phases φk.
K can be equal to zero, to include the case of no periodic component. Without loss of
generality we assume µ = 0. The periodogram is used to search for hidden periodicities
and naturally it became a tool for testing the presence of periodic components.
Definition 4.1. The periodogram of a series Xt is defined as
Ix(ω) = d
(N)
x (ω)d
(N)
x (−ω)/2piN (4.4)
where
d(N)x (ω) =
N−1∑
t=0
Xtexp(−iωt)
is the finite Fourier transform of the series.
Let Ix(ωj) denote the periodogram of Xt at the Fourier frequencies
ωj = (
2pij
N
), j = 0, 1, ..., [N ] (4.5)
where [N ] = N/2 + 1 if N is even and [N ] = (N + 1)/2 if N is odd. Ordering the Ix(ωj)
ascending, we get I1 < I2 < ... < I[N ].
Then the original Fisher F − statistic can be defined as :
F =
I[n]∑[N ]
j=1 Ix(ωj)
(4.6)
This statistic is not robust since we can see that Fisher’s test statistic is proportional
to the maximum of the periodogram ordinates normalized by the sample mean of the
periodogram ordinates, and we know that the sample mean is sensitive to outliers. Chiu
[15] suggests two new statistics to test the null of
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H0 : zero harmonics in Xt
against the alternative
H1 : h harmonics in Xt , (h ≥ 1 fixed)
The statistics are defined as follows:
U(h) =
I[N ]−h+1∑[N ]
i=1 Ii
(4.7)
V (h) =
I[N ]−h+1∑[N ]−h
i=1 Ii
(4.8)
The (4.7) was considered in Shimshoni [78] and Lewis and Fieller [60] for detecting k
peaks or outliers. However, from the earlier argument,i.e., the sample mean is not robust,
Chiu excludes the r biggest periodogram ordinates from the denominator from (4.7) and
gets (4.8) instead. The asymptotic distribution of U(.) and V (.) for testing H0 are derived
as follows:
Define
Z1(h) = [N ]U(h)− ln([N ]− h + 1) (4.9)
Z2(h) = c([N ]− k)V (k)− ln([N ]− h + 1) (4.10)
where c = 1 +
h(ln( h
[N ]
))
[N ]− h (4.11)
Also let:
Pi(h) = exp{−exp(−Zi(h))}
h−1∑
j=0
exp{−jZi(h)/j!}, i = 1, 2 (4.12)
If the selected level of significance is α, we reject H0 in favor of H1 based on the test
statistic Pi(h), i = 1, 2, if
Pi(h) > 1− α (4.13)
By these statistics we detect the periodicity, and we can derive the period as follows.
Let ω∗ = argω max Ix(ωi) where i = 1, . . . , [N ], where ωi is the angular frequency. Then
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Tˆ = 2pi
ω∗
is an estimate of T
In this case we take h = 1, just to test the existence of periodicity in the image.
Remark 4.1. In this case we take h = 1, just to test the existence of periodicity in the
image. However, the number of periods in the image, of course, depends strongly on the
sample size of the image; it can be more than hundreds. The factorial problem in Chiu’s
test statistic for large factorials can be handled by simply working with logs, e.g.
50! = exp(log(50!)) = exp(log1 + log2 + ... + log50)
4.1.2 Bootstrap for Seasonal Time Series
We partition the sample into blocks of length T, such that we get n = bN/T c original
blocks, where b.c denotes the integer part.
The seasonal block bootstrap algorithm is defined below
Definition 4.2. : Bootstrap for Seasonal Time Series(Politis [70])
• Let k be the number of desired bootstrap blocks
• Draw b0, ..., bk−1 i.i.d uniformly distributed on the set {0, .., n− 1}
• The bootstrap data X∗1 , X∗2 , ..., X∗kn, are generated from the original sample, such that
X∗mT+j = XbmT+j (4.14)
where m = {0, . . . , k − 1} and j = {1, . . . , nk}
Remark 4.2. This works only for fixed period and a good signal to noise ratio.
Example 1. As an illustration we give a simple simulation study. We generate a random
series from a Sinus function with t = 1, ..., 310 and periodicity T = 62. We perturb
this series by adding correlated errors, which are generated as a moving average from a
gaussian distributed random variable with mean zero and variance = 2, as follows:
Xt = sin(
2pit
T
) + t
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Figure 4.1: The Period,the original sample, and the bootstrap sample for 1D case
where, the t are generated as follows:
η ∼ N (0, 2);
t = 0.25ηt − 0.5ηt−1;
The periodogram of this series is maximum at frequency 0.015924, it implies that the
periodicity is 62.8 (i.e. 1/0.015924). We use the round version of this periodicity to
simulate a series using one dimensional bootstrap procedure for the same length. Figure
4.1 shows the periodogram, the original series and the simulated one. We can see that the
simulated version can imitate the original one reasonably.
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4.2 Two Dimensional Case
Analogously to the one dimensional case, we consider a semi regular image as a two
dimensional stochastics process which has a hidden period in it,i.e,
X(t1, t2) = f(t1, t2) + ε(t1, t2), t1 = 1, . . . , M ; t2 = 1, . . . , N (4.15)
where the noise is part of a stationary random field ε(t1, t2), −∞ < t1, t2 < ∞, with
mean 0 and finite variance. We assume that the function f has periodicity property, i.e.,
f(t1 +T1, t2 +T2) = f(t1, t2)∀t1, t2 and we use two dimensional periodogram to detect the
hidden period, i.e, T1, T2 from X(t1, t2).
Remark 4.3. The same test as in the one dimensional case is used to detect the hidden
periodicity in the two dimensional case as the two-dimensional periodogram shows the
same asymptotic behaviour as the one dimensional periodogram.
Definition 4.3.
Ix(ω1, ω2) = d
(M,N)
x (ω1, ω2)d
(M,N)
x (−ω1,−ω2)/2piMN (4.16)
where
d(M,N)x (ω1, ω2) =
M−1∑
t1=0
N−1∑
t2=0
Xt1,t2exp(−iω1t1 − iω2t2)
is the Fourier transform of the series.
Now we use the two dimensional periodogram to detect the hidden periodicities, and we
let (ω∗1, ω
∗
2) = argω1,ω2 max Ix(ωi, ωj), i = 1, . . . , [M ], j = 1, . . . , [N ], where Ix(ωi, ωj) is
the periodogram and ωi, ωj are the angular frequencies.
Then the periodicity estimates are
Tˆ1 =
2pi
ω∗1
Tˆ2 =
2pi
ω∗2
Obtaining the Tˆ1 and Tˆ2, we can define a small block pattern of image with a size Tˆ1 · Tˆ2,
based on this small image’s block, we simulate the texture using a bootstrap procedure
as follows:
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Algorithm 4.1. : 2D Weighted Bootstrap-Methods Algorithm
1. Let n1 = bM/T1c and n2 = bN/T2c.
2. M∗b and N
∗
b are numbers of bootstrap blocks, rowwise and columnwise respectively.
3. Let the c0, ..., cM∗b ∗N∗b −1 be drawn i.i.d with uniform distribution on the set {0, .., n1 ∗
n2 − 1}.
4. Let µ¯ = EX(t1, t2) and µi,j =
1
4
(X(i− 1, j − 1) + X(i− 1, j) + X(i, j − 1) + X∗(i, j)
4.1. repeat
4.2. generate X∗(1, 1), X∗(1, 2), ..., X∗(n1Mr, n2Nr) where
X∗(kT1 + i, lT2 + j) = X(cl(M∗
b
−1)+k + i, cl(M∗
b
−1)+k + j) (4.17)
where k = 0, . . .M ∗b − 1, l = 0, . . . , N∗b − 1 and
i = 1, . . . , T1, j = 1, . . . , T2
4.3. until µ(kT1 + i, lT2 + j) < const · µ
where 0 < const ≤ 1 measures the similarity of the bootstrap synthesis to the
original image.
In the last step we give a restriction to the generated bootstrap samples such that their
local sample mean will not excede the sample mean of the image. The aim of this bound
is to glue the fragments of the bootstrap sample, such that the similarity between these
two images can be achieved.
If const = 0, then we only copy the image and this bootstrap procedure will mean nothing.
However, the step 4.3 is sometimes quiet hard to fulfill. It depends on the characteristic
of the randomness and the regularity of the image. If step.4.3 could not be fulfilled after,
let say 10 to 20 times iterations, then we give two suggestions
• we let X∗(kT1 + i, lT2 + j) = X(cl(M∗b−1)+k + i, cl(M∗b −1)+k + j) regardless of the
restriction, and then modelled the error based on spatial error model. This will be
discussed in the next section.
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• set X∗(kT1 + i, lT2 + j) = X(T1 + i, T2 + j)+U(0, µ(kT1 + i, lT2 + j)). It means that
we copy the original pixel in that particular position and add an uniformly random
number between zero to its local sample mean.
We give an illustration of the bootstrap procedure for synthesizing semi regular texture
in Figure.4.2 to Figure.4.5. We have our original texture as in Figure.4.5, the Fourier
transform of its sample correlation, i.e., the periodogram is shown in Figure.4.2 left. Due
to the Fourier transform property we get four quadrants. The point in the middle of
Figure.4.2 is the origin. Now, in every quadrant we threshold the periodogram with
the thresholding point is the maximum periodogram in the quadrant. We have now,
(ω∗11, ω
∗
12), (ω
∗
21, ω
∗
22), (ω
∗
31, ω
∗
32), (ω
∗
41, ω
∗
42). Using the relation that T =
ω∗
2pi
, we get
(T11, T12), (T21, T22), (T31, T32), (T41, T42) as in Figure.4.2 right.
For a texture where the randomness is blended well with the regularity, like in this exam-
ple, we can choose one of the periodicity that appears in the four quadrants arbitrarily.
In Figure.4.4 the size of the blocks clockwise are 11x12, 15x11, 13x13 and 14x13 represent
the periodicities that appear in Figure.4.2, we can see shifting 1 to 5 pixels in this example
does not effect much to the appearance of the simulation’s result.
However, the drawback of our methods for this moment is the lack of rotation invari-
ant. We show this problem by an image of a chess board which is rotated 45 degrees.
Bootrapping directly will give noisy image, e.g., gray spots in the white area. In the
original image the gray pixels are located in the edges or in the corner of the blocks and
the control of this location is lost in the simulation such that the gray pixels appear in
the white area. Beside that, we also can see that the edges between ”black and white” are
no longer straight line but a little bit wiggly. This happend because of the interchanging
of the white to the black pixels improperly.
So far what we can do is a semi manual approach as we show in Figure.4.7 to Figure.4.10.
First, we calculate the angle from the periodogram by thresholding it until we get two
principal points Figure.4.7, let say (x1, y1) and (x2, y2) so that we can calculate the angle
by
α = arctan(
y2 − y1
x2 − x1 ) (4.18)
We rotate the image and once more compute the periodicities of the rotated image, do the
block bootstrap and get the synthesis image as we did for synthesizing, e.g., Figure.4.2.
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Figure 4.2: The Periodogram and The Threshold Periodogram of The Image
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Figure 4.3: The simulated bootstrap with block of size 11x12 (left) and 15x11 (right)
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Figure 4.4: The simulated bootstrap with block of size 13x13 (left) and 14x13 (right)
82 Chapter 4. Bootstrap Simulation of Semi Regular Textures
Figure 4.5: ’Herringbone’ and The Synthesis one
Figure 4.6: Bootstrapping rotated 45 degrees chess board
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Figure 4.7: The Periodogram and The Threshold Periodogram of The Image
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Figure 4.8: The Rotated, The Periodogram and The Threshold Periodogram of The Image
To give a clear description we illustrate in the following figures the steps that we use to
simulate an image which has an angle in its feature. First, we rotate the original image
with the angle that we get from (4.18), see Figure.4.8-left and then again we compute the
Periodogram and its Threshold as in Figure.4.8-middle and right. blur
This time we have three choices of periodicities which give different appearance in the
simulation as we can see in Figure.4.9. For this simulation we choose the 29x13 block,
since for larger simulation it gives the best result from the others two, i.e., the 29x23 and
the 19x17 block respectively.
Finally, we transfer back this synthesis image to the original angle to get the similar image
as the original one, see Figure.4.10
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Figure 4.9: The simulated bootstrap with block of size 29x13 (left), 29x23 (middle) and
19x17 (right)
Figure 4.10: ’Parang Rusak’ and The Synthesis one
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Figure 4.11: An example of blurring in the bootstrap synthesis
4.3 Bayesian Spatial Autoregressive models
In this section we are going to reduce the blurring effect which can be observed e.g. in
Figure 4.11 by modelling the residual error as a Bayesian Spatial Autoregressive models,
Le Sage [59]. This model is an extended version of the Spatial Autoregressive models
that can be found in, e.g., Anselin [4]. However, before we model the residual error let us
review some terminologies in spatial autoregressive models and Bayesian analysis.
We remark this method gives a good result if it is applied to the texture which both
randomness and regularity are blended well, e.g., the Herringbone texture.
4.3.1 Spatial Autoregressive Models
We consider a spatial stochastic process typically observed on a rectangular past of the in-
teger lattice Z2. We enumerate the observations to get them in vector form y = (y1, ..., yn)
′
Definition 4.4. :General First order Spatial Autoregressive models
A class of spatial autoregressive models taking the form as follow
y = ρW1y + Zβ + u
u = λW2u +  (4.19)
 ∼ N (0, σ2In)
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where y contains an n x 1 vector of cross-sectional dependent variables and Z represent
an nxk matrix of explanatory variables. W1 and W2 are known n x n are spatial weight
matrices, β is a k x 1 vector of parameters, ρ, λ are real-valued parameters.
Example 2. : Some derived models
• Set Z = 0 and W2 = 0 produces a first-order spatial autoregressive model
y = ρW1y +  (4.20)
 ∼ N (0, σ2In)
In this model y is explained to be a linear combination of the contiguous or neigh-
boring units with no other explanatory variables.
• Set W2 = 0 produces a mixed regressive-spatial autoregressive model
y = ρW1y + Zβ +  (4.21)
 ∼ N (0, σ2In)
Here we have additional explanatory variables in the matrix Z to explain variation
in y over the spatial sample of observations.
• Set W1 = 0 results in a regression model with spatial autocorrelation in the distur-
bances
y = Zβ + u
u = λW2u +  (4.22)
 ∼ N (0, σ2In)
4.3.1.1 The Estimation
Lemma 4.1. : Least Square Estimation
Consider the First Order Autoregressive model in eq.( 4.20). Applaying least squares will
produce an estimate for the single parameter ρ :
ρˆ = (y′W ′Wy)−1y′W ′y (4.23)
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Proof. By direct calculation we get
 = y − ρWy
take the minimum least square
‖  ‖2 = min
ρ
(y − ρWy)′(y − ρWy)
∂2
∂ρ
= y′W ′(y − ρWy) (4.24)
by setting ( 4.24) equal to zero we get the result
However, this estimate is biased since
E(ρˆ) = E(y′W ′Wy)−1y′W ′(ρWy + )
= ρ + E(y′W ′Wy)−1y′W ′ (4.25)
we cannot show that E(ρˆ) = ρ. That is different to the time series case, where Wy
contains only past values of the process which are independent of the current value of the
noise . In this case E = 0 implies unbiasedness.
Therefore the inappropriateness of the least squares estimator for models that incorporate
spatial dependence has focused attention on the maximum likelihood approach as an
alternative. Going back to the early work of Whittle [83] and Mead [64], maximum
likelihood approaches have been suggested and derived for spatial autoregressions.
The maximum likelihood function for the ( 4.20) is shown as follows
L(y|ρ, σ2) = 1
2piσ2(n/2)
|In − ρW |exp{− 1
2σ2
(y − ρWy)′(y − ρWy)} (4.26)
and by substituting σˆ2 = (1/n)(y− ρ˜Wy)′(y− ρ˜Wy) into eqn.( 4.26) and taking logs will
yields:
ln(L) ∝ −n
2
log(y − ρWy)′(y − ρWy) + log |In − ρW | (4.27)
This expression can be maximized with respect to ρ using a simple univariate optimization
routine to get the ML-estimate ρ˜. Now, by substituting ρ˜ into the equation of σˆ2 we get
the estimate of σ2.
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4.3.2 Review To The Bayesian Analysis
In this section we are going to give a brief introduction of the Bayesian analysis. We refer
to Lee [58] for a complete introduction to Bayesian analysis and a good lecture notes can
be found,e.g., Walsh in [81]
4.3.2.1 Bayes’ Theorem
The foundation of Bayesian statistics is Bayes’ Theorem. Suppose we observe random
variable y and want to make inferences about another variable θ, where θ is drawn from
some distribution p(θ), then from the definition of conditional probability,
Pr(θ|y) = Pr(y, θ)
Pr(y)
(4.28)
We can express the joint probability on θ to give
Pr(y, θ) = Pr(y|θ)Pr(θ) (4.29)
Putting together we get Bayes’ theorem:
Pr(θ|y) = Pr(y|θ)Pr(θ)
Pr(y)
, (4.30)
in particular if θ is discrete with n possible outcomes (θ1, ..., θn).
Pr(θj|y) = Pr(y|θj)Pr(θj)
Pr(y)
=
Pr(y|θj∑n
i=1 Pr(θi)Pr(y|θi)
(4.31)
Pr(θ) is the prior distribution of the possible θ values, while Pr(θ|y) is the posterior
distribution of θ given the observed data y
4.3.2.2 The Posterior Distribution
Generally the posterior distribution is obtained by simulation using Gibbs sampling, and
hence the Bayes estimate of a parameter is frequently presented as a frequency histogram
from (Gibbs) samples of the posterior distribution
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4.3.2.3 The Choice of A Prior
The critical feature of Bayesian analysis is the choice of a prior, where the shape (family)
of the prior distribution is often chosen to facilitate calculation of posterior, especially
through the use of conjugate priors that, for a given likelihood function, return a
posterior in the same distribution family as the prior (i.e., a gamma prior returning a
gamma posterior when the likelihood is Poisson).
Definition 4.5. : Diffuse Priors
The most common priors is the flat, uninformative, or diffuse prior where the prior is
simply a constant,
p(θ) = k =
1
b− a for a ≤ θ ≤ b (4.32)
Definition 4.6. : Jeffrey’s Prior
Jeffreys [50] proposed a general prior, based on the Fisher information I of the likelihood.
Recall that
I(θ|x) = −Ex(∂
2 ln l(θ|x)
∂θ2
)
Jeffreys’ rule(giving the Jeffreys’Prior) is to use as the prior
p(θ) ∝
√
I(θ|z) (4.33)
A full discussion with derivation can be found in Lee [58], section 3.3.
When there are multiple parameters, I is the Fisher Information matrix, the matrix of the
expected second partials,
I(Θ|x)ij = −Ex(∂
2 ln l(Θ|x)
∂θi∂θj
)
and the Jeffreys’ Prior becomes
p(Θ) ∝
√
det[I(θ|x)] (4.34)
4.3.2.4 Posterior Distribution Under Normality Assumptions
Consider the case where data are drawn from a normal distribution so that the likelihood
function for the ith observation, xi,
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l (µ, σ2|xi) = 1√
2piσ2
exp
(
−(xi − µ)
2
2σ2
)
(4.35a)
l (µ|x) = 1√
2piσ2
exp
(
−
n∑
i=1
(xi − µ)2
2σ2
)
(4.35b)
=
1√
2piσ2
exp
[(
− 1
2σ2
n∑
i=1
x2i − 2µnx¯ + nµ2
)]
(4.35c)
where ( 4.35b) is the full likelihood for all n data points.
Known Variance and Unknown Mean
Lemma 4.2. Assume the variance σ2 is known, while the mean µ is unknown. Then
it remains to specify the prior for µ, p(µ). Suppose we assume a Gaussian prior,i.e.,
µ ∼ N (µ0, σ20), so that
p(µ) =
1√
2piσ20
exp
(
−(µ− µ0)
2)
2σ20
)
(4.36)
Then the posterior density function for µ is a normal with mean µ∗ and variance σ2∗, e.g.,
µ|(x, σ2) ∼ N (µ∗, σ2∗) (4.37)
where
σ2∗ =
( 1
σ20
+
n
σ2
)
and µ∗ = σ2∗
(µ0
σ20
+
nx¯
σ2
)
The mean and variance of the prior, µ0 and σ0 are referred to as hyperparameters.
Note that in the Bayesian analysis we can ignore known parameters and treat them as
constants, i.e., suppose x denotes the data, and Θ1 is a vector of known model parameters,
while Θ2 is a vector of unknown parameters. If we can write the posterior as
p(Θ2|x, Θ1) = f(x, Θ1).g(x, Θ1, Θ2) (4.38a)
then p(Θ2|x, Θ1) ∝ g(x, Θ1, Θ2) (4.38b)
Before we examine a Gaussian likelihood with unknown variance, we need to develop χ−2,
the inverse chi-square distribution via gamma and inverse-gamma distribution.
Definition 4.7. :Gamma,Inverse-Gamma, χ2, and χ−2Distributions
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• A gamma-distributed variable is denoted by x ∼ Gamma(α, β), with density function
p(x|α, β) = β
α
Γ(α)
xα−1e−βx for α, β, x > 0
As a function of x, note that
p(x) ∝ xα−1e−βx
The mean and variance of this distribution are
µx =
α
β
, σ2x =
α
β2
Γ(α), is a Gamma function evaluated at α,i.e.,
Γ(α) =
∫ ∞
0
yα−1e−ydy
where
Γ(α + 1) = αΓ(α) = α! = α(α− 1)!,
Γ(1) = 1, Γ(1/2) =
√
pi
Reference for the Gamma function can be found, e.g.,Abramowitz and Stegun [1].
• The χ2 distribution is a special case of gamma, for a χ2 with n degrees of freedom
is a gamma random variable with α = n/2, β = 1/2, i.e., χ2n ∼ Gamma(n/2, 1/2),
and has density function as
p(x|n) = 2
−n/2
Γ(n/2)
xn/2−1e−x/2
Hence for a χ2n,
p(x) ∝ xn/2−1e−x/2
• The inverse gamma distribution is defined by the distribution of y = 1/x where
x ∼ Gamma(α, β). The density function, mean and variance are
p(x|α, β) = β
α
Γ(α)
x−(α−1)e−β/x for α, β, x > 0
µx =
β
α− 1 , σ
2
x =
β2
(α− 1)2(α− 2)
Note for the inverse gamma that
p(x) ∝ x−(α−1)eβ/x
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• Similarly, if y = 1/x and x ∼ χ2n then y will follow an inverse chi-square distribution
denoted by y ∼ χ−2n . As in the χ2 distribution then the inverse χ2 distribution is also
a special case of the inverse gamma, with α = n/2, β = 1/2. The density function,
mean and variance are
p(x|n) = 2
−n/2
Γ(n/2)
x−(n/2−1)e−1/(2x)
µx =
1
n− 2 , σ
2
x =
2
(n− 2)2(n− 4)
• The scale inverse chi-square distribution is defined as
p(x|n) ∝ x−(n/2−1)e−σ20/(2x)
so that the 1/(2x) term in the exponential is replaced by an σ20/(2x) term. This
distribution is denoted by SI − χ2(n, σ20) or χ−2(n,σ20).
Note that if x ∼ χ−2
(n,σ20)
then σ20x ∼ χ−2
Unknown Variance: Inverse-χ2 Priors
Lemma 4.3. Now suppose the data are drawn from a normal with known mean µ, but
unknown variance σ2. The resulting likelihood function becomes
l(σ2|x, µ) ∝ (σ2)−n/2. exp
(
− S
2
2σ2
)
(4.39a)
where S2 =
n∑
i=1
(xi − µ)2 (4.39b)
In principle we might have any form of prior distribution for the variance σ2. However,
if we are to be able to deal easily with the posterior distribution it helps if the posterior
distribution is of a ’nice’ form. This will certainly happen if the prior is of a similar form
of the likelihood, namely
p(σ2) ∼ (σ2)−κ/2 exp
(
− σ
2
0
2σ2
)
where κ and σ20 are suitable constants. For the reason of getting ’nice’ form or the poste-
rior, we can substitude κ = ν0 + 2 and the prior becomes
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p(σ2) ∼ (σ2)−ν0/2−1. exp
(
− σ
2
0
2σ2
)
Then by multiplying prior to the likelihood we get the posterior as follow
p(σ2|x, µ) ∝ (σ2)−n/2 exp
(
− S
2
2σ2
)
(σ2)−ν0/2−1. exp
(
− σ
2
0
2σ2
)
= (σ2)−(n+ν0)/2−1 exp
(
−S
2 + σ20
2σ2
)
. (4.40)
i.e. the posterior has inverse chi-square distribution.
Proof. can be seen in Lee [58]
Unknown Mean and Variance
It is realistic to suppose that both parameters of a normal distribution are unknown rather
than just one.
Lemma 4.4. Now we consider x = (x1, x2, ..., xn) as our observations, which are N (µ, σ2)
with µ and σ2 unknown. Clearly,
p(x|µ, σ2) = (2piσ2)− 12 exp
(
− (x− µ)
2
2σ2
)
= {(2pi)− 12 }{(σ2)− 12} exp
(
− µ
2
2σ2
)
exp
(xµ
σ2
− x
2
2σ2
)
from which it follows that the density is in the two-parameter exponential family. Further
the likelihood
l (µ, σ2|x) ∝ p(x|µ, σ2)
∝ (σ2)−n/2 exp
[
− 1
2
∑
(xi − µ)2/σ2
]
= (σ2)−n/2 exp
[
− 1
2
(S + n(x¯− µ)2)/σ2
]
where S =
∑
(xi − x¯)2
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This case can get complicated. For a brief introduction we consider the case of an indif-
ference or ’reference’ prior. It is usual to take
p(µ, σ2) ∝ 1/σ2
which is a product of reference prior p(µ) ∝ 1 for µ and p(σ2) ∝ 1/σ2 for σ2. Then the
posterior will be
p(µ, σ2|x) ∝ (σ2)−n/2−1 exp
[
− 1
2
(S + n(x¯− µ)2)/σ2
]
Proof. See Lee [58], p.73-75.
4.3.3 Bayesian Spatial Autoregressive Model
Now we combine the spatial autoregressive model and the Bayesian technique. Assume
that p(ρ, β, σ, V ) = p(ρ)p(β)p(σ)p(V ); that is, the priors are independent. The models
and prior information of Bayesian spatial autoregressive model are shown as follow:
y = ρ ·Wy + Zβ +  (4.41)
 ∼ N (0, σ2V)
V = diag(v1, v2, ..., vn)
β ∼ N (β¯, Var(β))
σ2 ∼ 1/σ
ρ ∼ constant
r/vi ∼ IDχ2(r)/r
r ∼ constant
Where y is an nx1 vector of dependent variables and Z represents the nx k matrix of
explanatory variables. The W is an nx n matrix representing the spatial weight matrix.
Assume that  is an nx1 vector of normal distribution random variates with non-constant
variance. We use normal prior with hyperparameters β¯, V ar(β) on parameters β and
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diffuse prior for σ2. Prior for ρ is constant. However, we can also choose uniform distri-
bution with hyperparameters rmin, rmax for ρ. We use (−1, 1) as a default for rmin, rmax.
Another alternative is using Beta distribution with hyperparameters a1, a2 for ρ, partic-
ularly we choose a1 = a2 = 1.01 as our default. The relative variance terms (v1, v2, ..., vn)
are assumed fixed but unknown parameters that need to be estimated. The thought of
estimating n parameters v1, v2, ..., vn, in addition to the 2k +1 parameters, β, ρ, σ using n
data observations seems problematic. However, by using Bayesian methods that problem
goes away, because we can rely on an informative prior for these parameters. This prior
distribution for the vi terms will take the form of an independent χ
2(r)/r distribution,
with r is the χ2’s parameter. The prior of r is again a constant. However, Gamma
distribution with hyperparameter m, k, can also be considered as a choice of prior distri-
bution. This type of prior has been used by Geweke [35] in modelling heteroscedasticity
and outliers.
The specifics regarding the prior assigned to the vi terms can be motivated by considering
that the prior mean equals unity and the variance of the prior is 2/r. This implies that
as r becomes very large the terms vi will be approach to unity, resulting in V = In, the
tradiotional Gauss-Markov assumption. Large r values are associated with a prior belief
that outliers and non-constant variances do not exist.
Theorem 4.1. The posterior density kernel for the models is the product of the kernel
densities of the independent prior distributions shown in (4.42), and the likelihood function
will be
L(ρ, β, σ2, v; yW ) = σ−1|In − ρW |
n∏
i=1
v
−1/2
i exp
[
−
n∑
i=1
(2i /2σ
2vi)
]
= σ−1
n∏
i=1
(1− ρλi)
n∏
i=1
v
−1/2
i exp
[
−
n∑
i=1
(2i /2σ
2vi)
]
(4.42)
where i is the i
th element of the vector (y− ρWy−Zβ). The λi denoting the eigenvalues
of the spatial weight matrix W . This gives the posterior density kernel
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p(ρ, β, σ, V ) ∝
n∏
i=1
(1− ρλi)
n∏
i=1
v
−(r+3)/2
i exp(−r/2vi) (4.43)
· σ−(n+1) exp
[ n∑
i=1
(σ−22i + r)/2vi
]
(4.44)
Proof. see Geweke [35]
To bring this model into Gibbs sampler, first we consider the conditional posterior for σ
given ρ, β and v1, v2, ..., vn then (4.43) will be left to be only (4.44), i.e.,
p(σ|ρ, β, V ) ∝ σ−(n+1) exp
[ n∑
i=1
(σ−22i + r)/2vi
]
Geweke [35] shows that this result in a conditional χ2(n) distribution for σ as follow
n∑
i=1
(2i /vi)/σ
2 ∼ χ2(n) (4.45)
The conditional distribution β takes the standard multivariate normal with mean and
variance
β¯ = (Z˜ ′V −1Z˜)−1Z˜ ′V −1y˜ (4.46)
var(β) = σ2(Z˜ ′V −1Z˜)−1 (4.47)
Z˜ = (In − ρW )Z
y˜ = (In − ρW )y
Similarly, for the posterior distribution of v1, v2, ..., vn, conditional on ρ, β, σ
2 we can follow
Geweke [35] and find that
(σ−22i + r)/vi ∼ χ2(r + 1) (4.48)
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Now, the condistional posterior distribution for ρ, the spatial autocorrelation parameter,
conditioning on σ, β and v1, v2, ..., vn, can be shown as
p(ρ|β, σ, V ) ∝ |In − ρW | exp
[
− (1/2σ2)(′V −1)
]
(4.49)
Given those conditional posterior densities in (4.45) through (4.49), we can formulate a
Gibbs sampler for this model using the following steps (LeSage [51]):
1. Begin with arbitrary values for the parameters σ0, β0, ρ0 and v0i
2. Compute (4.45) using ρ0, β0 and v0i , and use it along with a random χ
2(n) draw to
determine σ1.
3. Determine the means and variances for β using (4.46) and (4.47). Carry out a
multivariate random draw based on this mean and variance to determine β1.
4. Using σ1, β1 and ρ0, calculate (4.48) and use it with an n−vector of random χ2(r+1)
draws to determine v1i , i = 1, ..., n.
5. Use ratio of uniforms sampling to determine ρ1 from (4.49) given the values σ1, β1
and v1i , i = 1, ..., n
These steps constitute a single pass of the Gibbs sampler, where initial arbitrary values
of β0, ρ0, v0i and σ
0 have been replaced with j values of βj, ρj, vji and σ
j, j = 1, ..., M , e.g.,
M = 1000 from which we can approximate the posterior distribution for the parameters.
4.3.4 The Application into Image correction
We are going to model the error of the residual image to reduce the blur effect that we
get from the two dimensional bootstrap synthesize using (4.42).
Let Y (i, j) = X(i, j)−X∗(i, j), where i = 1, ..., mTˆ1 and j = 1, ..., nTˆ2, mTˆ1 ≤ M, nTˆ2 ≤
N is the error of the bootstrap to the original image. We arrange the image data
Y (i, j) as y, a (mTˆ1 · nTˆ2)x 1 vector of dependent variables. The vector y will be
y = [Y (1, 1), ..., Y (mTˆ1, 1), Y (1, 2), ..., Y (mTˆ1, 2), ..., Y (1, nTˆ2), ..., Y (mTˆ1, nTˆ2)]. As the
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Figure 4.12: reindexing the matrix for 5 x 5 matrix into 25 x 1 vector
consequence of this arrangement, then our index of will run from i = 1, ..., mTˆ1 · nTˆ2
rowise.
The explanatory variable Z, in our case will be the index from the neighborhood pixel.
This depends on the assumption that we make; either we assume it has a toroidal or not
a toroidal boundary. The order of the neighborhood gives the number of columns in the
matrix Z.
For toroidal boundary, order of neighborhood two, and the size of image as in Figure.4.12,
we have
Z =


5 2 21 26
1 3 22 7
. . . .
10 7 1 11
6 8 2 12
. . . .
. . . .
24 21 20 5


and the size of Z will be (mTˆ1 ·nTˆ2)x k. In case we consider no toroidal boundary, we have
to reduce the error image Y . We exclude the boundary of Y such that no neighborhood
of a pixel will lie outside of the error image.
For the size of image as in Figure.4.12, without toroidal boundary, the explanatory variabel
Z will be
4.3. Bayesian Spatial Autoregressive models 99
Z =


6 8 2 12
7 9 3 13
. . . .
. . . .
17 19 13 23
18 20 14 24


Next, we need to set the spatial weighted matrix,W . There are many posibilities to define
this matrix, e.g. Anselin [4], but particularly for this application we choose
W (s, t) =
{
1/k, if < s, t > is the neighbour of (i,j);
0, otherwise
where i, j = 1, ..., mTˆ1 · nTˆ2.
The matrix W is a sparse matrix. To avoid huge storage in the computational, we only
need to save the index of the neighbourhood,e.g., Windex is a mTˆ1 · nTˆ2 x k. We set
W (i, j) = 1/k but now i = 1, ..., mTˆ1 · nTˆ2 and j = Windex(1, 1), ..., Windex(mTˆ1 · nTˆ2, k)
and set W as a sparse matrix.
We use the Matlab Toolbox for spatial statistics from James LeSage [59] for the Bayesian
SAR computation. We transfer back yˆ, the mTˆ1 · nTˆ2, k x 1 estimation vector of Y by
Bayesian SAR, into Yˆ a m·ˆT1 x n · Tˆ2, k matrix. Finally, we get the correction image as
X˜ = Xˆ + X∗.
As an illustration, we use this procedure to reduce the error in the Figure.4.12. We use
128x128 image as our sample, in Figure.4.13A. The bootstrap image is in Figure.4.13B,
and the error correction with is in Figure.4.13C. The image of error correction is produced
by adding gray value of Figure.4.13B, i.e. the Bootrap image, to the Error prediction by
Bayesian SAR (Figure.4.13B).
The variance of residual from Bayesian SAR is depicted in Figure.4.14 and the partial
comparasion between bootstrap error, i.e., gray values of Figure.4.13A- gray values of
Figure.4.13B, and the prediction to Bayesian SAR is depicted in Figure.4.15.
Figure 4.14 shows a plot of the mean of the variance, vi, draws, conforming that handful
of large vi values exist. This figure is only a part of the whole plot, the total amounts
of vi for 128x128 image (excluding the border) will be 15876. The next Figure.4.15 is a
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Figure 4.13: (A). original image, (B). Synthesis by Bootstrap, (C).The Error correction
with Bayesian SAR, (D). Error between the original image and the bootstrap, (E). The
Error prediction by Bayesian SAR
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plot of the residual from bootrap image to the original vs the prediction of this residual
from Bayesian SAR. We can see that the prediction can follow the dynamic of the ’true’
residual, but visually, the error is still relatively large.
4.4 Correction in the edges between two consecutive
images
In these two texture synthesize methods, i.e., using Markov random field and two di-
mensional bootstrap. Due to the assumption of continous image sometimes we run into
problems in two consecutive sample images for performing a larger image.
Efros and Freeman [24] have an idea that the process of texture synthesis would be akin
to putting together a jigsaw puzzle, quilting together the patches, making sure they all
fit together.
We want to make the cut between two overlapping blocks on the pixels where the edges
between these consecutive images meet. This can be done with dynamic programming.
The minimal cost path through the error surface is computed in the following manner.
Let B1 and B2 be two blocks that overlap along their vertical edge with the regions of
overlap Bov1 and B
ov
2 respectively, then the error surface is defined as e = (B
ov
1 −Bov2 )2. To
find the minimal vertical cut through this surface we traverse e(i = 2..N) and compute
the cumulative minimum error E for all paths:
Eij = eij + min(Ei−1j−1, Ei−1j , Ei−1j+1) (4.50)
In the end, the minimum value of the last row in E will indicate the end of the minimal
vertical path through the surface and we can trace back and find the path of the best cut.
Similar procedure can be applied to horizontal overlaps.
Figure.4.16 give examples of Efros and Freeman’s procedure applying to the simulated
images from the bootstrap method. We can see there are some break lines in the horizontal
(vertical) in the figures of the left part. These break lines are the edges between two
consecutive sample images. By using the quilting method these errors can be removed
and the simulated images look nice.
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Figure 4.14: Part of the Variance Estimate of Residual from Bayesian SAR
0 20 40 60 80 100 120 140 160 180 200
−80
−60
−40
−20
0
20
40
60
80
100
Bootrap Residual
Bayesian SAR
Figure 4.15: The Bootstrap Error Vs The Prediction of Bayesian SAR
4.4. Correction in the edges between two consecutive images 103
Figure 4.16: Examples of error in the edges between two consecutive images and the
correction ones
Chapter 5
Defect Detection on Texture
In the industrial problem defect detection plays a major role in quality control. So far
quality control in many applications takes place manually, by checking the defect using
random sampling and performing a quality control chart. The results of this manual
procedure is of course dependant on the examiner. Even as it is stated in Chetverikov
[13], that humans have the capability to easily find imperfections in spatial structures,
they have physical fatigue that reduces the performance of defect detection. An automatic
inspection system replaces human eyes with cameras, part of their brains by computers,
and part of their abilities to detect the error by software. But we, the humans, have to
give a good procedure for detecting the defect by analyzing the images that are produced
by cameras. Some applications for automatic defect detection are summarized in Kohrt
[55].
In this work we consider only defect detection in the texture. Numerous methods have
been designed to solve particular texture inspection tasks. Cohen,et.al [76] used MRF
models for defect inspection in textile surface, Chetverikov [14] using regularity and local
orientation for finding defects in texture. Meanwhile Sezer, et.al [77] use Independent
Component Analysis for the same purpose.
We treat defect detection as a multihypothesis testing problem with the null hypothesis
representing the absence of defects and the alternative hypotheses representing various
types of defects. Departure from the undisturbed surface models that we generated in
previous chapter, i.e., texture synthesis and various summary statistics are going to be
investigated which represent the regularity of the surface in a given part of the observation
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area. They are going to be used to test the null hypothesis of absence of defects in the
particular segment against the alternatives representing different types of defects.
5.1 The Hypothesis Analysis Construction
We assume that we have a pair of images with the same size; one is an image without
defect, the other is the defect one. The defect detection of this image is achieved by
comparing the two series that are taken from the line, rowwise and columnwise, in the
same position in the image.
Several studies of methods for comparing nonparametric versus parametric regression
fits have been done, for example in Hall and Hart [41], King, et.al [54], Ha¨rdle and
Mammen [43], Delgado [22], compare also Ha¨rdle, et.al [44] for testing the parametric
versus semiparameric model and Neumeyer [66] for comparision of regression curves, when
the error is heteroscedastics. Hart [45] gives a complete study through the business of
nonparametric smoothing and lack-of-fit tests. In this book, he gives an introduction to
some nonparametric methods of function estimation, and shows how they can used to
test the adequacy of parametric function estimates. The lack of fit tests are explained
from the classical ones, and also based on linear smoothers. Furthermore, the extention
for comparing curves is also given as a part the extending the scope of application.
We follow the idea of these studies, but instead of comparing different models with one
series we compare two series with one model.
An introduction to some nonparametric methods of function estimation, and showing how
they can be used to test the adequacy of parametric function estimates is fiven in Hart
[45]. In this book Hart explains the Lack-of Fit tests based on Linear Smoothers as a
main part. Furthermore, the extension for comparing curves is also given as a part of
extending the scope of application.
We first consider the following nonparametric regression setup
Yi = m
I(xi) + i, Y˜i = m
II(xi) + ˜i, i = 1, ..., n (5.1)
where the 1, ..., n, ˜1, ...˜n are independent with mean zero and finite variance, V ar(i) =
V ar(˜i) = σ
2(xi) and uniformly bounded fourth moments E
4
i , E˜
4
i ≤ C < ∞, i = 1, ..., n.
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For sake of simplicity, we only consider the case of equidistant xi on a compact set, say
[0, 1].
We wish to test
H0 : m
I(xi) = m
II(xi) = m(xi), i = 1, ..., n, against
H1 : m
I(xi) 6= mII(xi), for some i.
We estimate mI , mII by µI , µII respectively using Priestley-Chao estimation.
µIh(x) =
1
n
n∑
i=1
Kh(x− xi)Yi (5.2a)
µIIh (x) =
1
n
n∑
i=1
Kh(x− xi)Y˜i (5.2b)
where Kh(.) denotes h
−1K(./h) for a kernel K.
To perform a test, first we need to measure the distance between µIh(x) and µ
II
h (x) and
use this distance as test statistic for testing the null hypothesis. Following, Ha¨rdle and
Mammen [43], we use standardized L2-distance between these two estimates,i.e.
Tn = n
√
h
∫ (
µIIh (x)− µIh(x)
)2
dx (5.3)
5.2 Assumptions
We use similar assumptions that we have already used in the chapter 2. However, for the
convenience of reading, we are going to state them again in this section.
(A1). mI(.), mII(.) are twice continuously differentiable.
(A2). σ2(x) = V ar(Yi|Xi = x) is bounded away from 0 and from ∞, uniformly in x, and
it satisfies a Lipschitz condition.
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(A3). mII can be written as mII(x) = mI(x) + cn(x)∆n(x) with cn = (n
√
h)−1/2 and
∆n(x) bounded uniformly in x and n (H0 corresponds to ∆n(.) ≡ 0).
For the kernel K we use the following assumptions
(K1). The kernel K is a symmetric, twice continuously differentiable function with com-
pact support [−1, 1], furthermore ∫ K(u)du = 1, ∫ uK(u)du = 0.
(K2). The bandwidth h fulfills h = hn ∼ cn−1/5 for some c > 0.
As we shall use the following approximation result for sums by integrals repeatedly, we
formulated it there as a Lemma.
Lemma 5.1. For any Lipschitz function g on [a, b]
∣∣∣∣∣
∫ b
a
g(x)dx−
n∑
j=1
g(xj − 1)∆xj
∣∣∣∣∣ = O( 1n) (5.4)
for ∆xj = xj − xj−1 = b−an , j = 1, 2, ..., n. x0 = a, xn = b, i.e., xj = a + b−an j,
j = 0, 1, 2, ..., n
Proof. The left hand side of the (5.4) is
∣∣∣∣∣
n∑
j=1
∫ xj
xj−1
[g(x)− g(xj)]dx
∣∣∣∣∣ ≤
n∑
j=1
∫ xj
xj−1
|g(x)− g(xj)|dx
≤ L
n∑
j=1
∫ xj
xj−1
|x− xj|dx
≤ L(b− a) 1
n
the second to last equation comes from the Lipschitz continuity property, and we use
|x− xj| ≤ 1n for xj−1 ≤ x ≤ xj
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5.3 Asymptotic property of Tn
In the first proposition of this chapter we will approximate the distribution of Tn by
a Gaussian distribution. We measure the distance between these distributions by the
following modification of the Mallows distance, which is also used by Ha¨rdle and Mammen
in [43]
d(µ, ν) = inf
X,Y
(E‖X − Y ‖2 ∧ 1 : L(X) = µ,L(Y) = ν)
convergence in this distance is equivalent to weak convergence.
We also use the following notation for convolution of a function g with the kernel Kh
respectively with itself:
Khg(x) =
∫
Kh(x− u)g(u)du,
g(2)(x) =
∫
g(x− u)g(u)du,
g(4)(x) =
∫
g(2)(x− u)g(2)(u)du
For later reference we state the following properties where the first follows immediately
and the second follows from the fact that g(2) is the probability density of U + V are i.i.d
with probability density g.
Lemma 5.2. .
a) If g is symmetric, then g(2) is symmetric too and g(2)(x− y) = ∫ g(x−u)g(y−u)du
b) if g is nonnegative and
∫
g(u)du = 1, then
∫
g(2)(x)dx = 1
Proposition 5.1. Assume (A1)-(A3), (K1) and (K2). Then,
d
(
L(Tn),N (Bh, V)
)
→ 0
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where
Bh = B
1
h + B
0
h,
B1h =
∫
(Kh∆n(x))
2dx
B0h =
2√
h
∫
σ2(x)dx
∫
K2(u)du
V = 8
∫
σ4(x)dxK(4)(0).
In particular, B1h ≥ 0 and, under the hypothesis H0, B1h = 0
Proof. The proof of this proposition is along the same lines as in Ha¨rdle and Mammen
[43]. Using
mII(.) = mI(.) + cn∆n(.)
and we defining ˙i = ˜i − i for i = 1, ..., n, we get
Tn = n
√
h
∫
(µIIh (x)− µIh(x))2dx
= n
√
h
∫ [ 1
n
n∑
i=1
Kh(xi − x){mII(xi) + ˜i −mI(xi)− i}
]2
dx
=
√
h
n
∫ n∑
i=1
[
Kh(xi − x){(mII(xi)−mI(xi)) + (˜i − i)}
]2
dx
=
√
h
n
∫ n∑
i=1
[
Kh(xi − x){cn∆n(xi) + ˙i}
]2
dx
=
√
h
n
∫ [ n∑
i=1
Kh(Xi − x)cn∆n(xi) +
n∑
i=1
Kh(xi − x)˙i
]2
dx
=
√
h
n
∫ [
Un,1(x) + Un,2(x)
]2
dx
Where we have set
Un,1(x) =
n∑
i=1
Kh(xi − x)cn∆n(xi)
Un,2(x) =
n∑
i=1
Kh(xi − x)˙i
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a.) First, we investigate the asymptotic behaviour of Un,1(x). By our smoothness as-
sumptions on K, mI , mII, we have that Kh and ∆n are Lipschitz continuous with Lips-
chitz constants of order h−2 and c−1n respectively. Therefore, Kh(u− x)∆n(u) is Lipschitz
continuous in u with a constant of order max(h−2, (hcn)−1), as K, ∆n are bounded, and
by Lemma 5.1 the approximation error of the sum by the integral is of order
1
n
max(h−2, (hcn)−1) = max
( 1
nh2
,
1
(n
√
h)1/2
)
and that is of order n−9/20 by (K2). We get
Un,1(x) =
n∑
i=1
Kh(xi − x)cn∆n(xi)
=
1
(n
√
h)1/2
n∑
i=1
Kh(xi − x)∆n(xi)
(√h
n
)1/2
Un,1(x) =
1
n
n∑
i=1
Kh(xi − x)∆n(xi)
=
∫
Kh(u− x)∆n(u)du + O(n−9/20)
= Kh∆n(x) + O(n
−9/20)
We remark that Kh∆n(x) is uniformly bounded by (A3) and (K1). Therefore, we also get
√
h
n
∫
U2n,1(x)dx =
∫
(Kh∆n(x))
2dx + O(n−9/20)
b.) As a next step, we investigate Un,2(x). First, we note that the ˙i are independent with
mean zero and
V ar(˙i) = V ar(i) + V ar(˜i) = 2σ
2(xi)
Then we decompose
U2n,2(x) =
( n∑
i=1
Kh(xi − x)˙i
)2
=
n∑
i=1
K2h(xi − x)˙2i + 2
∑
i<j
Kh(xi − x)Kh(xj − x)˙i˙j
= Vn,2 + Wn,2
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Therefore, using again Lemma.5.1 and(K2)
E
√
h
n
Vn,2(x) = 2
√
h
n
n∑
i=1
K2h(xi − x)σ2(xi)
= 2
√
h
∫ 1
0
K2h(u− x)σ2(u)du + O
( 1
nh3/2
)
=
2√
h
∫
K2(y)σ2(x + hy)dy + O
( 1
nh3/2
)
=
2√
h
σ2(x)
∫
K2(y)dy + O(
√
h)
as, by (A2), |σ2(x + hy)− σ2(x)| ≤ h|y|.const = O(h), for y ∈ [−1, 1] = supp(K)
Remark, that this result is uniform in x. We get
E
√
h
n
∫
Vn,2(x)dx =
2√
h
∫
σ2(x)dx
∫
K2(u)du + O(
√
h)
= Bh + O(
√
h)
Now
V ar
(√h
n
∫
Vn,2(x)dx
)
=
h
n2
∫
V ar
( n∑
i=1
K2h(xi − x)˙2i
)
dx
=
∫
h
n2
n∑
i=1
K4h(xi − x)V ar(˙2i )dx
≤
∫
1
nh3
1
n
n∑
i=1
K4
(xi − x
h
)
dx max
i
(V ar(˙2i ))
=
∫
1
nh3
∫
K4
(u− x
h
)
dudx max
i
(V ar(˙2i )) + O
( 1
n2h4
)
=
1
nh
∫
K4(y)dy max
i
(V ar(˙2i )) + O
( 1
n2h4
)
= O
( 1
nh2
)
We conclude √
h
n
∫
Vn,2(x)dx = Bh + O(
√
h) + Op(h
3/2)
as (nh2)−1/2 ∼ h3/2 by (K2).
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c.) Now, we consider the term involving Wn,2(x), and we prove
Tn,3 =
√
h
n
∫
Wn,2(x)dx →N
(
0, V
)
(5.5)
(weakly).
First, put
Wijn =
{√
h
n
∫ 1
0
Kh(Xi − x)Kh(Xj − x)dx˙i˙j, if i 6= j;
0, otherwise
Then
Tn,3 =
∑
i,j
Wijn
According to Theorem 2.1 in de Jong [21] for (5.5) it suffices to prove
V ar(Tn,3) → V, (5.6)
max1≤i≤n
∑n
j=1 V ar(Wijn)
V ar(Tn,3)
→ 0, (5.7)
ET 4n,3
(V ar(Tn,3))2
→ 3, (5.8)
First we prove (5.6), which is a straightforward calculation as follows:
Tn,3 =
√
h
n
∫ 1
0
∑
i6=j
Kh(Xi − x)Kh(Xj − x)˙i˙jdx
ETn,3 =
√
h
n
E
∫ 1
0
∑
i6=j
Kh(Xi − x)Kh(Xj − x)˙i˙jdx
= 0
by the assumption of independence ˙i, ˙j and E˙i = 0, E˙j = 0.
T 2n,3 =
h
n2
[∑
i6=j
˙i˙j
∫ 1
0
Kh(xi − x)Kh(xj − x)dx
]
=
h
n2
∑
i6=j,l 6=k
˙i˙j ˙k ˙l
∫
Kh(xi − x)Kh(xj − x)dx
∫ 1
0
Kh(xk − x)Kh(xl − x)dx
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As E˙i˙j ˙k ˙l = 0 in the sum except for i = k, j = l or i = l, j = k we get
ET 2n,3 =
2h
n2
[∑
i6=j
E˙i˙j
∫ 1
0
Kh(xi − x)Kh(xj − x)dx
]
+ 0
=
8h
n2
[∑
i6=j
σ2(xi)σ
2(xj)
(∫ 1
0
Kh(xi − x)Kh(xj − x)dx
)2]
= 8h
∫ ∫
σ2(x)σ2(y)
(
K
(2)
h (x− y)
)2
dxdy + O
( n
h2
)
where we have used Lemma.5.1 again and the fact that
K
(2)
h (x− y) =
1
h2
∫
K
(u− x
h
)
K
(u− y
h
)
du
=
{
0, if |x− y| > 2h;
O
(
1
h
)
, otherwise
(5.9)
as Kh has support [−h, h] and integrates to 1. This implies that
(
K
(2)
h (x−y)
)2
is Lipschitz
with a constant of order O(h−3).
For any x, y, we also have by boundedness of σ2,
h
∫
σ2(x)
(
K
(2)
h (x− y)
)2
dx ≤ consth
∫ (
K
(2)
h (z)
)2
dz = O(1)
as by (5.9) and Lemma.5.2b)
h
∫ (
K
(2)
h (z)
)2
dz = O(1)
∫
K
(2)
h (z)dz = O(1)
mark that by Lemma.5.2a)
h
∫ (
K
(2)
h (z)
)2
dz = K
(4)
h (0)
Now, using (5.9) and Lipschitz continuity of σ2 with Lipschitz constant, say Lσ, we get
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∣∣∣h ∫ σ2(x)(K(2)h (x− y))2dx− hσ2(y)K(4)h (0)∣∣∣ = ∣∣∣h
∫ 2h
−2h
[σ2(y + z)− σ2(y)]
(
K
(2)
h (z)
)2
dz
= 2h2Lσ
∫ 2h
−2h
(
K
(2)
h (z)
)2
dz
= 2h2LσK
(4)
h (0)
= O(h)
Finally, straight forward substitution show that hK
(4)
h (0) = K
(4)(0), such that
ET 2n,3 = 8
∫
σ4(y)dyK(4)(0) = V
Before proving (5.6)-(5.7), we introduce multiplying notation
Lij =
√
h
∫ 1
0
Kh(xi − x)Kh(xj − x)dx
=
{√
hK(2)(xi − xj), if i 6= j = 1, ..., n;
0, if i = j
such that we have
Wijn =
1
n
Lij ˙i˙j
We remark that by (5.9)
Lij =
{
0, if |xi − xj| > 2h;
O
(
1√
h
)
, otherwise
which we will use frequently below.
First we remark that
ET 2n,3 =
1
n2
∑
i,j,k,l
LijLklE˙i˙j ˙k ˙l
=
1
n2
∑
i,j
L2ijE˙
2
i ˙
2
j
= 2
∑
i,j
EW 2ij
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as Lii = Lkk = 0 and as, by independence of the ˙i and by E˙i = 0, the summands do not
vanish for i = k 6= j = l or i = l 6= j = k only.
Now we have to consider
ET 4n,3 =
∑
i,j,k,l,µ,ν,κ,λ
EWijWklWµνWκλ
=
1
n4
∑
i,j,k,l,µ,ν,κ,λ
LijLklLµνLκλE(˙i˙j ˙k ˙l ˙µ˙ν ˙κ˙λ)
The terms with i = j, k = l,etc vanish by definition of Lij. Also, by independence of the
˙i, the eight fold expectation vanishes if one index appears only once. So, typical terms
which are not vanishing are of the terms form, using Wij = Wji,
a) EW 4ij, i 6= j,
b) EW 2ijW
2
ik, i 6= j 6= k,
c) EW 2ijW
2
kl = W
2
jiW
2
lk, i 6= j 6= k 6= k,
d) EW 2ijWikWjk, i 6= j 6= k,
e) EWijWjkWklWli, i 6= j 6= k 6= l
(Compare also to the proof of Proposition 1 of Ha¨rdle and Mammer [43])
Under the restriction i < j, k < l, µ < ν, κ < λ, we have 1 term of the form a) for
each pair (i, j), i < j, 3 terms b) corresponding to the choice i = k = µ = κ and
j = l, j = ν or j = λ in the eight of the sum above, 3 terms c) corresponding to
(i, j) = (k, l), (i, j) = (µ, ν), (i, j) = (κ, λ) respectively. If we relax the restriction then the
number of posibilities is multiplied by 4. Let Nd, Ne denote the number of terms of form
d), e) corresponding to index triples (i, j, k) and index quadraples (i, j, k, l), respectively
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As ∑
ij
EW 4ij =
1
n4
∑
i,j
L4ijE˙
4
i ˙
4
j
=
1
n4
∑
i,j
L4ijE˙
4
i E˙
4
j
= O
( 1
h2
) 1
n4
4∑
i=1
∑
|j−i|≤n2h
1
= O
( 1
n2h
)
we have, as in the first sum the term with i, j 6= k, l dominate the whole expression,
ET 4n,3 = 12
∑
i,j,k,l
EW 2ijEW
2
kl + Nd
6=∑
W 2ijWikWjk + Ne
6=∑
WijWjkWklWli + O
( 1
n2h
)
where
∑ 6= denotes summation over all indices from 1, ..., n which all assume different
values. As
EW 2ijWikWjk =
1
n4
L2ijLikLjkE˙
3
i ˙
3
j ˙
2
k
= O
( 1
n4h2
)
for |i− k|, |i− j| ≤ n2h and equal to zero else.
The second sum, running over i, j, k is of order O
(
1
n
)
. Now, for i 6= j 6= k 6= l,
EWijWjkWklWli =
1
n4
LijLjkLklLliE˙
2
i ˙
2
j ˙
2
k ˙
2
l
=
1
n4
LijLjkLklLliσ
2(xi)σ
2(xj)σ
2(xk)σ
2(xl) (5.10)
with LijLjkLklLli = O
(
1
h2
)
for |i− j|, |j− k|, |k− l| ≤ n2h and zero else, we get an upper
bound for the sum of (5.10) over i, j, k, l of the order
O
( 1
n4h2
)∑
i
∑
|i−j|≤2nh
∑
|j−k|≤2nh
∑
|k−l|≤2nh
1 = O(h)
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Therefore, the terms of form d), e) are neglijible, and we get
ET 4n,3 = 12
∑
i,j,k,l
EW 2ijW
2
kl + O(h)
= 12
∑
i,j
(
EW 2ijW
2
kl
)2
+ O(h)
= 3
(
V ar(Tn,3)
)2
+ O(h)
d) Recalling the decomposition of Tn at the beginning of the proof we have
Tn =
√
h
n
∫
U2n,1(x)dx +
√
h
n
∫
U2n,2(x)dx +
2
√
h
n
∫
Un,1(x)Un,2(x)dx
We have dealt with the first term which vanishes under the hypothesis H0, in part a) and
with the two components of the second term in part b) and c). We finish the proof by
showing that the last term vanishes for n →∞, and then we can conclude that
Tn =
∫ (
Kh∆n(x)
)2
dx + B0h + Tn,3 + op(1)
= B1h + B
0
h + Tn,3 + op(1)
and, therefore, Tn is asymptotically N (B1h + B0h, V )-distributed.
Let
Tn,2 =
√
h
n
∫
Un,1(x)Un,2(x)dx
=
(√h
n
)1/2 1
n
∫ ∑
i,j
Kh(xi − x)Kh(xj − x)∆n(xi)˙idx
=
(√h
n3
)1/2∑
i,j
K
(2)
h (xi − xj)∆n(xi)˙j
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We have ETn,2 = 0 and, by independence of the ˙j,
ET 2n,2 =
√
h
n3
∑
i,j,k,l
K
(2)
h (xi − xj)K(2)h (xk − xl)∆n(xi)∆n(xk)E˙j ˙k
=
√
h
n3
∑
i,j,k
K
(2)
h (xi − xj)K(2)h (xk − xj)∆n(xi)∆n(xk)σ2(xj)
=
√
h
n3
n∑
i=1
∑
|i−j|≤2nh
∑
|k−j|≤2nh
O
( 1
h2
)
= O(
√
h)
Where we have applied (5.9). Therefore Tn,2 → 0 in probability.
5.4 The Bootstrap
It is well known that for a moderate sample size the stochastic behaviour of Tn does not
work very well and one alternative to the asymptotics is the bootstrap method. Several
different bootstrap procedures are possible for this test statistics, however we are going
to use the wild bootstrap as it is proposed by Wu [88] (see also Liu [61], Mammen [62],
Ha¨rdle and Mammen [43]).
First, we estimated the residuals as follow:
ˆi = Yi − µI(xi)
ˆ˜i = Yi − µII(xi)
centering the residual by their sample mean, we achieve
ˆ0i = ˆi −
1
n
n∑
j=1
ˆj (5.11a)
ˆ˜0i = ˆ˜i −
1
n
n∑
j=1
ˆ˜j (5.11b)
5.4. The Bootstrap 119
Then, we construct our bootstrap samples
Y ∗i = µ
I
g(xi) + ˆ
∗0
i
Y˜ ∗i = µ
II
g (xi) + ˆ˜
∗0
i
while, following Franke [29], we use the oversmooth estimation µIg, µ
II
g , where g is chosen
such that h, g → 0, h
g
→ 0 for n →∞. In practice we choose g > h, e.g. (g = 2h)
For the construction of ˆ∗0i , ˆ˜
∗0
i , we define an arbitrary distribution Fˆi , such that,
EFˆi
Z = 0,
EFˆi
Z2 = (ˆ0i )
2,
EFˆi
Z3 = (ˆ0i )
3.
and analogously with ˆ˜0i respectively. We use two-point distribution which is uniquely
determined by these requirements. The two-point distribution Fˆi
Fˆi = γδa + (1− γ)δb
is defined through three parameters a, b, γ, and where δa, δb denote point measures at a, b,
respectively. Some algebra reveals that the parameters a, b, γ at each location xi are given
by
a = ˆ0i (1−
√
5)/2,
b = ˆ0i (1 +
√
5)/2,
γ = (5 +
√
5)/10
These parameters ensure that Eˆ∗0i = 0, E(ˆ
∗0
i )
2 = (ˆ0i )
2 and E(∗0)3 = (ˆ0i )
3. Similarly for
the construction of ˆ˜∗0i .
Now, the bootstrap test statistics can be constructed as follows. From (5.3) we derive,
using
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Tn = nh
1/2
∫ (
µIh(x)− µIIh (x)
)2
dx (5.12a)
∼ h1/2
n∑
i=1
(
µIh(xi)− µIIh (xi)
)2
(5.12b)
=
1
nh1/2
n∑
i=1
(√
nh
(
µIh(xi)− µIIh (xi)
)2
(5.12c)
=
1
nh1/2
n∑
i=1
(√
nh
(
µIh(xi)−m(xi) + m(xi)− µIIh (xi)
)2
(5.12d)
∼ h1/2
n∑
i=1
(
µIh(xi)− µIg(xi) + µIIg (xi)− µIIh (xi)
)2
(5.12e)
under the hypothesis H0. We use two forms of the test statistics based on (5.12b) or (5.12e)
with the bootstrap samples. For now on we call them as T1n and T2n respectively, and
we set
t1∗n = h
1/2
n∑
i=1
(
µ∗Ih (xi)− µ∗IIh (xi)
)2
(5.13)
t2∗n = h
1/2
n∑
i=1
(
µ∗Ih (xi)− µIg(xi) + µIIg (xi)− µ∗IIh (xi)
)2
(5.14)
From the Monte Carlo approximation of L∗(t1∗n) we construct a (1− α) quantile tˆ1α and
reject the null hypothesis if T1n > tˆ1α. Similarly for T2n > tˆ2α.
Proposition 5.2. Assume (A1)-(A2), (K1)-(K2), then
dk
(L(√nh(µIh(x0)−mI(x0))),L(√nh(µ∗Ih (x0)− µIg(x0))|Y1, ..., Yn))→ 0 (5.15)
Similarly for µIIh , m
II
h
This result is well known. Essentially it goes back to Ha¨rdle and Bowman [42] which
showed that the bootstrap does not reproduce a correct approximation of bias if g is of
the same optimal order as h ∼ n−1/5. Franke and Ha¨rdle [28] showed in the analogous
spectral estimation problem that the bias problem dissapears if h/g → 0 for n →∞.
5.5. The two - dimensional case 121
We also have anologously to Theorem 2 of Ha¨rdle and Mammen [43] the following result
which shows the consistency of the bootstraping approximation of our test statistic Tn.
The proof goes along the same line of arguments as in Proposition 5.1. In particular,
additional assumption (A4), implies supi
2
i , supi˜
2
i = Op(log n) and E
8
i , E˜
8
i ≤ const < ∞
for all i = 1, 2, .... Then, we can use again theorem of de Jong.
(A4) E exp(ti), E exp(t˜i) are uniformly bounded in i = 1, 2, ... for all |t| small enough.
Proposition 5.3. Assume (A1)-(A4), (K1),(K2). Then
d(L(T ∗n |Y1, ..., Yn),N (Bh, V )) →p 0
where Bn, V are as in the Proposition 5.1
5.5 The two - dimensional case
We want to apply the test developped in Section 5.1 to the two-dimensional case. That is
a straight forward exercise involving only more cumbersome notation. Therefore, we only
give the statement but do not give the proof. Compare also Ha¨rdle and Mammen [43]
who considered also the d-dimensional case in their testing problem. First let us state the
assumptions. (A1), (A2) and (K1) are not changed at all except for mI , mII , σ2 and K
being functions of x ∈ R2. (A3) is replaced by
(A3’) mII can be written as mII(x) = mI(x) + cn∆n(x) with cn = (nh)
1/2 and ∆n(x)
bounded uniformly in x and n
and (K2) is replaced by
(K2’) The bandwidth h fulfills h = hn ∼ cn−1/6
Remark that (K2’) specifies the rate of mse-optimal bandwidth in two dimensions. Then,
our test statistic is now, with x = (x1, x2)
T ,
Tn = nh
∫ ∫
(µI(x)− µII(x))2dx1dx2
where µI, µII denote the Priestley-Chao estimate based on Y Iij, Y
II
ij respectively, i.e., of
the form
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µh(x) =
1
n2
n∑
i,j=1
Kh(x− xij)Yij
with Kh(u) = h
−2K(u/h), h ∈ R and xij =
(
i
n
, j
n
)
, i, j = 1, ..., n
Theorem 5.1. Assume (A1),(A2),(A3’), (K1),(K2’). Then,
d(L(Tn),N (Bh, V )) → 0
with Bh = B
0
h + B
1
h,
B0h =
2
h
∫ ∫
σ2(x)dx1dx2 −
∫ ∫
K2(u)du1du2
B1h =
∫ ∫ (
Kh∆n(x)
)2
dx1dx2
V = 8K(4)(0)
∫ ∫
σ4(x)dx1dx2
Analogously, the bootstrap result of Section 5.4 would be also generalized to two-dimensions.
5.6 Simulation
Consider a large image Y = {Y (i, j), 1 ≤ i ≤ M, 1 ≤ j ≤ N}. To detect a defect, we split
it into two parts-roughly one half each - horizontally first and later on, also vertically. Let
M˜ be the split coordinate for the horizontal split, i.e., we consider two subimages
Y I(i, j) = Y (i, j), i = 1, ..., M˜ , j = 1, ..., N
Y II(i, j) = Y (i + M˜, j), i = 1, ..., M − M˜, j = 1, ..., N
Later on, we consider an analogous split vertically at j = N˜ . We discuss the choice of
M˜, N˜ below.
As short-hand notation, we use Y.j, Y
I
.j , Y
II
.j respectively for the j-th column of Y, Y
I , Y II .
Mark that for a horizontal split we have Y.j = (Y
I
.j , Y
II
.j )
T . Now, we model for any
j = 1, ..., N Y I.j and Y
II
.j as in (5.1). We test for each sample Y
I
.j , Y
II
.j if H0 : m
I = mII
holds or not. If the hypothesis is rejected, we mark the column index j as jd.
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Similarly, if we start with a vertical split, we have
Y I(i, j) = Y (i, j), i = 1, ..., M, j = 1, ..., N˜
Y II(i, j) = Y (i, j + N˜), i = 1, ..., M, j = 1, ..., N − N˜
Then we compare the two parts of rows Y I.j , Y
II
.j , and we mark i as i
d if H0 : m
I = mII
is rejected. Let idmin = min i
d, idmax = max i
d, jdmin = min j
d, jdmax = max j
d then the set of
{(idmin, jdmin), ..., (idmax, jdmax)} is the defect area of the image.
The problem left to be explained in this procedure is finding the M˜ and N˜ . Due to the
illumination, when we observe the image line based, we are going to have a linear trend
in the series (see Figure 5.1 as an illustration). We have to remove this trend, line by line
at the pre-processing step, such that misleading defect detection due to illumination can
be avoided.
We can not always divide the image exactly into two in the middle, especially for the
regular and semi regular image texture. Since, when we fold the series, i.e., Y1, ..., YN˜ to
the YN˜+1, ..., Y2N˜ and compare them directly under the null hypothesis, the rejection of
the null hypothesis can be misleading due to a wrong shift in the series (see Figure 5.2).
To avoid this, we are going to use the periodicity in the image. Let TM , TN be periods in
the image horizontally respectively vertically (compare to the section 4.1)
For example, we consider the vertical division. We multiply TN by k ∈ Z such that
kTN ≤ bN/2c, let this number be Nk. For the moment we have
Y I(i, j) = Y (i, j), i = 1, ..., M, j = 1, ..., Nk
Y II(i, j) = Y (i, j + Nk), i = 1, ..., M, j = 1, ..., N −Nk
Let ENk = Y
I(i, j)− Y II(i, j).
Now, we reduce the Nk by l, where l = 1, ..., TN − 1, such that the mean square error of
ENk−l is minimum. The length, which Nk − l gives the minimum mean square error for
ENk−l, is the N˜ . We use a similar procedure for finding the M˜ .
The first figure in Figure.5.1 shows us the problem of illumination. This can be seen
through the existance of linear trend in the series, which represents a line in the image.
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Since our procedure is a line based checking, this series certaintly will be catagorized as
a defect. Furthermore, every time we compare two images with different sources of light,
the hypothesis will be rejected and the whole image will be catagorized as defect. But
this is not as we intend it to be. Removing this trend, see the second figure in Figure 5.2
will secure us from this misleading error detection.
We have another misleading error, namely the shifting error. This error arises because we
only want to use one image (without reference image) to detect an error. As we explain
above, when we split the image into two parts, the shifting error happend when we were
not careful enough to decide the point where the series should be folded into two. The
first figure in Figure.5.2 gives us an illustration if the series is simply folded in the middle.
Then if we use these two series in hypothesis test, the hypothesis can be rejected but
there is no defect in the image. Compare to the second figure in Figure.5.2. We shift the
series such that the mean of the square difference between two series is minumum, testing
these two series gives a more resonable result than those previous two series.
Algorithm 5.1. : Defect Detection
for j = 1:N
1. Remove linear trend in Y.j
2. Find M˜
3. Set up Y I.j and Y
II
.j
4. Set xi = 1/N1, 2/N1, ..., 1 where N1 = min(N˜ , N − N˜) is the length of the series Y I.j
and Y II.j , where we drop part of the larger of the two sequences Y
I
.j , Y
II
.j to get them
of equal length.
5. Compute the µIh(x), µ
II
h (x) using (5.2a) and (5.2b) respectively.
6. Use the same equations calculate the µIg(x), µ
II
g (x) with g = 2h
7. Compute the centering error using (5.11a) - (5.11b)
for B = 1:500
8a. Construct wild bootstrap data Y ∗I.j and Y
∗II
.j
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8b. Compute µ∗Ih (x), µ
∗II
h (x)
8c. Compute test statistics, t1∗ using (5.13) or t2∗ using (5.14) for the bootstrap
data
end
9. Construct the (1− α)-quantile tˆ1α or tˆ2α
10. Construct the T1n using (5.12b) or T2n using (5.12e)
11. Reject the hypothesis if T1n > tˆ1α or T2n > tˆ2α
12. Mark the index j.
13. Cluster the defect set to avoid the outliers in this set, we define jcluster as the set
without outliers.
end
Find jclusterdmin, jcluster
d
max from the clustering set
Use the similar procedure to get the defect set columwise and find iclusterdmin, icluster
d
max
The set {(iclusterdmin, jclusterdmin), ..., (iclusterdmax, jclusterdmax)} is the defect area of the
image.
We give five different examples of error detections on a texture in Figure 5.3. Figure 5.3a,
represents noisy regular image, Figures.5.3 b and c, represent semi regular texture. We
can see in both images that our procedure is invariant to the lighting (b) and rotation
(c). The last two figures represent the error detection for random texture.
However, for this moment, this method still has a drawback. Particularly for detecting
a defect for natural texture, such as wood or if the contrast of the defect area to the
background is too feeble, see Figure5.4).
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Figure 5.1: The series with linear trend, and after the trend is removed
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Figure 5.2: The devision of series in the middle and based on minimum mean square error
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a) b) c)
d) e)
Figure 5.3: Some examples of defect detection
Figure 5.4: Some examples of undetected errors
Appendix A
Tables
Table A.1: Summary of Denoising of DFG SPP 1114’s Images Test Simple Methods as
an Comparation
Images σ Method Mask L1 L2 L∞ LDP PSNR
ND 0.135830 0.041172 0.994760 0.218550 13.85410
MF 3x3 0.068648 0.013247 1.000000 0.053055 18.79570
0.25 AF 3x3 0.113340 0.022129 0.672370 0.092804 16.51880
GF 5x5 0.117560 0.022950 0.682280 0.109680 16.36010
MWH 0.092641 0.012659 0.739460 0.026443 18.94920
ND 0.240880 0.120410 1.000000 0.425400 9.193500
Chess Board MF 5x5 0.112820 0.029973 1.000000 0.130390 15.24810
& 0.50 AF 3x3 0.178050 0.046426 0.814000 0.244290 13.34340
Circle GF 5x5 0.203740 0.066621 0.897090 0.330230 11.77010
MWH 0.158820 0.034721 0.828540 0.123030 14.60930
ND 0.348370 0.230340 1.000000 0.553220 6.376500
MF 7x7 0.165460 0.059280 1.000000 0.256180 12.28570
1.00 AF 5x5 0.242440 0.084016 0.775890 0.521330 10.72100
GF 5x5 0.294640 0.132950 0.982450 0.488450 8.734000
MWH 0.229340 0.075251 0.857430 0.532810 11.22260
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Table A.2: Summary of Denoising of DFG SPP 1114’s Images Test Simple Methods as
an Comparation-continue
Images σ Method Mask L1 L2 L∞ LDP PSNR
ND 0.175300 0.049107 0.933170 0.275430 13.08860
MF 5x5 0.068476 0.009409 0.804500 0.027679 20.22280
0.25 AF 5x5 0.070797 0.009493 0.649910 0.028763 20.25880
GF 5x5 0.115520 0.021672 0.646030 0.092346 16.65940
MWC 0.062235 0.007342 0.631150 0.016785 21.36900
ND 0.286120 0.123060 0.976000 0.535900 9.098800
MF 9x9 0.092507 0.019059 0.976470 0.072800 17.14780
Camera 0.5 AF 7x7 0.106900 0.018736 0.649760 0.070541 17.29900
GF 5x5 0.190630 0.056378 0.818570 0.303790 12.50220
MWC 0.098895 0.016254 0.584560 0.054047 17.91210
ND 0.380970 0.202240 0.986230 0.697180 6.941400
MF 9x9 0.139290 0.036007 0.976470 0.150650 14.35770
1.0 AF 9x9 0.149140 0.034058 0.666100 0.221270 14.67530
GF 5x5 0.190630 0.056378 0.818570 0.303790 12.50220
MWC 0.142490 0.031699 0.618950 0.212140 15.00570
ND 0.173490 0.047236 0.927370 0.245250 13.25740
MF 7x7 0.078725 0.012743 0.996080 0.047607 18.93170
0.25 AF 3x3 0.080461 0.010796 0.622370 0.023087 19.68070
GF 5x5 0.114660 0.021038 0.816210 0.085831 16.77320
MWC5 0.072327 0.009231 0.550690 0.022278 20.36630
ND 0.281770 0.121320 1.000000 0.477290 9.160600
MF 7x7 0.108160 0.021744 1.000000 0.081955 16.73760
Satellite 0.50 AF 5x5 0.118780 0.021304 0.781670 0.075684 16.77610
GF 5x5 0.186630 0.056236 0.900500 0.286760 12.49390
MWC4 0.115810 0.019660 0.600810 0.063370 17.14110
ND 0.377950 0.204640 1.000000 0.621020 6.890100
MF 9x9 0.146840 0.038294 1.000000 0.163760 14.17970
1.00 AF 7x7 0.167190 0.038670 0.744850 0.212490 14.13480
GF 7x7 0.254040 0.101540 0.972160 0.433070 9.944100
MWC4 0.166060 0.036942 0.636620 0.196590 14.33230
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Table A.3: Summary of Denoising of DFG SPP 1114’s Images Test Simple Methods as
an Comparation-continue
Images σ Method Mask L1 L2 L∞ LDP PSNR
ND 0.107170 0.030582 0.843760 0.172920 15.14550
MF 9x9 0.023404 0.002688 0.938080 0.010727 25.72340
0.25 AF 5x5 0.025990 0.002900 0.606020 0.009125 25.32250
GF 5x5 0.036631 0.003686 0.333390 0.000854 24.38220
MWC5 0.034332 0.002980 0.486820 0.003952 25.26810
ND 0.173020 0.071799 0.999300 0.336380 11.43890
MF 9x9 0.040887 0.006806 0.938080 0.021744 21.64130
Radon 0.5 AF 7x7 0.040196 0.005139 0.623540 0.013992 22.78420
GF 5x5 0.110850 0.030543 0.749180 0.180630 15.13460
MWC3 0.046056 0.005568 0.576310 0.015274 22.51010
ND 0.224370 0.109530 0.999990 0.437750 9.604700
MF 9x9 0.072371 0.017102 0.987500 0.061234 17.47790
1.0 AF 7x7 0.055703 0.008770 0.666210 0.028412 20.32730
GF 5x5 0.142120 0.047499 0.865270 0.270290 13.15700
MWC3 0.060033 0.008737 0.706360 0.028748 20.32900
ND 0.181400 0.050086 0.877190 0.265380 13.00290
MF 5x5 0.077767 0.010763 0.792160 0.027725 19.67190
0.25 AF 5x5 0.072506 0.009258 0.553980 0.019714 20.31900
GF 5x5 0.118630 0.022172 0.629840 0.095657 16.53710
MWC5 0.068344 0.008211 0.458630 0.014618 20.85380
ND 0.292610 0.123200 0.938580 0.516190 9.093800
MF 9x9 0.099539 0.018846 0.866670 0.063980 17.23630
0.50 AF 7x7 0.103770 0.016324 0.588200 0.042206 17.85510
GF 5x5 0.189030 0.055530 0.798950 0.299680 12.54950
MWC5 0.100750 0.015135 0.525410 0.033432 18.19460
ND 0.385590 0.198140 0.950750 0.671440 7.030200
MF 9x9 0.143270 0.034954 0.933330 0.154500 14.51860
1.00 AF 9x9 0.139520 0.027755 0.643450 0.124880 15.52590
GF 5x5 0.249090 0.093107 0.861590 0.448000 10.28620
MWC3 0.138120 0.026921 0.546940 0.119860 15.67910
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Table A.4: Summary of Denoising of DFG SPP 1114’s Images Test Using Kernel Based
Methods
Images σ Method L1 L2 L∞ LDP PSNR
CV2P 0.0226 0.0021 0.3537 0.0166 22.3414
0.25 AC2P 0.0245 0.0025 0.3588 0.0250 21.5323
AC3P 0.0282 0.0035 0.3747 0.0742 20.1557
Chess Board CV2P 0.0308 0.0027 0.3754 0.0301 21.2213
& 0.50 AC2P 0.0317 0.0033 0.3841 0.0469 20.4257
Circle AC3P 0.0351 0.0038 0.3780 0.0666 19.7913
CV2P 0.0591 0.0088 0.7201 0.1253 16.1309
1.00 AC2P 0.0484 0.0059 0.4282 0.0861 17.8785
AC3P 0.0521 0.0069 0.5556 0.0923 17.1664
CV2P 0.0190 0.0011 0.3128 0.0054 25.1760
0.25 AC2P 0.0178 0.0009 0.2786 0.0036 25.9924
AC3P 0.0185 0.0009 0.2952 0.0032 26.0955
CV2P 0.0271 0.0021 0.3846 0.0203 22.2690
Camera 0.50 AC2P 0.0249 0.0014 0.3394 0.0067 24.1572
AC3P 0.0255 0.0014 0.3408 0.0067 24.0464
CV2P 0.0487 0.0072 0.6332 0.0824 16.9732
1.00 AC2P 0.0354 0.0026 0.4054 0.0191 21.4240
AC3P 0.0363 0.0027 0.4122 0.0215 21.1998
CV2P 0.0261 0.0016 0.3442 0.0076 23.5964
0.25 AC2P 0.0284 0.0018 0.3412 0.0095 22.9051
AC3P 0.0280 0.0018 0.3378 0.0079 23.1041
CV2P 0.0362 0.0029 0.3816 0.0262 20.8750
Satellite 0.50 AC2P 0.0346 0.0026 0.3722 0.0198 21.3672
AC3P 0.0348 0.0026 0.3525 0.0194 21.3713
CV2P 0.0575 0.0079 0.6919 0.0906 16.5652
1.00 AC2P 0.0428 0.0037 0.4499 0.0324 19.9285
AC3P 0.0446 0.0040 0.4465 0.0381 19.5517
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Table A.5: Summary of Denoising of DFG SPP 1114’s Images Test Using Kernel Based
Methods - continue
Images σ Method L1 L2 L∞ LDP PSNR
CV2P 0.0090 0.0002 0.1873 0.0002 31.7020
0.25 AC2P 0.0074 0.0002 0.1496 0.0000 32.5745
AC3P 0.0086 0.0003 0.2062 0.0004 31.0646
CV2P 0.0175 0.0012 0.3754 0.0132 24.7076
Radon 0.50 AC2P 0.0112 0.0004 0.1896 0.0007 29.7841
AC3P 0.0127 0.0006 0.2707 0.0031 28.1169
CV2P 0.0386 0.0057 0.7419 0.0714 17.9901
1.00 AC2P 0.0252 0.0022 0.6889 0.0256 22.0530
AC3P 0.0280 0.0026 0.6889 0.0325 21.3616
CV2P 0.0296 0.0020 0.2737 0.0086 22.6206
0.25 AC2P 0.0292 0.0019 0.2493 0.0073 22.7890
AC3P 0.0301 0.0020 0.2883 0.0074 22.6406
CV2P 0.0369 0.0028 0.3702 0.0194 21.0232
Barbara 0.50 AC2P 0.0344 0.0024 0.2785 0.0112 21.7952
AC3P 0.0350 0.0024 0.2731 0.0112 21.7795
CV2P 0.0534 0.0067 0.6658 0.0627 17.2933
1.00 AC2P 0.0423 0.0034 0.5743 0.0204 20.2962
AC3P 0.0442 0.0036 0.5743 0.0229 19.9829
Appendix B
Algorithms
This algorithms are taken from [74]
B.1 Gibbs Sampler
Step 1: choose an initial image x and define a visiting scheme {sn}n≥1
Step 2: repeat
for i = 1 to m do
Step 2.1: for all labels l = 0, ..., L− 1
compute pl = Π(Xsi = l|Xr = xr, r ∈ N (si)
Step 2.2: set xsi to l with probability pl
until x satisfies the stability criterion
B.2 Metropolis Sampler
Step 1: choose an initial image x and define a visiting scheme {sn}n≥1
Step 2: repeat
for i = 1 to m do
Step 2.1: chooce l ∈ L\xsi uniformly at random
and set x˜si = l, x˜s = xs for all s 6= si
Step 2.2: calculate p := min{1, Π(xt)
Π(x)
}
Step 2.3: set xsi to l with probability p
until x satisfies the stability criterion
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B.3 Exchange Algorithm
Step 1: choose an initial image x and define a visiting scheme {sn}n≥1
Step 2: repeat
for i = 1 to m do
Step 2.1: select two sites such that uniformly at random
from the set of all sites s with xs 6= xt
Step 2.2: Set x˜u := xu for all u 6= s, t and x˜s := xt if x˜t := xs
Step 2.3: compute p := min 1, Π(xt)
Π(x)
}
Step 2.4: Set x to x˜ with probability p
until x satisfies the stability criterion
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