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1. INTRODUCTION
We establish existence results for solutions to boundary value problems
for systems of second order difference equations associated with systems
of second order ordinary differential equations subject to nonlinear
boundary conditions.
We consider the two-point boundary value problem
y  f x , y , y , 0 x 1, 1Ž . Ž .
0G y 0 , y 1 , y 0 , y 1 , 2Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .
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and its discrete approximation
D2 y  f x , y , D y , k 1, . . . , n 1, 3Ž . Ž .k1 k k k
0G y , y , D y , D y , 4Ž . Ž . Ž .Ž .0 n 1 n
  d d d Ž 0 1. i 2 dwhere f : 0, 1    is continuous; G g , g with g :
2 d d continuous and fully nonlinear for i 0, 1; the step size
Žh 1n; the grid points x  kh, for k 0, . . . , n; and D y  y k k k
. 2 Ž . 2y h, for k 1, . . . , n, so that D y  y  2 y  y h , fork1 k1 k1 k k1
k 1, . . . , n 1.
Ž .By a solution to problem 1 we mean a twice continuous differentiable
Ž . Ž .  vector function y x satisfying 1 for all x	 0, 1 .
Ž . Ž . Žn1.dBy a solution to problem 3 we mean a vector y y , . . . , y 	0 n
Ž .satisfying 3 for all k 1, . . . , n 1. The value of the kth component, y ,k
Ž . Ž .of a solution y of 3 is expected to approximate y x , for some solution yk
Ž .of 1 .
Ž . Ž .Gaines pioneered research on problem 3 , 4 and its relationship to the
 continuous problem. In a landmark paper 2 , he considered second order
scalar equations with linear boundary conditions and, among many other
important and interesting results, he obtained various discrete versions
of existence theorems known to guarantee solutions to the continuous
problem.
 Henderson and Thompson 3 extended the existence results of Gaines
 to the case of fully nonlinear boundary conditions. Tisdell 7 considered
Ž . Ž .problem 3 , 4 for systems of equations in which f is coupled in y butk
not coupled in D y . These papers followed Gaines’ approach of employingk
the a priori bounds method by using discrete variants of upper and lower
solution techniques and Nagumo conditions.
 We extend some of the existence and convergence theorems in 2 to
systems. Our paper is organised as follows.
In Section 2 we introduce the necessary definitions and preliminary
results associated with this paper.
 A Nagumo condition, due to Schmitt and Thompson 5 , which guaran-
Ž .tees a priori bounds on derivatives of solutions to 1 is introduced in
Section 3 and successfully applied to the discrete problem yielding a priori
Ž .bounds on first difference quotients of solutions to 3 which are indepen-
dent of the step size h.
Compatible boundary conditions are discussed in Section 4.
Ž .Our main existence result is presented in Section 5: If f x, y, p satisfies
a Nagumo growth condition with respect to p and the boundary conditions
Ž .are strongly compatible then for sufficiently small grid size problem 3
Ž .and 4 has a solution.
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The methods used in the proof of our main theorem may be summarized
as follows.
Ž .After a suitable modification to 3 we express the modified difference
Ž .equation as a summation equation and couple it with 4 . We then use
degree theoretic arguments to show existence of solutions via homotopy
methods and the reduction theorem.
 In 5 Schmitt and Thompson gave a number of existence results for the
Ž .continuous problem 1 with various boundary conditions. We conclude the
paper with some applications of our work showing that there are solutions
to discretizations of special cases of these results of Schmitt and Thomp-
son. This raises the question as to whether or not there are solutions to
discretizations of their results.
In our main theorem the conditions placed on f and the domain for
solutions are simple and easily verifiable in practice. The boundary condi-
tions under consideration are natural and include the Picard, periodic, and
Neumann boundary conditions while also applying to more general nonlin-
ear cases. Moreover, our existence results apply to discrete problems
whether or not they arise as approximation to continuous problems.
Our results apply to fully coupled systems of equations with fully
 nonlinear boundary conditions and so extend the works of Gaines 2 ,
   Henderson and Thompson 3 , and Tisdell 7 .
Ž . Ž .  For further discussion of problem 1 and 2 see 6 while for further
 discussion of discrete equations see 1, 4 and the references therein.
2. NOTATION AND PRELIMINARY RESULTS
Žn1.d d d  4 d  Let Y    
 0, h, . . . , nh  . Let y denote
d     4the usual norm on  so that setting y max y : k 0, . . . , n fork
Ž . 2 deach y y , . . . , y 	 Y defines a norm on Y. Let X Y with the0 n
usual product norm.
For a bounded open subset T of Y let T denote the boundary of T , let
T denote its closure, and, for each k 0, . . . , n, let T denote thek
 dx -cross-section which we take to be the set y 	  : y k k
Ž . 4y , . . . , y , . . . , y 	 T . Let T denote the boundary of T . As usual B0 k n k k s
denotes the open sphere with centre the origin when the normed space is
   4clear from the context. Let  0, 1  B and   0, 1, . . . , n  BR d R
where B  d.R
We denote the space of m times continuously differentiable functions
mŽ .mapping from A to B by C A; B endowed with the usual maximum
Ž .norm. If B then we omit the B. With y	 C 0, 1 , we will sometimes
Ž Ž . Ž . Ž ..associate the vector y	 Y defined by y y 0 , y h , . . . , y nh . For y and
z in Y we will write y z if y  z , for all i 0, . . . , n.i i
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As mentioned earlier we use the following notation for first and second
Ž .backward differences, respectively,
D y  y  y hŽ .k k k1
and
D2 y  y  2 y  y h2 .Ž .k1 k1 k k1
s s sŽ .If A is a bounded, open subset of  , q	 , F	 C A; , and
Ž .q F A we denote the corresponding Brouwer degree of F on A at q
Ž .by d F, A, q .
DEFINITION 1. Let
1 x t for 0 t x 1,Ž .
Q x , t Ž . ½ 1 t x for 0 x t 1,Ž .
and for C, D	 d
w C , D x  C 1 x Dx , for 0 x 1.Ž . Ž . Ž .
Define C : Y Y by
n1
C y h Q x , x yŽ . Ž .Ýk k i i
i1
for all y	 Y.
If g	 Y, then y is a solution of
D2 y  g , for k 1, . . . , n 1,k1 k
y  A , y  B ,0 n
Ž . Ž .if and only if yC g  w A, B .
3. A DISCRETE NAGUMO CONDITION
The following Nagumo growth condition was studied by Schmitt and
 Thompson 5 for the continuous problem and provides a tool to obtain
Ž .bounds on the derivatives of solutions to 1 in terms of bounds on the
solutions. In this section we prove a similar result for difference equations.
Ž .DEFINITION 2 NagumoSchmittThompson . We say that f satisfies
d the NagumoSchmittThompson condition on 0, 1  B  if thereR
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Ž .exists a positive, nondecreasing real-valued function  s such that
d   f x , y , p  p , for all x , y , p 	 0, 1  B  5Ž . Ž . Ž .Ž . R
and
s2
lim . 6Ž .
 ss Ž .
Ž .THEOREM 1 Discrete NagumoSchmittThompson . Let f satisfy the
d NagumoSchmittThompson condition on 0, 1  B  where  satis-R
Ž . Ž .fies 5 and 6 . Choose Q 0 such that
s2
 9R
 sŽ .
 4 Ž .for sQ, and set Nmax Q, 9R . If y	 B is a solution of 3 , thenR
 D y N for each k 1, . . . , n.k
Proof. Suppose f satisfies the NagumoSchmittThompson condition
Ž .and y	 B satisfies 3 . ThenR
 2   D y  D y , for k 1, . . . , n 1.Ž .k1 k
Let
 Mmax D y : k 1, . . . , n . 4k
Thus
 M D y for some p , 1 p n.p
   First notice that D y  y  y h 2 Rh 2 Rn, for all kk k k1
1, . . . , n, so that M 2 Rn. We bootstrap on this bound to show that
MN, which is independent of n.
If p n2 then for any natural number 	 satisfying 1 	 n2 we
have p 	 n and using a discrete Taylor expansion we obtain
p	1
2 2y  y  	h D y  p 	 s h D y .Ž .Ýp	 p p s1
sp
Rearranging and taking norms of both sides we get
p	1
2     	 D y h 2 R h  D y p 	 s ,Ž .Ž . Ýp p
sp
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since  is nondecreasing. Thus
 2 R 	 1
 M  M h 	 . 7Ž . Ž .
   h 	 2 	
Suppose MN, then
M 2
 9R
 MŽ .
and we obtain
2 R M 2 M 2
 M  h 	  h
 h 	 18 R 18 R
  l h 	 , 8Ž .Ž .
Ž . 2 Ž . 2 Ž .where l s  2 RsM s 18 R M h 18 R . If 4RM 12 then
M 8 RN, a contradiction so 4RM 12. Moreover M 2 Rh so
Ž . Ž .that h 2 RM. Now it is easy to see that for s 0, l s  l 6RM 
Ž . Ž .7M9, and for 6RM s 6RM 2 RM 8 RM, l s  l 6RM
2 Ž .M 2 R 18 RM M. We show that there is 	 with 1 	 n2 and
Ž . Ž .6RM 	h 6RM 2 RM. Then it follows from 8 that M l 	h
M, a contradiction, and hence
 D y MN , for all k 1, . . . , n ,k
   as required. Since 4RM 12 we see that 6RM, 8 RM  0, 12
and 8 RM 6RM 2 RM h 1n. It follows that 	h : 1 	
4  n2  6RM, 8 RM , as required.
If p n2 then for any integer 	 such that n2 	1 we have
p 	 0 and using a discrete Taylor expansion we obtain
p1
2 2y  y  	h D y  p 	 s h D y .Ž .Ýp p	 p s1
sp	
A similar argument to that used in the case 1 p n2 shows that
MN. Hence
 D y N for all k 1, . . . , n ,k
as required.
Remark 3. In applying Theorem 1 to practical examples the constant R
Ž .is fixed by the given equation and thus we may relax 6 to
s2
lim  9R .
 ss Ž .
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Remark 4. The discrete NagumoSchmittThompson condition is
  Žsomewhat more restrictive in the scalar case than that of Gaines 2 see
 .also Henderson and Thompson 3 ; however, Theorem 1 applies to sys-
 tems of equations while the theorems of 2, 3 are confined to the one
dimensional case.
4. COMPATIBILITY OF BOUNDARY CONDITIONS
Ž . Ž .To prove problem 3 and 4 has a solution we need to make assump-
Ž .tions on f which guarantee a priori bounds on solutions of 3 and suitable
corresponding assumptions on the boundary conditions G to ensure they
are compatible. These assumptions are framed through the domain . The
 first author 6 identified assumptions which make the boundary conditions
defined by G compatible for systems of second order differential equa-
tions for admissible domains . We use these compatibility conditions in
 the special case  0, 1  B . For the convenience of the reader weR
recall the definition in this special case.
0 1 2 dŽ . Ž .DEFINITION 5. We call the vector field 
  ,  	 C ;
Ž .strongly inwardly pointing on  B  B for  if for all C, D 	 R R
² 0 :C ,  C , D  0, for C	 B ,Ž . R
² 1 :D ,  C , D  0, for D	 B .Ž . R
We call 
 inwardly pointing if the strict inequalities are replaced with
weak inequalities in the above.
2 d 2 dŽ .DEFINITION 6. Let G	 C  ; . We say G is strongly com-
patible with  if for all strongly inwardly pointing vector fields 
 on ,
d G ,  , 0  0 for all C , D 	  ,Ž . Ž .
where
G C , D G C , D ,
 C , D for all C , D 	  .Ž . Ž . Ž . Ž .Ž .
Our approach to establishing existence of solutions to systems which
arise as discrete approximants also applies to systems which do not arise in
this way. We introduce the notion of compatible boundary conditions
appropriate for establishing existence of solutions for such systems.
0 1 2 dŽ . Ž .DEFINITION 7. We call the vector field 
  ,  	 C ; dis-
Ž .crete strongly inwardly pointing on  B  B for  if for all C, DR R d
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	 
0 2C  C , D  R , for C	 B , 9Ž . Ž .R
1 2D  C , D  R , for D	 B . 10Ž . Ž .R
We call 
 discrete inwardly pointing if the strict inequalities are replaced
with weak inequalities in the above.
2 d 2 dŽ .DEFINITION 8. Let G	 C  ; . We say G is discrete strongly
compatible with  if for all discrete strongly inwardly pointing vectord
fields 
 on  for  satisfyingd
d G ,  , 0  0,Ž .
where
G C , D G C , D ,
 C , D for all C , D 	  .Ž . Ž . Ž . Ž .Ž .
Ž .Since 9 is equivalent to
20 0² :C ,  C , D   C , D 2Ž Ž .
Ž .and 10 is equivalent to
21 1² :D ,  C , D   C , D 2Ž . Ž .
it follows that G is discrete strongly compatible with  if it is stronglyd
compatible with .
5. EXISTENCE RESULTS
We now present our main result.
Ž  2 d d.THEOREM 2. Let f	 C 0, 1  ; satisfy
² :   2 ² :  y , f x , y , p  p  0 if y , p  0 and y  R ,Ž .
Žand let f satisfy the NagumoSchmittThompson condition. Let G	 C 
2 d 2 d. ; be strongly compatible with . Then there exists a solution y of
Ž . Ž .  problem 3 and 4 with y  R, for h sufficiently small.
 Proof. Let 	 0, 1 and y	 B be a solution ofR
D2 y   f kh , y , D y , k 1, . . . , n 1 11Ž . Ž .k1 k k
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Ž .  and 4 . By Theorem 1 there is N 0 such that D y N for kk
1, . . . , n.
Let LN 1. By uniform continuity of f there are constants 
Ž . Ž . R, L  0 and K K R, L such that
2² : ² :  2 y , f x , y , p  2 p  2 0 if y , p   and y  R ,Ž .
 Ž .  and f x, y, p  K on the compact set 0, 1  B  B . For 0  1,R N
it follows that
2² : ² :  2 y ,  f x , y , p  2 p  2 0 if y , p   and y  R ,Ž .
  Žon the compact set 0, 1  B  B . Choose  0 such that K 2 LR L
. Ž .K   and  L R K  and choose n 0 so that h 1n  .
      2We show that y  R for 0  1. It suffices to show that r y k k
R2 for all k 0, . . . , n.
  2 2Assume that r R for some k 1, . . . , n 1 so that D r  0.k k1
² :     First we show that y , D y   for y  R and D y  L. Letk k k k
² :   2    y , y h . Since y  R and   R h, it follows that  j k j k k j
    2y y h R h so that  attains its maximum value at j k. Thusk j j
² : ² :D  0D , that is, y , D y  0 y , D y .k k1 k k k k1
    Ž .For y  R and D y  L, using 12 we obtaink k
 D y D y  h f hk , y , D y  hK R , LŽ . Ž .k1 k k k
so that
² : ² :y , D y  y , D y  hRK R , LŽ .k k k k1
² :  Ž .and consequently y , D y  hRK R, L   .k k
Now
2 22 2² :D r  2 y , D y  D y  D yŽ . Ž .k1 k k1 k k1
2² : 2 y ,  f kh , y , D y  D yŽ . Ž .k k k k
2 D y  h f kh , y , D y ,Ž .Ž .k k k
since
D y D y  h f kh , y , D y 12Ž . Ž .k1 k k k
Ž .    by 3 . Thus for D y N and y  Rk k
22 ² :D r  2 y ,  f kh , y , D y  D yŽ . Ž .Ž .k1 k k k k
22 2² : 2 D y , h f kh , y , D y  h  f kh , y , D y ,Ž . Ž .k k k k k
2² : 2 y ,  f kh , y , D y  D y  hK 2 L hKŽ . Ž . Ž .Ž .k k k k
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 2 Ž .2  2 2 ² Ž .: since h f kh, y , D y  h K and D y , hf kh, y , D y  LhK.k k k k k
    ² : Since h  , y  R, D y N and y , D y   it follows thatk k k k
2 Ž² Ž .: Ž .2 .D r  2 y ,  f kh, y , D y  D y   0, a contradiction.k1 k k k k
 Thus y  R, for k 1, . . . , n 1.k
The boundary conditions guarantee that r cannot attain a maximumk
value R2 for k 0 and k n.
 Thus y  R.
Ž . Ž .We show that problem 3 , 4 has a solution.
Let
    y	 Y : y  R , D y  L, j 1, . . . , n 4j
and let  . Define F : Y Y by
F   0, F   f x ,  , DŽ . Ž . Ž .0 k k k k
Ž 0 1.for 	 Y, k 1, . . . , n. Let 
  ,  be a strongly inwardly pointing
 vector field on  0, 1  B .R
 Define H :  0, 1  X by
H  , C , D ,    3w C , D , G C , DŽ . Ž . Ž .Ž .
1for 0  3
1
H  , C , D ,   C 3  F   w C , D , G C , DŽ . Ž . Ž . Ž .ž /ž /3
1 2for   , and3 3
H  , C , D ,   CF   w C , D , S  , C , D , Ž . Ž . Ž . Ž .Ž .
2for   1 where S is defined by3
S S  , C , D , Ž .
2
G C , D , 3  D , D  3 1  
 C , D .Ž . Ž . Ž . Ž .1 nž /ž /ž /3
Ž . Ž .Clearly H is continuous. It is easy to see that y is a solution of 3 and 4
Ž .with y, y , y 	  if and only if0 1
H y, y , y , 1  0.Ž .0 n
Ž .Now if there is a solution with y, y , y 	   then there is nothing to0 n
prove so we assume there is no solution in  .
We show H is a homotopy for the Brouwer degree on  at 0.
SYSTEMS OF DIFFERENCE EQUATIONS 343
Ž .We argue by contradiction and assume solutions exist to H y, C, D,  
2  Ž .  0 with 	 0, 1 and y, C, D 	  . We investigate the cases 	 , 13
1 2 1 .  .and , ; the case 	 0, is trivial.3 3 3
2Ž .  Case i . 	 , 1 . By assumption there is no solution with  1, so3
2Ž .  .  we assume there is a solution y, C, D with 	 , 1 and y  R,3
y  C and y D.0 1
Ž .Assume that C, D 	 .
    ² :If y  C  R then y , D y  0. It follows that0 0 1
2
0² :y , 3  D y  3 1   y , y  0Ž . Ž .0 1 0 nž /3
since 
 is strongly inwardly pointing. It follows from strong compatibility
that
S y, y , y ,   0Ž .0 n
Ž . Ž .which is a contradiction. Similarly, the other cases C, D  y , y 	 0 n
Ž .also lead to contradictions. Thus C, D  .
Assume that y	 .
   By Theorem 1, D y  L for k 1, . . . , n and y  R by the argumentk
Ž .above. Thus y  and there are no solutions of H y, C, D,   0 with
2  Ž .	 , 1 and y, C, D 	  .3
1 2Ž .   Ž .  Case ii . 	 , . As in Case i , D y N L for k 1, . . . , n.k3 3
Since 
 is strongly inwardly pointing and G is strongly compatible there
1 2Ž . Ž . Ž are no solutions y, C, D with C, D 	 . For 	 , the proof that3 3
2 2 .y  is similar to the case 	 , 1 . If  then3 3
D2 y  0, k 1, . . . , n 1 13Ž .k1
so that D y  c, a constant for k 1, . . . , n. Thus y  y  ckh Ck k 0
Ž .ckh, for k 0, . . . , n and y	  leads to the contradiction that C, D 	
.
Ž . Ž .Thus H is a homotopy for the Schauder degree and since H , 0  I, G
where I is the identity on Žn1.d it follows that
d H , 1 ,  , 0  d H , , 0 ,  , 0Ž . Ž .Ž . Ž .
 d G ,  , 0  0.Ž .
Ž . Ž .Thus there is a solution y, C, D 	  of H y, C, D, 1  0 and hence a
Žn1.d Ž . Ž .solution y	 to problem 3 and 4 .
 The following is a generalisation of 2, Theorem 2.5 .
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THEOREM 3. Let the assumptions of Theorem 2 hold. Gien  0 there
Ž . Ž . Ž .exists a     0 such that if 0 h  and y is a solution of 3 , 4
Ž . Ž . Ž .then there is a solution y x of 1 , 2 such that
max y x , y  y x : 0 x 1   4Ž . Ž .
and
max  x , y  y x : 0 x 1   , 4Ž . Ž .
where
y x , y  y  x x D y , for x  x x ,Ž . Ž .k k k1 k k1
and
D y  x x D2 y , for x  x x ,Ž .k k k1 k k1 x , y Ž . ½ D y , for 0 x x .1 1
 The proof is similar to that of 2 and so is omitted.
Ž . Ž .Remark 9. If solutions to the continuous problem 1 , 2 are unique it
Ž . Ž .follows from Theorem 3 that solutions to 3 , 4 converge to solutions of
the continuous problem in the sense of Theorem 3.
Remark 10. There is scope for generalization of Theorem 2 by weaken-
ing  to a bounded, open set with convex cross-sections.
Remark 11. The NagumoSchmittThompson condition is needed in
 Theorem 3 to establish a bound on D y which is independent of h. Thisk
condition is not needed in Theorem 2 to prove existence of solutions. We
  Ž .do need an a priori bound on D y for solutions y of 3 in the proof ofk
 Theorem 2 but the bound D y  2 Rh suffices for that. Thus there isk
Ž . Ž .an analogue of Theorem 2 for problem 3 and 4 with fixed h. As it is of
interest in its own right we now state this result for the case h 1.
Ž 4 2 d d.THEOREM 4. Let f	 C 0, 1, . . . , n  ; satisfy
22² :  2 y , f i , y , p  p  p f i , y , p  0,Ž . Ž .Ž .
² :  if y , p  0, y  R ,
2 dŽ .and 0 i n. Let G	 C  B ; be discrete strongly compatible withR
Ž . Ž .   . Then there exists a solution y of problem 3 and 4 with y  R.d
The proof follows similar lines to that of Theorem 2 and so is omitted.
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6. APPLICATIONS
In this section we recall some of the existence results of Schmitt and
 Thompson 5 in the special case that solutions y are sought in sphere BR
Žinstead of a bounded, open, convex set containing the origin which they
.refer to as  . We apply Theorem 2 to show that there also exist solutions
to the discretizations of these continuous problems.
  Ž .Schmitt and Thompson 5 considered 1 subject to each of the bound-
ary conditions
y 0  A , y 1  B , 14Ž . Ž . Ž .
 y 0   y 0  0,  y 1   y 1  0, 15Ž . Ž . Ž . Ž . Ž .
y 0  0, y 1  0, 16Ž . Ž . Ž .
and
y 0  y 1 , y 0  y 1 . 17Ž . Ž . Ž . Ž . Ž .
Ž .We consider the corresponding discrete boundary conditions for Eq. 3 ,
namely,
y  A , y  B , 18Ž .0 n
 y   D y  0,  y   D y  0, 19Ž .0 1 n n
D y  0 D y  0, 20Ž .1 n
y  y , D y D y . 21Ž .0 n 1 n
To simplify the framing of our results we introduce the following
assumption.
Assumption A. Assume that:
Ž .1 there is R 0 such that
² :   ² :y , f x , y , p  0, if y  R , y , p  0, and 0 x 1; 22Ž . Ž .
Ž .2 f satisfies the NagumoSchmittThompson condition;
Ž .     Ž . Ž .3 A , B  R when considering 14 or 18 ;
Ž .4  ,  ,  , and 	 are nonnegative and   0 and   0,
Ž . Ž .when considering 15 or 19 .
  Ž . Ž .COROLLARY 5 5, Corollary 5.1 . Let Assumption A hold. Then 1 , 14
 Ž .has a solution y with y x  R, for 0 x 1.
 The next result follows immediately from 5, Theorem 6.1 .
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Ž .COROLLARY 6. Let Assumption A hold. Then there exists a solution y x
Ž . Ž .of 1 satisfying the boundary conditions 15 .
 The next result follows immediately from 5, Theorem 6.1 .
COROLLARY 7. Let Assumption A hold. Then there exists a solution y of
Ž . Ž .  Ž .1 , 16 such that y x  R, for 0 x 1.
 The next result follows immediately from 5, Theorem 7.1 .
COROLLARY 8. Let Assumption A hold. Let f hae a continuous exten-
Ž . Ž .sion such that f x, y, p  f x 1, y, p ,  x . Then there exists a
Ž . Ž .solution y of 1 satisfying the boundary conditions 17 .
We have the following result.
COROLLARY 9. Let Assumption A hold. Then there exists a  0 such
Ž .that for 0 1n  there is a solution, y, to 3 for each of the discrete
Ž . Ž . Ž . Ž .  boundary conditions 18 , 19 , 20 , and 21 . Moreoer y satisfies y  R.
Ž . Ž . Ž . Ž .Notice that the boundary conditions 14 , 15 , 16 , and 17 are strongly
compatible with B . Thus Corollary 9 may be regarded as a special case ofR
Theorem 2.
 The following is a discretization of an example given in 5 to illustrate
their existence results for the continuous problem.
EXAMPLE 12. Consider the two-dimensional system
D2 u  f x , u ,  , D2  g x , u ,  ,Ž . Ž .k1 k k k k1 k k k
1 k n 1 23Ž .
u ,   a , a , u ,   b , b . 24Ž . Ž . Ž . Ž . Ž .0 0 1 2 n n 1 2
Assume that
a2 a2 1, b2 b2 1, 25Ž .1 2 1 2
and
² : ² :u , f x , u ,    , g x , u ,   0 26Ž . Ž . Ž .
whenever u2 2 1.
Ž .Then the discrete boundary value problem 23, 24 has a solution y with
Ž .  y  u ,  and y  1.k k k
Ž . Ž .The assumptions regarding Eqs. 25 and 26 imply that we may apply
Ž . 2 2 4Theorem 2 by choosing B to be the disc u,  : u   1 and  asR
an appropriate constant.
SYSTEMS OF DIFFERENCE EQUATIONS 347
REFERENCES
1. R. P. Agarwal, ‘‘Difference Equations and Inequalities,’’ Dekker, New York, 1992.
2. R. Gaines, Difference equations associated with boundary value problems for second
Ž .order nonlinear ordinary differential equations, SIAM J. Numer. Anal. 11 1974 , 411434.
3. J. Henderson and H. B. Thompson, Difference equations associated with boundary value
problems for second order nonlinear ordinary differential equations, J. Differential Equa-
tions Appl., in press.
4. W. G. Kelly and A. C. Peterson, ‘‘Difference Equations,’’ Academic Press, Boston, 1991.
5. K. Schmitt and R. Thompson, Boundary value problems for infinite systems of second-order
Ž .differential equations, J. Differential Equations 18 1975 , 277295.
6. H. B. Thompson, Systems of differential equations with fully nonlinear boundary condi-
Ž .tions, Bull. Austral. Math. Soc. 56 1997 , 197208.
7. C. Tisdell, Nonlinear discrete multipoint boundary value problems for weakly coupled
systems, submitted for publication.
