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UNIFORM EXPONENTIAL MIXING AND
RESONANCE FREE REGIONS FOR CONVEX
COCOMPACT CONGRUENCE SUBGROUPS OF SL2(Z)
HEE OH AND DALE WINTER
Dedicated to Peter Sarnak on the occasion of his sixty-first birthday
Abstract. Let Γ < SL2(Z) be a non-elementary finitely gener-
ated subgroup and let Γ(q) be its congruence subgroup of level q
for each q ∈ N. We obtain an asymptotic formula for the ma-
trix coefficients of L2(Γ(q)\ SL2(R)) with a uniform exponential
error term for all square-free q with no small prime divisors. As
an application we establish a uniform resonance-free half plane for
the resolvent of the Laplacian on Γ(q)\H2 over q as above. Our
approach is to extend Dolgopyat’s dynamical proof of exponential
mixing of the geodesic flow uniformly over congruence covers, by
establishing uniform spectral bounds for congruence transfer oper-
ators associated to the geodesic flow. One of the key ingredients is
the expander theory due to Bourgain-Gamburd-Sarnak.
1. Introduction
1.1. Uniform exponential mixing. Let G = SL2(R) and Γ be a non-
elementary finitely generated subgroup of SL2(Z). We will assume that Γ
contains the negative identity −e but no other torsion elements. In other
words, Γ is the pre-image of a torsion-free subgroup of PSL2(Z) under the
canonical projection SL2(Z) → PSL2(Z). For each q ≥ 1, consider the
congruence subgroup of Γ of level q:
Γ(q) := {γ ∈ Γ : γ ≡ e mod q}.
For t ∈ R, let
at =
(
et/2 0
0 e−t/2
)
.
As is well known, the right translation action of at on Γ\G corresponds to
the geodesic flow when we identify Γ\G with the unit tangent bundle of a
hyperbolic surface Γ\H2. We fix a Haar measure dg on G. By abuse of
Oh was supported in part by NSF Grant #1361673.
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notation, we denote by dg the induced G-invariant measure on Γ(q)\G. For
real-valued functions ψ1, ψ2 ∈ L2(Γ(q)\G), we consider the matrix coefficient
〈atψ1, ψ2〉Γ(q)\G :=
∫
Γ(q)\G
ψ1(gat)ψ2(g)dg.
The main aim of this paper is to prove an asymptotic formula (as t→∞)
with exponential error term for the matrix coefficients 〈atψ1, ψ2〉Γ(q)\G where
the error term is uniform for all square free q without small prime divisors.
Denote by Λ(Γ) the limit set of Γ, that is, the set of all accumulation
points of Γ-orbits in the boundary ∂(H2) and by 0 < δ = δΓ ≤ 1 the
Hausdorff dimension of Λ(Γ).
The notation Ckc denotes the space of C
k-functions with compact sup-
ports:
Theorem 1.1. Let Γ < SL2(Z) be a convex cocompact subgroup, i.e., Γ has
no parabolic elements. Then there exist η > 0, C ≥ 3 and q0 > 1 such that
for any square free q with (q, q0) = 1 and any ψ1, ψ2 ∈ C1c (Γ(q)\G), we have
(1.1) e(1−δ)t〈atψ1, ψ2〉Γ(q)\G =
1
mBMSq (Γ(q)\G)
mBRq (ψ1)m
BR∗
q (ψ2) +O(||ψ1||C1 ||ψ2||C1 · qC · e−ηt)
as t → +∞; here mBMSq ,mBRq , and mBR∗q denote respectively the Bowen-
Margulis-Sullivan measure, the unstable Burger-Roblin measure, and the sta-
ble Burger-Roblin measure on Γ(q)\G which are chosen compatibly with the
choice of dg (see Section 6 for precise definitions).
The implied constant can be chosen uniformly for all C1-functions ψ1, ψ2
whose supports project to a fixed compact subset of Γ\G.
If Γ < SL2(Z) is finitely generated with δ >
1
2 , then a version of Theorem
1.1 is known by [8] and [12] with a different interpretation of the main term
(also see [22], [43], [27]). Therefore the main contribution of Theorem 1.1 lies
in the groups Γ with δ ≤ 12 ; such groups are known to be convex cocompact.
Remark 1.2. (1) Selberg’s celebrated 316 theorem corresponds exactly
to this result in the case Γ = SL2(Z) with the explicit constants
C = 3 and η(Γ) = 14 − ǫ. One can therefore regard Theorem 1.1
as yet another generalization of Selberg’s theorem to subgroups of
infinite covolume.
(2) The optimal qC would be q3, which is the growth rate of [Γ : Γ(q)]
in the above error term expressed in C1-norms.
(3) One would expect the results described in this paper to hold without
the assumption that q is square free; the missing piece is the ℓ2
flattening lemma (Lemma 4.7), which is available in the literature
only in the case of square free q.
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(4) Theorem 1.1 has an immediate application to counting, equidistir-
bution and affine sieve; for instance, Theorems 1.7, 1.12, 1.14, 1.16
and 1.17 in [27] are now valid for Γ < SL2(Z) with δ ≤ 12 , with the
L2-sobolev norms of functions replaced by C1-norms; the proofs are
verbatim repetition since Theorem 1.1 was the only missing piece in
the approach of that paper.
The main term in (1.1) can be related to a Laplace eigenfunction on
Γ(q)\H2. Denote by ∆ the negative of the Laplacian onH2 and {νx : x ∈ H2}
the Patterson density for Γ. Then φo(x) := |νx| is an eigenfunction of ∆ in
C∞(Γ(q)\H2) with eigenvalue δ(1 − δ) [31], and φo ∈ L2(Γ(q)\H2) if and
only if δΓ > 1/2. If we identity H
2 = SL2(R)/SO(2), and ψ ∈ Cc(Γ(q)\G)
is SO(2)-invariant, then
mBRq (ψ) =
∫
Γ(q)\G
ψ(x)φo(x)dx = m
BR∗
q (ψ).
1.2. Uniform resonance free region. When δ > 12 , Bourgain, Gam-
burd and Sarnak [8] established a uniform spectral gap for the smallest two
Laplace eigenvalues on L2(Γ(q)\H2) for all square-free q ∈ N with no small
prime divisors; for some ǫ > 0, there are no eigenvalues between δ(1 − δ),
which is known to be the smallest one, and δ(1− δ) + ǫ.
When δ ≤ 12 , the L2-spectrum of ∆ is known to be purely continuous [23],
and the relevant spectral quantities are the resonances. The resolvent of the
Laplacian
RΓ(q)(s) := (∆ − s(1− s))−1 : C∞c (Γ(q)\H2)→ C∞(Γ(q)\H2)
is holomorphic in the half plane ℜ(s) > 12 and has meromorphic continuation
to the complex plane C with poles of finite rank [16] (see also [25]). These
poles are called resonances. Patterson showed that s = δ is a resonance of
rank 1 and that no other resonances occur in the half-plane ℜs ≥ δ [32].
Naud proved that for some ǫ(q) > 0, the half-plane ℜs > δ − ǫ(q) is a
resonance-fee region except at s = δ [28]. Bourgain, Gamburd and Sarnak
showed that for some ǫ > 0, {ℜs > δ − ǫ · min{1, 1/(log(1 + |ℑs|)}} is a
resonance free region except for s = δ, for all square-free q with no small
prime divisors [8]. We will deduce a uniform resonance-free half plane from
Theorem 1.1 (see Section 6):
Theorem 1.3. Suppose that δ ≤ 12 . There exist ǫ > 0 and q0 > 1 such that
for all square free q ∈ N with (q, q0) = 1,
{ℜs > δ − ǫ}
is a resonance free region for the resolvent RΓ(q) except for a simple pole at
s = δ.
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Let Pq denote the set of all primitive closed geodesics in T1(Γ(q)\H2) and
let ℓ(C) denote the length of C ∈ Pq. The Selberg zeta function given by
Zq(s) :=
∞∏
k=0
∏
C∈Pq
(1− e−(s+k)ℓ(C))
is known to be an entire function when Γ(q) is convex cocompact by [21].
Since the resonances of the resolvent of the Laplacian give non-trivial
zeros of Zq(s) by [30], Theorem 1.3 follows from the following:
Theorem 1.4. There exist ǫ > 0 and q0 > 1 such that for all square free
q ∈ N with (q, q0) = 1, the Selberg zeta function Zq(s) is non-vanishing on
the set {ℜ(s) > δ − ǫ} except for a simple zero at s = δ.
1.3. On the proof of Main theorems. Theorem 1.1 is deduced from
the following uniform exponential mixing of the Bowen-Margulis-Sullivan
measure mBMSq :
Theorem 1.5. There exist η > 0, C ≥ 3, and q0 > 0 such that, for all
square free q ∈ N coprime to q0, and for any ψ1, ψ2 ∈ C1c (Γ(q)\G), we have
(1.2)
∫
Γ(q)\G
ψ1(gat)ψ2(g) dm
BMS
q (g) =
1
mBMSq (Γ(q)\G)
mBMSq (ψ1) ·mBMSq (ψ2) +O(||ψ1||C1 ||ψ2||C1 · qC · e−ηt)
as t→ +∞, with the implied constant depending only on Γ.
Theorem 1.5 also holds when Γ has a parabolic element by [27]. For a
fixed q, Theorem 1.5 was obtained by Stoyanov [39].
We begin by discussing the proof of Theorem 1.5. The first step is to
use Markov sections constructed by Ratner [36] and Bowen [6] to build a
symbolic model for the at-action on the space Γ\G. TheMarkov section gives
a subshift (Σ, σ) of finite type in an alphabet {i1, . . . , ik}, together with the
associated space (Σ+, σ) of one sided sequences. Denote by τ : Σ → R the
first return time for the flow at. The corresponding suspension Σ
τ has a
natural flow Gt, a finite measure µ and an embedding
ζ : (Στ , µ,Gt)→ (Γ\G,mBMS, at)
which is an isomorphism of measure theoretic dynamical systems: this is
our symbolic model. This framework will be the topic of Section 2.
From the one sided shift we construct, for each a, b ∈ R, the transfer
operator Lab : C(Σ+)→ C(Σ+) by
(Labh)(x) =
∑
σ(y)=x
e−(δ+a−ib)τ(y)h(y).
Pollicott’s observation, later used and refined by many other authors ([17],
[39], [1]), was that the Laplace transform of the correlation function for
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the system (Στ , µ,Gt) can be expressed in terms of transfer operators using
the Ruelle-Perron-Frobenius theorem, and that the exponential mixing of
(Στ , µ,Gt) and hence that of (Γ\G,mBMS, at) follows if we prove a uniform
spectral bound on Lab for Ho¨lder observables to be valid on |a| ≤ a0 for
some a0 > 0.
We write SL2(q) for the finite group SL2(Z/qZ). Following this approach,
we define congruence transfer operators Mab,q on the space C(Σ+,CSL2(q))
of vector-valued functions for each q satisfying SL2(q) = Γ(q)\Γ (which is
the case whenever q does not have small prime divisors): for x ∈ Σ+ and
γ ∈ SL2(q),
(Mab,qH)(x, γ) =
∑
σ(y)=x
e−(δ+a−ib)τ(y)H(y, γc−1(y)))
where c : Σ+ → Γ is a cocyle which records the way the at-flow moves ele-
ments from one fundamental domain to another. The natural extension of
Pollicott’s idea tells us that uniform exponential mixing of (Γ(q)\G,mBMSq , at)
will follow if we can establish certain spectral bounds for Mab,q uniformly
for all |a| ≤ a0, b ∈ R and all q large. This reduction will be carried out in
Section 5.
The proof of spectral bounds for transfer operators traditionally falls into
two parts. In Section 3 we shall consider the case where |b| is large. The
key ideas here are due to Dolgopyat, who gave an ingenious, albeit highly
involved, proof of the relevant bounds for Lab under additional assumptions.
We will follow a treatment due to Stoyanov, who carries out the bounds on
Lab for axiom A flows. The bounds follow from an iterative scheme involving
Dolgopyat operators, whose construction relies on the highly oscillatory na-
ture of the functions eibτ when |b| is large. This oscillation is also sufficient to
establish bounds on the congruence transfer operators Mab,q; see Theorem
3.1. Because the oscillation relies only on local non-integrability properties,
the bounds we obtain are uniform in q. It is crucial for this argument that
the cocycle c is locally constant on an appropriate length scale, so that it
doesn’t interfere with the oscillatory argument.
We are left, in Section 4, with the proof of the bounds onMab,q for |a| ≤ a0
and |b| small. The bounds for Lab in this region follow immediately from
the complex Ruelle-Perron-Frobenius theorem and a compactness argument.
Since we require bounds onMab,q uniformly in q, however, this compactness
argument is not available to us; instead we follow the approach and use the
expansion machinery of Bourgain-Gamburd-Sarnak [8].
The expansion approach relies on the idea that Γ(q)\G ∼ SL2(q)× Γ\G.
Very roughly, the hyperbolic nature of geodesic flow allow us to separate
variables and to consider functions that are ”independent” of the Γ\G com-
ponent. We are left considering functions on SL2(q); for such functions, the
right action of the cocycle c, together with the expansion machinery and the
ℓ2-flattening lemma produce the required decay. One essential estimate in
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this argument is proved by means of Sullivan’s shadow lemma and the de-
scription of the relevant measures in terms of the Patterson-Sullivan density.
The memoryless nature of the Markov model for our flow is crucial here, as
it allows us to relate these estimates to certain convolutions.
Theorem 1.1 is deduced from Theorem 1.5 by comparing the transverse
intersections for the expansion of a horocyclic piece, based on the quasi-
product structures of the Haar and the BMS measures.
In joint work with Magee [24], we extend a main theorem of [28] uniformly
over q as well, which has an application to sieve for orbits of a semigroup as
used in the work of Bourgain and Kontorovich on Zaremba’s conjecture [10].
We expect that our methods in this paper generalize to convex cocompact
thin subgroups Γ of SO(n, 1) and moreover to a general rank one group,
which we hope to address in a subsequent paper.
Remark: After submission of this paper new arguments have been devel-
oped that allow Theorem 1.1 (and hence Theorems 1.3 and 1.4) to be proved
without the assumption that q be square free. The key point is to replace
the ℓ2-flattening lemma with the expansion results of Bourgain and Varju
[14] in the proofs of Propositions 4.18 and 4.20. The new arguments are
described in a recent preprint [11] for the setting of [24], and should require
only minor modification to apply in our setting.
Acknowledgements: We are grateful to the referee for helpful remarks on
the paper, especially for providing an alternative succinct argument in the
deduction of Theorem 1.3 from Theorem 1.1.
2. Congruence transfer operators
In the whole paper, let G = SL2(R) and let Γ < G be a non-elementary,
convex cocompact subgroup containing the negative identity. We assume
that −e is the only torsion element of Γ. If p : SL2(R) → PSL2(R) is the
canonical projection, then p(Γ) is a convex cocompact torsion-free subgroup
of PSL2(R) and we have Γ\SL2(R) = p(Γ)\PSL2(R). Since our results
concern the quotient space Γ\G, we will henceforth abuse notation so that
sometimes G = PSL2(R) and our Γ is considered as a torsion-free subgroup
of PSL2(R).
We recall that the limit set Λ(Γ) is a minimal non-empty closed Γ-
invariant subset of the boundary ∂H2, and its Hausdorff dimension δ = δΓ
is equal to the critical exponent of Γ (see [31]).
We denote by {µx = µPSx : x ∈ H2} the Patterson-Sullivan density for Γ;
that is, each µx is a finite measure on Λ(Γ) satisfying
(1) γ∗µx = µγx for all γ ∈ Γ;
(2) dµxdµy (ξ) = e
δβξ(y,x) for all x, y ∈ H2 and ξ ∈ ∂(H2).
Here βξ(y, x) denotes the Busemann function: βξ(y, x) = limt→∞ d(ξt, y) −
d(ξt, x) where ξt is a geodesic ray tending to ξ as t→∞. Since Γ is convex
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cocompact, µx is simply the δ-dimensional Hausdorff measure on Λ(Γ) with
respect to a spherical metric viewed from x (up to a scaling). See [31] and
[41] for references.
Fixing o ∈ H2, the map u 7→ (u+, u−, s = βu−(o, u)) is a homeomorphism
between T1(H2) and (∂(H2) × ∂(H2) − {(ξ, ξ) : ξ ∈ ∂(H2)}) × R. Using
this homeomorphism, and the identification of PSL2(R) with T
1(H2), the
Bowen-Margulis-Sullivan measure m˜BMS = m˜BMSΓ on PSL2(R) is defined as
follows:
dm˜BMS(u) = eδβu+ (o,u) eδβu− (o,u) dµPSo (u
+)dµPSo (u
−)ds.
This definition is independent of the choice of o ∈ H2, but does depend on
Γ.
We denote bymBMS the measure on Γ\G induced by m˜BMS; it is called the
Bowen-Margulis-Sullivan measure on Γ\G, or the BMS measure for short.
Let A = {at = diag(et/2, e−t/2) : t ∈ R}. The right translation action
of A on Γ\G corresponds to the geodesic flow on T1(Γ\H2). It is easy to
check that the BMS measure is A-invariant. We choose the left G- and right
SO2(R)-invariant metric d on G such that d(e, at) = t.
Let N+ and N− be the expanding and contracting horocyclic subgroups
for at:
(2.1)
N+ = {n+s :=
(
1 0
s 1
)
: s ∈ R} and N− = {n−s :=
(
1 s
0 1
)
: s ∈ R}.
For ǫ > 0, we will denote by N±ǫ the intersection of the ǫ ball around the
identity, Bǫ(e), with N
±.
We fix a base point o ∈ H2 in the convex hull of the limit set Λ(Γ), and
write Ω for the support of the BMS measure. The geodesic flow at : Ω→ Ω
is known to be mixing for the BMS measure mBMS by Rudolph [37] (see
also [2]). Since Γ is convex cocompact, Ω is compact and there is a uniform
positive lower bound for the injectivity radii for points on Γ\G, which we
will simply call the injectivity radius of Γ.
2.1. Markov sections. We refer to [18] for basic facts about Markov sec-
tions. Let α > 0 be a small number. Consider a finite set z1, . . . , zk in Ω
and choose small compact neighborhoods Ui and Si of zi in ziN
+
α ∩ Ω and
ziN
−
α ∩ Ω respectively of diameter at most α/2. We write intu(Ui) for the
interior of Ui in the set ziN
+
α ∩ Ω and define ints(Si) similarly. We will as-
sume that Ui (respectively Si) are proper, that is to say, that Ui = int
u(Ui)
(respectively Si = int
s(Si)). For x ∈ Ui and y ∈ Si, we write [x, y] for the
unique local intersection of xN− and yN+A. We write the rectangles as
Ri = [Ui, Si] := {[x, y] : x ∈ Ui, y ∈ Si}
and denote their interiors by
int(Ri) = [int
u(Ui), int
s(Si)].
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Note that Ui = [Ui, zi] ⊂ Ri. The family R = {R1, . . . Rk} is called a
complete family of size α > 0 if
(1) Ω = ∪k1Ria[0,α]
(2) the diameter of each Ri is at most α, and
(3) for any i 6= j, at least one of the sets Ri ∩Rja[0,α] or Rj ∩Ria[0,α] is
empty.
Set R =
∐
iRi. Let τ : R→ R denote the first return time and P : R 7→ R
the first return map:
τ(x) := inf{t > 0 : xat ∈ R} and P(x) := xaτ(x).
Definition 2.1 (Markov section). A complete family R := {R1 . . . Rk} of
size α is called a Markov section for the flow at if the following the Markov
property is satisfied:
P([intu Ui, x]) ⊃ [Intu Uj ,P(x)] and P([x, Ints Si])) ⊂ [P(x), Ints Sj]
whenever x ∈ int(Ri) ∩ P−1(int(Rj)).
We consider the k × k matrix
Trlm =
{
1 if int(Rl) ∩ P−1int(Rm) 6= ∅
0 otherwise,
which we will refer to as the transition matrix. The transition matrix
Tr is called topologically mixing if there exists a positive integer N such
that all the entries of TrN are positive. Ratner [36] and Bowen [5] es-
tablished the existence of Markov sections of arbitrarily small size; using
an argument of Bowen and Ruelle [3] we may further assume that the
associtaed tranition matrix is topologically mixing. We now fix such an
R = {R1 = [U1, S1], . . . , Rk = [Uk, Sk]} of size α, where α > 0 satisfies
α < 11000 · Injectivity radius of Γ\G
and for all |s| < 4α,
(2.2) d(e, n+s ) ≤ |s| ≤ 2d(e, n+s ).
Note that k ≥ 2 as a consequence of the non-elementary property of Γ.
Write
U :=
∐
i
Ui and int(R) =
∐
i
int(Ri).
The projection map along stable leaves
πS : R→ U, taking [x, y] 7→ x
will be very important for us at several stages of the argument. We will
write σˆ for the map
σˆ := πS ◦ P : U → U.
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Definition 2.2. We define the cores of R and U by
Rˆ = {x ∈ R : Pmx ∈ int(R) for all m ∈ Z}, and
Uˆ = {u ∈ U : σˆmu ∈ intu(U) for all m ∈ Z≥0}.
Note that Rˆ is P-invariant, and that Uˆ is σˆ-invariant. The cores are
residual sets (that is, their complements are countable unions of nowhere
dense closed sets).
2.2. Symbolic dynamics. We choose Σ to be the space of bi-infinite se-
quences x ∈ {1, . . . , k}Z such that Trxlxl+1 = 1 for all l. Such sequences will
be said to be admissible. We denote by Σ+ the space of one sided admissible
sequences
Σ+ = {(xi)i≥0 : Trxi,xi+1 = 1 for all i ≥ 0}.
We will write σ : Σ → Σ for the shift map (σx)i = xi+1. By abuse of
notation we will also allow the shift map to act on Σ+.
Definition 2.3. For θ ∈ (0, 1), we can give a metric dθ on Σ (resp. on Σ+)
by choosing
dθ(x, x
′) = θinf{|j|:xj 6=x
′
j}.
For a finite admissible sequence i = (i0, . . . , im), we obtain a cylinder of
length m:
(2.3) C[i] := {u ∈ Uˆi0 : σˆj(u) ∈ int(Uij ) for all 0 ≤ j ≤ m}.
Note that cylinders of length 0 are precisely Ui’s and that cylinders are
open subsets of Uˆ . By a closed cylinder, we mean the closure of some
(open) cylinder. We also take this opportunity to introduce embeddings of
the symbolic space into the analytic space.
Definition 2.4 (The map ζ : Σ → Rˆ). For x ∈ Rˆ, we obtain a sequence
ω = ω(x) ∈ Σ by requiring Pkx ∈ Rωk for all k ∈ Z. The set Σˆ :=
{ω(x) : x ∈ Rˆ} is a residual set in Σ. Using the fact that any distinct pair of
geodesics in H2 diverge from one another (either in positive time or negative
time), one can show that the map x 7→ ω(x) is injective. We now define a
continuous function ζ : Σ→ Rˆ by choosing ζ(ω(x)) = x on Σˆ and extending
continuously to all of Σ.
The restriction ζ : Σˆ → Rˆ is known to be bijective and to intertwine σ
and P.
Definition 2.5 (The map ζ+ : Σˆ+ → Uˆ). For u ∈ Uˆ , we obtain a sequence
ω′(u) ∈ Σ+ by requiring Pkx ∈ Rω′
k
for all k ∈ Z≥0. We obtain an em-
bedding ζ+ : Σ+ → U by sending ω′(u) 7→ u′ where possible and extending
continuously. We write Σˆ+ := (ζ+)−1(Uˆ). The restriction ζ+ : Σˆ+ → Uˆ is
known to be bijective and to intertwine σ and σˆ.
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For θ sufficiently close to 1, the embeddings ζ, ζ+ are Lipschitz. We fix
such a θ once and for all. The space Cθ(Σ) (resp. Cθ(Σ
+)) of dθ-Lipschitz
functions on Σ (resp. on Σ+) is a Banach space with the usual Lipschitz
norm
||f ||dθ = sup |f |+ sup
x 6=y
|f(x)− f(y)|
dθ(x, y)
.
Writing τ˜ := τ ◦ ζ ∈ Cθ(Σ), we form the suspension
Στ := Σ× R/(x, t+ τ˜x) ∼ (σx, t).
We write Σˆτ for the set (Σˆ×R/ ∼) ⊂ Στ . The suspension embeds into the
group quotient via the map
ζτ : Σˆτ → Γ\G, (x, s)→ ζ(x)as
and has an obvious flow Gt : (x, s) 7→ (x, t + s). The restriction ζτ : Σˆτ →
Γ\G intertwines Gt and at.
2.3. Pressure and Gibbs measures.
Definition 2.6. For a real valued function f ∈ Cθ(Σ), called the potential
function, we define the pressure to be the supremum
Prσ(f) := sup
µ
(∫
Σ
fdµ+ entropyµ(σ)
)
over all σ-invariant Borel probability measures µ on Σ; here entropyµ(σ)
denotes the measure theoretic entropy of σ with respect to µ.
For a given real valued function f ∈ Cθ(Σ), there is a unique σ-invariant
probability measure on Σ that achieves the supremum above, called the
equilibrium state for f . We will denote it νf . It satisfies νf (Σˆ) = 1.
To any σ-invariant measure µ on Σ, we can associate a Gt-invariant mea-
sure µτ on Στ ; simply take the local product of µ and the Lebesgue measure
on R. Our interest in these equilibrium states is justified in light of the
following fact.
Notation 2.7. We will write ν for the −δ(τ ◦ ζ)-equilibrium state on Σ.
We remark that the pressure Prσ(−δ(τ ◦ ζ)) is known to be zero.
Theorem 2.8. Up to a normalization, the measure mBMS on Γ\G coincides
with the pushforward ζτ∗ ν
τ .
Proof. Sullivan [42] proved that mBMS is the unique measure of maximal
entropy for the at action on Γ\G. On the other hand ζτ∗ ντ is also a measure
of maximal entropy on (Γ\G, at) by [18]. The result follows. 
In particular, this theorem implies that (Στ ,Gt, ντ ) and (Γ\G, at,mBMS)
are measurably isomorphic as dynamical systems via ζτ . One simple conse-
quence is the following corollary.
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Corollary 2.9. The measures (π ◦ vis−1)∗µPSo and (πS ◦ ζ)∗ν are mutually
absolutely continuous on each Ui with bounded Radon-Nikodym derivative.
Here vis denotes the visual map from a lift U˜i to ∂(H
2), and π is the pro-
jection G→ Γ\G.
By abuse of notation, we use the notation ν for the measure (πS ◦ ζ)∗ν
on U .
2.4. Transfer operators. The identification of Στ and Γ\G above allows
the use of symbolic dynamics in the study of the BMS measure. In particular
we will use the theory of transfer operators.
Definition 2.10. For f ∈ Cθ(Σ+), we obtain a transfer operator Lf :
C(Σ+)→ C(Σ+) by taking
Lf (h)(u) :=
∑
σ(u′)=u
ef(u
′)h(u′).
A straightforward calculation shows that Lf preserves Cθ(Σ). The follow-
ing is a consequence of the Ruelle-Perron-Frobenius theorem together with
the well-known theory of Gibbs measures (see [30], [40]):
Theorem 2.11. For each real valued function f ∈ Cθ(Σ+), there exist a
positive function hˆ ∈ Cθ(Σ+), a probability measure νˆ on Σ+, and ǫ > 0, c >
0 such that
• Lf (hˆ) = ePrσ(f)hˆ;
• the dual operator satisfies L∗f νˆ = ePrσ(f)νˆ;
• for all n ∈ N,
|e−nPrσ(f)Lnf (ψ)(x) − νˆ(ψ)hˆ(x)| ≤ c(1 − ǫ)n||ψ||Lip(dθ);
with hˆ normalized so that νˆ(hˆ) = 1;
• the measure hˆνˆ is σ-invariant and is the projection of the f -equilibrium
state to Σ+.
The constants c, ǫ and the Lipschitz norm of hˆ can be bounded in terms of
the Lipschitz norm of f ; see [40]
Remark Using the identification of Σ+ and Uˆ by ζ+, we can regard the
transfer operators defined above as operators on C(Uˆ). We can also regard
the metric dθ as a metric on Uˆ . We will do both of these freely without
further comment.
We also define the normalized transfer operators. For a ∈ R with |a| suf-
ficiently small, consider the transfer operator L−(δ+a)τ on the space Cdθ(U).
Let λa := e
Prσ(−(δ+a)τ) be the largest eigenvalue, νˆa the probability measure
such that L∗−(δ+a)τ νˆa = λaνˆa and let ha be the associated positive eigenfunc-
tion, normalized so that
∫
hadˆνa = 1. It is known that λ0 = 1, and that λa
and ha are Lipschitz in a for |a| small. It is also known that for |a| small,
each ha is Lipschitz in the d-metric [40].
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Notation 2.12. For functions f : Uˆ → R and h : Σ+ → R, we will write
fn(u) :=
n−1∑
i=0
f(σˆiu) and hn(ω) =
n−1∑
i=0
h(σiω).
It follows from the fourth part of Theorem 2.11 that there exist c1, c2 > 0
such that for all x ∈ Σ+ and for all n ∈ N,
(2.4) c1e
−(δ+a)τn(x)λ−na ≤ νˆa(C[x0, · · · , xn]) ≤ c2e−(δ+a)τn(x)λ−na ;
moreover c1, c2 can be taken uniformly uniformly for |a| < a0 for a fixed
a0 > 0. In particular, νˆa is a Gibbs measure for the potential function
−(δ + a)τ .
We consider
(2.5) f (a) := −(δ + a)τ + log h0 − log h0 ◦ σ − log λa,
and let Lˆab := Lf(a)+ibτ , i.e.,
Lˆab(h)(u) := 1
λah0(u)
∑
σ(u′)=u
e(−δ+a−ib)τ(u
′)(h0 · h)(u′)
be the associated transfer operator. Note that Lˆab preserves the spaces
Cd(Uˆ). We remark that the pressure Prσ(f
(a)) is zero; so the leading eigen-
value of Lˆa0 is 1, with an eigenfunction ha/h0. Since f (0) is cohomologous
to −δτ , the corresponding equilibrium states coincide.
2.5. Congruence transfer operators and the cocycle c. Let D be the
intersection of the Dirichlet domain for (Γ, o) in H2 and the convex hull of
Λ(Γ). For each Rj ⊂ Γ\G, we choose a lift R˜j = [U˜j , S˜j ] to G so that the
projection of R˜j to H
2 intersects D non-trivially. We write R˜ := ∪R˜i.
Definition 2.13 (Definition of the cocycle c : R → Γ). For x ∈ R with
(unique) lift x˜ ∈ R˜, we define the cocycle c by requiring that
(2.6) x˜aτ(x) ∈ c(x)R˜.
For n ∈ N and x ∈ U ⊂ R, we write
cn(x) := c(x)c(σˆ(x)) . . . c(σˆ
n−1x).
Lemma 2.14. (1) If x, x′ ∈ Rj ∩ P−1Rl, then c(x) = c(x′).
(2) If x, x′ are both contained in some cylinder of length n ≥ 1, then
cn(x) = cn(x
′).
Proof. Let x1, x2 ∈ Rj ∩ P−1Rl. If x˜1, x˜2 ∈ R˜j with xj = Γ\Γx˜j , then for
y˜i := c(xi)
−1x˜iaτ(xi) ∈ R˜j, we have
d(c(x1)y˜1, c(x2)y˜1) ≤ d(x˜1, c(x2)y˜1) + α
≤ d(x˜2, c(x2)y˜1) + 2α
≤ d(c(x2)y˜2, c(x2)y˜1) + 3α
≤ 4α,
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which is less than the injectivity radius of Γ. Thus c(x1) = c(x2) as desired.
The second statement is now straightforward from the definition of cn. 
Let Γ(q) be a normal subgroup of Γ of finite index and denote by Fq the
finite group Γ(q)\Γ. We would like a compatible family of Markov sections
for the dynamical systems (Γ(q)\G, at,mBMS). The lifts R˜l give a natural
choice; for l ∈ {1, . . . k} and γ ∈ Fq, we take
Rql,γ = Γ(q)γR˜l ⊂ Γ(q)\G.
The collection
Rq := {Rql,γ : l ∈ {1 . . . k} and γ ∈ Fq}
is a Markov section of size α for (Γ(q)\G, at) as expected. The first return
time τq and first return map Pq associated to Rq are given rather simply in
terms of the cocycle c and the corresponding data for R.
Remark Let πq : Γ(q)\G → Γ\G be the natural covering map. If x˜ ∈ Rql,γ
and πq(x˜) ∈ Rl ∩ P−1Rm, then
τq(x˜) = τ(πq(x˜))
and Pq(x) is the lift of P(π(x)) to Rqm,γc(x˜).
Embedded inside each partition element Rql,γ , we have a piece of an unstable
leaf. Let U˜l be the lift of Ul contained in R˜l. Then the subsets
U ql,γ := Γ(q)γU˜l ⊂ Γ(q)\G and Uˆ ql,γ := U ql,γ ∩ π−1q (Uˆ )
are contained in Rql,γ . We then write Uˆ
q :=
∐
Uˆ ql,γ for the union and σˆq :
Uˆ q → Uˆ q for the natural extension of σˆ. Just as the partition R gives rise
to a symbolic model of the geodesic flow on Γ\G, so Rq provides a model
for Γ(q)\G. In particular we can identify Uˆ q with Uˆ × Fq in a natural way;
simply send (u, γ) to the image γu˜ where u˜ is the lift of u to R˜. Note then
that σˆq acts as the map
σˆq(u, γ) = (σˆu, γc(u)).
For fq ∈ C(Uˆ q), we may consider the following transfer operators Lfq,q :
C(Uˆ q)→ C(Uˆ q) given by
(Lfq ,qh)(u, γ) :=
∑
σq(u′,γ′)=(u,γ)
efq(u
′,γ′)h(u′, γ′)
=
∑
σ(u′)=u
efq(u
′,γc(u′)−1)h(u′, γ(c(u′))−1).
It will very often be helpful to think of a function h ∈ C(Uˆ q) as a vector
valued function Uˆ → CFq . In the case where fq(ω, γ) = f(ω) doesn’t depend
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on the group element, we can then recover the congruence transfer operator
Mf,q : C(Uˆ ,CFq )→ C(Uˆ ,CFq) given by
(Mf,qH)(u) =
∑
σˆ(u′)=u
ef(u
′)H(u′)c(u′);
where c(u′) acts on H(u′) ∈ CFq by the right regular action. We will often
write (Mf,qH)(u, γ) to mean the γ component of (Mf,qH)(u) . Most of this
paper is going to be devoted to a study of these congruence transfer oper-
ators. The key example for us will be the normalized congruence transfer
operator Mˆab,q :=Mf(a)+ibτ,q : C(Uˆ ,CFq)→ C(Uˆ ,CFq):
(Mˆab,qH)(u) = 1
λah0(u)
∑
σˆ(u′)=u
e−(δ+a−ib)τ(u)(h0H)(u
′)c(u′).
We then have that for any n ∈ N,
Mˆnab,qH(u, γ) :=
∑
σˆn(u′)=u
e(f
(a)
n +ibτn)(u
′)H(u′, γc−1n (u
′)).
The key point will be to establish spectral properties of these congruence
transfer operators. To do this we must first establish norms and banach
spaces appropriate to the task. We will write | · | for the usual Hermitian
norm on CFq . For Lipschitz functions H : Uˆ → CFq , we define the norms
(2.7) ||H||1,b := sup
u∈Uˆ
|H(u)|+ 1
max(1, |b|) supu 6=u′
|H(u)−H(u′)|
d(u, u′)
and
(2.8) ||H||2 :=
(∫
|H(u)|2dν(u)
)1/2
.
We will sometimes also write || · ||Lip(d) := || · ||1,1 for the Lipschitz norm
and denote by CLip(d)(Uˆ ,C
Fq) the space of Lipschitz functions for the norm
|| · ||Lip(d).
Consider the space of functions
(2.9) W(Uˆ ,CFq) = {H ∈ CLip(d)(Uˆ ,CFq) :
∑
γ∈Fq
H(u, γ) = 0 for all u ∈ Uˆ}.
We will write L20(Fq) for the space of complex valued functions on Fq that
are orthogonal to constants. We can then think of W(Uˆ ,CFq) as the space
of Lipschitz functions from Uˆ to L20(Fq).
We’re now in a position to state the main technical result of our argument.
Suppose that Γ is a (non-elementary) convex cocompact subgroup of SL2(Z).
We recall the congruence subgroups Γ(q) of Γ. Since Γ is Zariski dense in
SL2, it follows from the strong approximation theorem that there exists
q0 ≥ 1 such that for all q ∈ N with (q, q0) = 1, we have
(2.10) Γ(q)\Γ = G(Z/qZ) = SL2(q).
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Theorem 2.15. There exist ǫ > 0, a0 > 0, C > 0, q
′
0 > 1 such that for all
|a| < a0, b ∈ R, and for all square free q ∈ N with (q, q0q′0) = 1, we have
||Mˆmab,qH||2 ≤ C(1− ǫ)mqC ||H||1,b
for all m ∈ N and all H ∈ W(Uˆ ,CFq ).
The next two sections will be focused on the proof of this Theorem. In
Section 3 we prefer to work with the analytic space Uˆ and the associated
function spaces C(Uˆ), while in Section 4 the symbolic space Σˆ+ is preferred.
For the most part we can unify these viewpoints through the identification
ζ : Σˆ+ → Uˆ ; in particular for those parts of the argument where we consider
the transfer operators acting on the L2(ν) spaces there is no problem, as the
measure theory does not see the precise geometry of the spaces Σˆ and Uˆ . The
one potential difficulty is where we want to use the d-Lipschitz properties
of ha and f
(a), which a priori do not follow from the usual statement of the
RPF theorem 2.11. This is clarified by [34], which ensures we can proceed
as required.
3. Dolgopyat operators and vector valued functions
In this section we aim to prove that Theorem 2.15 holds whenever |b| is
sufficiently large:
Theorem 3.1. There exist ǫ > 0, a0 > 0, b0 > 0, C > 0 such that for all
|a| < a0, |b| > b0, and for any normal subgroup Γ(q) of Γ of finite index, we
have
||Mˆmab,qH||2 < C(1− ǫ)m||H||1,b
for all m ∈ N and all H ∈ CLip(d)(Uˆ ,CFq ) for Fq = Γ(q)\Γ.
The strategy here is due to Dolgopyat [17], and uses the construction of
so-called Dolgopyat operators. This construction was generalized to axiom
A flows by Stoyanov [39], and we will follow his argument. The remaining
task is to relate these operators to our vector valued functions. The main
reasons we succeed are that (1) the cocycle c : Uˆ → Γ is locally constant
(Lemma 2.14) and (2) its action on L2(Fq) is unitary. Both properties are
elementary but they are the critical reasons why our approach works.
Following Stoyanov, we begin by defining a new metric on Uˆ : for u, u′ ∈ Uˆ ,
set
(3.1) D(u, u′) = inf{diam(C) : C is a cylinder containing u and u′}
where diam(C) means the diameter of C in the metric d. Note that for all
u, u′ ∈ Uˆ ,
d(u, u′) ≤ D(u, u′).
Definition 3.2. For E > 0, we write KE(Uˆ) for the set of all positive
functions h ∈ C(Uˆ) satisfying
|h(u) − h(u′)| ≤ Eh(u′)D(u, u′)
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for all u, u′ ∈ Uˆ both contained in Uˆi for some i.
Theorem 3.1 follows from the following technical result as in the works of
Dolgopyat and Stoyanov.
Theorem 3.3. There exist positive constants N ∈ N, E > 1, ǫ, a0, b0 such
that for all a, b with |a| < a0, |b| > b0 there exist a finite set J (b) and a
family of operators
NJ,a : C(Uˆ)→ C(Uˆ) for J ∈ J (b)
with the properties that:
(1) the operators NJ,a preserve KE|b|(Uˆ);
(2) we have
∫
Uˆ |NJ,ah|2dν ≤ (1− ǫ)
∫
Uˆ |h|2dν for all h ∈ KE|b|(Uˆ);
(3) if h ∈ KE|b|(Uˆ) and H ∈ C(Uˆ ,CFq) satisfy
|H(u)| ≤ h(u) and |H(u) −H(u′)| ≤ E|b|h(u)D(u, u′)
for all u, u′ ∈ Uˆ , then there exists J ∈ J (b) such that
• |MˆNab,qH| ≤ NJ,ah;
• for all u, u′ ∈ Uˆ ,
|MˆNab,qH(u)− MˆNab,qH(u′)| ≤ E|b|(NJ,ah)(u)D(u, u′).
The operators NJ,a are called Dolgopyat operators. Before moving on we
indicate how to deduce Theorem 3.1 from Theorem 3.3.
Proof that Theorem 3.3 implies Theorem 3.1. ChooseN ∈ N, ǫ, |a| < a0, |b| >
b0, E, andH as in Theorem 3.3 and set h0 to be the constant function ||H||1,b.
Theorem 3.3 allows us to inductively construct sequences Jl ∈ J (b), and
hl ∈ KE|b|(Uˆ ) such that
(1) hl+1 = NJl,ahl,
(2) |MˆlNab,qH(u)| ≤ hl(u) pointwise, and
(3) ||MˆlNab,qH||2 ≤ ||hl||2 ≤ (1− ǫ)l||H||1,b.
Now choose ǫ′ > 0 such that (1 − ǫ′)N = (1 − ǫ). There is a uniform upper
bound, say R0 > 1, on the L
2(ν) operator norm of Mˆab,q, valid for all b and
all |a| < a0. For any m = lN + r, with r < N , we have
||Mˆmab,qH||2 =
(∫
Uˆ
|Mˆrab,qMˆlNab,qH(u)|2dν
)1/2
≤ Rr0
(∫
Uˆ
|MˆlNab,qH|2dν
)1/2
≤ Rr0(1− ǫ)l||H||1,b
≤ Rr0(1− ǫ′)lN ||H||1,b
≤ RN0 (1− ǫ′)m−N ||H||1,b.
This proves the claim. 
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3.1. Notation and constants. We fix notations and constants that will
be needed later on. From hyperbolicity properties of the map σˆ, we obtain
constants c0 ∈ (0, 1), κ1 > κ > 1, such that for all n ∈ N,
(3.2) c0κ
nd(u, u′) ≤ d(σˆnu, σˆnu′) ≤ c−10 κn1d(u, u′)
for all u, u′ ∈ Uˆi both contained in some cylinder of length n. Note that this
implies a similar estimate for D:
(3.3) c0κ
nD(u, u′) ≤ D(σˆnu, σˆnu′) ≤ c−10 κn1D(u, u′)
for all u, u′ ∈ Uˆi both contained in some cylinder of length n. Fix 0 <
a′0 < 0.1. The functions τ and h0, and hence f
(a), are not d-Lipschitz
globally, but they are essentially d-Lipschitz in the following sense; there
exists 0 < T0 <∞ such that
(3.4) T0 ≥ max
|a|≤a′0
{
||f (a)||∞
}
+ ||τ ||∞,
and
(3.5) T0 ≥ |f
(a)(u)− f (a)(u′)|+ |τ(u)− τ(u′)|
d(u, u′)
for all |a| < a′0 and all u, u′ both contained in the same cylinder of length 1.
The following lemma follows from the Markov property.
Lemma 3.4. Suppose that C[i0, . . . , iN ] is a non-empty cylinder. The map
σˆn : C[i0, . . . , iN ] → C[in, . . . , iN ] is a bi-Lipschitz homeomorphsim. More-
over any section v of σˆn whose image contains C[i0, . . . , iN ] restricts to a
bi-Lipschitz homeomorphsm C[in, . . . , iN ]→ C[i0, . . . , iN ].
The proof is omitted for brevity. We choose a small r0 > 0 and zi ∈ Uˆi
such that 2r0 < mini(diam(Ui)) and ziN
+
r0 ∩ Ω ⊂ intu(Ui) for each i (here
again Ω denotes the support of the BMS measure). We fix C1 > 0 and
ρ1 > 0 to satisfy the following lemma:
Lemma 3.5. [39, Lemma 3.2] There exist C1 > 0 and ρ1 > 0 such that, for
any cylinder C[i] of length m, we have
c0r0κ
−m
1 ≤ diam(C[i]) ≤ C1ρm1 .
We also fix p0 ∈ N and ρ ∈ (0, 1) to satisfy the following proposition:
Proposition 3.6. [39, Proposition 3.3] There exist p0 ∈ N and ρ ∈ (0, 1)
such that, for any n, any cylinder C[i] of length n and any sub-cylinders
C[i′],C[i′′] of length (n+ 1) and (n+ p0) respectively, we have
diam(C[i′′]) ≤ ρdiam(C[i]) ≤ diam(C[i′]).
Choose also p1 > 1 such that
(3.6) 1/4 ≤ 1/2 − 2ρp1−1.
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Fact 3.7. It follows from a property of an equilibrium state and the fact that
Prσ(−δτ) = 0 that there is a constant 0 < c1 < 1 such that for any m ∈ N,
c1e
−δτm(y) ≤ ν(C[i]) ≤ c1−1e−δτm(y)
for any cylinder C[i] of length m and any y ∈ C[i].
Now we need to recall some consequences of non-joint-integrability of the
N+, N− foliations.
Lemma 3.8 (Main Lemma of [39]). There exist n1 ∈ N, δ0 ∈ (0, 1), a non-
empty subset U0 ⊂ U1 which is a finite union of cylinders of length n1 ≥ 1,
and z0 ∈ U0 such that, setting U = σn1(U0), U is dense in U and that for
any N > n1,
(1) there exist Lipschitz sections v1, v2 : U → U such that σN (vi(x)) = x
for all x ∈ U , and vi(U) is a finite union of open cylinders of length
N ;
(2) v1(U) ∩ v2(U) = ∅;
(3) for all s ∈ R such that z0n+s ∈ U0, all 0 < |t| < δ0 with z0n+s+t ∈
U0 ∩ Ω, we have
1
t
|(τN ◦ v2 ◦ σˆn1 − τN ◦ v1 ◦ σˆn1)(z0n+t+s)−
(τN ◦ v2 ◦ σˆn1 − τN ◦ v1 ◦ σˆn1)(z0n+s )| ≥
δ0
2
(see (2.1) for other notation).
The next step is to establish certain a priori bounds on the transfer op-
erators. Fix notation as in the previous subsection and choose
(3.7) A0 > 2c0
−1e
T0
c0(κ−1) max
{
1,
T0
κ− 1
}
.
Lemma 3.9. For all a ∈ R with |a| < a′0 as in (3.4) and all |b| > 1, the
following hold:
• if h ∈ KB(Uˆ) for some B > 0, then∣∣∣∣∣ Lˆ
m
a0h(u)− Lˆma0h(u′)
Lˆma0h(u′)
∣∣∣∣∣ ≤ A0
[
B
κm
+
T0
κ− 1
]
D(u, u′)
for all m ≥ 0 and for all u, u′ ∈ Uˆi for some i;
• if the functions 0 < h ∈ C(Uˆ),H ∈ C(Uˆ ,CFq) and the constant
B > 0 are such that
|H(v)−H(v′)| ≤ Bh(v′)D(v, v′)
whenever v, v′ ∈ Uˆi for some i, then for any m ∈ N and any |b| > 1,
|Mˆmab,qH(u)− Mˆmab,qH(u′)| ≤ A0
[
B
κm
Lˆma0h(u′) + |b|(Lˆma0|H|(u′))
]
D(u, u′)
whenever u, u′ ∈ Uˆi for some i.
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Proof. The first part is essentially proved in [39]. We concentrate on the
second claim. Let u, u′ ∈ Uˆi for some i and let m > 0 be an integer. Given
v ∈ Uˆ with σˆmv = u, let C[i0, . . . , im] be the cylinder of length m containing
v. Note that im = i and that σˆ
m
C[i0, . . . , im] = Uˆi by the Markov property.
Moreover we know that σˆm : C[i0, . . . , im] → Uˆi is a homeomorphism, so
there exists v′ = v′(v) with σˆmv′ = u′. We therefore have
d(σˆjv′, σˆjv) ≤ 1
c0κm−j
d(u, u′)
and so
|f (a)m (v) − f (a)m (v′)| ≤
m−1∑
j=0
|f (a)(σˆjv)− f (a)(σˆjv′)|
≤
m−1∑
j=0
||f (a)||Lip(d)
D(u, u′)
c0κm−j
≤ T0
c0(κ− 1)D(u, u
′).
A similar estimate holds for |τm(v′(v))− τm(v)| by a similar calculation. In
particular
(3.8) ef
(a)
m (v) ≤ c0A0ef
(a)
m (v
′(v)),
and
|e(f(a)m +ibτm)(v)−(f(a)m +ibτm)(v′(v)) − 1|
≤ e|f(a)m (v)−f(a)m (v′)||(f (a)m + ibτm)(v)− (f (a)m + ibτm)(v′(v))|
≤ |b|A0D(u, u′).(3.9)
Remark This type of estimate will be used repeatedly for the rest of the
paper, often with little comment.
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Recall that cm(v
′(v)) = cm(v) by Lemma 2.14. Using the fact that the
diameter of Uˆi is bounded above by 1, we now compute
|Mˆmab,qH(u)− Mˆmab,qH(u′)|
≤
∑
σˆmv=u
∣∣∣e(f(a)m −ibτm)(v)H(v) − e(f(a)m −ibτm)(v′(v))H(v′(v))∣∣∣
≤
∑
σˆmv=u
ef
(a)
m (v)|H(v) −H(v′(v))|
+
∑
σˆmv=u
∣∣∣e(f(a)m −ibτm)(v) − e(f(a)m −ibτm)(v′(v))∣∣∣ · |H(v′(v))|
≤
∑
σˆmv=u
ef
(a)
m (v)Bh(v′(v))D(v, v′(v))
+
∑
σˆmv=u
ef
(a)
m (v
′(v))
∣∣∣e(f(a)m +ibτm)(v)−(f(a)m +ibτm)(v′(v)) − 1∣∣∣ · |H(v′(v))|
≤ c0A0BD(v, v′(v))
∑
σˆmv=u
ef
(a)
m (v
′(v))h(v′(v))
+ |b|A0D(u, u′)
∑
σˆmv=u
ef
(a)
m (v
′(v))|H(v′(v))|
by (3.8) and (3.9). By definitions and (3.3) this then yields
|Mˆmab,qH(u)− Mˆmab,qH(u′)|
≤ A0BD(u, u
′)
κm
Lˆa0h(u′) + |b|A0D(u, u′)Lˆa0|H|(u′)
≤ A0
(
B
κm
Lˆa0h(u′) + |b|Lˆa0|H|(u′)
)
D(u, u′)
as expected. 
3.2. Construction of Dolgopyat operators. We now recall the construc-
tion of Dolgopyat operators. Their definitions rely on a number of con-
stants, which we now fix. The meanings of these constants will become
clear throughout the rest of the section. Choose
(3.10) E > max
{
2A0T0
κ− 1 , 4A0, 1
}
;
(3.11) N > n1 such that κ
N > max
{
E
4c0
, 6A0,
512κn11 E
c20δ0ρ
,
200κn11 A0
c20
}
;
(3.12) ǫ1 < min
{
c20(κ− 1)
16T0κ
n1
1
,
c0r0
κn11
,
δ0
2
}
;
(3.13) µ < min
(
1
4
,
c20ρ
p0,p1+2ǫ1
4κN1
,
c22ǫ
2
1
256
)
;
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where A0 is given in (3.7), and other constants are as in subsection 3.1.
Moreover set
b0 = 1.
For the rest of this subsection, we fix |b| > b0. Let
{Cm := Cm(b)}
be the family of maximal closed cylinders contained in U0 (see Lemma 3.8)
with diam(Cm) ≤ ǫ1/|b|. As a consequence of (3.12) and Lemma 3.5 we
have:
Lemma 3.10. Each of the cylinders Cm has length at least n1 + 1.
Corollary 3.11. Let v1, v2 be the sections for σˆ
N constructed by Lemma
3.8. If u, u′ ∈ Cm ∩ Uˆ , then cN (vi(σˆn1u)) = cN (vi(σˆn1u′)) for i = 1, 2.
Proof. Choose u, u′ ∈ Cm ∩ Uˆ . They are both contained in some cylinder of
length n1+1. Thus σˆ
n1u, σˆn1u′ are both contained in some cylinder of length
1. But then vi(σˆ
n1u), vi(σˆ
n1u′) are both contained in the same cylinder of
length N by Lemma 3.8. The result then follows by Lemma 2.14. 
Notation 3.12. We set c
(m)
i = cN (vi(σˆ
n1u)) ∈ Γ for any u ∈ Cm; this is
well defined by Corollary 3.11.
Let {Dj := Dj(b) : j = 1, . . . , p} be the collection of sub cylinders of the
Cm of length(Cm) + p0p1. We will say that Dj ,Dj′ are adjacent if they are
both contained in the same Cm. We set
Ξ(b) := {1, 2} × {1, . . . , p(b)},
Dˆj := Dj ∩ Uˆ , Zj := σn1(Dˆj), Zˆj := Zj ∩ Uˆ
and
Xi,j := vi(Zˆj), Xˆi,j := Xi,j ∩ Uˆ
for each i ∈ {1, 2} and j ∈ {1, . . . , p}. For J ⊂ Ξ(b), we define βJ : C(Uˆ)→
R by
βJ = 1− µ
∑
(i,j)∈J
wi,j
where wij is the indicator function of Xi,j. We recall a number of conse-
quences of the constructions above:
(1) Each cylinder Cm is contained in some Un and has diameter at least
ρǫ1/|b|; apply Lemma 3.10 and Proposition 3.6.
(2) ρp0p1+1 ǫ1|b| ≤ diam(Dj) ≤ ρp1 ǫ1|b| ; this follows from the definition of
Dj and Proposition 3.6.
(3) The sections vi are d-Lipschitz on each Uˆi, with Lipschitz constant
no larger than 1
c0κN
; this follows from (3.2).
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(4) The sets Xˆi,j are pairwise disjoint cylinders with diameters
(3.14)
c20ǫ1ρ
p0p1+1κn1
κN1 |b|
≤ diam(Xˆi,j) ≤ ǫ1ρ
p1κn11
c20κ
N |b| ;
apply the previous two comments and (3.2).
(5) The function βJ is D-Lipschitz on Uˆ with Lipschitz constant
(3.15)
µκN1 |b|
c20ǫ1ρ
p0p1+1κn1
;
this follows from the previous comment and the definition (3.1) of
the metric D.
(6) If u, u′ ∈ σˆn1(Cm) ∩ Uˆ for some m, then
(3.16) D(vi(u), vi(u
′)) ≤ ǫ1κ
n1
1
c20|b|κN
for all i ∈ {1, 2}
see the definition of Cm and (3.2).
(7) If u′, u′′ ∈ σˆn1(Cm) ∩ Uˆ , then
|b| · ∣∣(τN (v2(u′))− τN (v1(u′)))− (τN (v2(u′′))− τN (v1(u′′)))∣∣ ≤ 18 ;(3.17)
this follows from the definition of Cm, the choice (3.12) of ǫ1, and
(3.2).
Our next lemma, a simple special case of [39, Lemma 5.9] encapsulates the
essential output of non-integrability for our argument. It is deduced from
Lemma 3.8.
Lemma 3.13. For any Cm, there exist Dj′ ,Dj′′ ⊂ Cm such that
(3.18) |b|·∣∣(τN (v2(u′))− τN (v1(u′)))− (τN (v2(u′′))− τN (v1(u′′)))∣∣ ≥ ǫ1δ0ρ16
for all u′ ∈ Zˆj′ and u′′ ∈ Zˆj′′.
Proof. Fix m and choose v′0, v
′′
0 , j
′, j′′ such that v′0 ∈ Dj′ ⊂ Cm, and v′′0 ∈
Dj′′ ⊂ Cm with d(v′0, v′′0 ) > 12 diam(Cm). For any v′ ∈ Dj′ and v′′ ∈ Dj′′ , we
have
d(v′, v′′) ≥ d(v′0, v′′0 )− diam(Dj′)− diam(Dj′′) ≥
ǫ1ρ
|b|
(
1
2 − 2ρp1−1
) ≥ ǫ1ρ4
by (3.6). Now we recall z0 as in Lemma 3.8 and choose s1, s2 ∈ (−α,α) such
that v′ = z0n
+
s1 and v
′′ = z0n
+
s2 . Thus |s1 − s2| ≥ ǫ1ρ8 by (2.2). On the other
hand
δ0
2 ≥ diam(Cm) ≥ d(v′, v′′) ≥ 12 |s1 − s2|
by (3.12) and (2.2); the result follows by Lemma 3.8 part 3. 
We are finally in a position to give the definition of our Dolgopyat oper-
ators. For |b| > b0, |a| < a′0 and for each J ⊂ Ξ(b), we define an operator
NJ,a : C(Uˆ)→ C(Uˆ) by
NJ,a(h) := LˆNa0(βJh).
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3.3. Vector valued transfer operators and Dolgopyat operators. We
will now check that appropriate operators NJ,a satisfy the conditions of
Theorem 3.3. First choose the subsets J ∈ Ξ that will be of interest.
Definition 3.14. A subset J ⊂ Ξ(b) will be called dense if for every Cm,
there exists (i, j) ∈ J with Dj ⊂ Cm. We write J (b) for the collection of all
dense subsets of Ξ(b).
The following proves parts 1 and 2 of Theorem 3.3.
Lemma 3.15. There exist a0 ∈ (0, a′0) and ǫ > 0 such that for any |a| < a0
and |b| > b0, the family of operators {NJ,a : J ⊂ J (b)} satisfies:
(1) NJ,ah ∈ KE|b|(Uˆ) whenever h ∈ KE|b|(Uˆ);
(2)
∫
U |NJ,ah|2dν ≤ (1− ǫ)
∫
U |h|2dν for all h ∈ KE|b|(Uˆ);
(3) if H ∈ CD(Uˆ ,CFq) and h ∈ KE|b|(Uˆ ) are such that |H| ≤ h and
|H(v) −H(v′)| ≤ E|b|h(v′)D(v, v′),
then
|MˆNab,qH(v)− MˆNab,qH(v′)| ≤ E|b|(NJ,ah)(v′)D(v, v′)
where N is given as in (3.11).
Proof. The second part is Lemma 5.8 of [39]; although that paper uses
a differently normalized transfer operator, the error is at most a factor
sup|a|≤a0
supha
inf ha
, which can be absorbed into the decay term for a0 suffi-
ciently small. The other parts are contained in the same paper for complex
valued functions; we include the argument for completeness. Suppose that
h ∈ KE|b|(Uˆ ), and that u, u′ ∈ Uˆ . We compute∣∣hβJ (u)− hβJ (u′)∣∣ ≤ |h(u)− h(u′)|+ h(u′)|βJ (u)− βJ(u′)|.
Thus, recalling (3.15);
|h(u) − h(u′)|+ h(u′)|βJ (u)− βJ(u′)| ≤ |b|D(u, u′)h(u′)(E + µκ
N
c0ρp0p1+1
)
≤ |b|D(u, u′)h(u′)(E + ρ4 )
by (3.13). It follows that
hβJ ∈ K(E+ ρ
4
)|b|/(1−µ)(Uˆ ).
We may now apply Lemma 3.9 above to give∣∣NJ,ah(u)−NJ,ah(u′)∣∣ = ∣∣LNa0(hβJ )(u)− LNa0(hβJ )(u′)∣∣
≤ A0
(
(E + ρ/4)|b|
κN (1− µ) +
T0
κ− 1
)
D(u, u′)LNa0(hβJ )(u′)
≤ A0
(
2
E|b|
κN
+
T0
κ− 1
)
D(u, u′)NJ,ah(u′)
≤ E|b|D(u, u′)NJ,ah(u′)
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as required. The final part also follows as a direct calculation using Lemma
3.9

Our final task for this section is to prove the following key proposition,
which completes the proof of Theorem 3.3 by addressing part 3.
Proposition 3.16. There exists a0 > 0 with the following property. For
any h,H as in Theorem 3.3, any |a| < a0, and any |b| > b0 there exists
J ∈ J (b) such that for all v ∈ Uˆ ,
|MˆNab,qH(v)| ≤ NJ,ah(v)
where N is given as in (3.11).
We proceed via a series of lemmas.
Lemma 3.17. For |b| > b0, functions h,H as in Theorem 3.3, we have, for
any (i, j) ∈ Ξ(b),
(1)
1
2
≤ h(vi(u
′))
h(vi(u))
≤ 2 for all u, u′ ∈ Zˆj ;
(2) either |H(vi(u))| ≤ 34h(vi(u)) for all u ∈ Zˆj or |H(vi(u))| ≥ 14h(vi(u))
for all u ∈ Zˆj.
Proof. For h ∈ KE|b|(Uˆ ) and u, u′ ∈ Zˆj with Dj ⊂ Cm, we simply calculate
h(vi(u
′)) ≤ h(vi(u)) + E|b|D(vi(u′), vi(u))h(vi(u))
≤ h(vi(u))
(
1 +E|b|diam(Xˆi,j)
)
≤ 2h(vi(u))
by (3.14) and (3.11). The other bound follows by symmetry. The second part
of the observation follows by similar calculations, which we shall omit. 
Definition 3.18. Let a ∈ (0, a′0) and choose |b| > b0, h,H as in Theorem
3.3. For each fixed Cm = Cm(b), recall that
c
(m)
i = cN (vi(σˆ
n1(u))) for all u ∈ Cm.
Define the functions
χ(1)[H,h](u) :=
∣∣∣e(f(a)N +ibτN )(v1(u))H(v1(u))c(m)1 + e(f(a)N +ibτN )(v2(u))H(v2(u))c(m)2 ∣∣∣
(1− µ)ef(a)N (v1(u))h(v1(u)) + ef
(a)
N
(v2(u))h(v2(u))
and
χ(2)[H,h](u) :=
∣∣∣e(f(a)N +ibτN )(v1(u))H(v1(u))c(m)1 + e(f(a)N +ibτN )(v2(u))H(v2(u))c(m)2 ∣∣∣
ef
(a)
N
(v1(u))h(v1(u)) + (1− µ)ef
(a)
N
(v2(u))h(v2(u))
.
We claim the following:
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Lemma 3.19. For every Cm, there exist i ∈ {1, 2} and j ∈ {1 . . . p} such
that Dj ⊂ Cm and χ(i)[H,h](u) ≤ 1 for all u ∈ Zˆj.
Proof. Fix m and choose j′, j′′ as in Lemma 3.13. Consider Zˆj′ and Zˆj′′ . If
there exist t ∈ {j′, j′′} and i ∈ {1, 2} such that the first alternative of Lemma
3.17 (2) holds for Zˆt, then χ
(i)[H,h](u) ≤ 1 for all u ∈ Zˆt. So from now on
in this proof we assume the converse, i.e., for each i, |H(vi(u))| ≥ 14h(vi(u))
for all u ∈ Zˆj′ ∪ Zˆj′′ .
Consider now u′ ∈ Zˆj′ and u′′ ∈ Zˆj′′ . Then the properties of h and H
imply
|H(vi(u′))−H(vi(u′′))|
min{|H(vi(u′))|, |H(vi(u′′))|} ≤
E|b|h(vi(u′))D(vi(u′), vi(u′′))
min{|H(vi(u′))|, |H(vi(u′′))|}
≤ 4E|b|D(vi(u′), vi(u′′))
<
ǫ1δ0ρ
128
by (3.16),
where we have assumed |H(vi(u′))| ≤ |H(vi(u′′))| without loss of generality.
In particular this is less than 12 . We write c2 =
δ0ρ
16 . The sine of the angle
θi between H(vi(u
′)) and H(vi(u
′′)) is therefore at most sin θi ≤ c2ǫ18 , so
(3.19) θi ≤ c2ǫ1
4
.
We need to use this to show that at least one of the angles
θ(eibτN (v1(u
′)H(v1(u
′))c
(m)
1 , e
ibτN (v2(u
′)H(v2(u
′))c
(m)
2 )
or
θ(eibτN (v1(u
′′)H(v1(u
′′))c
(m)
1 , e
ibτN (v2(u
′′)H(v2(u
′′))c
(m)
2 )
is greater than c2ǫ1/4. Supposing that the first term is less than c2ǫ1/4, we
will show that the second term is bigger than c2ǫ1/4. Write
φ(w) := b · (τN (v2(w))− τN (v1(w)))
and note that
c2ǫ1 ≤ |φ(u′)− φ(u′′)| ≤ 18
for all u′ ∈ Zˆj′ and all u′′ ∈ Zˆj′′ by (3.17) and Lemma 3.13.
We compute
θ(eibτN (v1(u
′′))H(v1(u
′′))c
(m)
1 , e
ibτN (v2(u
′′))H(v2(u
′′))c
(m)
2 )
= θ(e−iφ(u
′′)H(v1(u
′′))c
(m)
1 ,H(v2(u
′′))c
(m)
2 )
≥ θ(e−iφ(u′′)H(v1(u′′))c(m)1 , e−iφ(u
′)H(v1(u
′′))c
(m)
1 )
−θ(e−iφ(u′)H(v1(u′′))c(m)1 ,H(v2(u′′))c(m)2 )
≥ |φ(u′)− φ(u′′)| − θ(e−iφ(u′)H(v1(u′′))c(m)1 ,H(v2(u′′))c(m)2 )
≥ c2ǫ1 − c2ǫ1/2 − θ(e−iφ(u′)H(v1(u′))c(m)1 ,H(v2(u′))c(m)2 )
≥ c2ǫ1/4
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by (3.19) and the assumption. Write
v = e(f
(a)
N
+ibτN (v1(u
′′))H(v1(u
′′))c
(m)
1 and
w = e(f
(a)
N
+ibτN )(v2(u
′′))H(v2(u
′′))c
(m)
2
so that |v+w| is the numerator of χ(i)[H,h](u′′). Without loss of generality,
we assume that |v| ≤ |w|. We now claim that χ(1)[H,h](u′′) ≤ 1 for all
u′′ ∈ Zˆj′′ . This now follows from rather simple trigonometry. Since the
angle θ˜ between v and w is at least c2ǫ1/4, we have
1 + 2 cos θ˜ ≤ 2 + cos θ˜ ≤ 3− c
2
2ǫ
2
1
16
≤ 3(1− µ)2 ≤ (1− µ)2 + 2(1− µ).
Thus
|v|+ 2|v| cos θ˜ ≤ (1− µ)2|v|+ 2(1 − µ)|v|.
Now
|v|+ 2|w| cos θ˜ ≤ (1− µ)2|v|+ 2(1 − µ)|w|,
and so (1−µ)|v|+ |w| ≥ |v+w|, and χ(1)[H,h] ≤ 1 on Zˆj′′ as expected. 
Proof of Proposition 3.16. Choose h,H, |b| > b0 as in the hypotheses of The-
orem 3.3 and choose a0 ∈ (0, a′0) to satisfy Lemma 3.15. We choose a subset
J ∈ J (b) as follows. First include in J all (1, j) ∈ Ξ such that χ(1)[H,h] ≤ 1
on Zˆj . Then for any j ∈ {1 . . . p}, include (2, j) in J if (1, j) is not already
in J and χ(2)[H,h] ≤ 1 on Zˆj . By Lemma 3.19, this subset J is dense (in
the sense of Definition 3.14), so that J ∈ J (b). We will show that for all
u ∈ Uˆ
|MˆNab,qH(u)| ≤ NJ,ah(u).
Let u ∈ Uˆ . Suppose first that u /∈ Zˆj for any (i, j) ∈ J ; then βJ (v) = 1
whenever σˆN (v) = u, and the bound follows. Suppose instead that u ∈
Zˆj ⊂ Cm with (1, j) ∈ J . Then (2, j) /∈ J and so βJ(v1(u)) ≥ 1 − µ and
βJ(v2(u)) = 1. We therefore have χ
(1)[H,h] ≤ 1 on Zˆj, so
|MˆNab,qH(u)| ≤
∑
σˆN v=u,v 6=v1(u),v2(u)
ef
(a)
N
(v)|H(v)|
+
∣∣∣e(f(a)N +ibτN (v1(u))H(v1(u))c(m)1 + e(f(a)N +ibτN )(v2(u))H(v2(u))c(m)2 ∣∣∣
≤
∑
σˆNv=u,v 6=v1(u),v2(u)
ef
(a)
N
(v)|h(v)|
+ (1− µ)ef(a)N (v1(u))h(v1(u)) + ef
(a)
N
(v2(u))h(v2(u))
≤ NJ,ah(u).
The case u ∈ Zˆj with (2, j) ∈ J is similar. This finishes the proof. 
Together with Lemma 3.15, this completes the proof of Theorem 3.3.
UNIFORM EXPONENTIAL MIXING 27
4. The expansion machinery
4.1. Some reductions. In this section we assume that Γ is a convex co-
compact subgroup in SL2(Z) and that q0 is as in (2.10). Let b0 > 0 be
as in Theorem 3.1. The main aim of this Section is to prove the following
theorem.
Theorem 4.1. There exist ǫ ∈ (0, 1), a0 > 0, C > 1, q′0 > 1 such that for all
|a| < a0, |b| ≤ b0, and all square free q ≥ 1 with (q, q0q′0) = 1, we have
||Mˆmab,qH||2 < C(1− ǫ)mqC ||H||Lip(d)
for all m ∈ N and all H ∈ W(Uˆ ,CSL2(q)); see (2.9) for notation.
Since the Lip(d) norm and the || · ||1,b norm are equivalent for all |b| ≤ b0,
this theorem and Theorem 3.1 imply Theorem 2.15.
The key ingredient of the proof of Theorem 4.1 is the expander technology,
introduced in this context by Bourgain, Gamburd, and Sarnak [8], from
which we draw heavily throughout this section. The idea of the expansion
machinery is that random walks on the Cayley graphs of SL2(q) have good
spectral properties. We don’t have a random walk in the usual sense, but
the randomness inherent in the Gibbs measure provides the same effect.
We recall the sequence spaces Σ+,Σ, the shift map σ and the embedding
ζ : Σ+ → Uˆ .
Notation 4.2. For any function H ∈ C(Uˆ ,CSL2(q)), we will denote H˜ =
H ◦ ζ : Σ+ → CSL2(q). Similarly τ˜ will denote τ ◦ ζ.
We recall the constant θ ∈ (0, 1) chosen sufficiently close to one (see
subsection 2.2) and the metric dθ on Σ (resp. on Σ
+). Write
||H˜ ||∞ := sup
ω∈Σˆ+
|H˜(ω)|
and
Lipdθ(H˜) := sup
ω 6=ω′∈Σˆ+
|H˜(ω)− H˜(ω′)|
dθ(ω, ω′)
which is the minimal Lipschitz constant of H˜. We also write
||H˜||dθ := ||H˜||∞ + Lipdθ (H˜).
We fix the following constant for later convenience
(4.1) ηθ :=
Lipdθ(τ) + sup|a|<1 Lipdθ (f
(a))
1− θ .
Rather than proving Theorem 4.1 directly, we will instead start by describ-
ing some reductions to a simpler form. For q′|q, we define Eˆqq′ ⊂ L20(SL2(q))
to be the space of functions invariant under the left action of Γ(q′). We may
then write
Eqq′ := Eˆ
q
q′ ∩
(
⊕q′ 6=q′′|q′Eˆqq′′
)⊥
.
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We think of Eqq′ as the space of new functions at the level q
′. We can then
define E˜qq′ as the subspace of functionsH inW(Uˆ ,CSL2(q)) withH(u, ·) ∈ Eqq′
for all u. We recall the orthogonal decomposition
L20(SL2(q)) = ⊕16=q′|qEqq′
and the induced direct sum decomposition
W(Uˆ ,CSL2(q)) = ⊕16=q′|qE˜qq′ .
Write
eq,q′ :W(Uˆ ,CSL2(q))→ E˜qq′
for the projection operator, and note that eq,q′ is norm decreasing for both
the || · ||Lip(d) norm and the || · ||2 norm.
Remark The projection operators commute with the congruence transfer
operators: we have
eq,q′ ◦ Mˆab,q = Mˆab,q ◦ eq,q′
for any q′|q.
The first reduction is that we only need to consider functions in E˜qq .
Theorem 4.3. There exist ǫ ∈ (0, 1), a0 > 0, C > 1, q1 > 1 such that for all
|a| < a0, |b| < b0 and q ≥ q1 square free with (q, q0) = 1, we have
(4.2) ||Mˆmab,qH||2 < C(1− ǫ)mqC ||H||Lip(d)
for all m ∈ N and all H ∈ E˜qq .
Proof that Theorem 4.3 implies Theorem 4.1. Set q′0 to be the product of all
primes less than or equal to q1. We will first explain how to deduce Theorem
4.1 from Theorem 4.3. Fix ǫ, a0, b0, C, q1, q0 as in Theorem 4.3. Fix also q
square free such that (q, q0q
′
0) = 1. For q
′|q, we consider the projection maps
projq,q′ : E
q
q′ → Eq
′
q′
by choosing (projq,q′F )(γ) = F (γ˜), where γ˜ is any pre-image of γ under the
natural projection map SL2(q)→ SL2(q′). By abuse of notation we will also
write projq,q′ for the induced maps E˜
q
q′ → E˜q
′
q′ . Write ♠q,q′ := #SL2(q
′)
#SL2(q)
. We
note that
||(projq,q′H)||Lip(d) =
√♠q,q′||H||Lip(d),
that
||(projq,q′H)||2 =
√♠q,q′||H||2,
and that
Mˆab,q′ ◦ projq,q′ = projq,q′ ◦ Mˆab,q.
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Now consider H ∈ W(Uˆ ,CSL2(q)). We calculate, for |a| < min(a0, a′0) and
|b| ≤ b0,
||Mˆmab,qH||22 =
∑
16=q′|q
||eq,q′Mˆmab,qH||22
=
∑
16=q′|q
||Mˆmab,q(eq,q′H)||22
=
∑
16=q′|q
♠q,q′||projq,q′(Mˆmab,q(eq,q′H))||22
=
∑
16=q′|q
♠q,q′||Mˆmab,q′(projq,q′(eq,q′H))||22.
Applying Theorem 4.3, we obtain
||Mˆmab,qH||22 ≤ C2(1− ǫ)2m(q′)2C
∑
16=q′|q
♠q,q′ ||projq,q′(eq,q′H)||2Lip(d).
≤ C2(1− ǫ)2m
∑
16=q′|q,q′≥q1
(q′)2C ||eq,q′H||2Lip(d)
≤ (C ′′)2(1− ǫ′′)2mq2C′′+1||H||2Lip(d)
as expected. 
The most convenient formulation to prove will be the following:
Theorem 4.4. There exist κ > 0, a0 > 0, q1 > 0 such that
||Mˆlnqab,qH˜||2 ≤ q−lκ||H˜ ||dθ
for all |a| < a0, |b| ≤ b0, l ∈ N, all q > q1 square free and coprime to q0, and
all H ∈ E˜qq ; here nq denotes the integer part of log q.
Proof that Theorem 4.4 implies Theorem 4.3. Choose a0 > 0 small enough
that | log λa| ≤ ǫ ≤ min(κ/2, 1) for all |a| < a0. Set
C := max
{
log
(
sup
|a|≤a0,b∈R
||Mˆab,q||2
)
, 0
}
.
Then for all 0 ≤ r < nq, we have ||Mˆab,q||r2 ≤ qC .
For any m ∈ N, we write m = lnq + r, with 0 ≤ r < nq. Thus Theorem
4.4 yields
||Mˆmab,qH˜||2 ≤ ||Mˆab,q||r2 · ||Mˆlnqab,qH˜||2
≤ qCq−lκ||H˜ ||dθ
≤ qCe−lnqǫ||H˜||dθ
≤ qC+1e−ǫm||H˜||dθ ,
as desired. 
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4.2. The ℓ2-flattening lemma. The rest of this section is devoted to a
proof of Theorem 4.4. The key ingredient is a version of the ℓ2-flattening
lemma 4.7 of Bourgain-Gamburd-Sarnak [8, Lemma 7.2]. For the rest of
this section we will assume that
q is square free and coprime to q0 (as in (2.10)).
Definition 4.5. For a complex valued measure µ on SL2(q) and q
′|q, we de-
fine |||πq′(µ)|||∞ to be the maximum weight of |µ| over all cosets of subgroups
of SL2(q
′) that have proper projection in each divisor of q′.
Notation 4.6. For a function φ and a measure µ on SL2(q), we denote the
convolution by
µ ∗ φ(g) =
∑
γ∈SL2(q)
µ(γ)φ(gγ−1).
Lemma 4.7 ([7], [8]). Given κ > 0 there exist κ′ > 0 and C > 0 such that
if µ satisfies ||µ||1 ≤ B and
|||πq′(µ)|||∞ < q−κB for all q′|q, q′ > q1/10 for some B > 0,
then for each q and φ ∈ Eqq ,
||µ ∗ φ||2 ≤ Cq−κ′B||φ||2.
4.3. Measure estimates on cylinders. Before we can apply the expan-
sion machinery we must first establish certain a priori measure estimates on
cylinders; that will be the topic of this subsection. We define:
Notation 4.8. • For x = (x1, x2, . . .) ∈ Σ+ and a sequence i1, . . . , in
of symbols, we denote the concatenation by
(in, . . . , i1, x) = (in, . . . , i1, x1, x2, . . .);
• For a function f on Σ+ and x ∈ Σ+, we set
fn(x) := f(x) + f(σ(x)) + . . .+ f(σ
n−1(x));
• For x = (xi) ∈ Σ+, put c(x) = c(ζ(x)), and
cn(x) := c(ζ(x))c(ζ(σx)) . . . c(ζ(σ
n−1x)) ∈ Γ.
Lemma 4.9. For sequences x, y ∈ Σˆ+ with xi = yi for i = 0 . . . k for some
k ≥ 1, we have ck(x) = ck(y).
Proof. This is a straightforward consequence of Lemma 2.14. 
We may therefore write c(x) = c(x0, x1), and more generally, for n ≥ 2,
cn(x) is the product c(x0, x1) · · · c(xn−1, xn).
Notation 4.10. In the rest of the section, the notation
∑
i1,··· ,iℓ
means
the sum taken over all sequences (i1, · · · , iℓ) such that any concatenation
following the sum sign is admissible.
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Lemma 4.11. There exist 0 < a0 < 1 and c > 1 such that for all |a| < a0,
x ∈ Σˆ+ and for all n ∈ N, ∑
in,··· ,i1
ef
(a)
n (in,··· ,i1,x) ≤ c.
Proof. This follows easily from (2.4). 
We recall that for x, y ∈ H2 and r > 0, the shadow Or(x, y) is defined
to be the set of all points ξ ∈ ∂(H2) such that the geodesic ray from x to
ξ intersects the ball Br(y) non-trivially. We need the following: recall the
Patterson-Sullivan density {µPSx : x ∈ H2} for Γ.
Lemma 4.12 (Sullivan’s shadow lemma [41]). Let x ∈ H2. There exists
r0 = r0(x) > 1 such that for all r > r0, there exists c > 1 such that for all
γ ∈ Γ,
c−1e−δd(x,γx) ≤ µPSx (Or(x, γx)) ≤ ce−δd(x,γx).
Lemma 4.13. There exists c′ > 1 such that for any x ∈ Σˆ+, γ ∈ Γ, any
m ∈ N, and any fixed im+1, we have∑
i1,...,im,cm+1(im+1,im,...,i1,x)=γ
ef
(0)
m (im,...,i1,x) ≤ c′ · e−δm inf(τ).
Proof. Recalling the definition (2.5) of f (0) in terms of τ , we calculate∑
i1,...,im,cm+1(im+1,im,...,i1,x)=γ
ef
(0)
m (im,...,i1,x)
≤ sup(h0)
inf(h0)
∑
i1,...,im,cm+1(im+1,im,...,i1,x)=γ
e−δτm(im,...,i1,x)
≤ eδ sup(τ) sup(h0)
inf(h0)
∑
i1,...,im,cm+1(im+1,im,...,i1,x)=γ
e−δτm+1(im+1,...,i1,x)
≤ c′1
∑
i1,...,im,cm+1(im+1,im,...,i1,x)=γ
ν(C[im+1, im, . . . , i1]) (see Fact 3.7)
where c′1 = c1e
δ sup(τ) sup(h0)
inf(h0)
.
Recall that D denotes the intersection of the Dirichlet domain for (Γ, o)
with the convex core of Γ, and the lifts U˜i of Ui chosen to intersect D.
Recall also the projection map π from G to Γ\G. It is a consequence of the
definition of c (2.6) that
(4.3) ⋃
im,...,i1:cm+1(im+1,...,i1,x)=γ
C[im+1, im, . . . , i1] ⊂ π
(
{u˜ ∈ U˜im+1 : d(u˜aτm+1(u˜), γo) < R1}
)
where R1 denotes thrice the size of the Markov section plus twice the diam-
eter of D plus the constant r0(o) defined in Lemma 4.12.
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Case 1: If d(u˜, γu˜) < (m+ 1) inf(τ)−R1, then
{u˜ ∈ U˜im+1 : uaτm+1(u˜) ∈ BR1(γu˜)} = ∅,
and the claim follows.
Case 2: We now assume that d(u˜, γu˜) ≥ (m + 1) inf(τ) − R1. Then
d(o, γo) ≥ (m + 1) inf(τ) − 2R1. A straightforward argument in hyperbolic
geometry yields
{u˜ ∈ U˜im+1 : d(u˜aτm+1(u˜), γo) < R1} ⊂ {u˜ ∈ U˜im+1 : vis(u˜) ∈ OR1(u˜, γo)}
⊂ {u˜ ∈ U˜im+1 : vis(u˜) ∈ O2R1(o, γo)}.
Applying Corollary 2.9 and Lemma 4.12, we obtain∑
i1,...,im,cm+1(im+1,im,...,i1,x)=γ
e−δτm(im,...,i1,x)
≤ c′1
∑
i1,...,im,cm+1(im+1,im,...,i1,x)=γ
ν(C[im+1, im, . . . , i1])
≤ c′1ν
(
{πu˜ : u˜ ∈ U˜im+1 and vis(u˜) ∈ O2R1(o, γo)}
)
≤ c′2µPSo (O2R1(o, γo))
≤ c′3e−δ inf(τ)m
as required. 
4.4. Decay estimates for convolutions. We will now use the cylinder
estimates and the expansion machinery to provide technical estimates on
the L2 norm of certain convolutions. This is the last preparatory step before
we begin the proof of Theorem 4.4 in earnest.
We observe that the set
S := {±c(x),±c(x)−1 ∈ Γ : x ∈ Σ+}
is a finite symmetric subset of Γ.
Lemma 4.14. The set S generates Γ.
Proof. By our assumption, the projection p(Γ) is a torsion-free convex co-
compact subgroups of PSL2(R), and hence it is a classical Schottky group by
[13]. Therefore the Dirichlet domain D for (p(Γ), o) is the common exterior
of a finitely many disksDi, i = 1, · · · , 2ℓ, which meets ∂(H2) perpendicularly
and whose closures are pairwise disjoint. It is now clear from the definition
of the cocycle that {c(x)} contains all γ ∈ p(Γ) such that D ∩ γ(D) is
non-empty, and hence contains a generating set for p(Γ).

Notation 4.15. For m ∈ N, we write Bm(e) ⊂ Γ for the ball of radius m
around the identity e in the word metric defined by S.
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Notation 4.16. We write nq for the integer part of log q. There exists
d0 > 3 such that for any mq ≤ 1d0 log q, the ball Bmq (e) injects to SL2(q′)
whenever q′|q, q′ > q1/10. For each q we fix a choice
nq
2d0
< mq <
nq
d0
and denote rq = nq −mq, so that
(d0 − 1)nq
d0
< rq <
(d0 − 1/2)nq
d0
.
Notation 4.17. For each element i of the alphabet defining Σ, we choose
an element ω(i) ∈ Σˆ+ such that the concatenation (i, ω(i)) is admissible.
For γ ∈ SL2(q), we write δγ for the dirac measure at γ. Given real numbers
a, b, an element x ∈ Σˆ+, and an admissible sequence (inq , · · · , imq+1), we
define a complex valued measure µa,b
x,(inq ,··· ,imq+1)
on SL2(q) by
(4.4) µa,bx,(inq ,··· ,imq+1)
:=
∑
i1,...,imq
e(f
(a)
nq +ibτnq )(inq ,...,i1,x)δ
cmq+1(imq+1,...,i1,x)
.
That is, for γ ∈ SL2(q), the value µa,bx,(inq ,··· ,imq+1)(γ) is given by the sum∑
e(f
(a)
nq +ibτnq )(inq ,...,i1,x)
over all indices (i1, . . . , imq ) satisfying c(imq+1, imq ) · · · c(i2, i1)c(i1, x0) = γ.
Our first goal in this subsection is to prove the following proposition,
which is essential to prove bounds on the supremum norm ‖Mˆab,qH˜‖∞.
Proposition 4.18. Let
µ := µa,bx,(inq ,··· ,imq+1)
and
B = Bainq ,...,imq+1 := ce
f
(a)
rq (inq ,...,imq+1,ω)eηθ ,
with c > 1 the constant from Lemma 4.11, ω = ω(imq+1), and ηθ as in (4.1).
There exist constants κ > 0, a0 > 0, q1 > 1, C > 1 such that for any x ∈ Σˆ+,
for any square-free q > q1, |a| < a0, |b| ≤ b0, and for all φ ∈ Eqq ,
||µ ∗ φ||2 ≤ BCq−κ||φ||2.
The constants C, κ may be chosen independent of q, x, a, b, and inq , . . . , imq+1.
Proof. The idea is to apply the ℓ2 flattening lemma 4.7. For ease of notation,
we will fix n = nq and r = rq throughout this proof. We will assume that
a0 is small enough so that we may apply Lemma 4.11.
Claim 1: We have the following bound
(4.5) ||µ||1 ≤ B.
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We first observe that
f (a)n (in, . . . , i1, x) = f
(a)
r (in, . . . , i1, x) + f
(a)
m (im, . . . , i1, x)
and
|f (a)r (in, . . . , i1, x)− f (a)r (in, . . . , im+1, ω(im+1))|
≤
r−1∑
j=0
|f (a)(in−j , . . . , im+1, ω(im+1))− f (a)(in−j , . . . , i1, x)|
≤
r−1∑
j=0
θr−1−j Lipdθ (f
(a)) ≤ ηθ.
Using the triangle inequality, we deduce
f (a)r (in, . . . , i1, x)
≤ f (a)r (in, . . . , im+1, ω(im+1)) + |f (a)r (in, . . . , i1, x)− f (a)r (in, . . . , im+1, ω(im+1))|
≤ f (a)r (in, . . . , im+1, ω(im+1)) + ηθ.
We therefore have
||µ||1 ≤
∑
i1,...,im
ef
(a)
n (in,...,i1,x)
≤
∑
i1,...,im
ef
(a)
r (in,...,im+1,ω(im+1))ef
(a)
m (im,...,i1,x)eηθ
≤ B.
Claim 2: For some κ1 > 0,
(4.6) ||µ||∞ ≤ q−κ1B.
Using the bound on m < n/d0, it suffices to bound∣∣∣∣∣∣
∑
i1,...,im,cm+1(im+1,...,i1,x)=γ
e(f
(a)
n +ibτn)(in,...,i1,x)
∣∣∣∣∣∣
≤ B
∑
i1,...,im,cm+1(im+1,...,i1,x)=γ
ef
(a)
m (im,...,i1,x)
≤ Bem(|a| sup τ+| log λa|)
∑
i1,...,im,cm+1(im+1,...,i1,x)=γ
ef
(0)
m (im,...,i1,x)
≤ Bc′em(|a| sup τ+| logλa|)e−δm inf(τ) (see Lemma 4.13)
≤ Bq−κ1
as long as we choose a0 so small that
max
|a|<a0
em(||τ ||∞|a|+| logλa|) ≤ e 13 δ inf(τ),
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and κ1 > 0 is chosen such that (recalling m ≍ log q/d0)
qκ1 ≤ e 13 δm inf(τ)
and q > q1 > (c
′)1/3κ1 .
Claim 3: We have
|||πq′(µ)|||∞ < B(q′)−κ(4.7)
for all q′|q with q′ > q1/10 for some κ > 0.
Choose such a q′, and let Γ0 < Γ be a subgroup such that the projection
πp(Γ0) is a proper subgroup of SL2(p) for each divisor p|q′. As in [8] (see also
Lemma 5.5 of [24] for more details), we know that #(aΓ0 ∩ Bm(e)) grows
sub-exponentially in m, and in particular we have
#(aΓ0 ∩ Bm(e)) = O(qκ1/2),
with κ1 as in Claim (2). Claim (3) now follows from Claim (2).
By Claims (1) and (3), we have now verified the conditions of the flatten-
ing lemma (Lemma 4.7). We therefore apply it to obtain
||µ ∗ φ||2 ≤ BCq−κ′||φ||2
for q large. 
The following bound, which will be useful in a number of places, follows
from direct calculation.
Lemma 4.19. There is c˜ > 0 such that, for any x, y ∈ Σ+ with dθ(x, y) < 1,
any admissible sequence (inq , . . . , i1, x), and any |a| < 1, |b| < b0, we have∣∣∣1− e(f(a)n +ibτn)(in,...,i1,y)−(f(a)n +ibτn)(in,...,i1,x)∣∣∣ ≤ c˜ · dθ(x, y).
Remark It is in this type of bound that large values of |b| cause problems.
This characterizes the difference between Dolgopyat’s approach and that of
Bourgain-Gamburd-Sarnak.
Before moving on we will establish another proposition; this one will
furnish Lipschitz bounds on Mˆab,qH˜. For real numbers a, b, for x, y ∈ Σˆ+
with dθ(x, y) ≤ θ, and a sequence inq , . . . , imq+1, we define
µ′ = µ
′(a,b)
x,y,imq+1,...,inq
(4.8)
=
∑
i1,...,imq
(
e(f
(a)
nq +ibτnq )(inq ,...,i1,x) − e(f(a)nq +ibτnq )(inq ,...,i1,y)
)
δ
cmq+1(imq+1,...,i1,x)
.
Proposition 4.20. As usual, we write n,m, r for nq,mq, rq. Let
(4.9) µ′ = µ
′(a,b)
x,y,im+1,...,in
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and
B′ = B′a,im+1,...,in
:= cc˜eηθef
(a)
r (in,...,im+1,ω(im+1))
with c > 1 the constant from Lemma 4.11. There exist constants κ > 0, a0 >
0, q1 > 1, C > 1 such that for any x, y ∈ Σˆ+ with dθ(x, y) < 1 and any
square-free q > q1, |a| < a0, |b| ≤ b0
||µ′ ∗ φ||2 ≤ B′C ′q−κ||φ||2dθ(x, y)
for all φ ∈ Eqq . The constants C, κ may be chosen independent of q, x, a, b,
and in, . . . , im+1.
Proof. Claim 1: A calculation similar to that for (4.5) yields
||µ′||1 ≤ B′dθ(x, y).
Claim 2: There exists κ > 0 with ||µ′||∞ < B′q−κ. For any γ ∈ SL2(q), we
estimate
|µ′|(γ) =
∣∣∣∣∣∣
∑
i1,...,im:cm+1(im+1,...,i1,x)=γ
e(f
(a)
n +ibτn)n(in,...,i1,x) − e(f(a)n +ibτn)n(in,...,i1,y)
∣∣∣∣∣∣
≤
∑
i1,...,im:cm+1(im+1,...,i1,x)=γ
ef
(a)
n (in,...,i1,x)
∣∣∣1− e(f(a)n +ibτn)(in,...,i1,y)−(f(a)n +ibτn)(in,...,i1,x)∣∣∣
≤ c˜dθ(x, y)
∑
i1,...,im:cm+1(im+1,...,i1,x)=γ
ef
(a)
n (in,...,i1,x) by Lemma 4.19
The same argument as used in claim 2 of Proposition 4.18 now yields
||µ′||∞ < B′q−κ
as expected.
Claim 3: An argument similar to the one leading to claim 3 in the proof
of Proposition 4.18 gives that
|||πq′(µ′)|||∞ ≤ B′dθ(x, y)(q′)−κ for q′|q, q′ > q1/10.
The proposition now follows from the ℓ2 flattening lemma as in the proof of
Proposition 4.18

4.5. Supremum bounds and Lipschitz bounds. The purpose of all the
estimates in the last two subsections is to provide bounds on the congruence
transfer operators. We’ll need to bound both the supremum norms and
the Lipschitz constants. Start with the supremum norm. We observe that
(Mˆnab,qH˜)(x, g) has a good approximation by an appropriate sum of the
convolutions, and use this fact, together with the convolution estimates in
propositions 4.18 and 4.20 to estimate the supremum and Lipschitz norms
of (Mˆnab,qH˜).
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For any q, for H˜ ∈ E˜qq , and a sequence inq , . . . , imq+1, define the function
φ on SL2(q) by
φ(g) = φH˜,(inq ,...,imq+1)
(g)
(4.10)
:= H˜(inq , . . . , imq+1, ω(imq+1)), gc
−1
rq−1
(inq , . . . , imq+1, ω(imq+1))).(4.11)
Note that
|φ| ≤ ||H˜||∞ and φ ∈ Eqq .
Lemma 4.21. There exist C˜ > 1 and a0 > 0 such that the following holds
for any q, |a| < a0, |b| ≤ b0, x ∈ Σˆ+, and any H˜ ∈ E˜qq :∣∣∣∣∣∣(Mˆnqab,qH˜)(x, ·) −
∑
imq+1,...,inq
µa,bx,(inq ,··· ,imq+1)
∗ φH˜,(inq ,··· ,imq+1)(·)
∣∣∣∣∣∣
≤ C˜ Lipdθ (H˜)θr.
Proof. Fix q, x, and H˜ and write n = nq, r = rq,m = mq. Choose |a| < a0,
the constant from Lemma 4.11. For a sequence in, . . . , im+1, set
(4.12) φ(g) = φH˜,(in,...,im+1)(g).
Choose |a| < a0, the constant from Lemma 4.11. We observe, as a conse-
quence of the definitions and of Lemma 4.9, that∑
im+1,...,in
µa,bx,(in,··· ,im+1) ∗ φ(in,··· ,im+1)(g)
=
∑
i1,...,in
e(f
(a)
n +ibτn)(in,...,i1,x)H˜((in, . . . , im+1, ω(im+1)), gc
−1
n (in, . . . , i1, x)).
We may therefore compute∣∣∣∣∣∣(Mˆnab,qH˜)(x, ·) −
∑
im+1,...,in
µx,(in,··· ,im+1) ∗ φH˜,(in,··· ,im+1)(·)
∣∣∣∣∣∣
≤
∑
i1,...,in
ef
(a)
n (in,...,i1,x)
∣∣∣(H˜((in, . . . , i1, x), ·) − H˜((in, . . . , im+1, ω(im+1)), ·))∣∣∣
≤
∑
i1,...,in
ef
(a)
n (in,...,i1,x) Lipdθ (H˜)θ
r−1
≤ cLipdθ(H˜)θr
where c > 1 is the constant from Lemma 4.11. 
The next lemma provides bounds on the supremum norm for Mˆnqab,qH˜
using the description in terms of convolutions we just proved together with
the convolution estimate, Proposition 4.18.
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Lemma 4.22. There exist constants a0 > 0, q1 > 0, κ
′ > 0 such that the
following holds for any |a| < a0, |b| ≤ b0, q > q1 and H˜ ∈ E˜qq :
||Mˆnqab,qH˜||∞ ≤
1
2
q−κ
′
(
||H˜||∞ + Lipdθ (H˜)θnq/2
)
.
Proof. We choose a0 > 0 small and q1 large as on Lemma 4.11 and Propo-
sition 4.18. Consider q > q1, |a| < a0, |b| ≤ b0, and a function H˜ ∈ E˜qq . We
write n for nq and r for rq. We recall the function φ on SL2(q) as in (4.11).
Summing over all admissible sequences im+1, . . . , in and applying Lemma
4.21 and Proposition 4.18 we obtain, for x ∈ Σˆ+,
|Mˆnab,qH˜(x)|
≤
∣∣∣∣∣∣
∑
im+1,...,in
µa,bx,(in,··· ,im+1) ∗ φH˜,(in,··· ,im+1)(·)
∣∣∣∣∣∣+ C˜ Lipdθ (H˜)θr
≤ q−κC
∑
im+1,...,in
Bain,...,im+1 |φH˜,(in,··· ,im+1)|+ C˜ Lipdθ(H˜)θr
≤ q−κcCeηθ ||H˜||∞
∑
im+1,...,in
ef
(a)
r (in,...,im+1,ω(im+1)) + C˜ Lipdθ (H˜)θ
r
≤ c2Cq−κeηθ ||H˜ ||∞ + C˜ Lipdθ (H˜)θr
by Lemma 4.11. We may therefore choose κ′ > 0 and q1 > 1 so that
q−κ
′
> 2c2Ceηθq−κ and 2θrq−nq/2C˜ < q−κ
′
for all q > q1 and hence obtain
||Mˆnab,qH˜||∞ ≤
1
2
q−κ
′
(
||H˜ ||∞ + Lipdθ(H˜)θn/2
)
so long as q > q1. 
We’d like to iterate this argument, but before we can do that we need
to estimate Lipdθ (Mˆnab,qH˜). The proof of the next lemma is similar to the
proof of the last one, though slightly longer.
Lemma 4.23. There exist C > 0, q1 > 0, κ
′ > 0, a0 > 0 such that for all
|a| < a0, |b| ≤ b0, q > q1, and H˜ ∈ E˜qq , we have
(4.13) Lipdθ (Mˆ
nq
ab,qH˜) ≤
1
2
q−κ
′
(
||H˜||∞ + Lipdθ (H˜)θnq/2
)
.
Proof. Again, we choose a0 > 0 small and q1 large as on Lemma 4.11 and
propositions 4.18, 4.20. Consider q > q1, |a| < a0, |b| ≤ b0, and a function
H˜ ∈ E˜qq . We write n for nq and r for rq. For x, y ∈ Σˆ+ with xi = yi for all
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i ≤ l (that is, with dθ(x, y) ≤ θl < 1) we have∣∣∣Mˆnab,qH˜(x, g) − Mˆnab,qH˜(y, g)∣∣∣
≤
∑
i1,...,in
ef
(a)
n (in,...,i1,x)
|H˜((in, . . . , i1, x), gc−1n (in, . . . , i1, x)) − H˜((in, . . . , i1, y), gc−1n (in, . . . , i1, y))|
+
∣∣∣∣∣∣

 ∑
i1,...,in
e(f
(a)
n +ibτn)(in,...,i1,x) − e(f(a)n +ibτn)(in,...,i1,y)


H˜((in, . . . , i1, y), gc
−1
n (in, . . . , i1, y))
∣∣∣
:= W + V.
The first term W is bounded as
(4.14) W ≤ cLipdθ (H˜)θndθ(x, y)
by Lemma 4.11. We estimate the other term as
V ≤
∣∣∣∣∣∣
∑
i1,...,in
(
e(f
(a)
n +ibτn)(in,...,i1,x) − e(f(a)n +ibτn)(in,...,i1,y)
)
H˜((in, . . . , im+1, ω(im+1)), gc
−1
n (in, . . . , i1, x))
∣∣∣
+θr−1 Lipdθ (H˜)
∑
i1,...,in
∣∣∣e(f(a)n +ibτn)(in,...,i1,x) − e(f(a)n +ibτn)(in,...,i1,y)∣∣∣
:= L+K.
Next address K:
K = θr−1 Lipdθ (H˜)
∑
i1,...,in
∣∣∣e(f(a)n +ibτn)(in,...,i1,x) − e(f(a)n +ibτn)(in,...,i1,y)∣∣∣
≤ θr−1 Lipdθ (H˜)
∑
i1,...,in
ef
(a)
n (in,...,i1,x)
∣∣∣1− e(f(a)n +ibτn)(in,...,i1,y)−(f(a)n +ibτn)(in,...,i1,x))∣∣∣
≤ c˜θr−1dθ(x, y) Lipdθ(H˜)
∑
i1,...,in
ef
(a)
n (in,...,i1,x)
by Lemma 4.19. A final application of Lemma 4.11 then gives
(4.15) K ≤ cc˜θr−1 Lipdθ (H˜)dθ(x, y).
The bound on L uses the ℓ2 flattening lemma once again. We observe
that
L =
∣∣∣∣∣∣
∑
in,...,im+1
µ′a,bx,y,i1,...,im ∗ φH˜(in,...,im+1)
∣∣∣∣∣∣
for µ′, φ as in (4.9), (4.11) respectively. Proposition 4.20 then gives
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|µ′ ∗ φ| ≤ C ′q−κ′B′a,im+1,...,in ||H˜||∞dθ(x, y),
and summation over in, . . . , im+1 yields
L ≤ C ′′q−κ′dθ(x, y)||H˜ ||∞(4.16)
for an appropriately chosen constant C ′′ (more precisely, C ′′ = c2c˜C ′eηθ will
do). Putting together the equations (4.14), (4.15), (4.16), we see that
(4.17) Lipdθ (Mˆnab,qH˜) ≤ C˜q−κ
′
(
||H˜ ||∞ + Lipdθ(H˜)θn/2
)
.
for an appropriate constant C˜. Now choose κ′′ = κ′/2 and q1 large enough
that C ′′q−κ
′′
< 12 for all q > q1. Then
(4.18) Lipdθ (Mˆnab,qH˜) ≤
1
2
q−κ
′′
(
||H˜ ||∞ + Lipdθ(H˜)θn/2
)
.

Proof of Theorem 4.4 Combining Lemmas 4.22 and 4.23, we obtain that
for some κ′ > 0,
||Mˆnab,qH˜||∞ + θn/2 Lipdθ(Mˆnab,qH˜) ≤ q−κ
′
(||H˜ ||∞ + θn/2 Lipdθ (H˜))
where n = nq. Iterating, we obtain that for any l ∈ N,
||Mˆlnab,qH˜||∞ + θn/2 Lipdθ (Mˆlnab.qH˜)
≤ q−lκ′(||H˜ ||∞ + θn/2 Lipdθ (H˜)).
It follows that
‖Mˆlnab,qH˜‖2 ≤ ||Mˆlnab,qH˜||∞ ≤ q−lκ
′ ||H˜||dθ
as desired.
5. Uniform mixing of the BMS measure and the Haar measure
We assume that Γ < SL2(Z) is convex cocompact. For each q ∈ N, we
denote by mBMSq the measure on Γ(q)\G induced by m˜BMS and normalized
so that its total mass is #SL2(q).
5.1. Uniform exponential mixing. Our aim in this subsection is to prove
Theorem 1.5 using Theorem 2.15 on spectral bounds for the transfer oper-
ators. Although this argument is similar to that contained [17] and [1],
we shall include it in order to understand the dependence of the implied
constants on the level q. First we establish some more notation. We fix
q such that Γ(q)\Γ = SL2(q). We recall the equivalence relation (u, t) ∼
(σu, t− τ(u)) on Σ× R and the suspension space
Στ := Σ× R/ ∼ .
Definition Similarly, we write
(5.1) Uˆ q,τ := Uˆ × SL2(q)× R+/(u, γ, t+ τ(u)) ∼ (σˆ(u), γc(u), t).
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For a function φ : Uˆ q,τ → C, we say φ ∈ B0 if ‖φ‖B0 <∞ where
||φ||B0 := ||φ||∞+
sup{|φ(u, γ, s) − φ(u
′, γ, s′)|
d(u, u′) + |s− s′| : u 6= u
′, γ ∈ SL2(q), s ∈ [0, τ(u)), s′ ∈ [0, τ(u′))}.
We also say φ ∈ B1 if ‖φ‖B1 <∞ where
||φ||B1 := ||φ||∞ + sup{Var0,τ(u)(t 7→ φ(u, γ, t)) : u ∈ Uˆ , γ ∈ SL2(q)}.
For a bounded measurable function φ : Uˆ q,τ → C, we define the function
φˆξ on Uˆ × SL2(q) by
φˆξ(u, γ) :=
∫ τ(u)
0
φ(u, γ, t)e−ξtdt;
we will sometimes regard this as a vector valued function on Uˆ . The following
lemma can be easily checked.
Lemma 5.1. If ψ ∈ B0 with
∑
γ∈Γ ψ(u, γ, s) = 0 for all (u, s) ∈ Uˆ τ , then
ψˆξ ∈ W(Uˆ ,CSL2(q)) when considered as a vector valued function.
For functions φ ∈ B1 and ψ ∈ B0, we define the correlation function:
(5.2) ρ˜φ,ψ(t) :=
∑
γ∈SL2(q)
∫
Uˆ
∫ τ(u)
0
φ(u, γ, s + t)ψ(u, γ, s)dsdν(u).
In order to establish an exponential decay for ρ˜φ,ψ(t) for a suitable class
of functions φ,ψ, we consider its Laplace transform and relate it with the
transfer operators. We decompose ρ˜φ,ψ(t) as
ρ˜φ,ψ(t) =
∑
γ∈SL2(q)
∫
Uˆ
∫ τ(u)
max(0,τ(u)−t)
φ(u, γ, s + t)ψ(u, γ, s)dsdν(u)
+
∑
γ∈SL2(q)
∫
Uˆ
∫ max(0,τ(u)−t)
0
φ(u, γ, s + t)ψ(u, γ, s)dsdν(u)
:= ρφ,ψ(t) + ρ¯φ,ψ(t).
The reason for this decomposition is that the Laplace transform of ρφ,ψ(t)
can be expressed neatly in terms of transfer operators (see Lemma 5.2 be-
low). More importantly, the Laplace transform of ρφ,ψ has better decay
properties than the Laplace transform of ρ˜φ,ψ; this is needed when we apply
the inverse Laplace transform at the end of the argument. Moreover, since
ρ˜φ,ψ(t) = ρφ,ψ(t) for all t ≥ sup τ , the exponential decay of ρ˜φ,ψ(t) follows
from that of ρφ,ψ(t).
So, consider the Laplace transform ρˆ of ρ: for ξ ∈ C,
ρˆφ,ψ(ξ) =
∫ ∞
0
e−ξtρφ,ψ(t)dt.
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For the rest of the section, we shall use the notation
ξ = a− ib.
The first task is to write ρˆ(ξ) in terms of the transfer operators:
Lemma 5.2. For φ ∈ B1 and ψ ∈ B0 and ℜ(ξ) > 0, we have
ρˆφ,ψ(ξ) =
∞∑
k=1
λka
∫
Uˆ
φˆξ(u) · Mˆkab,qψˆ−ξ(u)dν(u)
where λa is the lead eigenvalue of L−(δ+a)τ as in Section 2. The right hand
side should be understood as an inner product between two vectors in CSL2(q).
Proof. We calculate
ρˆφ,ψ(ξ) =
∑
γ∈SL2(q)
∫
Uˆ
∫ τ(u)
s=0
∫ ∞
τ(u)−s
e−ξtφ(u, γ, s + t)ψ(u, γ, a)dtdsdν(u)
=
∑
γ∈SL2(q)
∫
Uˆ
∫ τ(u)
0
∫ ∞
τ(u)
e−ξ(t−s)φ(u, γ, t)ψ(u, γ, s)dtdsdν(u)
=
∑
γ∈SL2(q)
∞∑
k=1
∫
Uˆ
∫ τ(u)
0
∫ τk+1(u)
τk(u)
e−ξ(t−s)φ(u, γ, t)ψ(u, γ, s)dtdsdν(u) =
∑
γ∈SL2(q)
∞∑
k=1
∫
Uˆ
∫ τ(u)
0
∫ τ(σˆku)
0
e−ξ(t+τk(u)−s)φ(σˆk(u), γck(u), t)ψ(u, γ, s)dtdsdν(u)
=
∑
γ∈SL2(q)
∞∑
k=1
∫
Uˆ
e−ξτk(u)φˆξ(σˆ
k(u), γck(u))ψˆ−ξ(u, γ)dν(u)
=
∞∑
k=1
λka
∫
Uˆ
φˆξ(u) · Mˆkab,qψˆ−ξ(u)dν(u)
using the fact that Lˆ∗00(ν) = ν. 
Lemma 5.3. If φ ∈ B1, then ||φˆξ||2 ≤ ||φˆξ ||∞ ≤ 2
√
#SL2(q)e|a| sup(τ)||φ||B1
max(1,|b|) .
Proof. This follows from integration by parts in the flow direction. 
Lemma 5.4. If ψ ∈ B0, then ||ψˆξ ||1,b ≤
√
#SL2(q)e|a| sup(τ)(3 sup(τ)+Lipd(τ))||ψ||B0
max(1,|b|) .
Proof. The trivial bound var[0,τ(u))ψ(u, γ, ·) ≤ ||ψ||B0 sup(τ) provides
(5.3) ||ψˆξ ||∞ ≤ 2
√
#SL2(q)e
|a| sup(τ) sup(τ)||ψ||B0
max(1, |b|) .
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On the other hand consider any u, u′ ∈ Uˆ , γ ∈ SL2(q), and suppose, without
loss of generality, that τ(u′) ≥ τ(u). Then
|ψˆξ(u, γ)− ψˆξ(u′, γ)|
≤
∫ τ(u)
0
|ψ(u, γ, t) − ψ(u′, γ, t)|e|a|tdt+
∫ τ(u′)
τ(u)
|ψ(u′, γ, t)|e|a|tdt
≤ d(u, u′)e|a| sup(τ) (sup(τ)||ψ||B0 + Lipd(τ)||ψ||∞) .
Together with (5.3), this proves the claim. 
We will now use the spectral bounds (Theorem 2.15) to prove a rate of
decay for the correlation functions.
Proposition 5.5. Let a0, q0, q
′
0 be as in Theorem 2.15. There exist C >
0, η > 0 such that for all square free q with (q, q0q
′
0) = 1, we have
|ρ˜φ,ψ(t)| ≤ CqC ||φ||B1 ||ψ||B0e−ηt
for all φ ∈ B1 and ψ ∈ B0 satisfying
∑
γ∈SL2(q)
ψ(u, γ, s) = 0.
Proof. We will establish that the Laplace transform ρˆφ,ψ extends to an ap-
propriate half plane and then apply the inversion formula. Lemma 5.2 gives
ρˆφ,ψ(ξ) =
∞∑
k=0
λka
∫
Uˆ
φˆξ(u) · Mˆkab,qψˆ−ξ(u)dν(u),
for ℜ(ξ) > 0. We claim an analytic continuation of ρˆφ,ψ(ξ) to ℜ(ξ) > −a0
for some a0 > 0. Each term of the above infinite sum is analytic, so it
suffices to check that the sum is absolutely convergent. For |a| ≤ min(1, a0),
Theorem 2.15, together with Lemma 5.1, gives that for some ǫ > 0,
λka
∫
Uˆ
φˆξ(u) · Mˆkab,qψˆ−ξ(u)dν ≤ λka||Mˆkab,qψˆ−ξ||2||φξ ||2
≤ λkaCqCe−ǫk||ψˆ−ξ ||1,b||φξ||2
≤ λka
C ′qC
′
e−ǫk
max(1, |b|)2 ||ψ||B0 ||φ||B1 ,
where C ′ is given by Lemmas 5.3 and 5.4; this is clearly summable so long
as we choose a0 small enough that
max
|a|≤a0
λa ≤ eǫ/2.
This computation also gives that for some absolute constant C1 > 0,
|ρˆφ,ψ(ξ)| ≤ C1q
C′
1 + |b|2 ||ψ||B0 ||φ||B1
for all ξ with |ℜ(ξ)| < a0. Now ρφ,ψ(t) is Lipschitz, so we may apply the
inverse Laplace transform formula [44, Chapter II, Theorem 7.3] and obtain
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for all t > 0,
(5.4) ρφ,ψ(t) = e
−
a0
2 t lim
T→∞
∫ −a02 +iT
−
a0
2 −iT
ρˆφ,ψ(−a02 − ib)e−ibtdb.
Since
∫ −a02 +iT
−
a0
2 −iT
|ρˆφ,ψ(−a02 − ib)|db ≪ qC
′ ∫ T
0
1
1+b2 db < ∞, the limit in the
right hand side of (5.4) is O(qC
′
) with the implied constant independent of
t, yielding the result for a uniform constant C > 0 with ρφ,ψ in place of ρ˜φ,ψ.
Since those two functions agree on t > sup(τ), and since ρ¯φ,ψ is bounded as
qC ||ψ||B0 ||φ||B1 , the result follows. 
We can convert a function φ on Γ(q)\G to give a function φt on Uˆ q,τ as
follows: for t > 0, u ∈ Uˆi, 0 ≤ s ≤ τ(u) and γ ∈ Γ(q)\Γ, we set u˜ to be the
lift of u to U˜ , and
(5.5) φt(u, γ, s) :=
∫
S˜i
φ(γ[u˜, y˜]at+s)dνu(y˜)
where νu is the probability measure on S˜i conditioned from the measure ν
at u. For a general s > 0, we define
(5.6) φt(u, γ, s) := φt(σˆ
k(u), γck(u), s − τk(u))
where k ∈ N is such that 0 ≤ s − τk(u) ≤ τ(σˆk(u)). By the equivalence
relation (5.1), this defines φt on all of Uˆ × SL2(q)× R≥0.
Lemma 5.6. There exists C > 0 such that, for any y˜ ∈ S˜i, we have
|φ(γ[u˜, y˜]a2t+s)− φt(u, γ, s + t)| ≤ Ce−t||φ||C1 .
Proof. Let u, u˜, y˜ ∈ S˜i be as above. Choose k ∈ N such that 0 ≤ t + s −
τk(u) ≤ τ(σku), and write u′ = σˆku ∈ Uj . Set u˜′ to be the lift of u′ to U˜j.
If y′ ∈ Sj with lift y˜′ ∈ S˜j, then the definition of the cocycle c tells us that
both γ[u˜, y˜]aτk(u) and γck(u)[u˜
′, y˜′] lie in the stable leaf of γck(u)R˜j ⊂ G. It
follows that for some c1 > 0,
d(γ[u˜, y˜]a2t+s, γck(u)[u˜
′, y˜′]a2t+s−τk(u)) ≤ c1e−(2t+s−τk(u)) ≤ c1e−t,
and so that
|φ(γ[u˜, y˜]a2t+s)− φ(γck(u)[u˜′, y˜′]a2t+s−τk(u))| ≤ c1||φ||C1e−t.
Integrating this inequality over y˜′ ∈ Sj and using (5.6) which gives∫
S˜j
φ(γck(u)[u˜
′, y˜′]a2t+s−τk(u))dνu = φt(u, γ, s + t)
this gives the required result. 
We therefore have the following lemma (cf. [1, Lemma 8.2])
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Lemma 5.7. There are constants η > 0, C > 0 independent of ψ, φ, q such
that∣∣∣∣∣
∫
Γ(q)\G
(φ ◦ a2t) · ψ dmBMSq −
ρ˜φt,ψ0(t)
ν(τ)
∣∣∣∣∣ < C ·#SL2(q) · ||φ||C1 ||ψ||∞e−ηt
for all φ,ψ ∈ C1(Γ(q)\G).
Proof of Theorem 1.5 . We assume that mBMS(Γ\G) = 1 without loss of
generality, so that the total mass of mBMSq is equal to #SL2(q). Fix q with
(q, q0q
′
0) = 1 and compactly supported functions ψ, φ ∈ C1(Γ(q)\G).
We write
ψ = ψ′ + ψ′′
where ψ′ is (left) Γ invariant, and ψ′′ satisfies
∑
γ∈Γ(q)\Γ ψ
′′(γx) = 0 for all
x ∈ Γ(q)\G. Exponential mixing of ψ′ (with constant independent of q)
follows from the bounds established in section 3 together with the complex
RPF theorem, as was carried out in the work of Dolgopyat and Stoyanov
[39]. So we can and shall assume that ψ = ψ′′, so that
∑
γ∈Γ(q)\Γ ψ(γx) =
0 for all x ∈ Γ(q)\G.
We consider the functions φt, ψ0 as defined in (5.5); note that ψ0 satisfies∑
γ∈Γ ψ0(u, γ, s) = 0 and that ||ψ0||B0 ≪ ||ψ||C1 . We also need to bound
||φt||B1 . It’s clear that sup |φt| ≤ ||φ||C1 . On the other hand, we know
that, for fixed u, and s such that (u, s) is not of the form (u′, 0), φt(u, s) is
differentiable in the flow direction with derivative bounded by ||φ||C1 . On
the other hand there are at most sup τinf τ +1 values of s such that (u, s) ∼ (u′, 0).
Each of these may be a discontinuity, but each jump is at most 2||φ||C1 . We
can therefore bound the variation as
var[0,τ(u))(s→ φt(u, γ, s)) ≤
(
τ(u) + 2
(sup τ
inf τ
+ 1
))
||φ||C1 .
In other words
||φt||B1 ≪ ||φ||C1 .
Now calculate; for any t > 0∣∣∣∣∣
∫
Γ(q)\G
φ(ga2t)ψ(g)dm
BMS
∣∣∣∣∣
≤
∣∣∣∣ ρ˜φt,ψ0(t)ν(τ)
∣∣∣∣+ C(#SL2(q))||φ||C1 ||ψ||C0e−ηt
≤ C ′qC′ (||ψ0||B0 ||φt||B1 + ||φ||C1 ||ψ||C0) e−η
′t
≤ C ′′qC′′ ||φ||C1 ||ψ||C0e−η
′t
for some C ′, C ′′, η′ > 0, by Lemma 5.7 and Proposition 5.5. 
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5.2. Exponential decay of the matrix coefficients. Let Γ be a geomet-
rically finite subgroup of PSL2(R). We begin by recalling the definitions
of measures mBR, mBR∗ and mHaar. Similar to the definition of the BMS
measure
dm˜BMS(u) = eδβu+ (o,u)eδβu−(o,u)dµPSo (u
+)dµPSo (u
−)ds
given in section 2, the measures m˜BR = m˜BRΓ , m˜
BR∗ = m˜BR∗Γ and m˜
Haar on
PSL2(R) are defined as follows:
dm˜BR(u) = eβu+ (o,u) eδβu−(o,u) dmo(u
+)dµPSo (u
−)ds;
dm˜BR∗(u) = eδβu+ (o,u) eβu−(o,u) dmo(u
−)dµPSo (u
+)ds;
dm˜Haar(u) = eβu+ (o,u) eβu−(o,u) dmo(u
+)dmo(u
−)ds
where mo is the unique probability measure on ∂(H
2) which is invariant
under the stabilizer of o.
These measures are all left Γ-invariant and induce measures on Γ\G,
which we will denote by mBR,mBR∗ ,mHaar respectively.
Let
N = {ns :=
(
1 0
s 1
)
: s ∈ R} and H = {hs :=
(
1 s
0 1
)
: s ∈ R}.
For g ∈ G, denote by g± the forward and backward end points of the
geodesic determined by g and set
α(g,Λ(Γ)) := inf{|s| : (gns)+ ∈ Λ(Γ)} + inf{|s| : (ghs)− ∈ Λ(Γ)}+ 1.
It follows from the continuity of the visual map that for any compact
subset Q ⊂ G,
α(Q,Λ(Γ)) := supα(g,Λ(Γ)) <∞.
If Γ′ is a normal subgroup of Γ of finite index, then Λ(Γ) = Λ(Γ′), and
hence α(Q,Λ(Γ)) = α(Q,Λ(Γ′)). Therefore the following theorem implies
that Theorem 1.1 can be deduced from Theorem 1.5; note that even though
we need the following theorem only for Γ convex cocompact in this paper, we
record it for a general geometrically finite group Γ of G for future reference.
Let π : G→ Γ\G be the canonical projection.
Theorem 5.8. Let Q ⊂ G be a compact subset. Suppose that there exist
constants cΓ > 0 and ηΓ > 0 such that for any Ψ,Φ ∈ C1(Γ\G) supported
on π(Q),
(5.7)∫
Γ\G
Ψ(gat)Φ(g)dm
BMS = m
BMS(Ψ)·mBMS(Φ)
mBMS(Γ\G)
+O(cΓ ·||Ψ||C1 ||Φ||C1 ·e−ηΓt)
UNIFORM EXPONENTIAL MIXING 47
where the implied constant depends only on Q. Then for any Ψ,Φ ∈ C1(Γ\G)
supported on π(Q), as t→ +∞,
(5.8) e(1−δ)t
∫
Γ\G
Ψ(gat)Φ(g)dm
Haar
= m
BR(Ψ)·mBR∗(Φ)
mBMS(Γ\G)
+O(cΓ · ||Ψ||C1 ||Φ||C1 · e−η
′
Γt)
where η′Γ =
ηΓ
8+2ηΓ
and the implied constant depends only on Q and α(Q,Λ(Γ)).
The rest of this section is devoted to the proof of this theorem. The
proof involves effectivizing the original argument of Roblin [35], extended in
[38], [29], [27], while making the dependence of the implied constant on the
relevant functions precise.
For ǫ > 0 and a subset S of G, Sǫ denotes the set {s ∈ S : d(s, e) ≤ ǫ}.
Let
P := HA.
Then the sets Bǫ := PǫNǫ, ǫ > 0 form a basis of neighborhoods of e in G.
For g ∈ PSL2(R), we define measures on gN :
dµ˜LebgN (gn) = e
β(gn)+ (o,gn)dmo(gn
+);
dµ˜PSgN (gn) = e
δβ(gn)+ (o,gn)dµPSo (gn
+).
If x = [g] ∈ Γ\G, for a compact subset N0 of N such that gN0 injects to
Γ\G, and for a function ψ on xN0, we write dµLebxN (ψ) and dµPSxN (ψ) for the
push-forward of the above measures to xN0 via the isomorphism gN0 with
xN0. The measure dµ˜
Leb
gN (gn) is simply the Haar measure on N , and hence
we write dn = dµ˜LebgN (gn).
The quasi-product structure of m˜BMS is a key ingredient in the arguments
below: for Ψ ∈ Cc(G) supported on gBǫ for all ǫ > 0 small,
m˜BMS(Ψ) =
∫
gPǫ
∫
gpNǫ
Ψ(gpn)dµ˜PSgpN (gpn)dνgP (gp)
where dνgP (gp) = e
δβ(gp)− (o,gp)dµPSo (gp
−)ds for s = βgp−(o, gp).
In the rest of this section, we fix a compact subset Q of G, and assume
that the hypotheses of Theorem 5.8 are satisfied for functions supported in
π(Q). Let 2ǫ0 > 0 be the injectivity radius of π(Q). Fix x = [g] ∈ π(Q) and
functions Ψ,Φ ∈ C1(Γ\G) which are supported in xBǫ0/2.
Proposition 5.9. Fix y ∈ xPǫ0 and put φ := Φ|yNǫ0 ∈ C1(yNǫ0). Then for
t > 1,∫
yNǫ0
Ψ(ynat)φ(yn)dµ
PS
yN (yn) =
µPSyN (φ)
|mBMS|m
BMS(Ψ)+O(cΓ‖Ψ‖C1‖φ‖C1e−η1t)
where η1 = ηΓ/(4 + ηΓ) and the implied constant depends only on Q and
α(Q,Λ(Γ)).
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Proof. Set R0 := α(y,Λ(Γ)) + 2. For a sufficiently small ǫ ∈ (0, 1), if we
set t0 := log(R0ǫ
−1), y0 = yat0 , then ν(y0Pǫ) > 0. Hence we may choose a
smooth positive function ρǫ supported on y0Pǫ such that ν(ρǫ) = 1 and that
‖ρǫ‖C1 ≪ ǫ−3. Define a C1-function Φ† supported on y0PǫNǫ0 as follows:
Φ†(y0pn) := e
−δt0−δβ
n
+
p
(np,pn)
φ(y0npa−t0)ρǫ(y0p)
where np ∈ N is the unique element such that p−1np ∈ nP . We have
mBMS(Φ†) = µPSyN (φ). Now by the hypothesis of Theorem 5.8, we have∫
yNǫ0
Ψ(ynat)φ(yn)dµ
PS
yN (yn) = (1 +O(ǫ))〈at−t0Ψ,Φ†〉mBMS
= (1 +O(ǫ))
(
µPSyN (φ)
|mBMS|m
BMS(Ψ) +O(cΓǫ
−3e−η(t−t0))
)
=
µPSyN (φ)
|mBMS|m
BMS(Ψ) +O(ǫ+ cΓR
η
0ǫ
−η−3e−ηt)
where the implied constant depends only on the C1-norms of Ψ and φ and
Q. By taking ǫ = e−ηt/(4+η) and by setting η1 := η/(4 + η), we obtain∫
yNǫ0
Ψ(ynat)φ(yn)dµ
PS
yN (yn) =
µPSyN (φ)
|mBMS|m
BMS(Ψ) +O(cΓR
η
0e
−η1t).
Since R0 is bounded above by α(Q,Λ(Γ)), this proves the claim. 
Proposition 5.10. Keeping the same notation as in Proposition 5.9, we
have
e(1−δ)t
∫
yNǫ0
Ψ(ynat)φ(yn)dn =
µPSyN (φ)
|mBMS|m
BR(Ψ)+O(cΓ‖Ψ‖C1‖φ‖C1e−η1t/2)
where the implied constant depends only on Q and α(Q,Λ(Γ)).
Proof. We deduce this proposition from Proposition 5.9 by comparing the
two integrals on the left hand sides via transversal intersections.
Define φ±ǫ ∈ C1(yN) by
(5.9) φ+ǫ (yn) = sup
n′∈Nǫ
φ(ynn′) and φ−ǫ (yn) = inf
n′∈Nǫ
φ(ynn′).
Fix R1 := α(Q,Λ(Γ)) + 1. For each p ∈ Pǫ0 , let Np := {n ∈ N :
(pn)+ = n+s for some |s| < R1}; then µPSxpN (xpNp) > 0, and the map xp 7→
µPSxpN(xpNp) is a positive smooth function on xPǫ0 . Set B
′
ǫ0 := ∪p∈Pǫ0pNp;
we may assume that the map g → xg is injective on B′ǫ0 by replacing ǫ0 by
a smaller number if necessary.
Define the finite set
Px(t) := {p ∈ Pǫ0 : xpn ∈ supp(φ)at for some n ∈ Np}.
UNIFORM EXPONENTIAL MIXING 49
Define functions ψ and Ψ′ supported on xPǫ0 and xB
′
ǫ0 respectively:
ψ(xp) :=
∫
xpNǫ0
Ψ(xpn)dn and Ψ′(xpn) := ψ(xp)
µPS
xpN
(xpNp)
for pn ∈ B′ǫ0 .
We then have mBMS(Ψ′) = νxP (ψ) = m
BR(Ψ), and we can find
C1-approximations Ψ′ǫ,− ≤ Ψ′ ≤ Ψ′ǫ,+ such that mBMS(Ψ′ǫ,±) = mBMS(Ψ′)+
O(ǫ), and ‖Ψ′ǫ,±‖C1 = O(ǫ−1‖Ψ‖C1). The following computation holds for
all small 0 < ǫ≪ ǫ0:
e(1−δ)t
∫
yN
Ψ(ynat)φ(yn)dn
= (1 +O(ǫ))e−δt
∑
p∈Px(t)
ψ(xp)φ±ce−tǫ0(xpa−t)
= (1 +O(ǫ))
∫
yN
Ψ′(ynat)φ
±
c′(ǫ0+R1)e−t
(yn)dµPSyN (yn)
= (1 +O(ǫ))
∫
yN
Ψ′ǫ,±(ynat)φ
±
c′(ǫ0+R1)e−t
(yn)dµPSyN (yn)
= (1 +O(ǫ) +O((ǫ0 +R1)e
−t))
(
mBR(Ψ)µPSyN (φ)
|mBMS|
+O(cΓǫ
−1‖Ψ‖C1‖φ‖C1e−η1t)
)
by Proposition 5.9 (we refer [29] and [27] for details in this step).
Therefore taking ǫ = e−η1t/2,
e(1−δ)t
∫
yN
Ψ(ynat)φ(yn)dn =
mBR(Ψ)µPSyN (φ)
|mBMS|
+O(cΓ‖Ψ‖C1‖φ‖C1e−η1t/2)
where the implied constant depends only on ǫ0 and R1, and hence only on
Q and α(Q,Λ(Γ)).

In order to finish the proof of Theorem 5.8, we first observe that by
the partition of unity argument, it suffices to prove the claim for Φ and Ψ
supported on xBǫ0/2 for x ∈ Q. We note that dmHaar(pn) = dpdn where dp
is a left Haar measure on P , and hence∫
Γ\G
Ψ(xat)Φ(x)dm
Haar(x) =
∫
xp∈zPǫ0
∫
xpNǫ0
Ψ(xpnat)Φ(xpn)dndp.
Hence applying Propositions 5.9 and 5.10 for each y = xp ∈ xPǫ0 , we
deduce that
e(1−δ)t
∫
Γ\G
Ψ(xat)Φ(x)dm
Haar(x)
=
∫
xp∈xPǫ0
(
mBR(Ψ)µPS
xpN
(Φ|xpNǫ0
)
|mBMS|
+O(cΓ‖Ψ‖C1‖Φ|xpNǫ0‖C1e−η1t/2)
)
dp
= m
BR(Ψ)mBR∗(Φ)
|mBMS|
+O(cΓ‖Ψ‖C1‖Φ‖C1e−η1t/2)
UNIFORM EXPONENTIAL MIXING 50
where the implied constant depends only onQ and α(Q,Λ(Γ)) . This finishes
the proof.
6. Zero-free region of the Selberg zeta functions
Let Γ < SL2(Z) be as in Theorem 1.1. In [26, 27], it was shown that
Theorem 1.1 implies the following:
Theorem 6.1. There exist C ′ > 0 and ǫ0 > 0 such that for all square free
q ≥ 1 with (q, q0) = 1,
(1)
Pq(T ) := #{C : primitive closed geodesic in Γ(q)\PSL2(R) with ℓ(C) < T}
= li (eδT ) +O(qC
′
e(δ−ǫ0)T )
where li(x) =
∫ x
2
dx
log x and ℓ(C) is the length of C;
(2) for any z, w ∈ H2,
Nq(T ; z, w) := #{γ ∈ Γ(q) : d(z, γw) ≤ T}
= Cq(z, w)e
δT +O(qC
′
e(δ−ǫ0)T )
for some constant Cq(z, w) > 0.
Proof of Theorem 1.3. We use the well-known relation between the Poincare´
series and the leading term for the resolvent of the Laplacian Rq(s) = (∆q−
s(1− s))−1. More precisely there is a decomposition, valid on ℜ(s) > δ, of
the resolvent as
(6.1) Rq(s) = f(s)Pq(s) +Kq(s)
where Pq(s) is the integral operator with kernel
Pq(s, z, w) :=
∑
γ∈Γ(q)
e−d(z,γw)s = s
∫ ∞
0
e−stNq(t; z, w)dt,
where Kq(s) is holomorphic on ℜ(s) > δ − 1, and f is a ratio of Gamma
functions holomorphic on ℜ(s) > 0 (see [20, Proposition 2.2] and its proof).
Applying the estimates on Nq(t; z, w) from Theorem 6.1 (2), we see that the
right hand side of (6.1) has analytic extension to the half plane ℜ(s) > δ−ǫ0
(with ǫ0 as in Theorem 6.1) except for a simple pole at s = δ. 
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