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We study Markov processes the distribution of which stays for some interval of time in a given exponential 
family of distributions with one parameter. We show that the generator of such a process can be 
canonically associated to the generator of a Markov process on Iw, having the same stability property 
with respect to a natural exponential family of distributions on SB. Examples of spin systems on a finite 
set and of Brownian motions on iw” illustrate the results. 
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1. Introduction 
The two notions of Markov Process and Exponential Family are usually coupled 
in two different ways. A first class of papers deals with Markov Processes or Chains 
the generator of which belongs to an exponential family of operators. The papers 
by Kuchler (1982) or Hudson (1982) are representative of this point of view. More 
recently, this notion has been extended to a general theory of exponential families 
of stochastic processes, and the main statistical properties of these families have 
been derived (cf. Sorensen, 1986; and Kuchler and Sorensen, 1987). 
On the other hand, some emphasis has been given to these processes whose 
distribution is in an exponential family (cf. for instance Sigmund, 1982). In Ycart 
(1988), we characterized those Birth and Death Processes which have at any instant 
a negative binomial, binomial, or Poisson distribution. In another paper (Ycart, 
1989), we gave a characterization of all Markov processes on a finite set such that 
their distribution stays at any instant in an exponential family with one parameter. 
The key of this characterization was to show that these processes where all related 
in a natural way to the same birth and death process on (0,. . . , N}. The aim of the 
present paper is to generalize this latter approach. 
Section 2 is devoted to basic definitions and notations. The main definition is 
that of the stability of a Markov generator on a general space E for an exponential 
family of distributions (Definition 2.3). Then we define an operator between func- 
tions on E and functions on R (Definition 2.5) and prove that this operator is related 
in a natural way to stable generators (Lemma 2.6). 
Correspondence to: Dr. 8. Ycart, Laboratoire de Mathematiques Appliquees, URA CNRS 1204, Faculte 
des Sciences, Universite de Pau & CNRS, Avenue de l’llniversite, 64000 Pau, France. 
0304-4149/92/$05.00 @ 1992-Elsevier Science Publishers B.V. All rights reserved 
204 B. Ycart / Markov and exponentiality 
The main results of this paper are Theorem 3.2 and 3.4 in Section 3. The first one 
shows that to a Markov generator on E, stable for an exponential family corresponds 
canonically a Markov generator on Iw. The second one proves that the stability for 
exponential families of these two generators are equivalent. 
The main interest of the results in Section 3 is to allow explicit constructions of 
new stable generators. This in turn extends substantially the class of those Feller 
processes, the transient behavior of which is exactly known. This point will be 
illustrated in Section 4 by some new examples of Feller processes, for which the 
distribution at any time is determined explicitly. The first example concerns spin 
systems on a finite set, the second one diffusions on [w+. 
2. Definitions and notations 
For the definitions of exponential families of distributions, we follow Barndorff- 
Nielsen (1978). 
Let E be a locally compact topological space with denumerable base, endowed 
with its family of Bore1 sets. Let I_L be a non-negative Radon measure on E, and f 
a measurable function from E into aB, the set of real numbers. We shall consider 
only exponential families of distributions with one parameter. 
Definition 2.1. We call exponential family generated by p and f; the family 3 of 
probability distributions on E: 
S={P,, eE O}, 
where 
.={OEIRs.t.jE ev(~ff(w))wu(dw)<~ 
provided that the interior of 0 is non-empty. 
Definition 2.2. When E = R and f is the identity mapping, then B is called the 
natural exponential family generated by p. 
To an exponential family 9 on E is canonically associated a natural exponential 
family on [w: Let v be the image measure of p by f and QB the image measure of 
P, by jI We have 
Qe(dx) = ( expcBx)/~E e p( Ox)Y(dx) v(dx) VB E 0. ) 
We denote by %? the natural exponential family generated by v on [w: 
Ye={& eE 0). 
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Our basic references on Markov processes and generators are Feller (1971) and 
Ethier and Kurtz (1985). The processes that we consider are actually Feller processes. 
Their semigroups operate inside the space %‘(I?) of continuous functions on the 
compact closure of E. By the Hille-Yosida theorem, the semigroup of a Feller 
process corresponds to a Markov generator, the domain of which is a dense subset 
of %?(I?). Our definition of the stability of a Markov generator is the following: 
Definition 2.3. Let A be a Markov generator on E. Let 9 = {P,, 0 E 0) be an 
exponential family on E. 
A is said to be stable for the family 9 if there exist 
- a Markov process {X,, t 2 0) with generator A, 
- an open interval I c IO, +co[, 
- an open mapping 0(t) from I into 0, such that: for all t in Z the distribution 
of X, is PecrI. 
Assuming that the mapping 0 is open, one eliminates the trivial case of stationary 
processes. According to the above definition, the generator of the Poisson process 
is stable for the family of Poisson distributions on N. The generator of the standard 
Brownian motion on R is stable for the family of normal distributions with mean 0. 
One of our tools in the next sections will be a correspondence between functions 
on E and functions on R through Z..L and f: We denote by S, and S, the supports 
of the measures Z.L and v respectively. 
Proposition 2.4. Let cp be a function in L2(Sg, w). There exists a unique function ‘p* 
in L,(S,, v) such that for any Bore1 set B in S,, 
cp* . v(dx) = 
Proof. The equality defines a measure on S,. By the 
only have to check that this measure is absolutely 
which is immediate. q 
Radon-Nikodym theorem, we 
continuous with respect to v, 
Changing the base of the exponential family 9, we might assume that p and v 
are probability measures. Then q* of would be the conditional expectation of cp by 
f (considered as random variables). Remark also that cp* is defined v-a.e. We can 
agree to prolong it by 0 outside S,. 
Definition 2.5. We call mean operator and denote by M the operator from L2( S,, p) 
into L,(S,, v) that associates to a function cp the function ‘p*, defined by Proposition 
2.4. 
206 B. Ycart / Markov and exponentiality 
The following properties of the mean operator are easy to check: 
Property 1. A4 is a linear operator. 
Property 2. Ifq(w) E [0, l] p-a.e. then M(q)(x) E [0, l] v-a.e. 
Property 3. M is a continuous operator. 
Property 4. Zf v E L2( S,, v) then M (v of) = v v-ae. 
The relation between the mean operator and the stability property of Definition 
1.3 is made clear by the following lemma that will be the key to Theorem 3.2. 
Lemma 2.6. Let A be a Markov generator, 9(A) its domain and {S(t), t >Oo> the 
semigroup of operators generated by A. Zf A is stable for the family 9 then for any 
function cp in the intersection of 9(A) and L2( S,, p), 
M(p)=0 e M((hZ-A)cp)=O VA>0 
G M(S(t)cp)=O VtzO. 
The main tool in the proof of lemma 2.6 is the uniqueness of the Laplace Transform 
that we shall use under the following form: 
Lemma 2.7. Let v be a non-negative Radon measure on Iw, cp a measurable mapping 
from [w to IF8 and J an open interval in [w. Assume that for all T in J, 
i 
e”lp(x))v(dx) <CO and err cp(x)v(dx) = 0, 
R 
then cp = 0 v-a.e. 
Proof. Let cp+ and cp- be the positive and negative parts of cp, 
cp’=~(cp+~cp~) and CP~=~(~P~-CP). 
Let 7” E J and v, , v2 be the measures defined by 
v,(dx) = exp(T,x)cp+(x)v(dx), v,(dx) = exp(T,x)cpP(x)v(dx). 
The measures v, and v2 are non-negative bounded and v,(R) = v#!). Thus 7r, = 
v,/ v,(R) and 7~~ = v2/ v#) are probability measures on R. Moreover, 
VI-E J, 
I 
exp((T-rJx)r,(dx)= 
I 
exp((r - TJx)nAdx). 
R R 
Therefore n, and V> coincide by Theorem 7.3, p. 107, of Barndorff-Nielsen (1978). 
Thus v, and v2 coincide, pt = cp v-a.e. and cp = cp ’ - cp = 0 v-a.e. 0 
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Proof of Lemma 2.6. The notations are those of Definition 2.3. Let Px, denote the 
distribution of X,. 
Assuming that M( cp) = 0, we first prove that M( S( t)( cp) = 0. For any t in I we have 
= 
I ( 
q(w) exp(e(t)f(o)) 
/I 
eB(‘)Xv(dx) p(dW) 
) 
= i M(q)(x)( e~p(S(~)x/~~~e~(~)~~(dx)) v(dx) =O. 
Let s be a positive real, small enough to ensure that I n I -s is non-empty. Then 
for any r in II-I-S, 
E(dX,)) = I S(s)(cp)(w)Pxr->(dw) E
Therefore, since 0 is an open mapping, there exists an open interval / such that, 
for any r in J, 
I M(S(s)(cp))(x)eTxv(dx) =0 R 
which implies, by Lemma 2.7, that 
M(S(s)(cp)) =0 v-a.e. 
Now let t be any positive real. There exist an integer n 
such that t = ns + u. By the semigroup property, we have 
S(l)(P) = S(n) . S”(s)(cp). 
One gets successively, 
M(S(s)(cp) = 0 * M(S”(s)(cp)) = 0 
* M(S(n)S”(s)(cp)) =0 
=+ M(S(t)(cp)) = 0. 
Now M(S(t)cp) = 0 implies that 
M(A(p)) = lim M((S(r)(cp) - cp)lr) =O. 
t-0 
Thus M((AI-A)(p))=0 VAaO. 
and a positive real us s 
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Conversely, one has (cf. Ethier and Kurtz, 1985, p. 10) 
i 
+‘X 
(A1 -A)-‘(p) = e-*‘S( t)(q) dt. 
0 
Therefore, 
+s 
M((AI-A)p’(cp))= 
i 
e-“‘M(S(t)(cp)) dt, 
0 
which gives the converse implication in the first equivalence of the lemma. q 
3. Correspondence with stable Markov generators on R 
The notations are those of Section 2. Let A be a Markov generator on E, stable for 
the family %. We will prove that A corresponds canonically to a Markov generator 
B on R, which is stable for the natural exponential family 3 associated to g. 
With no loss of generality, we shall assume in this section that p and v are 
probability measures. Hence any bounded continuous function on E is in L,(S,, p). 
The definition of the operator B uses the mean operator A4 (Definition 2.5). 
Definition 3.1. Let g(B) be the set of functions u from R to R such that u of belongs 
to 9(A). 
Let B be the operator defined on g(B) by 
B(u) = M(A(u of)). 
In general, even if A is a Markov generator, the operator B defined this way need 
not be a Markov generator. We shall prove that it is indeed the case if A is stable 
for the family 9, provided the following technical hypotheses of compatibility 
between the domain of A and the base of the exponential family are satisfied: 
(H,) For all cp in 9(A), M(p) of is also in 9(A). 
(Hz) 9(B) is dense in the space of bounded continuous functions on S,. 
Notice that, due to Property 4 of the operator A4, if hypothesis (Hi) holds, then 
9(B) is the image by M of 9(A). 
Theorem 3.2. Assume that A is stable for the family 9 (Dejinition 1.3) and that (H,) 
and (Hz) are true. Then B is a Markov generator. 
In the proof of Theorem 3.2 the hypothesis that A is stable for the family 5 will 
be used only through two of its consequences. One is Lemma 2.6, the other one is 
Lemma 3.3 below that gives a more symmetric form to the relation defining the 
operator B. 
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Lemma 3.3. If A is stable for the family 9 then for any function cp in 9(A), 
B(M(9)) = M(A(p)). 
Proof. By definition B(M((p)) = M(A( M(q) 0 f )). But by Property 4 of the operator 
M, M(M((p) 0 f) = M(q). Hence the result by Lemma 2.6. q 
Proof of Theorem 3.2. According to Feller (1971, p. 459), B is a Markov generator 
if: 
(i) the equation Au -B(u) = v has exactly one solution in 9(B) for all A 2 0. 
(ii) 0~ u S 1 implies that 0~ Au 4 1. 
(iii) 9(B) is dense in the space of bounded continuous functions. 
(iii) is taken care of by the hypothesis (H,). 
For (i), a candidate for the solution is 
u = M((AI-A))‘(v of)). 
Indeed, 
(AI-B)(M((AI-A))‘(vof)))= M((AZ-A)(AI-A)-‘(uof)) 
= M(vof)=v 
(using Lemma 3.3 and the Property 4 of M). For the uniqueness, assume that 
Au-B(u)=O. Then M((Al-A)(uof))=O which implies that M(uof)=O by 
Lemma 2.6. This yields u = 0, using again the Property 4 of M. 
For (ii), 0~v~l implies that O~(hl-A))‘(vof)~l/A (for A is a Markov 
generator). Due to Property 2 of M, this yields 
Osu=M((AI-A)-‘(vof))sl/A. 0 
The next step in our study is to show that if A and B are two Markov generators 
related as in Definition 3.1, then the stability of A for 9 is equivalent to the stability 
of B for the natural exponential family 9 associated to 9. 
Theorem 3.4. Let A and B be two Markov generators on S, and S, respectively. Assume 
that 9(B) is the image by M of 9(A) and that 
vcp E g(A), B(M(p)) = M(A(9)). 
Let {S(t), t 2 0) and {Z(t), t > 0) be the semigroups generated by A and B respectively. 
Let PH and P,, be two distributions in the family 9 and Qe, QHr their respective images 
byf 
Then 
VtzO, S(t)*P,=P,. e Z(t)*Q,=Q,., 
where S(t)* and Z(t)* are the adjoint operators of S( t) and Z(t). 
210 B. Ycart / Markov and exponentiality 
Suppose that {X,, t 2 0} is a Markov process on E with generator A and { Y,, t 2 0) 
a Markov process on R with generator B. Assume that the distribution at some time 
s of X, and Y, are PO and QO respectively. Then Theorem 2.5 asserts that the 
distribution at time s+ t of X,7+, will be P,. if and only if the distribution of Y,,, 
is Qez. 
Proof of Theorem 3.4. We first show that the relation between the generators A and 
B extends to the semigroups 
vq E g(A), Vr 2 0, Z(r)(M(qo)) = M(S(r)(cp)). 
For this, we first check that 
V~G E 9(A), VA 20, (AZ- B)-‘(M(p)) = M((AZ-A)-‘(p)). 
Indeed, 
(hZ-B)(M((AZ-A)-‘(cp)))=M((AZ-A)(AZ-A)-*(cp))=M(cp). 
Now (AZ - B))“(M((p)) = M((AZ-A)-“(p)), by induction. But we have 
Z(t) = lim (I - t/dm” and S(t) = lim (I- t/d-“, 
n+m n-cc 
hence the result, using the continuity of M. 
Now suppose that S(t)*P, = PO,. 
Vu E 9(B), Z(t)(u)Qe(dx) = Z(t)(M(u of)Qo(dx) 
= J M(S(t)(u ~f))Qe(dx) R 
= J S(tNu of)Pddw) E 
= I uQe,(dx). R 
Conversely, if Z( t)*Qo = Qe,, 
‘jcp E ad(A), S(t)(cp)P,(dw) = M(S(t)(cp))Qddx) 
R 
= I M(cp)Qv(dx) R 
= cpP,(dw). Cl 
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Corollary 3.5. Under the hypotheses of Theorem 3.4, A is stable for the family 9 if 
and only if B is stable for the family %. Moreover, the interval I as well as the function 
0(t) (cf Dejinition 2.3) are the same in both cases. 0 
This corollary is an immediate consequence of Definition 2.3, Lemma 3.3 and 
Theorem 3.4. 
4. Examples 
The results of the previous section can be used in two different ways. Firstly, when 
one knows a Markov process on R with generator B which is stable for some natural 
exponential family % then it is possible to find on any space E an exponential 
family 5 and a Markov generator A, related to 9 and B as explained in Sections 
2 and 3. This provides many examples of Markov processes, the distribution of 
which is exactly known at any instant. We shall illustrate this point by constructing 
examples of spin systems on a finite set for which the transient behavior is explicitly 
determined. 
Secondly, there exist well known examples of Markov processes on R” the 
distribution of which stays at any time in an exponential family (Brownian motions, 
Ornstein-Uhlenbeck processes). When such a process is given, then it is possible 
to deduce from it a new Markov process on R the generator of which is stable for 
a natural exponential family. As an example of this point, we shall study a Brownian 
motion with drift. 
The case of birth and death processes has been treated in Ycart (1988) and (1989). 
Of special interest is an example of linear growth birth and death process on 
(0,. . . , N}. The rates of birth are denoted by P,, and the rates of death by 6,. They 
are as follows. 
Example 4.1. 
Pn=/3(N-n), &=8.n, for n = 0, . . . , N, 
Pn=Sn=O forn?N+l, 
where N is a positive integer and ,l3 and 6 are positive reals. 
In Ycart (1989) it has been proved that this generator is the only Markov generator 
on a finite set that is stable for a natural exponential family. This family is that of 
Binomial distributions with parameters N (fixed) and p E [0, 11. Thanks to Theorems 
3.2 and 3.4, it is possible to give an explicit characterization of all stable generators 
on a finite set and to construct explicit examples, by relating them to this birth and 
death process. 
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Consider for instance the set E = (0, l}S of all configurations on a finite set S 
with cardinality N. Following Liggett (1985), if 1) is a configuration, we denote by 
vx the configuration n flipped only at site x, 
rlJ~) = T(Y) ify #x9 r],(x) = l- r)(x). 
A spin system on S is a Markov process on E the generator of which is defined by 
&(n) = ZS c(x, v)((P(Q) -(P(T)), 
where the rates of flip c(x, r]) are non-negative reals. 
There is little hope in general to give the explicit expression of the distribution 
of a spin system, except when its generator is stable for some exponential family. 
The following result is a consequence of Theorems 3.2, 3.4 and Theorem 2.1 of 
Ycart (1989). We chose arbitrarily the mapping f from E to (0,. . . , N} defined by 
Proposition 4.2. Let A be the generator of a spin system on E and to be a non negative 
measure on E. The generator A is stable for the exponential family generated by t,c 
and f tf and only if: 
- The image measure of t.~ by f generates the family of binomial distributions on 
(0,. . . , N}. 
- There exist two positive reals /3 and 6 such that for any configuration 7, 
c 4x9 %)~u(71X)l~L(rl) = P ‘f(V), 
X 4.t. v(x)=1 
c 4x3 ~,)/4~J/~u(rl) = 6. (N-f(T)). 0 
X S.t. q(x)=0 
Here is a more explicit example. Let p be any measure on E such that 
c P(v)= y . 
7) s.t.f(v)=n ( > 
Let 9 be the exponential family generated by p and fl 
S={P,, TTT]O, I[}, where P,(rl)=r~(77)~~‘~‘(1-~)~-~‘~‘. 
Let {X,, t 2 0} be a spin system on E with flip rates c(x, 7) given by 
c(x, 17) = 
i 
PIU(S)/EL(~~) if r](x) = 0, 
Scalp if 7(x) = 1. 
Theorem 3.4 together with the properties of the generator of Example 4.1 permit 
to conclude that if the distribution of X0 is P,,Coj then the distribution at any time 
t of X, will be PTC,) with 
r(t)=PI(P+S)+(r(O)-PI(P+s))exp-(P+6)t. 
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The next example starts from the Brownian motion in R”, with a drift in the 
direction of the first axis. 
On.g(A) = %‘~(R”), the set of twice differentiable bounded functions of R”, let A 
be defined by 
where A is the Lapacian and a . /ax, the partial derivative with respect to the first 
coordinate. 
Let {X,, t 3 0) be a Markov process on R” with generator A such that X0 = 0 a.s. 
Then for any t 2 0, X, has a Gaussian distribution with mean t. e, and covariance 
matrix t. I,,, where e, is the first vector of the canonical basis of R” and I, is the 
identity matrix. So the distribution of X, belongs to the exponential family of 
distributions on R” generated by p and f where 
p(dx) =exp(x,)dx and f(x) = llxlj* 
(x = (x,, . . . ,x,), dx denotes the Lebesgue measure of R”, and (/x)1* = XT+ . . . + xt). 
The image measure v of p by f has a density g, with respect to the Lebesgue 
measure on IW+ that can be expressed in the following way: 
I 
VY E [W+, &L(Y) =$vn-1 . 
I 
(tfi+n)y”/*-‘(l _ t*)(“-I)/* e’G dt 
--L 
where V,-, denotes the volume of the unit ball in R”-‘. 
We shall not give an explicit expression for the mean operator M. Intuitively, if 
cp is a function on R” then for y E [W+, M(cp)( y) is the mean value of cp for the 
measure /1 on the sphere centered at 0 with radius 4. 
Now the generator on [W+ corresponding to A (cf. Definition 3.1) is defined on 
the space of twice differentiable functions on [w+ by 
Vy E [w+, Hu)(Y)=2Yu”(Y)+(n+wY))u’(Y), 
where h is the image by the operator M of the first coordinate in R” and can be 
expressed in the following way: 
U 
1 
h(y) =;v,_, * t(tfi+n+l)(y(l-~2))‘“P’)‘2e’4dt 
)I 
g”(Y). 
--I 
Thus the results of Section 3 permit us to exhibit a diffusion on IO, +a[ with 
generator B, the distribution of which is exactly known and stays at any time in the 
natural exponential family generated by v on R+. 
Remark. The notion of stability investigated here has been expressed in terms of 
Markov generators, although it is relative to the transient behaviour of some Feller 
processes. It is a natural question to ask whether the relations established between 
generators in Section 3 could correspond to relations between processes. More 
precisely if A is stable for the family 9 then there exists a Markov process {X,, t 2 0} 
with generator A such that the distribution of X, stays in 9 for some interval of 
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time. The family .F is generated by p andf, the latter being a function from E into 
[w. The correspondence we established is based on this function f: It might seem 
reasonable to expect that the process {f(X,), t 3 0} should be a Markov process on 
R, with generator B. In general this is not the case as the example of Brownian 
motion with drift shows. However, the question we address in this paper and the 
question to decide if a function of a Markov process is still Markovian are undoub- 
tedly related. Consider for instance the resemblance between Lemma 3.3 above and 
Theorem 1, p. 235, of Rosenblatt (1966). To make this relation more precise, one 
can remark also that in the particular case where {f(X,), t 2 0} is a Markov process, 
then its generator B is indeed the one of Definition 3.1. An example of this situation 
is the following. Let {X,, t 2 0} be the standard Brownian motion on R”, starting 
from 0 at instant 0. The distribution of X, stays at any time in the family 9 generated 
by the Lebesgue measure on [w” and the function j(x) = ljx(I’. It is immediate to 
check that {f(X,), t ,> 0) is a Markov process on [w’ and that its generator is related 
to that of {X,, ra0) as in Definition 3.1. 
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