Abstract-Phase noise poses a serious challenge for high-speed digital communications systems mainly when going to higher and higher carrier frequencies, such as in satellite communications. Traditionally, phase noise estimation was performed separately from the decoding task and it was shown, recently, that there is much to be gained from joint estimation and decoding, particularly when using LDPC (low-density parity check)/turbo codes. However, jointly estimating phase noise and decoding is a very complex and computationally demanding task. In this paper, we propose several algorithms based on the sum and product algorithm (SPA) for low complexity joint decoding and estimation of coded information in strong phase noise channels. These algorithms are based on a novel approximation of SPA messages as Tikhonov mixtures of a given order. Since mixture-based Bayesian inference such as SPA, creates an exponential increase in mixture order for consecutive messages, a mixture reduction scheme is a must. Therefore, in this paper, we propose a low complexity mixture reduction algorithm, which provably satisfies an upper bound on the Kullback Leibler (KL) divergence between the mixture and the reduced mixture. We then reduce the complexity even further, including limiting the model order and reducing the clustering effort to simple component selection. As an extreme case, it is even possible to reduce the number of modes to one. We show the relation between the simplified algorithm to the phase locked loop (PLL). Finally, we show simulation results and complexity analysis for the proposed algorithms, which show superior performance over other state of the art low complexity algorithms.
I. INTRODUCTION

M
ANY HIGH frequency communication systems operating today employ low cost upconverters or downconverters which create phase noise. Phase noise can severely limit the information rate of a communications systems and poses a serious challenge for the detection systems. Moreover, simple solutions for phase noise tracking such as PLLs either require low phase noise or otherwise require many pilot symbols which reduce the effective data rate.
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Digital Object Identifier 10.1109/TCOMM.2015.2506553 estimation and standard LDPC/Turbo codes is especially interesting due to the fact that these codes perform very well in low Signal to Noise Ratio (SNR) regions and are very common in the industry (off the shelf). The various decoding and estimation algorithms differ with regards to their ability to accommodate large phase noise and computational complexity. When the phase noise is constant over the code block, the decoding algorithms are usually very simple to implement but are not suited for real world applications. However, one can divide the received block into several small sub-blocks, with quasiconstant phase offset and the described algorithms can then be applied. In [4] , Noels et al. provide a good theoretical basis to these algorithms. Various versions are described in [5] - [20] . When dynamic phase is to be tracked, many papers suggest a PLL that tracks the phase within the block, and each iteration does a better job due to better symbol estimations. However, PLL is not suitable for coded systems in high phase noise, since the decoder requires a delay in decisions making, hence updating the PLL with relatively reliable decisions of the decoder requires a delay in the loop. This imposes narrowing the PLL loop filter, causing the PLL to fail in tracking large phase fluctuations. On the other hand, updating the PLL with the tentative zero delayed decisions (i.e. not from the decoder output) will increase the probability of errors in the decision making. Various implementations are described in [21] - [28] .
The most promising methods for dynamic phase tracking assume a model for the phase noise posterior and apply Bayesian inference, such as Sum-product algorithm, to perform approximated Maximum A Posteriori (MAP) decoding of the code symbols. In [29] , the sum-product messages for the random-walk dynamic phase noise model are derived for the first time, and several tracking algorithms are derived. In addition, in [30] and [31] , a factor graph representation of the joint posterior of code symbols and phase noise is used for approximated Bayesian inference. This joint decoding and estimation approach is generalized in [32] and allows for the design of efficient message passing algorithms based on factor graphs. In order to perform MAP decoding of the code symbols, the SPA is applied to the factor graph.
The SPA is a message passing algorithm which computes the exact marginal for each code symbol, provided there are no cycles in the factor graph. In the case of phase noise channels, the phase symbols are continuous random variables, thus recursive computation of their SPA messages requires computation of integrals which have no analytical solution and the direct application of this algorithm is not feasible.
A possible approximation of MAP detection is to quantize the phase noise and perform an approximated SPA. The phase noise takes only a finite number of values L, thus creating a trellis diagram representing the random walk. If we suppose a forward -backward message passing scheduling, the SPA reduces to a BCJR run on this trellis following LDPC decoding. This algorithm (called DP -discrete phase in this paper), which can be found in [33] , requires large computational resources (for large L) to reach high accuracy, rendering it not practical for some real world applications.
In order to circumvent the problem of exponential memory complexity, many algorithms have resorted to approximations. In [31] , the algorithm uses channel memory truncation rather than an explicit representation of the channel parameters. In [30, Sec. B] , an algorithm which efficiently balances the tradeoff between accuracy and complexity was proposed (denoted CBC (Colavolpe, Barbieri & Caire)). CBC uses Tikhonov distribution parameterizations (canonical model) for all the SPA messages concerning a phase node. However, the approximation as defined in [30] , is only good when the information from the LDPC decoder is good (high reliability). In the first LDPC iteration this approximation is poor, and in fact is accurate only for pilot symbols. The LLR (Log-Likelihood Ratio) messages related to the received symbols which are not pilots are essentially zero (no information). This inability to accurately approximate the messages in the first iterations causes many errors and can create an error floor. This problem is intensified when using either low code rate or high code rate. In the first case, it is since the pilots are less significant and their energy is reduced. In the second case, the poor estimation of the symbols far away from the pilots cannot be overcome by the error correcting capacity of the code. In order to overcome this limitation, CBC relies on the insertion of frequent pilots to the transmitted block causing a reduction of the information rate. In [34] , there is low complexity version of the CBC algorithm that bootstraps without pilot symbols by using a reduced complexity trellis based forward/backward demodulation.
More examples of the model based methods include [35] which uses variational bounding (mean field approximation) coupled with a linearized phase noise model to produce an extended Kalman filter. For low order constellations, this algorithm provides BER levels comparable to the Tikhonov algorithm in [30] with similar complexity but for high phase noise the two schemes perform poorly. [36] and [37] use the phase quantization technique and try to reduce complexity, although it still remains high, by sampling the probabilities using particle filtering which is basically a sequential Markov Chain Monte Carlo (MCMC) method. The Monte Carlo methods perform very well but require very high computational complexity rendering them not suited for our setting. In [38] , the author proposed a hard decision directed extended Kalman filter (EKF) to track time varying phase noise for an un-coded system. Moreover, in the same contribution, an iterative receiver algorithm performing code-aided turbo synchronization was derived using the expectation maximization (EM) framework and showed good results. However, since these algorithms assume a linearized model they do not perform well in strong phase noise.
In [39] , Lehmann proposed Gaussian mixtures to approximate the phase posteriors and derived a mixture reduction algorithm which showed good results for Turbo codes. The mixture reduction algorithm divides the interval [0 − 2π) to N non overlapping sections and clusters all the components in each section to one Gaussian thus producing a mixture of N components. This approach is very problematic since the author does not provide any analysis as to how to choose the number N . This issue can affect the complexity and accuracy of the mixture reduction algorithm a great deal since a large N can be too computational consuming, while a small N would not provide an accurate mixture reduction. Moreover, there are implementation issues such as similar components on the edge of two sections and wrap arounds.
In this paper, a new approach for approximating the phase noise forward and backward messages using Tikhonov mixtures is proposed. We use an adaptive order mixture model (mixture order changes for each symbol) and derive a novel mixture reduction algorithm. The main property of the new algorithm is its ability to keep the Kullback Leibler (KL) divergence between the original mixture and the reduced order mixture, upper bounded. A proof for this property is also presented in this paper.
We show that the process of hypothesis expansion followed by clustering is equivalent to a sophisticated tracker which will track most of the phase trajectories, where a phase trajectory is a possible hypothesis of the phase noise process. Occasionally, the number of hypotheses grows, and more options for phase trajectories emerge. Each such event causes to create another tracker. In other occasions, two trajectories are merged into one. Subsequently, tracking multiple trajectories is equivalent to several PLLs working in parallel. When a single trajectory splits to two separate trajectories, the PLL should also split to two separate PLLs. However, since a PLL does not have such a mechanism it will track only one trajectory. If the tracked trajectory is wrong, we can say that the PLL suffered from a phase slip.
In Fig. 1 we graphically present the content of the messages which are the pdf of the phase given the past symbols. In this simulation, we inserted a known preamble and then a sequence of data symbols encoded by QPSK. One can note that due to the preamble in the start of the received block, there is a single tracked trajectory. Due to the thermal noise and phase noise, at a random location there is a split in the trajectories, and due to the phase ambiguity, we cannot merge them again.
In each tracked trajectory, it is well known that a Tikhonov pdf well represents that phase distribution. Therefore, it is natural to describe the multiple phase trajectories as mixtures of Tikhonov distributions. This representation gives the ability to track several phase trajectories simultaneously and provide better extrinsic information to the LDPC decoder, which in turn will provide better information on the code symbols to the phase estimator. In this way the joint detection and estimation will converge quickly, accurately and avoid error floors.
Next, in order to limit the instantaneous complexity, we provide a modification of the basic algorithm with a limited number of modes. This limitation may cause the tracking algorithm to lose tracking of the correct phase trajectory, and is analogous to a cycle slip in PLL. We propose a method to combat these slips with only a slight increase in complexity.
Next, we discuss complexity reduction approaches, which include abandoning the clustering altogether, and replace it by a component selection algorithm, which maintains the specified accuracy but requires more components in return. Now the complexity of clustering is traded against the complexity of other tasks. Finally, we show simulations results which demonstrate that the proposed scheme's Bit Error Rate (BER) is comparable to the DP algorithm and that the resulting computational complexity is much lower than DP and in fact is comparable to the algorithm proposed in [30] .
The remainder of this paper is organized as follows. Section II introduces the channel model and presents the derivation of the exact SPA from [30] . In Section III, we introduce the reader to the directional statistics framework, and some helpful results on the KL divergence. Section IV presents the mixture order canonical model and provides a review on mixture reduction algorithms. Section V presents two mixture reduction algorithms for approximating the SP messages. Section VI presents the computation of LLRs. A complexity comparison is carried out in Section VII. Finally, in Section VIII we present some numerical results and in Section IX, we discuss the results and point out some interesting claims.
II. SYSTEM MODEL
In this section we present the system model used throughout this paper. We assume a sequence of data bits is encoded using an LDPC code and then gray encoded and mapped to a complex signal constellation, A, of size M, resulting in a sequence of K complex modulation symbols c = (c 0 , c 1 , . . . , c K −1 ). This sequence is transmitted over an AWGN channel affected by carrier phase noise θ k which is assumed constant in a symbol period. Since we use a long LDPC code, we can assume the symbols are drawn independently from the constellation. The discrete-time baseband complex equivalent channel model at the receiver is given by:
where n K −1 0 are independent and identically distributed (i.i.d.), complex, circularly symmetric Gaussian random variables, each with zero mean and variance 2σ 2 . The phase noise stochastic model is a Wiener process
where
Pilots are transmitted symbols which are known to both the transmitter and receiver. We also define a preamble as a sequence of pilots in the beginning of a transmitted block. We assume that the transmitted sequence is padded with pilot symbols every few symbols (e.g. 20) in order to bootstrap the algorithms and maintain the tracking.
A. Factor Graphs and the Sum Product Algorithm
Since we are interested in MAP detection (minimum bit error rate), we will use the framework defined in [32] which utilizes factor graph representations. The factor graph representation of the joint posterior distribution, p(c, θ|r ) was given in [30] and is shown in Fig. 2 . The resulting Sum & Product messages are computed by the following recursive integral equations,
where r k , P d and σ 2 are the received base band signal, symbol soft information from LDPC decoder and AWGN variance respectively. The messages p f (θ k ) and p b (θ k ) are the forward and backward phase noise SP messages, respectively. The detection process is based on a forward -backward scheduling which starts with the channel section providing the first soft information, P u (c k ), to the LDPC decoder.
III. PRELIMINARIES
A. Directional Statistics
Directional statistics is a branch of mathematics which studies random variables defined on circles and spheres. The circular mean and variance of a circular random variable θ , are defined in [40] , as
where Z is the angle of a complex scalar Z . For small angle variations around the circular mean we get,
Then the circular variance coincides with the standard definition of the variance of a random variable defined on the real axis.
One of the most commonly used circular distributions is the Tikhonov distribution and it is defined as,
where [x] is the real part of a complex variable x and κ g is a real valued scalar. According to (10) and (12), the circular mean and circular variance of a Tikhonov distribution are,
where I 0 (x) and I 1 (x) are the modified Bessel function of the first kind of the zero-th and first order, respectively. An alternative formulation for the Tikhonov pdf uses a single complex parameter z = κ g e jμ g :
B. Circular Mean and Variance Matching
In this section we will present a theorem in directional statistics. The theorem states that in Kullback Leibler divergence sense, the nearest Tikhonov distribution g(θ ), to any circular distribution f (θ ), has its circular mean and variance matched to those of f (θ ).
The Kullback Leibler (KL) divergence is a common information theoretic measure of similarity between probability distributions, and is defined as [41] ,
Definition 1: We define the operator g(θ ) = CMVM[ f (θ )] (Circular Mean and Variance Matching), to take a circular pdff (θ ) and create a Tikhonov pdf g(θ ) with the same circular mean and variance.
The Tikhonov distribution is a member of the exponential family of distributions, and in [42] , it is proven that the exponential family of distributions requires moment matching for minimizing KL divergence.
C. Helpful Results for KL Divergence
We introduce the reader to three results related to the Kullback-Leibler Divergence which will prove helpful in the next sections.
Lemma 3.2: Suppose we have two distributions, f (θ ) and g(θ ),
where α i are all non-negative, i α i = 1 and f i (θ ) are probability distributions.
Then,
The proof of this bound can be found in [43] and is based on the Jensen inequality. Lemma 3.3: Suppose we have three distributions, f (θ ), g(θ ) and h(θ ). We define the following mixtures,
for 0 ≤ α ≤ 1. Then,
The proof for this identity can also be found in [43] . Lemma 3.4: Suppose we have two mixtures, f (θ ) and g(θ ), of the same order M,
Then the KL divergence between them can be upper bounded by,
where D KL (α β) is the KL divergence between the probability mass functions defined by all the coefficients α i and β i . The proof of this bound uses the log-sum inequality and can be found in [44] .
IV. TIKHONOV MIXTURE CANONICAL MODEL AND MIXTURE REDUCTION
Due to the fact that the phase noise samples are continuous random variables, a direct implementation of equations (3), (4) and (6) is not possible and approximations are unavoidable. Assuming sufficient quantization levels, the DP algorithm can approximate said equations as close as we wish. However, this algorithm requires large computational resources to reach high accuracy, rendering it not practical for real world applications.
In this section, the Tikhonov mixture canonical model for approximating the forward and backward phase noise messages is presented. Firstly, we will give insight to the motivation of using a mixture model for approximating
However, as will be shown in a later section, the approximation of SPA messages using mixtures is a very difficult task since the mixture order increases exponentially as we progress the phase tracking along the received block. Therefore, there is a need for an efficient dimension reduction algorithm. In the following sections we will propose a mixture reduction algorithm for this model. But first we will formulate the mixture reduction task mathematically and overview algorithms which attempt to accomplish this task.
A. Exponential Increase in Mixture Order
In [3] , the forward and backward messages are approximated using Tikhonov mixtures. These equations are also presented here for the sake of completeness. We assume that the forward and backward messages can be approximated in the following way,
where:
are Tikhonov distributions, and
are the backward and forward mixture orders, mixture coefficients and Tikhonov parameters of the forward and backward messages of the phase sample respectively. If we insert approximations (24) and (25) into the forward and backward recursion equations (3) and (4) respectively, we get,
It is shown in [30] that the convolution of a Tikhonov and a Gaussian distributions is approximately a Tikhonov distribution,
where A and B are normalizing constants and A is the modulation constellation set.
We note that equations (30) and (31) are now Tikhonov mixtures of order N k f M and N k b M and for consecutive symbols, the mixtures will grow by a factor of M each time. Since we do not want to increase the mixture order every symbol, a mixture dimension reduction algorithm must be derived. This algorithm needs to capture most of the information in the mixtures approximating p f (θ k ) and p b (θ k ), while keeping the computational complexity low. From now on, we will present only the forward approximations, but the same applies for the backward. We note that the task of mixture reduction in the context of the sum-product algorithm, but not related to the phase noise channel, has been investigated in [45] and [46] .
B. Mixture Reduction-Problem Formulation
There are many metrics used for mixture reduction. The two most commonly used are the Integral Squared Error (ISE) and the Kullback Leibler divergence (KL). The ISE metric for mixtures f (θ ) and g(θ ) is defined as follows,
This metric measures the Euclidean distance between two distributions. Therefore, this metric is more sensitive to differences between the two distributions in high probability than in lower probability regions.
On the other hand, according to [43] and [47] , the KL divergence is regarded as the ideal deviation measure for mixture reduction in a maximum likelihood scenario. Due to the fact that the KL divergence has a logarithm on the division of the mixture and the reduced mixture, it will penalize severely if the reduced mixture does not describe low probability regions in the original mixture. Therefore, we have chosen the KL as the error metric for all our mixture reduction algorithms.
We define the following mixture reduction task using the Kullback Leibler divergence:
Given a Tikhonov mixture f (θ ) of order L, find a Tikhonov mixture g(θ ) of order N (L > N ), which minimizes,
where,
C. Mixture Reduction Algorithms-Review
There is no analytical solution for (38) , but there are many mixture reduction algorithms which provide a suboptimal solution for it. They can be generally classified in to two groups, local and global algorithms. The global algorithms attempt to solve (38) by gradient descent type solutions which are very computationally demanding. The local algorithms usually start from a large mixture and prune out components/merge similar components, according to some rule, until a target mixture order is reached. A very good summary of many of these algorithms can be found in [48] .
The global algorithms do not apply KL divergence, since there is no closed form expression for this measure, and thus are not suited for our problem. We will review three local algorithms in this section which provide the best performance in the sense of best balancing the tradeoff between complexity and accuracy. Their performance when integrated with the SPA, will be discussed in the numerical results section.
The first algorithm is the one proposed in [43] and will be denoted -Runnalls. This algorithm minimizes a local problem, which sometimes provides a good approximation for (38) .
Given (39) , the algorithm finds a pair of mixture components, f i * and f k * which satisfy,
and,
and α is a normalization factor. The algorithm merges the two components to g j (θ ), thus the order of (39) has now decreased by one. This procedure is now repeated on the new mixture iteratively to find another optimal pair until the target mixture order is reached.
Another low complexity mixture reduction algorithm is the one presented in [39] and will be denoted as Lehmann. This paper deals with a Gaussian mixture representation to the phase noise samples in the BCJR algorithm and thus has to deal with mixture dimension reduction. For each mixture, the complexity reduction algorithm divides the interval [0, 2π ] to N equally spaced sub-intervals and clusters all the mixture components whose mean is inside the sub-interval. This will guarantee that the reduced order mixture is of order N . Moreover, the clustered component's variance is limited to a certain value so not to over-fit the mixture.
The last low complexity algorithm is the one proposed in [49] , section 2.3 and denoted as West. This mixture reduction algorithm sorts the mixture components according to their weights and for the smallest weight finds the closest other mixture component and clusters the two. This procedure is repeated until the target reduced mixture order is reached.
In all the algorithms above, the Gaussian case was considered, thus the clustering was performed using Gaussian moment matching. For our setting, we have taken the liberty to change the moment matching to CMVM, since we have Tikhonov distributions and not Gaussian. Note that in both algorithms, the target order must be defined before operation.
Note that selecting the proper target mixture order is a difficult task. On one hand, if we choose a large target order, then the complexity will be too high. On the other hand, if we choose the order to be low then the algorithm may cluster components which clearly need not be merged but since they provide the minimal KL divergence, they are clustered. Therefore, in order to maintain a good level of accuracy, the task should be to guarantee an upper bound on the KL divergence and not try to unsuccessfully minimize it. Moreover, it should be noted that in our setting the mixture reduction task (38) , is performed many times and not once. Therefore, there may not be a need to have the same reduced mixture order for each symbol. These ideas will lead us to the approach presented in the next section of the adaptive mixture canonical model.
V. A NEW APPROACH TO MIXTURE REDUCTION
We have seen that the choice of the mixture order plays a crucial part in the clustering task. On one hand, a small mixture will provide poor SP message approximation which will propagate over the factor graph and cause a degradation in performance. On the other hand, a large mixture order will demand too many computational resources. Instead of reducing (30) and (31) to a fixed order, we propose a new approach which has better accuracy while keeping low complexity.
Since we are performing Bayesian inference on a large data block, we have many mixture reductions to perform rather than just a single reduction. Therefore, in terms of computational complexity, it is useful to use different mixture orders for different symbols and look at the average number of components as a measure of complexity. This new observation is critical in achieving high accuracy and low Packet Error Rate (PER) while keeping computational complexity low. We define the new mixture reduction task:
Given a Tikhonov mixture f (θ ) ,
find the Tikhonov mixture g(θ ) with the minimum number of components N
which satisfy,
Solving this new task will guarantee that the accuracy of the approximation is upper bounded so we can keep the PER levels low.
In the following section, we will show a low complexity algorithm which finds a mixture g(θ ) whose average number of mixture components is low.
In this section, a mixture reduction algorithm is proposed which is suboptimal in the sense that it does not have the minimal number of components, but finds a low order mixture which satisfies (46), for any . The algorithm, whose details are given in pseudo-code in KLCluster-U, uses the CMVM approach, for optimally merging a Tikhonov mixture to a single Tikhonov distribution. The U stands for Unlimited to denote that the mixture order is basically unlimited.
The input to this algorithm, f (θ ), can be the Tikhonov mixture (30) or (31) 
A. Accuracy of the Mixture Reduction
In the beginning of each iteration, the algorithm selects the highest probability mixture component and clusters it with
all the components which are sufficiently similar to it (KL sense). It then finds the next highest probability component and performs the same until there are no components left to cluster.
We will now show that for any , the algorithm satisfies (46) . This is a very important result, since it says that the mixture reduction algorithm creates a reduced order mixture with an upper bounded global KL divergence on the mixtures. As far as we know, there are no other algorithms which can guarantee such an upper bound.
Theorem 5.1: (Mixture Reduction Accuracy):
Let f (θ ) be a Tikhonov mixture of order L and be a real positive number. Then, applying the Mixture Reduction KLCluster-U to f (θ ) using , produces a Tikhonov mixture g(θ ), of order N which satisfies,
Proof: In the first iteration, the algorithm selects the highest probability mixture component of (44) and denotes it as f lead (θ ). Let M 0 , be the set of mixture components f i (θ ) selected for clustering,
and M 1 be the set of mixture components which were not selected,
Thus,
Using Lemma (3.2),
The algorithm then clusters all the distributions in M 0 using CMVM,
then, using Theorem (3.1),
which means that,
We can rewrite the mixtures f (θ ) and g(θ ) in the following way,
Using (51),
Therefore (56) and (57) are two mixtures of the same size and have exactly the same coefficients, thus the KL of the probability mass functions induced by the coefficients of both mixtures is zero. Using Lemma (3.4),
using (55) we get,
If we find a Tikhonov mixture h(θ ) which satisfies,
then we will prove the theorem. But (64) is exactly the same as the original problem, thus applying the same clustering steps as described earlier on the new mixture f M 1 (θ ) will ultimately satisfy,
B. Limited Order Adaptive Mixture
In the previous section, we have presented an algorithm which adaptively changes the canonical model's mixture order, with no upper bound. This enabled us to track all the significant phase trajectories in the SP messages. However, there may be scenarios with limited complexity, in which we are forced to have a limited number of mixture components. Thus we can track only a limited number of phase trajectories and are vulnerable to missing the correct trajectory.
In this section, assuming pilots are present, we propose a modification to KLCluster-U, which provides a limited order clustering, and also a solution to the missed trajectories problem. The improved algorithm still uses a mixture canonical model for the approximation of messages in the SPA but with an additional variable φ f k (for backward recursions φ b k ), which approximates, online, the probability that the tracked trajectories include the correct one. This approach enables us to track phase trajectories while maintaining a level of their confidence. We apply the previously used KL divergence in order to select which of the mixture's components are going to be approximated by a reduced order mixture and ignore the rest. We then use pilot symbols and φ f k in order to regain tracking if a cycle slip has occurred. The resulting algorithm was shown, in simulations, to provide very good performance in high phase noise levels and very close to the performance of the optimal algorithm.
1) Modified Reduction Algorithm:
We denote the modification of KLCluster-U for limited complexity, as KLCluster. This algorithm selects some components from a Tikhonov mixture, f (θ ), and clusters them to an output Tikhonov mixture g(θ ) of maximum order L. We initialize φ f 0 = 1, which means that in the first received sample, for the forward recursion, there is no cycle slip. Note that KLCluster, is identical to KLCluster-U apart for the computation of φ f k . For each iteration, KLCluster, selects the most probable component in (30) and clusters all the mixture components similar to it. The algorithm then removes this cluster and finds another cluster similarly. When there are no more components in f (θ ) or the maximum allowed mixture order is reached, the algorithm computes φ f k . As discussed earlier, this variable represents the probability that a cycle slip has not occurred. The algorithm sums up the probabilities of the clustered components in f (θ ) and multiplies that with φ
For example, suppose we have clustered all the components in f (θ ), then φ f k−1 will be equal to φ f k . That suggests that the probability that a cycle slip has occurred before sample k − 1 is the same as for sample k. This is true since no componenets/trajectories were ignored at the reduction from k − 1 to k. For low enough , φ f k is a good approximation of that probability.
2) Recovering From Cycle Slips: In this section, we propose to use φ f k−1 , the probability that a cycle slip has not occurred, and the information conveyed by pilots in order to combat cycle slips. In case of a cycle slip, the phase message estimator based on the tracked trajectories is useless and we need to find a better estimation of the phase message. We
Algorithm 3. Forward Message Computation with Cycle Slip Recovery
propose to estimate the message using only the pilot symbol, p d (θ k−1 ). However, if a cycle slip has not occurred, then estimating the phase message based only on the pilot symbol might damage our tracking. Therefore, once a pilot symbol arrives, we will average the two proposed estimators according to φ
If a cycle slip has occurred and φ f k−1 is low, then the pilot will, with high probability, correct the tracking. The proposed approach is presented in pseudo-code in Algorithm 3.
Algorithm 3 is used to compute the forward/backward messages of the SPA (28) and (29) . The algorithm is initialized with a uniform distribution for the first message and φ f 0 ← 1, i.e no cycle slip has occurred. We then compute the message p d (θ k−1 ) and if the current sample is not a pilot we use p f (θ k−1 ) as the basis for mixture reduction by Algorithm 1. If the current
sample is a pilot we use φ
as that basis.
C. Complexity Reduction
There is an option to abandon the clustering altogether, and replace it by a component selection algorithm, which maintains the specified accuracy but requires more components in return. Now the complexity of clustering is traded against the complexity of other tasks.
The selection algorithm is a simple modification in KLCluster. Instead of using CMVM to cluster several close components, we simply choose f lead (θ ) as the result of the clustering. Recalling (54), we note that f lead (θ ) satisfies the accuracy condition and Theorem 5.1 still holds. Thus we will not suffer degradation in maximum error if we use this approximation and not CMVM. However, the mean number of mixture components will increase since we do not perform any clustering. The CMVM operator actually reduces the KL divergence between the original mixture and the reduced mixture to much less than . Therefore, when using CMVM, the reduced mixture is much smaller than needed to satisfy the accuracy condition. In order to get the same performance with the reduced algorithm, we need to decrease and use more components. We denote this new algorithm as KLTrack and its pseudo-code is present in Algorithm 4.
VI. COMPUTATION OF P u (c k )
According to the forward-backward scheduling of the SPA, after computing the forward and backward messages, the next step is to compute P u (c k ). These messages describe the LLR of a code symbol based on the channel part of the factor graph. These messages are sent to the LDPC decoder and the correct approximation of these messages is crucial for the convergence of the decoding process. When using KLCluster-U for the computation of the forward and backward messages, we use the reduced mixtures with (6) and analytically compute the message.
However, when using a limited order mixture with KLCluster or KLTrack with the cycle slip recovery method in Algorithm 3, we use φ f k and φ b k in order to better estimate the messages. Thus P u (c k ) is a weighted summation of four components which can be interpreted as conditioning on the probability that a phase slip has occurred for each recursion (forward and backward). This will ensure that the computation of P u (c k ) is based on the most reliable phase posterior estimations, even if a phase slip has occurred in a single recursion (forward or backward). We insert the mixture (66) into (6),
where q f (θ k ) and q b (θ k ) are defined in Algorithm 3. We decompose the computation to a summation of four components,
We will detail the computation of A, but the same applies to the other components of (68). We use the mixture form defined in (24) and (25) . We define the following, 
Then,θ
where,θ
whereθ k−1 is the output of the same PLL in the previous tap.
Assuming high SNR and small phase noise variance, then the phase tracking will be good (small MSE for the PLL), i.e |z k, f 1 | will be high.
Using the fact that for small angles φ,
Therefore,θ
The new phase detector is a modification of the DD phase detector.
where the step size of the phase detector, G k−1 , is
We note that G k−1 is the ratio between the circular variance of (26) and (5) which represent the ratio between the variance of the tracking loop,θ k−1 and the variance of the received symbol, r k−1 . G k−1 will be small if r k−1 is very noisy compared to the MSE of the tracking loop and large otherwise.
Therefore, KLTrack is basically a set of phase locked loops tracking each phase trajectory with a controller deciding how many tracking loops to keep. This controller checks when the mixture components of the SPA message become too far apart and increases the number of tracking loops in order to maintain tracking on all trajectories.
VII. COMPUTATIONAL COMPLEXITY
In this section we will present the computational complexity of the algorithms proposed in this contribution and compare their complexity to other state of the art algorithms. We wish to compare our algorithm to the DP and CBC algorithms since they represent two extremes. On one extreme, the DP algorithm is highly accurate but is highly complex and on the other extreme, CBC is very fast but compromises on accuracy.
Moreover, we compare the complexity of our mixture reduction schemes KLCluster and KLTrack, to other state of the art algorithms such as: West, Lehmann and Runnalls, when integrated in the SPA algorithm. In this section we present the order of magnitude for the complexity of each algorithm and which parameter is most significant. Note that in order to further reduce the complexity, the variables representing probabilities are stored in log domain and summation of these variables is approximated using the max operation. Also note that Q is the number of quantization levels per constellation symbol in the DP algorithm.
For KLCluster and KLTrack, the mixture size changes between symbols and LDPC iterations, so we can not give an exact expression for the computational complexity. Therefore, in order to assess the complexity of the algorithms, we denote the average number of components in the canonical model per sample, as γ (i), where i is the index of the LDPC iteration. γ (i), should decrease in consecutive LDPC iterations due to the fact that the LDPC decoder provides better soft information on the symbols thus resolving ambiguities and decreasing the required number of components in the mixture. For the algorithms with a fixed number of mixture components we denote the mixture order as L and this doesn't change with LDPC iterations.
In table I, we can see the order of magnitude of the computational complexity for each of the algorithms used in this paper. We note that DP has the highest computational complexity since it uses a quantization of the phase which is usually of the order of the constellation size M. Multiplying quantized SPA messages will thus result in M 2 multiplications. The number of LUT accesses is determined by the number of quantization levels (Q) when computing the values of equation (5 We note that the complexity of the LDPC decoder and the process mapping/demmaping are the same for all the algorithms since they only act as estimators for the phase noise process and there is no change to the decoding process. Moreover, the number of iterations used in this paper is one iteration of the phase estimation followed by one iteration of the LDPC decoder and the whole process is repeated 10 times.
The significant difference in computational complexity between the DP and the mixture based algorithms stems from the fact that multi modal SPA messages are not well characterized by a single Tikhonov and the DP algorithm must use many quantization levels to accurately describe them. However, the mixture algorithm is successful in characterizing these messages using few mixture parameters. It is important to note that this difference becomes significant as the modulation order increases.
VIII. NUMERICAL RESULTS
In this section, we analyze the Bit Error Rate (BER) of the algorithms presented in this paper. We use DP algorithm as a benchmark for the lowest achievable PER and CBC as a benchmark for a state of the art low complexity scheme. The phase noise model used in all the simulations is a Wiener process and the DP algorithm was simulated using 16 quantization levels between two constellation points. Also, note that the simulation results presented in this paper use an MPSK constellation but the algorithm can also be applied, with small changes, to QAM or any other constellation.
Most papers use a QPSK constellation with a 0.5 rate LDPC in order to show BER performance of their schemes. In Fig. 3 , we show the BER for an 8PSK constellation with an LDPC code of length 4608 with code rate 0.89. We chose this settings to emphasize the robustness to phase noise of our algorithms, since a higher modulation will be more susceptible to phase noise and a higher code rate will provide less extrinsic information, thus demanding the phase tracking algorithm to be more accurate.
The SPA scheduling was a standard forward backward scheduling and only one LDPC iteration was performed in-between iterations of the forward/backward SPA. We used gray mapping to map code bits to constellation symbols. We chose σ = 0.05[rads/symbol] and a single pilot was inserted every 20 symbols.
For KLCluster, we used a maximum mixture order of 3 and = 4 and for KLTrack we used a maximum mixture order of 3 and = 1. The choice of values is due to the fact that KLTrack does not use CMVM and thus the needs higher accuracy in the selection process. For KLCluster, the value of was selected empirically so that the BER level was good enough for a given maximum mixture order (3 in this case). For all the other mixture reduction algorithms, we used a mixture of order 3 as the target for mixture reduction.
In Fig. 4 we present the average number of mixture components, for different SNR and LDPC iterations for KLCluster and KLTrack. For both algorithms, it can be seen that for the first iteration, more components are needed, since there is a high level of phase ambiguity. As the iterations progress the LDPC decoder sends better soft information for the code symbols, resolving these ambiguities. Therefore, the average number of mixture components becomes closer to 1 (Single phase trajectory). Note that the BER for both algorithms shown in Fig. 3 is very similar but their mean mixture order is different. The difference is due to the fact that KLTrack is set to = 1, which demands higher accuracy and thus creates more trajectories to be tracked. However, even though the mean number of components is larger for KLTrack, the overall complexity is better since we do not use the CMVM clustering.
We can see that KLCluster has the same BER as DP and is much better than all the other schemes. We can also note that KLTrack is inferior to KLCluster in terms of BER but is faster since it does not perform the costly CMVM clustering operation. Moreover, Runnalls is better than KLTrack in terms of BER but its complexity is very high, even higher than DP. The other mixture reduction algorithms are inferior to KLCluster for the same mixture order.
IX. DISCUSSION
In this paper we have presented a new approach for joint decoding and estimation of LDPC coded communications in phase noise channels. The proposed algorithms are based on the approximation of SPA messages using Tikhonov mixture canonical models. We have presented an innovative approach for mixture dimension reduction which keeps accuracy levels high and complexity low. The decoding scheme proposed in this contribution is shown via simulations to significantly reduce the computational complexity of the best known decoding algorithms, while keeping PER levels very close to the optimal algorithm (DP). Moreover, we have presented a new insight to the underlying dynamics of phase noise estimation using Bayesian methods. We have shown that the estimation algorithm can be viewed as trajectory tracking, thus enabling the development of the mixture reduction and clustering algorithms which can be viewed as PLLs.
APPENDIX A USING THE CMVM OPERATOR TO CLUSTER TIKHONOV MIXTURE COMPONENTS
In KLCluster, at each clustering iteration, a set J of mixture components indices of the input Tikhonov mixture (44) is selected. The corresponding mixture components are clustered using the CMVM operator. In this appendix we will explicitly compute the application of the CMVM operator and introduce several approximations to speed up the computational complexity. For simplicity, assume that the mixture components in the set J are,
Using Theorem (3.1) and skipping the algebraic details, the CMVM operator for (91), is:
We can further approximate (108) using (99) and the fact that for large x, log(I 0 (x)) ≈ x and get
For the KLTrack algorithm we further approximate and get,
