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1. INTRODUCTION. Let F(m) be the set of all measurable functions 
which map (0, 1) into itself and sif(x) dx = m, m is a given number, 0 < m < 1. 
For every f E F(m) we define the function 
g(4 = me4y If(r) 2 4 (1) 
i.e., g(x) is the measure of the set y for whichf(y) >, x. g(x) is a nonincreasing 
function. If f(x) = g(x), then f(x) is symmetric relative to y = x. 
Denote by S(m) the set of all functions in F(m) which are symmetric relative 
to y = x. In a previous paper (see [2]) we considered the functional 
and we proved that SU~~~FP(~) II(f) is attained in s(m), more specifically by 
the function 
1 
1, 
44 = 1 _ (1 _ m)1/2, 
0 < x < 1 - (1 - m)1’2 
1 - (1 - rn)lj2 < x < 1 (2) 
if m < 4 and by the function 
m1/2 
U(X) = o I, ’ 0 < x < m112 m1J2 < x < 1 (3) 
if m > 4 (see Figs. la and lb). 
On the other hand, Khintchine proved (see [3]) that the functional 
I,(f) = J1 (f 2 + g”) k f Emm) 
0 
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attains its supremum on 9(m) at the function m(x) = m, for 0 < x < 1. This 
result of Khintchine was later generalized by Luxemburg (see [4]). 
In this note we prove that the supremum of 
s f (f + ‘$4” dx = 24,(f) + I,(f)> fE =wd 
is attained by the same functions U(X) and z(x) defined by (2) and (3). We then 
formulate some problems connected with the above functionals. 
2. We consider the subset FS(m) of all nonincreasing step functions in 
.9(m) and the subset 9,9(m) of all symmetric step functions in S(m). Let 
f(x) E F7(m) and g(x) the corresponding function defined in (1). We define 
d(x) E SJS(m) in the following way: d(x) = (f(x) + g(x))/2 in the interval (0, x,,) 
where q, is the largest number in (0, 1) such that (f(x) + g(x))/2 > x. The 
graph is now reflected on the line y = x into the domain y < x and the function 
is then defined by adding the line $(x) == x0 for the interval (x0, $(x0)) if 
4(x0) > 50 . 
In Fig. 2 we consider f(x) having two nonzero values. The function f(x) is 
represented by horizontal full lines, g(x) by ,horizontal interrupted lines, and _--_ 
C(X) by the dotted lines AB, CD, EF, GH. For greater clearness we added the 
vertical lines. 
FIGURE 2 
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We prove now the following. 
THEOREM. For every f E 9s(m) we have 
jol (f(x) + g(x))” dx < 4 jol 4”(x) dx. 
Proof. As in [2] we use induction on the number of the nonzero values of 
f(x). If f (x) has 1 nonzero value, then 
f(x) = I;, 
O<x<a O<x<b 
a<x<l b<x<l 
and afb -, 2 O<x<b 
9(x) = b, 
a+b b<x<T 
0, 
afb -<<Xl. 
2 
We have 
, 
s o1 (f + g)” dx = b(a + b)2 + (a - b) b2 < b(a + b)2 + 9 4b2 
= 4 ,,‘#“(x) dx. s 
Suppose that the inequality (4) is true for every f E Fs(m) having k nonzero 
values. In order to pass from k to k + 1 we write 
jol (f + g)” dx = joa (f + g)” dx + jc (f + g)” dx + I’ (f + g)” dx, (5) 
a e 
where f has k + 1 nonzero values, a and c are, respectively, thefirst and the 
last points of discontinuity off(x) (or g(x)). We have 
s : (f t g)” dx 
= ‘[(f-a)+(g-a)+2a]‘dx s 0 
= SC [(f - a) + (g - a)]” dx + 4a j: (f - a + g - a) dx + 4a2(c - a). 
a 
On the interval (a, c) the functions f - a, g - a, and 4 - a have the same geo- 
metrical interpretation as f,g, and 4 on (0, 1). Since f - a has only k nonzero 
values on (a, c), according to the induction hypothesis we have 
s ;[(f - a> +(g - a)]” dx < 4 jc (#I - u)~ dx. a 
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It follows that 
Taking into consideration the last inequality in (5) we prove (4) forf with k f I 
nonzero values which proves the theorem. 
COROLLARY. For every f E 9CJm) we have 
4[2m - 
I (f + g)” dx +G ]4m3’2, 
I + (1 - P+~], ?n<; 
m>+ (6) 
where the expressions in the right-hand side are, respectively, the values of 
Ji (f + g)” dx at u and v defined by (2) and (3). 
Proof. The function 4(x) belongs to Y3(m) and (6) is then a consequence of 
(4) and our result on Ii(f) mentioned in the introduction. 
We now extend (6) to the whole set 9(m). Suppose thatf(x) is a nonincreasing 
function in 9(m) andf(x) is not a step function. Thenf(x) is a limit a.e. of an 
increasing sequence fn of step functions. Denote by g, the symmetric function 
of fn, n = 1, 2 ,..., relative to y = x. It follows that g(x) = lim,,,g,(x) a.e. 
in (0, 1) where g(x) is defined by (1). We have 
;i ilf&, dx = [‘f(4 dx, ‘0 ‘0 & l1 (fn + g,J2 dx = j”’ (f + cd” dx 
which extends (6) to the set of all nonincreasing functions in 9(m). 
Let f (x) E .9(m) and f (x) is not a decreasing function. We define the decreasing 
rearrangement f *(x) off(x) which is the inverse a.e. of the function g(x) defined 
by (1). f*(x) belongs to 9(m) and is equimeasurable with f(x). For any two 
functions fi and!, in 9(m) we have (see [I, Chap. lo]) 
j’f,fz dx G i’fi*fi* dx 
0 
The decreasing rearrangement of a decreasing function is the function itself. 
We have therefore g(x) =g*( x ) a.e. We also have $, f 2 dx = $f *2 dx. It 
follows that 
.i],’ (f + .d2 dx < jol (f * + g)” dx. 
The last inequality extends (6) to the whole set 9(m). 
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3. We formulate here a few problems on the functionals Ii and I, . 
(a) Find the supremum of aIi(f) + I,(f) over 9(m), where OL > 0. We 
solved this problem in Section 2 in the particular case 01 = 2. 
(b) Find the infimum of J-if2 dx for f E Y(m). This would allow to 
determine the infimum of 12(f) over F(m), since I, >, 21i and equality holds 
iff =g. 
(c) We consider now the following discrete problem. Let Q?(m) be the 
set of all n x n matrices containing m units and n2 - m zeros, 0 < m < n2 and 
the elements are in nonincreasing order in every row and column. 
Find the maximum of S(A2) over a(m) where S(A2) is the sum of the entries 
of A”. We have S(A2) = Cy= z 1 rZc, w h ere ri and ci are, respectively, theith row 
sum and the ith column sum of A, 1 < i < n. 
Since ci = V( j / yi > i) which means the number of the indices j for which 
rj > i, the last problem is a discrete version of our problem on II(f). The 
function f is replaced by the vector (rl , y2 ,..., Y,) and the function g by the 
vector (ci ,c2 ,..., c ). 
In [2] we gave a partial answer to this problem, using our result on II(f). 
It would be interesting to ive an independent proof, for all the possible values 
of m, 0 < m < n2. 
(d) The previous problem suggests the following problem. Find 
where S(A3) is the sum of elements of A3, A E a(m). We have 
W3) = cl(yl + r2 + --. + yrJ + 45 + r2 + s-e + Y,.,) + ... 
t Gel + r2 + * '. + y?.,), 
where ri and ci are defined above. A continuous version of this problem is the 
following: Find the supremum of si (g(x) si’“‘f(t) dt) dx over the set of all 
nonincreasing functions f(x) in P(m), g(x) being defined by (1). 
If we consider the sum of all the elements of A4, A E 02(m), we are led to the 
optimization fthe functional 
over the set of nonincreasing functions in 9(m). 
(e) Find the supremum of si (f * g)” dx over F(m), where n is a natural 
number, n >, 2. 
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