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A maximal length feedback with carry shift register sequence
is also called an l-sequence. Although termwise exclusive ors of
l-sequences are long thought to be a type of good pseudoran-
dom sequences, few of their statistical properties have been proved
yet. This paper completely determines the period of a termwise
exclusive or of several l-sequences generated by FCSRs with dis-
tinct nonprime connection integers. The main result shows that
either it attains the maximum or half of it and the associated
suﬃcient conditions are also presented. Moreover, this periodic-
ity property also holds for generalized l-sequences of the form
{Aξ t mod pe mod 2}∞t=0 where ξ is a primitive root modulo odd
prime number power pe and A is an integer relatively prime to p.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Linear feedback shift registers (LFSRs) were the most popular building block used to design stream
ciphers, for they have very good statistical properties, eﬃcient implementations and well studied al-
gebraic structures. Yet over the years, few stream ciphers based on LFSR have withstood cryptanalysis.
Therefore, recently, an enormous amount of effort has been directed toward the study of nonlinear
primitives to replace the position of LFSRs in stream ciphers.
Feedback with carry shift registers (FCSRs) are a class of nonlinear sequence generator and were
ﬁrst introduced by M. Goresky and A. Klapper in [1]. The main characteristic of an FCSR is the fact
✩ This work was supported by the NSF of China under Grant Nos. (60673081), (60833008) and the National 863 Plan under
Grant Nos. (2006AA01Z417), (2007AA01Z212).
* Corresponding author at: Department of Applied Mathematics, Zhengzhou Information Science and Technology Institute,
PO Box 1001-745, 450002, Zhengzhou, PR China.
E-mail addresses: tiantian_d@126.com (T. Tian), wenfeng.qi@263.net (W.-F. Qi).1071-5797/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.ffa.2008.12.002
T. Tian, W.-F. Qi / Finite Fields and Their Applications 15 (2009) 214–235 215that the elementary additions are not additions modulo 2 but with propagation of carries. Distinct
from many wild nonlinear sequence generators extremely resistant to analysis, FCSRs are equipped
with an algebraic framework of 2-adic numbers. This facilitates some basic but important analysis of
FCSR sequences.
Maximal length FCSR sequences are called l-sequences. It is widely believed that l-sequences have
very good pseudorandom properties, and research has been done on distribution properties, linear
complexities and correlation properties of them, see [2–6]. Unfortunately, the existence of the 2-adic
rational approximation algorithm (see [7]) or rather low 2-adic complexity means that an l-sequence
should never be used by itself as a keystream. In such case one might just as well consider combining
several l-sequences to improve their 2-adic complexities. To combine l-sequences, linear Boolean func-
tions are thought to be a good choice. F–FCSR–H steam cipher, one of eSTREAM hardware-oriented
ﬁnalists, uses linear ﬁlters only, see [8].
Since the arithmetic of addition modulo 2 destroys 2-adic structure, it seems very diﬃcult to the-
oretically analyze the pseudorandom properties of exclusive ors of several l-sequences, even for the
period. So far there are essentially no theoretical results about the period of a termwise exclusive or of
l-sequences except that M. Goresky and A. Klapper in [9] gave a suﬃcient condition for a termwise ex-
clusive or of two l-sequences generated by two FCSRs with distinct prime connection integers having
the maximal period. To proceed the work in this direction, this paper also investigates the period of
combined FCSR sequences. In the paper, we completely determine the period of a termwise exclusive
or of several l-sequences generated by FCSRs with distinct nonprime connection integers. Our result
shows that the period of a termwise exclusive or of l-sequences with distinct nonprime connection
integers, say a1,a2, . . . ,ak , is either lcm(per(a1), . . . ,per(ak)) or lcm(per(a1), . . . ,per(ak))/2.
The paper is organized as follows. Section 2 presents an introduction to FCSR sequences and prim-
itive sequences of order 1 over integer residue rings. Section 3 is largely devoted to the proof of our
main results and many intermediate results in this section are also untrivial and interesting. Finally,
conclusions are drawn in Section 4.
Throughout the paper we use the following notations. For any positive integer n, Z/(n) indicates
the integer residue ring, and {0,1, . . . ,n − 1} is chosen as the complete set of representatives for the
elements of the ring. The operations “+” and “−” denote the ordinary integer addition and subtrac-
tion, respectively, while the operation “⊕” denotes addition modulo 2. Also “+” and “⊕” denote cor-
responding termwise operations for integer sequences. In detail, if s1 = {s1(t)}∞t=0 and s2 = {s2(t)}∞t=0
are integer sequences, then s1 + s2 = {s1(t) + s2(t)}∞t=0 and s1 ⊕ s2 = {s1(t) ⊕ s2(t)}∞t=0.
2. Preliminaries
This section is divided into two subsections. The ﬁrst brieﬂy reviews FCSRs and their output se-
quences. We mention that reference [2] gives a detailed introduction to them. The second subsection
contains basic results of primitive sequences over integer residue rings that we will use in the proofs
in Section 3.
2.1. FCSR sequences
Let q = q1 · 2+ q2 · 22 + · · · + qr · 2r − 1, where q1,q2, . . . ,qr−1 ∈ {0,1} and qr = 1. A diagram of an
r-stage FCSR is given in Fig. 1. The shift registers and the memory register at any given clock time con-
sist of r bits and a memory integer, respectively, which is denoted by (m(n);a(n+ r − 1),a(n+ r − 2),
. . . ,a(n)) and called the state of the FCSR at the nth clock time or just state for short, where m(n) is
a non-negative integer and a(n), . . . ,a(n + r − 1) ∈ {0,1}. The FCSR changes states by computing
σ = q1 · a(n + r − 1) + q2 · a(n + r − 2) + · · · + qr · a(n) +m(n),
and then set a(n + r) = (σ mod 2) and m(n + 1) = (σ − a(n + r))/2. q is called the connection integer
of the FCSR, and it is the arithmetic analog of the connection polynomial of an LFSR. The output
sequence a = {a(t)}∞t=0 is always ultimately periodic and if q is the least number with which an
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FCSR can generate a then its period per(a) is equal to ordq(2) where ordq(2) denotes the order of 2
modulo q. It is clear that ordq(2) ϕ(q) where ϕ denotes Euler’s phi function. If a is strictly periodic
and its least period attains ϕ(q), then a is called an l-sequence (for “long sequences”) generated by
an FCSR with connection integer q or just an l-sequence with connection integer q. In this case, it is
necessary that q be a power of a prime number q = pe and 2 be a primitive root modulo q.
There is an analog of the trace representation of LFSR sequences, which is called the exponential
representation, see [2]. We present here the exponential representation for l-sequences.
Lemma 1. (See [2, Theorem 6.1].) Let a = {a(t)}∞t=0 be an l-sequence with connection integer pe and γ =
(2−1 mod pe) be the multiplicative inverse of 2 in the ring Z/(pe). Then there exists a unique A ∈ Z/(pe)
such that gcd(A, p) = 1 and
a(t) = (A · γ t mod pe mod 2), t  0.
Here the notation ( mod pe mod 2) means that ﬁrst the number A · γ t is reduced modulo pe to
give a number between 0 and pe − 1, and then that number is reduced modulo 2 to give an element
in {0,1}.
2.2. Primitive sequences of order 1 over Z/(pe)
Primitive sequences over integer residue rings have been extensively studied, see [10–12] for the
case of Z/(2e) and see [13–15] for the case of Z/(pe) with p an odd prime number. In this paper,
however, we only concern with the very simple case—primitive sequences of order 1 over Z/(pe)
with p an odd prime number, i.e., s = {A · ξ t mod pe}∞t=0, where ξ is a primitive root modulo pe
and gcd(A, p) = 1. In particular, if ξ = (pe + 1)/2, then it follows from Lemma 1 that (s mod 2) =
{A · ξ t mod pe mod 2}∞t=0 is just an l-sequence with connection integer pe .
Any element u in Z/(pe) has a unique p-adic expansion as
u = u0 + u1 · p + · · · + ue−1 · pe−1,
where ui ∈ {0,1, . . . , p−1}, 0 i  e−1. Then similarly a sequence s over Z/(pe) has a unique p-adic
expansion as
s = s0 + s1 · p + · · · + se−1 · pe−1 =
{
s0(t) + s1(t) · p + · · · + se−1(t) · pe−1
}∞
t=0
where si is a sequence over Z/(p) and called the ith-level sequence of s for 0 i  e − 1. Moreover,
se−1 is also called the highest level sequence of s.
Remark 2. Let pe be an odd prime number power. We emphasize that {0,1, . . . , pe − 1} is chosen
as the complete set of representatives for the elements of the ring Z/(pe), and a sequence s over
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any positive integer M , we deﬁne (s mod M) = {s(t) mod M}∞t=0 since s(t) is an integer between 0
and pe − 1, and deﬁne
s1 ⊕ s2 ⊕ · · · ⊕ sk =
{
s1(t) ⊕ s2(t) ⊕ · · · ⊕ sk(t)
}∞
t=0,
where si is a sequence over Z/(pe) for i = 1,2, . . . ,k. Analogous arguments hold for level sequences
over Z/(p) too.
Primitive sequences are always (strictly) periodic and so are level sequences. As in [11], we have
the following periodicity property. Though the authors in [11] proved this property for sequences
over the ring Z/(2e), similar arguments can show it holds for sequences over Z/(pe) with odd prime
number p.
Lemma 3. (See [11].) Let pe be an odd prime number power with e  2 and a be a primitive sequence of order
1 over Z/(pe). Then
per(ae−i−1) = per
(
a, pe−i
)= pe−i−1 · (p − 1)
for 0 i  e − 1, where per(a, pe−i) denotes the period of (a mod pe−i).
Before presenting further results on primitive sequences, it is necessary to give a lemma about
primitive roots modulo prime number powers whose proof is omitted.
Lemma 4. If pe is an odd prime number power with e  2 and ξ is a primitive root modulo pe , then
(i) there exists an integer h ≡ 0 mod p such that ξ pe−2(p−1) ≡ 1+ pe−1 · h mod pe;
(ii) there exists an integer H ≡ 0 mod p such that ξ pe−2(p−1)/2 ≡ −1+ pe−1 · H mod pe.
Next we proceed discussing some important properties of 1st-order primitive sequences over
Z/(pe) with odd prime number p.
Lemma 5. Let pe be an odd prime number power with e  2 and a be a primitive sequence of order 1 over
Z/(pe). Then there exists a primitive sequence α of order 1 over Z/(p) such that
ae−1
(
t + j · pe−2 · (p − 1))≡ ae−1(t) + j · α(t) mod p (1)
for integers j, t  0. Moreover,
{
ae−1
(
t + j · pe−2 · (p − 1)) ∣∣ j = 0,1, . . . , p − 1}= {0,1, . . . , p − 1}. (2)
Proof. Let ξ be a primitive root modulo pe such that a(t) ≡ A · ξ t mod pe for t  0 where integer A
is relatively prime to p. Then by Lemma 4(i) we know that there is an integer h ≡ 0 mod p such that
ξ p
e−2(p−1) ≡ 1+ pe−1 · h mod pe.
It follows from the above congruence that
ξ jp
e−2(p−1) ≡ (1+ pe−1 · h) j mod pe ≡ 1+ j · pe−1 · h mod pe, j  0,
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a
(
t + j · pe−2 · (p − 1))≡ a(t) + j · pe−1 · h · a(t) mod pe, t, j  0. (3)
Because per(a, pe−1) = pe−2 · (p − 1) by Lemma 3, we have
a
(
t + j · pe−2 · (p − 1))= (a(t) mod pe−1)+ ae−1(t + j · pe−2 · (p − 1)) · pe−1. (4)
Taking (4) and pe−1 · a ≡ pe−1 · a0 mod pe into (3) gives that
ae−1
(
t + j · pe−2 · (p − 1))≡ ae−1(t) + j · h · a0(t) mod p, t, j  0. (5)
Let α = (h · a0 mod p) = {h · A · ξ t mod p}∞t=0. It is clear that α is a 1st-order primitive sequence over
Z/(p). Finally, (2) is an immediate consequence of (1) and the fact that α(t) = 0 for all t  0. 
Remark 6. For the proof of Lemma 5 one can also refer to [13, Lemma 4].
Lemma 7. Let pe be an odd prime number power and a be a primitive sequence of order 1 over Z/(pe). Then
a(t) + a(t + T /2) = pe for all t  0, where T = pe−1 · (p − 1).
Proof. Let ξ be a primitive root modulo pe such that a(t) ≡ A · ξ t mod pe for t  0 where integer A
is relatively prime to p. Since ξ is a primitive root modulo pe , we have ξ T /2 ≡ −1 mod pe . Thus we
deduce
a(t + T /2) = (A · ξ t+T /2 mod pe)≡ pe − (A · ξ t mod pe)= pe − a(t)
for all t  0. The lemma is proved. 
Lemma 8. Let pe be an odd prime number power with e  2 and a be a primitive sequence of order 1 over
Z/(pe). Then there is a primitive sequence α of order 1 over Z/(p) such that
ae−1
(
t + j · pe−2 · (p − 1)
2
)
≡ (−1) j · ae−1(t) + −1− (−1)
j
2
+ j · (−1) j−1 · α(t) mod p
for integers j, t  0.
Proof. Let ξ be a primitive root modulo pe such that a(t) ≡ A · ξ t mod pe for t  0 where integer A
is relatively prime to p. Then it follows from Lemma 4(ii) that there is an integer H ≡ 0 mod p such
that
ξ p
e−2(p−1)/2 ≡ −1+ H · pe−1 mod pe,
and so
ξ jp
e−2(p−1)/2 ≡ (−1) j + j · H · pe−1 mod pe
for j  0. Applying this to sequence a, we obtain
a
(
t + j · pe−2 · (p − 1)
2
)
≡ (−1) j · a(t) + j · H · pe−1 · a(t) mod pe, t, j  0,
which implies that
T. Tian, W.-F. Qi / Finite Fields and Their Applications 15 (2009) 214–235 219b
(
t + j · pe−2 · (p − 1)
2
)
+ pe−1 · ae−1
(
t + j · pe−2 · (p − 1)
2
)
≡ (−1) j · b(t) + (−1) j · pe−1 · ae−1(t) + j · H · pe−1 · a0(t) mod pe (6)
for t, j  0, where b = (a mod pe−1). Since it is clear that b is a 1st-order primitive sequence over
Z/(pe−1), on one hand, by Lemma 7 we have
b
(
t + j · pe−2 · (p − 1)
2
)
+ b(t) = pe−1, t  0, (7)
if j is odd, and on the other hand, by its periodicity per(b) = pe−2 · (p − 1), we have
b
(
t + j · pe−2 · (p − 1)
2
)
= b(t), t  0, (8)
if j is even. Taking (7) and (8) into (6) leads to
ae−1
(
t + j · pe−2 · (p − 1)
2
)
≡ (−1) j · ae−1(t) + −1− (−1)
j
2
+ j · H · a0(t) mod p
for t, j  0. Since it is manifest that α = (H ·a0 mod p) = {H · A · ξ t mod p}∞t=0 is a 1st-order primitive
sequence over Z/(p), the lemma is proved. 
It has already been shown in [15] that the “mod 2” operation does not change the period of the
primitive sequences over Z/(pe) with odd prime number power pe . Here we give the conclusion on
terms of 1st-order sequences.
Lemma 9. (See [15].) Let pe be an odd prime number power and a be a primitive sequence of order 1 over
Z/(pe). Then per(a,2) = per(a) = pe−1 · (p − 1).
Finally, primitive sequences of order 1 over the prime ﬁeld have the following special property.
Lemma 10. Let p be an odd prime number and a be a primitive sequence of order 1 over Z/(p). If there exist
two non-negative integers u, v such that a(u + v) = a(u) or a(u + v) + a(u) = p, then v is divisible by
(p − 1)/2.
Proof. Let ξ be a primitive root modulo p such that a(t) ≡ A · ξ t mod p for t  0 where integer
A is relatively prime to p. Then a(u + v) = a(u) gives A · ξu+v ≡ A · ξu mod p which implies that
ξ v ≡ 1 mod p. Since ξ is a primitive root modulo p, v must be divisible by (p − 1) and so by
(p − 1)/2. If a(u + v) + a(u) = p, then A · ξu+v ≡ −A · ξu mod p which implies that ξ v ≡ −1 mod p.
Also because ξ is a primitive root modulo p, we have v must be divisible by (p − 1)/2. This proves
the lemma. 
3. Main results
This section is mainly devoted to the proof of Theorem 11.
Theorem 11. For each i = 1,2, . . . ,k, let peii be an odd prime number power with ei  2 and ai be a primitive
sequence of order 1 over Z/(peii ). Suppose 2
xi ‖ (pi − 1) and x1  x2  · · · xk. If the prime number powers
pe11 , p
e2
2 , . . . , p
ek
k are pairwise distinct, then
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{
T /2, if N is even;
T , if N is odd,
(9)
where T = lcm(per(a1),per(a2), . . . ,per(ak)) and N is the largest integer such that xi = x1 for 1 i  N.
Here “2xi ‖ (pi − 1)” means (pi − 1) is divisible by 2xi but not 2xi+1. Since in Section 2.2, we
have shown that an l-sequence can be considered as a reduction modulo 2 of a 1st-order primitive
sequence over Z/(pe), where p is an odd prime number and 2 is a primitive root modulo pe , we
have the following corollary as an immediate consequence of Theorem 11.
Corollary 12. For each i = 1,2, . . . ,k, let peii be an odd prime number power with ei  2 and ai be an
l-sequence generated by an FCSR with connection integer peii . Suppose 2
xi ‖ (pi − 1) and x1  x2  · · · xk.
If the prime number powers pe11 , p
e2
2 , . . . , p
ek
k are pairwise distinct, then
per(a1 ⊕ a2 ⊕ · · · ⊕ ak) =
{
T /2, if N is even;
T , if N is odd,
where T = lcm(per(a1),per(a2), . . . ,per(ak)) and N is the largest integer such that xi = x1 for 1 i  N.
It can be seen from Corollary 12 that it is easy to make a termwise exclusive or of l-sequences
(associated to nonprime connection integers) have the maximal period, and even if the period is not
the maximum, it is still very close to it.
Our proof of Theorem 11 heavily relies on the two important intermediate results given in Sec-
tions 3.1 and 3.2, respectively, which, we think, are also untrivial and interesting themselves.
3.1. Period of the highest level sequence modulo 2
In this subsection, we determine the period of the highest level sequence modulo 2. If a is a
primitive sequence of order 1 over Z/(pe) where p is an odd prime number and integer e  2,
then by Lemma 9 we know that the period of (a0 mod 2) attains the maximal possible period, i.e.,
per(a0,2) = per(a0) = p − 1, since a0 is a primitive sequence of order 1 over Z/(p). At ﬁrst glance, it
is natural and also quite reasonable for someone to infer that this periodicity property should hold for
higher level sequences, say per(ae−1,2) = per(ae−1) = pe−1 · (p − 1), where per(ae−1,2) denotes the
period of (ae−1 mod 2). But in fact, this is not true and we prove that per(ae−1,2) = pe−1 · (p − 1)/2
in this subsection.
Lemma 13. Let pe be an odd prime number power with e  2 and a be a primitive sequence of order 1 over
Z/(pe). Then per(ae−1,2) divides pe−1 · (p − 1)/2.
Proof. Let T = pe−1 · (p − 1). On one hand, by Lemma 7 we have
a(t + T /2) ⊕ a(t) = 1, t  0,
that is,
LT /2a ⊕ a = 1 (10)
where “L” denotes the left shift operator for sequences. On the other hand, since b = (a mod pe−1)
is a primitive sequence of order 1 over Z/(pe−1), we have per(b) = pe−2 · (p − 1) by Lemma 3 which
gives that LT /2b = LT /2pb. Therefore, Lemma 7 also implies that
LT /2b ⊕ b = LT /2pb ⊕ b = 1. (11)
T. Tian, W.-F. Qi / Finite Fields and Their Applications 15 (2009) 214–235 221Then note that
a ⊕ b = (ae−1 mod 2),
and so
LT /2ae−1 ⊕ ae−1 = LT /2(a ⊕ b) ⊕ a ⊕ b = LT /2a ⊕ a ⊕ LT /2b ⊕ b = 0.
This proves the lemma. 
Lemma 13 tells us that per(ae−1,2) will never attain per(ae−1) = pe−1 · (p − 1) but per(ae−1)/2 at
most. Since pe−1 and (p − 1)/2 is relatively prime, if we can prove per(ae−1,2) is divisible by pe−1
and (p − 1)/2, respectively, then per(ae−1,2) must be equal to pe−1 · (p − 1)/2. The next two lemmas
are devoted to this.
Lemma 14. Let pe be an odd prime number power with e  2 and a be a primitive sequence of order 1 over
Z/(pe). Then per(ae−1,2) is divisible by pe−1 .
Proof. Since a and b = (a mod pe−1) are two primitive sequences of order 1 over Z/(pe) and
Z/(pe−1), respectively, it follows from Lemma 9 that per(a,2) = pe−1 · (p − 1) and per(b,2) =
pe−2 · (p − 1).
If per(ae−1,2) is not divisible by pe−1, then Lemma 13 implies that it divides pe−2 · (p − 1). Since
(a mod 2) = b ⊕ ae−1 and both per(b,2) and per(ae−1,2) divides pe−2 · (p − 1), per(a,2) also divides
pe−2 · (p − 1), a contradiction. This proves the lemma. 
To prove per(ae−1,2) is divisible by (p − 1)/2 is not as easy as to prove it is divisible by pe−1.
Lemma 15. Let pe be an odd prime number power with e  2 and a be a primitive sequence of order 1 over
Z/(pe). Then per(ae−1,2) is divisible by (p − 1)/2.
Proof. Let T = p − 1. By Lemma 5, we know that there is a primitive sequence α of order 1 over
Z/(p) such that
ae−1
(
t + pe−2 · T )≡ ae−1(t) + α(t) mod p, t  0.
Then it follows that
ae−1
(
t + pe−2 · T )= ae−1(t) + α(t) − ⌊ae−1(t) + α(t)
p
⌋
· p
where 	 
 denotes the integer part, and so we have
ae−1
(
t + pe−2 · T )≡ ae−1(t) ⊕ α(t) ⊕ ⌊ae−1(t) + α(t)
p
⌋
mod 2, t  0. (12)
Assume per(ae−1,2) = S . Replacing t by t + S in (12) yields
ae−1
(
t + pe−2 · T )≡ ae−1(t) ⊕ α(t + S) ⊕ ⌊ae−1(t) + α(t + S)
p
⌋
mod 2, t  0. (13)
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α(t) ⊕
⌊
ae−1(t) + α(t)
p
⌋
= α(t + S) ⊕
⌊
ae−1(t) + α(t + S)
p
⌋
, t  0. (14)
Let us denote a list
Γ (t) =
{
α(t) ⊕
⌊
ae−1(t + j · pe−2 · T ) + α(t)
p
⌋ ∣∣∣ j = 0,1, . . . p − 1}
for each t  0. Since per(α) = T , we have
α
(
t + j · pe−2 · T )⊕ ⌊ae−1(t + j · pe−2 · T ) + α(t + j · pe−2 · T )
p
⌋
= α(t) ⊕
⌊
ae−1(t + j · pe−2 · T ) + α(t)
p
⌋
,
for j  0. Thus, it follows from (14) that
Γ (t) = Γ (t + S), t  0.
Again by Lemma 5 we know
{
ae−1
(
t + j · pe−2 · T ) ∣∣ j = 0,1, . . . , p − 1}= {0,1, . . . , p − 1}, t  0.
This shows that
Γ (t) =
{
α(t) ⊕
⌊
j + α(t)
p
⌋ ∣∣∣ j = 0,1, . . . p − 1}, t  0.
Since 	( j + α(t))/p
 = 1 if and only if p − α(t)  j  p − 1, Γ (t) includes α(t) copies of α(t) ⊕ 1
while p − α(t) copies of (α(t) mod 2), i.e.,
Γ (t) = {α(t) ⊕ 1, . . . ,α(t) ⊕ 1︸ ︷︷ ︸
α(t)
,α(t) mod 2, . . . ,α(t) mod 2︸ ︷︷ ︸
p−α(t)
}
, t  0. (15)
The same arguments then show that
Γ (t + s) = {α(t + S) ⊕ 1, . . . ,α(t + S) ⊕ 1︸ ︷︷ ︸
α(t+S)
,α(t + S) mod 2, . . . ,α(t + S) mod 2︸ ︷︷ ︸
p−α(t+S)
}
(16)
for t  0. Because Γ (t) = Γ (t + S) for t  0, it is necessary that either α(t + S) = α(t) or α(t) +
α(t + S) = p. It follows from Lemma 10 that both cases give that S is divisible by T /2. This completes
the proof. 
Lemma 13 together with Lemmas 14 and 15 gives the ﬁnal conclusion of this subsection.
Theorem 16. Let pe be an odd prime number power with e  2 and a be a primitive sequence of order 1 over
Z/(pe). Then per(ae−1,2) = pe−1 · (p − 1)/2.
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Let s = {s(t)}∞t=0 be a kth-order homogeneous linear recurring sequence in GF(2) satisfying the
linear recurrence relation
s(n + k) = ck−1 · s(n + k − 1) ⊕ ck−2 · s(n + k − 2) ⊕ · · · ⊕ c0 · s(n), n 0,
where ci ∈ GF(2) for 0 i  k − 1. Then the polynomial f (x) = xk + ck−1xk−1 + · · · + c0 ∈ GF(2)[x] is
called a characteristic polynomial of s. Furthermore, if all characteristic polynomials of s are divisible
by f (x) (over GF(2)), then f (x) is also called the minimal polynomial of s. We emphasize that in the
following paper, characteristic polynomials and minimal polynomials are all in GF(2)[x]. Please refer
to reference [16] for systematic introductions on linear recurring sequences over ﬁnite ﬁelds.
In this subsection, we discuss the characteristic polynomial of the highest level sequence modulo 2.
Let a be a primitive sequence of order 1 over Z/(pe) with an odd prime number power pe . Since a0 is
a primitive sequence of order 1 over Z/(p), it can be deduced from Lemma 7 that (1+x)(1+x(p−1)/2)
is a characteristic polynomial of (a0 mod 2) and experiments show that (1 + x)(1 + x(p−1)/2) is very
close to the minimal polynomial of (a0 mod 2) and often itself is just the minimal polynomial.
But when it comes to the highest level sequence ae−1, the case is completely different. The trivial
characteristic polynomial 1 + xpe−1(p−1)/2 is far from the minimal polynomial of (ae−1 mod 2). In-
terestingly, we prove that m(x) = (1 + xpe−1(p−1)/2)/(1 + xpe−2(p−1)/2) is a characteristic polynomial
of (ae−1 mod 2) if p ≡ 1 mod 4 and m(x)(x + 1) is a characteristic polynomial of (ae−1 mod 2) if
p ≡ −1 mod 4, and our experiments show that these are always just the minimal ones.
For simplicity, let us denote σ = pe−2 · (p − 1)/2. Then it can be seen that
(1+ xpσ )
(1+ xσ ) = 1+ x
σ + x2σ + · · · + x(p−1)σ
in GF(2)[x]. Therefore, to prove m(x) or m(x)(x+ 1) is a characteristic polynomial of (ae−1 mod 2), it
suﬃces to show
p−1∑
i=0
Liσae−1 = 0 or 1
where
∑
denotes termwise addition modulo 2. Along this idea, we begin to prove the main result of
this subsection.
Theorem 17. Let p be an odd prime number, e be an integer greater than 1, and a be a primitive sequence of
order 1 overZ/(pe). Then (1+xpe−1(p−1)/2)/(1+xpe−2(p−1)/2) is a characteristic polynomial of (ae−1 mod 2)
if p ≡ 1 mod 4 and (x + 1)(1 + xpe−1(p−1)/2)/(1 + xpe−2(p−1)/2) is a characteristic polynomial of it if p ≡
−1 mod 4.
Proof. By Lemma 8, we know that there is a primitive sequence α of order 1 over Z/(p) such that
ae−1
(
t + j · pe−2 · (p − 1)/2)≡ (−1) j · ae−1(t) + −1− (−1) j
2
+ j · (−1) j−1 · α(t) mod p (17)
for integers t, j  0. Let us denote x to be the least non-negative residue of x modulo p for any integer
x 0. If j is an even number, say j = 2 j′ , then (17) can be rewritten
ae−1
(
t + 2 j′ · pe−2 · (p − 1)/2)= ae−1(t) − 2 j′ · α(t) − ⌊ae−1(t) − 2 j′ · α(t)
p
⌋
· p
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ae−1
(
t + 2 j′ · pe−2 · (p − 1)/2)≡ ae−1(t) ⊕ 2 j′ · α(t) ⊕ ⌊ae−1(t) − 2 j′ · α(t)
p
⌋
mod 2; (18)
if j is an odd number, say j = 2 j′ + 1, then (17) can be rewritten
ae−1
(
t + (2 j′ + 1) · pe−2 · (p − 1)/2)
= −ae−1(t) − 1+
(
2 j′ + 1) · α(t) − ⌊−ae−1(t) − 1+ (2 j′ + 1) · α(t)
p
⌋
· p
which gives the congruence
ae−1
(
t + (2 j′ + 1) · pe−2 · (p − 1)/2)
≡ ae−1(t) ⊕ 1⊕
(
2 j′ + 1) · α(t) ⊕ ⌊−ae−1(t) − 1+ (2 j′ + 1) · α(t)
p
⌋
mod 2 (19)
Now we are ready to consider the summation
p−1∑
j=0
ae−1
(
t + j · pe−2 · (p − 1)/2), t  0, (20)
where
∑
denotes addition modulo 2. Taking (18) and (19) into (20) leads to
p−1∑
j=0
ae−1
(
t + j · pe−2 · (p − 1)/2)
=
p−1
2∑
j1=0
(
ae−1(t) ⊕ 2 j1 · α(t) ⊕
⌊
ae−1(t) − 2 j1 · α(t)
p
⌋)
⊕
p−1
2 −1∑
j2=0
(
ae−1(t) ⊕ 1⊕ (2 j2 + 1) · α(t) ⊕
⌊−ae−1(t) − 1+ (2 j2 + 1) · α(t)
p
⌋)
=
( p−1∑
j=0
ae−1(t)
)
⊕
( p−1∑
j′=0
j′ · α(t)
)
⊕
( p−1
2 −1∑
j′′=0
1
)
⊕
( p−1
2∑
j1=0
⌊
ae−1(t) − 2 j1 · α(t)
p
⌋)
⊕
( p−1
2 −1∑
j2=0
⌊−ae−1(t) − 1+ (2 j2 + 1) · α(t)
p
⌋)
= ae−1(t) ⊕
( p−1∑
j′=0
j′ · α(t)
)
⊕ p − 1
2
⊕
( p−1
2∑
j1=0
⌊
ae−1(t) − 2 j1 · α(t)
p
⌋)
⊕
( p−1
2 −1∑
j =0
⌊−ae−1(t) − 1+ (2 j2 + 1) · α(t)
p
⌋)
.2
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p−1∑
j′=0
j′ · α(t) ≡
p−1∑
j′=0
j′ ≡ p · (p − 1)
2
≡ (p − 1)
2
mod 2.
Therefore, we have
p−1∑
j=0
ae−1
(
t + j · pe−2 · (p − 1)/2)
= ae−1(t) ⊕
p−1
2∑
j1=0
⌊
ae−1(t) − 2 j1 · α(t)
p
⌋
⊕
p−1
2 −1∑
j2=0
⌊−ae−1(t) − 1+ (2 j2 + 1) · α(t)
p
⌋
. (21)
Next, we will transform the second summation involved in the above equation into a desirable
form. Since
⌊−ae−1(t) − 1+ (2 j2 + 1) · α(t)
p
⌋
= −
(⌊
ae−1(t) − (2 j2 + 1) · α(t)
p
⌋
+ 1
)
,
we obtain the congruence
⌊−ae−1(t) − 1+ (2 j2 + 1) · α(t)
p
⌋
≡
⌊
ae−1(t) − (2 j2 + 1) · α(t)
p
⌋
⊕ 1 mod 2. (22)
Let us come back to the equation (21). Taking (22) into (21), we get
p−1∑
j=0
ae−1
(
t + j · pe−2 · (p − 1)/2)
= ae−1(t) ⊕
p−1
2∑
j1=0
⌊
ae−1(t) − 2 j1 · α(t)
p
⌋
⊕
p−1
2 −1∑
j2=0
(⌊
ae−1(t) − (2 j2 + 1) · α(t)
p
⌋
⊕ 1
)
= ae−1(t) ⊕ p − 1
2
⊕
p−1∑
j=0
⌊
ae−1(t) − j · α(t)
p
⌋
= ae−1(t) ⊕ p − 1
2
⊕
p−1∑
j=0
⌊
ae−1(t) − j
p
⌋
= ae−1(t) ⊕ p − 1
2
⊕ (p − 1− ae−1(t))
=
(
p − 1
2
mod 2
)
.
That is
p−1∑
j=0
ae−1
(
t + j · pe−2 · (p − 1)/2)= ( p − 1
2
mod 2
)
, t  0,
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p−1∑
j=0
L jp
e−2(p−1)/2ae−1 =
(
p − 1
2
mod 2,
p − 1
2
mod 2, . . .
)
,
a constant sequence. This proves the theorem. 
Theorem 17 implies that the minimal polynomial of (ae−1 mod 2) can be expressed as
fe−1(x)(x+1)δ(p) where fe−1(x) divides (1+ xpe−1(p−1)/2)/(1+ xpe−2(p−1)/2) and δ(p) = ( p−12 mod 2).
Furthermore, considering that (a mod pe−k) is a primitive sequence over Z/(pe−k), it also implies that
the minimal polynomial of (ae−k−1 mod 2) can be expressed as fe−k−1(x)(x+ 1)δ(p) where fe−k−1(x)
divides (1+ xpe−k−1(p−1)/2)/(1+ xpe−k−2(p−1)/2) for 1 k e − 2.
Since the polynomial of the form (1 + xpe(p−1)/2)/(1 + xpe−1(p−1)/2) in GF(2)[x] for odd prime
number p and integer e  1 will be used frequently in the following subsection, let us denote it by
ηp,e(x) for convenience.
3.3. The proof of Theorem 11
Let us recall the deﬁnition and the basic properties of cyclotomic polynomials over the ﬁnite
ﬁeld GF(2).
Deﬁnition 18. Let n be an odd number and ζ be a primitive nth root of unity over GF(2). Then the
polynomial
Qn(x) =
n∏
s=1
gcd(s,n)=1
(
x− ζ s)
is called the nth cyclotomic polynomial over GF(2).
The polynomial Qn(x) is clearly independent of the choice of ζ and the coeﬃcients of Qn(x)
belong to GF(2).
Lemma 19. (See [16].) Let n be an odd number. Then Qn(x) factors into ϕ(n)/d distinct irreducible polynomials
in GF(2)[x] of the same degree d, where d is the order of 2 modulo n.
Assume p is an odd prime number and integer e  1. It can be seen that ηp,e(x) can be explicitly
expressed as a product of cyclotomic polynomials in the following way:
ηp,e(x) =
( ∏
2xu|pe(p−1) Qu(x)∏
2xv|pe−1(p−1) Q v(x)
)2x−1
=
( ∏
2xu|(p−1)
Q peu(x)
)2x−1
(23)
where 2x ‖ (p − 1).
Lemma 20. If pd and q f are two distinct odd prime number powers, then ηp,d(x) and ηq, f (x) are relatively
prime.
Proof. Clearly, by Deﬁnition 18, we have
gcd
(
Qu(x), Q v(x)
)= 1
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ηp,d(x) =
( ∏
2xt|(p−1)
Q pdt(x)
)2x−1
and ηq, f (x) =
( ∏
2y s|(q−1)
Qq f s(x)
)2y−1
where 2x ‖ (p − 1) and 2y ‖ (q − 1), and the observation that pd · t = q f · s for any odd divisor t of
(p − 1) and any odd divisor s of (q − 1). This completes the proof. 
The following two lemmas are basic results on minimal polynomials of linear recurring sequences
over GF(2). Similar with the integer case, if a(x) is an irreducible factor of polynomial b(x) in GF(2)[x] ,
then we use the notation “a(x)e ‖ b(x)” to mean that b(x) is divisible by a(x)e but not by a(x)e+1.
Lemma 21. Let s1 and s2 be two linear recurring sequences in GF(2)withminimal polynomialsm1(x)(x+1)u1
and m2(x)(x+ 1)u2 respectively, where mi(0) =mi(1) = 1.
(i) If m1(x) is coprimewithm2(x), then theminimal polynomial of the sum s1⊕ s2 is divisible bym1(x)m2(x).
Moreover, if u1,u2 ∈ {0,1}, then the minimal polynomial of the sum s1 ⊕ s2 is equal to the product
m1(x)m2(x)(x+ 1)u1⊕u2 .
(ii) If m1(x) is not coprime with m2(x), and if there is an irreducible polynomial r(x) such that
r(x)e1 ‖m1(x) and r(x)e2 ‖m2(x),
and if e1 > e2  0, then the minimal polynomial of the sum s1 ⊕ s2 is divisible by r(x)e1 .
Proof. See Appendix A. 
Lemma 22. (See [16, Theorem 8.44].) If s is a linear recurring sequence in GF(2) with minimal polynomial
m(x) ∈ GF(2)[x] and m(0) = 1, then per(a) = ord(m(x)), where ord(m(x)) denotes the least positive integer
e such that m(x) divides xe − 1.
Now we are ready to prove Theorem 11.
Proof of Theorem 11. Although pe11 , . . . , p
ek
k are pairwise distinct, some prime numbers of p1, . . . , pk
may be equal. It will be helpful for us to rearrange these prime number powers as:
P E11 , P
E2
2 , . . . , P
Ez
z , . . . , P
Ek
k
where P1 < P2 < · · · < Pz and for each i > z, there is 1  i′  z such that Pi = Pi′ and Ei < Ei′ .
Furthermore, the corresponding primitive sequence over Z/(P Eii ) is denoted by αi for i = 1,2, . . .k,
i.e., {α1, . . . ,αk} = {a1, . . . ,ak}.
For each i = 1,2, . . . ,k, denote the p-adic expansion of αi as
αi = αi,0 + αi,1 · Pi + · · · + αi,Ei−1 · P Ei−1i ,
which gives that
(αi mod 2) = αi,0 ⊕ αi,1 ⊕ · · · ⊕ αi,Ei−1.
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k∑
i=1
αi =
(
z∑
i=1
αi,Ei−1
)
⊕
(
z∑
u=1
Eu−2∑
j=0
αu, j
)
⊕
(
k∑
v=z+1
Ev−1∑
l=0
αv,l
)
(24)
where
∑
denotes the termwise addition modulo 2.
According to Theorem 17, we suppose mi(x)(x+1)δ(Pi ) is the minimal polynomial of (αi,Ei−1 mod 2)
for i = 1,2, . . . , z, where mi(x) is a factor of ηPi ,Ei−1(x) and δ(Pi) = ((Pi − 1)/2 mod 2). Moreover, it
can be seen from the factorization shown by (23) that each irreducible factor r(x) of mi(x) satisﬁes
that ord(r(x)) is divisible by Pi for i = 1,2, . . . , z, and this will be used in Step 3.
Step 1. We prove that there is a common divisor d(x) of lcm(x(P1−1)/2 − 1, . . . , x(Pz−1)/2 − 1) and
m1(x)m2(x) · · ·mz(x) such that
gcd
(
m1(x)m2(x) · · ·mz(x)/d(x),d(x)
)= 1 (25)
and per(
∑k
i=1 αi) is divisible by ord(m1(x)m2(x) · · ·mz(x)/d(x)).
Since Pi = P j for 1 i = j  z, we have
gcd
(
ηPi ,Ei−1(x), ηP j ,E j−1(x)
)= 1, 1 i = j  z,
by Lemma 20. It implies that
gcd
(
mi(x),mj(x)
)= 1, 1 i = j  z. (26)
Then it follows from Lemma 21(i) that the minimal polynomial of
∑z
i=1 αi,Ei−1 is equal to
m1(x)m2(x) · · ·mz(x)(x+ 1)δ(P1)⊕···⊕δ(Pz).
Let us denote
β =
(
z∑
u=1
Eu−2∑
j=0
αu, j
)
⊕
(
k∑
v=z+1
Ev−1∑
l=0
αv,l
)
.
Then
∑k
i=1 αi can be expressed as
k∑
i=1
αi =
(
z∑
i=1
αi,Ei−1
)
⊕ β.
Suppose the minimal polynomial of β is mβ(x). Since Lemma 7 implies that the polynomial
h(x) = (x+ 1) · lcm(xP E1−21 (P1−1)/2 − 1, . . . , xP Ez−2z (Pz−1)/2 − 1)
is a characteristic polynomial of
∑z
u=1
∑Eu−2
j=0 αu, j and the polynomial
g(x) = (x+ 1) · lcm(xP Ez+1−1z+1 (Pz+1−1)/2 − 1, . . . , xP Ek−1k (Pk−1)/2 − 1)
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∑k
v=z+1
∑Ev−1
l=0 αv,l , we have
mβ(x)
∣∣ lcm(h(x), g(x)). (27)
Furthermore, since for each i > z, there is 1  i′  z such that Pi = Pi′ and Ei < Ei′ , it can be seen
that g(x) is a factor of h(x). Hence, (27) implies that
mβ(x) | h(x). (28)
For convenience, let us denote mβ(x) =m′β(x) · (x+ 1)θ , where gcd(m′β(x), x+ 1) = 1 and θ  0. Then
(28) implies that
m′β(x)
∣∣ lcm(xP E1−21 (P1−1)/2 − 1, . . . , xP Ez−2z (Pz−1)/2 − 1). (29)
Because for i = 1,2, . . . , z, mi(x) is coprime with (x+ 1), we have
gcd
(
m1(x)m2(x) · · ·mz(x),mβ(x)
)= gcd(m1(x)m2(x) · · ·mz(x),m′β(x)).
Thus, in the following, it suﬃces to discuss gcd(m1(x)m2(x) · · ·mz(x),m′β(x)).
If gcd(m1(x)m2(x) · · ·mz(x),m′β(x)) = 1, then d(x) = 1 and Lemma 21(i) implies that the minimal
polynomial of
∑k
i=1 αi is divisible by m1(x)m2(x) · · ·mz(x).
If m1(x)m2(x) · · ·mz(x) is not coprime with m′β(x), we assume r(x) is an irreducible factor of
m1(x)m2(x) · · ·mz(x) in GF(2)[x] with
r(x)τ1 ‖m1(x)m2(x) · · ·mz(x) and r(x)τ2 ‖m′β(x),
where τ1  1 and τ2  0 (we remark that “τ2 = 0” means gcd(m′β(x), r(x)) = 1). If τ1 = τ2 then it can
be deduced from Lemma 21(ii) that the minimal polynomial of
∑k
i=1 αi is divisible by r(x)max{τ1,τ2}
and so it is divisible by r(x)τ1 . If τ1 = τ2, then without loss of generality, we assume r(x)τ1 is a factor
of m1(x). It follows from (29) that
r(x)τ1
∣∣ lcm(xP E1−21 (P1−1)/2 − 1, . . . , xP Ez−2z (Pz−1)/2 − 1). (30)
However, since it is clear that
gcd
(
ηP1,E1−1(x), xP
E1−2
1 (P1−1)/2 − 1)= 1
and
gcd
(
ηP1,E1−1(x),
xP
Ei−2
i (Pi−1)/2 − 1
x(Pi−1)/2 − 1
)
= 1, for i = 2, . . . , z,
and since r1(x) is a factor of ηP1,E1−1(x), (30) implies that
r(x)τ1
∣∣ lcm(x(P2−1)/2 − 1, . . . , x(Pz−1)/2 − 1).
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r(x)τ ‖m1(x)m2(x) · · ·mz(x) and r(x)τ ‖m′β(x)
leads to the desirable d(x).
Since we have shown that m1(x)m2(x) · · ·mz(x)/d(x) is a factor of the minimal polynomial
of
∑k
i=1 αi , it is an immediate consequence of Lemma 22 that per(
∑k
i=1 αi) is divisible by
ord(m1(x)m2(x) · · ·mz(x)/d(x)).
Step 2. We prove ord(m1(x)m2(x) · · ·mz(x)) = T /2.
Since mi(x) and (x+ 1) are relatively prime over GF(2) for 1 i  z, we get
ord
(
mi(x)(x+ 1)δ(Pi )
)= lcm(ord(mi(x)),ord((x+ 1)δ(Pi )))= ord(mi(x)). (31)
On the other hand, Lemma 22 and Theorem 16 imply that
ord
(
mi(x)(x+ 1)σ (Pi )
)= per(αi,Ei−1,2) = P Ei−1i · (Pi − 1)/2, i = 1,2, . . . , z. (32)
Therefore, (31) and (32) yield
ord
(
mi(x)
)= P Ei−1i · (Pi − 1)/2, i = 1,2, . . . , z. (33)
Then it follows from (26) and (33) that
ord
(
m1(x)m2(x) · · ·mz(x)
)
= lcm(ord(m1(x)),ord(m2(x)), . . . ,ord(mz(x)))
= lcm(P E1−11 · (P1 − 1)/2, P E2−12 · (P2 − 1)/2, . . . , P Ez−1z · (Pz − 1)/2). (34)
Note that for each Pi with i > z, there is 1 i′  z such that Pi = Pi′ and Ei < Ei′ , and this means
that
P Ei−1i · (Pi − 1)
∣∣ P Ei′ −1i′ · (Pi′ − 1).
Therefore, it can be seen that
lcm
(
P E1−11 · (P1 − 1)/2, P E2−12 · (P2 − 1)/2, . . . , P Ez−1z · (Pz − 1)/2
)
= lcm(P E1−11 · (P1 − 1)/2, P E2−12 · (P2 − 1)/2, . . . , P Ek−1k · (Pk − 1)/2)
= lcm(p
e1−1
1 · (p1 − 1), pe2−12 · (p2 − 1), . . . , pek−1k · (pk − 1))
2
= T /2,
and this together with (34) gives the desirable result ord(m1(x)m2(x) · · ·mz(x)) = T /2.
Step 3. We prove ord(m1(x)m2(x) · · ·mz(x)/d(x)) = ord(m1(x)m2(x) · · ·mz(x)).
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d(x) = r1(x)r2(x) · · · rz(x).
We will prove the result by mathematical induction on the factors of r1(x), r2(x), . . . , rz(x).
First we show that
ord
(
m1(x)m2(x) · · ·mz(x)
r1(x)
)
= ord(m1(x)m2(x) · · ·mz(x)).
If r1(x) = 1, then the result is trivial. If r1(x) = 1, since (25) implies that
gcd
(
m1(x)
r1(x)
,m1(x)
)
= 1,
we have
ord
(
m1(x)
)= lcm(ord(m1(x)
r1(x)
)
,ord
(
r1(x)
))
.
It follows that
ord
(
m1(x)m2(x) · · ·mz(x)
)
= lcm(ord(m1(x)),ord(m2(x)), . . . ,ord(mz(x)))
= lcm
(
ord
(
m1(x)
r1(x)
)
,ord
(
r1(x)
)
,ord
(
m2(x)
)
, . . . ,ord
(
mz(x)
))
. (35)
On the other hand, it can be seen from the proof of Step 1 that r1(x) is a factor of lcm(x(P2−1)/2 − 1,
. . . , x(Pz−1)/2 − 1) and so
ord
(
r1(x)
) ∣∣∣ lcm( P2 − 1
2
, . . . ,
Pz − 1
2
)
. (36)
Then (33) and (36) give that
ord
(
r1(x)
) ∣∣ lcm(ord(m2(x)), . . . ,ord(mz(x))). (37)
Hence, (35) and (37) lead to
ord
(
m1(x)m2(x) · · ·mz(x)
)= lcm(ord(m1(x)
r1(x)
)
,ord
(
m2(x)
)
, . . . ,ord
(
mz(x)
))
= ord
(
m1(x)m2(x) · · ·mz(x)
r1(x)
)
.
Next, suppose the result holds for the ﬁrst w < t factors r1(x), r2(x), . . . , rw(x), that is,
ord
(
m1(x)m2(x) · · ·mz(x)
r1(x)r2(x) · · · rw(x)
)
= ord(m1(x)m2(x) · · ·mz(x)). (38)
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ord
(
m1(x)m2(x) · · ·mz(x)
r1(x)r2(x) · · · rw(x)rw+1(x)
)
= ord(m1(x)m2(x) · · ·mz(x)). (39)
If rw+1(x) = 1, then (39) immediately follows from (38).
If rw+1(x) = 1, then it can be seen from (25) that
ord
(
mw+1(x)
)= lcm(ord(mw+1(x)
rw+1(x)
)
,ord
(
rw+1(x)
))
,
and so
ord
(
m1(x)m2(x) · · ·mz(x)
r1(x)r2(x) · · · rw(x)
)
= lcm
(
ord
(
m1(x) · · ·mw(x)
r1(x) · · · rw(x)
)
,ord
(
mw+1(x)
rw+1(x)
)
,ord
(
rw+1(x)
)
,ord
(
mw+2(x)
)
, . . . ,ord
(
mz(x)
))
.
On one hand, because d(x) is a factor of lcm(x(P1−1)/2 − 1, . . . , x(Pz−1)/2 − 1), we have
rw+1(x)
∣∣ lcm(x(P1−1)/2 − 1, . . . , x(Pz−1)/2 − 1). (40)
On the other hand, because rw+1(x) is a factor of mw+1(x), each irreducible factor ρ(x) of rw+1(x)
satisﬁes that
Pw+1
∣∣ ord(ρ(x)). (41)
Note that Pw+1  Pi for 1 i  w + 1, and so (40) and (41) imply that
rw+1(x)
∣∣ lcm(x(Pw+2−1)/2 − 1, . . . , x(Pz−1)/2 − 1),
which immediately yields
ord
(
rw+1(x)
) ∣∣∣ lcm( Pw+2 − 1
2
, . . . ,
Pz − 1
2
)
. (42)
Then it follows from (33) and (42) that
ord
(
rw+1(x)
) ∣∣ lcm(ord(mw+2(x)), . . . ,ord(mz(x))). (43)
Hence, (37) and (43) lead to
ord
(
m1(x)m2(x) · · ·mz(x)
r1(x)r2(x) · · · rw(x)
)
= lcm
(
ord
(
m1(x)m2(x) · · ·mw(x)
r1(x)r2(x) · · · rw(x)
)
,ord
(
mw+1(x)
rw+1(x)
)
,ord
(
mw+2(x)
)
, . . . ,ord
(
mz(x)
))
= ord
(
m1(x)m2(x) · · ·mz(x)
r1(x)r2(x) · · · rw(x)rw+1(x)
)
.
This together with (38) shows that (39) holds.
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Combining the three results proved in Steps 1–3, respectively, we deduce per(
∑k
i=1 ai) =
per(
∑k
i=1 αi) is divisible by T /2. However, it is clear that per(
∑k
i=1 ai) is not greater than T . There-
fore, per(
∑k
i=1 ai) can only take on T or T /2.
Next we consider the following sequence
LT /2
(
k∑
i=1
ai
)
⊕
k∑
i=1
ai =
k∑
i=1
(
LT /2ai ⊕ ai
)
where
∑
denotes termwise addition modulo 2. Because x1  x2  · · · xk and N is the largest integer
such that xi = x1 for 1 i  N , we have
T
2
≡ p
ei−1
i · (p − 1)
2
mod pei−1i · (p − 1), 1 i  N,
while
T
2
≡ 0 mod pei−1i · (p − 1), N + 1 i  k.
Thus, by Lemmas 7 and 3, we get
k∑
i=1
(
LT /2ai ⊕ ai
)= N∑
i=1
1= (N mod 2,N mod 2, . . .),
which is 0 if N ≡ 0 mod 2 and 1 if N ≡ 1 mod 2. This means that per(∑ki=1 ai) = T /2 if N ≡ 0 mod 2
while per(
∑k
i=1 ai) = T if N ≡ 1 mod 2. The theorem is proved. 
4. Conclusions
In this paper, we have studied periodicity property of termwise exclusive ors of several l-sequences
generated by FCSRs with distinct nonprime connection integers, and shown that the combined se-
quences almost have the maximal period. But how is the prime number case, that is, l-sequences
generated by FCSRs with distinct prime connection integers, is still an important open problem.
Appendix A. Proof of Lemma 21
Let f (x) ∈ GF(2)[x] be a polynomial of positive degree. We denote the set of all homogeneous
linear recurring sequences in GF(2) with characteristic polynomial f (x) be S( f (x)).
Lemma 23. (See [16, Theorem 8.54].) Let f1(x), f2(x), . . . , fh(x) be nonconstant polynomials over GF(2). If
f1(x), f2(x), . . . , fh(x) are relatively prime, then the intersection
S
(
f1(x)
)∩ S( f2(x))∩ · · · ∩ S( fh(x))
consists only of the zero sequence.
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S
(
f1(x)
)⊕ S( f2(x))⊕ · · · ⊕ S( fh(x))= S(c(x))
where c(x) is the least common multiple of f1(x), f2(x), . . . , fh(x).
Clearly, Lemmas 23 and 24 imply the following corollary.
Corollary 25. Let s be a homogeneous linear recurring sequence in GF(2) with characteristic polynomial
f (x) = f1(x) f2(x) · · · fh(x). If f1(x), . . . , fh(x) are relatively prime, then for each i = 1,2, . . . ,h, there ex-
ists a unique sequence si ∈ S( f i(x)), such that
s = s1 ⊕ s2 ⊕ · · · ⊕ sh.
Lemma 26. (See [16, Theorem 8.57].) For each i = 1,2, . . .h, let si be a homogeneous linear recurring se-
quence in GF(2) with minimal polynomial mi(x) ∈ GF(2)[x]. If the polynomials m1(x),m2(x), . . . ,mh(x) are
pairwise relatively prime, then the minimal polynomial of the sum s1 ⊕ s2 ⊕ · · · ⊕ sh is equal to the product
m1(x)m2(x) · · ·mh(x).
Proof of Lemma 21. (i) Since m1(1) =m2(1) = 1 implies that gcd(m1(x)m2(x), (x + 1)) = 1, it follows
from Corollary 25 that there are sequences b1,b2, c1, c2 such that
s1 = b1 ⊕ c1, b1 ∈ S
(
m1(x)
)
, c1 ∈ S
(
(x+ 1)u1),
s2 = b2 ⊕ c2, b2 ∈ S
(
m2(x)
)
, c2 ∈ S
(
(x+ 1)u2).
Moreover, mi(x) must be the minimal polynomial of bi and (x+1)ui must also be the minimal polyno-
mial of ci for i = 1,2, since otherwise Lemma 26 would imply that mi(x)(x+ 1)ui is not the minimal
polynomial of si . If c1 = c2, then
s1 ⊕ s2 = b1 ⊕ b2
and so it follows from Lemma 26 that m(x) =m1(x)m2(x). If c1 = c2, then it is easily seen that
c = c1 ⊕ c2 ∈ S
(
(x+ 1)max{u1,u2}).
Suppose (x + 1)r is the minimal polynomial of c, where 1  r  max{u1,u2}. Since m1(x), m2(x),
(x+ 1)r are pairwise relatively prime, it follows from Lemma 26 and
s1 ⊕ s2 = b1 ⊕ b2 ⊕ c
that m(x) =m1(x)m2(x)(x+ 1)r and so m(x) is divisible by m1(x)m2(x).
If u1 + u2 = 1, then gcd(m1(x)(x + 1)u1 ,m2(x)(x + 1)u2 ) = 1 and the second result immediately
follows from Lemma 26. If u1 = u2 = 1, since constant sequence 1 is the only sequence that has the
minimal polynomial (x+1), we have c1 = c2 and the second result follows from the above arguments
for the case c1 = c2.
(ii) Since
r(x)e1 ‖m1(x) and r(x)e2 ‖m2(x),
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gcd
(
m1(x)
r(x)e1
, r(x)
)
= gcd
(
m2(x)
r(x)e2
, r(x)
)
= 1. (44)
Corollary 25 implies that there are sequences b1,b2, c1, c2 such that
s1 = b1 ⊕ c1, b1 ∈ S
(
m1(x)/r(x)
e1
)
, c1 ∈ S
(
r(x)e1
)
,
s2 = b2 ⊕ c2, b2 ∈ S
(
m2(x)/r(x)
e2
)
, c2 ∈ S
(
r(x)e2
)
.
Moreover, mi(x)/r(x)ei is the minimal polynomial of bi while r(x)ei is the minimal polynomial of ci for
i = 1,2. We remark that c2 = 0 if e2 = 0. Let us denote b = b1⊕b2 and c = c1⊕c2. Then s1⊕s2 = b⊕c.
On one hand, it is clear that the minimal polynomial of b is a factor of m1(x)m2(x)/r(x)e1+e2 . On
the other hand, it is clear that r(x)e1 is the minimal polynomial of c1 ⊕ c2. Since (44) implies that
m1(x)m2(x)/r(x)e1+e2 is coprime with r(x)e1 , it follows from Lemma 26 that the minimal polynomial
of s1 ⊕ s2 is divisible by r(x)e1 . 
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