Non-commutative Field Theory on S^4 by Nakayama, Ryuichi & Shimono, Yusuke
ar
X
iv
:h
ep
-th
/0
40
40
86
v2
  1
5 
A
pr
 2
00
4
EPHOU-04-002
hep-th/0404086
April 2004
Non-commutative Field Theory on S4
Ryuichi Nakayama∗and Yusuke Shimono†
Division of Physics, Graduate School of Science,
Hokkaido University, Sapporo 060-0810, Japan
Abstract
In the previous paper (hep-th/0402010) we proposed a matrix con-
figuration for a non-commutative S4 (NC4S) and constructed a non-
commutative (star) product for field theories on NC4S. In the present
paper we will show that any matrix can be expanded in terms of the
matrix configuration representing NC4S just like any matrix can be ex-
panded into symmetrized products of the matrix configuration for non-
commutative S2. Then a scalar field theory on NC4S is constructed.
Our matrix configuration describes two S4’s joined at the circle and the
Matrix theory action contains a projection matrix inside the trace to
restrict the space of matrices to that for one S4.
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1 Introduction
The construction of the non-commutative S4 (NC4S) has not been straight-
forward. In [1] matrix configuration for NC4S was proposed to describe spheri-
cal Longitudinal 5-branes (L5-branes) in the context of the Matrix Theory.[2][3]
NC4S was also considered to construct an example of finite 4d field theory.[4][5]
There is, however, a problem in describing the fluctuating L5-branes and it was
concluded that ‘fuzzy S4’ is 6 dimensional, i.e., a fuzzy S2 fibre bundle over a
non-associative S4.[6] [7]
In the above works it was assumed that the non-commutative S4 algebra
is covariant under SO(5). In the flat, non-compact case, however, the Moyal
space is not invariant under space rotations except for two dimensions. The
Moyal algebra
[xµ, xν ] = iθµν , (µ, ν = 1, 2, .., d) (1)
is not covariant under SO(d) but only under SO(2)×SO(2) · · ·. Let us suppose
that there exists an SO(5) covariant non-commutative algebra on S4. In the
large radius limit this algebra is expected to be replaced by a non-commutative
algebra for the tangent space around some point on S4. This algebra would
be covariant under SO(4) which is the symmetry around the axis connecting
the point and the origin. This contradicts with the non-existence of the SO(4)
covariant non-commutative algebra in the flat, non-compact space. Therefore
we must abandon the SO(5) covariant formulation.
In the previous paper[8] the present authors proposed a matrix configura-
tion XˆA0 (A = 1, .., 5) for non-commutative S
4 by means of the tensor products
of two SU(2) generators, each in the spin j1 and j2 representations, respec-
tively. They satisfy the constraint of the sphere.
(XˆA0 )
2 = Rˆ2 1 (2)
The algebra of these matrices is not a Lie algebra and not covariant under
SO(5).
The motivation of the above construction was that the non-commutative
algebra of S2 is identified as SU(2) algebra[13] and the correspondence be-
tween the generators T a of SU(2) and the non-commutative coordinates xa is
established[15]; matrices are mapped onto functions on (commutative) S2 and
the matrix multiplication is mapped onto a non-commutative product (star
product) of the functions. When the representation of SU(2) is that with spin
2
j, any matrix of size N = 2j + 1 can be expanded into symmetrized products
of the generators T a up to order 2j. Correspondingly, the functions on S2 are
spanned by polynomials of xa up to order 2j. Then the matrices constructed
by tensor products of two matrices will be naturally mapped onto functions
on a four dimensional manifold and the non-commutative product for this
manifold will be obtained by tensor product of those for two S2’s. Because
the matrix configuration satisfies the constraint of S4, (2), it is expected that
non-commutative field theory on S4 will be obtained.
The functions on S4 and the non-commutative product constructed in [8]
have singularity on a circle ((X4)2+(X5)2 = R2) on S4, which is an ambiguity
(indeterminateness) of the values of these functions and the product. This is
due to the S2 × S2 parametrization of S4 which is used in the construction of
the star product. This singularity is so mild that this is not a serious problem
in describing non-commutative field theories on S4; in non-commutative field
theories differentiation is a star-commutator and differentiation does not create
more singular terms. In the description of a non-commutative field theory in
terms of the Matrix theory there are no singularities, because finite dimensional
matrices and traces of them are well-defined.
We will show that any matrix of size N = (2j1+1)(2j2+1) can be expressed
in terms of the matrix S4 configuration XˆA0 , if and only if j1 is half an odd
integer. In contrast to the S2 case this is not a polynomial of XˆA0 ’s. Instead,
a matrix is expanded into products of the functions of XˆA0 which are in exact
correspondence with the functions on S4 given by the Matrix ↔ Function
correspondence.
Then we will construct a scalar field theory on NC4S. The Matrix the-
ory action contains a projection matrix inside the trace. This is because our
parametrization of S4 actually describes two S4’s and we must restrict the
space of the matrices into the subspace describing only one S4. The cyclic
property of the trace is partially broken, but this is not an obstacle for writing
the Matrix theory action for the scalar theory. In the case of the gauge theory
there will be a restriction on the gaue symmetry.
Organization of the paper is as follows. In sec.2 we will give some properties
of the matrix configuration XˆA0 for S
4. Especially, we show that any matrix
can be expanded in terms of the base matrices constructed from the matrix
configuration XˆA0 . In sec.3 we will construct a scalar thery on NC4S. There is
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some summary in sec.4.
Finally a comment on the notation: throughout this paper we will use the
initial lowercase romans a, b, c, ... for values 1, 2, 3 and the middle romans
i, j, .. = 4, 5, while the capitals A,B, .. will run from 1 to 5.
2 Matrix configuration
In [8] we proposed the following matrix configuration for NC4S.
Xˆa0 =
α
j1(j1 + 1)
T 3(j1) ⊗ T a(j2), (a = 1, 2, 3)
Xˆ40 =
β
2j1(j1 + 1)
T 1(j1) ⊗ 12j2+1, Xˆ50 =
β
2j1(j1 + 1)
T 2(j1) ⊗ 12j2+1. (3)
Here T a(j) (a = 1, 2, 3) are the generators of the spin-j representation of SO(3)
and satisfy
[T a(j), T
b
(j)] = iǫabc T
c
(j) (4)
α and β are normalization constants.1
This configuration has the following properties.2
(1) The matrices (3) satisfies the matrix analogue of the equation for a four-
dimensional ellipsoid.
(
Xˆa0
)2
+ 4
α2
β2
j2(j2 + 1)
(
Xˆ i0
)2
= Rˆ2 1 (5)
Here Rˆ is a constant defined by
Rˆ = α
√
j2(j2 + 1)
j1(j1 + 1)
. (6)
If we choose
β = 2α
√
j2(j2 + 1), (7)
eq (5) becomes eq (2), the constraint of S4.
1Actually, we mainly discussed only the case of j1 = 1/2 in [8] and in sec.6 of that paper
we made a brief comment on general j1.
2This configuration actually describes two S4’s joined at a circle. To obtain non-
commutative field theories on S4 we must perform a projection onto only one S4. (sec.3)
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(2) This configuration satisfies the following algebra.3
[Xˆa0 , Xˆ
b
0] =
2α
β2
j1(j1 + 1) ǫabc
(
Xˆc0 [Xˆ
4
0 , Xˆ
5
0 ] + [Xˆ
4
0 , Xˆ
5
0 ] Xˆ
c
0
)
,
[Xˆa0 , Xˆ
i
0] =
j1(j1 + 1)
α
ǫabcǫij
(
Xˆb0 [Xˆ
c
0, Xˆ
j
0 ] + [Xˆ
c
0, Xˆ
j
0 ] Xˆ
b
0
)
,
(Xˆa0 )
2 [Xˆ40 , Xˆ
5
0 ] + [Xˆ
4
0 , Xˆ
5
0 ] (Xˆ
a
0 )
2 =
β2
2α j1(j1 + 1)
ǫabc Xˆ
a
0 Xˆ
b
0 Xˆ
c
0
(8)
This is not covariant under SO(5) but only under SO(3)× SO(2).
Properties (1) and (2) can be checked by explicit calculation.
(3) Any N ×N matrix Mˆ (N = (2j1+1)(2j2+1)) can be expressed in terms
of XˆA0 , if j1 is half an odd integer. This is analogous to the cases of non-
commutative torus[14] and non-commutative S2[15]. In the case of non-
commutative torus any matrix can be written as a linear combination of
P nQm, where P , Q are matrices satisfying PQP−1Q−1 = exp(2πi/N)1.
In the case of non-commutative S2 any matrix can be expanded into
symmetrized products of T a, the generators of SO(3).
Let us note that any 2j + 1 × 2j + 1 matrix can be expanded in terms
of the products of T a(j)’s. Therefore it is sufficient to express T
a
(j1)
⊗ 1
and 1⊗ T a(j2) in terms of XˆA0 . First of all from the last two eqs of (3) we
obtain
T i(j1) ⊗ 1 =
2j1(j1 + 1)
β
Xˆ i+30 (i = 1, 2). (9)
We next compute
(Xˆa0 )
2 =
(
α
j1(j1 + 1)
)2
(T 3(j1))
2 ⊗ (T a(j2))2 =
α2j2(j2 + 1)
(j1(j1 + 1))2
(T 3(j1))
2 ⊗ 1.
(10)
By taking the square root of both sides we have
T 3(j1) ⊗ 1 =
j1(j1 + 1)
α
√
j2(j2 + 1)
Dˆ. (11)
Here the matrix Dˆ is defined by
Dˆ ≡
(
(Xˆa0 )
2
)1/2
. (12)
3This algebra is new and defferent from the one we gave in [8].
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The sign convention of the square root must be specified. We note that
the non-vanishing eigenvalues λ of (10) are all doubled. The square root
is then defined such that both signs,
√
λ and −√λ, are all included in
the eigenvalues of (11) and (12).
To obtain 1⊗ T a(j2) we must divide Xˆa0 by T 3(j1)⊗ 1 and the latter matrix
should not have the eigenvalue 0. Hence j1 must be half an odd integer.
In this case we obtain
1⊗ T a(j2) =
√
j2(j2 + 1) Xˆ
a
0 Dˆ
−1. (13)
To conclude, any N × N matrix Mˆ can be expanded in terms of the
products of the matrices,
Xˆ40 , Xˆ
5
0 , Dˆ, Xˆ
a
0 Dˆ
−1 (a = 1, 2, 3), (14)
as long as j1 is half an odd integer. Among these there are matrices
which are not polynomials of XˆA0 .
3 Scalar field theory on NC4S
3.1 Functions and star product on S4
In the previous paper [8] we introduced the Matrix↔ Function correspon-
dence on the NC4S in terms of the similar correspondence on S2. In this
subsection we will recall the results of [8].
We introduced the following correspondence.4
T a(j1) ↔ j1
xa
r
, T a(j2) ↔ j2
ya
ρ
. (15)
Here xa and ya are coordinates on the two S2’s and r =
√
(xa)2, ρ =
√
(ya)2.
Then the configuration (3) is realized by the following coordinates
Xa =
αj2
j1 + 1
x3
r
ya
ρ
, (a = 1, 2, 3)
X4 =
β
2(j1 + 1)
x1
r
, X5 =
β
2(j1 + 1)
x2
r
(16)
4In [8] we considered only the case j1 = 1/2.
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Eqs (15), (16) constitute the Matrix ↔ Function correspondence.
One finds that
(j1 + 1)
2
(αj2)2
(Xa)2 +
4(j1 + 1)
2
β2
(X i)2 = 1. (17)
For
α = α∗ ≡ j1 + 1
j2
R, β = β∗ ≡ 2(j1 + 1) R, (18)
where R denote the radius of the commutative S4, this gives a constraint equa-
tion for S4. Note that these constants do not satisfy (7). This is interpreted
as a quantum effect. The discrepancy disappears only in the limit j1, j2 →∞.
In this limit the matrix algebra (8) becomes commutative and the limiting
geometry is expected to be that of a commutative S4. In what follows we will
choose these values (18) of α, β.
Matrix multiplication is realized on the functions on S4 by a non-commutative
product ⋆[8], which is induced by the non-commutative products ∗x, ∗y on S2
[9] [10] [11] [12],
f(x) ∗x g(x) = f(x) g(x) +
2j1∑
m=1
λm1 Cm(λ1)Ja1b1(x) · · ·Jambm(x)
×∂a1 · · ·∂am f(x) ∂b1 · · ·∂bm g(x) (19)
and the similar eq for f(y) ∗y g(y). Here λ1 = 1/2j1. f(x) and g(x) are
functions of xa/r. (r =
√
(xa)2) Cm(λ) and Jab(x) are defined by
Cm(λ) =
λm
m!(1− λ)(1− 2λ) · · · (1− (m− 1)λ) , (20)
Jab(x) = r
2δab − xa xb + i rǫabc xc. (21)
In terms of two ∗’s for xa and ya we can define a non-commutative product on
S4.
F (X) ⋆ G(X) ≡ F (X) ∗x ⊗ ∗y G(X) (22)
Here F (X) and G(X) must be regarded as functions of xa and ya: the factor
∗x of ∗x ⊗ ∗y operates on xa and ∗y acts on ya, respectively. The final ex-
pression must be re-expressed in terms of the S4 coordinate, XA. The explicit
expression of ⋆ for j1 = j2 = 1/2 representation was worked out in [8].
The functions F (X) on S4 are the products of those on the two S2’s.
They are polynomials of xa up to order 2j1 and those of y
a up to order 2j2,
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respectively.
F (X) =
2j1∑
m=0
2j2∑
n=0
Wa1...am;b1...bn r
−m ρ−n
× xa1(X) · · ·xam(X) yb1(X) · · · ybn(X) (23)
Here Wa1...am;b1...bn is a constant and symmetric under the interchange of the
indices, a1, . . . , am and b1, . . . , bn, separately. (ai, bi = 1, 2, 3) By solving (16)
xa and ya are expressed in terms of XA as
xi(X) = r X i+3/R (i = 1, 2), x3(X) = r D(X)/R,
ya(X) = ρ Xa/D(X) (a = 1, 2, 3). (24)
The function D(X) is defined by
D(X) ≡ ±
√
(Xa)2. (25)
Actually, these functions (24) correspond to the matrices (14) in accord with
the Matrix ↔ Function correspondence (15). In contrast to the matrix case
the coordinates ya and some of the functions on NC4S are ambiguous on a
circle
C = {(XA) | X1 = X2 = X3 = 0, (X4)2 + (X5)2 = R2}. (26)
The non-commutative product ⋆ is also ambiguous on C.[8]
Let us introduce polar coordinates (θ1, ϕ1) and (θ2, ϕ2) for the two S
2’s;
(θ1, ϕ1) for x
a and (θ2, ϕ2) for y
a, respectively. By (16)XA can be parametrized
as follows.
X1 = R cos θ1 sin θ2 cosϕ2, X
2 = R cos θ1 sin θ2 sinϕ2,
X3 = R cos θ1 cos θ2, X
4 = R sin θ1 cosϕ1,
X5 = R sin θ1 sinϕ1 (27)
Because (θ1, ϕ1, θ2, ϕ2) and (π − θ1, ϕ1, π − θ2, ϕ2 + π) yield the same XA the
parametrization (27) describes two S4’s: the range of θ1 must be restricted to
0 ≤ θ1 ≤ π/2 for one S4, and the remaining range π/2 ≤ θ1 ≤ π will correspond
to the other S4. Therefore S2 × S2 is devided into S2+× S2 and S2− × S2. The
manifold described by (27) is two S4’s joined at the circle C. We will call this
manifold S4♮S4. D(X) = R cos θ1 is positive for the first S
4 and negative for
the second. To obtain a single S4 we must restrict the manifold to the portion
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with D(X) ≥ 0. In what follows we will assume D(X) ≥ 0. In the case of
the matrix configuration the corresponding matrix Dˆ (12) was defined such
that eigenvalues with both signs are included. Therefore we must introduce
an appropriate projection matrix when we compute a trace in evaluating the
action integral. In the parametrization (27) X1, X2 and X3 vanish at θ1 = π/2
and the variables θ2, ϕ2 become redundant. This is the origin of the singularity
of the star product and functions at C (D(X) = 0).
Since S4 is embedded in the flat R5, the standard round metric
ds24 = (dX
A)2
= R2
(
dθ21 + sin
2 θ1 dϕ
2
1
)
+R2 cos2 θ1
(
dθ22 + sin
2 θ2 dϕ
2
2
)
(28)
yields the correct line element. We will equip our S4 with this metric. The
metric (28) in the polar coordinate (θi, ϕi) is also singular at θ1 = π/2; the
coefficients of dθ22 and dϕ
2
2 vanish at θ1 = π/2. But this singularity is an ap-
parent singularity common to all the polar coordinates. Instead the functions
(23) are non-singular in the polar coordinate.
3.2 Volume forms
The volume form of the round metric in the XA coordinate system is given
by
d(volume) =
R
X3
dX1 ∧ dX2 ∧ dX4 ∧ dX5. (29)
Here the coordinates X1,2,4,5 are treated as independent variables. This does
not coincide with
d(inv volume) =
1
RD2X3
dX1 ∧ dX2 ∧ dX4 ∧ dX5
= (dx1 ∧ dx2/rx3) ∧ (dy1 ∧ dy2/ρy3), (30)
the product of the SO(3) invariant measures on the two S2’s. These volume
forms are related by
d(inv volume) =
1
R2D(X)2
d(volume). (31)
The difference of the volume forms will result in the breaking of a part of the
cyclic property of the integration, which corresponds to the cyclic property of
the trace of matrices. However, it is possible to write down the action integral
for the scalar field theory.
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3.3 Scalar field theory
As a simple example of non-commutative field theories on S4 let us consider
a scalar field theory. We propose the matrix action for a real scalar theory on
NC4S by
Sscalar =
1
(N/2)
Tr+
{(
−1
2
[XˆA0 , Φˆ]
2 + V (Φˆ)
)
3Dˆ2
R2
}
. (32)
(N = (2j1 + 1)(2j2 + 1) ) Here Φˆ is an N by N hermitian matrix representing
a scalar field and V (Φˆ) is a potential. Dˆ is a matrix defined in (12). The
insertion of Dˆ2 is motivated by the relation (31) of the two volume forms. Tr+
denotes a trace restricted to the subspace Λ+ of positive eigenvalues of Dˆ. We
also denote the subspace of negative eigenvalues as Λ−. The whole operation is
equivalent to inserting into the trace of the Lagrangian a matrix Dˆ2+ = Dˆ
2 Pˆ+,
where Pˆ+ is a projection matrix onto Λ+.
One may think that this is not allowed because this will break the unitary
symmetry Φˆ → Uˆ Φˆ Uˆ−1 of the action. In the case of a scalar theory the
background XˆA0 has already broken this symmetry. To construct gauge theories
we need the unitary symmetry. But Dˆ2+ commutes with U(N/2) ⊗ U(N/2).
This symmetry can be turned into the non-commutative U(1) gauge symmetry.
When we consider a U(m) gauge theory, we must enlarge the matrices XˆA0 , Φˆ
by tensor products with m by m matrices and the matrix Dˆ2+ must be chosen
to be an identity in this extra space.
This projection enforces the restriction to one S4 of S4♮S4 and must be
performed once with the operation of the trace. Since the two terms in the
action have the form Tr+ (A A · · · A) Dˆ2 = Tr (A A · · · A Dˆ2+) 5, the
location of Dˆ2+ inside the trace is irrelevant due to the cyclic property of the
trace.
Let us work out the explicit form of the action for the case j1 = j2 = 1/2
and see the effect of the projection onto Λ+. From (18) the values of α and β
are α = 3R, β = 3R. Then the matrix configuration (3) is given by
Xˆa0 =
R
2
(
σa 0
0 −σa
)
, Xˆ40 = R
(
0 1
1 0
)
, Xˆ50 = iR
(
0 −1
1 0
)
. (33)
Here σa are Pauli matrices and 1 is a 2 by 2 identity matrix. Pˆ+ and Dˆ
2 are
5A = [XˆA0 , Φˆ] in the first term of the action and A = Φˆ in the second.
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given by
Pˆ+ =
(
1 0
0 0
)
, Dˆ2 =
R2
4
(
1 0
0 −1
)
. (34)
As for Φˆ we put
Φˆ =
(
A B
B† C
)
, (35)
where A, C are 2 by 2 hermitian matrices and B a 2 by 2 matrix. By simple
calculation we obtain the result.
− Tr+ [Xˆa0 , Φˆ]2 Dˆ2 =
R4
16
tr{−[σa, A]2 + (σaB +Bσa) (σaB +Bσa)†},
−Tr+ [Xˆ40 , Φˆ]2 Dˆ2 =
R4
4
tr{−(B − B†)2 + (A− C)2},
−Tr+ [Xˆ50 , Φˆ]2 Dˆ2 =
R4
4
tr{(B + B†)2 + (A− C)2}. (36)
Here tr is the trace of 2 by 2 matrices. Therefore the kinetic part of the
action 3R
2
64
tr{−[σa, A]2 + (σaB + Bσa) (σaB + Bσa)† + 16BB† + 8(A − C)2}
yields a necessary damping factor for all the variables in the path integral.
A and C may be regarded as matrices associated with S4’s with D(X) ≥ 0
and D(X) ≤ 0, respectively, while B a matrix connecting the two S4’s. The
above example shows that only the matrix A has the ‘kinetic term’, i.e. the
commutator term. B and C are auxiliarly fields.
According to the Matrix ↔ Function correspondence, this action can be
rewritten in terms of the non-commutative product. The corresponding scalar
field on S4 is denoted by Φ(X). We define the non-commutative derivative ∇A
by the commutator.
∇AΦ(X) ≡ −i[XA,Φ(X)]⋆ (37)
Here the star-commutator [·, ·]⋆ is defined by [F,G]⋆ = F ⋆ G−G ⋆ F . In the
Matrix↔ Function correspondence the restricted trace Tr+ is replaced by the
volume integration only on one S4 with D ≥ 0, i.e., S2+ × S2.
1
(N/2)
Tr+ → 1
Vol(S2+ × S2)
∫
S2
+
×S2
d(inv volume) (38)
We must use the invariant volume form and it is given by (30). The prefactor
of the integral is the inverse of the volume of half S2 × S2,
Vol(S2+ × S2) =
1
2
× (4π)2 = 8π2. (39)
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The action integral is now given by
Sscalar
=
∫
S2
+
×S2
d(inv volume)
Vol(S2+ × S2)
{
1
2
(∇A Φ(X)) ⋆ (∇A Φ(X)) + V (Φ)⋆
}
⋆
3D2
R2
.
(40)
Here V (Φ)⋆ is obtained from V (Φ) by replacing the ordinary products by ⋆.
By using eq (31) we replace the integration measure by that of S4 equipped
with the round metric.
Sscalar =
∫
S4
d(volume)
D2 Vol(S4)
{
1
2
(∇A Φ(X)) ⋆ (∇A Φ(X)) + V (Φ)⋆
}
⋆ D2.
(41)
Here Vol(S4) is the volume of S4.
Vol(S4) =
8π2
3
R4 (42)
Let us notice that D2 in the denominator of the measure and D2 in the inte-
grand do not cancel.
Now let us consider the commutative limit (j1, j2 → ∞, R fixed) In this
limit we expect that the action (41) will reduce to
Scomm =
∫
S4
d(volume)
Vol(S4)
{
1
2
GAB(X) ∂A Φ(X) ∂BΦ(X) + V (Φ)
}
. (43)
Here GAB (A,B = 1, . . . , 5) and its inverse,GAB , are the metric in the tan-
gent space Tp(S
4) and cotangent space T ∗p (S
4) at p = (XA) defined by ds24 =
GAB dX
A dXB, GAB G
BC = δAC −XAXC/R2, XA GAB = XA GAB = 0; GAB
is given by
Gab = δab − 1
R2
Xa Xb,
Gai = Gia = − 1
R2
Xa X i,
Gij = δij − 1
R2
X i Xj (44)
We have not proved this yet. The proof will depend on the explicit form of
the star product and the derivative ∇A for general values of j1, j2. We hope
to report on this in the future.
In the commutative limit the scalar field Φ(X) has the form (23) with the
summations extending to infinity. This field is singular on the circle, D(X) =
12
0, and differentiation may produce stronger singularities. Is the action (43)
well-defined? We will show that this integral is finite. Let us note that all the
terms in Gab and Gai are proportional to Xa, Xb except for the term δab in Gab.
Therefore in the kinetic term in (43) the derivatives with respect to Xa appear
in the combination Xa ∂a. Since the singulatity of Φ is at most the ambiguity
Xc/D(X) and this satisfies Xa ∂a (X
c/D) = 0, this type of differentiation
does not create stronger singularities. The term in Gab proportional to δab
will create a singularity δab ∂a (X
c/D) ∂b (X
d/D) = 1/D2 (δcd −Xc Xd/D2)
but this singularity is integrable. Therefore the commutative limit of the non-
commutative scalar field theory is well-defined.
Finally, we must comment on the cyclic property of the integral (38).
Usually, the trace of matrices Aˆ, Bˆ satisfies the cyclic property TrAˆBˆ =
TrBˆAˆ and by the Matrix ↔ Function correspondence the integral of the
functions A(X), B(X) satisfies the similar property
∫
dXA(X) ⋆ B(X) =∫
dXB(X) ⋆ A(X). Our trace Tr+, however, does not have this property:
Tr+ AˆBˆDˆ
2 ≡ TrAˆBˆDˆ2+ 6= Tr+ BˆAˆDˆ2. The corresponding integral does not
have this propery, either. By the same reason as for the trace, Tr+, this is
not an obstacle for writing the action integral for the scalar theory. When we
consider correlation functions, however, we must keep the ordering, not just
the cyclic ordering, in the correspondence.
1
(N/2)
Tr+ Aˆ1Aˆ2 · · · AˆnDˆ2 ↔
∫
S4
d(volume)
D2Vol(S4)
A1(X)⋆A2(X)⋆ · · ·⋆An(X)⋆D2
(45)
When we consider the gauge theories we need the cyclic property to im-
plement the gauge symmetry. On the Matrix theory side we have U(N/2) ×
U(N/2) symmetry as mentioned above. If Hˆ is a matrix of the form
Hˆ =
(
H+ 0
0 H−
)
,
where the first block is for Λ+ and the second for Λ−, we have Tr+ AˆHˆDˆ
2 =
Tr+ HˆAˆDˆ
2 for any matrix Aˆ. The matrix Hˆ keeps the subspaces Λ+, Λ−
invariant separately. On the function side, since D(X) is nothing but x3 as
one can see from (24), the functions which correspond to the matrix Hˆ are
x3 and y1,2,3. Then for an arbitrary function A(X) on S4 and a function
H(X) ≡ H(x3(X), ya(X)) which is a polynomial of x3(X) and ya(X), we can
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check the following formula by using (19) and (22).∫
S4
d(volume)
D2Vol(S4)
A(X) ⋆H(X) ⋆ D2 =
∫
S4
d(volume)
D2Vol(S4)
H(X) ⋆ A(X) ⋆D2 (46)
Therefore we can construct a gauge theory action which is invariant under
restricted gauge transformations generated by gauge functions which are poly-
nomials of x3(X) and ya(X). The remaining gauge symmetry will recover in
the commutative limit. The problem of the gauge symmetry needs further
investigation.
4 Summary
In this paper we have shown that any matrix of size N = (2j1+1)(2j2+1)
can be expressed in terms of the matrix S4 configuration XˆA0 . Therefore in
the Matrix theory version of the non-commutative field theories on S4 the
fluctuations of NC4S can be expanded in terms of XˆA0 .
Then we constructed a non-commutative scalar field theory on S4. The
novel point is the projection matrix inside the trace which restricts the space
of matrices to the subspace corresponding to one of the two S4’s. In the de-
scription of the non-commutative field theory in terms of the star product this
restriction corresponds to D(X) ≥ 0. The restriction on the cyclic property of
the trace and the integration is also discussed.
We are now investigating the large radius limit of the non-commutative
field theories on S4. We found that Moyal deformation of R4 can be obtained
in the vicinity of a point on S4 in a suitable j1, j2 → ∞ limit. Some insight
into the geometry of NC4S may be obtained by studying this limit. The result
will be reported elsewhere.[16] We considered only the scalar field theory in the
present paper but the matrix formulation of the gauge theory on the NC4S is
also possible.[8] One of the methods for the study of the matrix version of the
non-commutative field theories, including scalar theory and gauge theory, is the
numerical simulation.[17] We are planning to perform the numerical analysis of
non-commutative gauge theories on S4. Inclusion of fermionic fields on NC4S is
also an interesting problem. The construction of the fermion action on S4 and
the extension to the non-commutative description will be explored. Finally,
the extension of the present work to higher dimensional non-commutative S2n
will be straightforward and interesting.
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