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Abstract
This paper studies the asymptotic behavior of the least squares estimators in segmented multiple
regression. For a model with more than one partitioning variable, each of which has one or more change-
points, we study the asymptotic properties of the estimated change-points and regression coefficients. Using
techniques in empirical process theory, we prove the consistency of the least squares estimators and also
establish the asymptotic normality of the estimated regression coefficients. For the estimated change-points,
we obtain their consistency at the rates of 1/
√
n or 1/n, with or without continuity constraints, respectively.
The change-points estimated under the continuity constraints are also shown to asymptotically have a
multivariate normal distribution. For the case where the regression mean functions are not assumed to
be continuous at the change-points, the asymptotic distribution of the estimated change-points involves a
step function process, whose distribution does not follow a well-known distribution.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
A segmented line regression model has been used in many applications to describe changes
in linear trends. A great amount of work has been done on segmented line regression, dealing
with topics like computational issues in fitting a segmented line regression model, inference on
parameters including the change-points, and the selection of the number of change-points. For
a model with a given number of change-points, distributional properties of the least squares
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estimators have been studied by many authors. Feder [4] considered a segmented regression
model with one independent variable under the continuity constraints and studied the asymptotic
distributions of the estimated regression coefficients and change-points. Under some technical
assumptions on the independent variable, Feder [4] proved the consistency and asymptotic
normality of the least squares estimators, first for the pseudo-sample, which is obtained by
removing some data points around the estimated change-points and then obtained the desired
results for the full sample using the asymptotic equivalence between the pseudo-sample estimates
and the full sample estimates. Hinkley [6,7] and Hu˘skova´ [9] considered some special cases
of the model studied in Feder [4], and provided more details on distributional properties of
the estimators. Bai [1] and Bai and Perron [2,3] considered a multiple regression model with
structural changes, the model without the continuity constraints at the change-points, and studied
the asymptotic properties of the estimators. For a model where the change-points are index points
in the discrete scale, Bai [1] proved, under mild assumptions on the independent variables,
that the estimated break fraction is consistent at the rate of 1/n and showed that the limiting
distribution of the estimated change-point involves an argument that maximizes a shifted Wiener
processes. Liu et al. [13] proposed an information-based criterion to select the number of change-
points, and studied the asymptotic behavior of the estimators of multivariate regression models,
with or without the continuity constraints. Under some assumptions on the independent variables,
similar to those of Bai [1], Liu et al. [13] proved the consistency of the estimated change-
points at the rates of 1/
√
n or 1/n for a continuous or discontinuous model, respectively, and
obtained the asymptotic normality for the distributions of the estimated regression coefficients.
Most of these work, however, focus on the case with only one partitioning variable through
which changes occur, and it is our interest in this paper to consider a segmented regression
model with more than one partitioning variable, with or without the continuity constraints at the
change-points.
Fitting the segmented regression model with two partitioning variables can be done by a
grid search, where a two-dimensional grid is searched over for a minimum residual sum of
squares or by using nonlinear regression such as SAS PROC NLIN. Our focus in this paper
is not on computational issues of fitting algorithms, but on the asymptotic behavior of the least
squares estimators, which would help one to conduct asymptotic inference on the parameters.
We first establish the consistency of the least squares estimators by using a maximal inequality
for partial sums. Then, we study the asymptotic properties of the least squares estimators for
a simplest model with two partitioning variables, each of which has one change-point, and
with one additional independent variable. We note that its extension to models with more than
two partitioning variables, each with multiple change-points, and/or more than one additional
variable is straightforward. When we have the continuity constraints at the change-points, the
asymptotic joint distribution of the estimated regression coefficients is multivariate normal and
the estimated change-points are consistent at the 1/
√
n-rate. The distribution of the estimated
change-points also can be approximated by a bivariate normal distribution. When the segments
are not assumed to be continuous at the change-points, we prove the asymptotic normality of
the estimated regression coefficients and the consistency of the estimated change-points at the
1/n-rate and discuss the distribution of the estimated change-points.
This paper is organized as follows. In Section 2, we present the model and summarize some
preliminary results such as the consistency of the least squares estimators. Section 3 considers
the segmented regression model with the continuity constraints at the change-points. The model
without the continuity constraints is studied in Section 4. Section 5 summarizes simulation results
and also includes an example. Concluding remarks are given in Section 6.
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2. Model and preliminaries
2.1. Model
Let Y denote the response variable and x1, . . . , x p be p independent variables, and consider
a segmented multiple regression model with two partitioning variables, say x1 and x2, such that
E(Y |x) =∑lj=0∑mk=0 θ ′jkxI jk(x), where x = (1, x1, . . . , x p)′, θ jk = (θ jk,0, θ jk,1, . . . , θ jk,p)′
and I jk(x) = IA jk (x) = 1 if (x1, x2) ∈ A jk = (τ j , τ j+1]×(γk, γk+1], and zero otherwise. In this
model, τ0, γ0, τl+1, and γm+1 are known constants, and τ = (τ1, . . . , τl)′, γ = (γ1, . . . , γm)′,
and θ jk ( j = 0, . . . , l; k = 0, . . . ,m) are unknown parameters. Let
ξ = (θ ′00, θ ′10, . . . , θ ′l0, θ ′01, θ ′11, . . . , θ ′l1, . . . , θ ′0m, θ ′1m, . . . , θ ′lm, τ ′, γ ′)′
and ξ (0) denote the true values of the parameters. At the change-points, τ and γ , the regression
mean surfaces may or may not be continuous. Segmented multiple regression models considered
in Liu et al. [13] allow only one partitioning variable, say x1, with multiple changes at
(τ1, . . . , τl), and the regression mean function at (x1, . . . , x p) such that x1 ∈ (τ j , τ j+1] for
j = 0, . . . , l, is expressed as E(Y |x1, . . . , x p) = β j0 + ∑pk=1 β jkxk , with or without the
continuity constraints at the change-points. As in [10], Liu et al.’s continuous model can be also
represented as E(Y |x1, . . . , x p) = β0+β1x1+δ1(x1−τ1)++· · ·+δl(x1−τl)++β2x2+· · ·+βpx p,
where a+ = a if a > 0 and zero otherwise. The discontinuous model of Liu et al. does not have
any specific restrictions on the mean functions and E(Y |x) = ∑lj=0 θ ′jxI j (x1), where θ j =
(θ j,0, θ j,1, . . . , θ j,p)
′, x = (1, x1, . . . , x p)′ and I j (x1) = 1 if x1 ∈ (τ j , τ j+1]. Bai and Perron
[2,3] studied a discontinuous model such that E(Y |x, v) = β ′qxq +
∑l
j=0 θ ′jx∗q I j (v) where x =
(x′q , x∗q ′)′, xq = (x0, x1, . . . , xq)′, x∗q = (xq+1, xq+2, . . . , x p)′,βq = (β0, β1, . . . , βq)′, θ j =
(θ j,1, θ j,2, . . . , θ j,p−q)′, and I j (v) = 1 if v, which can be one of the x ′s or the time index, is in
(T j , T j+1] for T0 ≤ T1 ≤ · · · ≤ Tl+1. Although the model of Bai and Perron is more general
than the discontinuous model of Liu et al. in that Bai and perron’s model includes extra regression
coefficients βq which are not subjected to change, but it still has only one partitioning variable
and the partitioning variable is discrete in nature. The regression mean function considered in
this paper is an extension of those of Liu et al. [13] to situations with more than one partitioning
variable and is more general than that of Bai and Perron [2,3] since the partitioning is determined
by more than one variable and the change-points can be anywhere in the data range rather than
at discrete index points. In this paper, however, we focus on independent error variables, while
Bai and Perron [2,3] allow general forms of correlated errors as in time-series models.
2.2. Consistency
Suppose that we observe (Yi , xi1, . . . , xi p) for i = 1, . . . , n and assume that
Yi = µ(ξ , xi )+ ei =
l∑
j=0
m∑
k=0
θ ′jkxi I jk(xi )+ ei , (1)
where the ei are independently and identically distributed with mean zero and unknown variance
σ 2. Let ξˆn be the least squares estimators of ξ , which minimizes
∑n
i=1(yi − µ(ξ , xi ))2, and
σˆ 2 =∑ni=1(yi − µ(ξˆn, xi ))2/(n − q) where q is the number of unknown free parameters.
We first consider the consistency of ξˆn in this section, and will study their asymptotic
distributions, with or without the continuity constraints at the change-points, τ and γ . As
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discussed in Feder [4] who considered the r -phase segmented line regression model with
p = 1, the classical asymptotic theory of maximum likelihood estimators are not applicable
for segmented regression. To prove asymptotic results for the least squares estimators, we use
a maximal inequality for partial sums developed in empirical process theory. The following
lemma is a slightly modified version of (7.10) of [14]. Let { fi (ξ)} be a sequence of random
processes indexed by ξ ∈ Ξ . For each n, let Fn(Ξ ) = {( f1(ξ), . . . , fn(ξ)) : ξ ∈ Ξ }. We
call Fn(Ξ ) = (F1, . . . , Fn)′ the envelope for Fn(Ξ ) if supξ∈Ξ | fi (ξ)| ≤ Fi . We also need the
definition of manageability which is described in [14] in detail. Since its definition contains
somewhat complicated concept of pseudo-dimension, we omit the definition here. However, we
note that any sequences of processes { fi (ξ)} considered in this paper are manageable.
Lemma 2.1. Suppose that for each n, Fn(Ξ ) is manageable with respect to an envelope Fn(Ξ ).
Then there exists a constant K such that
E sup
ξ∈Ξ
∣∣∣∣∣∑
i
{ fi (ξ)− E fi (ξ)}
∣∣∣∣∣ ≤ K E‖Fn(Ξ )‖,
where ‖ · ‖ stands for the L2-norm, and K depends only on the pseudo-dimension of Fn(Ξ ).
As discussed in the literature (for example, [4,13,2,3]), the distributions of the least squares
estimators depend on the spacing of the independent variables, and we need assumptions on
them to establish asymptotic results. Each independent variable can be either a random variable
or of nonrandom design points. We get similar asymptotic results in either case, and thus we
follow only the case where all the independent variables are random because the random case is
considered to be harder to handle. The following assumption states conditions slightly stronger
than what is needed to get results, but we employ it because it is simple and reasonably easy to
satisfy. Let x = (1, x′0)′.
Assumption 1. The covariates x0 has a positive and continuous density function in any small
neighborhoods of {x0 = (x1, . . . , x p)′ : x1 = τ (0) or x2 = γ (0)}. Also x0 is independent of the
error, e.
For the case of nonrandom design points, the following assumption can replace Assumption 1.
Note that the data spacing should be of order O(1/n) to satisfy this assumption.
Assumption 1′. Let {δn} be a sequence of constants for which O(1/n) ≤ δn = o(1). The number
of data points in any small neighborhoods of {x0 = (x1, . . . , x p)′ : x1 = τ (0) or x2 = γ (0)} with
volume δn is of order at least nδn .
To establish the consistency of ξˆn in the following theorem, we first note that ξˆn minimizes
Q(ξ) = 1n
∑n
i=1(yi − µ(ξ , xi ))2, and so the estimator ξˆn minimizes
Q(ξ)− Q(ξ (0)) = 1
n
n∑
i=1
(yi − µ(ξ , xi ))2 − 1n
n∑
i=1
(yi − µ(ξ (0), xi ))2
= 1
n
n∑
i=1
(
µ(ξ , xi )− µ(ξ (0), xi )
)2 − 2
n
n∑
i=1
ei
(
µ(ξ , xi )− µ(ξ (0), xi )
)
= 1
n
n∑
i=1
g(ξ , xi , ei ).
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Without loss of generality, we consider the case where the parameter space Ξ is a subset of
{ξ : ‖ξ‖ < M} for some sufficiently large constant M < ∞.
Theorem 2.2. Under Assumption 1, for any δ > 0, limn→∞ P(‖ξˆn − ξ (0)‖ ≤ δ) = 1.
Proof. Note that ξˆn minimizes
1
n
∑n
i=1 g(ξ , xi , ei ), and
inf
n∑
i=1
g(ξ , xi , ei )/n ≥ inf Eg(ξ , ·, ·)− sup
∣∣∣∣∣ n∑
i=1
g(ξ , xi , ei )− Eg(ξ , xi , ei )
∣∣∣∣∣
/
n, (2)
where the infimum and the supremum are taken over the set
{
ξ : ‖ξ − ξ (0)‖ > δ
}
. By
Assumption 1, there exists an  > 0 such that for any δ > 0, there exists c = c(δ) such that
inf{
ξ :‖ξ−ξ (0)‖>δ
} P (|µ(ξ , x)− µ(ξ (0), x)| > c‖ξ − ξ (0)‖) > .
So the first term on the right-hand side of (2) is greater than or equal to c2δ2. And the second
term on the right-hand side of (2) is of order op(1) by Lemma 2.1. So it is true that
lim
n→∞ P
 inf{
ξ :‖ξ−ξ (0)‖>δ
} n∑
i=1
g(ξ , xi , ei )/n > 0
 = 1.
Since the least squares estimator ξˆn minimizes
∑n
i=1 g(ξ , xi , ei )/n and also
∑n
i=1 g(ξ (0), xi , ei )
/n = 0, P(‖ξˆn − ξ (0)‖ ≤ δ) approaches 1 as n →∞, which completes the proof. 
In segmented line regression with p = 1, the distributional properties of the least squares
estimators or the likelihood ratio statistics are quite different depending on whether the linear
segments are assumed to be continuous or not at the change-points ([15, Chapter 9], [12,13]).
In studying the asymptotic behavior of the least squares estimators in segmented multiple
regression, in Section 3 we first consider the continuous case, where µ(ξ , x) = E(Y |x) is
continuous with respect to the partitioning variables x1 and x2, and Section 4 considers the case
where µ(ξ , x) has jumps at the change-points in both coordinates of x1 and x2. We also discuss
a mixed case in Section 4. In order to make the presentation simple, we consider the simplest
situation with l = m = 1 and p = 3, for which θ ′ = (θ ′00, θ ′10, θ ′01, θ ′11) and ξ ′ = (θ ′, τ1, γ1),
and without loss of generality, we assume τ0 = γ0 = 0 and τ2 = γ2 = 1 and denote τ = τ1 and
γ = γ1. To make the arguments more illustrative, we consider the case of τ (0) < τ and γ (0) < γ ,
and note that the other cases can be handled similarly.
Divide {(x1, x2) : 0 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1} into the nine sections as in Fig. 1.
Let
G(α,β, A) = 1
n
n∑
i=1
(α′xi − β ′xi )21A(xi )− 2n
n∑
i=1
ei (α
′xi − β ′xi )1A(xi ),
where 1A(x) = 1 if x ∈ A and 0 otherwise. Then,∑
i
g(ξ , xi , ei )/n = G(θ00, θ (0)00 , A1)+ G(θ00, θ (0)10 , A2)+ G(θ10, θ (0)10 , A3)
+G(θ00, θ (0)01 , A4)+ G(θ00, θ (0)11 , A5)+ G(θ10, θ (0)11 , A6)
+G(θ01, θ (0)01 , A7)+ G(θ01, θ (0)11 , A8)+ G(θ11, θ (0)11 , A9). (3)
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Fig. 1. Partition of the covariate space.
To study the order of consistency and asymptotic distribution of the least squares estimators, ξˆn ,
we will examine
∑
i g(ξ , xi , ei )/n, focusing on ξ in
{
ξ : ‖ξ − ξ (0)‖ ≤ δ
}
for a small δ > 0,
which is justified by the consistency of ξˆn in Theorem 2.2.
3. Asymptotics: Continuous case
In this section, for l = m = 1 and p = 3, we study the asymptotic behavior of
ξˆn = (θˆ00,0, . . . , θˆ00,3, . . . , θˆ11,0, . . . , θˆ11,3, τˆ , γˆ )′ when µ(ξ , x) = E(Y |x) is continuous at
any change-points in both coordinates of x1 and x2. For segmented line regression with one
independent variable which serves as a partitioning variable, Feder [4] obtained the consistency
of τˆ at the rate of 1/
√
n, and proved the asymptotic normality of θˆn . Similar results are obtained
in [13] for a segmented multiple regression model with one partitioning variable, but without
explicit expression of the asymptotic covariance matrix presented. For segmented multiple
regression with two partitioning variables in this section, we get the asymptotic normality of
θˆn by examining the components of (3) over the nine sections described above, and obtain the
explicit formulation of the asymptotic covariance matrix. The consistency of (τˆ , γˆ ) at the rate of
1/
√
n and their asymptotic bivariate normality can be proved by using the asymptotic distribution
of θˆn .
We start with the regression parameters θ . To get the asymptotic distribution of θˆn , we
decompose
∑
i g(ξ , xi , ei )/n in (3) into two parts: a main part including (θ i j − θ (0)i j ) terms
only (i, j = 0, 1), which mainly determines the asymptotic distribution of θˆn and the second
part including the remaining negligible terms. Let the main part be
H1(θ) = G(θ00, θ (0)00 , A(0)00 )+ G(θ10, θ (0)10 , A(0)10 )+ G(θ01, θ (0)01 , A(0)01 )+ G(θ11, θ (0)11 , A(0)11 )
for A(0)00 = A1, A(0)10 = A2 ∪ A3, A(0)01 = A4 ∪ A7 and A(0)11 = A5 ∪ A6 ∪ A8 ∪ A9. Then the
remaining part is
R(θ , τ, γ ) =
∑
i
g(ξ , xi , ei )/n − H1(θ)
= G(θ00, θ (0)10 , A2)− G(θ10, θ (0)10 , A2)+ G(θ00, θ (0)01 , A4)
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−G(θ01, θ (0)01 , A4)+ G(θ00, θ (0)11 , A5)− G(θ11, θ (0)11 , A5)
+G(θ10, θ (0)11 , A6)− G(θ11, θ (0)11 , A6)
+G(θ01, θ (0)11 , A8)− G(θ11, θ (0)11 , A8). (4)
To establish the asymptotic normality of θˆn , we consider the asymptotic behavior of H1(θ) and
R(θ , τ, γ ) separately. The following two lemmas deal with these two terms respectively, and
their proofs are given in Appendix.
Lemma 3.1. Under Assumption 1,
H1(θ) = (θ − θ (0))′(T + op(1))(θ − θ (0))− 2(θ − θ (0))′(W + op(1))/
√
n,
whereW ∼ N16(0, σ 2T) and
T =

E[xx′ I (0)00 (x)] 04 04 04
04 E[xx′ I (0)10 (x)] 04 04
04 04 E[xx′ I (0)01 (x)] 04
04 04 04 E[xx′ I (0)11 (x)]
 ,
for I (0)i j (x) = IA(0)i j (x), (i, j = 0, 1).
Lemma 3.2. Under Assumption 1,
R(θ , τ, γ ) = op(‖θ − θ (0)‖/
√
n)+ op(‖θ − θ (0)‖2).
Theorem 3.3. Under Assumption 1,
√
n(θˆn − θ (0)) converges to N (0, σ 2A(A′TA)−1A′) in distribution,
where A is a 16× 8 matrix such that
A′ =

1 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0
0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0

.
Proof. From Lemmas 3.1 and 3.2,
Kn(θ , τ, γ ) =
∑
i
g(ξ , xi , ei )/n
= (θ − θ (0))′(T + op(1))(θ − θ (0))− 2(W + op(1))
′(θ − θ (0))√
n
+ op(‖θ − θ (0)‖/√n)+ op(‖θ − θ (0)‖2), (5)
uniformly in n and ξ ∈ {ξ : ‖ξ − ξ (0)‖ ≤ δ}.
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From the continuity constraints, the parameter θ ’s are closely related as in θ00,3 = θ10,3 =
θ01,3 = θ11.3, and the number of free parameters in θ is reduced to eight as we note in the
following equivalent representation of the model, E(Y |x1, x2, x3) = β0+β1x1+β2x2+β3x3+
δ1(x1 − τ)+ + δ2(x2 − γ )+. To obtain the appropriate asymptotic distribution of θˆn , it is helpful
to reparameterize the θ ’s to a new set of distinct parameters, β = (β0, β1, . . . , β7)′, as follows:
β0 = θ00,0, β1 = θ00,1 = θ01,1,
β2 = θ00,2 = θ10,2, β3 = θ00,3 = θ10,3 = θ01,3 = θ11,3,
β4 = β0 − τδ1 = θ10,0, β5 = β1 + δ1 = θ10,1 = θ11,1
β6 = β0 − γ δ2 = θ01,0, β7 = β2 + δ2 = θ01,2 = θ11,2.
We note that θ11,0 = −β0 + β4 + β6 and θ = Aβ where A is a 16 × 8 matrix with rank eight
defined in Theorem 3.3. Then it is natural to assert that θ (0) = Aβ(0) and θˆn = Aβˆn , and that for
θ near θ (0), ‖β − β(0)‖ has the same order as ‖θ − θ (0)‖. So Kn(θ , τ, γ ) in (5) can be expressed
as
Kn(Aβ, τ, γ ) = (β − β(0))′(V + op(1))(β − β(0))− 2(A
′W + op(1))′(β − β(0))√
n
+ op(‖β − β(0)‖/
√
n)+ op(‖β − β(0)‖2),
where V = A′TA. Since ξˆn is consistent, A′W = Op(1), and V = O(1),
Kn(Aβˆn, τˆ , γˆ ) =
(
βˆn − β(0) −
V−1A′W + op(1)√
n
)′
(V + op(1))
×
(
βˆn − β(0) −
V−1A′W + op(1)√
n
)
− W
′AV−1VV−1A′W
n
+ op(1/n).
From the fact that
Kn(Aβˆn, τˆ , γˆ ) ≤ Kn(A(β(0) + V−1A′W/
√
n), τ˜ , γ˜ ) = −W
′AV−1A′W
n
+ op(1/n),
where (τ˜ , γ˜ ) is an appropriate value of (τ, γ ) such that µ(·, x) is continuous, we get∥∥∥∥∥βˆn − β(0) − V−1A′W + op(1)√n
∥∥∥∥∥
2
= op(1/n),
which implies
√
n(θˆn − θ (0)) =
√
nA(βˆn − β(0)) = AV−1A′W + op(1). 
In the remaining part of this section, we consider the asymptotic behavior of the estimated
change-points. From the definition of the β’s, we have
τ = β0 − β4
β5 − β1 and γ =
β0 − β6
β7 − β2 .
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Since τˆ − τ (0) = βˆ0−βˆ4
βˆ5−βˆ1 −
β
(0)
0 −β(0)4
β
(0)
5 −β(0)1
, it can be easily obtained that
τˆ − τ (0) = β
(0)
5 − β(0)1
βˆ5 − βˆ1
{
(βˆ4 − βˆ0)− (β(0)4 − β(0)0 )+ τ (0)[(βˆ5 − βˆ1)− (β(0)5 − β(0)1 )]
β
(0)
1 − β(0)5
}
.
Similarly we have
γˆ − γ (0)= β
(0)
7 − β(0)2
βˆ7 − βˆ2
{
(βˆ6 − βˆ0)− (β(0)6 − β(0)0 )+ γ (0)[(βˆ7 − βˆ2)− (β(0)7 − β(0)2 )]
β
(0)
2 − β(0)7
}
.
Then, the consistency of the β’s implies that(
τˆ − τ (0)
γˆ − γ (0)
)
= B(βˆn − β(0))(1+ op(1)),
where
B =
−1c −τ
(0)
c
0 0
1
c
τ (0)
c
0 0
− 1
d
0 −γ
(0)
d
0 0 0
1
d
γ (0)
d
 ,
for which c = β(0)1 − β(0)5 = θ (0)00,1 − θ (0)10,1 and d = β(0)2 − β(0)7 = θ (0)00,2 − θ (0)01,2.
This leads to the following theorem on the asymptotic distribution of the estimated change-
points.
Theorem 3.4. Under Assumption 1,
√
n
(
τˆ − τ (0)
γˆ − γ (0)
)
converges to N (0, σ 2Λ) in distribution,
where Λ = BV−1B′ with V = A′TA.
4. Asymptotics: Discontinuous case
Another segmented regression model is the one where the mean functions are not assumed to
be continuous at change-points, which is also called as a jumpmodel or a structural change model
in the literature. Worsley [16] studied the problem of testing for an abrupt change in multiple
regression, and proposed an upperbound for the p-value of the test. Kim and Siegmund [12]
considered the modified likelihood ratio test to detect an abrupt change in the coefficient of the
simple linear regression model and derived an analytic approximation for the tail probability of
the test statistic. Bai and Perron [2,3] considered a segmented multiple regression model with
more than one change-point, but without the continuity constraints, and studied the asymptotic
properties of the estimators and the test statistic to detect changes. In these works, though, the
changes are assumed to occur at some of observed x-values or equivalently the change-points
are the index values. This kind of set up is reasonable for a situation like annually measured
data with a goal to estimate the years when the changes occur. On the other hand, Liu et al. [13]
considered the model where the changes occur anywhere in the data range, although the nature
of a change may be abrupt without the continuity constraints at the change-points. This model is
appropriate when we observe data in a discrete scale, but the partitioning variable is a continuous
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variable in nature. The least squares estimator of the change-point, however, is not unique under
this model, and can take any value in (xκˆ , xκˆ+1] where κˆ is the index value which minimizes the
sum of square errors.
In this section, for l = m = 1 and p = 3, we study the asymptotic behavior of ξˆn =
(θˆ00,0, . . . , θˆ00,3, . . . , θˆ11,0, . . . , θˆ11,3, τˆ , γˆ )
′ when µ(ξ , x) is not assumed to be continuous at
the change-points τ and γ and also when the changes are assumed to occur anywhere in the
x-data range. To get the asymptotic distribution of θˆn , we need lemmas similar to Lemmas 3.1
and 3.2. Note that we do not need the continuity property to prove Lemma 3.1, while we use
it to prove Lemma 3.2. So we can extend Lemma 3.1 to a jump case without any modification,
but we would need to modify Lemma 3.2 to accommodate the model without the continuity
constraint. Note that with the continuity condition, the regression parameters θ are closely related
with the change-points (τ, γ ), while without the continuity constraint, θ and (τ, γ ) can take
values independently. Thus we decompose R(θ , τ, γ ) into two parts: one related with θ and
the other related only with (τ, γ ), in order to get a useful lemma replacing Lemma 3.2. When
we decompose R(θ , τ, γ ) in (4), it is desirable to make each term in R(θ , τ, γ ) be related to
(θ−θ (0)) or (τ−τ (0)) or (γ−γ (0)) to use the consistency of ξˆn . For example, we can decompose
(θ i j − θ (0)kl ) into (θ i j − θ (0)i j ) + (θ (0)i j − θ (0)kl ), where the first term can be made arbitrarily small
by consistency and the second term is a constant.
For notational convenience, we employ a new partition of {(x1, x2)} such that U1 = A2 and
U2 = A5 ∪ A8 which are related to (τ − τ (0)), and U3 = A4 and U4 = A5 ∪ A6 associated with
(γ − γ (0)), and U5 = A5 which is for (τ − τ (0))(γ − γ (0)). Then, for example, the ninth term in
the last expression of (4) can be written as
G(θ01, θ
(0)
11 , A8) = G(θ01, θ (0)11 ,U2)− G(θ01, θ (0)11 ,U5)
=
{
G(θ01, θ
(0)
01 ,U2)+ G(θ (0)01 , θ (0)11 ,U2)
+ 2
∑
i
(θ01 − θ (0)01 )′xi (θ (0)01 − θ (0)11 )′xi1U2(xi )/n
}
−
{
G(θ01, θ
(0)
01 ,U5)+ G(θ (0)01 , θ (0)11 ,U5)
+ 2
∑
i
(θ01 − θ (0)01 )′xi (θ (0)01 − θ (0)11 )′xi1U5(xi )/n
}
= {( ft. of (θ , τ ))+ ( ft. of (τ ))+ ( ft. of (θ , τ ))}
− {( ft. of (θ , τ, γ ))+ ( ft. of (τ, γ ))+ ( ft. of (θ , τ, γ ))},
where each term in the last line represents a function of the parameters specified. By
decomposing each of G(·, ·, ·) in R(θ , τ, γ ) in a similar way, we get
R(θ , τ, γ ) = H2(τ )+ H3(γ )+ H4(τ, γ )+ H5(θ , τ )+ H6(θ , γ )+ H7(θ , τ, γ ),
where
H2(τ ) = G(θ (0)00 , θ (0)10 ,U1)+ G(θ (0)01 , θ (0)11 ,U2),
H3(γ ) = G(θ (0)00 , θ (0)01 ,U3)+ G(θ (0)10 , θ (0)11 ,U4),
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H4(τ, γ ) = G(θ (0)00 , θ (0)11 ,U5)+ G(θ (0)10 , θ (0)11 ,U5)+ G(θ (0)01 , θ (0)11 ,U5),
H5(θ , τ ) = G(θ00, θ (0)00 ,U1)+ G(θ01, θ (0)01 ,U2)− G(θ10, θ (0)10 ,U1)− G(θ11, θ (0)11 ,U2)
+ 2
∑
i
(θ00 − θ (0)00 )′xi (θ (0)00 − θ (0)10 )′xi1U1(xi )/n
+ 2
∑
i
(θ01 − θ (0)01 )′xi (θ (0)01 − θ (0)11 )′xi1U2(xi )/n,
H6(θ , γ ) = G(θ00, θ (0)00 ,U3)+ G(θ10, θ (0)10 ,U4)− G(θ01, θ (0)01 ,U3)− G(θ11, θ (0)11 ,U4)
+ 2
∑
i
(θ00 − θ (0)00 )′xi (θ (0)00 − θ (0)01 )′xi1U3(xi )/n
+ 2
∑
i
(θ10 − θ (0)10 )′xi (θ (0)10 − θ (0)11 )′xi1U4(xi )/n,
H7(θ , τ, γ ) = G(θ00, θ (0)00 ,U5)− G(θ10, θ (0)10 ,U5)− G(θ01, θ (0)01 ,U5)
+G(θ11, θ (0)11 ,U5)+ 2
∑
i
(θ00 − θ (0)00 )′xi (θ (0)00 − θ (0)11 )′xi1U5(xi )/n
− 2
∑
i
(θ10 − θ (0)10 )′xi (θ (0)10 − θ (0)11 )′xi1U5(xi )/n
− 2
∑
i
(θ01 − θ (0)01 )′xi (θ (0)01 − θ (0)11 )′xi1U5(xi )/n.
Let H∗(τ, γ ) = H2(τ )+ H3(γ )+ H4(τ, γ ). Then∑
i
g(ξ , xi , ei )/n = H1(θ)+ H∗(τ, γ )+ H5(θ , τ )+ H6(θ , γ )+ H7(θ , τ, γ ). (6)
Since H∗(τ, γ ) does not depend on θ , it is enough to examine the terms other than H∗ to get the
asymptotic distribution of θˆn . The following lemma dealing with the remaining terms replaces
Lemma 3.2.
Lemma 4.1. Under Assumption 1, the three terms H5(θ , τ ), H6(θ , γ ), and H7(θ , τ, γ ) can be
expressed as follows:
op(‖θ − θ (0)‖/
√
n)+ op(‖θ − θ (0)‖2).
Theorem 4.2. Under Assumption 1,
√
n(θˆn − θ (0)) converges to N (0, σ 2T−1) in distribution,
where T is defined in Lemma 3.1.
Proof. Note that θˆn minimizes
Ln(θ , τ, γ ) = H1(θ)+ H5(θ , τ )+ H6(θ , γ )+ H7(θ , τ, γ ).
By Lemmas 3.1 and 4.1, Ln(θ , τ, γ ) can be expressed as the right-hand side of the Eq. (5), that
is,
Ln(θ , τ, γ ) = (θ − θ (0))′(T + op(1))(θ − θ (0))− 2(W + op(1))
′(θ − θ (0))√
n
+ op(‖θ − θ (0)‖/
√
n)+ op(‖θ − θ (0)‖2),
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uniformly in n and ξ ∈ {ξ : ‖ξ − ξ (0)‖ < δ}. By following a similar method used in the proof of
Theorem 3.3, we can show that
Ln(θˆn, τ, γ ) ≤ Ln(θ (0) + T−1W/
√
n, τ, γ ) = −W
′T−1W
n
+ op(1/n),
for any (τ, γ ) near (τ (0), γ (0)). So we get∥∥∥∥∥θˆn − θ (0) − T−1W + op(1)√n
∥∥∥∥∥
2
= op(1/n). 
Note that in this proof we do not need to introduce the β’s as in the proof of Theorem 3.3, because
the components of θ are distinct in the discontinuous case.
The asymptotic distribution of τˆ or γˆ is not straightforward to describe. When the jumps are
assumed to occur at one of the observed data x-values and also their jump sizes are assumed
to converge to zero as the sample size increases, Bai [1] proved that the normalized distribution
of the estimated change-point converges to the distribution of the argument which maximizes a
random process based onWeiner process. Liu et al. [13], who considered more general conditions
on the change-points similar to those of this paper, left the distribution of the estimated change-
point as a future research problem. Below, we first study the rate of convergence of τˆ and γˆ , and
then discuss their asymptotic distributions.
To prove the Op(1/n) rate of convergence of τˆ (or γˆ ), we need to carefully examine the terms
with τ (or γ ) in (6). Here, we consider only the case where τ > τ (0), and similar arguments can
be applied to get the same result in other cases. Let Jτ (θ , τ, γ ) = H2(τ )+H4(τ, γ )+H5(θ , τ )+
H7(θ , τ, γ ), so that∑
i
g(ξ , xi , ei )/n = Jτ (θ , τ, γ )+ H∗∗(θ , γ ),
where H∗∗(θ , γ ) = H1(θ)+ H3(γ )+ H6(θ , γ ). From the definition of H2(τ ), Lemma 4.1 and
Theorem 4.2, we see that
Jτ (θ , τ, γ ) =
∑
i
1∑
k=0
((θ
(0)
0k − θ (0)1k )′xi )21Uk+1(xi )/n
− 2
∑
i
1∑
k=0
ei (θ
(0)
0k − θ (0)1k )′xi1Uk+1(xi )/n + H4(τ, γ )+ op(1/n), (7)
for θ such that ‖θ − θ (0)‖ = O(1/√n).
The following three lemmas deal with the first three terms on the right-hand side of (7)
respectively. In Lemma 4.3, we need the condition of discontinuity described in the following
assumption.
Assumption 2. There exist ζ 0 > 0 and δ > 0 such that for all τ in {τ − τ (0) ≤ δ} it is true that
for k = 0, 1,
E
[
1∑
k=0
((θ
(0)
0k − θ (0)1k )′x)21Uk+1(x)
]
> ζ 0(τ − τ (0)).
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Lemma 4.3. Under Assumptions 1 and 2, for any  > 0, there exist ζ > 0, δ > 0 and M < ∞
such that for large n,
P
(
∃ τ ∈ An(M, δ) :
∣∣∣∣∣∑
i
{
1∑
k=0
((θ
(0)
0k − θ (0)1k )′xi )21Uk+1(xi )
}∣∣∣∣∣ ≤ 3ζ(τ − τ (0))n
)
< ,
where An(M, δ) = {τ : Mn−1 < (τ − τ (0)) ≤ δ}.
Lemma 4.4. Under Assumption 1, for any given  > 0 and ζ > 0, there exists M < ∞ such
that for large n,
P
(
∃ τ ∈ An(M, δ) :
∣∣∣∣∣2∑
i
ei
{
1∑
k=0
((θ
(0)
0k − θ (0)1k )′xi )1Uk+1(xi )
}∣∣∣∣∣ > ζ(τ − τ (0))n
)
< .
(8)
Lemma 4.5. Let Dn(δ) = {(τ, γ ) : (τ −τ (0)) ≤ δ, (γ −γ (0)) ≤ δ} for some small δ > 0. Under
Assumption 1, for any given  > 0, ζ > 0, and M < ∞ there exist δ > 0 such that for any
(τ, γ ) ∈ Dn(δ) and for large n,
P
(
∃(τ, γ ) ∈ Dn(δ) : |H4(τ, γ )| > ζ((τ − τ (0))+ (1/n))
)
< .
Theorem 4.6. Under Assumptions 1 and 2,
τˆ − τ (0) = Op(1/n).
Proof. By Lemmas 4.3–4.5, there exist constants ζ > 0 and M < ∞ such that for large n,
P (∃τ ∈ An(M, δ) : nJτ (θ , τ, γ ) > ζ(M − 1) > 0) > 1− 
for (θ , γ ) such that ‖θ − θ (0)‖ = O(1/√n) and (γ − γ (0)) = o(1). Since nJτ (θˆn, τˆ , γˆ ) ≤ 0 =
nJτ (θˆn, τ (0), γˆ ), we get (τˆ − τ (0)) ≤ Mn−1 with a large probability. 
For the case of γˆ , we can get the same result under the following assumption:
Assumption 3. There exist ζ 0 > 0 and δ > 0 such that for all γ in {γ − γ (0) ≤ δ} it is true that
for j = 0, 1,
E
[
1∑
j=0
((θ
(0)
j0 − θ (0)j1 )′x)21U j+3(x)
]
> ζ 0(γ − γ (0)).
Remark 1. By Lemmas 4.1 and 4.5, Jτ (θ , τ, γ ) = H2(τ ) + op(τ − τ (0)) + op(1/n). Let the
rescaled estimator sˆn be n(τˆ − τ (0)). Then sˆn minimizes nH2(τ (0) + s/n) + op(1), and has the
same asymptotic distribution as the minimizer of Qn(s) = nH2(τ (0) + s/n). So it is useful
to know about Qn(s). For |s| ≤ M , any finite-dimensional projection of Qn(s) converges to a
multivariate normal distribution, but it does not converges to a Gaussian process functionally. For
any n, a sample path of Qn(s) is a step function in which jumps occur at s = n(xi1 − τ (0)) for
any data point xi in the O(1/n) neighborhood of {x1 = τ (0)}, and the magnitudes of jumps do
not shrink as n gets large. So sˆn is not determined uniquely for any n. However, with the given
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distribution of ei such as a normal distribution with mean zero and observed values of x1 and x2,
the probability distribution of sˆn can be explicitly obtained. For example, with standard normal
noise terms, Qn(s) can be expressed as a sum of independent normal random variables with a
finite mean and variance which is four times of the mean, and this can be used to obtain the small
sample distribution function of τˆ .
Remark 2. As in [2,3], one may consider the model where the regression coefficient of x3 is not
subjected to change such as
E(Y |x1, x2, x3) = β3x3 +
1∑
k=0
1∑
j=0
θ˜
′
jk x˜ IA jk ((x1, x2)),
where A jk = (τ j , τ j+1] × (γk, γk+1], θ˜ jk = (θ jk,0, θ jk,1, θ jk,2)′ and x˜ = (1, x1, x2)′.
In such a case, we can obtain the asymptotic normality of βˆn for β = (θ˜ ′00, θ˜
′
10, θ˜
′
01, θ˜
′
11, β3)
′
as in Theorem 3.3 and then the use of A matrix such that θ = Aβ introduced in the proof of
Theorem 3.3 would provide the asymptotic normality of θˆn along with the details of the limiting
covariance matrix.
Remark 3. When µ(ξ , x) is continuous with respect to x1 and has jumps at change-points in the
coordinate of x2, there can be various models. For example, we may consider the model with
E(Y |x1, x2, x3) =
1∑
k=0
{
βk,1x1 + δk,1(x1 − τ)+ + θ˜ ′k x˜
}
IAk (x2),
where Ak = (γk, γk+1], θ˜k = (θk,0, θk,1, θk,2)′ and x˜ = (1, x2, x3)′. In this case, we employ a
new parameter vector β = (β0, β1, . . . , β10)′ defined as
β0 = θ˜0,0 = θ00,0, β1 = β0,1 = θ00,1, β2 = θ˜0,1 = θ00,2 = θ10,2,
β3 = θ˜0,2 = θ00,3 = θ10,3, β4 = θ˜0,0 − δ0,1τ = θ10,0, β5 = β0,1 + δ0,1 = θ10,1,
β6 = θ˜1,0 = θ01,0, β7 = β1,1 = θ01,1, β8 = θ˜1,1 = θ01,2 = θ11,2
β9 = θ˜1,2 = θ01,3 = θ11,3, β10 = β1,1 + δ1,1 = θ11,1,
with which θ11,0 = θ˜1,0 − δ1,1τ = β6 − (β10 − β7)(β0 − β4)/(β5 − β1). Then, we can establish
the asymptotic distributions of θˆn by using that θˆn − θ (0) = A(βˆn − β(0))(1 + op(1)) for
an appropriately chosen A and by following similar arguments used in Theorem 3.3. For the
change-points τ and γ , the continuity constraint gives τˆ the Op(1/
√
n) rate of convergence
and asymptotic normal distribution as in Section 3, and the discontinuity property gives γˆ the
Op(1/n) rate of convergence as in this section.
5. Simulations and example
We conducted simulation studies to investigate finite sample behavior of confidence intervals
constructed by using the asymptotic normality established in Sections 3 and 4. For models
with l = m = 1 and p = 3, Tables 1 and 2 show coverage probabilities of asymptotic 95%
confidence intervals for the model parameters, where the estimated coverage probability is the
proportion of simulations runs for which 95% confidence intervals include the true parameter
value. For various choices of the regression coefficients, the locations of the change-points
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Table 1
Coverage probabilities of the 95% confidence intervals for θ , τ and γ : Continuous model
Case 1: (n, τ, γ ) Case 2: (n, τ, γ )
(100, 10, 10) (200, 10, 10) (300, 10, 10) (100, 45, 25) (200, 45, 25) (300, 45, 25)
θ00,0 0.938 0.942 0.950 0.928 0.940 0.941
θ00,1 0.926 0.938 0.941 0.929 0.940 0.943
θ00,2 0.927 0.933 0.939 0.922 0.932 0.934
θ00,3 0.949 0.954 0.946 0.943 0.948 0.945
θ10,0 0.933 0.942 0.941 0.911 0.928 0.934
θ10,1 0.936 0.946 0.941 0.914 0.930 0.935
θ01,0 0.923 0.941 0.941 0.930 0.941 0.935
θ01,2 0.920 0.941 0.940 0.932 0.944 0.938
θ11,0 0.933 0.941 0.936 0.914 0.937 0.938
τ 0.909 0.919 0.929 0.874 0.905 0.914
γ 0.891 0.916 0.922 0.895 0.919 0.918
min(n¯ jk ) 24.78 49.76 74.60 12.27 24.88 37.44
• y = β0 + β1x1 + β2x2 + β3x3 + δ1(x1 − τ1)+ + δ2(x2 − γ1)+ + , where  ∼ N (0, σ 2) with σ = 1 and a+ = a if
a > 0.
• For x = (x1, x2, x3)′ such that (x1, x2) ∈ (τ j , τ j+1] × (γk , γk+1] = A jk , E(y|x) = θ ′jkx = θ jk,0 +
θ jk,1x1 + θ jk,2x2 + θ jk,3x3 = µ jk (x) ( j = 0, 1; k = 0, 1), and µ00(τ, x2, x3) = µ10(τ, x2, x3), µ00(x1, γ, x3) =
µ01(x1, γ, x3), and µ00(τ, γ, x3) = µ11(τ, γ, x3).
• Case 1: (β0, β1, β2, β3, δ1, δ2) = (1, 1,−1, 2, 1,−1), x1i = (20i)/n for i = 1, . . . , n, x2 ∼ Uniform(0, 20) and
x3 ∼ N (0, 1).
• Case 2: (β0, β1, β2, β3, δ1, δ2) = (1, 1,−1, 5, 1,−1), x1 ∼ N (35, 152), x2 ∼ Uniform(10, 40) and x3 ∼ N (0, 1).
• min(n¯ jk ) is the minimum average number of the observations in A00, A10, A01 and A11.
• The number of simulations is 5000.
and the distributions of the independent variables, simulations were run 5000 times. For each
simulated data set, the change-points, τ and γ , are estimated by a two-dimensional grid search
and σ 2 was estimated as the minimum residual sum of squares divided by n− 8 for a continuous
model and by n − 18 for a discontinuous model.
Table 1 summarizes the results for a continuous model with the regression coefficients chosen
as in the footnote of Table 1. We considered two different cases, regarding the distributions of
(x1, x2, x3) and the locations of (τ, γ ). Case 1 represents a situation where x1 is an equally
spaced independent variable such as an annually observed time variable and the change-points
are near the middle of the observed values of the partitioning variables, x1 and x2. In Case 2, we
used a continuous distribution for x1 and the change-points are closer to the ends compared
to those in Case 1. We observe in Table 1 that the asymptotic confidence intervals for the
regression coefficients, θ , maintain the confidence level reasonably well when the number of
observations in each section is as large as 50, while the performance of the asymptotic confidence
intervals for the change-points is not as good as for the regression coefficients. This was expected
from previous studies in segmented line regression with p = 1 such as [6,7,11]. For a two-
segment linear regression, Hinkley [6,7] indicated that the convergence of the distribution of the
estimated change-point to a normal distribution is rather slow and proposed a modification to
improve its accuracy. Kim et al. [11], who conducted extensive simulation studies on accuracy of
asymptotic confidence intervals in multisegment linear regression, recommended to construct a
confidence interval for the change-point by using a likelihood ratio test statistic instead of using
asymptotic normality. Although we expect the performance of asymptotic confidence intervals
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Table 2
Coverage probabilities of the 95% confidence intervals for θ : Discontinuous model
Case 1: (n, τ, γ ) Case 2: (n, τ, γ )
(70, 10, 10) (100, 10, 10) (200, 10, 10) (70, 45, 25) (100, 45, 25) (200, 45, 25)
θ00,0 0.947 0.945 0.952 0.949 0.951 0.941
θ00,1 0.952 0.948 0.949 0.956 0.954 0.941
θ00,2 0.948 0.956 0.948 0.953 0.945 0.944
θ00,3 0.946 0.948 0.960 0.951 0.950 0.953
θ10,0 0.951 0.950 0.952 0.904 0.951 0.953
θ10,1 0.950 0.949 0.955 0.905 0.947 0.954
θ10,2 0.943 0.946 0.950 0.928 0.948 0.947
θ10,3 0.950 0.949 0.953 0.928 0.951 0.943
θ01,0 0.951 0.953 0.946 0.951 0.951 0.955
θ01,1 0.944 0.948 0.955 0.948 0.953 0.953
θ01,2 0.946 0.950 0.946 0.952 0.945 0.952
θ01,3 0.951 0.949 0.946 0.952 0.952 0.947
θ11,0 0.951 0.948 0.957 0.869 0.942 0.951
θ11,1 0.951 0.946 0.950 0.873 0.939 0.952
θ11,2 0.950 0.949 0.950 0.873 0.943 0.948
θ11,3 0.948 0.954 0.947 0.872 0.936 0.948
min(n¯ jk ) 17.44 24.95 49.94 6.759 9.500 18.95
• y = E(y|x)+ , where  ∼ N (0, σ 2) with σ = 1.
• For x = (x1, x2, x3)′ such that (x1, x2) ∈ (τ j , τ j+1] × (γk , γk+1] = A jk , E(y|x) = θ ′jkx = θ jk,0 + θ jk,1x1 +
θ jk,2x2 + θ jk,3x3 ( j = 0, 1; k = 0, 1).
• θ00 = (1, 1,−3, 2), θ10 = (40,−1,−3, 2), θ01 = (−30, 2, 1, 2) and θ11 = (−20,−1, 1, 2)
• Case 1: x1i = (20i)/n for i = 1, . . . , n, x2 ∼ Uniform(0, 20) and x3 ∼ N (0, 1).
• Case 2: x1 ∼ N (35, 152), x2 ∼ Uniform(0, 40) and x3 ∼ N (0, 1).
• min(n¯ jk ) is the minimum average number of the observations in A00, A10, A01 and A11.
• The number of simulations is 5000.
for the change-points to improve as the sample size increases as indicated in Table 1, it would be
desirable to develop improved approximations to handle moderate sizes of samples.
Table 2 includes coverage probabilities of the 95% asymptotic confidence intervals for the
regression coefficients in a discontinuous model. As in Table 1, we considered two cases with
different distributions of the independent variables and also with different locations of the
change-points. Simulations were conducted for a model investigated in Section 4, and the results
show reasonable accuracy of the asymptotic confidence intervals for the regression coefficients.
The consistency of τˆ and γˆ at the rate of 1/n, which is faster than in the continuous model case,
seems to provide a better performance of the asymptotic confidence intervals for θ , compared to
the continuous model case summarized in Table 1. In Table 2, we note that asymptotic confidence
intervals maintain the 95% confidence level reasonably well when the number of observations
in a section is as large as 15. Although not reported here, we also conducted simulations with
the covariance matrix modified to incorporate the common β3 as discussed in Remark 2, where
β3 = θ00,3 = θ10,3 = θ01,3 = θ11,3 is estimated by using all of the data points, and observed
slight improvements in the coverage probabilities of the asymptotic confidence intervals for β3.
We implemented the most basic and straightforward method of grid search in this paper to
estimate the change-points, but there are many important and interesting computational issues
in fitting-segmented regression as discussed in [11]. As illustrated in [11] via simulations, the
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Fig. 2. Scatter plots with Joinpoint fits.
accuracy of the asymptotic confidence intervals varies depending on how to handle the offending
data points, observations that coincide with the estimated change-points. Also the continuous
fitting proposed by Hudson [8] is expected to provide more accurate estimates, but it requires
further study on how to implement it in our setting with two partitioning variables. See [17] for
further discussion on the Hudson’s algorithm and its application to segmented line regression.
As an application, we analyze the data set used in [13,5]. Liu et al. considered several
models to describe the relationship between the response variable, miles per gallon (MPG), and
the independent variables of weight (WT) and horsepower (HP). The four candidate models
considered in [13] include a simple linear regression model on WT, a multiple regression model
on WT and HP, a quadratic regression model on WT and WT 2, and the segmented regression
model with WT and HP, where the partitioning variable was WT. Based on their modified
information criteria, Liu et al. [13] chose the segmented multiple regression as the best model
among the four candidates. Henderson and Vellman [5], on the other hand, considered various
other models and proposed the WT and HP/WT as a best possible predictor variables for a
response variable of 1/MPG. Here, we consider the regression model of MPG of 32 non-U.S.
automobiles on the two independent variables considered in [5, Table 1], WT and HP/WT.
The bivariate scatter plots shown in Fig. 2 and also Joinpoint analysis done by using Joinpoint
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Table 3
Comparison of the point estimates (PE) and standard errors (SE) from different procedures
Grid search SAS PROC NLIN
PE SE PE SE
β0 57.991 4.950 61.296 5.879
β1 −7.309 1.224 −11.200 2.732
β2 −0.427 0.092 −0.298 0.087
δ1 6.760 1.841 8.889 2.807
δ2 0.384 0.107 0.248 0.107
τ1 3.19 0.211 2.546 0.184
γ1 42.683 4.330 45.955 6.868
3.0 indicates possible changes in terms of both independent variables. Joinpoint 3.0, available
at http://srab.cancer.gov/joinpoint/index.html, is a program developed by a group at National
Cancer Institute to select the number of change-points in segmented line regression and it
provides least squares fits at each given number of change-points. For this analysis, we used
27 sets of data after treating ties and outliers, because the current version of Joinpoint does not
allow duplicated values in the partitioning variable. Joinpoint 3.0 selected the model with one
change-point for each regression of MPG on WT or on HP/WT at 0.05 significance level as
illustrated in Fig. 2, and this motivates us to consider a segmented multiple regression with two
partitioning variables of WT and HP/WT.
We fit the segmented multiple linear regression model,
E(y|x1, x2) = β0 + β1x1 + δ1(x1 − τ1)+ + β2x2 + δ2(x2 − γ1)+,
for which x1 is WT and x2 is HP/WT, by using a two-dimensional grid search as well as by
using SAS PROC NLIN. We considered two possible grids, the first grid where the observed x1
and x2 values serve as the grid points so that we have a 27 × 27 two-dimensional grid, and the
second where we used the 270 (=10n) grid points equally spaced within each range of x1 and x2
values so that we have a 270× 270 two-dimensional grid. For these two choices of the grids, the
minimum residual sums of squares are observed as 91.8098 and 91.8812 with the change-points
estimated at (τˆ1, γˆ1) = (3.19, 42.6829) and (τˆ1, γˆ1) = (3.19, 42.6416), respectively. By using
SAS PROC NLIN which is based on iterative nonlinear fitting, we obtained the residual sum of
squares of 99.1721 with the change-points estimated at (2.55, 45.96). This shows that SAS PROC
NLIN may not provide an optimal fit as illustrated in [11], who also discussed that initial choices
in SAS PROC NLIN have nonnegligible influence on the final estimates. Table 3 summarizes
the parameter estimates obtained by the first grid search, which had the smallest residual sum of
squares among the three fits, and also by the SAS PROC NLIN. The standard errors under the
grid search are estimated by using the results in Theorems 3.3 and 3.4.
6. Concluding remarks
In this paper, we studied the asymptotic behavior of the least squares estimators of segmented
multiple regression with more than one partitioning variable. The regression mean functions
considered in this paper extend those of Liu et al. [13] and are more general than those studied
in [2,3]. The main results show that the distribution of the estimated regression coefficients
converges to a multivariate normal distribution, regardless of whether the mean functions are
assumed to be continuous at the change-points or not, but the asymptotic covariance matrix
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depends on the model constraints. The estimated change-points are shown to be consistent with
the rate of 1/
√
n for the continuous case and 1/n for the discontinuous case. For the case with
the continuity constraints, the asymptotic joint distribution of the estimated change-points is
shown to be multivariate normal with nonzero correlation. Without the continuity constraint, the
asymptotic distribution of the estimated change-point is same as the minimizer of a step function
process, and its asymptotic behavior is not known although its small sample distribution can be
obtained with the given assumption on the underlying distribution.
The generalization of the results to models with more than one change-point in each of
two-partitioning variables, with more than two-partitioning variables, or with more than one
additional variable for which no change occurs is straightforward. The idea of splitting the
partitioning variable space, for example {(x1, x2, . . . , xk)} for a model with k partitioning
variables, into subspaces as in Sections 3 and 4, and examining behavior of the terms in the
residual sum of squares based on the consistency of the least squares estimators would lead to
similar results in general situations. As discussed in earlier sections, the asymptotic distributions
depend on the spacing of the independent variables, and the estimation of the information
matrix or equivalently T in Lemma 3.1 would enable us to conduct asymptotic inference on
the regression coefficients in segmented multiple regression.
For the change-points, the asymptotic normality provided in Section 3 and the description of
their distributions in Section 4 would help one to pursue their inferences. Theorem 3.4 would
provide a justification of confidence intervals based on the asymptotic normal distributions and
we note via simulations that these would provide an idea on the unknown change-points, but
more detailed study and so improved approximations would be desirable in order to conduct
practically efficient inference on change-points in segmented multiple regression.
Appendix. Proofs of lemmas
Proof of Lemma 3.1. Assumption 1 guarantees that there exists a positive definite matrix T. Let
x′i = (1, xi1, xi2, xi3),1′i = (x′i I (0)00 (xi ), x′i I (0)10 (xi ), x′i I (0)01 (xi ), x′i I (0)11 (xi )), and (θ − θ (0))′ =
((θ00 − θ (0)00 )′, (θ10 − θ (0)10 )′, (θ01 − θ (0)01 )′, (θ11 − θ (0)11 )′). Then
H1(θ) = 1n
∑
i
(θ − θ (0))′1i1′i (θ − θ (0))−
2
n
∑
i
ei (θ − θ (0))′1i .
We note that by the weak law of large numbers,
∑
i
1i1
′
i
n
=

∑
i
xix′i I
(0)
00 (xi )
n
04 04 04
04
∑
i
xix′i I
(0)
10 (xi )
n
04 04
04 04
∑
i
xix′i I
(0)
01 (xi )
n
04
04 04 04
∑
i
xix′i I
(0)
11 (xi )
n

converges to T in probability. Since ‖1i‖ is bounded, by Lindeberg Central Limit Theorem,∑
i ei1i/
√
n converges toW in distribution. 
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Proof of Lemma 3.2. The first term of R(θ , τ, γ ) in the last expression of (4) is
G(θ00, θ
(0)
10 , A2) =
1
n
∑
i
(
(θ00 − θ (0)10 )′xi
)2
1A2(xi )−
2
n
∑
i
ei (θ00 − θ (0)10 )′xi1A2(xi ).
We will show that
(i) 1n
∑
i
(
(θ00 − θ (0)10 )′xi
)2
1A2(xi ) = op
(
‖θ − θ (0)‖2
)
,
(ii) 2n
∑
i ei (θ00 − θ (0)10 )′xi1A2(xi ) = op
(
‖θ − θ (0)‖/√n
)
.
The same result can be obtained for the other nine terms of R(θ , τ, γ ) similarly.
Since µ(ξ , x) is continuous at the change-points, the following inequality holds:
|(θ00 − θ (0)10 )′xi1A2(xi )| ≤ max{|(θ00 − θ (0)00 )′(1, τ (0), xi2, xi3)′1A2(xi )|,
|(θ10 − θ (0)10 )′(1, τ (0) + δ, xi2, xi3)′1A2(xi )|}. (A.1)
To prove the Assertions (i) and (ii), we need Lemma 2.1 and the inequality (A.1). Note that∑
i
f (ξ , xi , ei ) ≤
∑
i
E f (ξ , xi , ei )+
∣∣∣∣∣∑
i
{ f (ξ , xiei )− E f (ξ , xi , ei )}
∣∣∣∣∣ ,
for any function f . To show that
∑
i f (ξ , xi , ei ) = op(an) for ξ such that |ξ − ξ (0)| < δ, it is
enough to show that
∑
i E f (ξ , xi , ei ) = o(an) and |
∑
i { f (ξ , xiei )− E f (ξ , xi , ei )}| = op(an).
For Assertion (i), we choose an = 1 and
f1(ξ , xi , ei ) = ((θ00 − θ
(0)
10 )
′xi )2 IA2(xi )
n‖θ − θ (0)‖2 .
Then, under Assumption 1, E1A2(x) = o(1) and so the inequality (A.1) implies that
E f1(ξ , xi , ei ) = o(1/n). Since
sup
{ξ :‖ξ−ξ (0)‖<δ}
| f1(ξ , xi , ei )| ≤ 1n 1{τ (0)<x1≤τ (0)+δ,0≤x2≤γ (0)}(xi ) = Fi ,
E
[
sup
{ξ :‖ξ−ξ (0)‖<δ}
∣∣∣∣∣∑
i
{ f1(ξ , xi , ei )− E f1(ξ , xi , ei )}
∣∣∣∣∣
]
≤ K
√
E
∑
i
F2i = K
√
Cδ/n,
which proves Assertion (i). For Assertion (ii), we let an = 1/√n and
f2(ξ , xi , ei ) = ei (θ00 − θ
(0)
10 )
′xi1A2(xi )
n‖θ − θ (0)‖ .
Since E f2(ξ , xi , ei ) = 0 and
sup
{ξ :‖ξ−ξ (0)‖<δ}
| f2(ξ , xi , ei )| ≤ 1n |ei |1{τ (0)<x1≤τ (0)+δ,0≤x2≤γ (0)}(xi ),
Lemma 2.1 gives∣∣∣∣∣∑
i
{ f2(ξ , xi , ei )− E f2(ξ , xi , ei )}
∣∣∣∣∣ = op(1/√n). 
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Proof of Lemma 4.1. To prove this lemma, it is good enough to show the following assertions:
for j, k = 0, 1 and l = 1, 2, 3, 4, 5,
(i)’ 1n
∑
i
(
(θ jk − θ (0)jk )′xi
)2
1Ul (xi ) = op
(
‖θ − θ (0)‖2
)
,
(ii)’ 2n
∑
i ei (θ jk − θ (0)jk )′xi1Ul (xi ) = op
(
‖θ − θ (0)‖/√n
)
,
which are easier to prove than the assertions given in the proof of Lemma 3.2. So by the similar
arguments in the proof of Lemma 3.2, we can prove the assertions. 
Proof of Lemma 4.3. Let ζ = ζ 0/4. By Assumption 2, it is good enough to show that for given
ζ > 0 and δ > 0, there exists an M < ∞ such that
1∑
k=0
P
(
∃ τ ∈ An(M, δ) :
∣∣∣∣∣∑
i
{ fki (τ )− E fki (τ )}
∣∣∣∣∣ > ζ(τ − τ (0))n/2
)
< , (A.2)
where fki (τ ) = ((θ (0)0k − θ (0)1k )′xi )21Uk+1(xi ) for k = 0, 1. We now decompose An(M, δ) into
smaller sets as in [13]. For some constant b > 1, let Bn(b, j) = {τ : b jn−1 < |τ − τ (0)| ≤
b j+1n−1}, and M ′ be the biggest integer such that bM ′ ≤ M , then the term with k = 0 on the
left-hand side of (A.2) is less than or equal to
∞∑
j=M ′
P
(
∃ τ ∈ Bn(b, j) :
∣∣∣∣∣∑
i
{ f0i (τ )− E f0i (τ )}
∣∣∣∣∣ > ζb j/2
)
. (A.3)
For each j ≥ M ′, the probability in (A.3) can be bounded using Lemma 2.1. Let fi (τ ) =
2 f0i (τ )/ζ , then
sup
τ∈Bn(b, j)
| fi (τ )| ≤ 2‖θ (0)00 − θ (0)10 ‖21{x:τ (0)<x1≤τ (0)+b j+1n−1}(xi )/ζ = Fi .
Since for some constant C < ∞,∑ni=1 EF2i ≤ Cb j+1, by Lemma 2.1 and Jensen’s inequality,
the probability in (A.3) is less than or equal to
∞∑
j=M ′
K
√√√√ n∑
i=1
EF2i /b
j ≤ C ′
√
1/b j ,
for some constant C ′ < ∞. By choosing M ′ large enough, we can make the sum of the
probabilities in (A.3) less than /2. Similarly, the term with k = 1 on the left-hand side of
(A.2) can be made less than /2. 
Proof of Lemma 4.4. Using the same argument as in the proof of Lemma 4.3, the probability
on the left-hand side of (8) is less than or equal to
1∑
k=0
∞∑
j=M ′
P
(
∃ τ ∈ Bn(b, j) :
∣∣∣∣∣2∑
i
ei {(θ (0)0k − θ (0)1k )′xi1Uk+1(xi )}
∣∣∣∣∣ > ζb j/2
)
. (A.4)
Since two terms with k = 0, 1, in (A.4) are similar, we only consider the term with k = 0. For a
given j ≥ M ′, let fi (τ ) = 4ei {(θ (0)00 − θ (0)10 )′xi1U1(xi )}/ζ . Then E fi (τ ) = 0 and
sup
{τ∈Bn(b, j)}
| fi (τ )| ≤ 4|ei |‖θ (0)00 − θ (0)10 ‖1{x:τ (0)<x1≤τ (0)+b j+1n−1}(xi )/ζ = Fi .
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Since EF2i ≤ C ′σ 2b j+1, for some constants C ′ < ∞, we can make the term with k = 0 in (A.4)
less than /2, by choosing M ′ large enough. 
Proof of Lemma 4.5. Since ‖θ (0)jk − θ (0)j ′k′‖ and ‖xi‖ are bounded, and EU5(x) = O((τ −
τ (0))(γ − γ (0))), it is good enough to show that for each k = 1, 2 it is true that for any given
ζ ′ > 0 there exists δ′ > 0 such that
P
(
∃(τ, γ ) ∈ Dn(δ) :
∣∣∣∣∣∑
i
{ fki (τ, γ )− E fki (τ, γ )}
∣∣∣∣∣ > ζ ′((τ − τ (0))n + 1)
)
< /2,
(A.5)
where f1i (τ, γ ) = U5(xi ), f2i (τ, γ ) = eiU5(xi ). Since the procedures are similar for two terms
with k = 1, 2, we consider only the case where k = 2. For some constant b > 1, the probability
in (A.5) is less than or equal to
P
(
∃(τ, γ ) ∈ {τ − τ (0) ≤ bn−1, γ − γ (0) ≤ δ} :
∣∣∣∣∣∑
i
ei1U5(xi )
∣∣∣∣∣ > ζ
)
+ P
(
∃(τ, γ ) ∈ {bn−1 < τ − τ (0) ≤ δ, γ − γ (0) ≤ δ}
:
∣∣∣∣∣∑
i
ei1U5(xi )
∣∣∣∣∣ > ζ(τ − τ (0))n
)
. (A.6)
By Lemma 2.1 the first probability in (A.6) is less than or equal to C
√
δ for some C < ∞, so by
choosing δ small enough we can make it less than /4. The second probability in (A.6) is less
than or equal to
∞∑
j=1
P
(
∃(τ, γ ) ∈ Dn(b, j) :
∣∣∣∣∣∑
i
ei1U5(xi )
∣∣∣∣∣ > ζb j
)
, (A.7)
where Dn(b, j) = {(τ, γ ) : b jn−1 < (τ − τ (0)) ≤ b j+1n−1, (γ − γ (0)) ≤ δ}. Since
sup
(τ,γ )∈Dn(b, j)
|ei1U5(xi )| ≤ 1{x:τ (0)<x1≤τ (0)+b j+1n−1,γ (0)<x2≤γ (0)+δ}(x),
the sum of probabilities in (A.7) is less than or equal to
∑∞
j=1 C ′
√
δ/b j , for some constant
C ′ < ∞, which is less than /4 for δ small enough. 
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