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Abstract
This paper is concerned with random attractors for the stochastic
Klein-Gordon-Schrödinger system. By using the tail-estimates method, we prove the
asymptotic compactness of random dynamical systems and obtain the existence of
random attractor on unbounded domain in Rn.
1 Introduction
In recent decades, much attention has been paid to the existence of random attractor for
stochastic partial diﬀerential equations. To the authors’ knowledge, Crauel and Flandoli
[] and Flandoli and Schmalfuß [] ﬁrst introduced a corresponding generalization of the
attractor (random attractor) to the stochastic partial diﬀerential equations. After that, the
study of random attractors has gained considerable attention, see [–] for a comprehen-
sive survey. There are also many other papers concerning the existence of random attrac-
tor for some SDEs on bounded domains, see [–] for stochastic damped sine-Gordon
equation, [] for Ladyzhenskaya model. In , Bates et al. [] introduced a new
method to study the existence of random attractors for stochastic reaction-diﬀusion equa-
tions in unbounded domains, and they proved the asymptotic compactness of the solu-
tions and then obtained random attractor in L(Rn) by approachingRn with a sequence of
bounded domains Qk , and combining the tail estimates in spatial variables with the com-
pactness of Sobolev embedding in the bounded domain Qk . Wang [] used this method
to study the existence of random attractors for the Benjamin-Bona-Mahony equation.
In this paper, we consider the damped Klein-Gordon-Schrödinger system perturbed by
an -small random term
idu + (u + iαu + uv)dt = f dt + udW, x ∈Rn, t > ,
dvt +
(
νvt –v +μv – β|u|
)
dt = g dt + δ dW, x ∈Rn, t > 
with the initial value conditions
u(x, ) = u(x), v(x, ) = v(x), vt(x, ) = v(x), x ∈Rn,
where α, , ν , μ and β are positive constants, n ≤ , f , g ∈ L, δ ∈ H, W and W are
independent two-side real-valued Wiener processes on a probability space which will be
speciﬁed later.
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The coupled Klein-Gordon-Schrödinger (KGS) system is an important model in non-
linear science. It is encountered in several diverse branches of physics, for example, in the
description of the interaction between high frequency electron waves and low frequency
ion plasma waves in a homogeneous magnetic ﬁeld, adapted to model the UHH plasma
heating scheme. The system also focuses on the vital role of collisions, by considering the
non-homogeneous polarization drift for the low frequency coupling [], as the following
nonautonomous KGS equation:
i(ut + αu) +v + uv = f ,
vtt –v + νvt +μv – β|u| = g,
where u denotes a complex scalar nucleon ﬁeld and v represents a real meson ﬁeld, the
complex-valued function f and the real-valued function g are external sources. By using
Galerkin’s method, Fukuda and Tsutsumi [] ﬁrst studied the coupled KGS system and
obtained the existence of global strong solutions. Biler [] obtained the existence of weak
global attractors for the KGS system in a bounded domain. Wang and Lange [] pointed
out that the weak global attractor is actually a strong one. Recently, Guo and Li [] proved
the existence of a global attractor inH(R)×H(R) which attracts bounded sets of space
H
(R) × H(R) in the topology of H(R) × H(R). Lu and Wang [] improved their
results and obtained global attractors in space Hk(R) × Hk(R) for k ≥  which attracts
all bounded sets of Hk(R)×Hk(R) in norm topology.
However, a system in reality is usually aﬀected by external perturbations which in many
cases are of great uncertainty or random inﬂuence. These random eﬀects are not only in-
troduced to compensate for the defects in some deterministic models, but also to explain
the intrinsic phenomena. In [], we have investigated the dynamical behavior for stochas-
tic Klein-Gordon-Schrödinger lattice system in one dimension, which can be regarded as
an approximation to a stochastic continuous case. Yan et al. [, ] studied the existence
of random attractors for a class of ﬁrst order stochastic lattice dynamical systems with
delay.
Throughout this paper, we denote by L(Rn) both the standard real and complex Hilbert




u(x)v¯(x)dx, ‖u‖ = (u,u).
Hereafter, we denote by C any positive constants which may change from line to line.
This paper is organized as follows. In Section , we recall the basic concepts and some
known results related to random dynamical systems and the pullback random attractors.
In Section , we ﬁrst derive the uniform estimates of solutions, and then prove the exis-
tence of the pullback random attractor for the stochastic KGS system.
2 Preliminaries
First we recall the deﬁnitions of the random dynamical systems and random attractors
which are taken from [, , , , ].
Let (H ,‖ · ‖H ) be a separable Hilbert space with Borel σ -algebra B(H), and let (,F,P)
be a probability space.
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Deﬁnition . (,F,P, (θt)t∈R) is called a metric dynamical system if θ : R ×  →  is
(B(R)× F,F) measurable, θ = id, θt+s = θt ◦ θs for all t, s ∈R, and θtP = P for all t ∈R.
Deﬁnition . A stochastic process φ(t,ω) is called a random dynamical system (RDS)
over (,F,P, (θt)t∈R) if φ is (B(R+)× F×B(H),B(H))-measurable, and for all ω ∈ 
• the mapping φ :R+ ×  ×H →H is continuous;
• φ(,ω, ·) = id on H ;
• φ(t + s,ω,x) = φ(t, θsω,φ(s,ω,x)) for all t, s≥  and x ∈H (cocycle property).
Deﬁnition . A randombounded setB(ω)⊂H is called temperedwith respect to (θt)t∈R








where d(B) = supx∈B ‖x‖H .
Deﬁnition . Let D be a collection of random subsets of H . Then D is called inclusion-
closed if D = {D(ω)}ω∈ ∈ D and D˜ = {D˜(ω) ⊆ H : ω ∈ } with D˜ ⊆ D(ω) for all ω ∈ 
imply that D˜ ∈D.
Deﬁnition . A random setK(ω) is called an absorbing set inD if for all B ∈D and P-a.e.




) ⊂K(ω), t ≥ tB(ω).
Deﬁnition . A random set A(ω) is a random D-attractor for RDS φ if
• A(ω) is a random compact set, i.e., ω → d(x,A(ω)) is measurable for every x ∈H and
A(ω) is compact for a.e. ω ∈ ;
• A(ω) is strictly invariant, i.e., φ(t,ω,A(ω)) =A(θtω), ∀t ≥  and for a.e. ω ∈ ;











where d(X,Y ) = supx∈X infy∈Y ‖x – y‖H , X,Y ⊂H .
The collection D is called the domain of attraction of A.
Deﬁnition. Letφ be anRDSon aHilbert spaceH .φ is calledD pullback asymptotically
compact in H if for P-a.e. ω ∈ , {φ(tn, θ–tnω,xn)}∞n= has a convergent subsequence in H
whenever tn → ∞, and xn ∈ B(θtnω) with {B(ω)}ω∈ ∈D.
From [, , ] we have the following result.
Proposition . Let D be an inclusion-closed collection of random subsets of H , and let
φ be a continuous RDS on H over (,F,P, (θt)tR). Suppose that {K(ω)}ω∈ is a closed ab-
sorbing set of φ in D and φ is D-pullback asymptotic compact in H . Then φ has a unique
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3 The existence of random attractors
In this section, wewill apply Proposition . to prove the existence of randomattractors for
the Klein-Gordon-Schrödinger system with -small random perturbation. The main tool
is the tail-estimates method which is extensively used to prove the existence of random
attractor, see [, ].
Consider the Klein-Gordon-Schrödinger system with -small random perturbation
i du + (u + iαu + uv)dt = f dt + udW, x ∈Rn, t > ,
dvt +
(
νvt –v +μv – β|u|
)
dt = g dt + δ dW, x ∈Rn, t > ,
(.)
with the initial value conditions
u(x, ) = u(x), v(x, ) = v(x), vt(x, ) = v(x), x ∈Rn,
where α, , ν , μ and β are positive constants, n ≤ , f , g ∈ L, δ ∈ H, W and W are
independent two-side real-valued Wiener processes on a probability space (,F,P).
For our purpose, we introduce the probability space
 =
{




: ω() = 
}
endowed with the compact open topology []. Then we have (W(t,ω),W(t,ω)) = ω(t),
t ∈R. Let P be the correspondingWiener measure, F be the P-completion of the Borel σ -
algebra on, and θtω(·) = ω(·+ t)–ω(t), t ∈R. Then (,F,P, (θt)t∈R) is ametric dynamical
systemwith the ﬁltration Ft :=
∨
s≤t Fts, t ∈R, where Fts = σ {W (t)–W (t) : s≤ t ≤ t ≤ t}
is the smallest σ -algebra generated by the random variableW (t) –W (t) for all t, t such
that s≤ t ≤ t ≤ t, see [] for more details.









where ν and λ are positive. The above integral exists in the sense that for any path ω with
a subexponential growth, y, y solve the following Itô equations:
dy + νy dt = dW(t), t ∈R,
dy + λy dt = dW(t), t ∈R.
Furthermore, there exists a θt invariant set ′ ⊂  of full Pmeasure such that:
() the mappings t → yi(θtωi), i = , , are continuous for each ω ∈ ′;
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() the random variables ‖yi(ωi)‖, i = , , are tempered (for more details, see [, ]).
Let z(θtω) = y(θtω) and z(θtω) = δy(θtω). Then we have
dz + νz dt = dW(t), t ∈R,
dz + λz dt = δ dW(t), t ∈R.














where ω ∈ ˜, i = , .
By introducing the transformationψ = dvdt +ρvwith ρ a positive constant which satisﬁes
ρ < ν , system (.) becomes
idudt +u + iαu + uv = f + u
dW
dt , x ∈R
n, (.)
dv
dt =ψ – ρv, x ∈R
n, (.)
dψ
dt + (ν – ρ)ψ +
[
μ – ρ(ν – ρ) –]v – β|u| = g + δdWdt , x ∈R
n. (.)
In order to prove the existence of global solutions of (.), we introduce the processes
u˜(t) = z(t)u(t)
and
ψ˜(t) =ψ(t) – δz(θtω),
where z(t) = eiz(θtω) satisﬁes the stochastic diﬀerential equation
dz(t) = –

 z(t)dt + iz(t)dz. (.)




i du˜dt +u˜ + (iα + 

 )u˜ + u˜v – fz = ,
dv
dt + ρv = ψ˜ + δz,
dψ˜
dt + (ν – ρ)ψ˜ + [μ – ρ(ν – ρ) –]v – β|u˜z–| + (ν – ρ)δz = g,
(.)
with the initial data u˜ = u, v = v and ψ˜ =ψ – δz(ω).
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Lemma . Let f ∈ L. Then the solution of the ﬁrst equation in (.) satisﬁes
‖u˜‖ ≤ e–αt‖u˜‖ + 
α
‖f ‖.
Proof Taking the imaginary part of the inner product of (.) with u˜, we obtain
d
dt ‖u˜‖














 + α‖u˜‖ ≤ 
α
‖f ‖‖z‖ ≤ 
α
‖f ‖.
By Gronwall’s lemma we get
‖u˜‖ ≤ e–αt‖u˜‖ + 
α
‖f ‖.
The proof is completed. 
Remark . By Lemma ., we know that there is T >  such that ‖u˜‖ is bounded for
t > T, i.e., ‖u˜‖ ≤M, t > T.












for all ω ∈ .
Proof The proof is similar to the proof in Lemma ., so we omit it here. 
Here and after, I denotes the space L(Rn) × H(Rn) × L(Rn). By Galerkin’s method,
it is easy to prove that, for P-a.e. ω ∈  and for all (u˜, v, ψ˜) ∈ I, system (.) has
a unique solution (u˜(·,ω, u˜), v(·,ω, v), ψ˜(·,ω, ψ˜)) ∈ C([,∞), I) with u˜(,ω, u˜) = u˜,
v(,ω, v) = v and ψ˜(,ω, ψ˜) = ψ˜. Furthermore, the solution is continuous with respect
to (u˜, v, ψ˜) ∈ I. To indicate the dependence of (u, v,ψ) on the initial data (u, v,ψ), we
deﬁne a mapping












u˜(t,ω, u˜)z–(t), v(t,ω, v), ψ˜(t,ω, ψ˜) + δz(θtω)
)
for all (t,ω, (u, v,ψ)) ∈R+ ×  × I.
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It is obvious that φ satisﬁes all conditions inDeﬁnition .. Therefore, φ is a continuous
random dynamical system associated with (.). It is easy to verify that φ satisﬁes
φ
(




u(t, θ–tω,u), v(t, θ–tω, v),ψ(t, θ–tω,ψ)
)
for P-a.e. ω ∈  and t ≥ .
The following lemma shows that φ has a closed bounded random absorbing set in D,
which veriﬁes the ﬁrst condition (I) in Proposition ..
Lemma . Let f , g ∈ L, δ ∈ H. Assume that μ – ρ(ν – ρ) > . Then there exists
{K(ω)}ω∈ ∈ D such that {K(ω)}ω∈ is a random absorbing set for φ in D, that is, for any




) ⊆K(ω) for all t ≥ TB(ω).




 + α‖u˜‖ =  Im(fz, u˜). (.)
Taking the inner product of the third equation of (.) with ψ˜ , we get
d
dt ‖ψ˜‖









= (g, ψ˜). (.)
Note that
(v, ψ˜) = 
(
v, dvdt + ρv – δz(θtω)
)
= ddt ‖v‖




–(v, ψ˜) = ddt ‖∇v‖






Summing up (.)-(.), we have
d
dt
(‖u˜‖ + [μ – ρ(ν – ρ)]‖v‖ + ‖∇v‖ + ‖ψ˜‖) + α‖u˜‖
+ ρ
[
μ – ρ(ν – ρ)
]‖v‖ + ρ‖∇v‖ + (ν – ρ)‖ψ˜‖





















+ (g, ψ˜). (.)
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≤ ρ(μ – ρ(ν – ρ))‖v‖ + 











)∣∣ ≤ ν – ρ ‖ψ˜‖
 + β








)∣∣ ≤ ν – ρ ‖ψ˜‖





∣∣ ≤ ν – ρ ‖ψ˜‖
 + 
ν – ρ ‖g‖
.
By combining the above estimates with (.), we obtain
d
dt
(‖u˜‖ + [μ – ρ(ρ –μ)]‖v‖ + ‖∇v‖ + ‖ψ˜‖) + α‖u˜‖
+ ρ
[
μ – ρ(ρ –μ)
]‖v‖ + ρ‖∇v‖ + (ν – ρ)‖ψ˜‖
≤ 
α






ν – ρ ‖u˜‖
 + 







ρ(μ – ρ(ν – ρ))‖δ‖





Furthermore, by Lemma ., for t ≥ 
‖u˜‖ ≤ e–αt‖u˜‖ + 
α
e–αt‖u‖‖f ‖ + 
α
‖f ‖. (.)
Therefore, by (.) and (.), we have
d
dt
(‖u˜‖ + [μ – ρ(ρ –μ)]‖v‖ + ‖∇v‖ + ‖ψ˜‖) + α‖u˜‖
+ ρ
[
μ – ρ(ρ –μ)
]‖v‖ + ρ‖∇v‖ + (ν – ρ)‖ψ˜‖
≤ 
α
























ρ(μ – ρ(ν – ρ))‖δ‖
 + (ν – ρ)‖δ‖
]∥∥z(θtω)
∥∥. (.)
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Let C := min{α,ρ, (ν – ρ)} > . Then, by (.), we have
d
dt E(u˜, v, ψ˜) +CE(u˜, v, ψ˜)≤ F
(




E(u˜, v, ψ˜) = ‖u˜‖ +
[
μ – ρ(ρ –μ)






























ρ(μ – ρ(ν – ρ))‖δ‖





Note that z(θtω) = y(θtω) and z(θtω) = δy(θtω), δ ∈ H(Rn), therefore, by Lemma .,







∣∣p) +C = P(θtω) +C. (.)
By Proposition .. in [], there exists a tempered function r(ω) >  such that r(θtω) ≤
eC |t|r(ω). Therefore, by (.), we ﬁnd that for P-a.e. ω ∈ ,
P(θsω)≤ CeC |s|r(ω), ∀s ∈R.

























































z–, v(t, θ–tω, v), ψ˜
(
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Therefore, by (.) we know that there exists a positive constantC such that, for all t ≥ ,
∥∥φ
(





















































∥∥ + Cr(ω) +C. (.)
By deﬁnition of z(ω), it is easy to see that ‖z(ω)‖ is tempered. In addition, {B(ω)}ω∈ ⊂D
is also tempered by assumption. Therefore, for (u(θ–tω), v(θ–tω),ψ(θ–tω)) ∈ B(θ–tω),







∥∥ ≤ Cr(ω) +C,
which along with (.) leads to
∥∥φ
(
t, θ–tω, (u, v,ψ)(θ–tω)
)∥∥
I
≤ C + Cr(ω) + ‖δ‖
∥∥z(ω)
∥∥.
Given ω ∈ , deﬁne
K(ω) =
{
(u, v,ψ) ∈ I : ‖u‖ + ‖v‖





Then {K(ω)}ω∈ is an absorbing set for φ in D, which completes the proof. 
Lemma . Let f , g ∈ H, δ ∈ H, B = {B(ω)}ω∈ ∈ D and (u(ω), v(ω),ψ(ω)) ∈ B(ω).
Assume that α(ν –ρ) > Mβ, α(μ–ρ(ν –ρ)) > M. Then, for P-a.e. ω ∈ , there exists
T ′
B


















where R(ω) is a positive tempered random function.
Proof Taking the real part of the inner product of the ﬁrst equation in system (.) with
–u˜ in L(Rn), we have that
d
dt ‖∇u˜‖
 + α‖∇u˜‖ + (∇u˜, u˜∇v) +  Im(∇u˜,∇(fz)) = . (.)




 + (ν – ρ)‖∇ψ˜‖ + (ψ˜ ,v) – [μ – ρ(ν – ρ)](ψ˜ , v)
+ β
(ψ˜ , ∣∣u˜z–∣∣) – (ν – ρ)(ψ˜ , δz(θ–tω)
)
+ (ψ˜ , g) = . (.)
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By the second equation in system (.), we have
(ψ˜ ,v) – [μ – ρ(ν – ρ)](ψ˜ , v)
= 







μ – ρ(ν – ρ)





























Then it follows from (.)-(.) that
d
dt
(‖∇u˜‖ + ‖∇ψ˜‖ + ‖v‖ + (μ – ρ(ν – ρ))‖∇v‖)
+ α‖∇u˜‖ + (ν – ρ)‖∇ψ˜‖ + ρ‖v‖ + (μ – ρ(ν – ρ))‖∇v‖
= – Im
(∇u˜,∇(fz)) – (∇u˜, u˜∇v) – β(ψ˜ , ∣∣u˜z–∣∣)
+ (ν – ρ)
(ψ˜ , z(θtω)δ
)



















Now, we estimate each term on the right-hand side of (.). By Young’s inequality, we get
∣
∣– Im




(‖∇f ‖ + ‖f ‖‖∇z‖
)
,






(ψ˜ , ∣∣u˜z–∣∣)∣∣ ≤ ν – ρ ‖∇ψ˜‖
 + β







≤ ν – ρ ‖∇ψ˜‖





∣∣–(ψ˜ , g)∣∣ ≤ ν – ρ ‖∇ψ˜‖
 + 




























≤ μ – ρ(ν – ρ) ‖∇v‖
 + 
[
μ – ρ(ν – ρ)
]∥∥z(θtω)
∥∥‖∇δ‖,
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∣∣
[




≤ μ – ρ(ν – ρ) ‖∇v‖
 + 
[
μ – ρ(ν – ρ)
]∥∥∇z(θtω)
∥∥‖δ‖,











such that for t > T
d






E(u˜, v, ψ˜) = ‖∇u˜‖ + ‖∇ψ˜‖ + ‖v‖ +
(









(‖∇f ‖ + ‖f ‖∥∥∇z(θtω)
∥
∥)























(‖∇z‖ + ‖z‖ + ‖∇z‖ + ‖z‖
)
.
















P(θtω)≤ CeC |t|r(ω) +C for all t ∈R.






































































+ Cr(ω) +C, (.)
where r(ω) is a tempered function.



























































































where R(ω) = Cr(ω) +C + ‖δ‖
H‖z(ω)‖H . This completes the proof. 
In what follows, we will use the method of [, ] to derive uniform estimates on the
tails of solution when x exists on unbounded domains.
Lemma . Let f ∈ L, g ∈ L, δ ∈ H ∩W,, B = {B(ω)}ω∈ ∈D and (u, v,ψ) ∈ B(ω).
Assume that μ – ρ(ν – ρ) > . Then, for every ε >  and P-a.e. ω ∈ , there exist T ′ =







t, θ–tω, (u, v,φ)(θ–tω)
)∣∣ dx≤ ε.
Proof Let η(x) ∈C(R+, [, ]) be a cut-oﬀ function satisfying
η(x) = , for all x ∈ [, ]; η(x) = , for all x ∈ [, +∞),
and |η′(x)| ≤ η (a positive constant).
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Taking the imaginary part of the inner product of the ﬁrst equation of (.) with η( |x|m )u˜













































































































































































































































fzu˜ dx + 
(












































































We now estimate the right-hand side term in (.) as follows. Firstly, by the deﬁnition



























































































|f | dx; (.)

(















































































































































































































|f | dx + 































































By (.) and assumption, there exist positive constants C := min{α,ρ, ν–ρ } and C :=



























































































































































where C∗ is a ﬁxed constant.
In what follows, we estimate the terms in (.). First replacing t by T and then replac-
































































































 (T–t)r(ω) +CeC(T–t). (.)
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Note that δ ∈H ∩W,, hence there is R = R(ω, ε) such that for allm≥ R,
∫
|x|≥m
(∣∣∇δ(x)∣∣ + ∣∣δ(x)∣∣)dx≤ εr(ω) , (.)





























































 sr(ω)ds≤ ε. (.)





































|f | dxds. (.)
Note that f ∈ L, g ∈ L and δ ∈H ∩W,, there is R = R(ε) such that for allm≥ R,
∫
|x|≥m
(|f | + |g| + |δ| + |∇δ|)dx≤ ε. (.)

















(|f | + |g| + |δ| + |∇δ|)dxds











|u˜| dxds≤ ε. (.)
Now, we estimate the last term on the right-hand side of (.). Denote E(v, ψ˜) = ‖v‖ +




































































































































∥∥ ds≤ ε. (.)
By (.), (.), (.), (.), (.) and (.), there exist R = max{R,R,R,R} and
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where C′ is a ﬁxed positive constant. This completes the proof. 
Theorem . Let f ∈H, g ∈ L and δ ∈H∩W,. Assume that α(ν –ρ) > Mβ, α(μ–
ρ(ν – ρ)) > M and μ – ρ(ν – ρ) > . Then the random dynamical system φ possesses a
unique D-random attractor in I.
Proof FromProposition ., we only need to prove the asymptotic compactness of RDS φ.




n= is bounded in I. (.)






n= → φ weakly in I. (.)
Next, we prove that (.) is actually strong convergence. Deﬁne the set S by S = {x ∈
R
n : |x| ≤ m}, where m will be speciﬁed latter. Notice the compactness of embedding




) → φ strongly in I(S),
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I(S) ≤ ε. (.)
On the other hand, by Lemma ., there exist T = T(K(ω),ω, ε) and N =N(ω, ε) (large










∣ dx≤ ε. (.)






∣ dx≤ ε. (.)





























This completes the proof. 
Competing interests
The authors declare that they have no competing interests.
Authors’ contributions
All authors contributed equally to the writing of this paper. All authors read and approved the ﬁnal manuscript.
Author details
1College of Information Technology, Jilin Agricultural University, Changchun, 130118, P.R. China. 2School of Mathematics
and Statistics, Shaoguan University, Shaoguan, 512005, P.R. China. 3Department of Mathematics, Sun Yat-sen
(Zhongshan) University, Guangzhou, 510275, P.R. China.
Acknowledgements
The authors sincerely thank Prof. Yong Li for his instructions and many invaluable suggestions. This work is supported
ﬁnancially by the NSFJP Grant (201215184), Guangdong Provincial Culture of Seedling of China (no. 2013LYM0081), the
Shaoguan Science and Technology Foundation (no. 313140546).
Received: 29 August 2014 Accepted: 24 February 2015
References
1. Crauel, H, Flandoli, F: Attractors for random dynamical systems. Probab. Theory Relat. Fields 100(3), 365-393 (1994)
2. Flandoli, F, Schmalfuß, B: Random attractors for the 3D stochastic Navier-Stokes equation with multiplicative noise.
Stoch. Int. J. Probab. Stoch. Process. 59(1), 21-45 (1996)
3. Ruelle, D: Characteristic exponents for a viscous ﬂuid subjected to time dependent forces. Commun. Math. Phys.
93(3), 285-300 (1984)
4. Schmalfuß, B: Backward cocycles and attractors of stochastic diﬀerential equations. In: Reitmann, V, Riedrich, T,
Koksch, N (eds.) International Seminar on Applied Mathematics-Nonlinear Dynamics: Attractor Approximation and
Global Behaviour, Dresden, Technische Universität, pp. 185-192 (1992)
5. Arnold, L: Random Dynamical Systems. Springer, Berlin (1995)
Zhao and Li Advances in Diﬀerence Equations  (2015) 2015:115 Page 22 of 22
6. Crauel, H, Debussche, A, Flandoli, F: Random attractors. J. Dyn. Diﬀer. Equ. 9(2), 307-341 (1997)
7. Fan, X: Random attractor for a damped sine-Gordon equation with white noise. Pac. J. Math. 216(1), 63-76 (2004)
8. Zhou, S, Yin, F, Ouyang, Z: Random attractor for damped nonlinear wave equations with white noise. SIAM J. Appl.
Dyn. Syst. 4(4), 883-903 (2005)
9. Shen, Z, Zhou, S, Shen, W: One-dimensional random attractor and rotation number of the stochastic damped
sine-Gordon equation. J. Diﬀer. Equ. 248(6), 1432-1457 (2010)
10. Zhao, C, Duan, J: Random attractor for the Ladyzhenskaya model with additive noise. J. Math. Anal. Appl. 362(1),
241-251 (2010)
11. Bates, PW, Lu, K, Wang, B: Random attractors for stochastic reaction-diﬀusion equations on unbounded domains.
J. Diﬀer. Equ. 246(2), 845-869 (2009)
12. Wang, B: Random attractors for the stochastic Benjamin-Bona-Mahony equation on unbounded domains. J. Diﬀer.
Equ. 246(6), 2506-2537 (2009)
13. Karachalios, NI, Stavrakakis, NM, Xanthopoulos, P: Parametric exponential energy decay for dissipative electron-ion
plasma waves. Z. Angew. Math. Phys. 56(2), 218-238 (2005)
14. Fukuda, I, Tsutsumi, M: On coupled Klein-Gordon-Schródinger equations. II. J. Math. Anal. Appl. 66(2), 358-378 (1978)
15. Biler, P: Attractors for the system of Schrödinger and Klein-Gordon equations with Yukawa coupling. SIAM J. Math.
Anal. 21(5), 1190-1212 (1990)
16. Wang, B, Lange, H: Attractors for the Klein-Gordon-Schrödinger equation. J. Math. Phys. 40(5), 2445-2457 (1999)
17. Guo, BL, Li, YS: Attractor for dissipative Klein-Gordon-Schrödinger equations in R3 . J. Diﬀer. Equ. 136(2), 356-377
(1997)
18. Lu, K, Wang, B: Global attractors for the Klein-Gordon-Schrödinger equation in unbounded domains. J. Diﬀer. Equ.
170(2), 281-316 (2001)
19. Yan, WP, Ji, SG, Li, Y: Random attractors for stochastic discrete Klein-Gordon-Schrödinger equations. Phys. Lett. A
373(14), 1268-1275 (2009)
20. Yan, WP, Li, Y, Ji, SG: Random attractors for ﬁrst order stochastic retarded lattice dynamical systems. J. Math. Phys.
51(3), 032702 (2010)
21. Xu, L, Yan, WP: Stochastic Fitzhugh-Nagumo systems with delay. Taiwan. J. Math. 16(3), 1079-1103 (2012)
22. Flandoli, F, Schmalfuß, B: Random attractors for the 3D stochastic Navier-Stokes equation with multiplicative white
noise. Stoch. Int. J. Probab. Stoch. Process. 59(1-2), 21-45 (1996)
23. Duan, J, Lu, K, Schmalfuß, B: Invariant manifolds for stochastic partial diﬀerential equations. Ann. Probab. 31(4),
2109-2135 (2003)
