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RÉSUMÉ ET MOTS CLÉS
RÉSUMÉ
Ce mémoire contient une preuve du théorème de Kazhdan et Lusztig [251 qui
relie, d’une part, la cohomologie d’intersection des variétés de Schubert dans la
variété de drapeaux d’un groupe algébrique complexe réductif G, et, d’autre part,
les polynômes de Kazhdan-Lusztig dans l’algèbre de Hecke du groupe de Weyl
de G. Ce théorème est utile pour le calcul des multiplicités dans les modules de
Verma.
L’approche utilisée, due à MacPherson et esquissée par Springer [29], implique
une opération de convolution, dont nous étudions les propriétés dans un contexte
abstrait au chapitre 2. Le contexte qui nous intéresse est celui de la catégorie
dérivée constructible des complexes de faisceaux (chapitre 3), dans laquelle les
complexes d’intersection jouent un rôle très important (chapitre 4). Le chapitre 1
contient les résultats de base sur les variétés de drapeaux et les algèbres de Hecke.
MOTS CLÉS
Polynômes de Kazhdan-Lusztig, algèbres de Hecke, variétés de drapeaux, va
riétés de Schubert, cohomologie d’intersection, faisceaux pervers, convoliltion,
théorie de la représentation, modules de Verma.
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ABSTRACT AND KEY WORD$
ABSTRACT
This thesis contains a proof of a theorem of Kazhdan and Lusztig [251 which
links, on one hand, the intersection cohomology of Schubert varieties in the flag va
riety of a reductive complex algebraic group G, with, on the other hand, Kazhdan
Lusztig polynomials in the Hecke algebra of the Weyl group of G. This theorem
is intrumental in the computation of multiplicities in Verma modules.
The approach we use, due to JVlacPherson and sketched by Springer [29], relies
on a convolution operation, ofwhich we study the properties in an abstract setting
in Chapter 2. The setting of interest to us is that of the constructible derived
category of sheaf complexes (Chapter 3), in which the intersection complexes
play a very important role (Chapter 4). We first review some basics facts about
ftag varieties and Hecke algebras in Chapter Ï.
KEY WORDS
Kazhdan-Lusztig polynomials, Hecke algebras, fiag varieties, Schubert varie
ties, intersection cohomology, perverse sheaves, convolution, representation theory,
Verma modules.
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INTRODUCTION
L’atgèbre de Hecke 3(W) d’un groupe de Coxeter W a été introduite pour
étudier les représentations des groupes de Chevalley en caractérisque positive. Il
s’agit d’une déformation de l’algèbre du groupe, Z[W], obtenue en y introduisant
une indéterminée q. En y ajoutant également formellement l’inverse q’ de q, il
est possible de munir 3’(W) d’une importante involution t.
Kazhdan et Lusztig ont montré, dans leur article fondamental 1241, qu’il existe
une base de 9’(I47), « la plus simple possible », qui soit adaptée à cette involu
tion, c’est-à-dire dont les éléments soient auto-duaux. Il est nécessaire pour cela
d’introduire également une racine carrée ql/2 de q.
En exprimant les éléments G,1, de la base de Kazhdan-Lusztig en terme des
élérnei,ts T de la base usuelle, on obtient des polynômes en q, appelés poly
nômes de Kazhdan-Lnsztig. Il est remarquable que, malgré l’introduction de q’
et de q”2, nécessaire pour avoir une « bonne » théorie de la dualité sur 3(l47),
ces polynômes ne contiennent ni puissance négative, ni puissance fractionnaire
de q.
Ces polynômes satisfont des relations de récurrence compliquées qui les rendent
difficiles à calculer explicitement. Il était conjecturé sur des bases empiriques que
leurs coefficients étaient toujours positifs.
Kazhdan et Lusztig on montré dans 125] que cette conjecture était vraie au
moins lorsque W est le groupe de Weyl d’un groupe algébrique complexe réductif
G. En effet, dans ce cas, on peut interpréter les coefficients des polynômes de
Kazhdan-Lusztig comme des dimensions de groupes de cohomologie des cellules
de Schubert X(w) dans la variété de drapeaux G/B de G.
2La théorie cohomologique appropriée n’est pas la théorie usuelle, mais plutôt
celle de la cohomologie d’intersection, qui avait été introduite quelques années
plus tôt par Goresky et MacPherson. Cette théorie, qui généralise la théorie de
la cohomologie usuelle pour les variétés non singulières, a été développée dans le
but de garantir une dualité de Poincaré pour une classe plus générale d’espaces
pouvant avoir des singularités, les pseudo-variétés.
Une version Jaisceautique de la cohomologie d’intersection a également été
développée par Deligne, Belinson, Bernstein et Gabber, produisant un complexe
d’intersection YJC(X) pour chaque pseudo-variété X. Pour pouvoir caractériser
efficacement ce complexe, cependant, il est nécessaire d’élargir notre point de
vue pour le considérer, non pas comme un objet dans la catégorie des complexes
de faisceaux sur X, mais plutôt dans sa catégorie dérivée. Les complexes d’in
tersection, normalisés de façon appropriée, y sont auto-duaux pour la dualité de
Verdier.
Le « théorème de Kazhdan-Lusztig » est en fait l’affirmation que le complexe
d’intersection 1C(X(w)) correspond à l’élément de base C, dans l’algèbre de
Hecke 3(l’V), ce qui se traduit plus précisément par le fait que, pour x, w e l/V,
= dim IH(X(w)) qi/2 T,
où IH(X(w)) désigne la fibre de la cohornologie 7i(IC’(X(w))) en un point de
la cellule de Schubert X(x).
Cette identification entre deux objets, l’un de nature combinatoire et l’autre
de nature topologique, a deux conséquences remarqilables. Premièrement, comme
mentionné plus tôt, cela fournit une « explication » géométrique de la positivité
des coefficients des polynômes de Kazhdan-Lusztig. Par ailleurs, le fait que les
polynômes de Kazhdan-Lusztig ne contiennent aucune puissance fractionnaire de
q implique que les variétés de Schubert n’ont pas de cohomologie en dimension
(réelle) impaire. Ceci signifie que, bien que l’on ait élargi notre point de vue pour
considérer la variété de drapeaux comme un variété réelle, on se rend compte a
posteriori que toute son information cohomologique se trouve localisée en dimen
sions réelles paires, c’est-à-dire correspondant à des dimensions complexes.
3Suivant l’idée de MacPherson [29, 301, nous obtenons ce résultat comme un
des aspects d’une correspondance un peu plus forte, et par le fait même une preuve
beaucoup plus « parlante » du théorème que la preuve originale [25]. En effet,
il existe une opération de convolution sur l’ensemble des complexes de faisceaux
sur G/B de la forme
wW
où chaque V est un espace vectoriel gradué, jouant le rôle de multiplicité, et I
le complexe d’intersection 1C(X(w)), normalisé de façon approprié. Pour que
cette opération soit bien définie et jouissent de bonnes propriétés. il est nécessaire
de travailler dans la catégorie déTivée des complexes de faisceaux.
Nous allons montrer qu’il existe un isomorphisme h de cet ensemble sur une
sous-structure de l’algèbre de Hecke 3(W). Sous cet isomorphisme, le produit
de convolution et la dualité de Verdier correspondent, respectivement, à la mul
tiplication dans l’algèbre de Hecke et à la dualité t. De plus, pour tout w I’I7,
le complexe d’intersection I correspond à l’élément de base au.
Cependant, cette opération de convolution est très artificielle au niveau (de
la catégorie dérivée) des complexes de faisceaux sur X G/B, mais on peut
la définir de façon très naturelle sur X x X, dont les orbites pour l’action de G
correspondent aux orbites pour B dans X, c’est-à-dire les cellules de Schubert.
Le théorème de Kazhdan-Lusztig ne serait que modérément intéressant s’il
n’avait pas de conséquences, puisque, après tout, il ne fait qu’identifier ensemble
deux objets, de nature différente, certes, mais issus d’une même quête de la dua
lité. D’ailleurs, il suffit de jeter un coup d’oeil aux théorèmes 1.17 et 4.22 pour
remarquer une certaine ressemblance dans les conditions qui caractérisent les élé
ments de base de Kazhdan-Lusztig et les complexes d’intersection.
Cependant. le théorème de Kazhdan-Lusztig est crucial dans la démonstration
de la conjecture de Kazhdan-Lusztig [241, exprimant les multiplicités des modules
de Verma en terme des polynômes de Kazhdan-Lusztig.
4Plus précisément, soit g une algèbre de Lie semi-simple, b une sous-algèbre de
Cartan et b la sous-algèbre de Borel de g contenant b. Notons p la demi-somme
des racines de g relativement à h.
Pour w e W, soit M le module de Verma de poids —w(p)
—
p, c’est-à-dire
U(g) ®it(b) D_()_,
où U désigne le foncteur d’algèbre enveloppante universelle et D_()_ est le
b-module de dimension 1 obtenu par l’extension par O de —w(p)
—
p à b.
Les modules de Verma, bien qu’ils soient en général de dimension infinie, sont
bien compris. Cependant, chaque module de Verma M a un unique quotient
simple L, qui lui l’est beaucoup moins.
La conjecture de Kazhdan-Liisztig affirme que les caractères formels de M
et L sont reliés par la formule
chL =
qui est équivalente à la formule
chM = P0.0(1) chL,
xEW
dans laquelle w0 désigne l’élément le plus long de 141.
La preuve de la conjecture de Kazhdan-Lusztig a été obtenue indépendamment
par Beïlinson et Bernstein [1] ainsi que Brylinski et Kashiwara [9, 101.
La preuve de Beflinson et Bernstein utilise une version de la correspondance
Riemann-Hitbert qui identifie la catégorie des s-modules à singularités hotonomes
avec la catégorie des faisceaux pervers. On peut ainsi identifier les quotients
simples des modules de Verma avec les complexes d’intersection, et les modules
de Verma eux-même avec les complexes constants. Ce sont, respectivement, les
objets simples et « bien compris » dans les catégories correspondantes.
C’est dans cette optique qu’il faut considérer le théorème de Kazhdan-Lusztig.
Les polynômes de Kazhdan-Lusztig sont des objets combinatoires obtenus à partir
d’une géométrie sous-jacente qui permettent de calculer des choses en théorie de
la représentation.
5Il serait ainsi souhaitable de pouvoir interpréter géométriquement la construc
tion de l’algèbre de Hecke pour tout groupe de Weyl W, afin d’en obtenir des béné
fices en théorie de la représentation (une telle interprétation existe, par exemple,
dans le cas où W est un groupe de Weyl affin).
Il faut donc considérer le cas où W est un groupe de Weyl, décrit dans ce
mémoire, comme le cas facile d’un programme plus général en théorie de la re
présentation (voir [281 par exemple). Il est important de bien le maîtriser afin
d’espérer pouvoir généraliser les enseignements qu’il nous apporte à des cas plus
généraux.
Chapitre 1
PRÉLIMINAIRES
Dans ce chapitre, nous exposons de façon succinte les concepts et les résultats
qui nous seront nécessaires à propos des variétés de Schubert (section 1.1) et des
algèbres de Hecke (section 1.2), principalement dans le but d’établir la notation
qui sera utilisée par la suite. Nous omettrons la plupart des preuves, mais on peut
se référer à [5] ou [221 pour les généralités sur les groupes algébriques, [27] pour
les variétés de drapeaux, ainsi qu’à [23] ou [24] pour les algèbres de Hecke.
1.1. VARIÉTÉS DE SCHUBERT
1.1.1. La variété de drapeaux G/B
Soit G un groupe algébrique complexe réductif (connexe). Désignons par
l’ensemble des sous-groupes de Borel de G, c’est-à-dire de ses sous-groupes so
lubles connexes maximaux.
Les sous-groupes de Borel de G étant tous conjugués, l’action de G par conju
gaison sur est transitive. Si l’on fixe un sous-groupe de Borel B de G, on peut
identifier , en tant que G-ensemble, avec l’ensemble des translatés G/B, sur
lequel G agit par multiplication à gauche, via
gBg’ gB.
(Cette correspondance est bien définie car un sous-groupe de Borel est son propre
normalisateur.)
7Théorème 1.1. Cette identification confère une structure de variété projective
lisse à . Cette structure ne dépend pas du sous-groupe de Boret B choisi.
Nous appelerons , muni de cette structure, la variété de drapeaux de G.
Nous la noterons habituellement X = G/B.
Le terme « drapeau » provient de l’exemple suivant.
Exemple 1.2. Soit G := GL(n, C) le groupe linéaire général. Le sous-groupe B
des matrices triangulaires supérieures est un sous-groupe de Borel de G. On peut
identifier la variété de drapeaux G/B avec l’ensemble des suites
o = V0 < V1< ... < V =V
de sous-espaces vectoriels de C telles que dim = i, i = 1,.. . , n.
1.1.2. Groupe de Weyl
Soit T un tore maximal de G et N(T) son normalisateur.
Définition 1.3. Le groupe de WeyÏ de G est le groupe quotient
W N(T)/T.
Les tores maximaux de G étant tous conjugués, on peut vérifier que cette
définition ne dépend pas du choix du tore maximal T. De plus, le groupe de Weyl
de G est toujours un groupe fini.
Exemple 1.4. Dans le cas de G GL(n, C), le sous-groupe T des matrices
diagonales est un tore maximal, et on a W S, le groupe symétrique sur n
éléments.
Le choix d’un sous-groupe de Borel B contenant T détermine un ensemble de
générateurs S de T1, appelés réflexions simples, qui confère au groupe de Weyl
8T4 une structure de groupe de Coxeter, c’est-à-dire que les seules relations entre
les réflexions simples s. e S sont de la forme
(8isiynj
=
avec = 1 et = m3. En particulier, cela signifie que les réflexions simples
sont des involutions.
Puisque chaque élément w W peut s’écrire comme un produit de réflexions
simples, nous appelerons longueur de w le nombre minimal t(w) de réflexions
simples nécessaires pour obtenir W. Une décomposition w = •.
.
s sera dite
Téduite si elle est de longueur minimale, c’est-à-dire si r = 1(w) (les décompositions
réduites ne sont pas uniques en général).
Exemple 1.5. Pour w e W, nous avons 1(w) = O si et seulement si w = 1, et
1(w) = 1 si et seulement si w e S.
On peut prouver que W contient un unique élément de longueur maximale,
que nous noterons w0.
À partir de maintenant, nous considérerons toujours un sous-groupe de Borel
B de G fi.xé, ainsi que la stucture de groupe de Coxeter résultante sur W.
1.1.3. Décomposition de Bruhat
Choisissons une section W — N(T), w —÷ b, de façon arbitraire.
Le point ‘diB e G/B ne dépend pas du choix de la pré-image b de w, car
T C B. Par ailleurs, on peut remarquer que l’ensemble des points de la forme
w e 147, est exactement l’ensemble des points fixes pour l’action de T par
multiplication à gauche sur G/B.
L’intérêt du groupe de Weyl dans l’étude de la variété de drapeaux G/B vient
du fait que chaque orbite pour B (agissant par multiplication à gauche) dans
G/3 contient un unique point de la forme bB, w e 117.
9Définition 1.6. La cellule de Bruhat (ou de Schubert) associée à w e W est
X(w) := B.
l’orbite du point LbB sous l’action de B.
Remarque 1.7. La cellule de Schubert X(w) est quelquefois notée abusivement
ou même 3w3, mais il ne faut pas la confondre avec le double translaté
BtbBcG.
Nous avons donc la décomposition de G/B comme l’union disjointe
G/B= L X(w);
wW
c’est la décomposition de Bruhat de G/B.
À la lumière du théorème suivant, cette décomposition donne un portrait de
G/B particulièrement simple.
Théorème 1.8. Pour w e W, ta cellute de Bruhat X(w) est un espace affin de
dimension 1(w), c ‘est-à- dire que
X(w)
La variété de Schubert X(w) est l’adhérence de la cellule de Bruhat X(w).
L’adhérence d’une orbite étant constituée d’orbites complètes, cela définit un
ordre partiel sur W, appelé l’ordre de Bruhat
<w X(x) c X(w) X(x) C X(w).
Nous pouvons donc écrire
X(w)
=
x<w
Remarquons que si x < w, alors il est clair que 1(x) < 1(w).
Le théorème suivant donne une caractérisation combinatoire de l’ordre de
Bruhat sur 117 ayant un sens pour n’importe quel groupe de Coxeter.
10
Théorème 1.9. Pour x, w E W, tes énoncés suivants sont équivalents.
(1) x <w.
(2) Il existe une décomposition réduite w S() de w tette que x =
• sj, avec 1 < ii < . . < ir < 1(w).
(3) Pour toute décomposition réduite w = s $t de w, on peut écrire
x
=
s avec 1 ii < •.• < Z < 1(w).
Proposition 1.10. L’ordre de Bruhat SUT W a tes propriétés suivantes.
(1) Pour w E W et s E S, ou bien sw <w, ou bien sw > w.
(2) Pour tout w E W, w <w0.
(3) Pour x, y E W, on a x <y si et seulement si w0y w0x.
1.1.4. Résolution de Bott-Samelson
Bien que la variété de drapeaux G/B = X(w0) soit lisse, les variétés de
Schubert X(w), w e T’V, sont singulières en général. Elles sont constituées de
cellules de Schubert, qui sont des espaces affins, donc lisses, mais il peut apparaître
des singularités lorsqu’on les recolle ensemble. Ceci n’est cependant pas le cas
lorsque 1(w) = 1.
Exemple 1.11. La variété de Schubert X(s) = X(s) U X(1) A’ U A° est une
droite projective.
Dans certaines situations, il est utile de pouvoir remplacer la variété de Schu
bert X(w) par une variété lisse Z(w) qui n’en diffère pas beaucoup, c’est-à-dire
avoir une résolution des singuÏarités
Z(w)X(w).
Il existe une façon standard de résoudre les singularités d’une variété de Schu
bert X(w), appelée résolution de Bott-Sametson. L’idée est de « factoriser » la
variété X(w) en ses différents « facteurs » X(s1) X(Sr), qui sont des droites
11
projectives, où w
= s s. est une décomposition réduite de w. Voyons comment
on construit cette résolution.
Soit w E I’V, et choisissons une réflexion simple s $ telle que sw < w;
écrivons w = sw’. Alors, si on note P(s) le soils-groupe parabolique minimal de
G associé à s et contenant B, c’est-à-dire
P(s) := B U BâB,
alors on a la factorisation
X(w) = X(sw’) = P(s)X(w’).
Ceci signifie que l’application naturelle
P(s) x X(w’) X(w)
induite par l’action de P(s) C G sur G/B est surjective.
Si X et Y sont deux variétés sur lesquelles un groupe G agit à droite et à
gauche, respectivement, on définit la variété X XGY comme le quotient de X X Y
pour l’action de G donnée par
9 ,y) := (x •g1,g .y)
(si ce qilotient existe). Cela veut dire que la variété X x G Y est obtenue de X x Y
en identifiant les points de la forme (x
.
g, y) avec ceux de la forme (x, g y).
Puisque, dans notre cas, le sous-groupe de Borel B agit à droite sur P(s) et à
gauche sur X(w’), on peut former le quotient P(s) x5X(w’). Alors, l’application
naturelle P(s) x X(w’) —÷ X(w) passe au quotient pour donner une projection
n: P(s) x5 X(w’) —*
puisque (pg1)(gx)
=
px.
Lemme 1.12. La projection n : P(s) XB X(w’) — X(w) est propre et biration
nelte.
Remarquons de plus que, en faisant agir B à gauche sur le facteur P(s) de
P(s) x3 X(vY), la projection n est B-équivariante.
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Si nous choisissons une décomposition réduite w = s1 s,. de w, nous pouvons
itérer le processus. En effet, en posant w s• s,, puisque w = swj1 avec
t(w) = t(w+i) + 1, pour chaque i nous obtenons une projection
t P(s) x3 X(w+i) X(w)
et en les combinant toutes ensemble, nous obtenons
n : P(s,) XB•• x3 P(s,.) x3 X(1) —» X(w,.) = X(w).
Posons Z(w) P(s,) x3.•• XB P(sT) x5 X(1).
Puisque X(1) = X(1) est un singleton, on peut identifier Z(w) avec
P(s,) x3... x3 P(s,.)/B;
nous l’appelerons vaTzété de Bott-Sametson associée à w. Notons que cette cons
truction dépend de la décomposition réduite w = 5• s,. choisie.
De façon équivalente, Z(w) est le quotient de P(s,) x••• x P(s,.) pour l’action
de BT donnée par
(b’, b2 b). (P1,P2 p) := (pi’, bip2b’,. . . , b,._ip,.b1).
B agit encore sur Z(w) par multiplication à. gauche sur le premier facteur
P(s,), et cela rend B-équivariante la projection
Le lemme 1.12 implique le théorème suivant.
Théorème 1.13. Pour tout w e W, n t Z(w) —» X(w) est une résolution des
singularités de ta variété de Schubert X(w).
1.2. ALGÈBRES DE HECKE
Dans cette section, I’V désigne un groupe de Coxeter quelconque muni de son
ensemble de réflexion simples S. Nous nous intéressons bien sûr plus particuliè
rement au cas où I1 est un groupe de Weyl et S est déterminé par le choix d’un
sous-groupe de Borel 3.
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1.2.1. Définition
Considérons l’anneau Z{q+h/2] des polynômes de Laurent en q’/2 avec coeffi
cients entiers.
Définition 1.14. L’algèbre de Hecke (I47) de W est définie comme l’algèbre
libre sur Z[q’/2] avec éléments de base T, w e W, et la multiplication définie
par les formules
= si l(ww’) = 1(w) + 1(w’),
(T5+1)(T—q)=O si sES.
Il faut en fait vérifier que ces formules définissent bien une structure d’algèbre
sur 3(W), ce que nous ne ferons pas ici (voir [231). Elles sont équivalentes aux
formules
I T3, sisw>w,
TT = (1.2.1)
(q— 1)T+qT si sw <w.
En spécialisant q à 1, on obtient l’algèbre du groupe Z[W}, c’est-à-dire que le
morphisme d’évaluation q —* 1 induit un épimorphisme 3(W) — Z[W}. Il faut
donc considérer q comme un paramètre formel qui a été introduit pour « défor
mer » l’algèbre du groupe Z[W].
Remarque 1.15. Dans le cas où W est le groupe de Weyl d’un groupe algébrique
réductif G, il y a une analogie entre la multiplication des éléments de base dans
l’algèbre de Hecke et la combinatoire des doubles translatés de B dans G. Si on
note G, := B’ûiB C G pour w E W, on a les égalités suivantes
G5 sisw>w,
GSWUGW si sw <w.
On voit qu’elles sont analogues aux formules de multiplication dans 9(W).
En fait, on remarque que les coefficients dépendants de q qui apparaissent
dans (1.2.1) sont choisis de telle sorte que l’application ‘(W) —* Z[q’2]
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qui envoie l’élément de base T, sur qt(W)• c’est-à-dire
awTw)
wEW WEW
soit un homomorphisme d’anneaux.
En effet, si sw > w, alors t(sw) = 1(w) + 1 et on a bien
(T5»(T) qqt(w) = ql(W)+l = (T5).
Dans le cas où sw <w, on a l(sw) = 1(w) — 1, encore ço(T5»(T) = ql(w)+1, et
(qT5 + (q — 1)T) = qql(W)_l + (q — 1)qt = ql(W)+l
La multiplication dans Y6(W) semble donc pouvoir être interprétée comme
une version algébrique (ou combinatoire) de la multiplication des éléments corres
pondants aux cellules de Schubert dans X. Remarquons que si nous travaillions
en caractéristique p et que nous pensions encore à X(w) comme l’espace affin
Al(w), alors X(w) compterait précisément ql(V)) points I’q-rationnels.
Lorsque W est un groupe de Weyl, on aimerait donc penser au vecteur de
base T,» comme étant l’analogue algébrique de la cellule de Schubert X(w). On
peut considérer le reste de ce mémoire comme une façon de donner un sens précis
à cette idée un peu floue. Nous tâcherons d’obtenir une réalisation géométrique,
ou topologique, de l’algèbre de Hecke de W.
1.2.2. Théorème de base de Kazhdan-Lusztig
La base (T,»),»w est utile pour la définition de 3’(I47), mais, en pratique,
une autre base est plus intéressante.
Remarquons tout d’abord que chaque élément de base T,» de est inversible.
En effet, pour s e S, (1.2.1) implique que
T’ = q1T5 + (q’ — 1). (1.2.2)
Il suit donc que pour w e W quelconque, en choisissant une décomposition réduite
=
ss
.
, de w, puisque T,» = T,T2 . . . T5, alors T,» est inversible et son
inverse est TJ = T;’ . . . T’T;’.
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Remarquons que c’est la présence de l’inverse q’ de q nous permet d’inverser
les éléments de base.
Il y a sur Z[q/2] une involution qui consiste à inverser les signes des puis
sances de q”2, c’est-à-dire induite par ql/2 q112. Si a est un élément de
Z[q/2] nous noterons son image sous cette involution.
Définissons une application t : —* en posant
awTw) :=
wEW wW
Il est possible de vérifier que cette formule définit une involution sur l’algèbre
de Hecke 3(W).
Exemple 1.16 (motivation pour qh/2). Nous aimerions construire une base de
3’(W) formée d’éléments auto-duaux pour t. Remarquons que pour s e S, l’élé
ment T + 1 est presque auto-dual, car, en utilisant (1.2.2), on trouve
t(T5 ± 1) = q’(T5 + 1).
C’est pour cela qu’il est intéressant d’introduire une racine carrée de q, car alors
on a
t(q’2(T5 + 1)) = ql/2t(T + 1) = q”2(T8 + 1).
On voudrait donc obtenir une base de 3(W) formée d’éléments C,,, auto-
duaux, qui soient « les plus simples possibles » quand on les exprime e terme
des T. C’est ce que nous donne le résultat fondamental suivant, dont la preuve
est élémentaire mais technique (voir [231 ou [241).
Théorème 1.17 (Kazhdan et Lusztig, [24j). Pour chaque w e 117, il existe un
unique élément G e 3 tel que (c) = G et
c — _t(w)/2V”p T
—
q ,
x<w
où P est un polynôme en q de degré < (l(w) — 1(x) — 1) pour x < w, et
Pw,w = 1.
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On appelle polynômes de Kazhdan-Lusztig les polynômes PT,W du théorème
précédent. Par commodité, on pose PŒ,W O si x w, afin de pouvoir écrire
=
,
T.
Mentionnons que les éléments C du théorème sont ceux qui sont notés G,
dans [241.
Remarque 1.18. Il est possible que prouver, à l’aide des relations de récurrence
obtenues au cours de la preuve du théorème l_17, que P.(O) = 1 si x w.
Ceci signifie que l’on peut caractériser l’ordre de Bruhat sur l’V en terme des
polynômes de Kazhdan-Lusztig, puisque l’on a x w si et seulement si O.
Exemple 1.19. À partir du théorème 1.17, on peut conclure que
C1=T1=1 et C=q/2(T3+1)
pour chaque réflexion simple s e S.
Remarque 1.20. Lorsque l’on examine attentivement la preuve du théorème
1.17, on constate que, pour prouver l’unicité des éléments Cv,, et donc des poly
nômes on n’utilise pas l’hypothèse que ne contienne pas de puissance
fractionnaire de q, mais seulement la condition sur les degrés. La preuve de l’exis
tence nous apprend donc o posteriori qu’en fait, est un polynôme en q. Avec
exactement la même preuve que le théorème original, on obtient donc le théorème
légèrement raffiné suivant, qui nous sera utile plus loin.
Théorème 1.21. Pour chaque w e I’V, il existe un unique élément G e (W)
tel que t(C) = C et
c — _t(w)/2Vp T
— q
x<w
où Pr est un polynôme en q’/2 de degré < 1(w) — 1(x) — 1 pour x < w, et
= 1. De plus, chaque est en fait un polynôme en q.
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Les propriétés des éléments G impliquent qu’ils forment en fait une base de
3(W). Les polynômes de Kazhdan-Lusztig sont donc, à une normalisation près,
les coefficients de la matrice de changement de base permettant d’exprimer les
en terme des T.
Corollaire 1.22. (Cw)ww est une Z[q’/2]-base de Y6’(W).
DÉMONSTRATION. D’après le théorème 1.17, on a
C = q_i(W)/2 + q_l(w)/2PwT.
x<w
À partir de cette formule, on montre facilement par induction sur 1(w) que
T est une combinaison Z[q/2]-1inéaire des C avec x <w. Ceci prouve que les
G engendrent 3(W).
Par ailleurs, si = O, si w est un élément de longueur maximale
apparaissant dans cette somme, par l’indépendence des T, on doit avoir a = O.
En retirant w de la somme et en répétant ce procédé, on conclut que a, = O pour
tout x E W.
Donc les C sont linéairement indépendants.
D
Le théorème 1.17 justifie l’introduction a priori artificielle de la racine carrée
de l’indéterminée q dans l’algèbre de Hecke 3f’(W). En effet, sans elle, il est im
possible d’obtenir un élément de base auto-dual C associé à une réflexion simple.
La racine carrée de q permet donc d’obtenir formellement de belles propriétés
pour la dualité, ce qui est à mettre en parallèle avec la construction de la coho
mologie d’intersection qui sera exposée au chapitre 3, dont la motivation première
est d’obtenir une dualité de Poincaré même pour les espaces singuliers.
Nous commencerons cependant par définir et étudier, au prochain chapitre,
l’opération de convolution qui sera l’analogue topologique de la multiplication
dans l’algèbre de Hecke.
Chapitre 2
CONVOLUTIONS
Dans ce chapitre, nous étudions abstraitement une opération de convolution
que l’on peut définir dès que l’on dispose d’un formalisme de foncteurs adéquat.
Nous allons donc tout d’abord décrire le contexte dans lequel nous pouvons
définir cette opération et en prouver les principales propriétés dans la section 2.1
avant de donner quelques exemples de situations dans lesquelles nous pouvons
définir un tel produit de convolution (section 2.2).
L’intérêt de se chapitre réside dans le fait que tous les résultats obtenus pour
ront être appliqués dans le cadre du contexte décrit au prochain chapitre; il
provient donc d’un désir d’extraire les propriétés essentielles, présentes dans le
cas de la catégorie dérivée constructible, nécessaires à l’existence d’un produit de
convolution qui se comporte bien.
Le traitement de cette section est relativement original, bien que son contenu
soit plus ou moins implicite dans [11] et [29].
2.1. PRoDuIT DE CONVOLUTION
2.1.1. Axiomes
Soit une sous-catégorie de la catégorie des espaces topologiques telle que
pour toute paire d’objets X et Y de , le produit X x Y est aussi un objet de
, et les projections
px:XYX et py:XxYY
sont des morphismes dans .
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Donnons-nous de pius un foncteur contravariant
à valeurs dans la catégorie 1 des semi-anneanx, c’est-à-dire des triplets (B, +,),
où + et sont deux lois de composition associatives sur B telles que est distri
butive sur +.
Alors à chaque objet X de est associé un semi-anneau A(X), et toute
fonction continue J : X — Y dans ‘ induit un homomorphisme préservant les
deux opérations
ft A(f) A(Y) A(X).
Remarque 2.1. En pratique, le follcteur A sera toujours à valeurs dans la ca
tégorie des semi-anneaux possédant des neutres pour + et , de sorte que l’on
demandera également que f* préserve les neutres
£*f ‘ t*fi
‘ yJ y) x et j ±y) = Ix.
Il serait agréable, de plus, que chaque fonction f X —* Y induise une appli
cation f A(X) —+ A(Y), mais ce ne sera pas réaliste en pratique. Il faudra se
restreindre au cas où f est une fonction propre, c’est-à-dire que l’image inverse
par f d’un compact est compacte.
Nous allons donc supposer que chaque fonction propre f : X —* Y induit un
homomorphisme pour l’addition
f A(X) ,‘ A(Y)
de façon fonctorielle, c’est-à-dire que
(f o = ft o
chaque fois que cette équation a du sens.
Il est important de souligner que l’on ne demande pas que J préserve l’opéra
tion de multiplication. Nous demandons cependant que, pour une certaine classe
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de fonctions propres f X — Y contenant au moins les projections à partir d’un
espace compact, f. et f* satisfassent la formule de projection
f(ax . f*y) f*ax ay, ax E A(X), ay E A(Y). (2.1.1)
Remarquons que cette formule serait évidemment vérifiée si f préservait et
que ftf* = 1. Ce ne sera cependant jamais le cas dans les exemples qui nous inté
ressent, mais la formule de projection sera l’outil qui nous permettra de contourner
ce problème.
Nous imposons un axiome de compatibilité supplémentaire aux morphismes
f et f. Si
f
Y >W
k
est un carré cartésien dans ‘, c’est-à-dire que c’est l’on peut identifier X avec le
produit fibré Y x w Z, nous voulons que le diagramme
A(X) A(Z)
9*
A(Y)
k*
A(W)
commute. C’est ce que nous appelerons la formule de changement de base.
Exemple 2.2. Si i X Y est l’inclusion d’un sous-espace compact (par
exemple si Y est compact et X fermé dans Y), alors = 1, ce qui découle du
carré cartésien suivant.
1
Exemple 2.3. Si f : X —* Y est un homéomorphisme entre deux espaces com
pacts, d’inverse g, le carré cartésien suivant nous dit que ft = g. (En particulier,
21
si u : X — X est un homéomorphisme involutif, on a = ut.)
f
JI
Dans ce cas, la formule de projection est une conséquence de la formule de
changement de base, car
f*(ax f*ay) = g*(a . f*y) = g* . g*f*ay = g*ax ay.
Remarque 2.4. Dans le cas où A est 1111 foncteurs d’algèbres (sur un certain
corps ou anneau de base), les projections
px:XxY—X et py:XxY—Y,
qui induisent des homomorphismes
px* : A(X) —* A(X x Y) et py* :11(Y) —* A(X x Y),
donnent lieu à un homomorphisme de Kiinneth
:=px* .py* :11(X) ®A(Y) — A(X x Y)
En pratique, ce sera souvent un isomorphisme. Nous avons les identités
* I * I
Px ax = ax ±y eL py ay = Ix ay,
pour tout ax e A(X) et ay E A(Y).
2.1.2. Convolution et propriétés
Si X1, X2 et X3 sont trois objets de ‘ et que X2 est compact, nous pouvons
définir une application
*: A(X1 x X2) x A(X2 x X3) —÷ A(X1 x X3)
par la formule
a12 * a23 := P13 (p*a p*) (2.1.2)
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où les projections P13, P23 et P13 sont explicitées dans le diagramme suivant.
X1 X X2 x X3
X1xX2 X1xX3 X2xX3
La condition que X2 soit compact est nécessaire pour garantir que la projection
P13 X1 x X2 x X3 — X1 x X3, dont les fibres sont X2, soit propre.
Nous allons maintenant établir les propriétés de base de cette opération.
Proposition 2.5. L’opération * est distributive SuT +, c’est-à-dire que l’on a
(a12 + b12) * a23 = a12 * a23 + b12 * a23 et
a12 * (a23 + b23) = a12 * a23 + a12 * b23
pour a12, b12 e À(X1 x X2), a23, b23 e A(X2 X X).
DÉMONSTRATION. Ceci découle directement de la distributivité dans A(X1 x
X2 x X3) et du fait que les f* et f préservent la somme. Par exemple, dans le
premier cas, nous avons
(ai2 + b12) * a23 = p13*(pi2*(a12 + b12) . p23*a23)
ff * * \ *
= P13P12 a12 + P12 12) P23 a23
= P13*(P12*ai2 P2323 + p*b . p*a)
f * * \ f * *
= P;3P12 a12 P23 a23) + Pi3P;2 12 P23 a23
= a12 * a23 + b12 * a23.
D
Proposition 2.6. Le produit de convolution est associatif, c’est-à-dire que si
a12 e A(X1 x X2), a23 e A(X2 x X3) et a34 e A(X3 x X4) avec X2 et X3
compacts, alors l’égalité suivante est satisfaite dans A(X1 x X4)
(a12 * a23) * a34 = a12 * (a23 * a34).
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DÉMONSTRATION. Ce sera une conséquence de l’associativité du produit dans
A(X1 x X2 x X3 x X4) si nous parvenons à établir les formules
(a12 * a23) * a34 = P14*((P12*a12 P23 a23) P*a) et
t t * / * *a12 * a23 * a34
= P14fl12 a12 P23 a23 ,034 a34
OÙ Pu dénote la projection X1 x X2 x X3 x X4 — X, x X. Prouvons la première
égalité, la deuxième s’obtenant de façon tout à fait similaire.
Tout d’abord, fixons les notations. Nous utiliserons la lettre p pour désigner
les projections à partir de X1 x X2 x X3, qui sont impliquées dans la première
opération *,
X1 x X2 x X3
; ?13
X1xX2 X1xX3 X2xX3
et la lettre q pour celles ayant pour domaine X1 x X3 x X4, qui sont impliquées
dans la seconde.
X1 x X3 x X4
; qy4
X1xX3 X1xX4 X3xX4
Désignons également par Pijk les projections
X1 x X2 z X3 z X4 — X z X z Xk.
Nous obtenons alors la série d’égalités suivantes qui permet d’établir la formule
voulue (la justification de chaque étape est donnée à la page suivante).
t f * f * * *
* a23) * a34 P13P12 a12 P23 Q23) q34 a34
r *t * * *
= q14p134p123 P12 a12 P23 a23) q34 a34
= q14(p134(p123*p12*12
. p12p2a2) . q34*4) (3)
=
q14(p34(p12*12
. p23*a23) q34*a34) (4)
=
q1tpy3t((p12*a12 p23*a23) Pi34*q34*a34) (5)
= pi4t(pi2 a12 p23*a23) p34*a3t). (6)
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(1) Les deux opérations * sont remplacées par leur définition.
(2) On tire p23*p134* p3*qy3 dU carré cartésien suivant.
Xi X X2 x X3 x X4
xi x X2 X X3 X1 x X3 x X4
Xi X X3
(3) p123* préserve la multiplication.
(4) On a un diagramme commutatif
xi x X2 x X3 x X4
x X2X
X1 x X2 X2 x X
duquel on tire que p;2* = pi23*p12* et p23* p123*p23*.
(5) On applique la formule de projection (2.1.1) à f = Pi34.
(6) Le diagramme commutatif
Xi >< X2 X X3 x X4
P134
xi x X3 x X4 X1 x X4
q14
nous garantit que Pi4 = qi4pi34
D
Des propositions 2.5 et 2.6, il découle immédiatement que, pour tout objet
compact X de , la convolution définit sur A(X x X) une deuxième structure
de semi-anneau.
Par ailleurs, on peut appliquer la mécanique de la preuve de la proposition
2.6 telle quelle à un produit de T facteurs, ce qui nous donnera une formule utile
à des fins de calcul.
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Explicitement, soient X1,. . . , X41 des objets de , tous compacts sauf peut-
être X1 et XT+1. Notons p, i Ï, .. . , T, la projection de X1 x x X,. sur
X x X+r et p la projection X1 x x X,. —* X1 x X,.+1.
Lemme 2.7. Pour a e A(X x X+1), i = Ï,.. , r, le pToduht a1 *• * a,. peut
êtTe calculé avec ta formule
ai
=
(T
Pi*ai).
Nous voudrions également savoir jusqu’à quel point l’opération de convolution
est compatible avec l’opération de multiplication déjà existante dans les semi
anneaux. Par exemple, pour a12 e A(X1 xX2), a23 e A(X2 xX3), nous aimerions
bien avoir une formule du genre
(ai2 * a23) c = a12 * (a23 . e).
Pour que cette formule ait un sens, il faut au moins que e soit « indépendant de
sa première variable », de sorte que l’on puisse l’interpréter à la fois comme un
élément de A(X1 x X3) dans le membre de gauche de l’équation et comme un
élément de A(X2 x X3) dans le membre de droite. La proposition suivante nous
dit que cette condition est suffisante.
Proposition 2.8. Pour a12 e A(X1 x X2), a23 e A(X2 x X3) et a3 E A(X3),
nous avons
(a;2 * a23) p3*a3 = a12 * (a23
où p3 : X1 x X3 —* X3 et q3 X2 x X3 sont tes projections sur X3.
26
DÉMONSTRATION. Cette propriété découle de Fassociativité dans A(X1 x X2 x
X3) et de la formule de projection. En effet,
(a12*a23) P*a =pl3*tpi2*ai2 .P23*a23) .p3*a3
— ri * * \ * *
— Pi3P12 a12 P23 a23) P13 P3 €i3
= P13*((P12*a12 p23*a23) P23*q3*a3)
r * r * * *
= Pi3Pi2 a12 P23 ci23 P23 q3 ci3
r * */ *
= Pl3Pl2 al2 P23 ci23 q3 G3
= a12 * (a23 q3*G3).
Nous avons utilisé la commutativité du diagramme suivant à la troisième ligne.
xi x X2 x X3
Xl x X3 X2 x X3
X3
E
Il existe bien sûr une version « à gallche » de cette formule
Pitai (ci12 * ci23) (qi*ai G12) * G23.
2.2. EXEMPLES
Voyons maintenant quelques exemples de situations dans lesqilels nos axiomes
sont satisfaits et dans lesquelles nous pouvons donc définir un produit de convo
lution. Il peut être instructif de relire les preuves de la section précédente dans le
contexte de chacun de ces exemples, cela les rend beaucoup plus limpides.
2.2.1. Correspondances
Prenons pour ‘ la catégorie des ensembles, considérée comme sous-catégorie
de la catégorie des espaces topologiques en munissant chaque ensemble de la
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topologie grossière. Alors toute fonction
f:X—*Y
est continue, et également propre, car tous les espaces sont compacts.
Considérons le foncteur de semi-anneaux
X-*P(X)
associant à chaque ensemble son ensemble de parties, muni de U comme loi ad
ditive et n comme loi multiplicative, avec 0 comme neutre additif et X comme
neutre multiplicatif.
Étant donné une fonction f X — Y, nous disposons des applications d’image
inverse
f*: P(Y)
— P(X)
A H-* f’(A)
et d’image directe
f: P(X) — P(Y)
B i’
qui sont toutes deux fonctorielles.
Les formules
f ‘(A u A’) = f1(A) u f1(A’),
f1(A n A’) = f ‘(A) n f’(A’),
f(B u B’) = f(B) U f(B’),
f’(Y)=X, f’(ø)=ø et
f(ø)=ø
nous garantissent que f* et f ont les propriétés voulues. Cependant, f ne pré
serve pas n en général car on ne peut garantir seulement que
f(B n B’) C f(B) n f(B’).
Cependant, on vérifie que la formule de projection est bel et bien valide
f(A n f’(B)) = f(A) n B.
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La formule de changement de base est également vérifiée. En effet, si
f
X
Y -W
k
est un carré cartésien, on a g*f* = k*h, car, pour A C Z,
g(f’(A))
= {y E Y I zEA k(y) = h(z)} = k’(h(A)).
Dans ce contexte, la définition de la convolution donne, pour A C X x Y et
BcYxZ,
A*B={(x,z) EX xZy(x,y)eA,(y,z)EB}.
Exemple 2.9. Si f est un fonction X — Y, son graphe
G(f) {(x,f(x))Ix eX}
est un sous-ensemble de X x Y. L’opération * sur les graphes n’est rien d’autre
que la composition de fonctions, c’est-à-dire que si on a f X —* Y et g Y —* Z,
alors
G(f) * G(g) = G(f o g).
C’est ce que Springer appelle le calcul des correspondances [301.
2.2.2. Fonctions scalaires
Prenons pour ‘ la catégorie des ensembles, mais cette fois munis de la to
pologie discrète. Toutes les fonctions sont encore continues, mais cette fois-ci les
fonctions propres sont les fonctions f : X —* Y à fibres finies.
Soit A un anneau quelconque, et définissons
A(X)
l’anneau des fonctions de X dans A, muni de l’addition et de la multiplication
des images.
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Si f : X —÷ Y est une fonction entre deux ellsembles, on a un homomorphisme
11(Y) 11(X) défini par f*() =
De plus, pour une fonction propre f : X —÷ Y, on peut définir f : 11(X) —
11(Y), par la formule
(x)
xEf’ (y)
(cette somme est finie car f est à fibres finies).
On vérifie facilement que les définitions de f* et f sont fonctorielles, que f*
est un homomorphisme d’anneaux et que f est un homomorphisme de groupes
abéliens.
La formule de projection est vérifiée, car pour J : X —* Y, p e 11(Y), ‘J) E
11(X) et y E Y, on a
f*))
xef(y)
= Z
xef1 (.y)
=( Z )
xef’(y)
= (y) f(y),
donc f(f* )
Maintenant, considérons le carré cartésien suivant.
f
X
Y >11/
k
Pour p E 11(Z) et z E Z, on calcule
(g*f*)(z) Z (f*)(x) = Z (ft))
xEg1(z) xEg’(z)
tandis que
(k*h)(z) (k)(k(z))
= Z )
yh’ (k(z))
Ces deux sommes sont égales puisque X = Y X Z, donc on a bien gf* = k*k.
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Dans ce cas-ci, la formule que l’on obtient pour le produit de convolution
A(X x Y) ØA(Y x Z) — A(X z Z) est donc (pour Y compact, c’est-à-dire fini)
(f*g)(,z) := f(,y)g(y,z).
yEY
On peut vérifier que l’homomorphisme de Kiinneth est bien un isomorphisme
ici, car
(f g)(x, y) = f(x)g(y).
Les trois prochains exemples sont de nature (co)homologique.
2.2.3. Cohomologie de De Rham
Soit ‘‘ la catégorie des variétés différentielles et considérons
A(X) HR(X)
la cohomologie de De Rham de X.
On sait qu’une application différentiable f : X —* Y induit un homomor
phisme
f*: 2’(Y) —* 2(X)
w H-* wof
au niveau des formes différentielles, qui descend au niveau de la cohomologie pour
donner
f* HR(Y) —* HR(X).
De même, si f X —* Y est propre de fibre F, elle induit f au niveau des
formes différentielles définie par
f(w):= [.
iF
On obtient donc
Q’(X) Q’(Y)
si la fibre f est de dimension d. Cet homomorphisme descend au niveau de la
cohomologie pour donner
f HR(X) H(X).
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On a ici un isomorphisme de Kiinneth
HR(X)®HR(Y) _*HR(X xY)
qui préserve la graduation.
On a également des formules de projection et de changement de base, voir par
exemple [1•
Dans ce cas-ci, le produit de convolution, défini sur les formes différentielles
par
12 * 23
= f P12 tWl2 A p*ix2
pour X2 compact, nous donne un produit de convolution
*: HR(X1 x X2) ® HdR(X2 x X3) H(X x X3),
où d est la dimension de X2.
2.2.4. Homologie de Borel-Moore
On retrouve une construction semblable dans [111 au niveau de l’homologie
de Borel-Moore,
X HM(X),
pour laquelle il existe des applications f* et f (pour les applications propres)
reliées par des formules de projection et de changement de base.
2.2.5. Catégories dérivées constructibles
Maintenant, passons à l’exemple qui a servi de modèle à la situation abstraite
décrite à la section 2.1.1 et qui sera décrit en détails au prochain chapitre.
Prenons pour ‘ la catégorie des variétés projectives complexes munies de leur
topologie usuelle (et non pas de Zariski) et considérons le foncteur
x bc(X)
associant à chaque variété X sa catégorie dérivée bornée constructible, munie de
la somme directe et du produit tensoriel dérivé 0.
Alors, chaque morphisme f : X — Y induit
bC(y)
,S
bC() et Rf : C() ,. bc(y)
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qui satisfont tous nos axiomes (voir la section 3.3).
On obtiendra donc une opération de convolution, définie par
* = Rp*(pi*.F ® ]92).
En considérant la variété de drapeaux X := G/B, ce sera une version G
équivariante de x X), munie de l’opération de convolution *, qui nous
permettra de réaliser géométriquement l’algèbre de Hecke (W).
Chapitre 3
LA CATÉGORIE DÉRIVÉE CONSTRUCTIBLE
Nous vouions définir une opération de convolution, telle que décrite au chapitre
précédent, qui IIOUS permette d’interpréter géométriquement les opérations dans
l’algèbre de Hecke d’un groupe de Weyl. On pourrait être tenté de la définir au
niveau des faisceaux, où on dispose de foncteurs f, et f (section 3.1), mais le
foncteur f ne se comporte pas suffisamment bien. Par exemple, contrairement à
f* qui est exact, f ne l’est pas en général.
Il est donc nécessaire de remplacer f par son foncteur dérivé Rf, ce qui nous
oblige à travailler au niveau de la catégorie dérivée de la catégorie des faisceaux.
Nous décrivons grossièrement les catégories dérivées et les foncteurs dérivés dans
la section 3.2.
En se restreignant aux objets de la catégorie dérivée une condition de construc
tibitité (section 3.3.2), on obtient enfin une paire de foncteurs (f Rf) satisfaisant
à tous nos axiomes.
Remarquons que, pour simplifier l’exposé en y éliminant le maximum de sub
tilités, nous ne travaillerons qu’avec des espaces compacts.
3.1. LES FONCTEURS J ET f AU NIVEAU DES FAISCEAUX
Si X est un espace topologique, nous noterons Sh(X) la catégorie des faisceaux
de Q-espaces vectoriels sur X (la notation fait référence au mot anglais sheaf).
Nous allons supposer connus la plupart des concepts de base relatifs au faisceaux
(voir [16] ou [201 par exemple), mais nous nous attarderons quand même sur un
point qui mérite une attention particulière ici.
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Si f X —* Y est une application continue, nous disposons de deux foncteurs
f* Sk(Y) — Sh(X) et f,, Sh(X) —* Sh(Y)
au niveau des faisceaux.
Le foncteur f d’image directe est défini sur un faisceau .F e Sh(X) par
f(F)(U) :=
Proposition 3.1. Le foncteur f : Sk(X) — Sh(Y) est exact à gauche.
Exemple 3.2. Si j X —* Y est l’inclusion d’un fermé X dans un espace
topologique Y et J un faisceau sur X, alors jF est l’extension de J par O,
c’est-à-dire que
.T sixEX,
(j*F)x =
O sinon.
Ceci implique que, dans ce cas, le foncteur j est exact.
Le foncteur f* d’image inverse, pour sa part, est défini pour Ç e Sh(Y) par
(f*Ç)() 11m Ç(V).
VDf(U)
En tant qu’espace étalé, f*G est le produit fibré faisant commuter le dia
gramme suivant.
_
En particulier, la fibre de f*Ç au point x e X est
(f*Ç)
=
Çf()
Exemple 3.3. Si j X Y est l’inclusion d’un sous-espace et Ç un faisceau
sur Y, alors j*Ç est la restriction x de Ç à X.
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Proposition 3.4. Le foncteur f Sh(Y) —* 8h(X) est exact.
La proposition suivante nous donne le lien entre les foncteurs f et f.
Proposition 3.5. Le foncteur f* est adjoint à gauche à ft, c’est-à-dire que pour
F e Sh(X) et Ç e Sh(Y), il existe un isomorphisme canonique
Hom(f*Ç, F) = Hom(Ç, fF).
En particulier, les isomorphismes
Hom(ftÇ, ftÇ) = Hom(Ç, ff*g) et Hom(ftfF, F) = Hom(fF, fF)
nous fournissent des morphismes d’adjonction naturels
Çff*ç et f*fFF
correspondant aux morphismes lf*Ç et lf), respectivement.
Ces morphismes d’adjonctions ne sont pas des isomorphismes en général, mais
ils le sont néanmoins dans certains cas particuliers.
Exemple 3.6. Si j : X Y est l’inclusion d’un fermé et F un faisceau sur X
comme dans l’exemple 3.2, alors le morphisme d’adjonction j*j*F
— F est un
isomorphisme. En effet, il induit des isomorphismes au niveau des fibres $
(jtjF) = (jF)() = (jF) = F pour tout x e X.
C’est-à-dire qu’étendre un faisceau défini sur un fermé à tout l’espace, puis le
restreindre à ce fermé, nous redonne le faisceau initial.
Lemme 3.7. Soit j X Y l’inclusion d’un fermé et Ç un faisceau sur Y.
Alors le morphisme d’adjonction Ç — jj*Ç est un isomorphisme si et seulement
si Çy\x = O.
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DÉMONSTRATION. Au niveau des fibres, on a
f(j*g)
= Ç1 six E X,
(3J Ç) =
10 sinon.
On voit donc que le morphisme d’adjonction est un isomorphisme si et seule
ment si Ç1, = O pour tout x X, c’est-à-dire si et seulement si ÇIy\x = 0.
D
3.2. CATÉGORIES ET FONCTEUR$ DÉRIVÉS
Dans cette section, nous décrivons informellement la catégorie dérivée D(W)
d’une catégorie abélienne .øf. N’ayallt pas besoin des détails techniques de sa
construction, que l’on peut trouver dans [121 ou [151, par exemple, nous nous
contenterons de cette discussion plus ou moins vague.
3.2.1. Catégories dérivées
Soit .W une catégorie abélienne. On peut former la catégorie K(.W) des com
plexes (cohomologiques) dans .ø, dont les objets sont les complexes A’, c’est-à-
dire les suites
d .di+l -A —
avec di+l o d = O pour tout i E Z, et dont les morphismes sont les homomor
phismes commutant avec les différentielles.
Si A est un objet de , nous pouvons le considérer comme un complexe
localisé en O, c’est-à-dire l’identifier avec le complexe A’ défini par
fA sii=0,
O sinon.
Ceci nous donne un foncteur d’inclusion ø’ —*
Il y a un follcteur involutif H’ K() — K(”) qui associe à chaque complexe
A’ son complexe de cohomologie H’(A’) défini par
Hi(4) := Kerd1/Imd
(et muni de la différentielle nulle).
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Définition 3.8. Un morphisme de complexes —* B est un quasi-iso
morphisme si l’application H() : H’(A) —* H(B’) induite en cohomologie
est un isomorphisme.
Intuitivement, la catégorie dérivée D(W) est une catégorie dont les objets sont
les complexes dans (à homotopie près) et dont les morphismes sont obtenus
des morphismes de complexes en rajoutant formellement des inverses aux quasi-
isomorphismes. Ceci veut dire qu’un quasi-isomorphisme entre deux complexes
devient un isomorphisme dans la catégorie dérivée. On peut donc considérer que
la catégorie dérivée D(W) est obtenue de la catégorie K(’) en extrayant l’infor
mation cohomologique de celle-ci.
En effet, si A est un complexe, l’application naturelle
—* H(A)
est un quasi-isomorphisme, donc, dans la catégorie dérivée, le complexe A est
isomorphe à sa cohomologie H(A).
Remarquons toutefois que l’information cohomologique extraite est celle qui
provient de façon naturelle des complexes de chaînes, c’est-à-dire que deux com
plexes A et 3 ayant des cohomologies isomorphes ne seront isomorphes dans
la catégorie dérivée que si l’isomorphisme H(A) —* H(3) provient de quasi-
isomorphismes au niveau des complexes de chaînes.
Si la catégorie ø” possède suffisamment d’injectiJs, alors chaque complexe A
possède une résolution injective, c’est-à-dire qu’il existe un quasi-isomorphisme
A• T•
fi —*j
où 1 est un complexe injectif. Ceci implique que, dans D(ø1), tout objet peut
être représenté par un complexe injectif I’. Par ailleurs, cette représentation est
unique dans la catégorie dérivée. En effet, un théorème d’algèbre homologique
affirme que deux résolutions injectives
1• r. j. •
fi —*j et fi —J
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sont nécessairement homotopes, ce qui implique que, dans la catégorie dérivée,
les complexes 1 et J sont égaux. Cela est important, puisque que c’est ce qui
permet la définition des foncteurs dérivés, dont nous reparlerons un peu plus bas.
Il est important de souligner que la catégorie dérivée d’une catégorie abé
lienne n’est pas abélienne en général, contrairement à la catégorie des complexes
(les noyaux et co-noyaux de morphismes n’y sont pas bien définis). Elle a néan
moins la structure de catégorie triangulée. Une de ses particularités essentielles
est l’existence, pour chaque d E Z, d’un Joncteur de translation A -÷ A [d] défini
par
(A[dj) :=
Ceci signifie que le complexe A[dj est le complexe A décalé de d graduations
« vers la gauche » (par exemple, si A est un complexe localisé en O, alors A sera
localisé en —cl).
L’intérêt de travailler avec la catégorie dérivée D(W) plutôt qu’avec la caté
gorie des complexes K(.’) est que plusieurs foncteurs intéressants, qui ne sont
pas exacts sur les complexes en général, le sont sur les complexes injectifs, et donc
le deviennent, dans un certain sens, sur la catégorie dérivée.
3.2.2. Foncteurs dérivés
Un foncteur exact F : — entre deux catégories abéliennes induit un
foncteur
F: D(J?s’) - D()
au niveau des catégories dérivées, défini tout simplement sur un complexe A par
F(A) := F(A).
Cependant, cette définition ne fonctionne plus si F n’est pas exact.
Néanmoins, si F: . —* n’est qu’exact à gauche, alors on peut peut souvent
définir son foncteur dérivé à droite
RF D(d) - D()
au niveau des catégories dérivées (R pour right). Ce foncteur est « exact » dans
le sens où il préserve les triangles distingués.
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Les foncteurs dérivés à droite RF au sens usuel, c’est-à-dire définis comme
foncteurs —* , peuvent être obtenus en prenant la cohomologie du foncteur
dérivé RF. En effet, pour un objet A de W, RF(A) est défini par la formule
RF(A) H(RF(A)),
dans laquelle on considère A comme un complexe localisé en O.
R F
___
Ni
D() RF
Dans ce langage, 1’ « exactitude » de RF au niveau des catégories dérivées se
traduit par le fait que toute courte suite exacte
O—A—B—C--÷O
dans induit une longue suite exacte
O .‘ F(A) ‘ F(B) ,‘ F(C) ,‘ RF’(A) .‘ RF’(B) .‘ RF’(C)
dans .
L’introduction des foncteurs dérivés RF étant nécessaire pour pallier au
manque d’exactitude de F, cela justifie le passage aux catégories dérivées pour
pouvoir travailler avec RF.
Notons que, de la même façon, un foncteur exact à droite F —*
peut induire un foncteur dérivé à gauche LF : —* D(). Nous pouvons
également obtenir des foncteurs dérivés à partir de foncteurs contravariants exacts
à gauche ou à droite.
3.3. LA CATÉGORIE DÉRIVÉE CONSTRUCTIBLE
Notons Db(ø) la sous-catégorie pleine de D(’) dont les objets sont les com
plexes A bornés, c’est-à-dire tels que
A=O pour Ii»O.
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3.3.1. La catégorie dérivée bornée (X)
Si X est un espace topologique, nous noterons
(X) := Db(Sh(X))
la catégorie dérivée bornée de la catégorie des faisceaux sur X.
Dans (X), nous disposons des opérations de somme directe usuelle et de
produit tensoriet dérzvé ®, ainsi que des foncteurs de translation [d] pour d e Z.
De plus, si f $ X —÷ Y est une fonction continue entre deux pseudo-variétés,
alors les foncteurs
f : Sh(Y) —* Sh(X) et f : Sh(X) —* Sh(Y)
au niveau des faisceaux induisent des foncteurs dérivés
f* : (Y) —÷ (X) et Rf : (X) — (Y)
puisque tout objet de ‘(X) peut être représenté par un complexe injectif borné
(voir [4]).
Remarque 3.9. Si f : Sh(X) — Sh(Y) est exact, par exemple si f: X —* Y
est l’inclusion d’un fermé (voir l’exemple 3.2), alors nous laisserons tomber le R
de la notation et désignerons seulement par f le foncteur induit au niveau des
catégories dérivées. Certains auteurs, pour leur part, le laissent systématiquement
tomber afin de simplifier la notation.
Plusieurs des propriétés formelles de f* et f au niveau des faisceaux induisent
des propriétés analogues pour f* et Rf au niveau des catégories dérivées. Par
exemple, ft est adjoint à gauche à Rf. Par ailleurs, f et Rf commutent avec
les opérateurs de translation {d]. Nous avons également la proposition suivante
(voir [4]).
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Proposition 3.10. Si f : X —* Y une application continue entre deux pseudo
variétés et F, Ç• e b(y) alors dans (X) on a
f*(F ® Ç) = f*(F•) ® f*(g.) et f*(Q7)
= Qx,
où Qx et Qy désignent tes faisceaux constants de fibre Q sur X et Y.
3.3.2. Constructibilité
Pour que les foncteurs f* et RJ satisfassent tous nos axiomes (section 2.1.1),
nous devons imposer une condition de constructibilité aux complexes de faisceaux
que nous considérons. À partir de cette section, nous devons imposer quelques
conditions supplémentaires aux espaces topologiques considérés, satisfaites par
exemple s’ils sont des pseudo-variétés (nous en parlerons à la section 4.1.1).
Définition 3.11. Un faisceau F sur X est dit constructible s’il existe une stra
tification X = LXc. de X telle que la restriction de F à chaque strate Xc. est un
système local.
Définition 3.12. Un complexe constructible est un complexe de faisceaux F
dont les faisceaux de cohomologie 7-t(F’) sont constructibles.
Nous noterons C(X) la sous-catégorie pleine de (X) dont les objets sont
représentés par des complexes contructibles. Il faut mentionner qu’il ne s’agit pas
de la catégorie dérivée de la catégorie des faisceaux constructibles.
Dans la catégorie dérivée constructible, nous obtenons enfin les deux relations
qui nous manquaient entre les foncteurs f* et Rf : la formule de projection et la
formule de changement de base. On peut en trouver des preuves dans [1
Proposition 3.13 (formule de projection). Si f X —* Y est une fonction
continue entre deux pseudo-variétés et F e (Y), Ç e b(X), on a
Rf(f*F 0 Ç) = Ç ® RfÇ.
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Proposition 3.14 (formule de changement de base). Étant donne’ te carré car
tésien suivant, on a Rg f* = o Rh1.
f
X
Y >Wk
Remarque 3.15. Il existe de propriétés analogues si on travaille avec des espaces
X non nécessairement compacts en remplaçant le foncteur Rf par Rf!, mais ces
deux foncteurs dérivés coïncident dans le cas où l’application f est propre (c’est-
à-dire si l’image inverse de tout compact par f est compacte).
3.3.3. Dualité de Verdier
En travaillant avec la catégorie dérivée constructible, un heureux accident se
produit il y existe une notion de dualité, la duatité de VeTdier. L’algèbre de
Hecke étant elle aussi munie d’une involution, c’est un signe que nous sommes
sur la bonne voie.
Théorème 3.16 (dualité de Verdier). Pour toute pseudo-vari été X, il existe un
objet Ex 6”(X), appelé te complexe dualisant sur X, qui permet de définir
un Joncteur contravariant D X) — C(X) ayant les propriétés suivantes
(1) D(F) =7omP,Dx);
(2) D(D(F’))
=
(3) D(Qx)IDx;
(4) D(F’[d]) = D(F)[-d];
(5) D(g)=D(F)eD(g).
Le complexe 1DX joue donc le même rôle dualisant dans (X) que le corps
Q joue dans la catégorie des espaces vectoriels de dimension finie.
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Théorème 3.17. Si X est une pseudo-varieté non singulière de dimension n,
alors
Dx = Qx[n].
Exemple 3.18. Si X est une variété complexe non singulière, les théorèmes 3.16
et 3.17 impliquent donc que
D(Qx) = Qx[2n].
Puisque l’on peut « couper » 2n en deux, nous pouvons ré-écrire ceci
D(Qx)[—n] = Qx[n], ou encore D(Qx[n]) = Qx{n].
Qx [n] est donc un objet auto-dual dans (X) (remarquer l’analogie avec l’ex
emple 1.19).
Calculons maintenant explicitement le foncteur de dualité de Verdier sur une
sous-catégorie importante de qui joue le rôle de l’anneau de base dans
l’algèbre de Hecke.
Soit Y la sous-catégorie pleine de bc(X) formée des faisceaux d’espaces vec
toriels constants sur X. Un objet de Y est donc un espace vectoriel gradué
Vd[d]
où chaque V’1 est de dimension finie. Nous pouvons définir un autre dual de V
par
Proposition 3.19. Pour V e Y et J e ‘X), on a
D(V ®) =V®D(.F’).
DÉMONSTRATION. Si V = V’[d] avec d = dim V_d, alors
V ®J =
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donc, en utilisant les propriétés du théorème 3.16, on calcule
D(17 0 ) = (Fd[_dj Vo.
Corollaire 3.20. Si X est une pseudo-variété non singulière de dimension n,
alors POUT V e V on a D(V) = V[n].
DÉV1ONSTRATION. En posant 7 Q dans la formule de la proposition 3.19,
on trouve, en utilisant le théorème 3.17,
D(VzzVØD V®Qx[n] =[n].
D
Dans le prochain chapitre, nous allons identifier certains objets fort impor
tants de bc(X) les complexes d’intersection, qui joueront le même rôle que les
éléments de la base de Kazhdan-Lusztig dans l’algèbre de Hecke.
Chapitre 4
COHOMOLOGIE D’INTERSECTION
La théorie de la (co)homologie s’est avéré être un outil essentiel dans l’étude
des variétés topologiques. La cohomologie H’(X) d’un espace topologique X est
un invariant homotopique, qui possède une structure algébrique très riche si X est
une variété (compacte). Une de ses propriétés les plus importantes est la dualite’
de Poincare’ : si X est une variété topologique compacte de dimeilsion n, alors
H(X)
Cependant, la plupart de ces propriétés algébriques agréables disparaissent
dès que l’espace X est singulier, rendant la cohomologie usuelle inefficace pour
l’étude des variétés singulières. C’est pour remédier à ce problème que Goresky
et MacPherson [17, 18] ont développé à la fin des années 70 la cohomotogie
d’intersection, associant notamment à chaque variété algébrique complexe X une
cohomologie IIP(X) satisfaisant une dualité de Poincaré
IH(X) IH(X)
et généralisant la cohomologie ordinaire, c’est-à-dire que 1H(X) coïncide avec
H(X) si X est non singulière.
Évidemment, toute généralisation se fait au détriment de certaines propriétés,
et le coût à payer pour gagner la dualité de Poincaré est la perte de l’invariance
homotopique de la cohomologie la cohomologie d’intersection n’est qu’un inva
riant topologique.
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Par la suite, des remarques de Deligne ont permis d’observer que l’objet essen
tiel de la construction n’était pas la cohomologie d’intersection IH’(X) elle-même,
mais plutôt le complexe (de faisceaux) d’intersection 1C(X), étudié par la suite
par Goresky et MacPherson dans [‘91, ainsi que par Beilinson, Bernstein, Deligne
(et Gabber), qui ont introduit dans [2] le concept de faisceaux pervers.
Après avoir exposé les principales propriétés de la (co)homologie d’intersec
tion suivant l’approche originale de Goresky et IVlacPherson dans la section 4.1,
nous verrons que l’on peut en fait caractériser le complexe d’intersection dans la
catégorie dérivée constructible D(X) par des propriétés simples (section 4.2).
4.1. HOMOLOGIE D’INTERSECTION
4.1.1. Pseudo-variétés
Dans [17], Goresky et MacPherson ont défini l’homologie d’intersection pour
une certaine classe d’espaces possiblement singuliers : les pseudo-variétés (dans
cette section nous devons supposer que tous les espaces et les applications conti
nues sont linéaires par morceaux). Pour simplifier l’exposé, nous nous restrein
drons dès le départ aux pseudo-variétés compactes.
Définition 4.1. Une pseudo-variété de dimension n est un espace topologique
compact X admettant une stratification
ø=x—’cxocx1c...cXn—3cxn—2cxn=x
telle que X \ X,_2 est une variété orientée de dimension n dense dans X, et que
chaque strate X\X_1 non vide est une variété de dimension i le long de laquelle
la structure normale de X est localement triviale (voir [19]).
L’idée de cette définition est de permettre à X d’avoir des singularités, mais
de les trier selon leur codimension : les singularités de codimension i se retrouvent
dans Sur un ouvert dense, X est non singulier, et les singularités, s’il y en
a, sont incluses dans X_2. Remarquons que cela exclut qu’il puisse y avoir des
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singularités de codimension 1. Ensuite, X_2 est non singulier, sauf peut-être sur
X_3, qui contient les singularités de codimension 3, et ainsi de suite.
Exemple 4.2. Toute variété topologique X de dimension n peut être considérée
comme une pseudo-variété en la munissant de la stratification
X_l = X0 = X1 = ... = X_2 = 0 C X = X.
Exemple 4.3. Toute variété algébrique complexe X de dimension complexe n
admet une stTatficatzon de Whitney par des sous-variétés algébriques lui conférant
ainsi une structure de pseudo-variété de dimension 2n dont toutes les strates sont
de dimension paire (voir [261 ou [41)
ø=X_1 CX0=X1 cX2=X3 C ... cX2_2 cX2=X.
4.1.2. Perversités
Étant donnée une pseudo-variété X de dimension n, nous voulons définir le
complexe de chaînes d’intersection IC.(X) comme un sous-complexe du com
plexe de chaînes usuelles G.(X) formé des chaînes étant suffisamment « dimen
sionnellement transverses » aux strates de X. Pour préciser le sens de l’adverbe
« suffisamment » dans la phrase précédente, nous devons introduire le concept de
perversité, contrôlera la dimension des intersections avec chaque strate.
Définition 4.4. Une suite d’entiers p
= (p2, . . . ,p,) est une perversité si
P2 = O et Pk Pk+1 Pk + 1 pour tout k.
Étant donné une perversité p, ce sera Pk qui contrôlera les dimensions des
intersections des chaînes avec
Voici les exemples les plus importants de perversités.
48
Exemple 4.5. Les suites
0 := (O,0,...,O) et t := (0,1,2,...,n—2)
sont deux perversités, appelées respectivement la perversité mille et la perversité
maximale (t pour top).
Exemple 4.6. Les deux suites
m (0,0,1,1,2,2,...) et m’ (0,1,1,2,2,3,...)
sont également deux perversités, que nous appelerons perversités médianes.
À partir d’une suite d’entiers p = (p2,.. . , p,), nous pouvons définir une autre
suite p par l’équation p + p = t, c’est-à-dire
= k—2 Pk•
La proposition suivante nous donne une reformulation de la définition 4.4.
Proposition 4.7. Une suite d’entiers p = (p2,.. . ,p) avec P2 = O est une per
versité si et seulement si p et p sont toutes deux croissantes.
DÉMONSTRATION. (=) Ecrivons Pk+1 = pk+Ck, OÙ 6k = O ou 1. Alors, clairement,
Pk+1 pk. Par ailleurs, p + (1 — 6k) p. Donc p et p sont toutes deux
croissantes.
(=) Le fait que p soit croissante nous dit que Pk±1 Pk; par ailleurs, le fait
quep* le soit également nous dit que k+1—pk1 k—p,, c’est-à-dire pk+l ?k.
Nous obtenons donc
Pk Pk+1 Pk + 1.
D
Si p est une perversité, alors p en est également une; nous l’appelerons la
perversité complémentaire (ou duale) de p. Notons que (p*)* = p. Nous utiliserons
souvent les lettres p et q pour dénoter un couple de perversités complémentaires.
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Exemple 4.8. Les perversités O et t sont complémentaires, ainsi que les perver
sités médianes i-n et m’.
Existe-t-il des perversités auto-duales? Si p est une perversité telle que p
=
elle devrait vérifier k —2
—Pk = Pk pour tout k, ce qui voudrait dire Pk = k/2 — 1.
Ceci est bien sûr impossible à satisfaire si nous voulons que tous les termes Pk de
la suite soient des entiers.
Remarquons que les perversités médianes m et rn’ vérifient toutes deux P2k =
k — 1, donc nous pouvons les considérer comme des perversités auto-duales si l’on
se restreint aux strates de dimensions paires. Nous en reparlerons à la section
4.1.5.
4.1.3. Le complexe de chaînes d’intersection
Soit X une pseudo-variété de dimension n et p une perversité. Nous allons
définir un complexe d ‘intersection
IC.(X) c C.(X)
formé des chaînes dont l’intersection avec chaque strate de X n’est « pas trop
grosse ».
Définition 4.9. Un sous-espace Y de X de dimension i est dit p-admissibte si
dim(YflX_/)i—k+pk, k=2,...,n
(avec la convention que dim 0 = —oc).
Remarque 4.10. Si Y était dimensionnellement transverse à X_k, nous aurions
dim(Y n X,_) = dimY + dirnX_k — n = i + (n — k) — n = j — k.
La perversité p dans la définition 4.9 contrôle donc jusqu’à quel point nous per
mettons à Y de dévier de la transversalité avec les X..k.
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Soit C.(X) le complexe des chaînes simpliciales de X (à coefficients rationels).
Pour chaque perversité p, on définit
IC’(X) {c e C(X) cl et 3d sont p-adrnissibles},
où dénote le support géométrique (1G vient de l’anglais intersection complex).
Alors la différentielle 3 G(X) —+ G_1(X) induit une différentielle
6: IC,’(X) —* IC_1(X).
En effet, pour c e IC(X), on a 8e e IC’_1(X), puisque 3d est p-admissible
par la condition que e e IC’(X), et que 3(3c)j = 01 = 0 est trivialement
p-admissible.
Définition 4.11. L’homologie d’intersection de X est par définition l’homologie
de ce complexe
1H(X) := H. (IGr(x))
(1H pour intersection homotogy).
4.1.4. Propriétés de l’homologie d’intersection
Nous résumons maintenant les principales propriétés de l’homologie d’inter
section qui découlent directement de la définition 4.11, telles qu’annoncées par
Goresky et MacPherson dans [17] et prouvées dans [181.
Théorème 4.12. IH’(X) est un espace vectoriel de dimension finie indépendant
de ta stratification considérée sur X.
Dans le cas où X est une variété non singulière munie de la stratification
décrite à. l’exemple 4.2, on remarque que pour toute perversité p, la condition de
p-admissibilité est trivialement vérifiée pour toute chaîne, donc IC(X) = C,(X).
Il en découle immédiatement le théorème suivant, qui nous dit que l’homologie
d’intersection coïncide avec l’homologie usuelle dans ce cas.
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Théorème 4.13. Si X est non singulière, ators IH.P(X) = H.(X) pour toute
perversité p.
Il y a d’autres situations dans lesquelles l’homologie d’intersection nous re
donne des invariants connus, notamment losque X est normale.
Théorème 4.14. Si X est normale, alors il existe des isomorphismes canoniques
iii,9 (X) H(X) et IH,(X) H(X).
On peut donc penser à l’homologie d’intersection IH.P(X) pour une perversité
p quelconque, comprise entre O et t, comme étant un invariant se situant « entre »
la cohomologie et l’homologie usuelles.
Une des propriétés les pius importantes de l’homologie d’intersection est l’exis
tence d’un produit d’intersection
n IH’(X) 0 IHJ(X) —* IHT+_(X),
si p, q et r sont des perversités telles que p + q < r, généralisant le produit n au
niveau de la cohomologie usuelle.
C’est en utilisant ce produit que nous obtenons la dualité de Poincaré pour
l’homologie d’intersection.
Théorème 4.15 (dualité de Poincaré généralisée). Si p et q sont des perversités
complémentaires et i + j = n, alors te produit d’intersection augmenté
IH(X) o 1H(X) —* IH(X) = H0(X) —* Q
est non dégénéré.
Remarque 4.16. Dans le cas où X est une pseudo-variété normale et p = O,
q = t, ceci n’est rien d’autre que la dualité de Poincaré usuelle
H(X) o H(X) -+ Q.
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Il découle directement de ce théorème de dualité que
IH_(X) (IH(X))*
lorsque p et q sont deux perversités complémentaires.
Notons qu’à ce stade, il serait difficile de se convaincre de l’invariance topo
logique de l’homologie d’intersection. C’est une des choses qui a incité Goresky
et MacPherson à se tourner vers l’approche faisceautique qui leur a été suggérée
par Deligne.
4.1.5. Cas des strates de dimension paire
Soit X une pseudo-variété de dimension 2n dont toutes les strates sont de
dimension paire, c’est-à-dire que sa stratification est de la forme
ø=x-’cxo=x1cx2=x3c...cx2n-2cx2n=x.
L’exemple le plus important que nous avons en tête est bien sûr celui d’une variété
algébrique complexe de dimension complexe n (exemple 4.3).
Alors on remarque que la définition de IC.P(X) ne dépend que des valeurs de
p sur les indices pairs, de sorte que si p et p’ coïncident sur les indices pairs, on a
IH.(X) = IHr’(X).
Les perversités médianes ri-i et m’ de l’exemple 4.6 jouent alors un rôle privilé
gié puisqu’elles sont complémentaires et qu’elles coïncident sur les indices pairs.
Pour simplifier l’écriture, notons
IH.(X) IH,m(X) = IH.m’(X).
Le théorème de dualité de Poincaré généralisé implique que l’on a une vraie
dualité de Poincaré pour IH.(X)
IH2(X) (IH(X))*.
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4.1.6. Vers l’approche faisceautique
Établissons maintenant quelques conventions pour préparer le terrain à l’ap
proche faisceautique de Deligne. Pour être consistant avec la majorité des auteurs
qui préfèrent travailler avec des complexes cohomologiques qu’homologiques, nous
définissons le complexe 1G (X) par
IC(X) IC_(X),
de sorte que
IH(X) := H(IG(X)) = H_(IG.’(X)) = IH(X).
Nous parlerons donc maintenant de cohomotogie d’intersection plutôt que
d’homologie d’intersection.
Remarque 4.17. Nous suivons ici la convention de graduation de Borel [4, 6], qui
nous paraît la plus naturelle. Cependant, plusieurs auteurs, notamment Goresky
et MacPherson [19], préfèrent utiliser la définition
IG(X) := IC(X),
ce qui a pour effet d’avoir un complexe d’intersection situé en degrés [—n, O]
plutôt que [O, n]. De plus, dans le cas ou X est une variété complexe de dimension
complexe n, on préfère parfois travailler avec l’intervalle symétrique [—n, n] plutôt
qu’avec [O, 2n] comme dans [11] (voir la section 4.2.1).
Nous nous intéresserons maintenant, non seulement à la cohomologie d’inter
section globale comme précédemment, mais aussi à sa version locale.
Définition 4.18. Le complexe d’intersection de X de perversit e’ p est le complexe
de faisceaux 1C(X) sur X défini par
U H-* 1C(U), U C X ouvert.
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Remarque 4.19. Comme précédemment, dans le cas où toutes les strates de X
sont de dimension paire, nous ometterons la référence à la perversité p dans la
notation lorsque p = m ou m’ et appelerons 1C (X) te complexe d’intersection
de X.
Tel qu’annoncé dans l’introduction de ce chapitre, nous déplacerons mainte
nant notre attention de la cohomologie d’intersection de X vers son complexe
d’intersection. Remarquons que
1H(X) = H(X,1C(X)),
l’hyper-cohomologie de ce complexe de faisceaux.
On peut également considérer, plutôt que d’utiliser seulement les coefficients
Q, une version avec coefficients.
Défluition 4.20. Un système local (de coefficients) sur X est un faisceau loca
lement constant sur X de Q-espaces vectoriels.
Si L est un système local sur X, on peut construire le complexe d’intersection
1C(X, L) avec coefficients L, et la dualité de Poincaré prend la forme
IH(X, L) IH(X, L*).
Utiliser le système local constant Qx comme coefficients nous redonne le com
plexe d’intersection usuel
1C(X, Qx) = 1C(X).
Il faut penser au complexe d’intersection 1C(X, L) comme étant une exten
sion du système local L, défini sur le lieu non singulier X \ X_2 de X, à l’espace
total. Cette extension ne produit pas un système local, ni même un faisceau,
mais plutôt un complexe de faisceau, que l’on peut caractériser par ses propriétés
cohomologiques, comme nous le verrons à la section suivante.
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4.2. LE COMPLEXE D’INTERSECTION
4.2.1. Caractérisation
Soit X une pseudo-variété de dimension n. Le théorème suivant donne une
caractérisation des complexes d’intersection dans X) ne dépendant pas de la
stratification de X.
Remarque 4.21. L’énoncé du théorème a été adapté en fonction de notre conven
tion de graduation des complexes d’intersection.
Théorème 4.22 (Goresky et MacPherson, [19], voir aussi [6]). Pour toute per
versité p de comptémentaire q et pour tout système tocat L SUT un ouvert dense
U de X de codimension au moins 2, il existe un unique objet j: bC(X) satis
faisant les propriétés suivantes
(1) Fu = L;
(2) tF) = O pouri <O:
(3 dim supp ?t(J) <n
— p’(i) pour i> O;
(4) dimsupp7(D(F)) <n—q’(i+n) pouri> —n.
De plus, cet objet j: est le complexe d’intersection 1C(X, L) construit à ta
section 4.1.6.
Dans ce théorème, p désigne le sous-inverse de p, défini par
p’(i) :=min{klp(i) k}
(avec la convention que min 0 = +oo).
Remarque 4.23. Au cours de la preuve, on obtient la formule
1C(X, L) =
.
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dans laquelle k désigne l’inclusion de X \ X_k dans X \ X_k_1 et pour k e Z,
bC() est le foncteur de tToncature
si i < k,
i+1} si i = k,
si i > k,
qui est un quasi-isomorphisme jusqu’à k.
On résume cela en disant que 1C(X, L) est l’extension de Deligne de L.
On tire immédiatement trois corollaires important du théorème 4.22.
Corollaire 4.24. 1C(X, L) est un invariant topotogique.
Corollaire 4.25. Si X est une variété non singulière de dimension n, on a
1C(X)
= Q pour toute perversité p.
Corollaire 4.26. D(1C(X, L)) = 1C(X, L*)[n].
La dualité de Poincaré généralisée globale pour la cohomologie d’intersection
est donc le reflet d’une dualité locale au niveau des complexes d’intersection.
IViaintenant, restreignons notre attention au cas où X est une variété algé
brique complexe de dimension complexe n. Dans ce cas, nous pouvons « couper »
la dimension réelle 2n de X en deux, afin de translater l’intervalle [O, 2n] vers
l’intervalle symétrique [—n, n] et d’uniformiser les conditions sur .F et son dual
D(.T) dans l’énoncé du théorème 4.22.
Corollaire 4.27. Pour toute perversité p de complémentaire q et pour tout sys
tème local L sur un ouvert U de X de codimension complexe au moins 1, il existe
un unique objet F’ e bc(3C) satisfaisant les propriétés suivantes
O
(1) u =
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(2) 7i(J’•) = O pouri < —n;
(3) dim supp 7i(J.) <2n — p1(n + i) pOUT i> —n;
() dim supp (D()) <2n — q’(n + i) pour i> —n.
De ptus, cet objet .F est le complexe d’intersection translate’
I;(X, C) = IC;(x, £)[n].
DÉMONSTRATION. Cette reformulation découle directement des formules
7i(Ç•[n]) = 7i+n(g.) et 7i(D(Ç[])) = 7i_n(çe)
Ainsi, on peut ré-écrire la dualité du corollaire 4.26 comme
D(1(X, )) = 1(X, £*)
En particulier, le complexe d’intersection médiane translaté est auto-dual
D(1(X)) =r(X).
En fait, on peut raffiner un peu les conditions de support du corollaire 4.27,
puisque nous disposons d’un peu de latitude car les valeurs des perversités sur les
indices impairs ne sont pas déterminantes pour 1C(X, L). En particulier, dans
le cas de la perversité médiane p = ra, nous pouvons utiliser q = ra également
dans les conditions de support du corollaire 4.27, afin d’obtenir, en utilisant
m’(i) =min{2i+2,2i+3} =2i+2,
les conditions légèrement plus fortes, pour i > —n,
dim supp7(.F), dim supp7-((D(F’)) <2n— (2n+2i+2) = —2i —2.
En divisant tout par 2, nous constatons que le complexe 1 1(X, L)
satisfait
dim supp7((), dimc supp7-(D(F’)) <—i — 1 <i pour i> —n.
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4.2.2. Faisceaux pervers
Les faisceaux pervers sont définis en relâchant un peu les conditions précé
dentes pour admettre des inégalités strictes.
Définition 4.28. Un faisceau pervers sur X est un complexe F e c(X) tel
que
dimc supp7i(.F’), dimc supp?-i(D(F’)) <—i pour tout i.
On pourrait aussi définir une version de faisceaux pervers pour chaque per
versité p, mais ce ne sera pas nécessaire ici.
Remarque 4.29. Si F’ est un faisceau pervers, les conditions de support im
pliquent directement que 7(F) 71(D(F)) = O pour i > O.
Proposition 4.30. Le comptexe d’intersection transiaté 1(X, L) est un faisceau
pervers.
DÉMONSTRATION. La discussion de la fin de la section précédente nous garantit
que les conditions de support sont vérifiées lorsque i > —n. Elles sont également
trivialement vérifiées lorsque i < —n puisque ((I’(X, L)) = O dans ce cas. La
condition dime supp N(I(X, L)) <n l’est également puisque dimc X = n.
D
Notons 9(X) la sous-catégorie pleine de (X) dont les objets sont les
faisceaux pervers. Les conditions définissantes des faisceaux pervers étant auto
duales, (X) est clairement stable sous la dualité de Verdier.
Si Y est une sous-variété localement fermée de X et L un système local sur Y,
on fera l’abus de notation de désigner par I’(Y L) l’objet jj(Y, L) de
où j Y — X est l’inclusion de Y dans X.
L’intérêt des faisceaux pervers réside dans le théorème suivant.
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Théorème 4.31 (Beiliuson, Bernstein et Deligne, [2J). La catégorze 9(X) des
faisceaux pervers est une catégorie abétienne, dont les objets simples sont tes
IC(Y,C), où L est un système tocal irréductible sur Y, une sous-variété toca
tement fermée de X.
Rappelons que la catégorie pour sa part, n’était pas abélienne.
Remarque 4.32. « Les faisceaux pervers n’étant ni des faisceaux, ni pervers, la
terminologie requiert une explication. » ([2], p. 10)
Le terme pervers fait bien sûr référence à la perversité p (implicite dans notre
définition) qui contrôle les conditions sur les dimensions des supports.
Le choix du terme faisceau, pour sa part, bien que malheureux, s’explique
par le fait que la catégorie 9(X) partage plusieurs propriétés de la catégorie
des faisceaux Sh(X). Notamment, c’est une catégorie abélienne, et les faisceaux
pervers « se recollent comme des faisceaux. »
Le théorème de décomposition suivant est un autre résultat fondamental
prouvé dans [21, dont la preuve utilise les conjectures de Weil.
Théorème 4.33 (théorème de décomposition, [21). Si f : X — Y est un mor
phisme propre, alors on a dans bc(Y) l’égalité
Rf(I(X)) = V ®1(Z,L),
(ZC)
où chaque Z est une sous-variété tocatement fermée de Y, L un système local
irréductible sur Z et un espace vectoriel gradué.
Les espaces vectoriels gradués apparaissant dans cette décomposition jouent le
rôle de multiplicités et de décalages dans les graduations. On peut donc reformuler
le théorème en disant que Rf(I(X)) est une somme de complexe d’intersection
(translatés) décalés.
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Par ailleurs, on peut également le reformuler en disant que Rf(I(X)) est
semi-simple dans c(Z), un objet de bC(Z) étant dit serai-simple précisément
lorsqu’il est de la forme du membre de droite de l’égalité du théorème 4.33.
Remarque 4.34. Si f X —» Y est une résolution des singularités de Y, alors, en
se restreignant à l’ensemble des points non singuliers de Y, on voit que l’un termes
apparaissant dans la décomposition de Rf(I’(X)) est 1(Y). Cela signifie que
la cohomologie d’intersection de Y est « contenue » dans la cohomologie usuelle
de X.
4.2.3. Version G-équivariante
Il existe également une version G-équivariante du théorème de décomposition,
dont nous aurons besoin au chapitre 4. La catégorie dérivée bornée constructible
bc(X) n’est cependant plils le contexte adéquat, il nous faut la remplacer par
une version G-équivariante. Nous ne faisons ici que mentionner les résultats de
façon informelle (les détails peuvent être trouvés dans [3]).
Soit X un variété algébrique complexe et G un groupe algébrique agissant
(algébriquement) sur X. Notons G x X —* X cette action.
Définition 4.35. Un fais cean G-équivariant sur X ou un G-fais cea’u est un fais
ceau F sur X muni d’un isomorphisme
6 L*F
satisfaisant quelques conditions de compatibilité (voir [3]), où rr dénote la projec
tion G x X —* X.
En regardant au niveau des tiges des faisceaux, on voit que cela est équivalent
à se donner des isomorphismes
°g,x (*F)(g,x) Fg.x (n*F)(g,x) =
soumis aux conditions de compatibilité correspondantes.
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On peut alors former la catégorie ShG(X) des faisceaux G-équivariants sur X.
Cependant, le bon choix pour définir la catégorie dérivée G-équivariante 0(X)
de X n’est pas (Sh0(X)). On se contentera ici de dire que l’on doit penser aux
objets de 0(X) comme étant des objets de (X) pouvant être représentés par
des complexes de G-faisceaux, tout en tenant compte de la structure additionnelle
fournie par l’action de G.
Nous avons également un analogue G-équivariant de la catégorie dérivée bor
née constructible (X), muni d’un foncteur d’oubli
bC()
Nous disposons sur (X) des foncteurs f, Rf (lorsque f est un morphisme
respectant l’action de G) et D de dualité jouissant des mêmes propriétés formelles
que leurs analogues usuels et commutant avec le foncteur d’oubli.
Tous les résultats des sections précédentes on un analogue G-équivariant.
En particulier, les objets simples de 0(X) sont les complexes d’intersection
1C(Y, L) où Y est une sous-variété G-stable de X et L un système local G
équivariant sur Y.
Nous avons également un théorème de décomposition G-équivariant.
Théorème 4.36 (théorème de décomposition G-équivariant). Soit f : X —÷ Y
un morphisme propre G-équivariant de variétés algébriques complexes, alors
Rf(r(X)) =
(Z,)
où chaque Z est une sous-variété G-stable de Y, L un G-système local irréductible
sur Z et V un espace vectoriel gradué.
Dans le cas où toutes les G-orbites sont simplement connexes et sont en
nombre fini, tous les systèmes locaux L apparaissant dans la décomposition sont
en fait constants, et, étant irréductibles, sont nécessairement isomorphes au sys
tème local trivial Q.
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Le théorème de décomposition devient donc
Rf(I(X)) = ®r(Z).
Si tous les objets simples de (X) sont également de la forme I’(Z) (les
systèmes locaux étant tous constants), le théorème de décompostion nous dit que
l’image par Rf d’un objet semi-simple est également semi-simple.
Chapitre 5
LE THÉORÈME DE KAZHDAN-LU$ZTIG
Dans ce chapitre, nous donnons la preuve de MacPherson (exposée par Sprin
ger [29, 30]) du theorème de Kazhdan-Lusztig reliant les polynômes de Kazhdan
Lusztig à la cohomologie d’intersection de la variété de drapeaux
=
dimIH2i(X(w))qu/2,
où IH2”(X (w)), désigne la fibre de 7-t(IC(X(w))) en un point (n’importe lequel)
de X(x).
Il en découle directement que les coefficients des polynômes de Kazhdan
Lusztig sont des entiers positifs, puisqu’ils représentent des dimensions de groupes
de cohomologie.
Comme mentionné plus tôt, nous obtiendrons ce résultat comme un des as
pects d’une correspondance plus forte qui dit que l’algèbre de Hecke 3(l’V) est
le miroir algébrique d’un semi-anneau 3(X) C (X x X) muni du produit
de convolution défini au chapitre 2. La résolution de Bott-Samelson joue un rôle
crucial dans cette preuve.
5.1. LE SEMI-ANNEAU 3(X)
5.1.1. Passage de X à X x X
Les complexes d’intersection qui nous intéressent sont définis sur les variétés
de Schubert dans X, et non pas sur X x X. Or, les cellules de Schubert dans X,
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les orbites pour l’action de B, correspondent aux orbites de G sur X x X pour
l’action diagonale.
Proposition 5.1. Les B-orbites de X correspondent anx G-orbites de X xX via
ta correspondance
Bg3 G (B,gB).
DÉMONSTRATION. Considérons la fonction X x X — B\X définie par
(g1B, g2B) i’ B g’g2B.
Il est clair que cette fonction est bien définie, et de plus elle est surjective car
pour tout gB E X, B gB = ço(1B, gB).
La fonction est constante sur les orbites de G dans X x X car
o(g.(g1B,g2B)) = o(gg1B,gg2B) = Bgg’gg2B = Bg’g2B = o(g1B,g2B).
Par ailleurs, si deux éléments (giB, g2B) et (h1B, h2B) de X x X ont la même
image par cp, alors
B g1’g23 = B .
c’est-à-dire qu’il existe b1, b2 E B tels que
= b1g’g2b2.
Posons g := h1b1gj = h2b9g’ E G. Alors on a g’ (g1B,g23) = (h1B,h2B),
c’est-à-dire que deux éléments ayant la même image sont dans la même G-orbite.
E
Remarque 5.2. La correspondance B . gB ‘—* G (gB, B) aurait tout aussi bien
fait l’affaire, dans ce cas l’inverse aurait été donnée par
G• (g1B,g2B) i’ B g’g1B
et non pas
G (giB,g2B) B• g’g2B
comme c’est le cas présentement, mais ce n’est qu’une question de convention.
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Donc, plutôt que nous intéresser aux cellules de Schubert, nous allons plutôt
nous intéresser aux G-orbites dans X x X.
Notons
0(w) {(gyB, g2B) e X x X g’g2B X(w)}
la G-orbite de X xX correspondant à la cellule de Schubert X(w). 0(w) est donc
l’unique G-orbite de X x X contenant le point (B, ‘ibB). Nous avons
0(w)
= U °@
X<w
Lemme 5.3. La projection sur le premier facteur
est une fibration localement triviale de fibre F X(w) respectant ta stratification,
c’est-à-dire que le diagTamme suivant commute pour x <w.
F - X(w)
il
_____
FflO(x) =_>X(x)
Cela découle du fait que la fibre F au-dessus du point gB e X est
{(gB, hB) g’hB E B’LbB} = {gB} x g BtbB.
Le lemme précédent implique que les fibres F X(w) admettent un voisinage
tubulaire dans 0(w), et donc que l’inclusion i $ F 0(w) est normalement non
singulière (voir [19]), ce qui implique que
i*I(0(w)) I(F)[n] I(X(w))[n], (5.1.1)
où n 1(w0) est la dimension de X.
Par ailleurs, le fait que 0(w) soit une fibration sur X de fibre X(w) nous
garantit que les G-orbites 0(w) de X x X sont simplement connexes.
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5.L2. Définition de (X)
Soit 3(X) l’ensemble des objets semi-simples de (X x X), c’est-à-dire les
complexes de la forme (voir la section 4.2.3)
V ®1(O(w)).
WEW
Nous voulons étudier les propriétés algébriques de Ye(X). Il est clair que
3’(X) est clos sous , et la proposition suivante nous dit qu’il l’est également
sous le produit de convolution défini au chapitre précédent.
Proposition 5.4. (X) est clos sous le produit de convolution *.
DÉMONSTRATION. D’après la proposition 2.8, il suffit de vérifier que
1(O(x)) *1(O(w)) e 9(X)
pour x, w E W.
Considérons le diagramme commutatif suivant.
XxXxXxX
12
XxX XxX XxX
où est l’application « diagonale »
(x1,x2,x3) := (Xi,X2,X2,X3).
Puisque p12* = A*p* etp23* = *p34* on peut calculer 1(O(x))*1(O(w))
par a formule
=
où
= p12*I(O()) ® p*I(Q(w))
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Or, par l’unicité du complexe d’intersection (théorème 4.27), nous avons (voir
[4])
= IC’(O(x) x 0(w)).
Considérons
Z ‘(0(x) x 0(w)) {(xi,x2,x3) (xi,x2) e 0(x), (x2,x3) 0(w)}.
L’inclusion de Z dans 0(x) x 0(w), nous avons donc
où n est la dimension de X (donc la codimension de Z dans 0(x) x 0(w)).
Le théorème de décomposition G-équivariant (théorème 4.36) nous permet de
conclure que
T(0(x)) *r(0(w)) = Rpis(I(Z)[n])
est semi-simple.
D
Proposition 5.5. (X) est clos sous te foncteur de duaÏité de Verdier D.
DÉMONSTRATION. En utilisant la proposition 3.19 et le fait que les complexes
d’intersection sont auto-duaux (section 4.2.1), on remarque que
D(l42®r(0(w))) =®I(0(w)).
D
On peut donc considérer l’ensemble des objets semi-simples 3(X) comme un
sous-semi-anneau de X) stable sous la dualité de Verdier. Nous commençons
à voir une ressemblance entre 3(X) et l’algèbre de Hecke 3(I1/). Dans la section
5.1.4 nous définissons une fonction caractéristique
h (X) — 3(T1/)
clui s’avérera être un homomorphisme (section 5.2.6). Nous commencerons par
définir cette fonction pour les espaces vectoriels gradués.
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En effet, nous pouvons en fait considérer 9(X) comme une semi-algèbre sur
le semi-anneau ‘Y des espaces vectoriels gradués (muni de et ®).
5.1.3. Polynôme de Poincaré
Soit V un Q-espace vectoriel gradué. On peut lui associer un élément
p(V’) := dimViqu/2 e
appelé polynôme de Foincare de V.
Remarque 5.6. On peut justifier l’utilisation de q”2 comme variable (et non
pas q comme il pourrait sembler naturel) par le fait qu’une dimension réette i
correspond à une dimension complexe i/2.
La proposition suivante énumère quelques propriétés élémentaires de l’appli
cation p: —*
Proposition 5.7. FouT V, W e t’ et cl E Z, on a:
(‘)p(o)=oJp(Q)=1;
(2) p(V’ W) = p(V) ± p(W•);
(3) p(V ® W) =
() p(V) = p(Vj;
(5) p(V[dfl = qd/2p(7j.
Les espaces vectoriels étant uniquement caractérisés par leur dimension, l’ap
plication p établir donc un isomorphisme de V sur N[q±h/2] préservant la somme,
le produit et la dualité et traduisant le décalage [cl] par la multplication par q’2.
5.1.4. Fonction caractéristique
Définissons maintenant une application caractéristique
h: (X x X) —* 9(W).
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Si .F ‘(X x X) et w e T4, notons la fibre de son homologie
en un point de 0(w). Cela ne dépend pas du point choisi dans l’orbite, car
la cohomologie de 7- est localement constante sur les orbites, qui sont simplement
connexes, elle est donc constante sur les orbites.
On peut alors définir un élément h(F) de 3(I47) par la formule
h(F)
wE W
Chaque polynôme de Poincaré p(H (.)) est un élément de N{q1/2] bien
défini puisque F’ est borné et constructible. L’élément h(F’) de 3(W) n’est
rien d’autre qu’une façon d’encoder l’information sur les fibres de la cohomologie
de .F’.
De la même façon, si F’ e (X), on peut définir
wj’V
où ?(F)V, dénote la fibre en un point de X(w).
Exemple 5.8. Soit V’ un espace vectoriel gradué. En le considérant comme un
complexe constant, on a
h(V’) = p(V) T.
wEW
La proposition suivante découle immédiatement des propriétés analogues des
polynômes de Poincaré (proposition 5.7).
Proposition 5.9. Pour .F, Ç e x X) et cl e Z, on a
(1) h(.F Ç) = h(F) + h(g’);
(2) h(F’[d]) = q_d/2 I1’•);
(3 h(V’ ®T) =p(V)h(LT’).
Nous montrerons en 5.2.6 que la fonction h, restreinte à 3(X), est injective.
Pour l’instant, nous ne pouvons espérer guère mieux que la proposition suivante.
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Proposition 5.10. h(F’) = o F = o.
DÉMONSTRATION. () Evident.
() Si h(F’) 0, cela signifie que pour tout x e X et pour tout i, H(F’) =
0. Donc (F’) = 0, et comme F’ = 2i(F’) dans la catégorie dérivée, cela
implique que F’ = 0.
E
Lemme 5.11. h(I’(O(w))) q12h(I’ (X (w))).
DÉMONSTRATION. Pour x w, nous avons un diagramme commutatif
X(w) 0(w)
t
_
t
X(x) 0(x)
qui implique, avec la formule (5.1.1), que
7i(I(O(w)))
=
E
Remarque 5.12. Attention! Il y a confusion dans l’article de Springer r29],
puisqu’il note Â alternativement l’un ou l’autre des complexes
I’(O(w)) et I’(O(w))[—n]
selon les propriétés qu’il désire utiliser. Heureusement, ceci ne met pas en danger
sa preuve, il suffit de faire preuve d’un peu de circonspection. Pour éviter toute
confusion, nous n’utiliserons pas le symbole A. mais poserons
de sorte que nous pouvons donc reformuler le lemme précédent en disant que
=
h(I’(O(w))). (5.1.2)
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5.2. PREUVE DU THÉORÈME
Nous allons établir que l’application caractéristique h établit un isomorphisme
de 3(X) sur un sous-semi-anneau de Y6’(W) tel que h(I,) = C, l’élément de
base de Kazhdan-Lusztig du théorème 1.17. Nous commencerons par établir cette
dernière égalité, qui nous fournira le théorème de Kazhdan-Lusztig (théorème
5.25).
5.2.1. Lemme sur les degrés
Pour montrer que h(1,) = C,,, il suffit de vérifier que l’élément h(2,) satis
fait les deux conditions du théorème 1.21. Le lemme suivant nous garantit qu’il
satisfait la seconde.
Lemme 5.13. Pour tout w e W, nous avons
q_l(W)/2
z <u
où = 1 et Q e N[q’/2] est de degré 1(w) — 1(x) — 1 en q112 pour x <w.
DÉMONSTRATION. L’équatioll 5.1.2 nous dit que
h(I) = >
xEW
où = p(H(.F)) e N[q’/2], .F désignant le complexe d’intersection translaté
1(X(w)) sur X(w).
Puisque 1’ est supporté sur X(w), on a H’(F’) = O si x w, donc = O
sauf pour x <w. On peut donc se restreindre à prendre la somme sur les x w.
Maintenant, utilisons le corollaire 4.27 qui caractérise le complexe d’inter
section translaté V(X(w)) pour établir les conditions de degré sur les éléments
az,u.
Le fait que JTx(w) = Q[t(w)] implique que = q_l(u)/2• Par ailleurs, si
7T1X O, alors i> —1(w) puisque H(F) = O pour i < —1(w).
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De plus, si 7-(LT)1 O, cela veut dire que X(x) C supp 7(F’), et donc que
21(w) = dimX(x) <dimsupp7-(F) —2i — (2n + 2i + 2) = —2i + 2,
ce qui implique i —1(x) + 1.
On en conclut donc que l’élément ql(w)/2 a les propriétés voulues.
E
Pour prouver que h(I) est l’élement de base C1,, il suffit donc de prouver
qu’il est stable sous l’involution t de 3(I’V). C’est ce que nous tâcherons de faire
au cours des prochaines sections.
5.2.2. Résolution de Bott-Samelson revisitée
Puisque nous avons remplacé la variété de Schubert X(w) par 0(w), nous
devons utiliser un analogue de la résolution des singularités Z(w) pour
décrite à la section 1.1.4, qui soit adapté à 0(w).
Soit w W et w = s; s,. une décomposition réduite de w. Définissons
Y(w) {(xo,. .
.
,z) e X’ (xi_1, z) O(s), 1 i T}.
Remarquons que, tout comme pour Z(w), cette définition dépend du choix de
la décomposition réduite w
=
5;• S,..
Proposition 5.14. Le morphisrne r Y(w) —» 0(w) défini pa
(xo,. .
.
,x,.) := (xo,x,.)
est une résolution des singularités. En particulier, il induit un isomorphisme iv
0(w).
Remarque 5.15. En utilisant la notation utilisée dans l’exemple du calcul des
correspondances (section 2.2.1), nous voyons que
0(w) = 0(s;) *» . . * 0(s,.).
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Pour s E S, désignons par Q8 l’extension par O du complexe constant Qo(8),
c’est-à-dire que
Q8 =
où j3 désigne l’inclusion de 0(s) dans X x X.
Lemme 5.16. Si n Y(w) —* X x X désigne te morphisme de ta proposition
précédente, on a
Q8 = RirQ.
DÉMONSTRATION. D’après le lemme 2.7,
T
= (®p)
où p XT+i —÷ X x X dénote la projection sur les je et (i + 1) facteurs, et
p X’ — X x X la projection sur les premier et dernier facteurs.
Notons F ®1pj*Q3, de sorte que l’on ait *1Q8 = Rp.F. Nous
allons montrer que J
=
Pour cela, nous pouvons travailler au niveau des
complexes de faisceaux, et non pas dans les catégories dérivées correspondantes,
puisque tous les foncteurs impliqués sont exacts.
Nous avons le diagramme commutatif suivant, i,, désignant l’inclusion de Y(w)
dans XT*
XxX
Y(w)
pi
_______
j3:
O(s) >XxX
Ceci implique que
jw8 (*Q)
T
=
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Or, jQ = Q = Q, donc
Par ailleurs, en calculant les fibres de F, on trouve
= (p*Q)
= ®(p*Q)
T
Or,
f sip(x)EO(s),(Q)@ =
0 sinon.
En utilisant le fait que Q et O sont respectivement neutre et absorbant pour
®, on conclut que
= Q sip(x) e O(s),i = 1,..
10 sinon.
Par la définition de Y(w), ceci veut dire que
Q sixeY(w),
10 sinon.
Donc .F = iui*.F = jQ.
On peut maintenant conclure que
Q = = RpiQ = R(pi)Q = RirQ.
D
5.2.3. Lemme de décomposition
En utilisant le résultat de la section précédente, nous pouvons maintenant
prouver un lemme de décomposition qui jouera un rôle-clé dans notre preuve.
Lemme 5.17. Nous avons
*i;. = l/ ®I,
X<w
où chaque 4 est un espace vectoriel gradvé auto-dual et V = Q.
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DÉMONSTRATION. Par la proposition 5.4, nous savons qu’il existe une décompo
sition de la forme
I:i =
xW
Attardons-nous maintenant davantage à *,1 pour pouvoir tirer de l’in
formation supplémentaire sur cette décomposition.
Puisque O(Sj) est une variété lisse de dimension n + 1 (c’est une fibration en
X(s) P’ de X), nous avons
= I(0(s))[—n] = Q[n + 1][—n] =
D’après le lemme 5.16, nous avons donc, en nous rappelant que r = 1(w),
*I = *(Q[1]) = (Q) tri = RQ[t(w)].
Or, puisque Y(w) est une variété lisse de dimension n + 1(w), on a
1(Y(w)) = Q[n + l(w)][—n] =
ce qui nous permet d’écrire
= RrrI(Y(w)).
Puisque le support de .F *JI est inclus dans 0(w), on a nécessaire
ment V = O pour z w, donc on peut se restreindre à prendre la somme pour
les x <w.
Maintenant pour z = W $ la fibre du membre de droite de la décomposition
sur 0(w) est
V ® Q[l(w)] =
tandis que R7rI(Y(w))o() = Qtt(w)] (on utilise le fait que rr est un isomor
phisme sur 0(w), voir la proposition 5.14).
On en tire donc que V,
= Q.
Maintenant prouvons que = V pour tout z <w. En appliquant le foncteur
de dualité de Verdier des deux côtés de la décomposition, puisque les complexes
d’intersection translatés sont auto-duaux, on obtient
=
xw xw
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Procédons par récurrence. Soit y un élément maximal pour l’ordre de Bruhat
apparaissant dans cette égalité. On regardant la restriction de l’égalité à (3(y),
puisqu’il n’y a que le complexe il n’y a que 1 qui contribue, on trouve
V[1(y)] = 1,’ 0 Q[t(y)] = O Q[t(y)] =
d’où =
On peut maintenant retirer le terme impliquant y de l’égalité, puis répéter l’ar
gument avec un élément maximal restant jusqu’à que l’on obtienne la conclusion
souhaitée.
Remarque 5.18. Il est instructif de comparer cette preuve avec celle du corollaire
1.22.
5.2.4. Étape inductive
Nous poursuivons le double but de prouver que h est un homomorphisme et
qu’il envoit les complexes d’intersection translatés sur les éléments de base de
Kazhdan-Lusztig.
Exemple 5.19. Pour 1(w) 0, c’est-à-dire w = 1, I est le complexe constant
Q sur 0(1) = 0(1) = (X) C X x X. Donc on a bien
h(1flrrT1lC1.
On peut prouver dès maintenant que h(I * = h(I)h(.) = h(). En
fait, le lemme suivant nous dit qu’on a plus I est déjà un neutre au niveau de
la catégorie dérivée.
Lemme 5.20. Four tout F e (X x X), on a
I, * = = *
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DÉMONSTRATION. Nous ne prouvons que la première égalité, la seconde s’obte
nant de façon tout à fait similaire.
Nous avons le carré cartésien suivant, où 6(x, y) (z, z, y).
Il en découle que
XxX XxXxX
P’ P12
X >XxX
P12*11
= ?12*Q
= tpj*Q
=
Or, le complexe Ç := p12*I ® p23F
=
6Q 0 p23*F satisfait
P.
‘(x,y,z) —
Il en découle que Ç est également égal à Q 0p13*F, d’où
= Rpi3 = Rpi3(5Q®p’3 F’) Rpi36Q®.F
par la formule de projection.
Or, P13 O = 1, donc I * F = Q O =
E
Exemple 5.21. Pour t(w) = 1, c’est-à-dire que w s $ une réflexion simple,
1 est le complexe constant Q[1] sur 0(s) = 0(s) U 0(1). Donc
h(1) = h(isQ[1]) = q’12h(j3Q) = q112(1 + T3) = C3,
voir l’exemple 1.19.
À la lumière de cet exemple, il est naturel, pour prouver que h est un homo
morphisme, de commencer par prouver que
O SiflOil.
h(I: *.F) =
78
Lemme 5.22. Soit F• e c(X x X) tel que = O POUT i impair. Alors,
pour toute réflexion simple s E S, on a
h(Q5 * F’) = (T5 + 1)h(F’),
ce qui implique, d’apTèsI’ = Q5[1], que
= C5h(F).
DÉMONSTRATION.
(T5 + 1)h(F’) = (T5 + 1) dimH(F’) qi/2T
= Z dim H(F) qi/2 + dim H(F’) qi/2TsTw
w j w j
= Z Z clim H(F’) qi/2 + Z Z dim H(F’) q12T5
w j Sw>w j
+ Z djmHi(F) q/2((q_ 1)T+qT5)
SW<W j
Observons le coefficient de T dans cette dernière expression. Pour cela, il faut
distinguer deux cas, selon que sw> w ou 5w < w.
Si sw> w, en posant w’ := sw, on a w = sw’ et sw’ <w’, donc T apparaît
dans la première et la troisième somme. Le coefficient de T, est donc
Z dim H(F) q’12 + Z dim H(F)1 q(i±2)/2
= Z (djmH() +dimH2(F’)5) qi/2
= dimH2(I5*F)qt/I2
d’après le lemme 5.23, ce qui n’est rien d’autre que le coefficient de T dans
h(Â * F’).
Le cas sw < w se traite de la même façon cette fois w’ := sw vérifie sw’ > w’,
et T,,, apparaît dans les trois sommes. Son coefficient est
Z dim Hi()q2/2 + Z dim Hi(F),qt/2T3, + Z dim i(I)qi/2 (q — 1)T
= Z dim IP (F’)5q”2T + Z dim Hi(F)q+22T,
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= Z(dim H(F’), + Hi_2(Fa))qi/2
en utilisant encore le lemme 5.23.
Dans tous les cas, le coefficient du vecteur de base T dans (T3 + 1)h(LT) est
donc égal à celui de T dans h(A *.2); on conclut que ces deux expressions sont
égales.
D
Lemme 5.23. Dans tes conditions du lemme 5.22, on a
fdimH(’)3 + dimH2() si sw < w,dim H(QS * =
dimfP(Fj. + dimH12(F’)3 Si 3w> W.
DÉMONSTRATION. Soit ta, b) e 0(w). Nous voulons calculer H(Q3 *
Soit ‘ p2*Qs ®p23*F. Le carré cartésien
p3’(a,b)
- XxX xX
q13
(a.,b) XxX
nous permet de dire
i*Rp13Ç• = Rq13(j*Ç)
Or, H(j*Rp13Ç) = H(i*(Qs * Ç)) = * Donc, pour calculer
la fibre qui nous intéresse, il suffit de connaître la restriction jÇ’ de Ç’ à la
pré-image Z p13’(a, b) = {a} x X x {b} de (a, b).
Nous avons
f si P12(X) e 0(s),/r,. i,n r—. J 7323(X)W )x s)p12(x) ® P23(X)
O sinon.
Considérons donc
D p12’(O(s)) n Z = {(a, c, b) (a, c) e 0(s)}.
Si a = gB, alors D = {a} x g 0(s) x {b}
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Si sw <w, alors, par la décomposition de Bruhat, il existe un unique d0 E D
tel que p23(do) E 0(sw). Pour d e D\{d0}, nous avons p23(d) E 0(w). Nous
avons donc
F: six=d0,
(g) = .F, si z E
O sinon.
Par ailleurs, si sw > w, nous avons p23(di) e 0(w) pour d1 := (a, a, b) et
p23(d) e 0(sw) pour d e D\{d1}. Il suit que
F siz=d1,
(Ç’z) = .F si z E D\{d1},
O sinon.
LI
Nous pourrions maintenant terminer l’induction que nous avons commencée
pour prouver que
h(1 * Ç) =
pour .F, Ç dans 3’(X), mais nous préférons reporter cela à la section 5.2.6
puisque nous sommes déjà en mesure de terminer la preuve du théorème de
Kazhdan-Lusztig.
5.2.5. Théorème de Kazhdan-Lusztig
Nous sommes maintenant en mesure de prouver le résultat qui implique la
caractérisation des polynômes de Kazhdan-Lusztig annoncée dans l’introduction
de ce chapitre.
Théorème 5.24. Pour tout w e 147, on a
h(I) = C,
où C,» est l’élément du théorème 1.17.
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DÉMONSTRATION. Procédons par induction sur 1(w). Nous savons déjà que Faf
firmation à prouver est vrai dans les cas où 1(w) = O ou 1 (voir les exemples 5.19
et 5.21).
Tel que mentionné à la section 5.2.1, pour pouvoir appliquer le théorème 1.17,
il ne nous reste plus qu’à prouver que h(I,) est stable sous l’involution t.
En appliquant h de chaque côté de la décomposition obtenue au lemme 5.17,
et en utilisant les propriétés de h (proposition 5.9), on obtient
(T)
= h(I) + Zax h(I)
x<w
où ci pÇ’/) est tel que a (car V est symétrique).
En appliquant à répétition le lemme 5.22 à h(*1 I.), on trouve que
fl = h(I)+ ah(I).
i=1 x<w
En supposant que h(I)
=
C pour x < ‘w et en réarrangeant l’équation
précédente, nous obtenons donc
h(I)
= fl C — a C
i=1 x<w
Il en découle immédiatement que h(I) est stable sous t, donc le théorème 1.21
nous permet de conclure que
h(I,,) = C.
D
Puisque
h(I) = h(I’(X(w))) = q_l(w)/2h(IC• (X (w))),
en comparant les coefficients de T dans h(IC’(X(w))) et ql(2C, on obtient
immédiatement le théorème de Kazhdan-Lusztig.
Théorème 5.25 (Kazhdan et Lusztig, [25J). POnT tout x,w E 117, on a
= dirnIH2i(X(w))qi,
et, de plus, IH2(X(w)) = O si i est impair.
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On en tire directement le corollaire suivant.
Corollaire 5.26. Les coefficients des polynômes de Kazhdan-Lusztig sont des
entiers positifs torsque W est un groupe de Weyt.
5.2.6. Dictionnaire
On sait d’après le corollaire 1.22 que les C, forment une base de 3(W). Soit
9(I’V) le sous-ensemble de 3’(W) formé des éléments dont les coordonnées dans
la base (Cm) wW sont des polynômes à coefficients positifs, c’est-à-dire que
3(T17) =
w
Remarquons que (T17) est clairement clos sous l’addition et la dualité t,
mais qu’il n’est pas clair a priori qu’il l’est également pour la multiplication.
Le théorème 5.24 va nous permettre d’identifier JI1/) avec
Corollaire 5.27. L ‘application h : 3(X) —÷ 3(W) est bijective.
DÉMONSTRATION. Remarquons tout d’abord que le théorème 5.24 nous permet
d’affimer que h(1) e 3(W) si ‘ e (X).
La bijectivité de h découle du fait que l’on a un isomorphisme p Y” —÷
et que les C,, forment une base de Y6(W).
E
Nous pouvons également terminer l’induction commencée dans la section 5.2.4
pour prouver que h transforme la convolution en la multiplication dans l’algèbre
de Hecke.
Lemme 528. Four w, w’ e 117, nous avons
=
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DÉMONSTRATION. Procédons par induction sur 1(w). Nous savons déjà que le
résultat est valable si 1(w) = 0 ou 1 (lemmes 5.20 et 5.22).
Choisissons une décomposition réduite w = s,. et utilisons le lemme de
décomposition 5.17 pour obtenir
= ®I. (5.2.1)
x<w
En multipliant à droite par I,,, et en utilisant les propositions 2.5 et 2.8, nous
obtenons
(ï:)*i=
x<w
= (V ®I)*L,
X <W
=
X<W
En appliquant h de chaque côté et en se rappelant que V = Q, nous obtenons,
grâce au lemme 5.22,
X<w
où a
Par ailleurs, en appliquant tout d’abord h à 5.2.1 puis en multipliant à droite
par [j(I,) dans (W), nous obtenons
(ûc) h(I1) = h(I)h(I,) + a h(I)h(I1).
i=1 X<W
Par notre hypothèse d’induction, nous avons h(I * I) = h(I)h(I) pour
tout x < w, donc en comparant les deux dernières équations que nous avons
obtenues, nous pouvons conclure que
h(I *I,)
=
h(I)h(I,,).
D
Corollaire 5.29. Four .P, Ç e 3(X), on a
h(J * Ç) = h(J)h(Ç’).
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DÉMONSTRATION. Ecrivons
et
w w,
Alors, en utilisant les propositions 2.5 et 2.8, nous obtenons
* = Ø W,) ® (I, *I,,).
w,w,
En appliquant h, nous avons donc, d’après le lemme 5.28,
* = Zp(V ® *I,,)
w w’
=
w ,w’
= (PhI) (P(Wh(I)
=
D
En combinant le corollaire 5.27 et avec ce dernier résultat, nous pouvons
conclure a posteriori que 3(W) est clos sous la multiplication. C’est donc éga
lement un semi-anneau, isomorphe à 3t’(X). Les notions de dualité dans ces deux
semi-anneaux correspondent également.
Proposition 5.30. Four F on a h(D(J”)) =
DÉMONSTRATION. Si
=
l’Ç ® I, on a
= h(3V®I)
=
=
D
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Cela nous permet également de conclure a posteTzoTz que D et * commutent
dans (X).
Nous pouvons donc résumer la situation dans le théorème suivant.
Théorème 5.31 (théorème principal). Soit G un groupe algébrique complexe
réductif, W son groupe de Weyt et X sa variété de drapeaux. Alors, il existe un
isomorphisme h entre (X) et 3(W) pTéservant la structure de semi-algèbre
ainsi que ta dualité. De plus, sous cet isomorphisme, les complexes d’inteTsections
translatés correspondent aux éléments de base de Kazhdan-Lusztig.
Le tableau suivant résume le dictionnaire établi par h entre 3(X) et 3(W).
X) +(W)
e +
*
D t
I,
V® N[q1/2]
L’application h établit donc une correspondance complète entre le semi-anneau
de convolution 3(X) et iT’V), l’ensemble des éléments de l’algèbre de Hecke
ayant un sens géométrique. Nous pourrions utiliser cette correspondance pour
faire des calculs explicites dans 3’(X) en utilisant l’outillage combinatoire de
)T17). Par exemple, on pourrait calculer explicitement les espaces vectoriels
apparaissant dans le lemme de décomposition 5.17.
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