Abstract-This project is concerned with the application of wireless sensor network (WSN) technology to long-duration and large-scale environmental monitoring. The holy grail is a system that can be deployed and operated by domain specialists not engineers, but this remains some distance into the future. We present our views as to why this field has progressed less quickly than many envisaged it would over a decade ago. We use real examples taken from our own work in this field to illustrate the technological difficulties and challenges that are entailed in meeting end-user requirements for information gathering systems. Reliability and productivity are key concerns and influence the design choices for system hardware and software. We conclude with a discussion of long-term challenges for WSN technology in environmental monitoring and outline our vision of the future.
INTRODUCTION
Wireless sensor networks (WSNs) are an important technology for large-scale monitoring, providing sensor measurements at high temporal and spatial resolution. The simplest application is sample and send where measurements are relayed to a base station, but WSNs can also perform in-network processing operations such as aggregation, event detection, or actuation.
The first WSN papers a decade ago [1] clearly articulated the promise of the technology for a diverse range of monitoring applications including forests, waterways, buildings, security, and the battlefield, and how it would transform the way we do science and business. One decade on, it is clear that progress has not been as fast as was predicted. Instead of smart dust sprinkled from aircraft we have large nodes connected by myriad wires to transducers. The research community is still concerned with networking and maximizing the lifetime of networks powered from finite electrochemical primary cells. While many have reported sample-and-send systems with tens of nodes and operational durations from days to years, other features envisaged at the outset such as event detection, sensing and actuation, or the integration of robots and sensor networks have not become commonplace. It seems that the technology is still emerging.
WSN technology has followed a hype cycle [2] triggered by the availability of low-cost low-power feature-rich microcontrollers and single-chip radio transceivers. This led to excitement, expectation, the founding of startups, and the establishment of new conferences and journals. Early adopters embraced the technology as end users, willing to suffer the inconveniences of bleeding-edge technology in order to gain an advantage. Activity peaked and the trough of disillusionment followed. The early adopters became frustrated, the researchers felt that the early adopters were too needy, and the expected markets did not materialize. Then follows the slope of enlightenment when expectations are moderated all round, the bugs are ironed out, the real rather than supposed applications become clear, and the field grows steadily.
An early claim was that WSNs are a new instrument for gathering data about the natural world [3] and our collaborators who are primarily scientists have high, and not unreasonable, expectations of something that purports to be an instrument. In particular, they expect a high level of system integration, performance, and productivity.
System integration means creating an end-to-end system that delivers data to an interested user. This meant that our mind set had to change from a narrow focus on just the WSN component to creating an information sys-tem. The WSN is just one small part of a complex system that includes internet links from the WSN to a server, databases, and web presentation tools. Each of these components was critical for success and we underestimated each of them. For example, the internet link from a sensor network to the server presupposes that an internet endpoint exists and this was not always the case 3G modems are ideal in principle but problematic in practice. We naively assumed that servers within our organization were always up, but did not know that network infrastructure upgrades happen late at night and on weekends, making those servers inaccessible from the outside world.
Performance has many aspects. One is reliability of the node itself: its power source, radio links and overlying protocols, and reliability of the application and operating system software. Lack of performance leads to gaps in the data record, negating the claim about high temporal precision, and incorrect data (due to all manner of root causes) lead to a lack of trust and confidence in the system. Accuracy and calibration are critically important it is not enough that the network returns numbers to a central database which is the engineers concern; the numbers must accurately reflect the state of the environment [4] . Sensor calibration and detecting stuck values from broken transducers are very important.
Productivity has two aspects. Most important is how well it assists the end user to do their science or business, and is largely related to human interface design and the performance of the underlying database and presentation software. Databases and web presentation tools are simple student projects when they have to deal with trivial amounts of data, but as the data volume grows performance falls dramatically and will frustrate the end user and lower their productivity. For developers and maintainers of WSNs, productivity is about reducing the total cost involved in a sensor network over its lifetime analogous to total cost of ownership (TCO) for a computer system. Costs that must be accounted for include planning, node hardware, deployment, troubleshooting, and maintenance. Only semiconductors follow Moore's law; the other costs follow a learning curve and are already mature.
Applications of sensor networks are very diverse but we use as case studies some of the many applications that we have tackled which are outdoor, and concerned in some way .
II. LITERATURE SURVEY
In the localization scheme presented by Sichitiu and Ramadurai [5] , the sensor nodes determine their locations based on the beacon messages transmitted by a single mobile anchor. However, in this case, the sensor nodes estimate their positions by applying the Received signal strength Indicator (RSSI) technique to the beacon messages.
Galstyan et al. [6] proposed a distributed localization scheme based on a single mobile anchor, in which radio connectivity constraints were imposed in order to minimize the uncertainty in the localization results. Sun and Guo [7] proposed various probabilistic localization schemes based on a single mobile beacon, and showed that non-parametric probabilistic estimation techniques yield more robust and accurate localization results than parametric estimation methods. Koutsonikolas [8] et al. proposed three path planning schemes for the mobile anchor node in the localization scheme presented by Sichitiu and Ramadurai, namely SCAN, DOUBLE SCAN and HILBERT. In SCAN, the mobile anchor node travels along a single dimension (e.g. the x-axis or yaxis direction), and the distance between two neighbouring segments of the node trajectory defines the resolution of the trajectory. SCAN is simple and provides uniform coverage to the entire network. However, the collinearity of the beacons degrades the accuracy of the localization results. In DOUBLE SCAN, the collinearity problem is resolved by driving the anchor in both the x-and the y-directions. However, whilst this strategy improves the localization performance of the sensor nodes, the path length is doubled compared to that of SCAN, and thus the energy overhead increases accordingly. In HILBERT, the mobile anchor node is driven along a curved trajectory such that the sensor nodes can construct non-collinear beacon points and the total path length is reduced. Huang and Zaruba [9] presented two further path planning schemes designated as CIRCLES and S-CURVES, respectively, for avoiding the collinearity problem inherent in the localization method. In CIRCLES, the mobile anchor follows a sequence of concentric circular trajectories centered at the center point of the deployment area, while in S-CURVES, the anchor follows an S-shaped curve rather than a simple straight line as in the SCAN method. Han et al. introduced a path planning scheme for a mobile anchor node based on the trilateration localization scheme [10] . The anchor node moves according to an equilateral triangle trajectory and broadcasts its current position information in the sensing area. After receiving three position information, each sensor node can estimate itself location based on trilateration calculation. The distance between the sensor node and the anchor node can be measured based on Received Signal Strength (RSS). Kim et al. presented an adaptive path planning for the mobile anchor node [11] . The anchor node moving according to a regular triangle with the length of its radio range first broadcasts three beacon messages. The sensor nodes that do not know their own positions then request the anchor node to deliver more beacon messages. The anchor node thus decides its trajectory on the basis of the received request messages. M.Patil et.al [12] has proposed a distributed localization scheme based on Received signal strength Indicator (RSSI) by the three masters. The distance from three masters is determined and the unknown nodes can compute its location by using circular triangulation concept. Based on the simulation results, with regard to the localization error and power consumption, they have proposed and verified that the three master approach performs relatively much better than two master and one master approaches. Frankie K.W.Chan, H.C.So et.al [13] has proposed a novel subspace approach of deterministic type for positioning the nodes in a WSN with the use of the node-to-node distance estimates, deduced from Received Signal Strength (RSS) or Time of Arrival (ToA) measurements. They have developed three versions of subspace algorithm for positioning the nodes in a WSN. They are full-set subspace algorithm, minimum-set subspace algorithm and distributed subspace algorithm. Ji zeng Wang et.al [14] has proposed an improved Approximate Point-in-Triangulation Test(APIT) algorithm for location estimation in WSN. The improved APIT algorithm that is proposed in this work performs best when compared to the original APIT algorithm, based on the metrics such as high Node Packet Loss Rate and Node Density etc.
III. PROBLEM DEFINITION
More than a decade on from this original vision however, we are far from seeing widespread use of large-scale sensor networks becoming a reality. Networks are typically relatively small in size (G 30 nodes) and/or only deployed over short periods (days to months) of time. Network nodes are almost exclusively programmed by experienced software engineers and maintenance costs required to sustain continuous operation of networks are usually significant and usually borne by the sensor network researchers.
Based on learnings from our own design, development, and deployment experiences, we identify some of the key technical challenges of this field which remain to be solved. We also consider some of the future challenges around value-proposition and alternative technologies.
Ongoing Technical Challenges
The field of sensor networks has become very popular in many ways due to the breadth and depth of its technical challenges. In moving to an environment free of fixed communications infrastructure, and introducing significant constraints around energy and computational resources, much of the standard thinking around communications, networking, operating systems, hardware plat-forms, and sensing has had the opportunity to be rethought from first principles.
In the majority of sensor-network applications, radio clearly dominates the energy consumption. As such, much of the community has focussed on ways to reduce the radio duty cycle to save energy. As it stands, duty cycling at the communications link layer has plateaued at around 1%-5% [8] for most practical deployment scenarios and is unlikely to improve significantly with current radio technology. Reliability of data communications is also an important problem for WSN. As a number of our deployments showed, the variability in conditions in many environ-mental areas (e.g., foliage, rain, humidity) means that communication LQ between nodes is highly dynamic and unpredictable. Given the constraints around radio output power and fixed antennas used with most nodes, guaranteeing the delivery of data over multiple node hops is extremely difficult, with low data throughputs expected for nodes with long hop counts to a sink.
Energy has been and remains a challenge for sensor network deployments. The energy state of a node places a constraint on the performance that a node can deliver. A node's energy state reflects its stored battery energy, actual and predicted harvested energy (through solar and other sources), and its energy load. Progress in battery technology has been much slower than increases in processing and communication rates, which emphasizes the importance of energy-efficient operation.
The lack of resources for building and deploying net-works in the order of thousands of nodes means that practical issues around scale are yet to be fully explored. In the case of typical collection tree protocols back to a single gateway, it is clear that these protocols cannot scale by orders of magnitude given the current capacity of network links. Whereas a sample-and-send paradigm may be suit-able in some applications.
Cost Benefit
For any emerging technology, economic drivers and cost benefit are pivotal issues which could have a dramatic effect on its market growth. Sensor networks face a number of challenges in this regard.
The field arguably emerged due to the commoditization of cheap, low-power, single-chip microcontrollers and radios. These components emerged due to the rapid growth of global industries such as cell phones, wireless remotes, and car locks.
While these components form the core of the typical platform for environmental sensing, the value proposition is greatly reduced by the remaining cost components: transducers, housing, and deployment. Compared with cell phones or television remotes, environmental sensing is a miniscule market. As a result, the current cost of transducers and the housing usually dwarfs the cost of the computational and communications elements of a WSN node.
Alternative Technologies
While large-scale WSNs offer some clear potential for improved environmental sensing into the future, there are competitive technologies which will also improve over the next 5-10 years. Satellite remote sensing is already used extensively to infer a lot of information about the planet. Using systems such as SPOT-5, the technology already exists to extract multispectral features at resolutions better than 10 m 2 Valbeit at a significant cost.
Increased demand for connectivity in rural and remote regions should also see an increased spread of 3G, 802.11, and 802.16 coverage into regions where this has never been previously available. At the moment, the power consumption of 3G and 802.11 class devices is too high to be practical for most long-term environmental monitoring applications, however new generations of low-power 802.11 and 3G radios are expected to grow in the market, making these potentially viable for applications where multihop wireless nodes are currently the only option.
It is likely that a combination of the technologies available today will be utilized for future deployment scenarios. Growing focus around the use of cognitive radios opens up new opportunities for current mote-class networks to merge with other wireless ser-vices in order for systems to overcome some of the current limitations around unreliable links, or the need for short periods of high network capacity
IV. RESEARCH METHODOLOGY
In this chapter the methodology we chose for this research is presented. Also the reasons behind the selection of these methodologies are discussed. We have used mixed method approach for this dissertation. According to, a mixed method methodology is a research methodology that includes both qualitative and quantitative approaches.
Qualitative Research Methodology
Qualitative approach is used when one is interested to explore any activity. For this research, we used qualitative research methodology in the following way;
Literature Review
In literature review step, a detailed survey of the existing literature about the area of research was carried out for relevant data gathering.
i) WSNs Background Study
In this step, from the basics of WSNs (including Mobile ad hoc networks) were thoroughly studied to understand the different integrated technologies in WSNs, its communication challenges from routing point of view. Also WSN application classes were studied in order to understand the operational mechanism of each of WSN class. Besides, strict requirements of each application class were identified in order to figure out possible tradeoffs among performance metrics for these application classes. By conducting literature survey, we studied different research articles, papers including books to identify factors which highly influence the routing protocols and affect their performance. In our study we used qualitative research methodology to answer the following research question. Q. What are the challenges for routing protocol's performance in WSN?
ii) Study/ Selection of WSNs Application Classes and Performance Metrics
After identification of different challenges for routing protocols from literature we explored WSN application classes in order to understand requirement of each application class. Here, we were able to choose different performance metrics with respect to application class. As different application classes have different demands so we chooses these demands as a performance metrics for routing protocols. Besides, different routing protocols used in WSNs were studied to understand their working mechanism, to figure out their capabilities and limitations in different applications.
iii) Selection of Routing Protocols
Finally, routing protocols will be selected for simulation in order to evaluate their performance with respect to different application classes and for their demands. Now, we were able to find out the effect of routing challenges on the performance of routing protocols and answer the rest of research questions of our research. To explore the effect of different routing challenges on protocols we then used quantitative approach.
Quantitative Research Methodology
Quantitative research methodology is used when exploration of cause-effect is of interest [15] . In quantitative part of our methodology, will perform an empirical study to validate our finding from literature survey. That is the evaluation of routing protocols in the presence of identified challenges. 
V. APPLICATIONS OF WIRELESS SENSOR NETWORKS
In this section, we discuss the major sensor network applications that we created over the past six years, the unique technical challenges they posed, and the lessons we learned from them. The applications all share a common theme: understanding the natural and agricultural environments in response to major challenges faced by Australia. The applications include microclimate monitoring for farms and rain forests, water-quality monitoring, and cattle monitoring and control. Two applications involve actuation in addition to sensing: cattle are actuated by applied stimuli, and a robotic boat is actuated to perform sampling.
Each application presented different challenges which included mobility, actuation, energy, and intermittent connectivity. Our design choices and technologies were responses to these challenges and have evolved over time but the rate of change is slowing and, after six years, we are now at a stage where the core technology is reliable and configurable enough that it is has been deployed, unaided, by domain scientists.
Cattle Monitoring
We developed a network at a research farm over 500 km from our laboratory. The project has had several phases and technology generations, and it has been the primary driver of our technology development. The first phase involved recording the positions of cattle over time, and also soil moisture at various points in a paddock. Soil moisture is an important indicator of how quickly pasture will grow and therefore important for planning stocking rates (number of animals per unit area).
Challenges.
Information from static and mobile nodes was to be relayed to a base station and then over the internet to a remote server. We later added nodes with cam-eras that periodically transmitted images of key locations such as water troughs. This was our first deployment that included both mobile and static nodes and this raised new challenges for routing and network topology maintenance.
" Table 1 . Major Sensor Network Deployments."
Ground Water Quality Monitoring
Deployment C was a relatively small network, nine nodes, located 2000 km from our lab. Its purpose was to monitor the salinity, water table level, and water extraction rate at a number of bores within the Burdekin irrigated sugar cane growing district. This is a coastal region and over extraction of water leads to saltwater intrusion into the aquifer. The area we monitored was approximately 23 km 2 .
Challenges.
The WSN had to operate unattended, and compared to previous sensor net deployments the network was very sparse with very long wireless transmission ranges (with average link length over 800 m).
One simplification was that many nodes could be mains powered (since they were colocated with pumps).
Virtual Fencing
A new group of large-scale and remotely operated deployments was looming that included cattle control. The lessons learned so far stressed the need for better foundational technology. This led us to develop our own operating system and a new node with a better radio but which was incompatible with the Fleck-1 and Fleck-2. Deployment D, at our laboratory, was a testbed to shakedown this new technology.
Challenges.
Key requirements included the ability for access to status and control of remote nodes, and this was particularly important to meet the ethics requirements for the virtual fencing [10] experiments.
Rainforest Monitoring
Deployment F was part of a major initiative to provide reliable, long-term monitoring of rainforest ecosystems. Our target was a rainforest area in South-East Queensland (Springbrook, Australia) which had a high priority for monitoring the restoration of biodiversity. The first phase of the project was to develop a better understanding of the challenges in deploying long-term, low-power WSNs in rainforest environments [16] the engineering testbed. These environments are typically characterized by areas with very limited solar energy with adverse and dynamic radio environments. In order to develop the network and energy management protocols required for robust and re-liable performance of long-term, rainforest networks, we had to first quantify the performance of current WSN technology under these conditions.
Challenges.
A well-recognized constraint on sensor networks, identified in the earliest research, has been energy resources. Sensor nodes are expected to be deployed in environments away from the energy grid and must either hold sufficient energy resources to last the required lifetime, or have their energy store replaced manually or replenished continuously with energy harvested from the surrounding environment. Sensor networks nodes comprise a number of core components such as a microcontroller, radio, flash memory, transducers, and other peripherals. Each of these components can be in one of a number of states each of which has different power consumption. Fig.5 .2 illustrates the energy consumption rates of a node as a function of the states of its core components. Based on these data and given a typical radio duty cycle of 5%, and transducer sampling/sending rate of around 5 min, we can estimate that node's average current consumption is around 2 mA. The purpose of this deployment was to measure vertical temperature profile at multiple points on a large water storage that provides most of the drinking water for the city of Brisbane, Australia. The data, from a string of temperature transducers at depths from 1 to 6 m at 1-m intervals, provide information about water mixing within the lake which can be used to predict the development of algal blooms
Low-power wireless communications over water proved to be a challenge due to multipathing (radio waves reflected from the water surface destructively interfere with waves travelling directly) and the non-vertical orientation of the antennas in windy or wavy conditions (effective channel gain is reduced if antennas are not parallel). Interfacing a robotic boat to the static sensor nodes was another challenge.
Summary.
In retrospect the factors most critical to our success across these applications have been:
1) choosing a radio transceiver that gave low-power long-range links;
2) a robust MAC protocol based on bidirectional LQ estimation;
3) easy network reconfiguration based on RPC; 4) simple uniform data representation (TDF); 5) early adoption of solar power for sensor networks .
In a narrow sense, none of these are contributions to the field of sensor networks but individually and in combination they are critical to the technology tackling long-term real-world problems. Our developments were based on results already in the literature but with significant effort in implementation to ensure their reliability and usability.
VI. SIMULATION

END-TO-END SOFTWARE SOLUTION.
Our end-to-end WSN software solution has evolved to conveniently present data to the end user (the ultimate purpose of a WSN) and to automate recurring tasks that are common to all deployments. It is the culmination of our numerous real-world deployment experiences, mainly outdoor solarpowered deployments, and substantial software development effort. It comprises a comprehensive suite of back-end tools and a generic sensor-node application to sense.
The architecture of our end-to-end system is illustrated in Figure. 1 for the case of deployment . Our back-end toolset consists of software that manages sensor data at the network gateway level, a central relational database, a web portal for data visualization, and a collection of Python utilities to remotely control and monitor deployed nodes and networks. Automated monitoring utilities detect hardware failures and alert relevant personnel. Data retrieval and visualization tools allow slow degradations in transducer performance or battery capacity to be detected and rectified. Data can be queried directly from nodes [17] but our focus was on providing the greatest flexibility across a wide range of application domains, and this was the basis for our decision to use a central database for data management.
To sense runs under FOS, uses the low-power MAC and LQ routing, and provides functionality for sensor management (add, remove, retask, etc.), as well as interrogation of node health using remote procedure calls. This is another example of increasing functional abstraction for WSNs and is enabled by the underlying software the cause of data irregularity. Sensor configuration data are stored in the Fleck's external flash memory, which is organized with the Coffee file system [18] . To Sense supports over-the-air multihop code replication for remote software upgrades. A dedicated thread manages the sampling of transducers at the correct times, a solar charge management thread prevents overcharging, and a watchdog thread restarts the node in the event of software failure. 
VII. CONCLUSION
The next wave in environmental and agricultural sensor networks will combine commercialization of current technology and development of more advanced functionality. This will include nodes with multiple sensing modalities and diverse radio configurations, as well as the continuous redefinition of the design space to identify and address challenges that emerge in this application space, and indeed in transferring lessons learned to new applications as well. Adaptive power management strategies that efficiently manage these activities without compromising performance quality also remain an open direction for continued investigation.
