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ABSTRACT
Traditionally, galaxy clusters have been expected to retain all the material accreted since their formation epoch. For this reason, their
matter content should be representative of the Universe as a whole, and thus their baryon fraction should be close to the Universal
baryon fraction Ωb/Ωm. We make use of the sample of the 100 brightest galaxy clusters discovered in the XXL Survey to investigate
the fraction of baryons in the form of hot gas and stars in the cluster population. Since it spans a wide range of mass (1013−1015 M)
and redshift (0.05−1.1) and benefits from a large set of multiwavelength data, the XXL-100-GC sample is ideal for measuring the
global baryon budget of massive halos. We measure the gas masses of the detected halos and use a mass-temperature relation directly
calibrated using weak-lensing measurements for a subset of XXL clusters to estimate the halo mass. We find that the weak-lensing
calibrated gas fraction of XXL-100-GC clusters is substantially lower than was found in previous studies using hydrostatic masses. Our
best-fit relation between gas fraction and mass reads fgas,500 = 0.055+0.007−0.006
(
M500/1014 M
)0.21+0.11−0.10 . The baryon budget of galaxy clusters
therefore falls short of the Universal baryon fraction by about a factor of two at r500,MT. Our measurements require a hydrostatic bias
1−b = MX/MWL = 0.72+0.08−0.07 to match the gas fraction obtained using lensing and hydrostatic equilibrium, which holds independently
of the instrument considered. Comparing our gas fraction measurements with the expectations from numerical simulations, we find
that our results favour an extreme feedback scheme in which a significant fraction of the baryons are expelled from the cores of halos.
This model is, however, in contrast with the thermodynamical properties of observed halos, which might suggest that weak-lensing
masses are overestimated. In light of these results, we note that a mass bias 1 − b = 0.58 as required to reconcile Planck cosmic
microwave background and cluster counts should translate into an even lower baryon fraction, which poses a major challenge to our
current understanding of galaxy clusters.
Key words. galaxies: clusters: general – galaxies: groups: general – X-rays: galaxies: clusters – large-scale structure of Universe –
galaxies: clusters: intracluster medium
1. Introduction
Recent observations of the cosmic microwave background
(CMB) with Planck were able to measure the relative
amount of baryons and dark matter in the Universe with
very high precision, indicating that baryons account for
(15.6 ± 0.3)% of the total matter content of the Universe
? Based on observations obtained with XMM-Newton, an ESA sci-
ence mission with instruments and contributions directly funded by
ESA Member States and NASA.
?? The Master Catalogue is only available at the CDS via anonymous
ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/vol/page
(Planck Collaboration XIII 2015). Because of their deep gravi-
tational wells, galaxy clusters are traditionally expected to have
retained most of the material accreted since the formation epoch
(White et al. 1993; Eke et al. 1998). For this reason, the relative
amount of baryons and dark matter in galaxy clusters should be
close to the Universal value, provided that the measurement has
been performed over a sufficiently large volume inside which
the effects of baryonic physics can be neglected (Evrard 1997;
Ettori et al. 2003). Recently, Sembolini et al. (2015) presented
a comparison between 12 different non-radiative hydrodynam-
ical codes, showing that in all cases within an overdensity of
500 compared to the critical density the overall baryon budget
of galaxy clusters is close to the Universal value.
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In recent times, numerical simulations including baryonic
physics (cooling, star formation, and feedback from supernovae
and active galactic nuclei (AGNs), e.g. Planelles et al. 2013;
Battaglia et al. 2013; Le Brun et al. 2014) have shown that en-
ergy injection around the cluster formation epoch may be able to
expel some of the gas from the cores of halos (McCarthy et al.
2011), leading to a depletion of baryons in the central regions.
In particular, Planelles et al. (2013) has found that the deple-
tion factor Yb = fbar/(Ωb/Ωm), where fbar denotes the cluster
baryon fraction, reaches the value Yb = 0.85 at r500. Le Brun
et al. (2014) has shown that different AGN feedback implemen-
tations have an impact on the depletion factor, i.e. models with
strong feedback tend to produce a lower baryon fraction, with
a depletion factor ranging from 0.7 to 1.0 for M500 = 1015 M
depending on the adopted setup. Therefore, robust observational
constraints on the baryon fraction and its mass dependence are
crucial to calibrating the implementation of baryonic physics in
cosmological simulations.
In the most massive halos, the majority of the baryons resides
in the hot, ionised intracluster medium (ICM), which accounts
for 80−90% of the baryons at this mass scale (e.g. Arnaud &
Evrard 1999; Ettori 2003; Vikhlinin et al. 2006; Pratt et al. 2009).
The observed gas fraction is generally found to increase with
radius because of non-gravitational energy input (Allen et al.
2004; Vikhlinin et al. 2006; Eckert et al. 2013) and it converges
toward the value of ∼13% at r500. The stellar content of clus-
ter galaxies and intracluster light generally represents 10−20%
of the total baryonic mass (Lin & Mohr 2004; Gonzalez et al.
2007; Andreon 2010, 2015; Mulroy et al. 2014). The overall
baryon content of galaxy clusters is therefore found to be close
to the Universal value (Lin et al. 2003; Giodini et al. 2009;
Laganá et al. 2013). Interestingly, these studies observed a gen-
eral trend of increasing gas fraction (Sun et al. 2009; Pratt et al.
2009; Lovisari et al. 2015) and decreasing stellar fraction (e.g.
Behroozi et al. 2010; Leauthaud et al. 2012; Coupon et al. 2015)
with increasing halo mass, which indicates a mass dependence of
the star formation efficiency, although the strength of this effect
is subject to some debate (e.g. Gonzalez et al. 2007; Budzynski
et al. 2014).
It must be noted, however, that most of the studies measuring
the hot gas fraction assumed that the ICM is in hydrostatic equi-
librium to derive the total cluster mass, which may be biased low
in the presence of a significant non-thermal pressure contribution
(e.g. Rasia et al. 2004; Nagai et al. 2007). Recent studies com-
paring X-ray and weak-lensing mass estimates have found large
discrepancies between the results obtained with the two meth-
ods, although significant differences are found between the vari-
ous studies (see Sereno & Ettori 2015, and references therein). In
light of these results, a careful assessment of the cluster baryon
budget in a sample spanning a wide mass range is required.
The XXL Survey (Pierre et al. 2015, Paper I) is the largest
observing programme undertaken by XMM-Newton. It covers
two distinct sky areas (XXL-North and XXL-South) for a total of
50 square degrees down to a sensitivity of 5×10−15 erg cm−2 s−1
for point-like sources ([0.5−2] keV band). Thanks to this com-
bination of area and depth, the survey is ideally suited to mea-
suring the overall baryon content of massive halos. Indeed, the
detected clusters cover a wide range of nearly two decades in
cluster mass (Giles et al. 2015, hereafter Paper III). In addition,
a wealth of high-quality optical and near-infrared data are avail-
able in the survey area (e.g. CFHTLS, WIRCam), which pro-
vides a robust measurement of the total and stellar mass of the
detected clusters.
In this paper, we exploit the combination of multiwavelength
data for the brightest XXL clusters to perform a comprehensive
census of the baryon fraction of dark-matter halos in the range
1013−1015 M. The paper is organised as follows. In Sect. 2 we
present the available XMM-Newton data and the method devel-
oped to estimate the gas mass. In Sect. 3 we describe the method
used to estimate the stellar fraction. Our main results are pre-
sented in Sect. 4 and discussed in Sect. 5.
Throughout the paper we assume a WMAP9 cosmology
(Hinshaw et al. 2013) with Ωm = 0.28, ΩΛ = 0.72, and Ho =
70 km s−1 Mpc−1. In this cosmology the cosmic baryon fraction
is Ωb/Ωm = 0.166 ± 0.006. The uncertainties are given at the
1σ level. The quantities indicated with the subscript 500 refer to
quantities integrated within an overdensity of 500 with respect
to the critical density.
2. Data analysis
2.1. Cluster sample
The XXL-100-GC cluster sample (Pacaud et al. 2015, here-
after Paper II) is the sample of the 100 brightest clusters de-
tected in the XXL Survey1. It is particularly well suited for the
study conducted here, as it benefits from a well-defined selec-
tion function (see Paper II) and spans a broad range of mass
(2 × 1013−8 × 1014 M) and redshift (0.05−1.1). The definition
and properties of the sample are described in detail in Paper II.
Temperatures and luminosities within a fixed radius of 300 kpc
were measured from the survey data and presented in Paper III.
Halo masses were measured directly through weak lensing for
38 z < 0.6 clusters coinciding with the CFHTLS survey (Lieu
et al. 2015, hereafter Paper IV; see Sect. 4.1), which allowed
us to directly calibrate the relation between weak-lensing mass
and X-ray temperature using a subset of the XXL-100-GC. The
mass of each cluster was estimated using the M − T relation
(see Paper IV), which allowed us to calculate an estimate for
r500 (hereafter r500,MT). To validate this approach, in Appendix
D we compare the values of r500,MT with those obtained from the
weak-lensing measurements .
2.2. XMM-Newton data and processing
We processed the XXL data using the XMMSAS package and
calibration files v10.0.2 and the data reduction pipeline X
(Pacaud et al. 2006) to obtain cleaned event files for each ob-
servation (see Paper II for details on the data reduction scheme).
We extracted photon images in the [0.5−2.0] keV band for each
EPIC instrument and created co-added EPIC images by sum-
ming the images obtained for each detector. We then created ex-
posure maps using the XMMSAS task eexpmap for each EPIC
detector and summed them, each weighted by its respective ef-
fective area.
The non-X-ray background (NXB) was estimated for each
observation by measuring the count rate in several energy bands
in the unexposed corners of the three EPIC instruments. A tem-
plate image of the NXB was created using a collection of closed-
filter observations and scaled to match the count rates recorded
in the corners. For the details of this procedure, see Leccardi
& Molendi (2008b). We neglected the contribution of resid-
ual soft protons and fitted this contribution together with the
1 XXL-100-GC data are available in computer readable form via the
XXL Master Catalogue browser http://cosmosdb.iasf-milano.
inaf.it/XXL and via the XMM XXL database http://xmm-lss.
in2p3.fr
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sky background components since the soft protons are funneled
through the XMM-Newton telescopes.
2.3. Emission-measure profiles
Surface brightness profiles were extracted for each cluster us-
ing the P package (Eckert et al. 2011). Specifically, we
defined annular regions of width 8 arcsec and accumulated the
sky and NXB count rates in each annulus, taking vignetting and
CCD gaps into account. The NXB was then subtracted from the
observed profile. The profiles were centred on the best-fit coor-
dinates provided by X.
To estimate the local cosmic X-ray background and Galactic
foreground emission, we fitted the surface-brightness profiles
beyond 1.2r500,MT2 from the X-ray peak with a constant and
subtracted the resulting value from the surface-brightness pro-
files, propagating the uncertainties in the sky background and the
NXB to the source profile. As a result, a source-only profile was
obtained for each cluster. In the cases for which the estimated
value of r500,MT exceeds half of the XMM-Newton field of view
(∼15 arcmin radius), the estimation of the local background may
be affected by systematic uncertainties. For this reason, we ex-
cluded the corresponding clusters (mainly low-redshift systems)
from the analysis.
To convert the observed surface brightness profiles into
emission measure profiles, we used the temperature mea-
sured within 300 kpc from Paper III and simulated a single-
temperature absorbed thin-plasma model using the APEC code
in X (Smith et al. 2001). The Galactic absorption was fixed
to the 21 cm value as measured by Kalberla et al. (2005). The
mean column density is 2.2 × 1020 cm−2 in the XXL-North field
and 1.2 × 1020 cm−2 in the XXL-South field. The metal abun-
dance was fixed to the value of 0.3 Z using the Anders &
Grevesse (1989) solar abundances (Leccardi & Molendi 2008a),
and the cluster redshift was set to the spectroscopic value (see
Paper II). This allowed us to compute the conversion between
count rate in the [0.5−2.0] keV range and APEC norm, which is
proportional to the emission measure,
Norm =
10−14
4pid2A(1 + z)
2
∫
nenH dV, (1)
assuming constant temperature and metallicity. We note that this
conversion is largely insensitive to the temperature and metal-
licity as long as the temperature exceeds ∼1.5 keV, thus in most
cases any uncertainty associated with the temperature measure-
ment propagates very weakly to the emission measure. For the
least massive systems (∼10% of the sample), the X-ray emissiv-
ity depends strongly on line emission and on the position of the
bremsstrahlung cut-off. For these systems we thus expect a sys-
tematic uncertainty of ∼30% on the recovered emission measure
(see Sect. 5.1).
2.4. Gas density and gas mass
To estimate the gas density and gas mass profiles from the emis-
sion measure, we proceeded in two steps: i) deprojecting the
source emission-measure profiles assuming spherical symmetry
and ii) converting the resulting profile into gas density assuming
constant density inside each shell. We assumed an electron-to-
proton ratio of 1.21 in a fully ionised astrophysical plasma. The
2 In principle the cluster emission might extend beyond 1.2r500,MT.
However, in the survey data no significant emission is detected be-
yond r500,MT, and we verified that the background measurements do not
change significantly when a larger radius is used.
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Fig. 1. Self-similarly scaled gas density profiles for the XXL-100-GC
clusters.
gas mass within a radius R could then be obtained by integrating
the resulting gas density profiles over the volume,
Mgas(<r) = µmp
∫ r
0
ngas(r′) 4pir′2 dr′, (2)
with ngas = ne + nH = 2.21nH the particle number density, µ =
0.61 the mean molecular weight, and mp the proton mass.
Since the emission region is optically thin, the observed
X-ray emissivity is the result of the projection of the 3D emis-
sivity along the line of sight. Therefore, the observed emission-
measure profiles must be deprojected to estimate the 3D gas den-
sity profile and integrate Eq. (2). To deproject the profiles, we
used a multiscale forward-fitting approach in which the signal is
decomposed into a sum of King functions, which are then indi-
vidually deprojected assuming spherical symmetry. The method
is described in greater detail in Appendix B. To take the effects of
the XMM-Newton point spread function (PSF) into account, the
model was convolved with a PSF convolution matrix drawn from
the latest calibration files (see Appendix C). A maximum like-
lihood algorithm was then applied to fit the emission-measure
profiles, and the best-fit parameters were used to compute the 3D
density profile. In Fig. 1 we show the gas density profiles recov-
ered using this technique for the entire sample, scaled by their
expected self-similar evolution n(z) ∼ E(z)2 ≡ Ωm(1 + z)3 + ΩΛ
(Bryan & Norman 1998).
To sample the parameter space, we used the Markov chain
Monte Carlo (MCMC) code emcee (Foreman-Mackey et al.
2013). We then drew the posterior distributions of gas density
and gas mass from the resulting Markov chains. The uncertain-
ties on the values of r500,MT were propagated to the posterior
Mgas distributions by randomly drawing a value of r500,MT for
each MCMC step according to the uncertainties and computing
the gas mass within the corresponding radius.
In Table A.1 we provide the gas masses recovered using this
technique for the XXL-100-GC sample together with the basic
properties of the sample. We also provide the measurements of
YX,500 = T300 kpc×Mgas,500 and fgas,500 = Mgas,500/M500,MT, where
M500,MT was computed from the M500,WL − T relation presented
in Paper IV. For the remainder of the paper, we restrict ourselves
to the systems for which the estimated value of r500,MT does not
exceed 8 arcmin, which affords a robust estimation of the local
background and hence of the gas mass. Our final sample com-
prises 95 clusters in the redshift range 0.05−1.1.
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Fig. 2. Gas mass within r500,MT reconstructed from mock XMM-Newton
observations as a function of the true 3D gas mass in cosmo-OWLS
simulations. The red line shows the 1−1 relation.
2.5. Validation using hydrodynamical simulations
To validate the method, we used mock X-ray images cre-
ated from the OverWhelmingly Large cosmological Simulation
(cosmo-OWLS, Schaye et al. 2010; McCarthy et al. 2010;
Le Brun et al. 2014) using the AGN-8.0 model (see Sect. 5.4) in
a field comparable to the XXL Survey (Faccioli et al., in prep.).
The mock images were then folded through the XMM-Newton
response and a realistic background was added to obtain simu-
lated data that were as close as possible to real XXL observations
(Valtchanov et al. 2001).
We selected a sample of 61 bright clusters from these mock
observations and applied the method described above to recon-
struct the gas mass. The true value of r500 was used to inte-
grate the gas density profile. In Fig. 2 we show the reconstructed
gas mass within r500 compared to the true 3D gas mass within
the same radius. The reconstructed quantity traces remarkably
well the true value with no measurable bias (Mgas,rec/Mgas,true =
0.99 ± 0.01) and a low intrinsic scatter of 7%. The good agree-
ment between the true and reconstructed gas masses demon-
strates the reliability of the method used here and was also found
by other similar studies based on hydrodynamical simulations
(e.g. Nagai et al. 2007; Rasia et al. 2011).
3. Stellar fraction
To estimate the total stellar content of the XXL-100-GC clus-
ters, we adopted a non-parametric approach to measure the mean
number of galaxies as a function of halo mass. Unlike paramet-
ric halo occupation distribution (HOD) techniques, here no as-
sumption on the statistical distribution of host halos is required
as the hot gas is a direct tracer of the dark matter halo positions.
We probed the distribution of satellites by means of the stacked
galaxy overdensity as a function of distance from the central
galaxy, and compared this value to the field galaxy density.
The stellar fractions are measured over 15 deg2 of the XXL-
North field (corresponding to 34 systems in the XXL-100-GC
sample) where galaxy photometric redshifts and stellar masses
are taken from Coupon et al. (2015, and references therein). In
brief, this sample is composed of deep optical photometry from
the Canada-France-Hawaii Telescope Legacy Survey (CFHTLS,
u, g, r, i, zAB ∼ 25) complemented by medium-deep K-band
photometry (KAB ∼ 22) from the WIRCam camera at CFHT.
Calibrated with 60 000 spectroscopic redshifts from the VIPERS
(Guzzo et al. 2014) and VVDS surveys (Le Fèvre et al. 2005),
these photometric redshifts reach a precision of 0.03×(1+z) with
less than 2% catastrophic failures up to z ∼ 1. Stellar masses
are computed with the initial mass function (IMF) of Chabrier
(2003) truncated at 0.1 and 100 M, and the stellar population
synthesis templates from Bruzual & Charlot (2003). For the de-
tails of the procedure we refer the reader to Arnouts et al. (2013).
To measure the projected overdensity of satellite galaxies in
halos, we use the two-point cross-correlation function between
the bright central galaxy (BCG) positions of the XXL-100-GC
clusters from the sample of Lavoie et al. (2015), and galaxies
from the full photometric sample. To account for masking and
edge effects, we used the Landy & Szalay (1993) estimator to
measure the projected two-point correlation function w(R); the
mean number of galaxies within a radius R away from the centre
writes
Ngal(r) = 2pi η
∫ r
0
(1 + w(r′)) r′ dr′, (3)
where R is the physical transverse distance from the central
galaxy (at the cluster redshift) and η is the mean density of galax-
ies in the field. Galaxies in the photometric sample are selected
using their photometric redshift estimates within the redshift
range spanned by the cluster sample, extended at low and high
redshift (±0.1) to account for photometric redshift uncertainties.
Here we cross-correlate the full cluster sample with the full pho-
tometric sample. To increase the signal, galaxies can also be se-
lected in a thin redshift slice around each cluster redshift; how-
ever, as the background estimation becomes significantly noisier
in consequence, no gain in signal-to-noise is observed.
As the central galaxy does not correlate with the field galax-
ies outside of the halo, the number of satellites is simply ex-
pressed by the overdensity within r500,MT compared to the field,
Nsat = 2pi η
∫ r500,MT
0
w(r′) r′ dr′, (4)
where r500,MT is derived from the M − T relation from Paper IV.
This method provides a measurement of the projected galaxy
overdensity, which might lead to a slight overestimation of the
enclosed stellar mass because of projection effects, since the
cluster actually extends significantly beyond r500,MT . Assuming
that the distribution of stellar mass follows that of the dark mat-
ter, we used an NFW profile (Navarro et al. 1997) to estimate the
fraction of the projected stellar mass located beyond r500,MT . We
found that this fraction is of the order of 15% for typical NFW
parameters.
The process is repeated for each galaxy sample selected by
stellar mass in eight stellar mass bins in the range 109−1012 M,
and the total stellar mass is obtained by integrating the num-
ber of satellites over their stellar masses, and adding the stel-
lar mass of the central galaxy. The errors are estimated from
a jackknife resampling of 64 sub-volumes. This accounts for
Poisson error, cosmic variance and intrinsic halo-to-satellite
number dispersion.
We note that this method differs from those relying on indi-
vidual satellite identification using redshift probability distribu-
tions (e.g. George et al. 2011). Given our photometric redshift
statistical uncertainties, our cross-correlation estimator provides
a more robust (although noisier) satellite number estimate.
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4. Results
4.1. Weak-lensing halo masses
In a companion paper (Paper IV), we used weak-lensing shear
measurements for a subsample of 38 XXL-100-GC clusters to
derive the relation between X-ray temperature and halo mass
in XXL clusters. The relation was complemented with weak-
lensing mass measurements from the COSMOS (Kettula et al.
2013) and CCCP (Hoekstra et al. 2015) samples to increase the
sample size to 95 systems and the dynamical range to 1−15 keV.
The best-fit relation reads
log
E(z)MWL
h−170 M
 = a + b log (T300kpc1 keV
)
, (5)
with a = 13.57+0.09−0.09 and b = 1.67
+0.14
−0.10, i.e. slightly steeper than
the self-similar expectation. For the details on the mass measure-
ment method and the derivation of the M − T relation, we refer
to Paper IV.
The spectroscopic temperatures were measured for the entire
XXL-100-GC within a fixed radius of 300 kpc and the halo mass
for each cluster was estimated using Eq. (5), taking the scat-
ter in the relation into account (see Paper III for details). Using
the 38 objects with measured weak-lensing signal, we verified
that the masses and radii measured using the M − T relation
match the values expected from the lensing measurements (see
Appendix D).
4.2. Mgas− T relation and gas mass fraction
To estimate the average gas fraction and the relation between
fgas,500 and MWL, we fitted the Mgas−T relation with the relation
log
E(z)Mgas,500
h−5/270 M
 = log N + α log (T300 kpc1 keV
)
· (6)
As we did for the MWL − T relation (see Paper IV), we fitted the
data using the Bayesian regression code of Kelly (2007) and the
Gibbs MCMC sampler. In Fig. 3 we show the relation between
Mgas,500 and T300 kpc for the XXL-100-GC clusters together with
their best-fitting relation. We measured logN = 12.22±0.04 and
α = 2.02+0.08−0.09. The relation is very tight, with a measured intrin-
sic scatter σint = 0.06±0.03 dex; however, the use of the temper-
ature to estimate r500,MT introduces a small level of covariance
between the two quantities, which might lead to an underesti-
mation of the intrinsic scatter. As shown in Fig. 3, our best-fit
relation agrees very well with the relation derived by Arnaud
et al. (2007) using ten nearby relaxed clusters, which yields a
slope of 2.10 ± 0.05 fully consistent with ours3. The slope of
the relation is steeper than the self-similar expectation (1.5; e.g.
Bryan & Norman 1998) at more than 5σ and steeper than the
slope of the M −T relation, which indicates a dependence of the
gas fraction on cluster mass.
We searched for breaks in the relation by splitting our sample
into several temperature ranges and performing the fitting proce-
dure again. When considering only the systems with T300 kpc >
2.5 keV we measured a slope αT>2.5 = 1.91 ± 0.16, compared to
3 In Arnaud et al. (2007) the temperatures were measured in the range
[0.15−0.75]r500, i.e. excluding the core. See Paper III for a discussion
of the effects of excising (or not) the core region. Arnaud et al. (2007)
integrated the gas mass within a hydrostatic-based r500; since Mgas ∝
M1/3tot (see Sect. 5.2) the relation should depend mildly on the adopted
value of r500.
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Fig. 3. Gas mass within r500,MT for the XXL-100-GC sample as a func-
tion of their temperature within a fixed aperture of 300 kpc. The red line
and the red shaded area show the best-fit relation and its uncertainty.
The blue curve represents the relation of Arnaud et al. (2007).
αT<2.5 = 2.09 ± 0.22 below 2.5 keV. Thus, we find no evidence
for a strong break in the relation.
To infer the relation between fgas,500 and MWL, we combined
the best-fit M − T and Mgas − T relations. This method is prefer-
able to directly fitting the fgas − M relation, since the M − T
relation is affected by a significant scatter which is propagated
to individual fgas,500 measurements. To recover the relation be-
tween fgas and mass, we selected 10 000 MCMC realisations of
the two relations and computed the resulting fgas −M relation in
each case. We then calculated the median and dispersion of the
values of fgas,500 for a grid of MWL values. The relation obtained
in this way reads
h−3/270 fgas,500 = 0.055
+0.007
−0.006 ×
 M500,MT
1014h−170 M
0.21+0.11−0.10 . (7)
In the left panel of Fig. 4 we show the recovered relation and
its uncertainties, together with the individual fgas,500 values. In
the right panel of Fig. 4 we compare our results with three state-
of-the-art fgas −M relations obtained for group and cluster-scale
systems assuming that the ICM is in hydrostatic equilibrium:
Sun et al. (2009, Chandra), Lovisari et al. (2015, XMM-Newton),
and Ettori (2015, a large sample of published results). We note a
clear offset between our weak-lensing calibrated fgas−M relation
and the hydrostatic relations, for all mass scales. The relation
also falls short of the cosmic baryon fraction Ωb/Ωm (Planck
Collaboration XIII 2015) by almost a factor of three at 1014 M.
In addition, we investigated the redshift dependence of our
measurements. Fitting the Mgas − T relation only for the clos-
est systems (z < 0.2), we found a slope αz<0.2 = 2.11 ± 0.10,
in agreement with the results obtained for the entire data set. In
Fig. 5 we show the mean gas fraction and inter-quartile ranges in
eight redshift bins, normalised to the cosmic value. In all cases,
a deficit of hot gas is observed compared to the expected gas
fraction. We note a trend of increasing gas fraction with redshift.
Since the median mass of the selected clusters increases with
redshift, this effect can be explained by the mass dependence of
the gas fraction. To confirm this statement, we calculated the gas
fraction expected from Eq. (7) at the median mass of each red-
shift bin and compared with our measurements. This test closely
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Fig. 4. Relation between gas fraction and halo mass within r500,MT for the XXL-100-GC sample. Left: the red line and the red shaded area show
the best-fit relation and its uncertainty. The data points show the individual fgas estimates obtained using the M − T relation. The WMAP9 cosmic
baryon fraction is displayed in the grey shaded area, whereas the dashed magenta line indicates the cosmic baryon fraction corrected by the
depletion factor Yb = 0.85 at r500 (Planelles et al. 2013). Right: same as in the left panel. For comparison, the solid curves show similar relations
obtained using hydrostatic masses (yellow, Sun et al. 2009; blue, Ettori 2015; green, Lovisari et al. 2015).
Fig. 5. Mean gas fraction and inter-quartile ranges (red points) for the
XXL-100-GC clusters in eight redshift bins normalised to the Universal
baryon fraction Ωb/Ωm. The blue diamonds show the gas fraction ex-
pected from Eq. (7) at the median mass of each redshift bin in our sam-
ple. The magenta shaded area shows the value expected at r500 from the
simulations of Planelles et al. (2013).
reproduces the observed trend of increasing gas fraction with
redshift. Therefore, we find no evidence for an evolution of the
gas fraction with redshift.
The discrepancy reported here between X-ray and weak-
lensing measurements of the gas fraction is independent of the
instrument used for hydrostatic-based measurements. Recent
calibration works reported discrepancies at the level of ∼15%
between the temperatures measured with XMM-Newton and
Chandra (Nevalainen et al. 2010; Schellenberger et al. 2015).
However, this systematic issue was observed mainly for high-
temperature systems, for which the energy of the bremsstrahlung
cut-off is hard to calibrate. The bulk of the clusters in
the XXL-100-GC sample have observed temperatures in the
range 2−5 keV, where calibration uncertainties are much less
important.
4.3. Stellar fraction
To measure the stellar fraction, we applied the method presented
in Sect. 3 to the subset of clusters in the XXL-100-GC northern
sample where CFHTLS and WIRCam photometry is available,
and within the redshift range 0.0 < z < 0.7 to guarantee that
most of the stellar mass is accounted for given our near-infrared
completeness (1010 M; see Coupon et al. 2015): this threshold
corresponds to the limit in stellar mass above which the vast ma-
jority of the total stellar mass is encapsulated in massive clusters
(see also van der Burg et al. 2014).
This selection yields a subsample of 34 clusters for this anal-
ysis (marked with an asterisk in Table A.1), further subdivided
into three temperature bins with approximately similar signal-
to-noise (T300 kpc < 3.5 keV, 3.5 < T300 kpc < 4.8 keV, and
T300 kpc > 4.8 keV) to compute the mean satellite number as a
function of halo mass. We cut the galaxy sample into stellar mass
bins and measured the projected two-point correlation function
in the range 0 < R < r500,MT for each stellar mass and tempera-
ture bins. In Fig. 6 we show the number of satellite galaxies as a
function of stellar mass for the three temperature bins. The mean
stellar mass for each temperature bin was then obtained by inte-
grating the satellite numbers multiplied by their respective stel-
lar mass in each bin, over the full stellar mass range. Although
our sample is not complete below 1010 M, low-mass galaxies
contribute very little to the total stellar mass (van der Burg et al.
2014). We used the mean temperature in each bin and the M −T
relation to estimate the corresponding halo mass. The results of
this analysis are provided in Table 1.
In Fig. 7 we show the measured stellar fraction and the gas
fraction as a function of halo mass. Our results are compared to
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Table 1. Results of the non-parametric halo occupation distribution analysis.
〈T300kpc〉 [keV] Nobj M∗[M] M500,MT[M] Mgas,500[M] f∗
2.35 ± 0.65 21 (1.30 ± 0.82) × 1012 1.4 × 1014 (9.77 ± 0.75) × 1012 0.0095 ± 0.0061
4.50 ± 0.35 7 (3.86 ± 0.86) × 1012 3.9 × 1014 (1.96 ± 0.16) × 1013 0.0099 ± 0.0022
5.13 ± 0.21 6 (3.86 ± 0.79) × 1012 4.8 × 1014 (2.90 ± 0.23) × 1013 0.0080 ± 0.0017
Notes. Column description: 1. Mean temperature and standard deviation in the considered temperature bin. 2. Number of clusters per bin. 3. Mean
stellar mass per cluster. 4. Mean halo mass estimated using the MWL − T relation. 5. Mean gas mass per cluster (calculated for the same systems).
6. Mean stellar fraction.
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Fig. 6. Non-parametric halo occupation distribution of satellite galaxies
in XXL-100-GC clusters in three temperature bins as a function of the
galaxy’s stellar mass for three temperature bins (T300 kpc < 3.5 keV,
blue; 3.5 < T300 kpc < 4.8 keV, green; T300 kpc > 4.8 keV, red).
two literature studies combining galaxy clustering and galaxy-
galaxy lensing in COSMOS (z ∼ 0.3, Leauthaud et al. 2012) and
CFHTLenS/VIPERS (z ∼ 0.8, Coupon et al. 2015). Our mea-
surements are in good agreement with the latter study, whereas
a slight discrepancy is observed with the former, most probably
explained by stellar mass measurement systematics compared to
Leauthaud et al. (2012), as described in Sect. 5.3.1 of Coupon
et al. (2015).
Our measurements yield a stellar-to-halo mass fraction of
about 1% with little dependence on halo mass. This is clearly
insufficient to bridge the gap between the measured hot gas frac-
tion and the cosmic value. Combining the fraction of baryons in
the form of hot gas and stars, we found fbar,500 = 0.067 ± 0.008
for 1014 M halos, which is discrepant with the cosmic baryon
fraction corrected by the depletion factor at a confidence level
of 6.9σ.
We note that this estimate of the stellar fraction neglects
the contribution of intracluster light (ICL) to the stellar con-
tent of dark-matter halos. Intracluster light is usually found to
contribute to a fraction of the total stellar mass of galaxy clus-
ters (20−30%, e.g. Zibetti et al. 2005; Gonzalez et al. 2007;
Budzynski et al. 2014), so including this component would not
significantly change the baryon budget. Therefore, the baryon
fraction of XXL clusters only represents about half of the ex-
pected value, even when the total stellar content is accounted
for.
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Fig. 7. Baryon fraction in the form of hot gas (red, this work) and
stars. The cyan data points show the measurements obtained for the
XXL-100-GC sample in three temperature bins (see Table 1), compared
to literature measurements at different redshifts (z ∼ 0.3, Leauthaud
et al. 2012, green; z ∼ 0.8, Coupon et al. 2015, blue). The WMAP9
cosmic baryon fraction is displayed in the grey shaded area, whereas
the dashed magenta line indicates the cosmic baryon fraction corrected
by the depletion factor Yb = 0.85 at r500 (Planelles et al. 2013).
4.4. Gas distribution
We investigated the distribution of intracluster gas using the
PSF-corrected gas density profiles extracted following the
method described in Sect. 2.4 (see Fig. 1). We divided our sam-
ple into four temperature (and hence, mass) bins (T300 kpc <
2 keV; 2 < T300 kpc < 3 keV; 3 < T300 kpc < 4 keV; T300 kpc >
4 keV) and computed the mean gas density profile in each bin.
To estimate the uncertainties in the mean profiles, for each sub-
sample we performed 104 bootstrap samplings of the population
and computed the mean and standard deviation of the bootstrap
samples. In addition to the statistical uncertainties, this method
takes the intrinsic scatter in the population into account.
The mean gas density profiles are shown in Fig. 8, scaled
according to the self-similar expectation. We observe significant
differences between the various temperature bins, with a gen-
eral trend of higher gas density in the central regions for massive
clusters than for groups. This trend provides a clear confirma-
tion of the dependence of the gas fraction on mass, since the gas
fraction can be computed directly by integrating the self-similar
scaled gas density profile (see Appendix D in Eckert et al. 2012).
We note clear differences in the shape of the gas density pro-
files between the various samples. While at high mass the mean
profile shows a cored behaviour and a relatively steep outer gra-
dient, as usually inferred for massive clusters (see e.g. Mohr
et al. 1999; Ettori & Fabian 1999; Eckert et al. 2012), galaxy
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Fig. 8. Mean self-similar scaled ion density profiles for the XXL-100-
GC sample for four different temperature bins (T300 kpc < 2 keV, blue;
2 < T300 kpc < 3 keV, yellow; 3 < T300 kpc < 4 keV, green; T300 kpc >
4 keV, red). The uncertainties in the mean were computed using 104
bootstrap samplings of the populations. The bottom panel shows the
ratio of the mean gas density profiles to the high-temperature bin.
groups exhibit a cuspy profile and a flatter outer slope, in agree-
ment with previous studies (e.g. Helsdon & Ponman 2000; Sun
et al. 2009). Interestingly, the gas density at r500,MT appears to be
roughly independent of cluster mass (see also Sun 2012). This
effect could indicate a mass dependence of entropy injection by
AGN feedback, which would lead to a more pronounced expan-
sion of the gas atmosphere in low-mass systems (e.g. Ponman
et al. 1999). Such differences would gradually disappear in clus-
ter outskirts.
5. Discussion
As shown in Sect. 4.2 and highlighted in Fig. 7, our results are
in substantial tension with the Universal baryon fraction within
r500,MT. Here we review the possible explanations for this result,
both physical and instrumental.
5.1. Systematic uncertainties
5.1.1. X-ray measurements
We investigated whether the subtraction of the background could
have a significant impact on our gas mass measurements. Indeed,
a systematic overestimation of the XMM-Newton background
level would lower the observed surface brightness and bias the
recovered gas mass low. In the soft band, residual soft pro-
tons can typically affect the measured background by ∼20%
(Leccardi & Molendi 2008b; Kuntz & Snowden 2008). To in-
vestigate the impact of such an uncertainty on our measure-
ments, we decreased the measured background level by 20%
when computing the emission measure and recalculated the gas
masses. The resulting gas masses are only mildly affected by
such a change, with typical differences at the 5% level.
A further source of systematic uncertainty is the conversion
between count rate and emission measure, which depends on
the temperature and metallicity of the plasma. For gas tempera-
tures exceeding 1.5 keV (83 systems out of 95), the soft-band
emissivity depends very weakly on temperature (∼3% uncer-
tainty) and the overall emissivity is dominated by the contin-
uum, thus the metallicity does not play an important role. For
the coolest systems, however, line emission and the position of
the bremsstrahlung cut-off have a significant impact on the soft-
band emissivity (see the discussion by Lovisari et al. 2015). We
estimate from the dependence of the cooling function on temper-
ature and metal abundance that this effect can have an impact as
large as 30% on the soft-band emissivity, which translates into an
uncertainty of 15% on the gas density and gas mass. To estimate
the impact of this systematic uncertainty on the gas fraction, we
varied the gas masses of the systems with T300 kpc < 1.5 keV by
±15% and fitted again the Mgas − T relation. We found that the
slope of the relation varies in the range 1.92−2.11. The effect
on the gas fraction is less than the statistical uncertainties in the
entire mass range.
Our test of the gas mass measurement method using the
cosmo-OWLS simulations (Sect. 2.5) shows that our method is
able to reconstruct the 3D gas mass with no bias and little in-
trinsic scatter (see Fig. 2), provided that the value of r500 used to
integrate the gas density profile is accurate. Since the uncertain-
ties in r500,MT were propagated to the gas mass (see Sect. 2.4),
we conclude that potential systematics in the gas mass cannot
reconcile our fgas measurements with the cosmological value. In
addition, the excellent agreement observed between the Mgas−T
relation measured here and results from the literature (see Fig. 3)
indicates that our measurements of the gas temperature are in
line with other samples.
5.1.2. Comparison between X-ray and Sunyaev-Zeldovich
measurements
To cross-check our XMM-Newton YX,500 measurements, we ex-
tracted measurements of the Sunyaev-Zeldovich (SZ) flux Y500
from Planck. This constitutes a powerful further check, since
X-ray and SZ provide a measurement of the same physical quan-
tity using two completely independent techniques. We extracted
Y500 for each object of our sample following the method used
in Planck Collaboration X (2011), Planck Collaboration XII
(2011), Planck Collaboration XI (2013). Namely, we adopted
the SZ profile from Arnaud et al. (2010) and applied multifre-
quency matched filters (Melin et al. 2006) scaled to the radii
r500,MT given in Table A.1 at the positions of the clusters.
Unfortunately, only four clusters were detected individually
by Planck at S/N > 3 (XLSSC 003, XLSSC 060, XLSSC 091,
XLSSC 509). We thus computed the inverse-variance weighted
average of our X-ray and SZ signals in 8 regularly log-spaced
YX,500 bins. For each YX,500, the individual variance is taken as
the mean of the square of the upper and lower errors given in
Table A.1. The YX,500 values are then converted into Mpc2 adopt-
ing the factor CXSZ = 1.416 × 10−19 Mpc
2
MkeV (Arnaud et al. 2010).
We averaged the SZ flux similarly in the same YX,500 bins. In
Table 2 we give the resulting binned YX,500 and Y500, and associ-
ated errors.
The results presented in Table 2 are shown in Fig. 9. In this
Figure, we show the expected relation (Y500 = 0.924YX,500) from
the REXCESS sample (Eq. (19) of Arnaud et al. 2010) and the
one-to-one relation. We can see that the values of Y500 mea-
sured by Planck agree with the values of YX,500 obtained with
XMM-Newton. This provides an important additional test show-
ing that X-ray gas mass measurements are not subject to sig-
nificant systematic uncertainties. In light of these results, we
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Fig. 9. Planck SZ flux Y500 d2A(z) versus YX,500 for the XXL-100-GC
sample (red diamonds). The expected value 0.924 (Eq. (19) in Arnaud
et al. 2010) is the solid black line and the unity is shown as the dashed
line. The inset presents the same data points in the lin-log plane to show
also the low YX,500 bins. The numerical values and error bars for the
8 points are given in Table 2.
Table 2. Binned values for XMM-Newton YX,500 = Mgas,500 × T300kpc and
Planck SZ Y500.
YX,500 σYX,500 Y500 σY500
1.67 0.35 –0.67 9.93
3.08 0.22 2.74 5.60
5.50 0.33 –2.51 7.94
13.4 0.89 –5.30 10.2
24.6 1.01 22.0 11.5
53.5 2.12 53.4 13.5
111 5.79 31.7 27.4
239 12.2 258 32.3
Notes. Column description: 1. Mean YX,500 value; 2. Error on YX,500;
3. Stacked SZ flux Y500; 4. Error on Y500. All measurements are in units
of 10−7 Mpc2.
conclude that the XXL galaxy cluster population does not ap-
pear to differ from other X-ray selected cluster samples.
5.1.3. Weak-lensing measurements
An alternative possibility is that the weak-lensing calibrated
M − T relation used here and presented in Paper IV is biased
high. For a discussion of the various systematic uncertainties af-
fecting these measurements, we refer to Paper IV. We note, how-
ever, that our M − T relation for XXL clusters agrees with the
results of Kettula et al. (2015) combining CCCP, COSMOS and
CFHTLS mass measurements. Therefore, any bias in our weak-
lensing measurements would affect as well these other data sets,
and the low gas fraction observed here should be a generic con-
sequence of current weak-lensing mass calibrations.
5.2. A generalised hydrostatic bias?
The results presented in Fig. 4 clearly show a substantial ten-
sion between the gas fraction (and, in turn, baryon fraction)
of the XXL-100-GC clusters with our weak-lensing mass cal-
ibration and the existing results based on hydrostatic masses.
The straightforward interpretation is that the studies based on
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Fig. 10. fgas − M relation within r500,MT obtained for XXL clusters (red
line) compared to Ettori (2015, blue). The green line in the inset shows
the recovered hydrostatic bias 1 − b = MXMWL required to bring the two
measurements in accord. The dashed lines show the expected true gas
fraction curves for constant values of 1 − b in the range [0.5−0.9].
hydrostatic masses are biased low by the presence of a signif-
icant non-thermal pressure, which would result in an overesti-
mated gas fraction. The effect of the mass bias on the fgas − M
plane is twofold. Obviously, when increasing the total mass the
average gas fraction goes down by the same amount. On top of
that, the increase in the total mass shifts the curve to the right,
which given the gradient in the fgas − M plane decreases the gas
fraction at fixed mass further. On the other hand, the decrease
of the gas fraction is mitigated by a slight increase in Mgas,500
following from the increase in integration radius. This effect is
however mild, since the slope of the gas density profile at r500,MT
is steep4.
By comparing the XXL-100-GC measurement with
hydrostatic-based relations, we can work out the mean hydro-
static bias and its mass dependence required to match the two
curves. To estimate the bias and its mass dependence, we took
the measurement of Ettori (2015) as a reference point, since it
includes the largest sample of hydrostatic mass measurements,
and expressed the bias as a power law,
1 − b = MX
MWL
= 1 − b0 + α log10
(
MWL
1014 M
)
· (8)
In Fig. 10 we show the two measurements and the bias required
to reconcile the two measurements. By matching the two rela-
tions, we find b0 = 0.28+0.07−0.08 and α = 0.02
+0.10
−0.09.
Therefore, in case the discrepancy between weak-lensing
and hydrostatic-based measurements comes from a generalised
hydrostatic bias, we are observing a roughly mass-independent
hydrostatic bias of 30%, which is consistent with the offset be-
tween hydrostatic and lensing-based M −T relations in the liter-
ature (see Fig. 8 of Paper IV). This result directly translates into
significant differences in the inferred gas fraction. As a further
check, we recomputed the gas mass and gas fraction using the
M − T relations of Sun et al. (2009) and Lovisari et al. (2015)
and compared the resulting fgas − M relation for XXL clus-
ters with the results of these studies. The recovered gas fraction
4 At r500,MT, the mean slope of the density profiles is dlog ρ/dlogR ∼
−2; therefore Mgas,500 ∝ r500,MT ∝ M1/3500,MT.
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agrees well with the original measurements (see Appendix E).
Therefore, we conclude that the low gas fractions reported here
are a direct consequence of the increased halo masses obtained
through weak lensing.
5.3. Comparison with previous measurements
Numerical simulations predict that the bias in hydrostatic masses
induced by the presence of non-thermal energy is of the or-
der of ∼15% on average (e.g. Rasia et al. 2004; Nagai et al.
2007; Nelson et al. 2012). The bias could be as high as 30%
in case the temperature structure in the ICM is strongly inhomo-
geneous (Rasia et al. 2006), although the mean temperature of
local clusters was found to agree with the mass-weighted tem-
perature (Frank et al. 2013). The bias 1 − b = 0.72+0.08−0.07 recov-
ered above is definitely on the high side of the expectations from
numerical simulations. On the other hand, this value is in line
with a number of recent weak-lensing measurements, such as
Weighing the Giants (WtG, von der Linden et al. 2014b) and
CCCP (Hoekstra et al. 2015). Okabe & Smith (2015) presented
weak-lensing mass measurements for the LoCuSS sample and
found results ∼10% lower than WtG, but in good agreement
with CCCP and CLASH (Donahue et al. 2014). While WtG and
CCCP indicate a bias of the order of 20−30% in the mass cal-
ibration adopted by the Planck team (Planck Collaboration XI
2011), Smith et al. (2015) showed that the LoCuSS data are con-
sistent with no bias, depending on the method adopted to com-
pute the sample average. No consensus has thus been reached on
the true value of the hydrostatic bias (see also Sereno & Ettori
2015; Applegate et al. 2015). We remark that the Planck calibra-
tion, which serves as a benchmark for the measurement of the
hydrostatic bias in the studies discussed here, is consistent with
our calibration of the hydrostatic fgas − M relation (see Fig. 1 of
Ettori 2015).
As a word of caution, we note that systematic differences
have been reported in the literature between hydrostatic masses
extracted by different groups and different instruments (Rozo
et al. 2014; Donahue et al. 2014). Since our calculation re-
lies on a benchmark hydrostatic fgas − M relation, the recov-
ered hydrostatic bias certainly depends on the adopted hydro-
static relation. The relation derived by Ettori (2015) is based on
a large compilation of hydrostatic measurements (94 systems)
obtained by several groups and several instruments. Therefore,
it likely summarises our current knowledge of hydrostatic gas
fraction measurements. Moreover, the XXL-100-GC sample is
comprised mainly of galaxy groups and poor clusters in the
temperature range 2−5 keV, for which the systematic uncer-
tainties associated with the temperature measurements are much
less important than for massive clusters (Nevalainen et al. 2010;
Schellenberger et al. 2015). Nevertheless, systematic uncertain-
ties in the adopted hydrostatic relation cannot be excluded.
Using the WtG weak-lensing mass calibration (von der
Linden et al. 2014a), Mantz et al. (2015) derived a mean gas
fraction of ∼0.11 at r500. This value is slightly lower than the
hydrostatic-based calibrations discussed above, but higher than
what is measured here. Given that the WtG clusters are more
massive (M500 > 6 × 1014 M) than for XXL-100-GC, the two
studies are broadly consistent, although less so than one would
naively expect from the similarity of the 1 − b values derived in
this work and from the direct comparison of WtG and Planck
masses (von der Linden et al. 2014b).
5.4. Comparison with numerical simulations
The gas fraction of 5.5% for 1014 M systems estimated here in-
dicates that, once the stellar fraction is taken into account, even
at the high-mass end the baryon fraction within r500,MT falls short
of the Universal baryon fraction by a factor of two. As shown in
the recent paper by Sembolini et al. (2015), which presents the
comparison between gas properties in a dozen different flavors
of non-radiative numerical simulations, such a result cannot be
explained by gravitational or hydrodynamical effects. Baryonic
physics, and in particular feedback effects, must therefore be in-
voked to explain such a low gas fraction.
We compared our results with the predictions of the cosmo-
OWLS simulations (Le Brun et al. 2014; McCarthy et al.
2014), which is a large suite of hydrodynamical simulations
(an extension of the OverWhelmingly Large Simulations,
OWLS, project of Schaye et al. 2010) utilising the smoothed
particle hydrodynamics (SPH) code GADGET-3 (Springel 2005).
This set of simulations includes several runs with different gas
physics (see Table 1 of Le Brun et al. 2014, for details): i)
a purely hydrodynamic run neglecting the effects of baryonic
physics (hereafter NOCOOL); ii) a run including gas cooling,
star formation and feedback from supernovae (hereafter REF);
iii) three runs including AGN feedback. In the latter case, AGN
feedback was modelled using the Booth & Schaye (2009) model,
where a fraction of the accreted rest mass energy is used to
increase the temperature of neighbouring gas particles by an
amount ∆Theat. The black holes store up accretion energy in a
reservoir until it is sufficient to heat neighbouring gas by ∆Theat.
The three runs considered here include a deposited temperature
∆Theat of 108 K (hereafter AGN-8.0), 108.5 K (AGN-8.5), and
108.7 K (AGN-8.7). An increase in ∆Theat will in general lead to
more bursty (and energetic) feedback, as more time is required
between feedback events to store up sufficient energy to heat the
gas to a higher value of ∆Theat.
In the left-hand panel of Fig. 11 we show the comparison
in the fgas − M plane between the XXL-100-GC curve and the
results of the various cosmo-OWLS runs. As expected, the non-
radiative run (NOCOOL) largely overestimates the observed gas
fraction, since in this case the baryons condensate into dark-
matter halos but do not form stars. The REF run is consistent
with the observations at high mass but overestimates the gas
fraction in the group regime. However, because of the absence of
AGN feedback this run is affected by the usual “cooling catas-
trophe”, which results in a stellar fraction much above the ob-
served one. The curves providing the best match to the data are
the AGN-8.5 and AGN-8.7 runs. In these cases, AGN drive ener-
getic outflows from the progenitor groups and clusters (typically
at z ∼ 2−3, corresponding to the peak of the cosmic black hole
accretion rate density) which are not efficiently recaptured later
on, resulting in groups and clusters with lower than Universal
baryon fractions within r500 (see McCarthy et al. 2011). We note,
however, that these models predict a steeper trend of increasing
fgas with halo mass compared to the data, which could be re-
produced by invoking a mass dependence of the deposited heat
∆Theat, although the different selection procedure for observed
and simulated halos may play a role here. Therefore, if the re-
sults obtained in XXL-100-GC using weak-lensing calibration
are to be trusted, our measurements favour the most extreme
AGN feedback schemes tested in this work.
Interestingly, the AGN-8.0 model systematically overesti-
mates the measured gas fraction. This run was found to provide
the best match to hydrostatic-based gas fraction measurements
and to X-ray-only proxies, such as the gas density and entropy
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Fig. 11. Left panel: gas fraction of XXL-100-GC galaxy clusters (dashed red curve and red shaded area) compared to cosmo-OWLS simulations
with different gas physics (non-radiative, NOCOOL; cooling and star formation, REF; AGN feedback with various energy injection, AGN-8.0,
AGN-8.5, AGN-8.7). The grey shaded area shows the WMAP9 cosmic baryon fraction. Right panel: gas mass within 500 kpc as a function of
the temperature inside 300 kpc for the XXL-100-GC sample (black points) compared to cosmo-OWLS simulations (same colour code). The red
dashed curve and shaded area show the best fit to the data with a power law and its error envelope.
profiles (see Le Brun et al. 2014). Conversely, in Le Brun et al.
(2014) the AGN-8.5 and (particularly) AGN-8.7 models were
strongly disfavoured by X-ray-only proxies, in particular the gas
entropy. Indeed, a strong AGN feedback leads to a substantial
entropy injection in the surrounding ICM (Gaspari 2015), in ex-
cess of what is observed in local galaxy groups (e.g. Ponman
et al. 1999; Sun et al. 2009). As a further test, we made the com-
parison between the Mgas − T relation measured here and the
results of the runs including various gas physics. In the right-
hand panel of Fig. 11 we show the gas mass measured within a
fixed physical radius of 500 kpc as a function of the tempera-
ture inside a 300 kpc radius. The XXL-100-GC data points are
compared to the simulation results obtained in the same physi-
cal regions. In agreement with Le Brun et al. (2014), we find that
the AGN-8.0 run closely reproduces the observed Mgas −T data,
confirming that X-ray measurements prefer a mild entropy injec-
tion by AGN feedback. Conversely, the AGN-8.5 and AGN-8.7
schemes provide an excessive heating to the gas, which leads
to an overestimate of the temperature at fixed gas mass com-
pared to real systems. We emphasize that because of the use of
fixed physical apertures this result is independent of any scaling
relation.
To summarise, we conclude that AGN feedback alone as is
implemented in current numerical simulations cannot reproduce
consistently the lensing-based fgas − M relation and the thermo-
dynamical properties of the ICM, which challenges our under-
standing of the ICM. This tension would be mitigated in case
the weak-lensing mass calibration used here is biased high.
5.5. Implications for cosmology
Recently, the final results from the Planck mission have been re-
leased, providing benchmark cosmological constraints through
the CMB power spectrum (Planck Collaboration XIII 2015) and
the number counts of SZ sources (Planck Collaboration XXIV
2015). The Planck team noted a tension between the results ob-
tained with the two techniques, cluster counts preferring system-
atically lower values of σ8 and Ωm than expected from the CMB
power spectrum. To alleviate this issue, two possible interpre-
tations were put forward. The two measurements could be rec-
onciled for a neutrino mass in the range
∑
mν ∼ 0.2 eV since
massive neutrinos induce an additional pressure term that would
delay the formation of massive structures. Alternatively, this ef-
fect could be explained by a strong bias (1 − b = 0.58 ± 0.04) in
the mass calibration used by the Planck team for the analysis of
the SZ cluster counts, which is based on hydrostatic masses.
The results presented here clearly highlight the tension that
a strong hydrostatic bias implies on the baryon fraction (see
Fig. 10). Since our reference hydrostatic masses agree with the
Planck mass calibration (see Sect. 5.3), a mass bias in the range
1 − b = 0.58 would translate into an even lower baryon fraction
than is measured here. Such a bias would imply fgas,500 ∼ 0.06
in 1015 M halos, which would pose a considerable challenge
for our understanding of cluster physics and evolution. Even the
most extreme feedback schemes adopted in numerical simula-
tions would fail to reproduce such characteristics (see Sect. 5.4),
even though such models have trouble reproducing the global
properties of galaxy clusters. Therefore, the results presented
here argue against the strong hydrostatic bias implied by Planck
primary CMB. A satisfactory solution to the Planck CMB/SZ
discrepancy must therefore be able to explain at the same time
the baryon fraction of high-mass halos.
6. Conclusion
In this paper, we have presented a study of the baryon bud-
get of dark-matter halos in the mass range 1013−1015 M using
the sample of the 100 brightest clusters discovered in the XXL
Survey. Our main results can be summarised as follows:
– We developed a method to measure the gas mass from XXL
Survey data (Sect. 2.4). The method was calibrated using
mock X-ray images drawn from cosmological simulations
and was found to reproduce the true gas mass with excel-
lent accuracy (see Fig. 2). The gas mass measurements for
all the clusters in the XXL-100-GC sample are provided
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in Table A.1. We also provide measurements of YX,500 =
T300 kpc × Mgas,500, which were found to agree well with the
stacked Planck SZ flux.
– The scaling relation between the gas mass within r500,MT and
the spectroscopic X-ray temperature is very tight and signif-
icantly steeper than the self-similar prediction (see Fig. 3),
in excellent agreement with previous measurements (Arnaud
et al. 2007). We recovered the relation between hot gas
fraction and halo mass within r500,MT by combining our
Mgas − T relation with the MWL − T relation based on an
internal mass calibration using weak gravitational lensing
(see Paper IV). The recovered relation reads h−3/270 fgas,500 =
0.055+0.007−0.006
(
M500,MT/1014h−170 M
)0.21+0.11−0.10 .
– We measured a mass-independent stellar fraction of ∼1%
in XXL clusters, which agrees with previous measurements
(Leauthaud et al. 2012; Coupon et al. 2015). Therefore, even
when including the stellar mass fraction our baryon fraction
measurement falls short of the cosmic value by about a factor
of two ( fbar,500 = 0.067 ± 0.008 in 1014 M halos).
– Comparing our best-fit fgas − M relation with results from
the literature based on hydrostatic masses, we found that our
weak-lensing based gas fraction is significantly lower than
previous hydrostatic measurements (Fig. 4). The tension is
particularly important around 1014 M, where the bulk of
XXL-100-GC systems lies. The two methods can be recon-
ciled by considering a roughly mass-independent hydrostatic
bias 1 − b = MX/MWL = 0.72+0.08−0.07. This value is on the high
side of the expectations of numerical simulations (Rasia et al.
2004; Nagai et al. 2007); however, it is consistent with re-
cent studies such as WtG (von der Linden et al. 2014b) and
CCCP (Hoekstra et al. 2015). Therefore, the low gas frac-
tion observed here directly follows from the higher masses
obtained through weak lensing.
– We compared our fgas − M relation with the predictions
of cosmological simulations using different gas physics
(cosmo-OWLS, Le Brun et al. 2014). We found that our
results favour extreme AGN feedback schemes in which a
large fraction of the baryons is expelled from the potential
well of dark matter halos. Such models are, however, in ten-
sion with X-ray-only proxies such as the gas density and en-
tropy profiles (Le Brun et al. 2014) and are not able to re-
produce the relation between gas mass and temperature of
XXL clusters. Therefore, the results presented here are chal-
lenging for current numerical simulations, and reconciling
the observed gas fraction with the predictions would require
that weak-lensing masses be systematically overestimated.
– A mass bias 1 − b = 0.58 ± 0.04, which is required to
reconcile Planck cluster counts with primary CMB, would
further exacerbate the tension between fbar and the cosmo-
logical value, which would challenge our understanding of
cluster physics. Therefore, a satisfactory solution to the ten-
sion between CMB and cluster counts must also simultane-
ously explain the low baryon fraction measured here for mas-
sive halos.
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Appendix A: Master table
Table A.1. Basic data.
Cluster z T300 kpc r500,MT Mgas,500 YX,500 fgas,500
[keV] [kpc] [M] [keV M]
XLSSC 001? 0.614 3.8+0.6−0.4 777 ± 118 (2.68+0.56−0.56) × 1013 (1.04+0.27−0.24) × 1014 0.106+0.053−0.055
XLSSC 003 0.836 3.4+1.0−0.6 643 ± 106 (1.09+0.24−0.19) × 1013 (4.06+1.42−1.04) × 1013 0.059+0.032−0.039
XLSSC 006? 0.429 4.8+0.5−0.5 982 ± 145 (4.09+0.82−0.83) × 1013 (1.97+0.46−0.43) × 1014 0.099+0.048−0.048
XLSSC 010 0.330 2.7+0.5−0.3 751 ± 113 (7.25+1.60−1.32) × 1012 (2.04+0.57−0.44) × 1013 0.044+0.022−0.024
XLSSC 011? 0.054 2.5+0.5−0.4 831 ± 136 (1.65+0.52−0.37) × 1012 (4.26+1.58−1.14) × 1012 0.010+0.006−0.006
XLSSC 022? 0.293 2.1+0.1−0.1 671 ± 94 (6.63+0.90−0.83) × 1012 (1.43+0.20−0.19) × 1013 0.058+0.026−0.026
XLSSC 023 0.328 2.1+0.3−0.2 655 ± 96 (5.20+1.21−1.15) × 1012 (1.15+0.32−0.28) × 1013 0.047+0.023−0.026
XLSSC 025? 0.265 2.5+0.2−0.2 751 ± 110 (9.69+2.88−2.45) × 1012 (2.44+0.76−0.64) × 1013 0.062+0.033−0.031
XLSSC 027? 0.295 2.7+0.4−0.3 768 ± 116 (8.10+1.30−1.16) × 1012 (2.27+0.49−0.42) × 1013 0.047+0.023−0.024
XLSSC 029 1.050 4.1+1.1−0.6 626 ± 98 (2.14+0.74−0.45) × 1013 (9.48+4.16−2.54) × 1013 0.098+0.057−0.062
XLSSC 036 0.492 3.6+0.5−0.4 801 ± 120 (2.02+0.41−0.36) × 1013 (7.33+1.80−1.49) × 1013 0.083+0.041−0.042
XLSSC 041? 0.142 1.9+0.1−0.2 670 ± 98 (4.86+1.07−0.98) × 1012 (8.90+2.15−1.90) × 1012 0.050+0.024−0.024
XLSSC 050 0.140 3.1+0.2−0.2 897 ± 127 (1.75+0.20−0.25) × 1013 (5.45+0.72−0.82) × 1013 0.075+0.033−0.034
XLSSC 052 0.056 0.6+0.0−0.1 387 ± 56 (6.19+2.28−1.75) × 1011 (3.90+1.48−1.12) × 1011 0.036+0.020−0.018
XLSSC 054? 0.054 2.0+0.1−0.1 723 ± 105 (4.52+1.07−1.03) × 1012 (8.86+2.26−2.10) × 1012 0.040+0.020−0.020
XLSSC 055? 0.232 3.0+0.3−0.3 843 ± 128 (9.60+1.70−1.43) × 1012 (2.88+0.63−0.52) × 1013 0.045+0.022−0.022
XLSSC 056? 0.348 3.2+0.5−0.3 824 ± 124 (1.45+0.23−0.19) × 1013 (4.88+1.03−0.85) × 1013 0.065+0.031−0.033
XLSSC 057? 0.153 2.2+0.3−0.1 734 ± 105 (7.05+1.09−1.13) × 1012 (1.62+0.31−0.29) × 1013 0.054+0.025−0.027
XLSSC 060? 0.139 4.8+0.2−0.2 1136 ± 158 (3.69+0.41−0.51) × 1013 (1.76+0.20−0.25) × 1014 0.078+0.034−0.034
XLSSC 061? 0.259 2.1+0.5−0.3 678 ± 106 (7.15+1.75−1.58) × 1012 (1.58+0.51−0.41) × 1013 0.063+0.033−0.038
XLSSC 062 0.059 0.8+0.1−0.1 422 ± 61 (3.24+1.26−0.68) × 1011 (2.45+0.97−0.54) × 1011 0.014+0.008−0.007
XLSSC 072 1.002 3.7+1.1−0.6 613 ± 99 (2.62+0.85−0.72) × 1013 (1.05+0.45−0.33) × 1014 0.134+0.078−0.092
XLSSC 083? 0.430 4.5+1.1−0.7 943 ± 154 (3.07+1.01−0.90) × 1013 (1.45+0.60−0.47) × 1014 0.084+0.049−0.055
XLSSC 084 0.430 4.5+1.6−1.3 945 ± 202 (2.33+1.20−0.85) × 1013 (1.05+0.71−0.46) × 1014 0.063+0.052−0.050
XLSSC 085 0.428 4.8+2.0−1.0 976 ± 176 (1.44+0.31−0.28) × 1013 (7.71+3.10−2.33) × 1013 0.035+0.021−0.029
XLSSC 087? 0.141 1.6+0.1−0.1 619 ± 87 (2.33+0.47−0.36) × 1012 (3.71+0.78−0.60) × 1012 0.030+0.014−0.014
XLSSC 088? 0.295 2.5+0.6−0.4 726 ± 120 (9.73+2.05−2.07) × 1012 (2.47+0.78−0.65) × 1013 0.067+0.036−0.041
XLSSC 089? 0.609 3.7+1.6−1.2 769 ± 171 (1.26+0.41−0.28) × 1013 (5.00+2.60−1.90) × 1013 0.052+0.038−0.043
XLSSC 090? 0.141 1.1+0.1−0.1 507 ± 72 (1.04+0.24−0.54) × 1012 (1.17+0.30−0.60) × 1012 0.025+0.012−0.017
XLSSC 091? 0.186 5.1+0.2−0.2 1149 ± 161 (5.00+0.80−0.83) × 1013 (2.53+0.42−0.43) × 1014 0.097+0.044−0.044
XLSSC 092? 0.432 3.1+0.8−0.6 771 ± 138 (1.39+0.41−0.37) × 1013 (4.37+1.76−1.40) × 1013 0.069+0.042−0.044
XLSSC 093? 0.429 3.4+0.6−0.4 810 ± 123 (2.48+0.62−0.58) × 1013 (8.70+2.59−2.23) × 1013 0.107+0.055−0.059
XLSSC 094 0.886 4.7+1.2−0.9 742 ± 129 (1.61+0.74−0.44) × 1013 (7.94+4.11−2.57) × 1013 0.053+0.037−0.035
XLSSC 095 0.138 0.9+0.1−0.1 450 ± 64 (3.28+1.60−0.82) × 1011 (3.01+1.47−0.78) × 1011 0.011+0.007−0.006
XLSSC 096 0.520 5.5+2.0−1.1 1000 ± 180 (2.02+0.84−0.64) × 1013 (1.20+0.66−0.44) × 1014 0.042+0.028−0.034
XLSSC 097? 0.760 4.6+1.5−1.0 794 ± 143 (2.65+0.87−0.73) × 1013 (1.29+0.59−0.44) × 1014 0.083+0.052−0.061
XLSSC 098? 0.297 2.9+1.0−0.6 801 ± 139 (1.03+0.41−0.32) × 1013 (3.27+1.67−1.18) × 1013 0.053+0.035−0.040
XLSSC 099? 0.391 5.1+3.1−1.5 1032 ± 221 (4.96+3.07−1.51) × 1012 (3.06+2.38−1.30) × 1013 0.011+0.010−0.012
XLSSC 100 0.915 4.3+1.7−1.2 694 ± 143 (1.73+0.55−0.44) × 1013 (7.88+3.95−2.88) × 1013 0.068+0.047−0.057
XLSSC 101 0.756 4.5+0.8−0.8 788 ± 134 (2.76+0.55−0.49) × 1013 (1.24+0.36−0.30) × 1014 0.089+0.049−0.047
XLSSC 102? 0.969 3.2+0.8−0.5 574 ± 96 (2.23+0.75−0.67) × 1013 (7.46+3.27−2.51) × 1013 0.145+0.087−0.097
XLSSC 103? 0.233 3.5+1.2−0.8 913 ± 172 (1.30+0.51−0.42) × 1013 (4.77+2.54−1.82) × 1013 0.048+0.033−0.037
XLSSC 104? 0.294 4.7+1.6−1.0 1038 ± 188 (8.08+4.01−1.68) × 1012 (4.16+2.24−1.30) × 1013 0.019+0.014−0.014
XLSSC 105 0.429 5.2+1.1−0.8 1024 ± 165 (2.90+0.41−0.35) × 1013 (1.56+0.37−0.31) × 1014 0.062+0.031−0.034
XLSSC 106? 0.300 3.3+0.4−0.3 856 ± 125 (2.15+0.53−0.48) × 1013 (7.25+1.98−1.72) × 1013 0.090+0.045−0.046
XLSSC 107? 0.436 2.7+0.4−0.3 711 ± 111 (1.14+0.38−0.32) × 1013 (3.15+1.21−0.95) × 1013 0.072+0.041−0.041
XLSSC 108? 0.254 2.2+0.3−0.1 705 ± 101 (5.18+1.04−0.90) × 1012 (1.20+0.27−0.23) × 1013 0.041+0.019−0.020
XLSSC 109? 0.491 3.5+1.3−0.8 787 ± 151 (1.46+0.67−0.58) × 1013 (5.30+3.29−2.39) × 1013 0.064+0.047−0.054
XLSSC 110 0.445 1.6+0.1−0.1 525 ± 76 (8.70+2.99−2.60) × 1012 (1.38+0.49−0.42) × 1013 0.135+0.075−0.071
XLSSC 111 0.299 4.5+0.6−0.5 1017 ± 152 (2.44+0.60−0.54) × 1013 (1.12+0.31−0.27) × 1014 0.061+0.031−0.032
XLSSC 112 0.139 1.8+0.2−0.1 653 ± 95 (4.17+1.40−1.00) × 1012 (7.63+2.76−1.95) × 1012 0.046+0.026−0.025
XLSSC 113? 0.050 1.2+0.0−0.1 558 ± 78 (1.57+0.29−0.25) × 1012 (1.91+0.36−0.31) × 1012 0.030+0.014−0.014
Notes. Column description: 1. Cluster name. The clusters marked with an asterisk were used for the stellar fraction analysis (see Sect. 3); 2. Cluster
redshift (Paper II); 3. X-ray temperature within 300 kpc aperture (Paper III); 4. r500,MT estimated using the XXL MWL − T relation (Paper IV);
5. Gas mass within r500,MT (this work); 6. Integrated Compton parameter YX,500 within r500,MT (this work); 7. Hot gas fraction within r500,MT (this
work).
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Cluster z T300 kpc r500,MT Mgas,500 YX,500 fgas,500
[keV] [kpc] [M] [keV M]
XLSSC 114? 0.234 4.7+4.2−1.9 1071 ± 288 (1.78+1.63−1.04) × 1013 (9.99+13.35−6.59 ) × 1013 0.041+0.050−0.068
XLSSC 115? 0.043 2.0+0.6−0.2 743 ± 113 (5.36+2.51−1.63) × 1011 (1.25+0.68−0.41) × 1012 0.004+0.003−0.003
XLSSC 501 0.333 2.8+0.6−0.4 768 ± 121 (1.21+0.29−0.26) × 1013 (3.58+1.13−0.91) × 1013 0.068+0.036−0.040
XLSSC 502 0.141 1.2+0.0−0.1 532 ± 75 (3.03+0.91−0.75) × 1012 (3.67+1.11−0.92) × 1012 0.062+0.032−0.030
XLSSC 503 0.336 2.0+0.3−0.2 642 ± 97 (1.06+0.34−0.30) × 1013 (2.21+0.78−0.65) × 1013 0.101+0.056−0.056
XLSSC 504 0.243 13.9+13.9−5.4 1953 ± 503 (4.36+17.19−2.36 ) × 1012 (8.67+31.27−5.38 ) × 1013 0.002+0.007−0.003
XLSSC 505 0.055 1.7+0.2−0.1 661 ± 92 (1.50+0.34−0.27) × 1012 (2.64+0.64−0.49) × 1012 0.017+0.008−0.008
XLSSC 506 0.717 4.5+2.1−1.5 798 ± 188 (1.07+0.41−0.29) × 1013 (5.06+3.07−2.09) × 1013 0.035+0.028−0.032
XLSSC 507 0.566 2.4+0.6−0.5 612 ± 106 (1.39+0.38−0.34) × 1013 (3.37+1.30−1.03) × 1013 0.118+0.069−0.076
XLSSC 508 0.539 3.3+0.7−0.5 742 ± 123 (2.37+0.86−0.75) × 1013 (7.91+3.49−2.74) × 1013 0.117+0.072−0.075
XLSSC 509 0.633 4.2+1.1−0.8 806 ± 143 (1.07+0.31−0.21) × 1013 (4.68+1.89−1.33) × 1013 0.037+0.022−0.024
XLSSC 510 0.395 2.6+0.4−0.3 711 ± 106 (6.66+2.26−1.58) × 1012 (1.82+0.68−0.48) × 1013 0.044+0.025−0.024
XLSSC 511 0.130 1.3+0.1−0.1 545 ± 77 (3.25+0.68−0.69) × 1012 (4.06+0.89−0.88) × 1012 0.063+0.030−0.030
XLSSC 512 0.402 3.6+0.6−0.4 848 ± 128 (1.72+0.41−0.39) × 1013 (6.39+1.85−1.59) × 1013 0.066+0.034−0.036
XLSSC 513 0.378 4.2+0.8−0.5 936 ± 144 (3.85+0.87−0.90) × 1013 (1.68+0.50−0.44) × 1014 0.114+0.059−0.065
XLSSC 514 0.169 1.5+0.2−0.1 582 ± 86 (4.23+1.53−1.26) × 1012 (6.31+2.44−1.94) × 1012 0.065+0.037−0.035
XLSSC 515 0.101 1.2+0.1−0.1 540 ± 77 (2.05+0.46−0.37) × 1012 (2.45+0.58−0.46) × 1012 0.042+0.020−0.019
XLSSC 516 0.866 4.8+1.0−0.8 695 ± 114 (1.07+0.56−0.33) × 1013 (5.31+3.06−1.76) × 1013 0.037+0.026−0.023
XLSSC 517 0.699 3.5+1.1−0.6 698 ± 118 (1.46+0.48−0.37) × 1013 (5.47+2.53−1.70) × 1013 0.072+0.044−0.052
XLSSC 518 0.177 1.3+0.0−0.0 535 ± 75 (3.07+0.56−0.53) × 1012 (3.90+0.72−0.68) × 1012 0.060+0.027−0.027
XLSSC 519 0.270 1.5+0.2−0.2 555 ± 86 (3.27+1.20−0.62) × 1012 (4.84+1.81−1.12) × 1012 0.052+0.031−0.026
XLSSC 520 0.175 2.6+0.2−0.1 805 ± 113 (9.30+2.32−2.00) × 1012 (2.49+0.64−0.55) × 1013 0.053+0.026−0.026
XLSSC 521 0.807 4.7+1.3−0.8 775 ± 131 (3.53+0.78−0.71) × 1013 (1.75+0.63−0.48) × 1014 0.112+0.062−0.075
XLSSC 522 0.395 2.6+0.4−0.3 711 ± 108 (9.45+2.23−2.14) × 1012 (2.49+0.70−0.62) × 1013 0.062+0.032−0.033
XLSSC 523 0.343 2.9+0.6−0.4 779 ± 121 (1.41+0.27−0.25) × 1013 (4.32+1.18−0.99) × 1013 0.075+0.038−0.043
XLSSC 524 0.270 2.6+0.5−0.4 754 ± 121 (1.16+0.38−0.32) × 1013 (3.07+1.23−0.94) × 1013 0.074+0.043−0.044
XLSSC 525 0.379 3.4+0.3−0.2 832 ± 120 (2.23+0.60−0.53) × 1013 (7.57+2.15−1.84) × 1013 0.093+0.047−0.046
XLSSC 526 0.273 2.8+0.4−0.2 794 ± 115 (1.59+0.27−0.24) × 1013 (4.65+0.97−0.81) × 1013 0.086+0.040−0.042
XLSSC 527 0.076 3.1+2.8−1.0 926 ± 211 (7.70+12.86−4.56 ) × 1011 (3.20+6.23−2.06) × 1012 0.003+0.006−0.005
XLSSC 528 0.302 3.2+0.8−0.4 839 ± 132 (1.32+0.37−0.32) × 1013 (4.52+1.61−1.27) × 1013 0.059+0.032−0.037
XLSSC 529 0.547 3.5+0.7−0.4 769 ± 119 (1.79+0.33−0.29) × 1013 (6.55+1.68−1.37) × 1013 0.079+0.039−0.043
XLSSC 530 0.182 2.0+0.2−0.2 686 ± 100 (5.24+1.07−1.02) × 1012 (1.07+0.25−0.23) × 1013 0.048+0.023−0.024
XLSSC 531 0.391 4.5+2.2−1.4 966 ± 214 (8.52+9.90−4.84) × 1012 (4.05+5.77−2.39) × 1013 0.023+0.030−0.024
XLSSC 532 0.392 3.0+0.6−0.5 772 ± 126 (9.49+1.99−1.59) × 1012 (2.92+0.85−0.66) × 1013 0.049+0.026−0.027
XLSSC 533 0.107 2.4+0.1−0.1 789 ± 111 (1.33+0.31−0.29) × 1013 (3.20+0.77−0.71) × 1013 0.086+0.042−0.041
XLSSC 534 0.853 4.3+1.7−1.0 725 ± 138 (2.39+1.04−0.82) × 1013 (1.11+0.69−0.45) × 1014 0.088+0.063−0.074
XLSSC 535 0.172 2.4+0.3−0.2 756 ± 112 (1.08+0.31−0.27) × 1013 (2.57+0.81−0.67) × 1013 0.075+0.040−0.039
XLSSC 536 0.170 1.8+0.3−0.2 659 ± 97 (4.70+1.89−1.53) × 1012 (9.12+3.97−3.08) × 1012 0.049+0.030−0.030
XLSSC 537 0.515 4.8+1.1−0.9 934 ± 159 (2.04+1.09−0.55) × 1013 (1.02+0.63−0.33) × 1014 0.052+0.038−0.033
XLSSC 538 0.332 3.1+0.9−0.6 804 ± 140 (6.69+2.23−1.85) × 1012 (2.15+0.98−0.72) × 1013 0.033+0.020−0.023
XLSSC 539 0.184 1.2+0.1−0.2 520 ± 89 (1.87+0.69−0.51) × 1012 (2.03+0.83−0.61) × 1012 0.040+0.025−0.020
XLSSC 540 0.414 3.1+0.4−0.3 776 ± 118 (1.07+0.24−0.21) × 1013 (3.36+0.89−0.75) × 1013 0.053+0.027−0.027
XLSSC 541 0.187 2.7+0.3−0.3 805 ± 121 (8.81+1.53−1.46) × 1012 (2.34+0.50−0.45) × 1013 0.050+0.024−0.024
XLSSC 542 0.402 6.8+0.5−0.3 1202 ± 170 (8.43+1.49−1.46) × 1013 (5.78+1.10−1.04) × 1014 0.114+0.052−0.053
XLSSC 543 0.381 2.4+0.5−0.3 689 ± 109 (1.12+0.36−0.32) × 1013 (2.82+1.10−0.88) × 1013 0.082+0.047−0.051
XLSSC 544 0.095 2.4+0.2−0.2 788 ± 114 (6.17+1.07−1.08) × 1012 (1.47+0.29−0.28) × 1013 0.041+0.019−0.019
XLSSC 545 0.353 2.2+1.6−0.6 668 ± 138 (5.79+20.24−4.14 ) × 1012 (1.60+5.89−1.18) × 1013 0.048+0.171−0.071
XLSSC 546 0.792 3.5+0.7−0.6 668 ± 110 (1.10+0.25−0.20) × 1013 (3.95+1.20−0.95) × 1013 0.056+0.030−0.032
XLSSC 547 0.371 4.0+1.1−0.8 920 ± 165 (9.50+2.15−1.58) × 1012 (4.00+1.38−1.05) × 1013 0.030+0.017−0.019
XLSSC 548 0.321 1.0+0.1−0.1 427 ± 62 (3.69+1.38−1.11) × 1012 (3.59+1.41−1.10) × 1012 0.121+0.069−0.064
XLSSC 549 0.808 4.0+2.4−0.9 709 ± 135 (1.14+0.68−0.56) × 1013 (5.40+4.70−2.88) × 1013 0.048+0.039−0.056
XLSSC 550 0.109 1.0+0.1−0.1 475 ± 71 (2.52+0.74−0.66) × 1012 (2.36+0.73−0.64) × 1012 0.075+0.040−0.038
XLSSC 551 0.475 2.5+0.7−0.5 667 ± 117 (8.72+5.05−2.09) × 1012 (2.36+1.45−0.74) × 1013 0.064+0.050−0.043
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Appendix B: Multiscale forward-fitting deprojection
If the geometry of the emitting region is assumed to be known,
the intrinsic emissivity profiles can in principle be recovered
from the observed projected emission-measure profiles by in-
verting the projection kernel (e.g. Kriss et al. 1983). In practice,
the problem is rendered complicated by the presence of noise
in the original data. As for all inverse problems, the projection
kernel smoothes small-scale fluctuations, thus the inverse trans-
formation has the opposite effect and the noise can be greatly
amplified (see Lucy 1974, 1994). This effect is particularly im-
portant in the low signal-to-noise regime.
Two main approaches usually exist to solve this problem: di-
rect geometrical deprojection (e.g. Fabian et al. 1981; Kriss et al.
1983; Morandi et al. 2007) and forward fitting using a parametric
form (e.g. Cavaliere & Fusco-Femiano 1976; Sarazin & Bahcall
1977; Pointecouteau et al. 2004; Mahdavi et al. 2007). The ad-
vantage of the former is that it makes no assumption on the shape
of the intrinsic profile, thus it is in principle the most general.
However, this method is very sensitive to measurement uncer-
tainties, since small variations in the projected profile can be
greatly magnified; therefore, the resulting profile is generally not
smooth. Moreover, error bars obtained through this technique
are not statistically meaningful, given that the result depends
on the adopted binning. Conversely, the latter can provide rig-
orously determined error bars, but requires strong assumptions
on the shape of the density profile since the chosen functional
form (usually an extended version of a beta model) must repro-
duce the observed shape accurately. For a review of the various
existing deprojection methods, we refer to Buote & Humphrey
(2012).
In this work, we propose a different approach to combine the
rigorous results provided by forward fitting with minimal pri-
ors on the shape of the density profile. We suggest decomposing
the density profile into a sum of analytical multiscale functions
which can be independently deprojected since the projection ker-
nel is linear. Namely, the projected emission-measure profiles
were fit with a sum of N King functions,
EM(s) =
N∑
i=1
Ai
1 + ( src,i
)2−3βi+0.5 , (B.1)
where the core radii rc,i are fixed adaptively to reproduce the
shape of the profile on a given scale and s is the projected cluster-
centric distance. The normalisations and slopes are left free to
vary while fitting. As is known from the beta model (Cavaliere
& Fusco-Femiano 1976), these functional forms have the good
property that the corresponding deprojected function is analyt-
ical. Given that the projection kernel is linear, this property is
preserved for any linear combination of King functions, i.e.
n2gas(r) =
N∑
i=1
n20,i
1 + ( rrc,i
)2−3βi . (B.2)
Here, n20,i is proportional to Ai. Thus, the deprojected gas density
can be easily obtained from the fitted parameters. In this partic-
ular case, the normalisations of the deprojected profile n20,i can
be evaluated directly from the projected normalisations (see e.g.
Appendix A of Hudson et al. 2010),
n20,i =
Γ(3β)
Γ(3β − 0.5)√pirc,i
Ai, (B.3)
where rc,i is expressed in physical units.
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Fig. B.1. Example of application of the multiscale forward-fitting tech-
nique to simulated data (Eq. (B.1)). The red curve shows the total
model, while the dashed lines represent the contribution of each indi-
vidual component. The units on both axes are arbitrary.
Naturally, this method can be generalised to any type of base
functions, given the problem of interest. In the particular case of
galaxy cluster emissivity profiles, the choice of King functions
is easily justified.
In Fig. B.1 we show a test of this method on simulated data.
Specifically, we simulated an XMM-Newton pointing with an
extended source with a random radius-dependent slope and ex-
tracted the surface-brightness profile from the image. The simu-
lated surface-brightness profile was then fit with Eq. (B.1) (red
curve). The dashed curves indicate the contribution of each com-
ponent to the model.
We applied the technique described here by including one
King component for each set of four data points. The total model
thus has N/2 parameters, where N is the number of data points
in the emission-measure profile. The core radius of each compo-
nent was fixed to the median radius of the corresponding block of
data points. This choice allows a very large freedom to the fitted
function and is sufficient to fit adequately any surface-brightness
profile, provided that the following priors are verified: i) the gas
density is smooth and decreases monotonically with radius and
ii) the gas density is always ≥0. The former condition should be
valid if the point sources and neighbouring clusters are properly
excised, while the latter is always valid as long as the subtraction
of the background is correct. Therefore, this approach combines
the rigorous approach of forward fitting with weak priors on the
cluster density profile.
Appendix C: Modelling the XMM-Newton PSF
Since high-redshift clusters are only slightly extended for XMM-
Newton, an accurate modelling of the instrument’s PSF is re-
quired to give a realistic estimate of the gas density profile, and
hence gas mass. The observed image is given by the 2D convolu-
tion of the original image with the instrumental PSF. Performing
such a convolution directly is time-consuming since it requires
computing a triple integral on the fly. Thus, fitting a surface-
brightness model accounting for PSF convolution is lengthy and
numerically difficult.
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Fig. C.1. PSF convolution matrix P computed from ray tracing (see
text). The value Pi, j gives the probability that a photon originating from
bin j is detected in bin i.
To alleviate this problem, we take advantage of the finite
binning of the surface-brightness profile to turn the continuous
problem into a discrete one. For a given radial binning {ri}Ni=1 we
assume that in each bin the surface brightness is approximately
constant, which is a reasonable approximation for a bin width of
8 arcsec. Then we define a convolution matrix P such that
Pi, j = Prob( j→ i), (C.1)
i.e. Pi, j is the probability that a photon originating from bin j is
detected in bin i. The matrix is normalised such that
∑N
i=1 Pi, j =
1,∀ j. Then from the model EM(ri) (see Eq. B.1), the convolved
model ˜EM(ri) can be written as
˜EMi =
N∑
j=1
Pi, jEM(r j). (C.2)
The convolved model ˜EM is then fit to the observed surface-
brightness profile.
To compute the convolution matrix P, we adopt a ray trac-
ing approach. Namely, for each radial bin, we simulate 106 ray-
tracing photons, taking vignetting effects and CCD gaps into
accounts, and randomise the position of each simulated photon
according to the properties of the XMM-Newton PSF. For each
off-axis angle, we model the PSF as a King profile with the pa-
rameters given in the latest XMM-Newton calibration files. We
then compute the fraction of photons falling into each radial bin.
An example of convolution matrix is shown in Fig. C.1.
To validate this method, we applied it to the NW cold front of
A2142 (see Rossetti et al. 2013) and compared our results with
the values obtained from higher resolution Chandra data (Owers
et al. 2009). Without PSF convolution, the broken power-law
model gives a poor fit to the data (χ2 = 88.5 for 55 degrees
of freedom (d.o.f.), Pnull = 0.0028), and converges to a den-
sity jump nin/nout = 1.69 ± 0.03, which is inconsistent with the
Chandra value (2.0 ± 0.1). Modelling the PSF using the method
described above, we obtain a very good fit (χ2 = 50.1/55 d.o.f.,
Pnull = 0.66) and a density jump nin/nout = 2.0 ± 0.04, in
agreement with the Chandra measurement. This demonstrates
the ability of our method to take the XMM-Newton PSF into
account.
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Fig. D.1. Comparison between the values of r500 obtained by using the
M − T relation of Paper IV and the values measured through directly
using weak lensing for the XXL-100-GC (black), CCCP (red), and
COSMOS (blue) samples. The dashed black line represents unity.
Appendix D: Comparing the M – T relation with the
weak lensing data
Since weak-lensing masses are available only for a fraction of
XXL-100-GC systems, our analysis rests on the assumption that
on average the masses and values of r500,MT for our systems are
consistent with the values obtained through weak lensing. To
test this assumption, we used the weak-lensing data from XXL-
100-GC, CCCP, and COSMOS used in Paper IV and applied
our M − T relation to the same systems. In the XXL-100-GC
case, only the clusters for which a significant mass measurement
could be obtained are considered here. In Fig. D.1 we show the
comparison between the values of r500 obtained from the M − T
relation and the values measured directly through weak lensing.
The two sets of values are consistent, leading to a mean ratio
r500,MT/r500,WL = 1.022±0.021. Therefore, there is no significant
difference between the values of r500,MT and the ones expected
from weak lensing.
Appendix E: Gas fraction of the XXL sample using
hydrostatic M – T relations
As a further check of the quality of the X-ray analysis for the
XXL-100-GC sample, we calculated the cluster mass and r500,MT
using the hydrostatic-based mass-temperature relations of Sun
et al. (2009, Tier1+2+clusters) and Lovisari et al. (2015). In
both cases, we recomputed the gas mass within the correspond-
ing aperture and calculated the gas fraction by fitting again the
Mgas−T relation using the gas masses measured within the mod-
ified aperture and combining it with the adopted M − T rela-
tion (see Sect. 4.2). In Fig. E.1 we show the resulting curves in
the fgas − M plane compared to the reference hydrostatic mea-
surements. The results obtained for the XXL-100-GC sample
agree well with the literature measurements. Above 1014 M,
the gas fraction of XXL-100-GC clusters estimated using the
Sun et al. (2009) relation slightly exceeds that measured by Sun
et al. (2009). Differences of this order are to be expected at the
high-mass end, however, given that our sample only contains a
small number of systems beyond ∼3 × 1014 M.
Article number, page 17 of 18
A&A proofs: manuscript no. aa27293-15
] [M500M
1410
ga
s
f
0.04
0.05
0.06
0.07
0.08
0.09
0.1
0.11
0.12
0.13
XXL-100, S09 M-T relation
XXL-100, L15 M-T relation
Ettori15
Sun+09
Lovisari+15
Fig. E.1. Gas fraction curves for the XXL-100-GC sample estimated
assuming the hydrostatic M − T relations of Sun et al. (2009, dotted
red curve) and Lovisari et al. (2015, dash-dotted red cuve), compared to
literature measurements based on hydrostatic masses.
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