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Abstract—In this paper, we study the rate-power region of a
simultaneous wireless information and power transfer (SWIPT)
system where a transmitter (TX) broadcasts a common signal
to an information receiver (IR) and an energy harvester (EH).
Since practical EH circuits include a reactive element as part
of their signal rectifier and the voltage on this element cannot
drop or rise instantaneously, the EH circuit has memory. We
model the memory effect of the EH by a Markov reward chain.
Furthermore, since an analytical model that includes all non-
linear and memory effects of the EH circuit is not available, we
employ a deep neural network (DNN) to model the Markov chain.
We formulate an optimization problem to determine the rate-
power region of the considered SWIPT system and propose an
iterative algorithm based on sequential quadratic programming
(SQP) to solve it. Our numerical results show that the optimal
input distribution and the rate-power region depend on both the
input power level at the EH and the symbol duration.
I. INTRODUCTION
Due to the considerable growth of the number of low-power
devices, the Internet-of-Things (IoT) has attracted significant
attention in recent years. However, the problem of efficient
recharging or replacing of the batteries of billions of IoT de-
vices, such as wireless sensors, remains unsolved. A possible
solution is to harvest energy from radio frequency (RF) signals.
This prospect has fueled significant interest in simultaneous
wireless information and power transfer (SWIPT) systems [1]–
[6].
SWIPT was studied first in [1]. The author showed that
there exists a fundamental trade-off between the achievable
information rate and the transferred power for discrete-time
memoryless Gaussian channels. This trade-off can be char-
acterized by a capacity-energy region. In [2], the authors
showed that, in a frequency-selective channel with additive
white Gaussian noise (AWGN), a simple sinusoidal signal is
optimal for power transfer, whereas the waterfilling strategy is
optimal for information transmission.
SWIPT systems employ an energy harvester (EH) to convert
the received RF signal into a direct current (DC) signal.
The EH includes a rectenna, i.e., an antenna followed by a
rectifier. In [1] and [2], the authors assumed linear EH circuit
models. However, recently, practical non-linear models for
EH circuits were proposed for performance optimization of
SWIPT systems [3]–[7]. In [3], the author investigated a non-
linear diode model obtained by a Taylor series approximation
for the current flowing through the rectifier diode and showed
that, for multi-carrier transmission, different input signal dis-
tributions maximize the information rate and the transferred
energy, respectively. Thus, by varying the input distribution,
different points of the rate-energy region can be achieved.
Experiments in [4] showed that signals with high peak-to-
average power ratio (PAPR) yield larger harvested power
compared to constant-envelope signals. In [5], the authors
developed a non-linear diode model and characterized the
corresponding rate-energy region by optimally designing the
input distribution which maximizes the mutual information
between a transmitter (TX) and an information receiver (IR)
for a given required harvested power value. In [6], based on
the autoencoder concept and the EH circuit model in [5],
the authors proposed a learning approach to determine an
error rate-power region by optimizing the modulation scheme.
Finally, in [7], employing a similar autoencoder concept, the
authors adopted an EH circuit model similar to [3] and a
model based on a sigmoidal function for low and high EH
input powers, respectively. The results in [7] suggest that On-
Off signaling is optimal for power transfer, where for the low
power regime, the probability of the On signal is small, and
for the high power regime, the probability of the On signal is
higher but its amplitude is smaller.
The results in [3], [5]–[7] were obtained under strong
assumptions regarding the EH circuits. In particular, it was
assumed that the instantaneous harvested power depends on
the currently received signal only. However, rectifier circuits
typically include a reactive element (usually a capacitor) as
part of a low-pass filter. Since the voltage (or current) level
on this element cannot drop instantaneously [8], the rectenna
circuit has memory. Furthermore, for high RF signal powers,
an EH exhibits the diode breakdown effect that was only
partially included in [5] and completely neglected in [3], [6]
and all other related works. Finally, the impedance values
of the antenna and the rectifier have to be matched by a
matching circuit which was assumed to be ideal in [3], [5],
[6]. However, because of the rectifier non-linearity, perfect
matching is possible for a single input signal frequency and a
single power value only.
The goal of this paper is to analyze and design SWIPT
systems taking into account the above mentioned effects, that
were not properly addressed in the existing theoretical models.
In practice, it is not possible to develop an analytical model for
the EH circuit that includes all non-linear and memory effects.
Here, we model the memory of the EH by a Markov reward
process. Thereby, we treat the output voltage levels as the
states of a Markov reward chain and the amount of harvested
power as the reward. For this model, we propose an iterative
algorithm based on sequential quadratic programming (SQP)
[9] for optimization of the input signal distribution. Then, we
apply the framework proposed in [10] to obtain the direction
of the gradient of the average reward with respect to the input
signal distribution treating it as an underlying parameter of
the Markov reward chain. Additionally, we propose a learning
approach to deal with the non-idealities of the EH circuit.
In particular, we utilize a dense neural network (DNN) to
simulate the EH circuit and to predict the current reward given
the state of the Markov reward chain and the received signal.
Our simulation results show that the optimal input distribution
and the rate-power region depend on both the symbol duration
and the input signal power of the EH. In particular, a shorter
symbol duration increases the achievable bit rate at the expense
of a decrease of the average harvested power.
The rest of the paper is organized as follows. In Section II,
we introduce the system model, provide some background on
the EH circuit, and define a Markov reward chain that models
the energy harvesting process. In Section III, we formulate the
proposed optimization problem. In Section IV, we develop an
algorithm for solving the problem and design the DNN for EH
circuit simulation. In Section V, we provide simulation results
for performance evaluation. Finally, in Section VI, we draw
some conclusions.
Throughout this paper we use the following notations. Bold
lower case letters stand for vectors, i.e., x is a vector, and its
ith element is denoted by xi. The average value of a variable
x is denoted by x. f(x, y; z) denotes a function of variables
x and y for a given parameter z. f(x; z)|x=x0 is the value
of function f(x; z) at x = x0. Ex{·} denotes the expectation
with respect to the distribution of random variable x. Operator
ℜ{·} denotes the real part of a complex number. ‖·‖ represents
the Euclidean norm. (·)⊤ denotes the transpose of a vector. R
refers to the set of real numbers. The imaginary unit is denoted
by j. The Gaussian distribution with mean µ and variance σ2
is denoted by N (µ, σ2). Pr{x = xi} denotes the probability
that random variable x is equal to a particular value xi.
II. SYSTEM MODEL AND PRELIMINARIES
A. System Model
Let us consider the SWIPT system in Fig. 1. It consists of
three nodes: a TX, an IR, and an EH. The TX broadcasts a
pulse-modulated signal, which is received by both the IR and
EH. This signal is modeled as x(t) =
∑
∞
k=0 x[k]ψ(t − kT ),
where T is the symbol duration, ψ(t) is the transmit pulse
shape, and x[k] are the information symbols taken from a real-
valued1 constellation set X ⊂ R of size S.
The symbols x[k], k ∈ {0, 1, ...}, are random variables with
discrete probability mass function (pmf) px(x), modeled by
a vector θ ∈ [0, 1]S . Here, θi is the probability that random
variable x[k] takes the ith value, i ∈ {0, 1, ..., S − 1}, from
constellation set X . The channel gains of the IR and EH are
assumed to be perfectly known and are denoted by hI ∈ R
1As is customary for information theoretical analysis, see e.g. [11], for
the sake of clarity, we assume a real-valued constellation set. A further
generalization to a complex constellation is relatively straightforward but
omitted here due to space constraints.
TX
x(t)
hI +
n(t)
yI(t)
IR
hE
yE(t)
EH
Fig. 1. SWIPT system model comprising a transmitter (TX), an information
receiver (IR), and an energy harvester (EH).
and hE ∈ R, respectively. Hence, the RF signals received at
the IR and EH can be expressed as yRFI (t) =
√
2ℜ{[hIx(t)+
n(t)]ej2pifct} and yRFE (t) =
√
2ℜ{hEx(t) ej2pifct}, where fc
and n(t) denote the carrier frequency and real-valued zero-
mean AWGN, respectively. We note that the noise received
at the EH is ignored because its contribution to the harvested
energy is negligible.
B. Information Receiver
Let us consider signal yRFI (t) received at the IR. Since
yRFI (t) is a time-slotted signal, after down-conversion,
matched filtering, and sampling, the received signal in time
interval k can be expressed as y[k] = hIx[k]+n[k], where y[k]
is the information channel output following probability density
function (pdf) py(y) and n[k] is the discrete-time zero-mean
AWGN with variance σ2n.
The mutual information between x[k] and y[k] as a func-
tion of the input distribution θ can be expressed as [12]
I(θ) = Hy(θ)−Hn, where Hy(θ) and Hn are the differential
entropies of the received signal and the noise, respectively.
The differential entropy of the noise does not depend on
input distribution θ and is equal to Hn =
1
2 log2(2pieσ
2
n).
The differential entropy of the received signal is given by
[11] Hy(θ) = −
∫
y
py(y; θ) log2
(
py(y; θ)
)
dy. Since y[k]
is a sum of independent and identically distributed (i.i.d.)
random variables, py(y) can be obtained as convolution of
the individual distributions, i.e., py(y) =
∑
i Pr{x = xi}
× pn(n = y − hIxi) =
∑
i θi pn(n = y − hIxi). Therefore,
the output differential entropy measured in bits per symbol is
given by
Hy(θ) = −
∫
y
∑
i
θi pn(y − hIxi)
log2
(∑
i
θi pn(y − hIxi)
)
dy. (1)
C. EH Circuit
Similar to [5] and references therein, we assume that the
EH is equipped with a rectenna circuit as shown in Fig. 2.
The antenna is modeled as a voltage source vs(t) connected
in series with resistance Rs. The rectifier circuit consists of a
diode, a low-pass RC filter composed of the diode resistance
and a capacitor CL, and a load resistor RL. Thus, the RF signal
received at the EH node yRFE (t) is converted by the rectenna
circuit to a low frequency output voltage vL(t) across the load
Rs
Z1 Z2
MC
vs(t) CL RL vL(t)
RectifierAntenna
Fig. 2. EH circuit model comprising an antenna, a matching circuit (MC),
and a rectifier.
resistance RL. Additionally, as in [5] and [13], we include
an impedance matching circuit (MC) to maximize the power
transferred from the antenna to the rectifier. Thus, we match
antenna output impedance Z1 and the input impedance of the
rectifier circuit Z2. Note that since the circuit includes a non-
linear element, namely the diode, exact matching is possible
for one frequency and one power value of the received signal
only.
The instantaneous harvested power can be expressed as
P (t) =
v2L(t)
RL
. Since the received RF signal yRFE (t) is time-
slotted, so is the output voltage signal vL(t), and hence, the
harvested power P (t). Moreover, due to the presence of the
low-pass filter, in every time interval k, the signal vL(t),
t ∈ [(k−1)T, kT ], depends not only on the transmitted symbol
x[k], but also on the output voltage level at the end of the
previous time slot, vL((k − 1)T ). Hence, the rectenna has
memory.
In general, P (t) is a random process. We denote the aver-
age power harvested during the transmission of an infinitely
long sequence of random symbols {x[k]} by P . This value
can be estimated by averaging function P (t) over time, or
equivalently, over time intervals, assuming that the number of
time intervals K approaches infinity:
P= lim
t→∞
1
t
∫ t
0
P (τ)dτ =
= lim
K→∞
1
K
K−1∑
k=0
1
T
∫ T
0
P (t+ kT )dt. (2)
D. Markov Chain Model of EH Circuit
Since vL(t) is a stochastic process, in the following, we
employ the concept of Markov reward chain [14] to model
it. In particular, we treat the load voltages at the end of the
symbol intervals as the states of a Markov chain. Moreover,
we define a reward associated with each state such that the
average power in (2) coincides with the average reward of the
Markov chain.
Let us map the voltage levels vL to the states ξ ∈ Ξ of a
stochastic process, where Ξ is a continuous state space. Thus,
the system is in state ξ[k] = ξ′, if at time instant t = kT
the load voltage level equals the value associated with this
state, i.e., ξ[k] = ξ′ = v′L = vL
(
kT
)
. Note that the voltage
level at the load resistance is always bounded because of
the diode breakdown effect [15]. The discrete-time stochastic
process {ξ[k]} may change its value in each symbol interval,
i.e., when the EH receives a new symbol. Hence, {ξ[k]} is a
discrete-time process and its time step is equal to the symbol
duration. The behavior of the EH circuit in a given time
interval is completely determined by the initial conditions and
the input signal [8]. Hence, ξ[k] = vL(kT ) depends only on
the voltage level of the load resistance at time (k − 1)T and
the received signal. Thus, the probability of any state of the
chain ξ[k] depends only on the previous state ξ[k − 1], i.e.,
Pr{ξ[k] | ξ[k − 1], ξ[k − 2], ..., ξ[0]} = Pr{ξ[k] | ξ[k − 1]}
and {ξ[k]} can be modeled by a Markov chain [16], [17].
The transition probabilities of this Markov chain depend on
θ. We denote the transition pdf from state ξµ ∈ Ξ to state ξν ∈
Ξ by ρ(ξµ, ξν ; θ). The pdf ρ(ξµ, ξν ; θ) is non-zero if and only
if there exists a symbol xi ∈ X , which occurs with non-zero
probability θi, such that reception of hExi leads to a transition
from ξµ = ξ
′ to ξν = ξ
′′. Moreover, in this case, the transition
probability from ξ′ to ξ′′ is equal to ρ(ξµ, ξν ; θ)|ξµ=ξ′,ξν=ξ′′ =
θi. Thus, the pdf ρ(ξµ, ξν ; θ) is differentiable with respect to
θ for any pair of states {ξµ, ξν}. In the following, we are
interested only in pairs of states for which a transition ξµ → ξν
exists.
Since {ξ[k]} is a Markov chain, given any state ξ[k], a ran-
dom sequence of received symbols {hEx[k], hEx[k + 1], ...}
generates a sequence of states {ξ[k], ξ[k + 1], ξ[k + 2], ...},
refered to as random walk, which is a possible realization of
the Markov chain starting from state ξ[k]. We note that the
analytical computation of state ξ[k+1] given the current state
ξ[k] does not seem tractable due to the diode non-linearity,
the imperfections of the matching network, and the circuit
memory. Therefore, in Section IV-C, we will employ a DNN
[18] to estimate ξ[k + 1] for given ξ[k] and x[k].
During every transition of the Markov chain, the amount
of power harvested by the EH depends on the received
symbol hEx[k] and on the previous state ξ[k] = ξn. We
include this amount of power to the reward attained when
the Markov chain is in state ξn [14]. To define the reward
at state ξ, let us consider the average harvested power P
in (2). Since the result of the integration 1
T
∫ T
0
P (t + kT )dt
depends on the current Markov chain state ξ[k] = vL(kT )
and the received symbol hEx[k] only, which are mutually
statistically independent realizations of random variables ξ
and x, respectively, we define the average harvested power
at state ξ[k] corresponding to the received symbol hEx[k]
as P ′(ξ[k], hEx[k]) =
1
T
∫ T
0
P (t + kT )dt. Additionally, we
assume that the Markov reward chain is ergodic, i.e., starting
from any initial state, the Markov chain reaches the same
limiting distribution [16]. Under this assumption, we can
neglect the influence of the initial state and determine the
average harvested power as follows
P = lim
K→∞
1
K
[K−1∑
k=0
P ′(ξ[k], hEx[k])
]
=
= Eξ
{
Ex
{
P ′(ξ, hEx)
}}
. (3)
Expression (3) suggests to define Ex
{
P ′(ξ, hEx)
}
as the
average harvested power attained under steady state conditions
during a transition starting in state ξ. Then, value P can be
interpreted as the average reward, obtained by performing
a random walk. For a fixed constellation set X of size S,
let p(ξ) ∈ RS be the vector of the possible values of
P ′(ξ, hExi), i.e., its i
th element, pi(ξ) = P
′(ξ, hExi), is the
power attained when the Markov chain is in state ξ and signal
hE xi is received. Since p(ξ) is also not analytically tractable,
in Section IV-C, we employ a second DNN to estimate the
elements of this vector. Since the pmf of the transmitted
symbols is characterized by vector θ, the reward associated
with state ξ can be calculated as Ex
{
P ′(ξ, hEx)
}
= θ⊤p(ξ).
Finally, we denote the limiting distribution of states ξ in the
steady state by pi(ξ, θ). This distribution depends on θ as a
unique solution of the balance system of equations [17]∫
ξµ
pi(ξµ; θ)ρ(ξµ, ξν ; θ)dξµ = pi(ξν ; θ) (4)
∫
ξ
pi(ξ; θ)dξ = 1 (5)
Thus, from (3) we obtain
P ≡ P (θ) = θ⊤
∫
ξ
pi(ξ; θ)p(ξ)dξ. (6)
III. OPTIMIZATION PROBLEM FORMULATION
In this section, we formulate an optimization problem to
obtain the rate-power region of the considered SWIPT system.
In the following, we refer to the set of all attainable pairs
of average harvested powers and achievable rates as the rate-
power region of the SWIPT system. The boundary of this rate-
power region for a given symbol duration T can be obtained
by solving the following constrained optimization problem:
max
θ
P (θ) (7a)
subject to I(θ) ≥ Ireq, (7b)
Ex{x2} ≤ σ2x, (7c)
S∑
i=1
θi = 1, (7d)
where we maximize the power harvested at the EH (7a) subject
to a minimum required mutual information Ireq between TX
and IR (7b). Constraint (7c) limits the average power (AP)
budget at the TX to σ2x. Peak power constraints at the TX are
incorporated by the proper choice of the constellation set X .
Constraint (7d) ensures that θ corresponds to a valid pmf.
The problem in (7) is a non-convex optimization problem
since the objective function in (7a) is not concave with respect
to θ. Thus, determining the globally optimal solution entails
a high computational complexity. Therefore, in the following,
we propose a low-complexity iterative algorithm to obtain a
suboptimal solution of (7).
IV. SOLUTION OF THE OPTIMIZATION PROBLEM
In this section, we design an algorithm based on sequential
quadratic programming (SQP) [9] to solve optimization prob-
lem (7). To this end, we first formulate a convex quadratic
subproblem that will be solved in each iteration of the pro-
posed algorithm. Then, we determine the gradients of all the
functions included in (7) as they are needed to solve the
formulated subproblem. Furthermore, we propose an iterative
algorithm to obtain a suboptimal solution of (7). Finally, we
discuss the learning approach used in the proposed algorithm
to simulate the Markov reward chain modeling the EH circuit.
A. Quadratic Subproblem
Since the objective function and the constraints in (7) are
differentiable functions, in the following, we employ the SQP
method [9] to design an iterative algorithm that yields a
suboptimal solution of (7). This method is known for its low
complexity, fast convergence speed, and high efficiency in
obtaining a local optimal solution of non-linear constrained
optimization problems. Adapting the SQP approach from [9]
to problem (7), at iteration k and for the current distribution
θk, we obtain a search direction δ∗ as solution of a quadratic
subproblem which approximates (7) as
max
δ
P (θk) +∇⊤θ P (θk)δ +
1
2
δ⊤Hkδ (8a)
subject to ∇⊤θ I(θk)δ + I(θk) ≥ Ireq, (8b)
∇⊤θ Ex{x2}δ + Ex{x2} ≤ σ2x, (8c)
S∑
i=1
(
θki + δi
)
= 1, (8d)
where δ ∈ RS , Hk = H(θk,λk) is the Hessian matrix of
the Lagrangian L(θ,λ) of the original problem (7) in the kth
iteration, and λk is the corresponding vector of Lagrangian
multipliers. The Lagrangian of (7) is given by L(θ,λ) =
P (θ)−λ1
(
I(θ)−Ireq
)
+λ2
(
Ex{x2}−σ2x
)
+λ3
(∑S
i=1 θi−1
)
,
where λi is the i
th element of the vector of Lagrangian
multipliers λ = (λ1,λ2,λ3)
⊤.
The system parameter θ and the Lagrangian multipliers λ
for the next iteration of the algorithm are updated as θk+1 =
θk+δ∗ and λk+1 = ζ∗. Here, δ∗ and ζ∗ = (ζ∗1, ζ
∗
2, ζ
∗
3)
⊤ are
the solution of (8) and the vector of corresponding Lagrangian
multipliers, respectively. Note that (8) is a convex quadratic
optimization problem that can be solved by a numerical
solver such as CVX [19] provided that Hk and the gradients
∇θP (θk), ∇θI(θk), and ∇θEx{x2} are known. In each
iteration, we update the Hessian matrix Hk using the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) method [9] as follows:
Hk+1 = Hk − H
kδ∗δ∗⊤Hk⊤
δ∗⊤Hkδ∗ +
ykyk⊤
yk⊤δ∗
, (9)
where yk = ∇θLk+1−∇θLk. Here, Lk = L(θk,λk) denotes
the Lagrangian in the kth iteration, i.e., ∇θLk = ∇θP (θk) +
λk1∇θI(θk)+λk2∇θEx{x2}+λk31S , where 1S is the all-ones
column vector of size S.
Note that SQP with BFGS approximation converges super-
linearly to a local optimum θ∗ if the initial points θ1 and H1
are chosen such that
∥∥θ1 − θ∗∥∥ and ∥∥H1 −∇2
θθ
L(θ∗,λ∗)∥∥
are sufficiently small, where ∇2
θθ
L(θ∗,λ∗) is the Hessian
matrix of the Lagrangian for the optimal point [16].
B. Iterative Algorithm Design
In the following, we first provide the gradients of constraints
(7b), (7c) and the objective function (7a), which are required to
solve subproblem (8). Then, we propose an iterative algorithm
to solve (7).
Applying the chain rule to (1), the elements of the gradient
vector of constraint (7b) are obtained as follows
∂I(θ)
∂θi
= −
(
log2 e+
∫
y
pn(y − hIxi)
log2
(∑
j
θj pn(y − hIxj)
)
dy
)
. (10)
Furthermore, the elements of the gradient vector of the AP
constraint (7c) can be calculated as follows
∂
∂θi
E{x2} = ∂
∂θi
S−1∑
j=0
θjx
2
j = x
2
i . (11)
In the following, we derive the gradient of the objective
function (7a) adopting the framework from [10] for maximiza-
tion of a Markov chain reward with respect to an underlying
parameter.
It is difficult to calculate the gradient of (7a) in closed-
form since the limiting distribution pi(ξ; θ) in (6) is not
analytically tractable. To deal with this problem, an algorithm
was proposed in [10] to estimate the direction f (θ) of the
gradient of an average Markov chain reward by emulating the
evolution of the Markov chain. The proposed algorithm may
be used to update θ in every time step. Note that, unlike in
[10], the Markov chain in Section II-D, has a continuous state
space.
Similar to [10], let us introduce a vector rξµ,ξν (θ) ∈
R
S , such that the gradient of the transition pdf ρ(ξµ, ξν ; θ)
with respect to θ can be written as ∇θρ(ξµ, ξν ; θ) =
ρ(ξµ, ξν ; θ)rξµ,ξν (θ). If a transition between ξµ and ξν occurs
with probability θi, then the corresponding element of vector
rξµ,ξν (θ) has a non-zero value, i.e.,
rξµ,ξν (θ)i =
{
1
θi
, if ρ(ξµ, ξν ; θ) = θi
0, otherwise.
(12)
As in [10], in every iteration k, based on the current
Markov chain state ξk, we estimate the new direction fk+1 of
∇θP (θk+1) as fk+1 = fk + p(ξk) +
(
θk⊤p(ξk) − P˜ k)zk.
Here, P˜ k is the current estimate of P (θk), calculated as
P˜ k = P˜ k−1 + γ
(
θk−1⊤p(ξk−1)− P˜ k−1) and γ is a positive
step size. As in [10], zk ∈ RS is the likelihood ratio derivative
vector computed as zk = αzk−1 + rξk−1,ξk(θ
k−1), where
zk ∈ RS and α is a forgetting factor.
Algorithm 1: Iterative algorithm for solving optimization
problem (7)
Initialize: Maximum number of iterations Nmax, iteration
index k = 1, and initial values θ1, ξˆ1, P˜ 1, z1, f1, H1,
λ1. Matrices Ω∗1 and Ω
∗
2 are obtained in Section IV-C.
repeat
1. Calculate elements of the vector pˆ(ξˆk)
pˆn(ξˆ
k) = N2(ξˆk, hExn,Ω∗2)
2. Update direction f
fk+1 = fk + pˆ(ξˆk) +
(
θk⊤pˆ(ξˆk)− P˜ k)zk
3. Update estimate of the average reward
P˜ k+1 = P˜ k + γ
(
θk⊤pˆ(ξˆk)− P˜ k)
4. Choose a transmitted symbol xn from X according
to the distribution θk
5. Update the current state ξˆk+1 = N1(ξˆk, hExn,Ω∗1)
6. Calculate vector r
ξˆk,ξˆk+1
(θk) from (12), i.e., set
all of its elements to 0, except for
r
ξˆk,ξˆk+1
(θk)n =
1
θkn
7. Update the likelihood ratio derivative
zk+1 = αzk + r
ξˆk,ξˆk+1
(θk)
8. Caclulate the gradient ∇θI(θk) by (10)
9. Solve (8) for a given θk and store the solution and
corresponding Lagrangian multipliers {δ∗, ζ∗}
10. Update θk+1 = θk + δ∗ and λk+1 = ζ∗
11. Update the Hessian matrix Hk+1 according to (9)
12. Set k = k + 1
until convergence or k = Nmax;
To estimate fk+1, we have to be able to obtain the next
Markov chain state ξk+1 given the current state ξk, i.e.,
we have to perform a random walk. To this end, in the
next section, we propose a learning approach based on two
DNNs to emulate the Markov chain evolution. Thereby, we
choose transmitted symbol xn randomly, according to the
current distribution θk, and estimate the next state by a
DNN ξˆk+1 = N1(ξˆk, hExn,Ω1), where Ω1 is the parameter
matrix defining DNN N1 and ξˆk is an estimate of state ξk.
Similarly, to calculate the new direction fk+1, we estimate
the reward vector pˆ(ξˆk) associated with the estimated current
state ξˆk by a second DNN N2 with parameter matrix Ω2, i.e.,
pˆn(ξˆ
k) = N2(ξˆk, hExn,Ω2).
The proposed iterative algorithm to solve optimization prob-
lem (7) is summarized in Algorithm 1.
C. Neural Network Model for the EH Circuit
In the following, we discuss a learning approach to
perform the Markov chain simulation by DNNs ξˆk+1 =
N1(ξˆk, hExn,Ω1) and pˆn(ξˆk) = N2(ξˆk, hExn,Ω2).
As discussed in Section II-D, in practice, it is not possible
to calculate ξk+1 and p(ξk) analytically because of the im-
perfections of the EH circuit. However, due to the universal
approximation theorem for DNNs [20], estimating these values
by DNNs with rectified linear unit (ReLU) activation functions
in each layer is promising. Note that the estimation error
depends on the network size [20]. We can achieve a high
estimation precision by properly choosing the number of nodes
in DNNs N1 and N2. To this end, we have to train DNNs
ξˆν = N1(ξµ, xEH,Ω1) and Pˆ ′(ξµ, xEH) = N2(ξµ, xEH,Ω2),
where ξˆν is the estimate of state ξν that follows state ξµ if
xEH is the symbol received by the EH, and Pˆ
′(ξµ, xEH) is the
estimate of function P ′(ξµ, xEH). In particular, if the received
symbol is xEH = hExn, then pˆn(ξµ) = Pˆ
′(ξµ, hExn) =
N2(ξµ, hExn,Ω2). Note that the training complexity and the
approximation error do not depend on size of constellation set
X .
The training data for the DNNs can be obtained from a
circuit simulator, such as ADS [21]. For the rectenna circuit
model, specified in Section II-C and shown in Fig. 2, we adopt
circuit parameters similar to [5], namely an antenna impedance
Rs = 50Ω, an SMS7630 Schottky diode, an LC matching
network, fine-tuned for input signal frequency 2.45GHz and
input power value −16 dBm, a capacitor CL = 1nF, and a
load resistor RL = 10kΩ.
To train the DNNs, we randomly generate input sym-
bols xEH that are independent, identically, and uniformly
distributed over a space of symbols that can be feasi-
bly received by the EH and obtain corresponding 4-tuples{
P ′(vL(kT ), xEH), vL
(
(k + 1)T
)
, vL(kT ), xEH
}
using the
circuit simulator. Specifically, we used 11000, 3000, and 750
4-tuples for training, validation, and testing, respectively. The
training process used the Adam optimization algorithm [22]
and the mean absolute percentage loss function, e.g., [23].
Since the size of the DNN depends on the desired estimation
error measured on the test set, we trained several networks
with different numbers of layers to find the best setting. We
found that the values of the mean absolute percentage error
measured for the test sets for DNNs N1(ξk, xEH,Ω1) and
N2(ξk, xEH,Ω2) do not decrease substantially if the size of
the DNNs is increasing beyond 5 layers and 7 units per hidden
layer. The network parameters Ω∗1 and Ω
∗
2 obtained after
training are saved to be used for simulation of the Markov
reward chain evolution in Algorithm 1.
V. SIMULATION RESULTS
In this section, we investigate the rate-power region of the
considered SWIPT system by solving (7) with Algorithm 1.
For the IR channel, we assume Rayleigh fading and a
pathloss exponent of 3. To harvest meaningful amounts of
power, the TX is generally located closer to the EH than to
IR. Hence, for the EH channel, we assume a line of sight and
Rician fading with a Rician factor of 1 and a pathloss exponent
of 2. The distance between TX and IR is dIR = 30m. For the
EH, we consider a small input power (SP) regime by setting
the distance for the corresponding channel to dEH = 20m
and a large input power (LP) regime with dEH = 10m. The
distance for the LP regime was chosen such that the EH
circuit may go into saturation due to the diode breakdown
effect. The AWGN variance at the IR is σ2n = −80dBm. We
limit the average transmitted power to σ2x = 10dBm, and the
TX peak power to P TXmax = 52dBm. Furthermore, we adopt
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Fig. 3. Optimal input distribution as solution of (7) with Ireq = 3
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for T = 1 µs and T = 100 µs in SP and LP regimes.
rectangular pulse shapes ψ(t) and uniformly spaced symbols
x, i.e., xk =
2Ak
S−1 − A, where k = 0, 1, ..., S − 1 and A is
the TX peak signal amplitude given by A = 10
PTXmax
20 . For our
simulations, we adopted S = 64. In Algorithm 1, we set the
maximum number of iterations to Nmax = 4000, the step size
to γ = 0.1, and the relaxation coefficient to α = 0.1. The
parameters of the EH were chosen as specified in Section IV-C.
In Fig. 3, we show the optimal input distribution θ∗ obtained
by solving optimization problem (7) with Algorithm 1 for a
required mutual information of Ireq = 3
bit
symbol and a given
realization of the Rayleigh and Rician fading. In particular,
we show the optimal input distributions for small (T = 1 µs)
and large (T = 100 µs) symbol durations for the SP and
LP regimes. We observe that the optimal input distribution
does not depend much on the symbol duration T in the SP
regime, where it is optimal to allocate a small probability to
symbols having the maximum amplitude A, as even for this
large amplitude, saturation is not reached. In the LP regime, it
is optimal to limit the symbol amplitude to a smaller value for
T = 100 µs to avoid driving the EH circuit into saturation. In
contrast, if the symbol duration is small, small but non-zero
probabilities are allocated to symbols with high amplitudes
even in the LP regime. In fact, since the capacitor CL in the
EH circuit cannot be fully charged within one symbol interval
if the symbol duration is small, the saturation behavior of the
EH depends on T as well. Hence, in the LP regime, the optimal
input distribution depends on the symbol duration.
In Fig. 4, we show the boundaries of the rate-power region
obtained by solving optimization problem (7) for different
required mutual information values Ireq with Algorithm 1.
Results for different symbol durations and for the SP and LP
regimes are depicted. The simulation results were averaged
over 1000 channel realizations. The average harvested power
P (θ∗) was obtained by ADS circuit simulations, whereas the
bit rate was calculated as R(θ∗) = I(θ
∗)
T
.
As baseline scheme, we adopt the input distribution pro-
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posed in [5]. In [5], the memory effect of the EH was
neglected, i.e., an infinitely large symbol duration T was
assumed. For the sake of comparison, we normalize the
obtained mutual information to a sufficiently large value of
T , i.e., T = 100 µs. Moreover, in [5], the authors assumed
perfect matching between antenna and rectifier in the EH
circuit for every value of the input signal power. We observe
that the baseline scheme achieves the same performance as
the proposed scheme for the case of maximum information
rate, i.e., when the value Ireq in (7b) is large. However, for
smaller values of Ireq, we observe that while, in the SP regime,
the baseline rate-power region is only slightly worse than
the rate-power region obtained with Algorithm 1, in the LP
regime, the proposed scheme outperforms the baseline scheme
significantly. This gain is due to the more accurate modeling
of the EH circuit non-idealities, such as imperfect matching
and diode breakdown, enabled by DNNs.
For the proposed scheme, we observe that a smaller symbol
duration generally leads to a higher bit rate R. Additionally, we
observe that, for any value of symbol duration T , the average
harvested power in the LP regime is larger than the one in the
SP regime. However, in both input power regimes, decreasing
the symbol duration leads to a significant reduction of the
average power that can be harvested by the EH. Moreover, we
observe that for small symbol duration values, e.g., T = 1 µs,
for both power regimes, the average harvested power saturates
at a low value and cannot be improved much by relaxing the
constraint Ireq. Fig. 4 reveals that the rate-power region of
the considered SWIPT system is affected by both the symbol
duration and the input power value in the EH since the rectenna
memory has a significant influence on the harvested power.
VI. CONCLUSION
In this paper, we considered SWIPT systems employing
nonlinear EH circuits with memory. We modeled the memory
of the EH circuit by a Markov reward chain. Additionally, we
proposed a learning approach to model the imperfections of the
EH circuit. We formulated and solved an optimization problem
to determine the trade-off between the achievable information
rate and the harvested power. Our simulation results revealed
that, for high EH input power levels, the optimal distribution
depends on the symbol duration. Furthermore, our results
showed that while shorter symbol durations increase the bit
rate, they have a negative effect on the harvested power.
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