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In this paper, we revisit elliptic estimates invariant under domain expansion. We improve
the invariant elliptic estimates in the previous paper [Y. Cho, T. Ozawa, Y. Shim, Calc. Var.
PDE 34 (2009) 321–339] via gradient estimate and discuss an application to the Lamé
system.
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1. Introduction and main result






Aαβi j ∂ ju
β
)= f α in ΩR . (1.1)
Here u is an N dimensional vector ﬁeld deﬁned on ΩR ⊂ Rn for N  1, n  2 and 1  i, j  n, 1  α,β  N . ΩR is the
domain scaled with parameter R and is deﬁned by
ΩR = {y: y = Rx, x ∈ Ω}, R  1. (1.2)
The domain Ω is a C1,1 domain (not necessarily bounded) of Rn . We assume that the coeﬃcients Aαβi j are uniformly











j  λ|ξ |2 for all x ∈ Rn and ξ ∈ RnN . (1.4)
The gradient ∇ is deﬁned by ∇ = (∂1, . . . , ∂n), where ∂i = ∂∂xi .
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pendent of the parameter R  1. For this purpose we introduce a scaling invariant condition under the domain expansion
as follows:





for some r such that n < r ∞.
Throughout this paper, we use the standard notation for Sobolev space Wk,p(Ω), k  0,1  p  ∞ and Hk(Ω) =
Wk,2(Ω). The space Wk,p0 (Ω)(1  p < ∞) is the closure of Ck0(Ω) functions in Wk,p(Ω). We denote by D−1,p
′
(Ω) the
dual space of D1,p0 (Ω), 1 < p < ∞ with 〈·,·〉 being the duality paring of D−1,p
′
(Ω) and D1,p0 (Ω). The homogeneous space




v ∈ L pnn−p (Ω): ‖v‖
D1,p0 (Ω)
= ‖∇v‖Lp(Ω) < ∞, v = 0 on ∂Ω
}
and for n 2 and p  n to
D1,p0 (Ω) =
{
v ∈ L1loc(Ω): ‖v‖D1,p0 (Ω) = ‖∇v‖Lp(Ω) < ∞, v = 0 on ∂Ω
}
.
Indeed, W 1,p0 (Ω) = (Lp ∩ D1,p0 )(Ω), and W 1,p0 (Ω) = D1,p0 (Ω) provided that Ω is bounded. In general the homogeneous
Sobolev space is deﬁned by
Dk, p(Ω) ≡ {v ∈ L1loc(Ω): ‖v‖Dk,p(Ω) = ∥∥∇kv∥∥Lr(Ω) < ∞}, k 1,1 p < ∞.
For the details of homogeneous spaces see [6]. If not speciﬁed, we denote Lp(Rn) by Lp .
In the previous paper [2] the authors showed the following elliptic estimate under the above conditions (1.3), (1.4) and
(1.5).
Theorem 1.1. Suppose that Ω is a bounded domain containing the origin, f ∈ Lq(ΩR) for some q with 2 q < ∞ and A satisﬁes the
conditions (1.3), (1.4) and (1.5). Then there exists a unique solution u ∈ (W 1,q0 ∩ W 2,q)(ΩR) to the boundary value problem
Lu = f in ΩR , u = 0 on ∂ΩR .
Moreover if f ∈ (Lp ∩ Lq)(ΩR) for 1 < p  q and r  p, then the solution u satisﬁes
‖u‖W 2,p(ΩR )
 C
(‖ f ‖Lp(ΩR ) + (‖∇A‖Lr + ‖∇A‖ rr−nLr )‖∇u‖Lp(ΩR ) + ‖u‖Lp(ΩR )). (1.6)
The constant C depends on Λ, λ, N, n, q, p, r, Ω and the modulus continuity of A but not on R.
Theorem 1.1 was modiﬁed slightly as compared with the original one. The case when r = ∞, W 2, p estimate rather than
W 2,q one and the norm ‖∇u‖Lp were involved, which can be achieved without any diﬃculty by using the argument in [2].
One of the main tools of the proof is the invariant Sobolev inequality which can be stated as follows.
Lemma 1.2. (See Lemma 4 of [2].) Assume that Γ is a C1,1 domain in Rn, n  2 and v ∈ Wk,q(Γ ). Let 
 be a number such that
q s qnn−kq if kq < n, q s∞ if kq > n or q s < ∞ if kq = n. Then there exists a constant C depending on Γ , s, n, k, q such that
for any R  1
‖v‖Ls(ΓR )  C‖v‖1−δLq(ΓR )‖v‖δWk,q(ΓR ), (1.7)
where δ = nk (1/q − 1/s) and ΓR is the R-scaled domain of Γ deﬁned by (1.2).
Applying Lemma 1.2 to the interpolation








with C independent of R  1, we get a simpler form
‖u‖W 2,p(ΩR )  C
(‖ f ‖Lp(ΩR ) + (1+ ‖∇A‖Lr ) 2rr−n ‖u‖Lp(ΩR )). (1.8)
Strictly speaking, the right-hand side of the estimates (1.6) or (1.8) is not completely uniform on the parameter R because
we still do not know how to control the norm ‖u‖Lp(ΩR ) . By assuming that f ∈ (D−1,2 ∩ Lq)(ΩR) with n  3 and q  2nn−2 ,
in [2] the authors could remove the term ‖u‖Lp(ΩR ) on the right-hand side of (1.8) for p  2n . This is possible because onen−2
164 Y. Cho et al. / J. Math. Anal. Appl. 382 (2011) 162–171can use the estimate ‖∇u‖L2(ΩR )  C‖ f ‖D−1,2(ΩR ) and Sobolev inequality ‖u‖L 2nn−2 (ΩR )  C‖∇u‖L2(ΩR ) , where the constant C
is independent of R . To treat the case p < 2nn−2 we need to know a gradient estimate below L
2 which is independent of R .
In this paper we will show the following.
Proposition 1.3. If Ω is bounded domain containing the origin, f ∈ (D−1,p ∩ D−1,2)(ΩR) for 1 < p < ∞, p = 2 and A satisﬁes (1.3)
and (1.4), then the solution u ∈ (D1,p0 ∩ D1,20 )(ΩR) to the boundary value problem Lu = f in ΩR , u = 0 on ∂ΩR satisﬁes
‖∇u‖(Lp∩L2)(ΩR )  C‖ f ‖(D−1,p∩D−1,2)(ΩR ), (1.9)
where C is independent of R.
If A is constant, (1.9) can easily be seen. For instance see [7] where the case Ω = B1(0) was considered.
If Ω is the whole or half space or an exterior domain and f ∈ (D−1,p ∩ D−1,2)(Ω), then from the invariant estimate (1.9)
and weak compactness it follows that there exists a unique weak solution u ∈ (D1,p0 ∩ D1,20 )(Ω) such that ‖∇u‖(Lp∩L2)(Ω) 
C‖ f ‖(D−1,p∩D−1,2)(Ω) .
In general one cannot remove the norm ‖ f ‖D−1,2(ΩR ) especially in the case when 1 < p  nn−1 . As a reason we can
take the following example, which is inspired by [8]. Let w0 be |x|−(n−2) for n  3 and 1 + log |x| for n = 2. These are
fundamental solutions of Laplace equation and also the solution of Laplace equation on the exterior of the unit ball B1(0)
with boundary condition w0(x) = 1 at |x| = 1. On the other hand let us consider a compactly supported smooth function
w1 ∈ C∞0 (Rn) which has the value 1 on B1(0). Let us denote w1 by f and w1 − w0 by u. Then u = −1( f ) − |x|−(n−2)
(n 3) or −1( f ) − 1− log |x| (n = 2) and satisﬁes BVP





The gradient of u is in Lp only when p > nn−1 .
Once the estimate (1.9) has been established, by the estimate (1.8) together with invariant Sobolev inequality
‖u‖Lp(ΩR )  C‖∇u‖L npn+p (ΩR )
we obtain the strong elliptic estimate.
Theorem 1.4. Suppose that Ω is bounded domain containing the origin, f ∈ (D−1, npn+p ∩ D−1,2 ∩ Lp ∩ L2)(ΩR) for some nn−1 < p <
2n
n−2 and A satisﬁes the conditions (1.3), (1.4) and (1.5). Then the solution u ∈ (W 1,p0 ∩ W 2,p)(ΩR) to the boundary value problem
Lu = f in ΩR , u = 0 on ∂ΩR satisﬁes
‖u‖W 2,p(ΩR )  C
(‖ f ‖Lp(ΩR ) + (1+ ‖∇A‖Lr ) 2rr−n ‖ f ‖
(D
−1, npn+p ∩D−1,2)(ΩR )
)
for r  p, where C is independent of R.
A direct application of Theorem 1.4 is to show the existence and elliptic estimate of solution to BVP on an unbounded
domain Ω .
Corollary 1.5. Assume that Ω is the whole or half space, or an exterior domain of bounded set with C1,1 boundary. Let f ∈ (D−1, npn+p ∩
D−1,2 ∩ Lp ∩ L2)(Ω) for nn−1 < p < 2nn−2 and A be an elliptic coeﬃcient satisfying (1.3), (1.4) and (1.5) with r  p. Then there exists
a unique solution u ∈ (D1,
np
n+p
0 ∩ D1,20 ∩ W 2, p ∩ D2,2)(Ω) of the elliptic system Lu = f with the boundary conditions that u = 0 on
∂Ω and u(x) → 0 as |x| → ∞. Furthermore, u satisﬁes that
‖u‖W 2, p(Ω)  C





The proof is almost the same as that of the proof of Theorem 4 in [2]. So we omit the details.
Now we apply Theorem 1.4 to the Lamé system Lu = f , n = N  3 deﬁned by
Lu = −div(2μ1du) − ∇(μ2 divu),
where u = (u1, . . . ,un), du is the deformation tensor deﬁned by 12 (∇u + ∇T u) and ∇T u is the transpose of ∇u. Since the
operator does not satisfy the strong ellipticity condition (1.4), one cannot apply Theorem 1.4 directly. However if we assume
that μ1, μ2 are uniformly continuous on Rn





2 ∩ Lr)(Rn) for n < r ∞, (1.11)
then L is regarded as a perturbation of strongly elliptic operator and thus we get the following.




Then the solution u ∈ (W 1,p0 ∩ W 2,p)(ΩR) to the boundary value problem Lu = f in ΩR , u = 0 on ∂ΩR satisﬁes that
(i) if r  p and nn−2 < p <
2n
n−2 , then
‖u‖W 2,p(ΩR )  C‖ f ‖(D−1, npn+p ∩D−1,2∩Lp)(ΩR )
+ CM(n/2, r)(‖ f ‖D−1,2(ΩR ) + ‖∇u‖Lp(ΩR ))
+ CM(r, r) rr−n ‖∇u‖Lp(ΩR ), (1.12)
where C is independent of R  1;
(ii) if r  p, nn−2 < p <
2n
n−2 and p  2, then
‖u‖W 2,p(ΩR )  C‖ f ‖(D−1, npn+p ∩D−1,2∩Lp)(ΩR )
+ C(M(n/2, r) + M(r, r) rr−n )n(1/2−1/p∗)‖ f ‖D−1,2(ΩR ), (1.13)
where C is independent of R  1 and p∗ = npn−p for p < n and p∗ = ∞ for p  n.
The case when μ1 and μ2 are constants were treated in [3,4]. In [2] the authors considered an operator of small
perturbation of constant type. For the Stokes operator we refer the readers to [5].
If we have an invariant gradient estimate for the Lamé operator L as in (1.9), we can extend the range of p up to nn−1
and remove the term ‖∇u‖Lp(ΩR ) . But this is not a simple problem and we will not pursue it in this paper. The reduction of
p is due to the estimate of ‖∇u∇μ1‖
D
−1, npn+p (ΩR )
. If p > nn−2 , then we can use duality argument to handle it. By induction
one can treat easily the case 2nn−2  p < ∞ as Theorem 2 and Theorem 4 of [2].
By Corollary 1.5, we can take limit as R → ∞. Thus we get an elliptic estimate of Lamé operator on unbounded domain.
More precisely, for an unbounded domain Ω; the whole or half space, or an exterior domain of bounded set with C1,1
boundary if f ∈ (D−1, npn+p ∩ D−1,2 ∩ Lp)(Ω) for nn−2 < p < 2nn−2 and p  2, then there exists a unique solution u ∈ (D
1, npn+p
0 ∩
D1,20 ∩ W 2, p)(Ω) of the elliptic system Lu = f with the boundary conditions that u = 0 on ∂Ω and u(x) → 0 as |x| → ∞.
Furthermore, u satisﬁes that
‖u‖W 2, p(Ω)  C‖ f ‖
(D
−1, npn+p ∩D−1,2∩Lp)(Ω)
+ C(M(n/2, r) + M(r, r) rr−n )n(1/2−1/p∗)‖ f ‖D−1,2(Ω).
2. Gradient estimate independent of domain expansion
In this section we show the estimate (1.9) by adapting the method of [1]. Since f ∈ (D−1,p ∩ D−1,2)(ΩR), there exists a
matrix-valued function F ∈ (Lp ∩ L2)(ΩR) such that div F = f and
‖F‖(Lp∩L2)(ΩR )  C‖ f ‖(D−1,p∩D−1,2)(ΩR ).
For instance see Lemma 2.2 of [8] in which an estimate on exterior domain was treated but the same argument is available
for bounded domain. By a scaling argument one can show that the constant C does not depend on R . So, for the proof of
(1.9) we have only to consider BVP (Lu = div F in ΩR and u = 0 on ∂ΩR ) and to show the inequality
‖∇u‖Lp(ΩR )  C‖F‖(Lp∩L2)(ΩR ) (2.1)
with C independent of R . By duality we only consider the case p > 2. Without loss of generality, we may assume that R is
suﬃciently large. The size of R will be chosen later.
Now let us introduce two deﬁnitions from [1].







∣∣Aαβi j (x) − Aαβi j Bs(y)∣∣2 dx δ2,
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Deﬁnition 2. We say Ω is (δ,ρ)-Reifenberg ﬂat if for every x ∈ ∂Ω and every s ∈ (0,ρ], there exists a coordinate system
{y1, y2, . . . , yn}, which can depend on s and x so that x = 0 in this coordinate system and that
Bs(0) ∩ {yn > δs} ⊂ Bs(0) ∩ Ω ⊂ Bs(0) ∩ {yn > −δs}.
Since our coeﬃcient A is uniformly continuous, for any δ > 0 there exists a ρ0 = ρ0(δ) > 0 such that Aαβi j are (δ,ρ0)-
vanishing. Also the smoothness of domain Ω implies that for any suﬃciently small δ > 0 there exists a ρ1 > 0 such that
Ω is (δ,ρ1/R)-Reifenberg ﬂat. By scaling this implies that ΩR is (δ,ρ1)-Reifenberg ﬂat. Let us denote by ρ the minimum
value between ρ0 and ρ1. Then for any suﬃciently small δ > 0, A
αβ
i j is (δ,ρ)-vanishing and ΩR is (δ,ρ)-Reifenberg ﬂat. We
should emphasize here again that δ and ρ do not depend on R .












, x ∈ Ω 30R
ρ
,
Aραβi j (x) = Aαβi j (ρx/30), x ∈ Rn,
where 
 > 1. Then uρ
 is a weak solution to the BVP (L
ρu = div Fρ
 in Ω 30Rρ and u = 0 on ∂Ω 30Rρ ). Here L
ρ is the elliptic
operator with L replaced by Aραβi j and the scaled domain Ω 30Rρ





























The choice of above 
 is always possible because the weak solution uρ
 satisﬁes∥∥∇uρ
 ∥∥L2(Ω30R/ρ )  C(λ,Λ,n,N)∥∥Fρ
 ∥∥L2(Ω30R/ρ ). (2.3)




. Then by adapting the proof of gradient estimate of [1] we are led to
the level set estimate that for any ε > 0 there exists a δ > 0 such that
∣∣{x ∈ Ω30R/ρ : ∣∣∇uρ




 |> t4 }
∣∣∇uρ
 ∣∣2 dx+ 1δ2
∫
{x∈Ω30R/ρ : |Fρ





for each t > 1, where n0 is a positive constant depending only on n,N, λ,Λ and n1 = 2310n3n−1n20(1−δ)n . We postpone the details of
proof of (2.4) to Section 3.
Now we are ready to estimate ‖∇uρ
 ‖pLp(Ω30R/ρ ) . From basic measure theory we have that
∥∥∇uρ




∣∣{x ∈ Ω30R/ρ : ∣∣∇uρ
 ∣∣> t}∣∣ds = I1 + I2, (2.5)
where










∣∣{x ∈ Ω30R/ρ : ∣∣∇uρ
 ∣∣> t}∣∣dt.






















∣∣{x ∈ Ω30R/ρ : ∣∣∇uρ
 ∣∣> 2n0t}∣∣dt









 |> t4 }
∣∣∇uρ
 ∣∣2 dx+ 1δ2
∫
{x∈Ω30R/ρ : |Fρ





Making a change of variables and using the identity that for any bounded measurable set Γ and any measurable function g
















 ∥∥pLp(Ω30R/ρ ), (2.7)
where C1 and C2 depend only on λ, Λ, n, N , p. Without loss of generality we may assume that δ < 1/2. Thus substituting
the estimates (2.6) and (2.7) into (2.5), we have
∥∥∇uρ
 ∥∥pLp(Ω30R/ρ )  C0 + 2nC1ε2∥∥∇uρ





Choosing ε to be 2nC1ε2 < 1 (and thus δ is ﬁxed), we have∥∥∇uρ
 ∥∥Lp(Ω30R/ρ )  C3(∥∥Fρ
 ∥∥Lp(Ω30R/ρ ) + 1),









 ∥∥Lp(Ω30R/ρ )  C3
(∥∥Fρ







If now we drop the subscript 
 and make the change of variables x → ρx/30, then we ﬁnally get the desired estimate (2.1).
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In this section we prove (2.4) by following the same line as in [1].
3.1. Preliminaries
Let us denote Ω 30R
ρ
, Aρ , uρ
 /t and F
ρ

 /t for ﬁxed t > 1 by Ω˜ , A˜, u˜ and F˜ , respectively. Then Ω˜ is (δ,30)-Reifenberg ﬂat
and A˜ is (δ,30)-vanishing. Let E(1) = {y ∈ Ω˜: |∇u˜(y)| > 1} and
E(y, s) =









Under the above setting we have the following covering lemma.
Lemma 3.1. (See Lemma 2.3 of [1].) There exists a family of disjoint {Ω˜ ∩ Bsk (yk)} with yk ∈ E(1) and 0 < sk = s(yk) 1 such that
E(yk, sk) = 1, E(yk, s) < 1 (s > sk), E(1) ⊂
⋃
k1
Ω˜ ∩ B5sk (yk).
We also get estimates for members of covering from Lemma 3.1.
Lemma 3.2. (See Lemma 2.4 of [1].)
1
2









The covering lemmas above lead us to the scaling estimates of two types. We ﬁrst consider an interior estimate.
Lemma 3.3. (See Lemma 3.2 of [1].) Suppose that B10sk (yk) ⊆ Ω˜ . Then for any ε > 0, there exists a small δ = δ(ε) > 0 such that if
















|˜F |2 dx δ2,






A˜αβi j B10sk (yk)∂ j v
β
k










∣∣∇ (˜u − vk)∣∣2 dx ε2.
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yk = xk (3.1)
that
B+30sk (0) ⊂ Ω˜ ∩ B30sk (xk) ⊂ B30sk (0) ∪ {xn > −60skδ} (3.2)
and
Ω˜ ∪ B5sk (xk) ⊂ Ω˜ ∪ B15sk (0) ⊂ Ω˜ ∩ B30sk (xk), (3.3)
where B+s (y) = Bs(y) ∩ {yn > 0}. Then for the boundary estimate we have the following.
Lemma 3.4. (See Lemma 3.4 of [1].) Suppose that B10sk (yk)  Ω˜ . Then for any ε > 0 there exists a small δ = δ(ε) > 0 such that if
u˜ ∈ H10(Ω˜) is the weak solution of L˜u˜ = div F˜ in Ω˜ and u˜ = 0 on ∂Ω˜ in the geometric setting (3.1), (3.2) and (3.3) and with the
normalization conditions
1
|Ω˜ ∩ B30sk (xk)|
∫
Ω˜∩B30sk (xk)
∣∣ A˜αβi j − A˜αβi j Ω˜∩B30sk (xk)∣∣2 dx δ2,
1






|Ω˜ ∩ B30sk (xk)|
∫
Ω˜∩B30sk (xk)
|˜F |2 dx δ2,










)= 0 in B+30sk (0) (3.4)









∣∣∇ (˜u − vk)∣∣2 dx ε2, (3.6)
where vk is extended by zero from B
+
30sk
(0) to Ω˜ ∩ B30sk (0).
3.2. Proof of (2.4)
We are now ready to prove the inequality (2.4). At ﬁrst we consider the case B10sk (yk)  Ω˜ . Then from the geometric
setting (3.1), (3.2) and (3.3) it follows that under the hypothesis of Lemma 3.4 there exists a weak solution vk ∈ H1(B30sk (0))
of (3.4) satisfying (3.5) and (3.6). Thus we have
S1k ≡
∣∣{x ∈ Ω˜ ∩ B5sk (xk): |∇u˜| > 2n0}∣∣

∣∣{x ∈ Ω˜ ∩ B15sk (0): |∇u˜| > 2n0}∣∣

∣∣{x ∈ Ω˜ ∩ B15sk (0): ∣∣∇ (˜u − vk)∣∣> n0}∣∣
+ ∣∣{x ∈ Ω˜ ∩ B15sk (0): |∇vk| > n0}∣∣,
where n0 = max(1/2,m1). From (3.5) we see that the second term on the right-hand side of the last inequality vanishes. By
the estimate (3.6) and the geometric condition of Ω˜ we then obtain that











|Ω˜ ∩ Bsk (xk)|
∣∣Ω˜ ∩ Bsk (xk)∣∣
 n1
2
∣∣Ω˜ ∩ Bsk (xk)∣∣.










for B10sk (yk)  Ω˜ .
If B10sk (yk) ⊆ Ω˜ , then by setting S2k = |{x ∈ B5sk (yk): |∇u˜| > 2n0}| and using Lemma 3.3 we can proceed with exactly




























Invoking the deﬁnition of u˜ and F˜ , we obtain the desired estimate (2.4).
4. Lamé system













Aαβi j (x) = μ1(x)δα,βδi, j + (μ1 + μ2)(x)δα,iδβ, j.






j = μ1|ξ |2 + (μ1 + μ2)(Tr ξ)2  λ|ξ |2
and thus L0 is strongly elliptic. If u ∈ (W 1,p0 ∩ W 2,p)(ΩR) is a solution to BVP (Lu = f in ΩR and u = 0 on ∂ΩR ), then u is
the solution of the equation L0u = f +(L0− L)u, where the difference (L0− L)u consists of only the terms involving ∇u∇μ1,
∇u∇μ2, divu∇μ1 and divu∇μ2. Since f ∈ (D−1,
np
n+p ∩ Lp ∩ L2)(ΩR), from Theorem 1.1 and Proposition 1.3 it follows that
‖u‖W 2,p(ΩR )  C
∥∥ f + (L0 − L)u∥∥Lp(ΩR )
+ C(M(r, r) + M(r, r) rr−n )‖∇u‖Lp(ΩR ) + C‖u‖Lp(ΩR )
 C‖ f ‖Lp(ΩR ) + M(r, r)‖∇u‖L rpr−p (ΩR )
+ C(M(r, r) + M(r, r) rr−n )‖∇u‖Lp(ΩR )
+ C∥∥ f + (L0 − L)u∥∥ −1, npn+p −1,2 . (4.1)(D ∩D )(ΩR )




we apply the inequality (1.7) to the case when q = p, s = rpr−p , k = 1 and Γ = Ω . Since p < rpr−p <














For the norm ‖(L0− L)u‖
(D
−1, npn+p ∩D−1,2)(ΩR )
we have only to consider the norm ‖∇u∇μ1‖
(D
−1, npn+p ∩D−1,2)(ΩR )
. Since nn−2 <
p < 2nn−2 , by embedding (actually by duality) we have
‖∇u∇μ1‖
(D




n+2p ∩L 2nn+2 )(ΩR )
.
And by Hölder inequality and trivial estimate ‖∇u‖L2(ΩR )  C‖ f ‖D−1,2(ΩR ) we obtain
‖∇u∇μ1‖
(D
−1, npn+p ∩D−1,2)(ΩR )





(‖∇u‖Lp(ΩR ) + ‖ f ‖D−1,2(ΩR )), (4.3)
where C is independent of R  1. Substituting (4.2) and (4.3) into (4.1) and then using Young’s inequality, we obtain the
desired estimate (1.12).
If 2 p < 2nn−2 , then 2 p < p∗ . Let θ = (1/2− 1/p)/(1/2− 1/p∗). Then by Lemma 1.2
‖∇u‖Lp(ΩR )  C‖∇u‖1−θL2(ΩR )‖∇u‖
θ
W 1,p(Ω)  C‖ f ‖1−θD−1,2(ΩR )‖∇u‖
θ
W 1,p(Ω).
Substituting this into (1.12) we get
‖u‖W 2,p(ΩR )  C‖ f ‖(D−1, npn+p ∩D−1,2∩Lp)(ΩR ) + CM(n/2, r)‖ f ‖D−1,2(ΩR )
+ C(M(n/2, r) + M(r, r) rr−n )‖ f ‖1−θ
D−1,2(ΩR )
‖∇u‖θW 1,p(Ω).
Young’s inequality yields (1.13).
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