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NGS next generation sequencing visokozmogljivo sekvenciranje

Povzetek
V diplomskem delu smo uporabili razlicˇne metode strojnega ucˇenja za uvr-
sˇcˇanje virusnih zaporedij v ustrezne taksonomske skupine. Z dostopanjem
do podatkovne zbirke NCBI, ki hrani biolosˇke in biotehnolosˇke podatke, smo
najprej sestavili celotno taksonomsko strukturo znanih virusnih zaporedij.
Podatke smo ustrezno filtrirali in tako zgradili mnozˇico ucˇnih primerov. Nato
smo uporabili klasicˇne metode strojnega ucˇenja in metodo strukturiranega
napovedovanja in ovrednotili uspesˇnost napovedovanja v taksonomske sku-
pine. V delu smo preucˇili, kateri nacˇini opisovanja genomskih zaporedij so
najprimernejˇsi. Opis genomskih zaporedij s k-terkami ne zajame vseh po-
drobnosti genomov, zato so najboljˇsi dosezˇeni rezultati le nekoliko boljˇsi od
vecˇinskega klasifikatorja. Predznanje o evolucijski povezanosti taksonomskih
skupin nekoliko izboljˇsa napovedi modelov, ki to znanje lahko uporabijo.
Kljucˇne besede: strojno ucˇenje, klasifikacija, metoda podpornih vektorjev,
nakljucˇni gozdovi, virusna zaporedja, strukturirano strojno ucˇenje.

Abstract
In this diploma thesis our goal was to classify viral sequences into taxonomic
groups by using different machine learning methods. We assembled the taxo-
nomic structure by collecting data from NCBI web site. To clean the data we
applied several filtering steps. We then evaluated the predictive performance
of classical and structured machine learning methods on the task of classifi-
cation in taxonomy groups. We wanted to determine the most suitable way
to describe genomic sequences. Using k-mers to describe the genomic compo-
sition yielded poor predictive models, with best performance slightly above
the performance of the majority classifier. Methods, which are able to use
prior knowledge on the taxonomic relationships between classes, performed
slightly better than methods, which did not use such information.
Keywords: machine learning, classification, support vector machine, ran-




Virusi so del vseh ekosistemov, kjer mikrobi poganjajo kljucˇne energetske in
osnovne transformacije, vkljucˇno z oceani, cˇlovesˇko populacijo ter industrij-
skimi fermentacijami [9].
Ljudje se od nekdaj spopadamo z virusi, saj nam v vecˇini primerov le-
ti predstavljajo grozˇnjo. Virusi so zelo majhni patogeni. Ker sami nimajo
celicˇnih mehanizmov za lastno reprodukcijo, se reproducirajo v celicah zˇivih
bitij. Okuzˇijo lahko vse vrste organizmov - tako arheje kot tudi bakterije,
glive, rastline, zˇivali in ljudi [17].
Ta prabitja so na nasˇem planetu od samega zacˇetka zˇivljenja. Glede na
to, da so nekatere vrste prezˇivele vse do danes, so se morale na drugacˇno
zˇivljenje prilagajati z mutacijami. Zaradi mutacij se pojavljajo drugacˇna
genomska zaporedja, lahko tudi povsem novi virusi, kar predstavlja glavno
tezˇavo pri uvrsˇcˇanju. V vecˇini primerov s sekvenciranjem pridobimo zgolj
delcˇke genoma dolocˇenega virusa, ki ga zˇelimo cˇim natancˇneje uvrstiti v
taksonomsko skupino.
Podrocˇje klasifikacije virusov je relativno aktivno, razvijajo se novi pri-
stopi ter aplikacije, ki na podlagi krajˇsih delov genoma uvrsˇcˇajo zˇe zelo
uspesˇno. Eden najnovejˇsih programov je naprimer VirSorter, ki uspe s 100%
natancˇnostjo in obcˇutljivostjo≥ 95% identificirati virusne signale v zdruzˇenih
zaporedjih dolgih zgolj nekaj 10K baz [9]. Zanimiv pripomocˇek za detekcijo
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virusov je tudi program VirFind. Z njim lahko iˇscˇemo po neznanih genom-
skih zaporedjih, dolocˇimo in filtriramo vhodne podatke ter iz njih pripravimo
datoteke za nadaljnjo obdelavo. Algoritem za program je bil razvit z uporabo
NGS (angl. next generation sequencing) [2]. Z NGS lahko hitro resekvenci-
ramo celoten genom rastline ali pa vzorcˇimo transkriptome bolj ucˇinkovito,
globlje in cenejˇse [10].
Implementacija tako obsezˇnega programa bi bila cˇasovno zahtevna in tako
bolj primerna za viˇsje stopnje. Zato smo se odlocˇili, da za diplomsko nalogo
vzamemo zgolj del celotnega postopka - klasifikacija virusov v taksonomske
skupine.
Iz podatkov, ki so na voljo v podatkovni bazi NCBI, gradimo napove-
dne modele, s katerimi klasificiramo viruse v taksonomske skupine. Za vsak
virus, kateremu je dolocˇen celoten genom, iz podatkovne baze NCBI naj-
prej pridobimo njegovo taksonomsko pripadnost (red, druzˇino, poddruzˇino,
rod in vrsto). Nato za vsak virus pridobimo ustrezne atribute iz sekvencˇnih
podatkov, ki jih imamo na voljo. V nasˇem primeru smo se odlocˇili za opis
genomskega zaporedja s k-terkami, kjer je k ∈ [1, 7] ter za opis frekvenc
pojavitve posameznih kodonov (to je, zaporedij treh baz, ki se pojavijo v
kodirajocˇem delu genov).
Eden vecˇjih izzivov uporabe pristopov podatkovnega rudarjenja, sˇe pose-
bej na biolosˇkih podatkih, je priprava ustreznega nabora atributov. Biolosˇki
podatki obicˇajno vsebujejo precej sˇuma. Zaradi tega so lahko zelo specificˇni,
kar otezˇi iskanje zakonitosti v njih. Za uspesˇnejˇse rezultate modeliranja mo-
ramo zato najprej dolocˇiti najbolj informativen nabor atributov.
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1.1 Cilji diplomske naloge
V diplomski nalogi zˇelimo odgovoriti na naslednja vprasˇanja:
1. Ali lahko z metodami strojnega ucˇenja zgradimo napovedni model za
uvrsˇcˇanje virusnih zaporedij v taksonomijo?
2. Kateri opis genomskih zaporedij je najbolj ustrezen?
3. Ali je metoda za strukturirano napovedovanje, implementirana v
PyStruct, primerna za uvrsˇcˇanje virusnih zaporedij?
4. Ali predznanje o taksonomski povezanosti virusov pirpomore k boljˇsi
napovedi?
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Poglavje 2
Podatki
Podatki so pridobljeni iz podatkovne baze na spletni strani NCBI , ki vsebuje
vecˇ prosto dostopnih podatkovnih baz z biotehnolosˇkimi in biomedicinskimi
podatki. Za zapis genomskih zaporedij uporabljajo format GenBank. Baze
podatkov so razdeljene na vecˇ sklopov - nukleotidi, taksonomije, proteini ipd.
Za nasˇ problem smo cˇrpali podatke iz podatkovne baze o nukleotidih [14].
Podatke smo prenesli v formatu GenBank. GenBank je prosto dostopna
podatkovna baza sekvenc, pripisov njihovih funkcij in njihovih proteinskih
translacij. NCBI skrbi za azˇurnost podatkov, ki jih sprejema od laboratorijev
iz vsega sveta, in tako vsebuje podatke o zˇe vecˇ kot 100000 razlicˇnih orga-
nizmih. V zadnjih 30 letih je to postala najpomembnejˇsa podatkovna baza
za raziskovanje v skoraj vseh biolosˇkih sferah [13]. V nasˇem delu smo upo-
rabili ta format zaradi boljˇse strukturiranosti podatkov. Za implementacijo
smo uporabili tudi knjizˇnico BioPython [1]. Knjizˇnica ima implementiran
bralnik formata GenBank, kar omogocˇa enostaven dostop do vseh podatkov
v formatu in njihovo obdelavo.
Iz pridobljenih podatkov smo pripravili taksonomsko strukturo glede na
druzˇine, rodove in vrste virusov. Vseh zapisov je bilo 4909 (6. september
2015), od tega je bilo primerov v listih (pred pripravo) 2774, vseh taksonom-
skih enot pa 558.
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2.1 Priprava taksonomije virusov
Iz pridobljenih podatkov smo pripravili taksonomsko strukturo celotnega na-
bora podatkov. Zaradi izredno velike razprsˇenosti podatkov, predvsem pa
velikega sˇtevila razredov je bilo potrebno del podatkov urediti, del pa zdruzˇiti
v vecˇje skupine.
2.1.1 Urejanje podatkov
Po pregledu taksonomske strukture podatkov, s katerimi operiramo, smo na-
redili seznam razredov, katere smo izlocˇili v koncˇnem naboru: bakterije (angl.
bacteria), neklasificirane (angl. unclassified) ter nerazvrsˇcˇene (angl. unas-
signed). Ker smo zˇeleli uvrsˇcˇati viruse, smo izkljucˇili bakterije, saj bi nam
podatki o bakterijah vnasˇali sˇum v nabor podatkov. Taksonomske skupine
bakterij smo popolnoma odstranili. Delezˇ bakterij je skupno predstavljal
0, 47% podatkov.
Za izlocˇitev neklasificiranih ter nerazvrsˇcˇenih razredov pa smo se odlocˇili
zˇe zaradi imen, ker ne zˇelimo napovedovati razrede, katerih na NCBI sˇe niso
uspeli nedvoumno dolocˇiti. Taksˇnih primerov ne odstranimo iz podatkovnega
nabora ampak jih razvrstimo v starsˇe. Vecˇina nerazvrsˇcˇenih ter neklasificira-
nih primerov se je znasˇla prav v koncˇnih vozliˇscˇih in nam s tem zelo razsˇirila
sˇtevilo razredov. Ker bi nam v nadaljevanju to otezˇilo napovedovanje, smo
jih odstranili. Pred urejanjem je bilo vseh razredov 558, kar smo znizˇali na
454.
2.1.2 Filtriranje glede na sˇtevilo primerov v listih ter
glede na dolzˇino sekvence primera
V podatkovnem naboru je bilo nekaj razredov, ki so bili zastopani z izredno
malo primeri. Ker bi bila napoved z nizkim sˇtevilom primerov tezˇja in po-
sledicˇno uspesˇnost slabsˇa, smo sˇtevilo primerov v razredu omejili. Razrede z
manj kot 10 primeri smo odstranili in jih prestavili v novo ustvarjeni razred
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ostali (angl. rest). Po zdruzˇevanju razredov v nov razred ostali, smo imple-
mentirali sˇe odstranjevanje edincev. Tako smo zmanjˇsali globino dolocˇene
veje in sˇtevilo napovednih razredov.
Ker obstajajo tudi primeri, kjer so sekvence izredno dolge (tudi po milijon
znakov), smo nastavili sˇe zgornjo mejo dolzˇin sekvenc. Iz slike 2.1 je razvidno,
da primeri z daljˇsimi sekvencami od 200000 baz predstavljajo 1, 99% vseh
primerov v listih.
Po vseh zgoraj opisanih postopkih (zdruzˇevanjem premajhnih razredov,
odstranjevanjem edincev in ponovitvijo teh dveh korakov po odstranjevanju
predolgih sekvenc) smo sˇtevilo razredov zmanjˇsali na 120. Urejanje celotne
taksonomije iz zacˇetnega v koncˇno stanje je prikazano na sliki 2.2. Meja
za obstanek razreda je vsaj 10 elementov. Vozliˇscˇa, ki so zastopana v pre-
majhnem sˇtevilu (npr. atadenovirus in siadenovirus) smo prestavili v novo
vozliˇscˇe ostali (angl. rest). Znotraj aviadenovirus smo najprej odstranili
uncalssified aviadenovirus. To je korak urejanja, ki ga opisujemo v 2.1.1.
Nato smo zacˇeli z zdruzˇevanjem vozliˇscˇ, ki niso zastopana v dovolj velikem
sˇtevilu. Vozliˇscˇa fowl aviadenovirus b, goose aviadenovirus a ter ostala, ki
imajo premalo elementov, smo najprej prestavili v novo vozliˇscˇe ostali. Ker
je vozliˇscˇe ostali znotraj aviadenovirus edinec, smo ga odstranili in s tem
zmanjˇsali globino.
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Slika 2.1: Graf distribucije dolzˇin sekvenc. Na x-osi so dolzˇine sekvenc, na
y-osi pa frekvence pojavitev dolocˇene dolzˇine. Graf je narisan v logaritemski
lestvici. Rdecˇa cˇrta prikazuje najdaljˇse sˇe obravnavano genomsko zaporedje.
















































































































































































































































































































































































































Slika 2.2: Delna struktura taksonomije. Cˇrna vozliˇscˇa ostanejo, siva so od-
stranjena zaradi premalo primerov, rdecˇa pa zaradi kriterijev urejanja po-
datkov.
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2.2 Priprava genomskih zaporedij virusov
Podatke, ki smo jih pridobili do sedaj, je bilo potrebno dodatno pretvoriti:
1. pretvoriti genomska zaporedja v atributni zapis,
2. pretvoriti razrede v vecˇznacˇni zapis,
3. pripraviti podatke za uporabo v napovednih modelih.
2.2.1 Pretvorba genomskih zaporedij v atributni zapis
Priprava kvalitetnih atributov je kljucˇnega pomena pri strojnem ucˇenju. Za
zacˇetek smo si pripravili atribute s sˇtetjem k-terk znotraj vsake sekvence,
kjer je k = [1, 7]. Sˇteli smo prekrivajocˇe k-terke nukleotidov A, T, C in
G. Tako smo dobili strukturo k-terk v dolocˇeni sekvenci. Ucˇenje je tako
temeljilo na primerjavi in opisovanju podobnosti sestave genomov. Ker smo
zˇeleli odstraniti vpliv velikosti sekvenc, smo vsako od vrstic tudi normalizirali





Normalizacija delno omili razlike, ki nastanejo zaradi razlicˇnih velikosti se-
kvenc oz. virusnih genomov.
Primer. Imamo virus A, ki ima sekvenco dolzˇine 100, razporeditev nu-
kleotidov pa je enakomerna (torej vsak od k-terk zavzema delezˇ 25%) in virus
B, ki ima sekvenco dolzˇine 1000 z enako razporeditvijo nukleotidov kot A.[
25 25 25 25
250 250 250 250
]
Brez normalizacije vrstice, bi v metodo skaliranja vkljucˇili zgornjo ma-
triko. Rezultat oz. izhod pa bi bil naslednji:[
0, 1 0, 1 0, 1 0, 1
1 1 1 1
]
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Na ta nacˇin smo porusˇili prvotno razmerje k-terk, saj matrika trdi, da si
virusa glede strukture k-terk nista podobna. To seveda ne drzˇi, saj vemo, da
je razporeditev enaka.
Normalizacija po vrsticah s formulo 2.1, pred skaliranjem podatkov nam
da naslednjo matriko: [
0, 25 0, 25 0, 25 0, 25
0, 25 0, 25 0, 25 0, 25
]
Ker sta vrstici pred skaliranjem identicˇni, bosta taki tudi po skaliranju. Tako
smo zagotovili, da se zacˇetna razporeditev k-terk ohrani. Posledicˇno so tudi
rezultati napovednih algoritmov bolj tocˇni. 
Razlicˇni organizmi in celo geni istega organizma, se lahko zelo razliku-
jejo glede na sestavo kodonov. Kodon je zaporedje treh baz, ki se nahaja v
kodirajocˇem delu gena, in dolocˇa aminokislino, ki se bo pojavila v proteinu.
Protein je tako zaporedje aminokislin, ki ga dolocˇa genski zapis. Vecˇ razlicˇnih
kodonov lahko dolocˇa isto aminokislino. Tovrstne razlike v preferenci izbire
med redundantnimi kodoni so posledica evolucijskih procesov (selekcija, mu-
tacija, kot tudi genska izguba) [8]. Zgodovina evolucije dolocˇenega genoma
je tako tesno povezana s sestavo kodonov. Zato smo med atribute vkljucˇili
tudi taksˇne, s katerimi opiˇsemo preferenco do posameznih kodonov.
Pogostost kodonov smo prebrali iz zapisov kodirajocˇih regij CDS (angl.
coding sequence). Podatke o CDS pa smo pridobili v formatu GenBank.
Kodone sˇtejemo z naslednjo psevdokodo:
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1 data = [ ]
2 for each genome G i :
3 kmer f r eqs = {}
4 for each gene g i in genome G i :
5 CDS seq = concatenate a l l CDS ( g i )
6 while CDS seq :
7 codon = CDS seq [ : 3 ]
8 a s s e r t l en ( codon ) == 3
9 kmer f r eqs [ codon ] = kmer s f r eq s . get ( codon , 0) + 1
10 CDS seq = CDS seq [ 3 : ]
11 data . append ( c o r r e c t l y o r d e r ( kmer f r eqs ) )
Premikamo se po 3 baze v zaporedju CDS posameznega gena in sˇtejemo
pojavitve trojk. Frekvence pojavitev hranimo v slovarju kmer freqs. Trojke
nato v metodi correctly order ustrezno uredimo, da ustrezajo zgolj naboru
trojk iz nukleotidov A, T, C in G ter jih dodamo v spremenljivko data. Tudi
te podatke, tako kot podatke o k-terkah, normaliziramo po vrsticah s formulo
2.1.
V atributni zapis dodamo sˇe dolzˇino celotne sekvence. S tem podatkom
ucˇnim algoritmom podamo informacijo o velikosti genoma, kar smo sicer z
normalizacijo k-terk implicitno odstranili.
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2.2.2 Pretvorba v vecˇznacˇni zapis
V nasˇi problemski domeni smo z vecˇ iteracijami, filtriranji in urejanjem po-
datkov uspeli zmanjˇsati sˇtevilo razredov. Koncˇnih razredov je 120, zato
binarna klasifikacija ne pride v posˇtev. Ker smo zˇeleli napovedovati oz.
pri ucˇenju uporabiti tudi celotno taksonomijo, smo vse razrede pretvorili
v vecˇznacˇni zapis (angl. multilabel).
1 def get path row ( node , p a th a t t r i bu t e s ) :
2 path = node . s p l i t ( ”−>” ) [ 1 : ]
3 i f ” r e s t ” in path :
4 i f ” r e s t ” != path [ −1 ] :
5 ValueError ( ” r e s t i s not l i s t node . ” )
6 path [−1] = path [−2] + ”−>” + path [−1]
7
8 vec to r = np . array ( [ 1 i f a t t r in path else 0
9 for a t t r in pa th a t t r i bu t e s ] ,
10 dtype=np . f l o a t 3 2 )
11
12 i f sum( vec to r ) != l en ( path ) :
13 print ”problems in get path row . . . ”
14
15 return vec to r
Zaradi tezˇav z uporabo metode MultiLabelBinarizer iz knjizˇnice scikit-learn,
smo implementirali lastno metodo za pretvorbo v vecˇznacˇni zapis. Metoda na
podlagi taksonomske pripadnosti ustvari vektor, kjer stolpci predstavljajo vsa
vozliˇscˇa. Za vsako precˇkanje dolocˇenega notranjega vozliˇscˇa v taksonomski
pripadnosti virusa, to oznacˇimo v spremenljivki vector s sˇtevilom 1.
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Primer. Cˇe primer virus - dsdna virus predstavlja razred 1, primer virus









Stolpci v matriki so trije, ker predstavljajo vozliˇscˇa virus, dsdna virus in ssrna
virus, vrednosti v posamezni vrstici pa precˇkanje vozliˇscˇa od korenskega do
koncˇnega vozliˇscˇa. 
2.2.3 Priprava podatkov za uporabo v napovednih mo-
delih
Vecˇina uporabljenih atributov temelji na sˇtetju, zato so podatki praviloma
vecˇji od 1. Taki podatki lahko v metodi, ki ni skalirno invariantna, prive-
dejo do tezˇav. Primer taksˇne metode je SVM. Zaradi tega je priporocˇljivo
skaliranje vsakega atributa na interval [0, 1] ali [−1,+1] [7]. Podatke smo





Xscaled = Xstd ∗ (feature rangemax− feature rangemin) + feature rangemin
(2.3)
V nasˇem delu smo uporabili privzeti skalirni interval [0, 1].
Poglavje 3
Metode
Kljucˇni del diplomske naloge je uporaba metod strojnega ucˇenja in metod
odkrivanja znanj iz podatkov za modeliranje in napovedovanje na podlagi
pripravljenih ucˇnih podatkov. Osnovno vodilo strojnega ucˇenja je opisovanje
vzorcev v podatkih [18]. Za resˇevanje nasˇega problema smo uporabili nadzo-
rovane metode strojnega ucˇenja za klasifikacijo. Tu se zˇelimo naucˇiti funkcijo
oziroma model, ki dani primer (genomsko zaporedje) preslika v enega izmed
vnaprej dolocˇenih razredov [3].
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3.1 Standardni napovedni modeli
V standardnih napovednih modelih smo uporabili podatke, v katerih nismo
eksplicitno zapisali predznanja o taksonomiji. Uporabili smo naslednje me-
tode:
1. metodo podpornih vektorjev (angl. Support Vector Machine (SVM)),
2. nakljucˇne gozdove (angl. Random Forest (RF)),
3. vecˇinski klasifikator,
4. ostale metode.
V standardnih napovednih modelih uporabimo tudi vecˇznacˇni klasifika-
tor, ki poskrbi za to, da vsako od metod lahko uporabimo za napovedovanje
na vecˇznacˇni (angl. multilabel) domeni. V nasˇem primeru uporabimo klasi-
fikator eden-proti-ostalim (angl. OneVsRestClassifier), ker deluje hitreje kot
klasifikator eden-proti-enemu. Strategija eden-proti-ostalim deluje tako, da
uporabimo en klasifikator za en razred, kjer so primeri tega razreda pozitivni
primeri, vsi ostali primeri pa so negativni. Pri strategiji eden-proti-enemu
pa se zgradi n·(n−1)
2
binarnih klasifikatorjev, kjer je n sˇtevilo razredov.
Pri strategiji eden-proti-ostalim je v nasˇem primeru sˇtevilo klasifikatorjev
175. V primeru eden-proti-enemu pa je potrebnih 15225 klasifikatorjev. Iz
tega je vecˇ kot razvidno, da je strategija eden-proti-ostalim cˇasovno manj
zahtevna.
3.1.1 Metoda podpornih vektorjev
Metoda podpornih vektorjev (angl. Support Vector Machine ali SVM) pred-
stavlja eno izmed najbolj uspesˇnih metod za klasifikacijo. Deluje na podlagi
deljenja primerov v razrede. Vecˇina algoritmov stremi k temu, da minima-
lizira sˇtevilo atributov, uporabljenih v napovednem modelu. Metoda pod-
pornih vektorjev pa uporabi vse atribute, tudi cˇe niso pretirano pomembni.
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Uporabljeni so za napoved ciljne spremenljivke, ki je lahko diskretna ali zve-
zna. Pri metodi podpornih vektorjev je torej pomembno, kako zdruzˇiti atri-
bute in ne kako izbrati najprimernejˇse [5]. Metoda podpornih vektorjev je
uporabna za ucˇenje velikih naborov podatkov, opisanih z velikim sˇtevilom
atributov [16].
Definicija 3.1 Ideja metode podpornih vektorjev je, da dolocˇimo optimalni
razred, ki razlikuje eno hiperravnino od druge v prostoru atributov. Cˇe je
ucˇna mnozˇica linearno neodvisna, lahko sklepamo, da obstaja nekaj locˇnih
hiperravnin. Optimalna hiperravnina je enakomerno oddaljena od najbliˇzjih
primerov obeh razredov. Ucˇne primere, ki so bliˇzji hiperravnini, imenujemo
podporni vektorji. Optimalna hiperravnina je izbrana tako, da maksimizira
razdaljo med hiperravnino in podpornimi vektorji [5].
Primer. Naj bo n sˇtevilo ucˇnih primerov in a sˇtevilo atributov. Nabor
ucˇnih primerov je podan s pari (tj, yj), j = 1 . . . n, kjer je yj = 1, cˇe ucˇni
primer pripada prvemu razredu in yj = −1, cˇe ucˇni primer pripada drugemu
razredu. Predpostavimo, da so vsi atributi zvezni ali pa so vsaj obravnavani
kot taksˇni. Zatorej, tj ∈ Ra, j = 1 . . . n. Enacˇba hiperravnine je [5]:
(w · t)− b = 0 (3.1)
Optimalna hiperravnina mora pravilno klasificirati vse ucˇne primere.
∀j ∈ 1 . . . n : yj(w · tj − b) ≥ 1 (3.2)
Z minimizacijo magnitude koeficientov minimiziramo tudi kompleksnost resˇitve.









αiαjyiyj(ti · tj) (3.3)
z omejitvijo
∀j ∈ 1 . . . n : αj ≥ 0 (3.4)




αjyj = 0 (3.5)

Prednosti SVM so ucˇinkovitost v visoko dimenzionalnih prostorih, tudi cˇe je
sˇtevilo dimenzij vecˇje od sˇtevila primerov in ucˇinkovitost pri porabi spomina.
Uporabimo lahko razlicˇna jedra. V nasˇem primeru smo uporabili linearno
jedro, ker omogocˇa hitrejˇse delovanje.
3.1.2 Nakljucˇni gozdovi
Nakljucˇni gozdovi (angl. Random Forest (RF)) predstavljajo izboljˇsavo na-
povedne tocˇnosti klasifikacijskih dreves. Prvotno so bili razviti zgolj za iz-
boljˇsanje le-teh, vendar so lahko uporabljeni tudi za izboljˇsanje regresijskih
dreves. Nakljucˇni gozd sestavlja skupina klasifikacijskih dreves, ki deluje
tako, da pri uvrsˇcˇanju primera v razred glasuje. Nakljucˇni gozd napove tisti
razred, kamor vecˇina klasifikacijskih dreves uvrsti dolocˇen primer. Nakljucˇni
gozd bi dosegel najboljˇse rezultate takrat, ko bi gozd sestavljala drevesa, ki
so si med seboj najbolj razlicˇna. Tako bi vsak od dreves nasˇel kaksˇen poseben
koncept, ki ga druga drevesa niso odkrila in se je skrival v podatkih. Napove-
dne tocˇnosti te metode so ene najboljˇsih, zato smatramo metodo nakljucˇnih
dreves za eno od najbolj zanesljivih metod uvrsˇcˇanja. Metoda prevzame
vse dobre strani klasifikacijskih dreves ter zavrzˇe mozˇnost interpretacije mo-
dela. Ta ni vecˇ mogocˇa, ker metodo sestavlja vrsta modelov, katerih vpliv je
odvisen od konteksta [15, 4].
3.1.3 Ostale metode
Uporabili smo tudi vecˇinski klasifikator (angl. Dummy Classifier (DC)) ter
logisticˇno regresijo (angl. Logistic Regression (LR)). Vecˇinski klasifikator
sluzˇi kot osnovna, referencˇna metoda za testiranje in primerjanje rezultatov.
Deluje tako, da vsem primerom napove vecˇinski razred. S tem vidimo, koliko
boljˇse (cˇe sploh) napovedujejo ostale metode. Logisticˇno regresijo vpeljemo
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za primerjavo, vendar se nato izkazˇe kot relativno dobra metoda, in v nekaj
primerih zelo konkurira SVM.
3.2 Napovedovanje strukturiranih razredov s
programom PyStruct
PyStruct je program za strukturirano napovedovanje podatkov. Strukturi-
rano napovedovanje je generalizacija standardnih paradigm nadzorovanega
ucˇenja, klasifikacije in regresije. V klasifikaciji so lahko ciljna domena diskre-
tni razredi, kjer je izguba med 0 in 1 (cˇe sˇtejemo napacˇno napovedane). Pri
regresiji so ciljna domena zvezna sˇtevila, izguba pa je obicˇajno povprecˇna kva-
dratna napaka. V strukturiranem napovedovanju sta tako ciljna domena kot
tudi izguba manj samovoljna - cilj ni napovedati, na primer, sˇtevilo ampak
veliko bolj strukturiran objekt kot sta zaporedje ali graf. V strukturiranem
napovedovanju se pogosto srecˇamo s koncˇnim, vendar ogromnim prostorom
Y. To lahko omejimo z vecˇrazredno klasifikacijo. Ideja strukturiranega na-
povedovanja je torej, da pri napovedi uporabimo strukturo izhodnega pro-
stora [6]. Strukturo lahko pridobimo na vecˇ nacˇinov. Lahko jo izracˇunamo
z algoritmi za pridobivanje vzajemne informacije, ali pa jo zgradimo sami.
Tukaj smo funkcijo, ki zgradi stukturo prilagodili nasˇim potrebam.
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1 def chow l i u t r e e ( y ) :
2 n l a b e l s = y . shape [ 1 ]
3 mi = np . z e ro s ( ( n l ab e l s , n l a b e l s ) )
4 for i in range ( n l a b e l s ) :
5 row i = np . z e ro s ( n l a b e l s )
6 for ex in y :
7 prev = −1
8 next = −1
9 i f ex [ i ] == 1 :
10 temp occur = [ x for x in np . where ( ex == 1) [ 0 ] i f x
!= i ]
11 l e s s t h a n i = [ x for x in temp occur i f x < i ]
12 more than i = [ x for x in temp occur i f x > i ]
13 i f l en ( l e s s t h a n i ) > 0 :
14 prev = max( l e s s t h a n i )
15 i f l en ( more than i ) > 0 :
16 next = min ( more than i )
17 i f prev == −1 and next != −1:
18 prev = next
19 e l i f next == −1 and prev != −1:
20 next = prev
21 e l i f next == −1 and prev == −1:
22 raise ValueError ( ” a l kd f j a s d ” )
23 row i [ prev ] = 1
24 row i [ next ] = 1
25 mi [ i , : ] = row i
26 i f (mi . t ranspose ( ) == mi) . a l l ( ) == False :
27 ValueError ( ”Matrix i s not symmetric ! ” )
28 mst = minimum spanning tree ( c s r mat r i x (−mi) )
29 edges = np . vstack (mst . nonzero ( ) ) .T
30 edges . s o r t ( ax i s=1)
31 return edges





C D F F
G
Slika 3.1: Struktura taksonomije primera.
Iz drevesa, podanega v sliki 3.1, dobimo sledecˇo matriko Y:
A B C D E F G
1 1 1 0 0 0 0
1 1 0 1 0 0 0
1 0 0 0 1 1 0
1 0 0 0 1 1 1

Z zgornjo metodo chow liu tree bi jo pretvorili v matriko, ki bi predstavljala
sosede (A je sosed od B in E, B je sosed od A, C in D ipd.). Dobimo sledecˇo
matriko: 
A B C D E F G
A 0 1 0 0 1 0 0
B 1 0 1 1 0 0 0
C 0 1 0 0 0 0 0
D 0 1 0 0 0 0 0
E 1 0 0 0 0 1 0
F 0 0 0 0 1 0 1
G 0 0 0 0 0 1 0


S predznanjem v obliki relacij med razredi naj bi se PyStruct lazˇje naucˇil in
napovedal bolj tocˇne vrednosti.
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3.3 Vrednotenje napovedne uspesˇnosti s
precˇnim preverjanjem
Cˇe imamo na voljo malo vhodnih podatkov, ne smemo prikrajˇsati ucˇnega
algoritma za podmnozˇico testnih primerov. Za ucˇenje potrebujemo vse raz-
polozˇljive primere, vendar zˇelimo vseeno oceniti uspesˇnost avtomatsko zgra-
jene teorije. Ocenjevanje uspesˇnosti hipoteze na ucˇni mnozˇici je zelo slaba
ocena. V nasˇem primeru uporabimo K -kratno precˇno preverjanje. Sˇtevilo K
dolocˇa sˇtevilo modelov, ki jih moramo zgraditi [4, 12].
Na zacˇetku celotno mnozˇico podatkov razdelimo na K (v nasˇem primeru
5) priblizˇno enako velikih podmnozˇic. Pri vsakem od korakov nato uporabimo
eno podmnozˇico za testiranje, ostale pa za ucˇenje in gradnjo napovednega
modela. Uspesˇnost koncˇne hipoteze ocenimo kot povprecˇno uspesˇnost vseh
zgrajenih napovednih modelov.
3.3.1 Vecˇznacˇno ocenjevanje
Napovedi smo ocenjevali z merami povprecˇne natancˇnosti (angl. Average
Precision Score), povrsˇine pod krivuljo ROC oz. mero AUC ter merjenjem
Hammingove napake (angl. Hamming Loss). Zaradi vecˇznacˇne narave pro-
blema bi bilo neprimerno uporabiti mero natancˇnosti (angl. accuracy), saj
ta predvideva, da so napovedi pravilne v vseh znacˇkah, sicer napoved oceni
za popolnoma neuspesˇno.
Povrsˇina pod krivuljo ROC meri diskriminativnost klasifikatorjev. Prvo-
tno so jo uporabljali v ameriˇski vojski in z njo ocenjevali radariste ter njihovo
tocˇnost. Danes jo uporabljamo na podrocˇju statistike in podatkovnem rudar-
jenju oz. strojnem ucˇenju. Mera je zanimiva, saj se iz njenih rezultatov hitro
vidi uspeh napovednega modela. Rezultat 0, 50 pomeni, da so napovedne
vrednosti nakljucˇne. Zato pricˇakujemo rezultate, ki so boljˇsi od 0, 50.
Vecˇznacˇno uvrsˇcˇanje zahteva drugacˇno ocenjevanje kot klasicˇno enoznacˇ-
no [11]. Ena od ocenjevanj, ki jih v drugih merah obicˇajno ni smiselno opa-
zovati, je tudi Hammingova napaka. S to oceno preverimo, v koliko znacˇkah
3.4. FILTRIRANJE ATRIBUTOV 23
je nasˇa napoved napacˇna.
Definicija 3.2 Cˇe je D vecˇznacˇni nabor podatkov, je |D| sˇtevilo primerov.








Uporabimo tudi povprecˇno natancˇnost. Mera se od klasicˇne natancˇnost
razlikuje po tem, da ne uposˇteva samo razreda kot celote, ampak tudi zapo-
redje znacˇk.
3.4 Filtriranje atributov
Z rastjo vrednosti k pri k-terkah sˇtevilo atributov narasˇcˇa eksponentno. Tako
imamo, na primer, pri k = 1 vsega skupaj 69 atributov, pri k = 2 imamo 81
atributov, pri k = 7 pa zˇe 16449 atributov. Sˇtevilo atributov je opisano z
naslednjo formulo:
attr nok = 4
k + 1 + 43 (3.7)
kjer 4k predstavlja sˇtevilo atributov iz k-terk, konstanti pa predstavljata
dolzˇino sekvence ter sˇtevilo kodonov. Zaradi velikega sˇtevila atributov smo se
odlocˇili, da izberemo le nekaj najboljˇsih. To smo storili z metodo SelectKBest.
Metodi moramo podati sˇtevilo zˇelenih koncˇnih atributov ter funkcijo po ka-
teri izbira najustrezˇnejˇse. Testirali smo funkcije chi2, f classif in f regression
za 30 najboljˇsih atributov. Opazovali smo rezultat AUC za razlicˇne k. Re-
zultate smo opazovali zgolj za metodo nakljucˇnih gozdov.
V tabeli 3.1 je ocˇitno, da so rezultati s funkcijo chi2 boljˇsi, zato sˇtevilo
atributov pred vhodom v napovedne modele zmanjˇsamo na najboljˇsih 30.
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k chi2 f classif f regression
1 0,572 0,566 0,567
2 0,575 0,566 0,568
3 0,580 0,567 0,560
4 0,577 0,564 0,545
5 0,569 0,571 0,540
6 0,576 0,569 0,551
7 0,577 0,564 0,562




4.1 Uspesˇnost razlicˇnih nacˇinov atributnega
opisovanja
Tukaj zˇelimo ovrednotiti ciljno vprasˇanje o uspesˇnosti uvrsˇcˇanja virusnih
zaporedij v taksonomijo. Vsi uporabljeni podatki vsebujejo tudi atribut,
ki podaja dolzˇino genoma. Opozoriti zˇelimo sˇe na to, da so vsa testiranja
potekala brez iskanja najboljˇsih parametrov za vsako od metod. Pri merjenju
rezultatov smo odstranili korensko vozliˇscˇe, ker je prisotno v vseh primerih.
Zato je neprimerno, da ocenjujemo pravilnost napovedovanja tega vozliˇscˇa.
Za ucˇenje ga kljub vsemu uporabimo, saj je pri metodi za strukturirano
napovedovanje kljucˇno ravno to, da iz vozliˇscˇ sestavimo matriko sosedov
(primer 3.2), ki pomaga metodi pri uvrsˇcˇanju.
4.1.1 Uspesˇnost atributnega opisovanja s k-terkami
Sprva smo preverili uspesˇnost atributnega opisovanja zgolj s k-terkami baz
A, T, C in G, kjer je k ∈ [1, 7].
Slika 4.1 pokazˇe, da so napovedne tocˇnosti AUC izredno slabe. Najboljˇse
rezultate dobimo z metodo nakljucˇnih gozdov, ki dosezˇe AUC 0, 57, vendar
so tudi ti rezultati pogojno uspesˇni.
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Slika 4.2 nam pokazˇe, da je napaka nasˇih napovedi v priblizˇno 2%, kar
pomeni v 3, 5 znacˇkah. Zaradi slabih rezultatov smo se nato odlocˇili, da
poskusˇamo najti atribute, ki so bolj informativni in pomagajo napovednemu
modelu napovedovati z vecˇjo tocˇnostjo in manjˇso napako.
4.1.2 Uspesˇnost atributnega opisovanja s kodoni in k-
terkami
Struktura kodonov naj bi v dolocˇenem genomu nekoliko bolj opredelila za
kater genom gre. Zato dodamo vsakemu podatkovnemu naboru k-terk sˇe
atributni opis kodonov.
Na slikah 4.1 in 4.3 je tezˇko opaziti raziko med razlicˇnimi podatkovni
nabori. Sˇe najbolj vidna razlika je pri strukturiranem napovedovanju s Py-
Struct, ki se mu rezultat izboljˇsa v k = 2 in k = 3. Za ostale razlike lahko
pregledamo natancˇnejˇse rezultate v tabelah 4.1 in 4.2. Za k = 1 in k = 2
je napovedovanje na podatkovnem naboru s kodoni zanesljivo boljˇse, saj pri
vseh sˇtirih metodah napove bolje kot brez kodonov. Za k = 3 sta podatkovna
nabora sˇe najbolj enakovredna, saj je dvakrat boljˇsa napoved v podatkih brez
kodonov in dvakrat boljˇsa pri podatkih s kodoni. Podobno je za k = 7, ven-
dar v tem primeru dvakrat bolje napovemo na podatkih s kodoni, dvakrat
pa je rezultat enak. Za k = 5 in k = 6 je rezultat pri treh metodah boljˇsi pri
podatkih s kodoni, pri eni metodi je boljˇsi za podatke brez kodonov ter pri
eni enak. Opazimo, da se rezultati nekoliko izboljˇsajo.
Od tu naprej delamo primerjave in merimo uspesˇnost zgolj na podatkov-
nem naboru s kodoni in k-terkami, saj smo s tem naborom napovedali boljˇse
v 75% primerov, medtem ko smo brez kodonov boljˇse napovedali v 14% pri-
merov. Rezultat je bil priblizˇno enak v 11% primerov. Zagotovo je iskanje
primernih atributov z drugimi postopki eno od zelo zanimivih vprasˇanj, ki
se je odprlo za nadaljnje delo.
4.1. USPESˇNOST RAZLICˇNIH NACˇINOV ATRIBUTNEGA
OPISOVANJA 27
Slika 4.1: AUC za atributno opisovanje s k-terkami.
Slika 4.2: Hammingova napaka za atributno opisovanje s k-terkami.
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1 1+K 2 2+K 3 3+K 4 4+K
PS 0,510 0,521 0,501 0,533 0,506 0,522 0,538 0,532
RF 0,570 0,572 0,569 0,575 0,573 0,580 0,570 0,577
SVM 0,529 0,536 0,530 0,533 0,536 0,534 0,535 0,537
LR 0,520 0,527 0,526 0,528 0,534 0,528 0,528 0,529
DC 0,500 0,500 0,500 0,500 0,500 0,500 0,500 0,500
Tabela 4.1: Primerjava rezultatov atributov za podatkovni nabor samo s k-
terkami (samo sˇtevilo) ter za podatkovni nabor s k-terkami in kodoni (K
zraven sˇtevila). Predstavljen je samo del k-terk za k = [1, 4].
5 5+K 6 6+K 7 7+K
PS 0,538 0,530 0,517 0,522 0,513 0,513
RF 0,562 0,569 0,564 0,576 0,571 0,577
SVM 0,532 0,533 0,532 0,531 0,539 0,540
LR 0,527 0,528 0,522 0,525 0,523 0,523
DC 0,500 0,500 0,500 0,500 0,500 0,500
Tabela 4.2: Primerjava rezultatov atributov za podatkovni nabor samo s k-
terkami (samo sˇtevilo) ter za podatkovni nabor s k-terkami in kodoni (K
zraven sˇtevila). Predstavljen je samo del k-terk za k = [5, 7].
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Slika 4.3: AUC za atributno opisovanje s k-terkami in kodoni.
Slika 4.4: Hammingova napaka za atributno opisovanje s k-terkami in kodoni.
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4.2 Uspesˇnost napovedovanja s standardnimi
pristopi za vecˇznacˇno napovedovanje
V tem podpoglavju odgovorimo na ciljno vprasˇanje o upesˇnosti uvrsˇcˇanja
virusnih zaporedij v taksonomijo z metodami strojnega ucˇenja. Sliki 4.5
in 4.6 prikazujeta, kako se izbrani nabor podatkov obnasˇa pri vecˇznacˇnem na-
povedovanju s klasicˇnimi metodami. Opazimo lahko, da metoda nakljucˇnih
gozdov prednjacˇi z rezultatom AUC 0, 580 za k = 3. Rezultati RF tudi pri
ostalih k niso bistveno drugacˇni, saj je razlika med najviˇsjo in najnizˇjo mero
AUC 0, 0108. Metoda LR je izredno blizu metode SVM, kar nas preseneti.
Rezultati se v povprecˇju razlikujejo za priblizˇno 0, 007 v korist SVM, razen
za k = 7, kjer uspesˇnost LR rahlo pade, uspesˇnost SVM pa se izboljˇsa. V
povprecˇju so rezultati pricˇakovani. Najbolje napovedujejo RF, kar se lahko
pripiˇse njihovim znacˇilnostim pri uvrsˇcˇanju. Najbolj preseneti metoda LR,
ki se od SVM-ja razlikuje minimalno.
Hammingova napaka je pri klasicˇnih metodah skoraj enaka - vse me-
tode imajo napako okrog 2%, kar pomeni napacˇno napoved v priblizˇno 3, 5
znacˇkah.
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Slika 4.5: AUC za atributno opisovanje s k-terkami in kodoni.
Slika 4.6: Hammingova napaka za atributno opisovanje s k-terkami in kodoni.
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4.3 Uspesˇnost strukturiranega napovedovanja
z metodo PyStruct
Sliki 4.7 in 4.8 prikazujeta uspesˇnost metode PyStruct. Opazimo lahko, da je
uspesˇnost nizˇja kot pri klasicˇnih metodah na sliki 4.5, Hammingova napaka
pa viˇsja. Tega nismo pricˇakovali, saj PyStruct uporablja dodatno predznanje
v obliki relacij med sosedi v taksonomiji, cˇesar klasicˇne metode nimajo, zato
smo pricˇakovali pri PyStructu boljˇse rezultate. Opozoriti moramo, da smo
zaradi cˇasovne potratnosti metodo omejili z najvecˇ 500 iteracijami. Nastavili
smo tudi nekatere druge parametre, ki naj bi pohitrile delovanje. Sˇe vedno
obstaja verjetnost, da je tezˇava za tako cˇasovno potratnost v neustreznih
parametrih, zato bi jih bilo smiselno bolje raziskati in najti najbolj ustrezno
mozˇno kombinacijo. Pri cˇasovni potratnosti verjetno pripomore tudi sˇtevilo
znacˇk, ki jih je 175.
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Slika 4.7: AUC uspesˇnosti strukturiranega napovedovanja z metodo Py-
Struct.
Slika 4.8: Hammingova napaka za strukturirano napovedovanje z metodo
PyStruct.
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4.4 Primernost metode PyStruct za
napovedovanje taksonomije
V tem poglavju odgovorimo na ciljno vprasˇanje o primernosti metode Py-
Struct za napovedovanje taksonomije. Rezultata na slikah 4.9 in 4.10 po-
kazˇeta, da je metoda za strukturirano napovedovanje manj primerna od na-
kljucˇnih gozdov. Tezˇava se lahko skriva v tem, da smo metodo PyStruct
omejili zgolj z najvecˇ 500 iteracijami (kar je privzeto nastavljeno na 10000).
Najbolj verjetna mozˇnost za tako slab rezultat pa je tudi izbira atributov. Cˇe
bi izbrali nekatere bolj kompleksne atribute, bi metoda PyStruct lahko napo-
vedala bolje od nakljucˇnih gozdov, ni pa nujno. Vsekakor bi bil ta problem
primeren za nadaljnje delo. Vzrok za tak rezultat lahko ticˇi tudi v tem, da
uporablja PyStruct za ucˇenje zgolj linearne relacije med atributi. Nakljucˇni
gozdovi imajo sposobnost zajeti lokalne, nelinearne relacije med atributi in
razredom, zaradi cˇesar se ta metoda izkazˇe za boljˇso na mnogo domenah.
Empiricˇno dokazano lahko trdimo, da je metoda PyStruct z nasˇim nabo-
rom podatkov za napovedovanje taksonomije manj primerna od nakljucˇnih
gozdov.
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Slika 4.9: Ocena AUC o primernosti metode PyStruct za napovedovanje
taksonomije.
Slika 4.10: Ocena Hammingove napake o primernosti metode PyStruct za
napovedovanje taksonomije.
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4.5 Vpliv predznanja o taksonomiji na
uspesˇnost napovedovanja
Preverili smo, kaksˇen je vpliv predznanja o taksonomiji za uspesˇnost napove-
dovanja. To smo storili tako, da smo primerjali napovedne rezultate metode
PyStruct, kjer smo za napovedovanje uporabili samo koncˇne razrede in kjer
smo za napoved uporabili celotno taksonomijo.
Na slikah 4.11 in 4.12, ki predstavljata vpliv predznanja o taksonomiji
za metodo PyStruct opazimo, da predznanje pozitivno vpliva na uspesˇnost
napovedovanja. S predznanjem je napoved pricˇakovano boljˇsa, kot cˇe upora-
bimo zgolj liste.
Tudi v primeru, ko napovedujemo z metodo nakljucˇnih gozdov, se re-
zultati vidno izboljˇsajo, glej sliki 4.13 in 4.14. Rezultati se izboljˇsajo, cˇe
uporabimo predznanje o taksonomiji. Rezultat je pricˇakovan, saj uporabimo
znanje, ki ga napovedovanje v posamezne liste nima.
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Slika 4.11: Ocena AUC o vplivu predznanja o taksonomiji na uspesˇnost
napovedovanja za PyStruct.
Slika 4.12: Ocena Hammingove napake o vplivu predznanja o taksonomiji na
uspesˇnost napovedovanja za PyStruct.
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Slika 4.13: Ocena AUC o vplivu predznanja o taksonomiji na uspesˇnost
napovedovanja za nakljucˇni gozd.
Slika 4.14: Ocena Hammingove napake o vplivu predznanja o taksonomiji na
uspesˇnost napovedovanja za nakljucˇni gozd.
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Zakljucˇek
V taksonomiji, zgrajeni iz podatkov s spletne strani NCBI, smo uporabili
sˇtiri klasicˇne algoritme za strojno ucˇenje (logisticˇno regresijo, nakljucˇne goz-
dove, referencˇni vecˇinski klasifikator ter metodo podpornih vektorjev) ter
enega za strukturirano napovedovanje (PyStruct). Ugotovili smo, da z meto-
dami strojnega ucˇenja lahko zgradimo napovedni model za uvrsˇcˇanje virusnih
zaporedij v taksonomijo. Za uspesˇno operiranje z biolosˇkimi podatki je po-
treben bolj premiˇsljen pristop. V nasˇem primeru so sicer rezultati le nekoliko
boljˇsi od vecˇinskega klasifikatorja. Uporabiti bi bilo potrebno sˇe vecˇ danega
predznanja ali pa najti daljˇsa, bolj specificˇna zaporedja, katerih pojavitev bi
iskali v ostalih zaporedjih.
V nasˇi implementaciji je najbolj ustrezen nacˇin iskanja znacˇilk zdruzˇitev
strukture k-terk za k = [1, 7] in podatkov o strukturi kodonov. Kodone prido-
bimo iz kodirnih delov genomskih zaporedij in presˇtejemo njihovo frekvenco.
Pri primernosti metode za strukturirano napovedovanje lahko recˇemo, da je
metoda nakljucˇnih gozdov bolj primerna od metode PyStruct. Tega nismo
pricˇakovali, saj metoda PyStruct uporablja prednost v obliki eksplicitno po-
danega predznanja sosedov celotne taksonomije. Zelo verjetno je tezˇava tudi
v omejitvi sˇtevila iteracij. Predznanje o taksonomski povezanosti virusov
pripomore k boljˇsi napovedi tako v primeru uporabe PyStructa, kot tudi v
primeru uporabe nakljucˇnih gozdov. Iz tega lahko sklepamo, da je priso-
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tnost taksonomije pri ucˇenju uporabna, zato bi bilo smiselno v nadaljnjem
delu poizkusiti z iskanjem kompleksnejˇsih atributov, povezanih s taksonom-
sko pripadnostjo virusov.
Kompleksnost problema je (pricˇakovano) presegla okvire diplomske na-
loge in hkrati odprla vrsto novih vprasˇanj. Slab izbor atributov je nakazal na
to, da bi bilo potrebno izbrati in uporabiti vecˇ vnaprej znanih podatkov, saj
je s tako grobimi atributi v taksˇnih podatkih tezˇko izlusˇcˇiti kaj konkretnega.
Zanimivo bi bilo preucˇiti, kako se obnasˇa napovedovanje, kadar poravnamo
sekvence in iˇscˇemo daljˇsa, specificˇna zaporedja in kako kadar uporabimo in
uposˇtevamo vecˇ podatkov o strukturi genoma in genov, kar je shranjeno v
zapisih GenBank. Smiselno bi bilo tudi poiskati kaksˇne dodatne atribute,
povezane s taksonomsko pripadnostjo.
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