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In this paper we prove that in the general case (i.e. β not
necessarily vanishing) the Cauchy problem for the Schrödinger–
Korteweg–de Vries system is locally well-posed in L2 ×H− 34 , and if
β = 0 then it is locally well-posed in Hs × H− 34 with − 316 < s 14 .
These results improve the corresponding results of Corcho and
Linares (2007) [5]. Idea of the proof is to establish some bilinear
and trilinear estimates in the space Gs × F s , where Gs and F s are
dyadic Bourgain-type spaces related to the Schrödinger operator
i∂t + ∂2x and the Airy operator ∂t + ∂3x , respectively, but with
a modiﬁcation on F s in low frequency part of functions with
a weaker structure related to the maximal function estimate of
the Airy operator.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we investigate the Cauchy problem for the Schrödinger–KdV system⎧⎪⎨⎪⎩
i∂tu + ∂2x u = αuv + β|u|2u, t, x ∈ R,




u(x,0) = u0(x), v(x,0) = v0(x),
(1.1)
where u(x, t) is a complex-valued function, v(x, t) is a real-valued function and α, β , γ are real
constants. This system appears in various settings of physics and ﬂuid mechanics. For instance, it
models the interaction of a short and a long wave in the theory of capillary-gravity waves (cf. [10,6]),
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3560 H. Wang, S. Cui / J. Differential Equations 250 (2011) 3559–3583and can also be used to describe the interaction of the Langmuir and ion-acoustic waves in plasma
physics (cf. [13]).
In [1], the authors obtained the local and global well-posedness of the system (1.1) in H
1
4 × L2
and H1 × H1, respectively, in the periodic setting. For the non-periodic case, Tsutsumi [19] showed
that the system (1.1) is locally well-posed in Hs+ 12 × Hs with s ∈ N. By using the conservation laws,
he also showed that (1.1) is globally well-posed for αγ > 0. Later, the local result was improved by
Bekiranov, Ogawa and Ponce [3]. By using the Fourier restriction norm method, they proved that the
system (1.1) is locally well-posed in Hs ×Hs− 12 with s 0. This particularly implies that (1.1) is locally
well-posed in L2 × H− 12 . Recently, Corcho and Linares [5] improved the last result to L2 × H− 34+ by
establishing bilinear estimates in the Bourgain spaces Xk,b and Y s,b with index b > 12 .
It is well known that for the scaler 1-D defocusing Schrödinger equation with cubic nonlinear
term |u|2u, global well-posedness holds in L2(R) (see Tsutsumi [20]). Recently Guo [7] proved that
the initial value problem of the KdV equation is globally well-posed in H− 34 (R). These results are
optimal because by Christ, Colliander and Tao [4], the data-to-solution maps fail to be uniformly
continuous with respect to the Hs-norm for s ∈ [−1,− 34 ) in the case of KdV equation and for s < 0
in the case of the cubic defocusing nonlinear Schrödinger equation. Thus, we can expect that the
problem (1.1) is well-posed in L2(R) × H− 34 (R). In this paper we shall prove that at least locally this
is indeed the case. Moreover, in the case β = 0 we shall further prove that (1.1) is locally well-posed in
H− 316+(R) × H− 34 (R). To prove these results, we shall adopt some idea used in the literatures [2,7–9,
14–18] (and references therein), i.e., we shall use contraction mapping argument in the Banach space
Gs × F s based on some delicate bilinear and trilinear estimates, where Gs and F s are dyadic Bourgain-
type spaces related to the Schrödinger operator i∂t + ∂2x and the Airy operator ∂t + ∂3x , respectively,
but with a modiﬁcation on F s in low frequency part of functions with a weaker structure related
to the maximal function estimate of the Airy operator. Such modiﬁcation is introduced to overcome
some technical diﬃculties in the estimate of high × low → high interactions. Indeed, it is this crucial
idea that leads Guo [7] to arrive at the borderline Sobolev space H− 34 (R) of global well-posedness.
We shall thus also use this technique in the present work.
Before precisely stating our main result we ﬁrst introduce some notation. Let η0 : R → [0,1] de-




) − η0( ξ2l−1 ). For simplicity of notation, let ηl = χl if l  1 and ηl ≡ 0 if l  −1. We deﬁne
ψ(t) = η0(t). For k ∈ Z and φ ∈ L2(R) we deﬁne the operator Pk by the formula
P̂kφ(ξ) = ηk(ξ)φ̂(ξ),
where ̂ represents the Fourier transform in one variable. By a slight abuse of notation we also deﬁne
the operator Pk on L2(R×R) by the formula P˜ku(ξ, τ ) = ηk(ξ )˜u(ξ, τ ), where ˜ represents the Fourier
transform in two variables, and sometimes we denote˜ by F . Let Z+ = Z ∩ [0,∞). For k ∈ Z+ let
Ik = {ξ ∈ R: |ξ | ∈ [2k−1,2k+1]}, k 1; I0 = {ξ ∈ R: |ξ | 2}.
The solution spaces F s and Gs for the KdV and Schrödinger equation, respectively, are deﬁned to
be completion of S(R× R) with respect to norms
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Xk =
{















∥∥η j(τ + ξ2) · g∥∥L2 < ∞
}
.
For any given interval I , we deﬁne the space F s(I × R) to be the restriction of F s(R2) on I × R,
with norm
‖u‖F s(I×R) = inf
{‖U‖F s(R2): U |I×R = u}.
If I = [0, T ], we use F sT to abbreviate F s(I × R). Similarly, we may deﬁne GsT .
The main result of this paper is as follows.
Theorem 1.1. Let s1 − 34 . Assume that





in the case β = 0 and
s0 − 1 s1  s0 − 1
2
, s0  0
in the case β 	= 0. Then for initial data (u0, v0) ∈ Hs0 × Hs1 , there exist a positive time T = T (‖u0‖Hs0 ,
‖v0‖Hs1 ) and a unique solution (u(t), v(t)) of the system (1.1) such that
u ∈ Gs0T ∩ C
([0, T ]; Hs0) and v ∈ F s1T ∩ C([0, T ]; Hs1).
Moreover, the map (u0, v0) → (u(t), v(t)) is locally Lipschitz from Hs0 × Hs1 into C([0, T ], Hs0 × Hs1 ).
2. Preliminary estimates
It follows from Duhamel’s principle, the system (1.1) is equivalent to the integral equations





αu(s)v(s) + β∣∣u(s)∣∣2u(s)]ds, (2.1)





v(s)∂xv(s) − γ ∂x
(∣∣u(s)∣∣2)]ds. (2.2)
In order to apply the ﬁxed-point theorem to solve the above integral equations, we need the
following linear estimates, which can be established by using the same argument as in [8].
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(i) If s ∈ R and φ ∈ Hs, then
∥∥ψ(t) · (eit∂2x φ)∥∥Gs  C‖φ‖Hs , (2.3)∥∥ψ(t) · (e−t∂3x φ)∥∥F s  C‖φ‖Hs . (2.4)














∥∥(i + τ + ξ2)−1u˜∥∥Yk (2.5)














∥∥(i + τ − ξ3)−1u˜∥∥Xk (2.6)
provided (i + τ − ξ3)−1u˜ ∈ Xk.
For ξ1, ξ2 ∈ R let the resonance functions with two variables
Ω2(ξ1, ξ2) = −(ξ1 + ξ2)3 + ξ21 − ξ22 (2.7)
and
Ω ′2(ξ1, ξ2) = (ξ1 + ξ2)2 − ξ21 + ξ32 . (2.8)
For compactly supported functions f , g , h ∈ L2(R× R) let





ξ1 + ξ2,μ1 + μ2 + Ω2(ξ1, ξ2)
)
dξ1 dξ2 dμ1 dμ2 (2.9)
and





ξ1 + ξ2,μ1 + μ2 + Ω ′2(ξ1, ξ2)
)
dξ1 dξ2 dμ1 dμ2. (2.10)
By change of variables, we readily get
J ( f , g,h) = J (g˘, f˘ , h˘) and J ( f , g,h) = J ′( f˘ ,h, g), (2.11)
where f˘ (ξ,μ) = f (−ξ,−μ).
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Ω3(ξ1, ξ2, ξ3) = (ξ1 + ξ2 + ξ3)2 − ξ21 − ξ22 + ξ23 . (2.12)
For compactly supported functions f , g , h and u ∈ L2(R× R) let





× u(ξ1 + ξ2 + ξ3,μ1 + μ2 + μ3 ± Ω3(ξ1, ξ2, ξ3))dξ1 dξ2 dξ3 dμ1 dμ2 dμ3. (2.13)
By change of variables, we readily get
J+( f , g,h,u) = J+(g, f ,h,u) = J+(h˘,u, f˘ , g) = J−( f˘ , g˘,u,h). (2.14)
Let a1, a2, a3, a4 ∈ R. It will be convenient to deﬁne the quantities amax  amed  athd  amin to
be the maximum, median, third, and minimum of a1, a2, a3, a4 respectively. Similarly, we denote by
amax  amed  amin the maximum, median and minimum of a1, a2, a3.
In the following we show several localized L2 estimates for nonnegative functions, which are
closely connected to multilinear estimates in the spaces F s and Gs . We begin with the estimates
for J .
Lemma 2.2. Assume ki ∈ Z, ji ∈ Z+ , and Ni = 2ki , and fki , ji ∈ L2(R× R) are functions supported in Iki × I ji ,
i = 1,2,3. For simplicity we write J = J ( fk1, j1 , fk2, j2 , fk3, j3 ).
(i) For any ki ∈ Z, ji ∈ Z+ , i = 1,2,3,
| J | C2 jmin2 2 kmin2
3∏
i=1
‖ fki , ji‖L2 . (2.15)
(ii) Let N2  1, and N1  N2 ∼ N3 or N1 ∼ N2 ∼ N3 . If jmax = j1 or j2 , then
| J | C2 jmin+ jmed2 2−kmax
3∏
i=1
‖ fki , ji‖L2 . (2.16)
If jmax = j3 , then
| J | C2 jmin+ jmed2 2− kmax2
3∏
i=1
‖ fki , ji‖L2 . (2.17)
(iii) Let N3  N1 ∼ N2 and N1  1. If jmax = j1 or j2 , then
| J | C2 jmin2 2 jmed4 2− kmin4
3∏
i=1
‖ fki , ji‖L2 . (2.18)
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| J | C2 jmin2 2 jmed2 2− kmax2
3∏
i=1
‖ fki , ji‖L2 . (2.19)
If N23  N1 , then
| J | C2 jmin2 2 jmed2 2−kmin
3∏
i=1
‖ fki , ji‖L2 . (2.20)
If jmax = j3 , then
| J | C2 jmin+ jmed2 2− kmin2
3∏
i=1
‖ fki , ji‖L2 . (2.21)
Proof. (i) Let Aki (ξ) = [
∫
R | fki , ji (ξ,μ)|2 dμ]
1
2 , i = 1,2,3. Using (2.11), the Cauchy–Schwarz inequality
and the support properties of the functions fki , ji ,
∣∣ J ( fk1, j1 , fk2, j2 , fk3, j3)∣∣ C2 jmin2 ∫
R2








‖ fki , ji‖L2 , (2.22)
which gives (2.15).
(ii) If j1 = jmax , then by (2.11) we have
J ( fk1, j1 , fk2, j2 , fk3, j3) = J ′( fk2, j2 , f˘k3, j3 , f˘k1, j1). (2.23)
Hence, to prove (2.16) it suﬃces to prove that if gi : R→ R+ are L2 functions supported in Iki , i = 2,3,





ξ1 + ξ2,μ + Ω ′2(ξ1, ξ2)
)




for any μ ∈ R, where C is independent of μ. Using the change of variables (ξ1, ξ2) → (ξ ′1, ξ ′2) =
(ξ1 + ξ2, ξ2), we see that the left side of (2.24) is controlled by∫
|ξ ′1|∼N1, |ξ ′2|∼N3
g2
(










ξ ′1 − ξ ′2, ξ ′2
))
dξ ′1 dξ ′2. (2.25)
We note that in the integration area∣∣∣∣ ∂∂ξ ′ Ω ′2(ξ ′1 − ξ ′2, ξ ′2)
∣∣∣∣= ∣∣3(ξ ′2)2 + 2(ξ ′1 − ξ ′2)∣∣∼ N23. (2.26)2
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∣∣g1(ξ ′1,μ′1)∣∣dξ ′1 dμ′1) 12 = C2−kmax 3∏
i=1
‖gi‖L2 .
If j2 = jmax , by (2.11)
J ( fk1, j1 , fk2, j2 , fk3, j3) = J ′( f˘k1, j1 , fk3, j3 , fk2, j2). (2.27)
Hence, to prove (2.16), it suﬃces to prove that if gi : R → R+ are L2 functions supported in Iki ,





ξ1 + ξ2,μ + Ω ′2(ξ1, ξ2)
)




for any μ ∈ R, where C is independent of μ. By the change of variables (ξ1, ξ2) → (ξ ′1, ξ ′2) =
(ξ1, ξ1 + ξ2), we see that the left side of (2.28) is bounded by∫













ξ ′1, ξ ′2 − ξ ′1
))
dξ ′1 dξ ′2. (2.29)
We note that in the integration area
∣∣∣∣ ∂∂ξ ′1 Ω ′2(ξ ′1, ξ ′2 − ξ ′1)
∣∣∣∣= ∣∣3(ξ ′2 − ξ ′1)2 + 2ξ ′1∣∣∼ N23. (2.30)
Hence by using the Hölder inequality and the change of variables (ξ ′2, ξ ′1) → (ξ ′2,μ′) =




If j3 = jmax it is suﬃcient to show that if gi : R → R+ are L2 functions supported in Iki , i = 1,2,





ξ1 + ξ2,μ + Ω2(ξ1, ξ2)
)






for any μ ∈ R, where C is independent of μ. By the change of variables (ξ1, ξ2) → (ξ ′1, ξ ′2) =
(ξ1, ξ1 + ξ2), we see that the left side of (2.31) is bounded by∫











ξ ′2,μ + Ω2
(
ξ ′1, ξ ′2 − ξ ′1
))
dξ ′1 dξ ′2. (2.32)
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∣∣∣∣= ∣∣2ξ ′2∣∣∼ N3. (2.33)
Hence, by a similar argument as before we obtain (2.17).
(iii) We ﬁrst consider j1 = jmax . Let
R = {(ξ1, ξ2): ∣∣3ξ22 + 2ξ1∣∣ A},








fk2, j2(ξ1,μ1) f˘k3, j3(ξ2,μ2)
× f˘ξ1, j1
(
ξ1 + ξ2,μ1 + μ2 + Ω ′2(ξ1, ξ2)
)
dξ1 dξ2 dμ1 dμ2
:= J1 + J2. (2.34)



















































For J2 we claim that if gi : R→ R+ are L2 functions supported in Iki , i = 2,3, and g1 : R2 → R+ is an





ξ1 + ξ2,μ + Ω ′2(ξ1, ξ2)
)






Indeed, by using a similar argument as in (ii), making use of the change of variables (ξ1, ξ2) →
(ξ ′1, ξ ′2) = (ξ1 + ξ2, ξ2) and noting that∣∣∣∣ ∂∂ξ ′ Ω ′2(ξ ′1 − ξ ′2, ξ ′2)
∣∣∣∣= ∣∣3(ξ ′2)2 + 2(ξ ′1 − ξ ′2)∣∣= ∣∣3ξ22 + 2ξ1∣∣> A, (2.37)
2








‖ fki , ji‖L2 . (2.38)
Putting (2.35) and (2.38) together and choosing A = 2 jmed2 2 kmin2 yields (2.18). We note that in (2.37)
|3ξ22 + 2ξ1| ∼ N1 if N23  N1 and |3ξ22 + 2ξ1| ∼ N23 if N23  N1. Hence (2.19) and (2.20) follow easily
from (2.38).
From the ﬁrst relation in (2.11) and the assumption N1 ∼ N2 we see that the case j2 = jmax is
identical to the case j1 = jmax .
Finally, the case j3 = jmax can be treated by using a similar argument as in (ii) and noting that
N3  N1 ∼ N2. 
We restate now Lemma 2.2 in a form that is suitable for the bilinear estimates in Proposi-
tions 3.1–3.5.
Corollary 2.3. Assume ki ∈ Z, ji ∈ Z+ , i = 1,2,3, and Ni = 2ki , Li = 2 ji , and fk1, j1 and fk2, j2 ∈ L2(R × R)
are functions supported in {(ξ, τ ) ∈ R×R: ξ ∈ Ik1 , τ − ξ2 ∈ I j1 } and {(ξ, τ ) ∈ R×R: ξ ∈ Ik2 , τ + ξ2 ∈ I j2 },
respectively, and 1Dk3, j3 is a characteristic function on the set Dk3, j3 = {(ξ, τ ) ∈ R×R: ξ ∈ Ik3 , τ − ξ3 ∈ I j3 }.
(i) For any ki ∈ Z, ji ∈ Z+ , i = 1,2,3,
∥∥1Dk3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin2 2 kmin2 2∏
i=1
‖ fki , ji‖L2 . (2.39)
(ii) Let N2  1 and N1  N2 ∼ N3 or N1 ∼ N2 ∼ N3 . If jmax = j1 or j2 , then
∥∥1Dk3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin+ jmed2 2−kmax 2∏
i=1
‖ fki , ji‖L2 . (2.40)
If jmax = j3 , then
∥∥1Dk3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin+ jmed2 2− kmax2 2∏
i=1
‖ fki , ji‖L2 . (2.41)
(iii) Let N3  N1 ∼ N2 and N1  1. If jmax = j1 or j2 , then
∥∥1Dk3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin2 2 jmed4 2− kmin4 2∏
i=1
‖ fki , ji‖L2 . (2.42)
Moreover, if N23  N1 , then
∥∥1Dk3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin2 2 jmed2 2− kmax2 2∏
i=1
‖ fki , ji‖L2 . (2.43)
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∥∥1Dk3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin2 2 jmed2 2−kmin 2∏
i=1
‖ fki , ji‖L2 . (2.44)
If jmax = j3 , then
∥∥1Dk3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin+ jmed2 2− kmin2 2∏
i=1
‖ fki , ji‖L2 . (2.45)
Proof. Obviously, we have
∥∥1Dk3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2 = sup‖ f ‖L2=1
∣∣∣∣ ∫
Dk3, j3
f · fk1, j1 ∗ fk2, j2 dξ dτ
∣∣∣∣.
Let fk3, j3 = 1Dk3, j3 · f , f ′k1, j1 (ξ,μ) = fk1, j1 (ξ,μ+ξ2), f ′k2, j2 (ξ,μ) = fk2, j2 (ξ,μ−ξ2) and f ′k3, j3 (ξ,μ) =
fk3, j3 (ξ,μ + ξ3). Using simple changes of variables∫
Dk3, j3
f · fk1, j1 ∗ fk2, j2 dξ dτ = J
(
f ′k1, j1 , f
′
k2, j2
, f ′k3, j3
)
.
Then Corollary 2.3 follows from Lemma 2.2. 
Next we turn to the estimates for J ′ . From (2.11), we have
J ′( f , g,h) = J ( f˘ ,h, g). (2.46)
Hence we obtain the following results corresponding to Lemma 2.2 and Corollary 2.3.
Lemma 2.4. Assume ki ∈ Z, ji ∈ Z+ , and Ni = 2ki , and fki , ji ∈ L2(R× R) are functions supported in Iki × I ji ,
i = 1,2,3. For simplicity we write J ′ = J ′( fk1, j1 , fk2, j2 , fk3, j3 ).
(i) For any ki ∈ Z, ji ∈ Z+ , i = 1,2,3,
∣∣ J ′∣∣ C2 jmin2 2 kmin2 3∏
i=1
‖ fki , ji‖L2 . (2.47)
(ii) Let N2  1, and N1  N2 ∼ N3 or N1 ∼ N2 ∼ N3 . If jmax = j1 or j3 , then
∣∣ J ′∣∣ C2 jmin+ jmed2 2−kmax 3∏
i=1
‖ fki , ji‖L2 . (2.48)
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∣∣ J ′∣∣ C2 jmin+ jmed2 2− kmax2 3∏
i=1
‖ fki , ji‖L2 . (2.49)
(iii) Let N2  N1 ∼ N3 and N1  1. If jmax = j1 or j3 , then
∣∣ J ′∣∣ C2 jmin2 2 jmed4 2− kmin4 3∏
i=1
‖ fki , ji‖L2 . (2.50)
Moreover, if N22  N1 , then
∣∣ J ′∣∣ C2 jmin2 2 jmed2 2− kmax2 3∏
i=1
‖ fki , ji‖L2 , (2.51)
if N22  N1 , then
∣∣ J ′∣∣ C2 jmin2 2 jmed2 2−kmin 3∏
i=1
‖ fki , ji‖L2 . (2.52)
If jmax = j2 , then
∣∣ J ′∣∣ C2 jmin+ jmed2 2− kmin2 3∏
i=1
‖ fki , ji‖L2 . (2.53)
Corollary 2.5. Assume ki ∈ Z, ji ∈ Z+ , i = 1,2,3, and Ni = 2ki , Li = 2 ji , and fk1, j1 and fk2, j2 ∈ L2(R × R)
are functions supported in {(ξ, τ ) ∈ R×R: ξ ∈ Ik1 , τ + ξ2 ∈ I j1 } and {(ξ, τ ) ∈ R×R: ξ ∈ Ik2 , τ − ξ3 ∈ I j2 },
respectively, and 1D ′k3, j3
is a characteristic function on the set D ′k3, j3 = {(ξ, τ ) ∈ R×R: ξ ∈ Ik3 , τ + ξ2 ∈ I j3 }.
(i) For any ki ∈ Z, ji ∈ Z+ , i = 1,2,3,
∥∥1D ′k3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin2 2 kmin2
2∏
i=1
‖ fki , ji‖L2 . (2.54)
(ii) Let N2  1 and N1  N2 ∼ N3 or N1 ∼ N2 ∼ N3 . If jmax = j1 or j3 , then
∥∥1D ′k3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin+ jmed2 2−kmax
2∏
i=1
‖ fki , ji‖L2 . (2.55)
If jmax = j2 , then
∥∥1D ′k3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin+ jmed2 2− kmax2
2∏
i=1
‖ fki , ji‖L2 . (2.56)
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∥∥1D ′k3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin2 2 jmed4 2− kmin4
2∏
i=1
‖ fki , ji‖L2 . (2.57)
Moreover, if N22  N1 , then
∥∥1D ′k3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin2 2 jmed2 2− kmax2
2∏
i=1
‖ fki , ji‖L2 , (2.58)
if N22  N1 , then
∥∥1D ′k3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin2 2 jmed2 2−kmin
2∏
i=1
‖ fki , ji‖L2 . (2.59)
If jmax = j2 , then
∥∥1D ′k3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2  C2 jmin+ jmed2 2− kmin2
2∏
i=1
‖ fki , ji‖L2 . (2.60)
Proof. Obviously, we have
∥∥1D ′k3, j3 ( fk1, j1 ∗ fk2, j2)(ξ, τ )∥∥L2 = sup‖ f ‖L2=1
∣∣∣∣ ∫
D ′k3, j3
f · fk1, j1 ∗ fk2, j2 dξ dτ
∣∣∣∣.
Let fk3, j3 = 1D ′k3, j3 · f , f
′
k1, j1
(ξ,μ) = fk1, j1 (ξ,μ−ξ2), f ′k2, j2 (ξ,μ) = fk2, j2 (ξ,μ+ξ3) and f ′k3, j3 (ξ,μ) =
fk3, j3 (ξ,μ − ξ2). Using simple changes of variables
∫
D ′k3, j3
f · fk1, j1 ∗ fk2, j2 dξ dτ = J ′
(
f ′k1, j1 , f
′
k2, j2
, f ′k3, j3
)
.
Then Corollary 2.5 follows from Lemma 2.4. 
Finally we give the estimates for J+ , where we need the Strichartz estimates for the free solution
to the Schrödinger equation:
∥∥eit∂2x φ∥∥Lqt Lrx  C‖φ‖L2x (2.61)
if 2 q, r ∞ and 2q + 1r = 12 (cf. [11,12]). Obviously, the same estimates hold true for J− .
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i = 1,2,3,4. Then
∣∣ J+( fk1, j1 , fk2, j2 , fk3, j3 , fk4, j4)∣∣ 2 j1+ j2+ j3+ j42 2− jmax2 4∏
j=1
‖ fki , ji‖L2 . (2.62)
Proof. Take jmax = j2 for example. The other cases can be proved in the same argument. By simple
change of variables,




f˘k1, j1(ξ1,μ1) f˘k3, j3(ξ2,μ2) fk4, j4(ξ3,μ3)
× fk2, j2
(
ξ1 + ξ2 + ξ3,μ1 + μ2 + μ3 + Ω ′3(ξ1, ξ2, ξ3)
)
dξ1 dξ2 dξ3 dμ1 dμ2 dμ3, (2.63)
where
Ω ′3(ξ1, ξ2, ξ3) = (ξ1 + ξ2 + ξ3)2 − ξ22 − ξ23 + ξ21 . (2.64)
Writing f ′k1, j1 (ξ, τ ) = f˘k1, j1 (ξ, τ − ξ2), f ′k3, j3 (ξ, τ ) = f˘k3, j3 (ξ, τ + ξ2) and f ′ki , ji (ξ, τ ) = fki , ji (ξ, τ + ξ2),





f ′k1, j1 ∗ f ′k3, j3 ∗ f ′k4, j4
)
(ξ, τ ) f ′k2, j2(ξ, τ )dξ dτ
∣∣∣∣

∥∥F −1( f ′k1, j1)∥∥L6t,x∥∥F −1( f ′k3, j3)∥∥L6t,x∥∥F −1( f ′k4, j4)∥∥L6t,x‖ fk2, j2‖L2ξ,τ . (2.65)
On the other hand,
F −1( f ′k1, j1)= ∫
R2
f˘k1, j1(ξ, τ )e
ix·ξ eitξ2eitτ dξ dτ .
Then, using (2.61) with q = r = 6, we have










2 ‖ fk1, j1‖L2τ ,ξ . (2.66)
In the same way we have










2 ‖ fk1, j1‖L2τ ,ξ , (2.67)
and
∥∥F −1( f ′k4, j4)∥∥L6t,x 




2 ‖ fk4, j4‖L2τ ,ξ . (2.68)R R
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| J | 2 j1+ j3+ j42
4∏
j=1
‖ fki , ji‖L2 . (2.69)
Thus we complete the proof. 
Corollary 2.7. Assume ki ∈ Z, ji ∈ Z+ , i = 1,2,3, and Ni = 2ki , Li = 2 ji , and for i = 1,2, fki , ji ∈ L2(R× R)
are functions supported in {(ξ, τ ) ∈ R × R: ξ ∈ Iki , τ + ξ2 ∈ I ji }, and fk3, j3 is a function supported in
{(ξ, τ ) ∈ R × R: ξ ∈ Ik3 , τ − ξ2 ∈ I j3 }, and 1D ′k4, j4 is a characteristic function on the set D
′
k4, j4
= {(ξ, τ ) ∈
R× R: ξ ∈ Ik4 , τ + ξ2 ∈ I j4 }. Then for any ki ∈ Z, ji ∈ Z+ , i = 1,2,3,4,
∥∥1D ′k4, j4 ( fk1, j1 ∗ fk2, j2 ∗ fk3, j3)(ξ, τ )∥∥L2  C2 j1+ j2+ j3+ j42 2− jmax2
3∏
i=1
‖ fki , ji‖L2 . (2.70)
Proof. Obviously, we have
∥∥1D ′k4, j4 ( fk1, j1 ∗ fk2, j2 ∗ fk3, j3)(ξ, τ )∥∥L2 = sup‖ f ‖L2=1
∣∣∣∣ ∫
D ′k3, j3
f · fk1, j1 ∗ fk2, j2 ∗ fk3, j3 dξ dτ
∣∣∣∣.
Let fk4, j4 = 1D ′k4, j4 · f , f
′
k1, j1
(ξ,μ) = fk1, j1 (ξ,μ − ξ2), f ′k2, j2 (ξ,μ) = fk2, j2 (ξ,μ − ξ2), f ′k3, j3 (ξ,μ) =
fk3, j3 (ξ,μ + ξ2) and f ′k4, j4 (ξ,μ) = fk4, j4 (ξ,μ − ξ2). Using simple changes of variables∫
D ′k4, j4
f · fk1, j1 ∗ fk2, j2 ∗ fk3, j3 dξ dτ = J+
(
f ′k1, j1 , f
′
k2, j2





Then Corollary 2.7 follows from Lemma 2.6. 
In addition to (6.21), we recall in the following lemma the Strichartz estimates, maximal function
estimates and smoothing effect estimates for the free KdV solution and Schrödinger solution (see
e.g. [11,12]).
Lemma 2.8. Let k ∈ Z+ , j ∈ N and I ⊂ R be an interval with |I| 1. Then for all φ ∈ S(R) we have∥∥eit∂2x P jφ∥∥L∞x L2t  2− j2 ‖φ‖L2(R), (2.71)∥∥eit∂2x Pkφ∥∥L2x L∞t∈I  2 k2 ‖φ‖L2(R), (2.72)∥∥eit∂2x Pkφ∥∥L4x L∞t∈I  2 k4 ‖φ‖L2(R), (2.73)∥∥e−it∂3x P jφ∥∥L∞x L2t  2− j‖φ‖L2(R), (2.74)∥∥e−it∂3x Pkφ∥∥L2x L∞t∈I  2 3k4 ‖φ‖L2(R), (2.75)∥∥e−it∂3x Pkφ∥∥L4L∞  2 k4 ‖φ‖L2(R), (2.76)x t∈I
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where 2 q1, r1 ∞ and 3q1 + 1r1 = 12 .
Similar to the proof of Lemma 3.2 in [7], we can apply Lemma 2.8 to get
Lemma 2.9. Let k ∈ Z+ , j ∈ N, I ⊂ R be an interval with |I| 1 and (q, r), (q1, r1) as above. Assume v ∈ F 0
and u ∈ G0 , then we have
‖P ju‖L∞x L2t  2
− j2
∥∥F[P ju]∥∥Y j , (2.78)








‖Pku‖Lqt Lrx  C
∥∥F[Pku]∥∥Yk , (2.81)
‖P j v‖L∞x L2t  2
− j∥∥F[P j v]∥∥X j , (2.82)








‖Pkv‖Lq1t Lr1x  C
∥∥F[Pkv]∥∥Xk . (2.85)
As a consequence, we have F s,Gs ⊆ C(R, Hs).
3. Multilinear estimates
In this section we prove some multilinear estimates. First we start with bilinear estimates corre-
sponding to the nonlinear term ∂x(|u|2).
Proposition 3.1.
(i) Let ki ∈ Z+ , Ni = 2ki , i = 1,2,3. If k1 = 0 and N2 ∼ N3  1, then∥∥(i + τ − ξ3)−1ηk3(ξ)iξ P˜0u¯ ∗˜Pk2 v∥∥Xk3  2 k32 ‖ P˜0u‖Y0‖˜Pk2 v‖Yk2 . (3.1)
(ii) Let ki ∈ Z+ , Ni = 2ki , i = 1,2,3. If N3  1 and 2 N1  N2 ∼ N3 , then∥∥(i + τ − ξ3)−1ηk3(ξ)iξ˜Pk1 u¯ ∗˜Pk2 v∥∥Xk3  2−k3‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 . (3.2)




2 ‖ P˜0u¯ ∗˜Pk2 v‖L2ξ,τ
 2k3‖P0u‖L2x L∞t ‖Pk2 v‖L∞x L2t
 2
k3
2 ‖ P˜0u‖Y0‖˜Pk2 v‖Yk , (3.3)2
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‖Pku‖L∞x L2t  2
− k2 ‖ P˜ku‖Yk and ‖P0u‖L2x L∞t  ‖ P˜0u‖Y0 . (3.4)
(ii) Let fk1, j1 (ξ, τ ) = ηk1 (ξ)η j1 (τ − ξ2 )˜u¯(ξ, τ ) and fk2, j2 (ξ, τ ) = ηk2 (ξ)η j2 (τ + ξ2 )˜v(ξ, τ ). It follows
from the deﬁnition of Xk that




2 ‖1Dk3, j3 · fk1, j1 ∗ fk2, j2‖L2 . (3.5)
Observe that
∣∣Ω2(ξ1, ξ2)∣∣∼ N32. (3.6)
From the support properties of the functions fki , ji , i = 1,2, it is easy to see that 1Dk3, j3 · fk1, j1 ∗
fk3, j2 ≡ 0 unless Lmax ∼ Lmed  N33 or Lmax ∼ N33 .













‖ fki , ji‖L2 . (3.7)




− jmax‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2  k32−2k32
k1
2 ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 . (3.8)
Now we turn to the case Lmax ∼ N33 . If jmax = j1 or j2, then by (2.40) we have that the right side











‖ fki , ji‖L2 . (3.9)




− jmax2 ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2  k32−
3
2 k3‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 . (3.10)













‖ fki , ji‖L2  2−k3‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 . (3.11)
We complete the proof of the proposition. 
The proof of (3.2) can be applied to the following result since the two cases have the same esti-
mates (2.40) and (2.41).
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∥∥(i + τ − ξ3)−1ηk3(ξ)iξ˜Pk1 u¯ ∗˜Pk2 v∥∥Xk3  2−k3‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 . (3.12)
Proposition 3.3. Let ki ∈ Z+ , Ni = 2ki , i = 1,2,3. If Nmax  1, then
∥∥(i + τ − ξ3)−1ηk3(ξ)iξ ˜ψ(t)Pk1 u¯ ∗ ˜ψ(t)Pk2 v∥∥Xk3  ‖Pk1u‖L∞t L2x‖Pk2 v‖L∞t L2x . (3.13)
Proof. Using the deﬁnition of Xk and Bernstein’s inequality (cf. [21]), we have





∥∥ψ(t)Pk1 u¯ Pk2 v∥∥L2t,x
 ‖Pk1u‖L∞t L2x‖Pk2 v‖L∞t L2x . 















2 ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 . (3.14)
Proof. From (2.6) and the inequality (2.75), i.e.,
∥∥ψ(t)P0u∥∥L2x L∞t  ‖ P˜0u‖X0 , (3.15)
it follows that it suﬃces to prove that
∥∥(i + τ − ξ3)−1η0(ξ)iξ˜Pk1 u¯ ∗˜Pk2 v∥∥X0  k12− k12 ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 . (3.16)








2 ‖1Dk3, j3 · fk1, j1 ∗ fk2, j2‖L2 . (3.17)
Thanks to Ω2(ξ1, ξ2) = −(ξ1 + ξ2)[(ξ1 + ξ2)2 − (ξ1 − ξ2)] and ξ1ξ2 < 0, we get
∣∣Ω2(ξ1, ξ2)∣∣∼ N1N3.
We may assume that | jmax − (k1 + k3)| C and k3 −10k1. Otherwise, the desired estimates can be















‖ fki , ji‖L2  k12−
k1
2 ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 .  (3.18)






)‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 . (3.19)














‖ f ′k3, j3‖L2=1
∣∣ J( f ′k1, j1 , f ′k2, j2 , f ′k3, j3)∣∣, (3.20)
where fki , ji and f
′
ki , ji
, i = 1,2,3 are as in the proof of and Proposition 3.1 and Corollary 2.3, respec-
tively. We may split the integral domain of J into two parts R1 and R2:
R1 =
{
(ξ1, ξ2, τ1, τ2) ∈ R4: |ξ1 + ξ2| 2 and







(ξ1, ξ2, τ1, τ2) ∈ R4: |ξ1 + ξ2| 2 and







(ξ1, ξ2, τ1, τ2) ∈ R4: |ξ1 + ξ2| 2,








is empty. Indeed, if (ξ1, ξ2, τ1, τ2) ∈ R3, then
(ξ1 + ξ2)2 >
∣∣3(ξ1 + ξ2)2 + 2ξ2∣∣+ ∣∣(ξ1 + ξ2)2 − (ξ1 − ξ2)∣∣

∣∣2(ξ1 + ξ2)2 + (ξ1 + ξ2)∣∣= |ξ1 + ξ2|∣∣2(ξ1 + ξ2) + 1∣∣ (3.21)
and hence |ξ1 + ξ2| > |2(ξ1 + ξ2) + 1|, which is a contradiction with the condition |ξ1 + ξ2| 2. We
denote by J1 and J2 the integration over R1 and R2, respectively.
We ﬁrst consider J1. Then we have |Ω2(ξ1, ξ2)| 12 (ξ1 + ξ2)3 and hence Lmax  N33 . If jmax = j3,













‖ fki , ji‖L2 (3.22)
which is bounded by 2−
k1
2 ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 provided N23  N1. Otherwise, in the case N23  N1,|Ω2(ξ1, ξ2)| ∼ N1N3, and hence Lmax  N1N3. So (3.22) still can be dominated by
2−
k1
2 ‖˜Pk1u‖Yk ‖˜Pk2 v‖Yk .1 2















‖ fki , ji‖L2 (3.23)
which is bounded by 2−
3k1














‖ fki , ji‖L2  k12
k3
2 2−k1‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 (3.24)
which is still bounded by 2−
3k1
8 ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 since N23  N1.
Now we turn to consider J2. We observe that in this case
N23 ∼ N1. (3.25)




fk2, j2(ξ1,μ1) f˘k3, j3(ξ2,μ2)
× f˘k1, j1
(
ξ1 + ξ2,μ1 + μ2 + Ω ′2(ξ1, ξ2)
)
dξ1 dξ2 dμ1 dμ2. (3.26)






‖ fki , ji‖L2 , (3.27)
which implies that the right-hand side of (3.20) is bounded by
∑






‖ fki , ji‖L2  k3‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 .  (3.28)
We now turn to the bilinear estimates corresponding to the nonlinear term uv .
Proposition 3.6. If Nmax  1, then
∥∥(i + τ + ξ2)−1ηk3(ξ) ˜ψ(t)Pk1u ∗ ˜ψ(t)Pk2 v∥∥Xk3  ‖Pk1u‖L∞t L2x‖Pk2 v‖L∞t L2x . (3.29)
Proof. See the proof of Proposition 3.3. Here we omit its proof. 
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(i) Let ki ∈ Z+ , Ni = 2ki , i = 1,2,3. If k1 = 0 and N2 ∼ N3  1, then
∥∥(i + τ + ξ2)−1ηk3(ξ)˜Pk1u ∗˜Pk2 v∥∥Yk3  2−k3‖ P˜0u‖Y0‖˜Pk2 v‖Xk2 . (3.30)
(ii) Let ki ∈ Z+ , Ni = 2ki , i = 1,2,3. If N3  1 and 2 N1  N2 ∼ N3 , then
∥∥(i + τ + ξ2)−1ηk3(ξ)˜Pk1u ∗˜Pk2 v∥∥Yk3  k32−2k3‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Xk2 . (3.31)
Proof. See the proof of Proposition 3.1 and apply Corollary 2.5. Here we omit its proof. 
Proposition 3.8. Let ki ∈ Z+ , Ni = 2ki , i = 1,2,3. If N3  1 and N1 ∼ N2 ∼ N3 , then
∥∥(i + τ + ξ2)−1ηk3(ξ)˜Pk1u ∗˜Pk2 v∥∥Yk3  k32−2k3‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Xk2 . (3.32)
Proof. See the proof of Proposition 3.2 and apply Corollary 2.5. Here we omit its proof. 
Proposition 3.9. Let ki ∈ Z+ , Ni = 2ki , i = 1,2,3. If k2 = 0 and N1 ∼ N3  1, then
∥∥(i + τ + ξ2)−1ηk3(ξ)˜Pk1u ∗˜Pk2 v∥∥Yk3  2− k12 ‖˜Pk1u‖Yk1 ‖P0v‖L2x L∞t . (3.33)
Proof. Using the deﬁnition of Yk , Plancherel’s inequality and (3.4) yields




2 ‖˜Pk1u ∗ P˜0v‖L2ξ,τ
 ‖Pk1uP0v‖L2x,t
 ‖Pk1u‖L∞x L2t ‖P0v‖L2x L∞t
 2−
k1
2 ‖˜Pk1u‖Yk1 ‖P0v‖L2x L∞t .  (3.34)
Proposition 3.10. Let ki ∈ Z+ , Ni = 2ki , i = 1,2,3. If N3  1 and 2 N2  N1 ∼ N3 , then
∥∥(i + τ + ξ2)−1ηk3(ξ)˜Pk1u ∗˜Pk2 v∥∥Yk3  2−k2‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Xk2 . (3.35)














‖ f ′k , j ‖L2=1
∣∣ J ′( f ′k1, j1 , f ′k2, j2 , f ′k3, j3)∣∣, (3.36)
i 3 3
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(ξ1, ξ2, τ1, τ2) ∈ R4: |ξ2| 2 and





(ξ1, ξ2, τ1, τ2) ∈ R4: |ξ2| 2 and





(ξ1, ξ2, τ1, τ2) ∈ R4: |ξ2| 2,
∣∣ξ22 + 2ξ1 + ξ2∣∣< 12ξ22 and ∣∣3ξ22 + 2ξ1∣∣< 12 ξ22
}
is empty. Indeed, if (ξ1, ξ2, τ1, τ2) ∈ R3, then
ξ22 >
∣∣3ξ22 + 2ξ1∣∣+ ∣∣ξ22 + 2ξ1 + ξ2∣∣ ∣∣2ξ22 − ξ2∣∣= |ξ2||2ξ2 − 1| (3.37)
and hence |ξ2| > |2ξ2 − 1|, which is a contradiction with the condition |ξ2| 2. We denote by J1 and
J2 the integration over R1 and R2, respectively.
We ﬁrst consider J1. Then we have |Ω ′2(ξ1, ξ2)| 12 |ξ2|3 and hence Lmax  N32 . If jmax = j2, then













‖ fki , ji‖L2  k22−2k2‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Xk2 . (3.38)















‖ fki , ji‖L2  2−
7k2
4 ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Xk2 . (3.39)
Now we turn to consider J2. We observe that in this case









× f ′k3, j3
(
ξ1 + ξ2,μ1 + μ2 + Ω ′2(ξ1, ξ2)
)
dξ1 dξ2 dμ1 dμ2. (3.41)





‖ fki , ji‖L2 , (3.42)
i=1








‖ fki , ji‖L2  2−k2‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Xk2 .  (3.43)
Finally, we consider the trilinear estimates corresponding to the nonlinear term |u|2u.
Lemma 3.11. Let ki ∈ Z and Ni = 2ki , i = 1,2,3,4. Then
(i)
∥∥(i + τ + ξ2)−1ηk4(ξ)˜Pk1u ∗˜Pk2 v ∗˜Pk3 w¯∥∥Yk4  ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 ‖˜Pk3w‖Yk3 . (3.44)
(ii) For N3  1 and N1  N2  N3 ∼ N4 or N2  1 and N1 ∼ N2 ∼ N4  N3 , we have∥∥(i + τ + ξ2)−1ηk4(ξ)˜Pk1u ∗˜Pk2 v ∗˜Pk3 w¯∥∥Yk4
 kmax2−kmax‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 ‖˜Pk3w‖Yk3 . (3.45)
(iii) For N2  1 and N4 ∼ N2  N3  N1 or N2  1 and N2 ∼ N4  N1  N3 , we have∥∥(i + τ + ξ2)−1ηk4(ξ)˜Pk1u ∗˜Pk2 v ∗˜Pk3 w¯∥∥Yk4
 kmax2−
kmax+kthd
2 ‖˜Pk1u‖Yk1 ‖˜Pk2 v‖Yk2 ‖˜Pk3w‖Yk3 . (3.46)
Proof. Let
fk1, j1(ξ, τ ) = ηk1(ξ)η j1
(
τ + ξ2)˜u(ξ, τ ), fk2, j2(ξ, τ ) = ηk2(ξ)η j2(τ + ξ2)˜v(ξ, τ )
and
fk3, j3 = ηk3(ξ)η j3
(
τ − ξ2)˜¯w(ξ, τ ). (3.47)






























‖ fki , ji‖L2 . (3.48)
(3.44) obviously holds since jmax2−
jmax
2  C . (3.45) and (3.46) follow easily from the fact that for
N3  1 and N1  N2  N3 ∼ N4 or N2  1 and N1 ∼ N2 ∼ N4  N3, Ω3(ξ1, ξ2, ξ3) ∼ N2max and
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 1 and N4 ∼ N2  N3  N1 or N2  1 and N2 ∼ N4  N1  N3,
Ω3(ξ1, ξ2, ξ3) ∼ NmaxNthd and then Lmax  NmaxNthd . 
4. Proof of Theorem 1.1
In this section our goal is to prove the following multilinear estimates Lemmas 4.1–4.4. Once
getting them, we can apply the standard ﬁxed-point machinery to get Theorem 1.1.




































 C‖u‖Gs0 ‖v‖Gs0 . (4.2)
Proof. Using (2.6) and (3.15), we obtain that the square of the left-hand side of (4.2) is controlled by∑
k30
22s1k3





∥∥(i + τ − ξ3)−1ηk3(ξ)˜Pk1u ∗˜Pk2 v∥∥2Xk3 .
By symmetry of J , we may assume k1  k2. In order to get our desired bound, we apply Proposi-
tions 3.1–3.5 and (3.16) to the following six cases: (1) N1 = 1 and N2 ∼ N3  1; (2) N3  1 and
2  N1  N2 ∼ N3; (3) N3  1 and N1 ∼ N2 ∼ N3; (4) Nmax  1; (5) N3 = 1 and N1 ∼ N2  1;
(6) N1  1 and 2 N3  N1 ∼ N2. 










 C‖u‖F s1 ‖v‖Gs0 . (4.3)
Proof. By (2.5), we obtain that the square of the left-hand side of (4.3) is controlled by∑
k30
22s0k3





∥∥(i + τ + ξ2)−1ηk3(ξ)˜Pk1u ∗˜Pk2 v∥∥2Yk3 .
By symmetry of J ′ , we may assume k1  k3. In order to get our desired bound, we apply Proposi-
tions 3.6–3.10 to the following six cases: (1) Nmax  1; (2) N1 = 1 and N2 ∼ N3  1; (3) N3  1 and
2  N1  N2 ∼ N3; (4) If N3  1 and N1 ∼ N2 ∼ N3; (5) N2 = 1 and N1 ∼ N3  1; (6) N3  1 and
2 N2  N1 ∼ N3. 











 C‖u‖Gs‖v‖Gs‖w‖Gs . (4.4)
Proof. Thanks to (2.5), the square of the left-hand side of (4.4) is controlled by∑
k40
22sk4





∥∥(i + τ + ξ2)−1ηk4(ξ)˜Pk1u ∗˜Pk2 v ∗˜Pk3 w¯∥∥2Yk4 . (4.5)
From (2.14), we may assume k1  k2 and k3  k4. Hence we only need to consider the two cases: the
one is
Nmax  1, or N1 ∼ N2  N3 ∼ N4 and N4  1,
or N2 ∼ N4  N3 ∼ N1 and N4  1 (4.6)
and the other one is
N3  1 and N1  N2  N3 ∼ N4, or N2  1 and N1 ∼ N2 ∼ N4  N3,
N2  1 and N4 ∼ N2  N3  N1, or N2  1 and N2 ∼ N4  N1  N3. (4.7)
For the ﬁrst case, we apply (3.44) and Cauchy–Schwarz inequality to get our desired result. For the
second case, using (3.45), (3.46) and Cauchy–Schwarz inequality yields our desired result. 
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