Abstract. Heat treatment is an important method for improving the mechanical properties of industrial parts that are made through the powder metallurgy. Most PM steels are subjected to hardening and tempering, and it is due to this treatment that tempered martensite is formed. After heat treatment, these steel's mechanical properties are affected by the heat treatment parameters and the initial density. In this paper, in order to make an evaluation of the effect of the above parameters, FN-0205 PM steel with various densities is heat treated in different austenite conditions and tempering time. Their mechanical properties are then evaluated and recorded. Afterwards, this data obtained by experimental procedure are predicted for various conditions. The method employed here is the well-known feedforward Artificial Neural Network (ANN) with the Back Propagation (BP) learning algorithm. Comparison between predicted values and experimental data, in the present study, indicate that the predicted results from this model are in good agreement with the experimental values.
Introduction
Powder metallurgy is a modern method in the production of machine and equipment parts, since this method has a unique set of benefits, in particular being quite economic. Therefore, this method is very suitable for batch production of parts with complicate shapes [1] [2] . Nowadays, because of the special benefits of powder metallurgy in the production of parts having complicated shapes, this method is considered as one of the most conventional methods such as casting and machining even in high stress application [3] [4] . Universal microstructure of these parts contains porosity and metallurgical phases. Both of these parameters affect the final properties, especially the mechanical. Results obtained by the scientific researches show that with an increase in density or decrease in porosity percent, the mechanical properties were improved [5] [6] [7] . Before the material could be used, the microstructure must be reinforced due to the porosities and unique structure of the powder metallurgical steels. Heat treatment is a good way to accomplish this task, since heat treatment leads to an improvement of the microstructure and mechanical properties such as ultimate strength and hardness [8] [9] . One of the important heat treatment processes is quenching and tempering that includes steel austenitizing at high temperatures and rapid cooling with overwhelming in water or oil. Then, to improve the microstructure and decrease the brittleness, tempering is accomplished in the ranges of 105 to 200 centigrade. The final structure includes the tempered martensite having high strength with suitable toughness [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Mechanical properties are influenced by density and heat treatment parameters, including the time and temperature in the tempering and austenitizing process. Normally, the determination or evaluation of the degree to which the heat treatment parameters affect the mechanical properties, and to find the required optimum condition for better results, involves the manufacturing of standard samples and the design of some nondestructive testing procedures that are costly and time consuming. To overcome this problem, we have explored the usage of Artificial Neural Network (ANN) techniques. In recent years, ANN has been applied in many fields including function approximation and prediction. Artificial neural network is a kind of information processing technology which is good at handling problems in which complex nonlinear relations exist among the input and output variables. The ANN model applied in materials science belongs to a novel branch subject-Material Metrics [12, 13] . In this research, we have investigated the effect of density and heat treatment parameters on the final mechanical properties (such as the ultimate strength and hardness) for the powder metallurgical steel parts using Artificial Neural Network model.
Experimental procedures Neural network overview
ANNs are parallel-interconnected networks of simple computational elements that are intended to interact with the objects of the real-world in a similar way to the biological nervous system [14] . Formally, an ANN is an oriented graph in which the nodes represent a set of processing units, called neurons, and the connections represent the information flow channels. Each connection between two neurons has an associated value called weight (Wij) which specifies the strength of the connection from unit i to unit j [15] . The choice of a specific class of networks for the simulation of a nonlinear and complex problem depends on a variety of factors such as the accuracy desired and the prior information concerning the input-output pairs [16] . The most popular ANN in materials science and engineering investigations is the feedforward multi-layer perceptron, where the neurons are arranged into an input layer, one or more hidden layers, and an output layer [14] [15] [16] [17] [18] . In this investigation, only one hidden layer was used because of the proven nonlinear approximation capabilities of this structure for an arbitrary degree of accuracy [18] [19] [20] . A schematic description of a three-layer feedforward network is given in Fig. 1 . In the hidden and output layers, the net input (Xj) to node j is of the form [19] : where Yi are the inputs, Wij the weights associated with each input/node connection, n the number of nodes and bj the bias associated with node j: the bias neurons do not take any input and they emit a constant output value across weighted connections to the neurons in the next layer. Each neuron consists of a transfer function expressing internal activation level. The output (h) from a neuron is determined by transforming its input using suitable transfers function as follows [10] :
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Generally, the transfer functions are sigmoid function, hyperbolic tangent and linear function [21] [22] .
To estimate the degree of accuracy of the network, the database is split into two sub-groups: the socalled learning base used to determine the weights associated for each interconnection (training process); and the test or validation base, which verifies that the network is able to predict examples not previously learnt (validation process). The training process consists of determining the weights that produce from the inputs the best fit of the predicted outputs over the entire training data set. An input vector is then introduced in the input layer and is propagated through the network to the output layer. The difference between the computed output vector and the target vector is used to determine the weights using an optimization procedure in order to minimize the suitable error function. This form of training is termed the backpropagation training algorithm [16] . A schematic description of back-propagation learning algorithm in an ANN with two hidden layers is given in Fig. 2 . 
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Where N0 is the number of output, Q the number of training sets, d desired output, and y the network output.
Data set collection
In this work, we have performed experimental tests for collecting the data set required for the neural network structure. Samples were made from the Fe powder with 1.07 percent nickel and blended with 2.5 percent cupper, 0.5 percent graphite, and 0.8 percent cupper organic compound (as a lubricant). The blended powders were then mixed to homogenize with 250-gram capacity for 20 minutes. Single direction 60 ton press was used to make samples in standard tensile model. With this process, 28 samples were made and all samples sintered in batch furnace for 30 minutes and 1120 centigrade in 90H 2 /10N 2 atmosphere. The Sample densities were then measured in conformity ASTM-B-328-96 standard to evaluate the effect of austenitizing, tempering time, and temperature. These object samples were austenitized in vacuum furnace at 840 centigrade with different times, and then quenched in oil at 25 centigrade. Tempering process were accomplished in 200 centigrade twice, once for 1 hour and then for 3 hours. Tensile test was performed with DARTEC tensile device corresponding to ASTM-E8 standard and finally the results related to the ultimate strengths were registered.
Neural Network architecture
In this study, a multilayer neural network model consisting of the input layer, one hidden layer, and the output layer was used. There are three input variables and two output variables in this application. The input values as well as the output values are normalized to values between 0 and 1. The ANN was trained and implemented using neural network toolbox in the MATLAB7.1 software using backpropagation learning rule with Levenberg-Marquart algorithm [23] . The hidden layer of neurons is modeled with a log of the sigmoid function and the output layer was a positive linear transfer function. The number of neurons used in the hidden layer is 4. Maximum epochs considered were 4000 and the network error goal was set at 0.0005. A total of 120 training patterns were created from the dataset to be used for the ANN training. As many as 7 patterns that were not used for training were selected to test the performance of the trained network.
Results and discussion
In figure 3 we compared the neural network results with results obtained from the experimental tests. Figures 4 and 5 show the effect of the heat treatment parameters on the hardness and ultimate strength. The prediction results obtained from the neural network were then compared with the experimental results obtained from the tests. It can be seen from these figures that the presence of porosity is not avoidable. The values for the ultimate strength and hardness for the different densities show that the hardness and hardening ability in powder metallurgical parts are lower than those in the casting parts. The figures also show that mechanical properties were improved with increasing density. At constant temperature, increasing Austenitizing time conduces to austenite grains growth and the mechanical properties of martensite were decreased with an increase in the austenite grain size.
Having done the tempering process at 200 centigrade, the final hardness was decreased. When the maintained time of tempering condition increased, carbides were created, because sweeping probability of carbon on dislocations and high energy interfaces may be increased. Carbides phases were created resulting in an increase of the hardness. This phenomenon is a secondary hardness. Existences of carbides were established with micro hardness tests. Therefore, the ultimate strength and hardness of the parts increase with 3h tempering time. Comparisons of the ultimate strength and hardness betweens 3h annealing time are shown in figures 4 and 5.
Conclusions
It was shown that increasing density or decreasing porosity percent leads to an improvement of the mechanical properties. As a result of porosity existence, hardness and hardening ability of powder metallurgical parts are lower than those in the casting parts.
The results also show that increasing in austenitizing time at constant temperature tends to cause a growth in the austenite grain, and consequently leading to degradation in the mechanical properties.
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In addition, tempering of quenched parts led to decreasing of the ultimate strength and hardness and increasing tempering temperature from 1h to 3h tends to improve the mechanical properties by way of the secondary hardness happening.
The results obtained from the neural network model in this research show a good agreement with the experimental results obtained from the tests, and the ANN predicted results are very close to the experimental results. With this model, one can predict the mechanical properties with regard to the effective parameters including the density and heat treatment parameters in the ranges used in this study. Time and cost could certainly be reduced by making use of the ANN model.
