INTRODUCTION
In recent years, numerous methods have been introduced for developing smart wheelchairs to accommodate the need of disabled community. The comprehensive characterization and development trend can be found in [1] . One of the smart wheelchair components is the autonomous ability that accommodates more assistive features to users by helping them observe the surroundings and lead themselves to the destination safely. This component can be useful to users with cognitive or visual impairment, or those who fatigue easily [2] . Realizing the importance, there has been a great deal of research devoted in this area. Some recent results can be found in [3] , which highlights the setups of various individual systems and their strategies used for navigation.
Wheelchairs are used in environment where other humans are moving around. To enable navigation in such human-shared environment, wheelchairs must capable of sensing humans and subsequently predicting their movement to plan further actions. Since humans themselves sense the environment and change their actions accordingly, the wheelchairs cannot simply assume that they will keep moving as they are. For example, if humans are aware of the existence of a wheelchair in their path, they will usually stop or give a space for the wheelchair to move, thus it can maintain the original path. However, if they do not notice it, the wheelchair needs crucially to avoid them, for example in the opposite direction of human movement. If it does not consider such situations, its path may coincide with the human movement path. This may bring about an awkward uncomfortable situation to the human.
Human-robot interaction during navigation has received much attention in recent years since robots will co-exist in human environment in near future. One of the early ideas was proposed by [4] where they presented the components that may be required for developing human-friendly navigation systems. Sisbot et al. [5] developed a method of determining how a robot may approach a human by considering safety criteria, visibility criteria, and hidden zones through searching for the minimum cost path using A* algorithm. They simulated the environment and performed experiments in a real testing scenario. C.-P. Lam et al. [6] proposed a system where multiple robots and humans can navigate smoothly among all of them. They proposed six harmonic rules for robots to follow in order to guarantee least disturbance during navigation in the human-robot environment. In their study, they first defined several sensitivity fields of human and robot, and then utilized this information to plan a path using the combination of Nearness Diagram [7] and potential fields [8] with respect to the developed rules. In [9] , S. Tranberg et al.
demonstrated an adaptive system where a robot can navigate based on the information of a person seeking for interaction (PI). They determined the PI indicator based on the Case Based Reasoning (CBR) and then modeled the navigation system based on the person centered potential field. Y. Tamura et al. [10] proposed a method of predicting human's behaviour during movement based on the information obtained from tracking human's legs using Kalman Filter.
The robot predicted the human behavior, then deciding whether or not it should perform avoiding behavior by employing a social force model composed of acceleration and repulsive forces generated by the pedestrians.
Most of the above-mentioned human aware motion planners were developed for service robot systems where their objective was to serve humans and their highest priorities were given to humans. However, the situation is quite different for robotic wheelchairs in the sense that wheelchairs may have the highest priorities to move when humans are aware of their existence.
When such is not the case, wheelchairs need to avoid humans by considering humans' free space zone. In [11] [12] , wheelchair navigation in human-shared environment was proposed in face-toface direction cases based on the observation of collision avoidance patterns in hospital corridor.
They used sonar sensors for detecting obstacles and a camera for observing the human face before planning next movement on a single target. However, they considered only such simple cases that a single pedestrian is approaching to the wheelchair from the frontal direction. In this paper, we propose a navigation method that can handle any pedestrian motion case. Moreover, it can deal with multiple human cases. This work is an extension the smart wheelchair navigation system proposed in [13] and is build based on early ideas from [11] and [12] . In our previous system, wheelchair determined destination by constantly gazing at the goal area for a certain period of time prior to drive there. However during navigate, wheelchair may encounter with not only static obstacle but also with humans and hence it should be equipped with an ability to handle such case in a human-robot friendly manner. This paper is organized as follows. Section II presents the system overview consist of software and hardware layer. Next, Section III shows motion planner module for the system follow by experimental results with discussion in section IV. Finally, the summary and future research is presented in Section V.
II. SYSTEM OVERVIEW
The proposed system has been implemented on an electrical wheelchair (TT-Joy, Matsunaga
Corporation) mounted with a forward-looking RGBD camera (Kinect, Microsoft) as shown in figure 1 (a) . Kinect camera projects infrared pattern to the surrounding and obtain distance data based on the triangulation for each projected feature. In our implementation, the camera is located 1 meter above the ground and can supply both RGB and depth images up to 30 frames per second by utilizing its onboard processor. With this camera we can acquire the 3D information of surroundings in real time, which increases the system ability of detecting not only humans but also various obstacles with non-uniform shapes such as chairs and tables; in addition only minimum calibration is needed to obtain reliable data. 
III. HEAD DETECTION AND TRACKING
Head detection for the wheelchair in real environment must be robust enough to cope with illumination changes, to handle dynamic background, and to recognize heads from different pose views. Recent advances in face detection technology can be found in [14] . To satisfy the stated requirements we perform a segmentation process in advance and make use of two stage detection strategies. First, any RGB image pixels whose depth is more than 3 meters from the camera are removed. This process greatly reduces the amount of regions to be further processed and simultaneously decreases the possibility of including false positive area. Next, a set of initial human head regions are estimated using AdaBoost-based cascade classifier [15] The above-mentioned detection step generates possible regions of head location
where H is the rectangle area around a head and m is the number of total heads detected. To continuously predict the heads' orientations with respect to the camera location, the regions must be tracked over time. For this purpose, we adopt a particle filter framework. The framework is successfully used for object tracking [16] , signal processing [17] and robot localization [18] .
Particle filter [19] is a Bayesian sequential importance sampling technique, which recursively approximates the posterior distribution using a finite set of weight samples from noisy measurement called particles. From the mathematical point of view, it can be described as a process of estimating the current state vector h t from all the observation information acquired until up to time t (z 1:t ). The vector can be obtained by recursively estimating the posterior density p(h t |z 1:t ) using the following formulation: center y, and width of region H, respectively; and θ is the head angle. Particles at time t were projected according to equation (2) where n is the number of particles, Of To allow reasoning about object placement in the 3D world coordinate, we make use of depth image data supplied from the RGBD camera. Since both camera focal points are located in different axes, we need calibration beforehand to tailor the RGB image coordinate with the depth image coordinate. More information about the calibration process can be found in [20] , in short the process estimates the intrinsic parameters for both RGB and range cameras, and determines the transformation matrix that maps pixels from the depth image onto the RGB image.
The plan view or 2D map is build around the wheelchair by projecting 3D data on the x-z plane for the motion planner. The resultant map has the maximum viewing capability of 2.5 meters to the left and to the right within the field of view of 57º. Using this map, the wheelchair can easily notice which space on its surrounding is free from obstacles. However, since we implement the system in indoor scene, inevitably the mapping data are greatly contaminated with unnecessary pixels due to the fact that the floor and ceiling are partially visible within the camera's field of 
where (x i,j , y i,j ) is the coordinate of active cell , (x 0 ,y 0 ) is the present coordinate of the VCP, C i,j is the certainty value of obstacle in the cell, d is the distance to the cell from VCP and a and b are positive design parameter constants. From equation 5, we may interpret that obstacles located far from the wheelchair give less impact compared to nearer ones. Since our camera has the histogram is built from an angle of to with is the centre of POD. For converting the primary POD into Binary POD we make use the information provided by the gaze analyzer and thus the histogram is updated by the following rules:
where τ c is the threshold value for detecting obstacles and τ' c is the critical threshold value for avoiding obstacles. POD will be high if m i,j is larger than τ' c ( since the objects are too close, avoiding behavior must be initiated for safety reason regardless the humans are aware or not). If m i,j lies between τ c and τ' c then high POD will be imposed only if points in h' m (i,j) does not belong to regions R 1 ,R 2 and R 3 . This means that any POD belongs to h' m and falls into regions R 1 , R 2 , and R 3 will be removed and the wheelchair can maintain its original movement. We use two threshold values because there are situation where humans may be aware of the wheelchair but for a reason (elderly citizens or physical disability person) cannot change their motion direction, and hence the wheelchair should keep away from them to avoid collision.
In the absence of any obstacle the wheelchair just moves straight. During runtime, if anything appears in the FOV, the steering command is decided by analyzing POD. The decision depends on which region that the obstacle fall in (R 1 to R 7 ) . If the obstacle lies within the regions R 1 to R 3 , then the wheelchair decided its motion based on the wider opening. However, if the obstacle situated in region R 4 and R 5 , the wheelchair move to the right to avoid it, and move to the left if the obstacle location is in region R6 and R7. In order to handle multiple targets, the highest priority for avoiding is given to the closest target to the wheelchair. The performance was evaluated based on the successfulness of wheelchair's behavior to react in three situations: 1) Maintain path when a human is aware of the wheelchair 2) Avoid smoothly a human who is not aware of the wheelchair or comes too close 3) Handle multiple humans with mixed conditions (aware and unaware). The navigation task will be considered success if the wheelchair can move smoothly and obey the condition as described in section C.
The first experiment was performed to demonstrate the wheelchair's ability for navigating with a single target when a person moves towards the wheelchair and in perpendicular direction. In the first case, a person is assumed to give space for the wheelchair to move. By using original VFH, the wheelchair always initiated avoiding action as shown in figure 5 (a) and sometimes the avoiding path coincided with the human path as can be seen in figure 5 (a) ii, which caused unpleasantness to the person. Conversely, by using our method, the wheelchair maintained its The second experiment was performed to confirm the system's ability in avoiding multiple humans with mixed conditions. In this experiment one person moved towards the wheelchair and another one crossed in front it. Experimental results can be found in figure 6 . The figure shows that the wheelchair can navigate to avoid a first person successfully as indicated in figure 6 (b).
When the next person entering the scene, the wheelchair still maintained its original path (figures 9 (c) and (d)). However, as in figure 6 (e), the person location was too close, thus the wheelchair 
641 moved a little bit to the right to avoid collision. Overall, the behavior generated by the wheelchair was able to keep away from collision and in the mean time did not bring about any awkward situation to the humans.
Figure 6. Result for Multiple Targets
The experiments show promising results although they were performed in small space environments. We are now planning to perform experiments in more challenging real world scenarios such as at a hallway and in a convenient store.
VI. CONCLUSIONS
In this paper, smart wheelchair navigation in human-shared environments using human's head orientation has been proposed and tested in real experimental environments. The overall components consisting of the head tracker, gaze analyzer and motion planner is able to operate sequentially and synchronously to navigate the wheelchair smoothly. The whole process is executed an average of 8 fps. The experimental result showed that the wheelchair can avoid humans more efficiently and make comfortable passing for two different cases compared to the original VFH. This makes sense since VFH only tells which direction is free from obstacles but does not guarantee that the direction is the appropriate one for the wheelchair. By combining with the head analyzer, our wheelchair can determine the appropriate path. 
