Abstract. To overcome the rising complexity of computing systems, the paradigms of Autonomic Computing and Organic Computing have been introduced. By using an observer/controller architecture, Organic Computing aims to make embedded systems more life-like by providing them with so-called Self-X properties. Embedded real-time systems can also gain great benefit from these techniques. In this paper, we show what new requirements arise when introducing Autonomic/Organic Computing into the area of real-time applications. These requirements flow into the architecture of the real-time operating system CAROS. CAROS combines several concepts to provide a solid base for the implementation of Self-X techniques in embedded real-time systems. We show the practicability of our concepts with a prototypical implementation on the multithreaded CarCore microcontroller.
Introduction
Today, embedded systems are constantly growing, and establishing whole networks of Embedded Control Units (ECUs). For example, a car can contain over 70 ECUs fulfilling most different duties. With increasing size these networks become harder if not impossible to manage. The paradigms of Autonomic and Organic Computing promise to handle this topic.
In 2001 IBM introduced Autonomic Computing (AC) [1, 2] to overcome the problem of increasing complexity of computing systems. AC focuses on selfmanagement of large server systems by implementing the so-called Self-X properties of self-configuration, self-healing, self-optimisation and self-protection (also referred to as "Self-CHOP"). To implement such self-management techniques, Autonomic Managers are proposed that control the system at runtime by a closed control loop of Monitoring, Analysis, Planning, and Execution (MAPE cycle).
A few years later, Organic Computing (OC) [3] took up the Self-X concepts, focusing on distributed embedded systems. In general, AC/OC aspire to the development of robust, flexible and highly adaptive computing systems. To support the Self-X properties, Richter et al. [4] developed a generic observer/controller architecture similar to the MAPE cycle. A System under Observation/Control (SuOC) is embedded into the control loop of an observer/controller. The observer monitors relevant system parameters and analyses these data. It can also deduce predictions of possible future behaviour by comparing current observations with past ones. The controller uses this information to infer appropriate actions. This derivation is influenced by user-defined objectives and uses simulation and adaptation models. Execution of the derived actions closes the control loop.
Whereas the SuOC is able to run for itself, the surrounding control loop will improve its operation by means of the Self-X properties. Thereby, the observer/controller can run both in a centralised or distributed way, depending on the system it is applied to.
Throughout this paper we will use the term Organic Manager to subsume the observer/controller architecture of Organic Computing respectively the MAPE control cycle of Autonomic Computing.
Operating system requirements that arise from AC/OC are (1) the extensive monitoring of system parameters and running application threads and (2) a concept to implement the Organic Manager without disturbing application thread execution. Self-healing and self-optimisation require (3) the ability to move tasks between different control units. Most of these functionalities can be implemented by means of helper threads, which run in parallel to the real-time applications. Thereby, they support the operation of the real-time applications without disturbing their timing behaviour.
There is also another point where operation of automotive networks can be improved. In the traditional way of implementation, a manufacturer supplies a device with its microcontroller and software in-a-box, with nearly no possibilities for changes due to warranty reasons. Especially safety-critical and real-time devices are affected. Microcontrollers in such devices usually have free processing time, which cannot be utilised.
With our approach we want to provide a solution to make the free processing time available to other applications without influencing the safety-critical or hard real-time tasks. Thereby, it can happen that two or more hard real-time tasks need to be executed on one device. Additionally, these tasks could be developed by different manufacturers. Hence, we need a system, hardware and software, that allows hard real-time threads to run in full isolation from each other and potential non real-time threads like helper threads.
But, hard real-time systems must not miss any deadline. Therefore, the analysability and predictability of the timing behaviour of all real-time tasks within one system is an essential requirement. This point concerns not only the application itself but also the operating system services it is using.
In this paper we present the architecture of the real-time operating system CAROS (Connective Autonomic Realtime Operating System). CAROS is aimed to combine the requirements of hard real-time systems and the potentials of AC/OC. Therefore, we design CAROS itself as a System under Observation/Control [4] . CAROS extends operating system techniques for the use in an "organic environment". Additionally, CAROS targets networked highperformance embedded microcontrollers.
CAROS supports extensive and non-intrusive monitoring, an Organic Manager implementation by helper threads, and task migration concepts. All these capabilities can be implemented without disturbing the timing behaviour of hard real-time application threads running in parallel.
This paper is organised as follows: Section 2 gives an overview of work related to real-time operating systems and Autonomic/Organic Computing (AC/OC). In section 3 we state the requirements arising from the Organic Computing paradigm for a real-time operating system. Section 4 presents the architecture we developed to accomplish these requirements. In section 5 we describe a prototypical implementation on the CarCore Processor. In section 6, we show how AC/OC implementations will benefit from the proposed operating system architecture and section 7 concludes the paper.
Related Work
Over the last years, research in the area of Organic Computing was mainly promoted within the German Science Foundation Priority Program "Organic Computing" [5] . Projects here focus on systems of small networked components like sensor networks. Although, real-time systems currently only play an underpart within this program. The project DoDOrg [6] investigates a digital organism for real-time applications. This project aims at the use of reconfigurable hardware to implement virtual organs that can handle specific tasks.
The work of Rammig et al. [7] tends at the development of a distributed OS for real-time applications. It implements techniques for self-optimisation and self-configuration. The latter is also performed with the help of reconfigurable hardware.
These projects have similar aims as the CAROS architecture. However, the mentioned approaches differ strongly from our concept, as they make use of reconfigurable hardware, whereas we aim at high-performance embedded microcontrollers.
In the area of commercial real-time operating systems, the concepts of Organic Computing, when regarded at all, are currently only addressed marginally. An example would be QNX Neutrino [8] , which provides a micro-kernel-based implementation of the POSIX standard (IEEE Std. 1003.1, [9] ). The current version includes an instrumented kernel and support for self-healing systems, but does not further address the ideas of Organic Computing.
Helper threads have been proposed for future high-end multithreaded processors by rapidly spawning threads that are executed simultaneously to the main thread thus helping the processor to speed up the execution of the single main thread. Such helper threads are proposed for tasks like branch prediction [10] , prediction of accessed memory addresses [11, 12, 13] , exception handling [14, 15] and accelerated execution of loops [16] . In the embedded Java microcontrollers Komodo [17] and jamuth [18] helper threads are also used for a real-time capable garbage collection and the dynamic preloading of software updates of running hard real-time threads [19] . Also, a helper thread can be used to accelerate task switching in the embedded multithreaded Infineon TriCore 2 microcontroller [20] .
The design of CAROS extends the helper-thread concept by another application. Helper threads, running in the "timing shadow" of real-time applications, here will be used as containers for Organic Management functionalities.
Requirements
In this section, we state the minimum requirements for a real-time operating system, and show how these must be extended for the support of the observer/controller architecture of Organic Computing.
A Real-Time Operating System (RTOS) typically fulfils the following properties [21] :
1. A RTOS is multi-threaded and preemptible. 2. The notion of thread priority exists. 3. The OS supports predictable thread synchronisation mechanisms. These include means to prevent priority inversion and/or deadlocks. 4. The OS behaviour should be known, esp. interrupt latencies, maximum execution time of system calls (must be bounded, predictable, and independent of objects in the system) These requirements are fulfilled by most current RTOS implementations. However, the introduction of AC/OC by means of helper threads imposes some further requirements. Our concept extends requirement 2:
2'. The OS allows to run additional applications in fully temporal isolation from the hard real-time threads.
Furthermore, the observer/controller architecture needs the following requirements to be fulfilled:
5. Monitoring of system parameters and running threads is required to provide detailed runtime information. 6. The OS provides points to intervene into the operation of the system. 7. A concept for mobile code allows the migration of applications between nodes. 8. Safety and security measures ensure the proper operation of the remaining system, even if a failure occurs in one application. Figure 1 summarises the requirements and how they are classified into the domains of Real-Time and Autonomic/Organic Computing. On this basis, we are now able to propose an OS architecture that fulfils all the afore mentioned requirements. 
Overview
The design of the CAROS architecture follows the microkernel principles. The OS kernel comprises only the most necessary functionalities, like the scheduler, resource management etc., whereas all additional functions run outside the kernel as separate components, using only a predefined kernel interface. Thus, such modules can be exchanged without impairing other parts of the system. Also, a failure within one module leads not necessarily to the failure of the complete system. Figure 2 gives an overview of the proposed architecture.
Two of the core functionalities are the Thread Management and the Resource Management, like in any other RTOS. To permit code migration required by selfoptimisation and self-healing techniques, the kernel is extended by a Dynamic Memory Management and a Runtime Linker. To ensure real-time operation of applications, CAROS strongly utilises pre-allocation techniques. Resources are allocated to a new application as far as possible before it starts real-time operation. A concept for Security Management completes the architecture. Monitoring points are available throughout all OS modules. The Organic Manager itself is not part of the operating system, but its implementation by helper threads is supported by CAROS (see below). The next sections will describe the five individual kernel parts in more detail.
Thread Management
Scheduler The Scheduler is the most important part of the Thread Management. It implements a real-time capable scheduling scheme. However, this scheduling scheme must allow to run non real-time threads in parallel to realtime application(s). Hence, we propose the adoption of the Guaranteed Percentage (GP) scheduling [22] , where each thread is guaranteed a constant fraction of processing time during a repeating interval. Figure 3 illustrates the proposed scheduling scheme. During one scheduling period, first the real-time threads get their share of processing time. This share depends on the WCET values of the applications' tasks that run within the thread slots. Afterwards, the remaining processing time is divided among other non real-time threads e.g. accordant to a weighted round robin scheme. As CAROS must be able to accept new applications at runtime whose timing constraints are known just then, the scheduler must provide information about the current load of the processor. Using the adopted GP scheduling, the scheduler can easily provide this information. Thus the Thread Management can decide whether it is possible to start a new application on the node. This information can also be used as monitoring data for an Organic Manager that runs as a helper thread in the "timing shadow" of the real-time application(s).
Helper Threads Helper threads are not allowed to disturb the timing behaviour of the running hard real-time threads. On a sequential processor they may run in the idle times of the hard real-time threads, but must be preempted with fixed overhead as soon as a hard real-time thread is triggered. Thus, they do not run concurrent to a hard real-time thread and cannot interrupt the observed threads. On a multithreaded processor, helper threads can be executed in own thread slots concurrent to the hard real-time thread, provided that a hardware-based real-time scheduler is available. Helper threads can also run in separate cores of a multicore processor.
Synchronisation Components for thread synchronisation are provided by the Thread Management module. As the synchronisation mechanisms usually must intervene deeply into the threads, they are directly managed by the Thread Management. The employed mechanisms are apt for the use in real-time environments.
Resource Management
Features Management of hardware resources is also an important task of an operating system. Because of the microkernel concept, the CAROS kernel only manages the most essential system resources directly, i.e. processing time and memory. Other resources, especially peripheral devices are managed through a dedicated Resource Management. Access to these resources is done through device drivers. Following the microkernel principles, these drivers must not be executed within the kernel, but in userspace. This concerns the generic read/write operations as well as driver-specific I/O operations. However, access to the device (open/close operations) and configuration of the driver (ioctl operation) is granted by the security manager running within the kernel.
The problem of concurrent use of devices can be reduced to thread synchronisation for which the Thread Manager already provides solutions. However, the Resource Management may extend these mechanisms or implement more apt solutions.
The device drivers need not be linked statically to the kernel, instead they can be loaded at bootup or runtime using the Runtime Linker (see 4.5 below). With this concept, it is also possible to exchange or update a device driver during runtime.
Following these criteria, the Resource Manager forms an important base for Self-Configuration techniques. The ability to exchange drivers at runtime allows a high and flexible adaptation of the system through an organic manager.
The drivers themselves must provide at least rudimentary status information for the operating system about the functional state of the corresponding devices. For the support of an organic management, the drivers may implement more sophisticated monitors.
Real-time Considerations Generally, there is no limitation on the number of drivers supported by the resource manager. However, this leads inevitably to the use of dynamic data structures within the manager, which cannot guarantee a bounded timing behaviour for device accesses. For the use in real-time applications, the resource management must also provide constant-time-handlers. The number of devices an application uses is limited and known in advance. So the handlers for these devices can be arranged during the preparation of the application's execution environment during bootup (for statically deployed applications) respectively subsequent to the linking process (for dynamically loaded application). Thus, device accesses can be performed in constant time. The device access for non-real-time applications can still be done over a dynamic name resolution or similar.
Dynamic Memory Management
The memory management must allow a separation of the running threads. At the same time it should enhance the possibilities for real-time applications, and therefore must be real-time capable itself. We suggest the introduction of a twolayered memory management, and the use of memory pre-allocation. On the first layer, the Node Memory Management allocates large blocks of memory for the individual threads. As this allocation must be guarded by locks to keep the overall state of the memory consistent, here blocking of threads can occur. However, this allocation is usually only done before the relating thread is started, so influences on the real-time behaviour will not occur. Also, the impacts of this blocking are reduced through the real-time capable synchronisation techniques of the thread management. On the second layer, the Thread Memory Management allocates memory to the program running in the specific thread. This can be done without locking, as the memory is taken from the blocks allocated in the first stage exclusively for the thread.
Another advantage of such a two-layered architecture can be seen in figure 4. When working with several threads, it is necessary to keep track which memory block belongs to which thread. As shown in 4(a), this usually would be done by putting these blocks into a linked list, using the list pointer (LP) fields. Using the conventional (one-layered) allocation scheme, each block must have such a pointer. Thus, management overhead will be increased strongly. When using the proposed two-layered architecture, the list pointers need only be added to the large blocks allocated on node stage, as shown in 4(b). As can be seen, even in this rather simple example some memory is saved. Thus, the higher expenses for keeping two layers of management data will be weighed up. The two-layered architecture also facilitates cleaning up after a thread termination, as only few large blocks need to be deallocated by the node management. There is no need to take care of the internal structure of these blocks. In the single-layered case, instead, each small block would need its own deallocation call, prolonging the time until the memory could be reused.
On the thread level, the possibility to use various implementations of memory allocators unfolds. If a real-time application requires the flexibility of dynamic storage allocation, a real-time capable allocator with bounded execution time can be used. For non-real-time applications, efficiency of memory usage can be improved by a best-fit allocator. The thread level allocation runs in userspace. This saves time especially during the real-time allocation by avoiding costly system calls.
A high locality of dynamic memory allocation will be gained by the twolayered architecture. Especially the node memory management can be further improved if the underlying hardware provides a memory management unit. The availability of a memory protection system would raise the security of the whole system, because it would allow nearly a full isolation of threads on the memory level.
By adding specialised monitors to the two stages of storage allocation, the proposed two-layer architecture allows a very fine-grained monitoring of memory usage and fragmentation. Thus, an Organic Manager is enabled to detect memory contention very early and to react in time.
Runtime Linker
A Runtime Linker represents the premise for loading program modules at runtime. It is also utilised by the Resource Management to load device drivers. Therefore, it must provide a framework for module and driver development. The compiled code of such modules usually contains symbolic references to functions of the operating system or of other modules. These references are resolved by the runtime linker when loading the module on a specific node.
Due to these symbolic references, the linking process itself is not real-time capable. Instead, the time for linking a module depends strongly on the number and kind of symbolic references it contains and the data structures used for resolution. But the linker can still be used to improve real-time operation of a system by running a linking process as a helper thread [19] .
For reasons of safety and security, the operating system must support a concept of namespaces. Symbols provided by modules must not be available to all applications on the host. Instead, access to these symbols is restricted to the application that loaded the module in the first place. However, the application is allowed to grant access to the module to other, selected applications.
Furthermore, the runtime linker has to provide a way to remove modules from a running system again (module unloading). Particularly, if a module is replaced by an updated version, the memory of the old version should be freed. Also, if an application is migrated to another ECU, not only its runtime memory must be freed, but also the process image usually has to be removed. The runtime linker hereby must ensure consistency of the loaded module. This is notably critical, if a module is to be removed that does not represent an application, but is rather used as a library to support other modules.
The placement of the runtime linker inside the kernelspace may not seem obvious in the first place. But as it has high responsibility regarding the migration of applications, it must strongly interact with the Thread Management in some places and is also important for the Resource Management for loading device drivers.
Security Management
Especially the uncontrolled start of new applications on an ECU can have heavy impact on the system's behaviour. The same applies for an excessive or uncontrolled use of system memory.
To prevent such situations, a Security Management provides several stages of privileges. If an operating system service is invoked, the OS first checks the calling application's privileges before executing the service. The Security Manager also provides a coherent scheme for propagation of privileges, e.g. if an application starts another one.
Another point of security and safety regards the communication with other nodes. The kernel itself does not provide a communication module. Thus, it also cannot directly support secure communication with other ECUs. However, it is possible to build in support for communication and security modules loaded by the runtime linker. Furthermore, a Security Manager can provide its own encryption functions, which can be regarded as "trusted" functions in contrast to dynamically loaded modules from unknown sources.
Prototypical Implementation
A first prototypical implementation of CAROS was performed on the simultaneous multithreaded (SMT) CarCore processor. SMT allows to run helper threads concurrently to real-time threads in temporal isolation guaranteed by the hardware-based real-time scheduler of the CarCore. In the following sections, we describe shortly the architecture of the CarCore, and present our experiences with CAROS.
The CarCore Processor
The CarCore (see fig. 5 ) is the SMT processor core of the CAR-SoC 1 [23] . It is binary compatible to the Infineon TriCore architecture [24] . Its back-end is similar to the TriCore, consisting of two pipelines each with Decode, Execute, and Write Back stages. The preceding front-end stages (Instruction Fetch and Schedule) are shared between both pipelines. Scheduling of threads is separated into two layers, namely the Schedule stage within the pipeline, and a dedicated Thread Manager (not to be confused with CAROS' Thread Management).
Instructions are issued in-order and two instructions of a thread can be issued in parallel, if an integer instruction is directly followed by an address instruction. Otherwise, the other pipeline is filled by an instruction of another thread.
The Schedule stage implements the First Scheduling Layer. It predecodes the instructions depending on the priority of the thread slots and assigns them to the appropriate pipelines. In case of latencies, instructions of the next prior thread are selected. The priorities of the thread slots are assigned by an external signal from the hardware Thread Manager, which implements the Second Scheduling Layer. The Thread Manager allows to run an arbitrary number of threads managed completely by hardware, thus reducing software overhead. It implements a Guaranteed IPC Scheduling, which works similar to the Guaranteed Percentage Scheduling (see section 4.2). Here, one or more real-time threads are guaranteed a specific IPC rate within a predefined period each. The remaining processing time in each period is distributed among non real-time threads (e.g. helper threads). This scheduling technique is real-time capable. It is described in more detail in [25] . The multithreaded hardware architecture and the special scheduling technique enable us to have non real-time threads running in parallel to hard real-time threads, but without influencing their real-time behaviour. The binary compatibility to the Infineon TriCore architecture enables us to use COTS development tools, like the TriCore GCC from HighTec [26] , instead of having to write our own compiler.
Implementation of CAROS
As mentioned, the CarCore provides a hardware-based, real-time capable thread scheduler. On OS level, scheduling functionality is reduced to managing the hardware thread slots and ensuring consistency of all scheduling parameters. Especially the helper thread concept can be implemented very easily. However, to ensure the real-time behaviour, we limited the number of real-time threads as described in 4.2. The Thread Manager supports dependency models for applications. Hence, it is possible to prepare a real-time application from a helper thread, and pre-allocate all needed resources. So when the application starts running, real-time behaviour can be guaranteed for all resource accesses.
Thread synchronisation is achieved by the conventional mechanisms of lock and conditional variables. To overcome the problem of priority inversion, a priority inheritance mechanism as described in [27] is used.
Dynamic memory management on the node level is currently performed by an allocator based on Lea's allocator [28] (DLAlloc). On the thread level, the user can choose between DLAlloc again, and the real-time capable TLSF [29] . Both stages are equipped with extensive monitoring functions, to measure memory usage and fragmentation. Unfortunately, the CarCore currently provides no memory protection system, so we can not yet guarantee a total isolation of the separate threads on the memory level. However, the node level of the dynamic memory management is ready to manage multiple types of memory in parallel. Thus, we are able to provide a kind of Quality of Service on the memory level.
The runtime linker is able to use the GCC-generated object files (.o). The development framework ensures that these object files have a certain format and contain the information that is necessary for the integration of modules or drivers into a running system.
The implementation of the resource management is geared to the POSIX standard [9] . For handling of devices, it provides open/close and read/write operations. Configuration of the device drivers is done using the ioctl operation. These operations are called through the kernel, which must grant the access using the Security Manager. However, the device access by the driver is executed in userspace again. Thus, the kernel can not be affected by malfunction of the driver.
The Security Management is mostly implemented in a distributed fashion. The only central point, the assignment and manipulation of privileges, is integrated into the thread management. The checks whether an application is allowed to perform a specific operation or not are performed within the operation, because usually only few privileges must be checked. Due to the implementation of the privileges as bit sets, these checks can be done with very low overhead.
Benefits for Organic Computing
The following section shows, how Autonomic and Organic Computing will benefit from the CAROS architecture. Thereby, special attention is paid to the targeted area of networks of embedded high-performance microcontrollers.
As a result of the presented architecture, the OS kernel can provide very detailed runtime information about its state to an Organic Manager running on top of the OS. This fine-grained architecture enables the integration of equally fine-grained actuators, to influence the runtime behaviour of the system. Thus, the CAROS architecture provides good support for the MAPE resp. the observer/controller architecture for AC/OC. Depending on the application and system architecture, the management components can run in one or more helper threads, or even distributed over multiple nodes of a network.
The dynamic capabilities of the CAROS architecture enable the implementation of sophisticated Self-X techniques. The following points will expose in more detail, how the specific Self-X properties profit from CAROS.
Self-Configuration
The possibility to load device drivers and program modules even at runtime enables flexible reactions to environmental changes. Necessary re-configuration can be performed in the background using helper threads, while the main application is still working. When re-configuration is finished, execution of the main application is switched to the new code [19] .
The reconfiguration itself is not real-time capable, but isolation of the helper thread from other running threads guarantees hard real-time behaviour for the running application threads, while a helper thread loads the new code.
Self-Healing
The isolation on the memory level allows a strict segregation of applications. If malfunction (e.g. through deadlocks or infinite loops) of an application is detected, its initial state can be recovered and the application be restarted. Due to the two-layered memory management architecture, this can be performed in a very efficient way.
Self-Healing is also supported on the network level. If here an ECU drops out, the applications that were running on it can be restarted on another ECU. This only demands the availability of further code images of the applications in the network.
Self-Optimisation
On a single ECU, the timing information of the Thread Manager can be used to optimise the share of processing time a real-time thread gets without missing its deadline. Thus, more processing time is available for non real-time threads.
On the level of a network, the processing load of the ECUs can be optimised by migrating applications from ECUs with high load to such ones with a low processing load. It is even possible to have backup ECUs with no dedicated application. Instead, jobs are assigned to them at runtime due to dynamically arising requirements.
Self-Protection
The security manager limits access especially to system functions. Applications can be prevented from manipulating e.g. the scheduling parameters of other applications and thus endangering the real-time behaviour of the system. The memory isolation induced by the two-layered memory management and supported by a hardware memory protection system prevents malicious applications from changing other application's code or data.
Many of the presented techniques make use of a communication network connecting several ECUs. To be real-time capable, the network device drivers must implement special protocols, like the OSEK Fault-Tolerant Communication [30] or FTT-CAN [31] .
Conclusion and Future Work
We have presented the CAROS architecture, proposing a real-time operating system with inherent support for Autonomic/Organic Computing. Through the integration of dynamic features, like a runtime linker, the potentials for implementing Self-X techniques are increased. The stated requirements of the kernel architecture consider especially the observer/controller architecture proposed in [4] by ensuring extensive monitoring information. A prototypical implementation on the multithreaded CarCore processor shows the feasibility of our concepts. Thereby, the special hardware scheduler of the CarCore brings a great ease to the implementation.
In the future, we will develop an Organic Management system that implements the Self-X techniques based on the CAROS architecture. Thereby, special consideration will go into real-time aspects, and as well in the generality of the developed concepts.
For better comparability, an implementation of CAROS on a recent singlethreaded processor is targeted. The use of memory protection concepts is another point, that will be investigated in more depth.
