We present the absolute enthalpy, entropy, heat capacity, and free energy of liquid water at ambient conditions calculated by the two-phase thermodynamic method applied to ab initio, reactive and classical molecular dynamics simulations. We find that the absolute entropy and heat capacity of liquid water from ab initio molecular dynamics (AIMD) is underestimated, but falls within the range of the flexible empirical as well as the reactive force fields. The origin of the low absolute entropy of liquid water from AIMD simulations is due to an underestimation of the translational entropy by 20% and the rotational entropy by 40% compared to the TIP3P classical water model, consistent with previous studies that reports low diffusivity and increased ordering of liquid water from AIMD simulations. Classical MD simulations with rigid water models tend to be in better agreement with experiment (in particular TIP3P yielding the best agreement), although the TIP4P-ice water model, the only empirical force field that reproduces the experimental melting temperature, has the lowest entropy, perhaps expectedly. This reiterates the limitations of existing empirical water models in simultaneously capturing the thermodynamics of solid and liquid phases. We find that the quantum corrections to heat capacity of water can be as large as 60%. Although certain water models are computed to yield good absolute free energies of water compared to experiments, they are often due to the fortuitous enthalpy-entropy cancellation, but not necessarily due to the correct descriptions of enthalpy and entropy separately.
I. INTRODUCTION
There has been great theoretical interest in calculating the absolute entropy, enthalpy, heat capacity, and free energy of the pure liquid, since it serves as a convenient reference point for understanding its various interfacial 1 and temperature dependent properties. Numerous methods have been developed to calculate these thermodynamic properties, including very accurate methods based on perturbation theory, Kirkwood-Zwanzig thermodynamic integration, and Widom particle insertion. 2 However, the large computational demands render these methods impractical for all but the most modest of systems. 3 In particular, these methods are impractical for density functional theory (DFT) based Born-Oppenheimer (BOMD) or Car-Parrinello molecular dynamics (MD) simulations. Although these DFT-MD methods overcome many of the deficiencies of classical MD simulations based on empirical potentials by explicitly accounting for the electrons onthe-fly during the dynamics, they also come at a significant additional computational cost. Even the recently devised "Car-Parrinello-like approach to Born-Oppenheimer MD" method of Kühne et al. 4 (aptly named AIMD), a) Electronic mail: tpascal@wag.caltech.edu. b) Electronic mail: kuehne@uni-mainz.de.
which allows for efficient and accurate first principles MD simulations at a much reduced computational complexity, would be outside the feasible range of the aforementioned methods. One scheme to facilitate efficient calculations of thermodynamic observables from MD simulations is the two-phase thermodynamics method 5, 6 (2PT). The 2PT method relies on approximating the partition function by evaluating the power spectrum (vibrational density of states function), as obtained by the temporal Fourier transform of the atomic velocity autocorrelation function. Due to frequent molecular collisions these correlation functions decay to zero very quickly, 7 meaning that the thermodynamic observables can be accurately determined from a MD trajectory as short as 5 ps. The details of the 2PT method are presented in Refs. 5 and 6 and outlined in Sec. II. The 2PT method has been shown to be accurate and efficient in determining the entropy of pure liquids from classical MD simulations of bulk water in good agreement with more expensive method 5, 6 and to access the thermodynamics of water under hydrophobic confinement and surfaces. 8 It has also recently been applied to understanding the thermodynamics of hydrocarbons at high temperatures and pressures and of metal alloys using BOMD simulations. 9 A closely related technique to calculate the entropy based on the partial pair correlation function has been recently devised by Chakravarty and co-workers. Here, we exploit the efficiency of the 2PT method to provide a common basis for comparing the absolute thermodynamics across AIMD, reactive and classical molecular dynamics trajectories. While previous studies have calculated the excess thermodynamics 11, 12 and absolute entropy 13 of liquid water from first principles simulations on rather short length and time scales (32-96 molecules for at most 30 ps), our work represents the most extensive study of all the thermodynamic quantities for liquid water.
II. METHODS
A. The 2PT method
Application to single-particle homogenous liquids
If one considers the canonical (NVT) ensemble, the total system thermodynamics can be calculated from the partition function Q by
where S is the entropy, E the internal energy, C v the constant volume heat capacity, A the Helmholtz free energy, and k b the Boltzmann constant. In the harmonic approximation, one approximates the normal modes of the system to be a set of 3N harmonic oscillators, so that the partition function Q can be expressed in term of the partition function q i for the individual modes. 15 For a continuous distribution of normal modes, the partition function Q can be shown to be related to DoS(v) by 15, 16 ln
where W (v) is the relevant weighting function. Here, the DoS(v) is obtained from the Fourier transform of the atomic velocity autocorrelation functions
is the kth component of the velocity autocorrelation function of atom j at time t. Physically, DoS(v) represents the density of normal modes of the system at frequency v.
Applying quantum statistics, 14 i.e., assuming each mode to be a quantum harmonic oscillator vibrating with frequency v, the weighting functions are
2)
In a liquid, the DoS(v) has a finite value at v = 0 due to diffusion: DoS(0) = 12 MD/k B T, where D is the diffusion coefficient, and M is the total mass of the corresponding system. Consequently, obtaining the thermodynamics by directly applying Eq. (2) in conjunction with the quantum weighting function of Eq. (4), would directly result in a singularity (positive infinity). Thus, borrowing on an idea as first proposed by Eyring and Ree, 17 the 2PT method avoids this singularity by relating the DoS(v) of a liquid to two reference systems whose thermodynamics are easily calculated: 
where S id is the entropy of an ideal gas at the same temperature and density, while z(y) denotes the compressibility
Thus, in the 2PT method, the thermodynamics of a liquid is approximated as a linear combination of the thermodynamics of a hard-sphere gas and that of a solid, for example, the total entropy S tot is
where f (the fluidicity factor) is the fraction of the 3N degrees of freedom that are diffusive. Lin, Blanco, and Goddard 6 showed that f can be calculated selfconsistently from the MD trajectory by comparing the self-diffusion constant of the system to that of a hardsphere gas at the same temperature and density. They found a fundamental relation between f and the dimensionless diffusivity 6 :
Application to molecular liquids
The 2PT method relies solely on atomic velocities, meaning that it can be easily extended to molecular systems by logical grouping of the atomic velocities, provided that the various types of molecular motions are treated independently:
a. Translations The translational contribution (v trans ) to the total velocity is obtained from the center of mass velocity
where k is the kth component of the velocity vector of atom j in molecule i. The translational thermodynamics is then obtained by considering only v trans in Eq. (3) to obtain DoS trans (v) and applying the 2PT method as outlined before.
b. Rotations The rotational contribution (V rot ) is obtained by calculating the molecular angular velocity (V ang ) 
where S R is the rotation entropy of a rigid body with rotational
and σ is the rotational symmetry (σ = 2 for water).
c. Internal vibrations
The component of the total molecular velocity arising from internal vibrational motions (bond stretching and angle bending in the case of AIMD-PBE, ReaxFF and flexible empirical waters) is taken as the remaining velocity after subtracting the first two contributions
The vibrational thermodynamics is obtained by substituting V vib into Eq. (3). Note that there is no need to apply the 2PT decomposition here since DoS vib (v) has no diffusional component (i.e., the fluidicity is zero).
Quantum corrections to classical trajectories
Instead of assuming quantum statistics in Eq. (4), DoS(v) can be evaluated using the classical harmonic oscillator weighting function, i.e.,
3)
As pointed out by Wilson et al., 15 it is thus possible to approximate the quantum corrections to classical MD trajectories as the numerical difference in the DoS(v) evaluated with Eqs. (3) and (4). 15 Thus, the corrected internal energy and heat capacity of the system becomes
where the brackets . . . represent the static average and N is the number of moles. Thus, the quantum corrected enthalpy inherently includes zero-point energy and heat capacity effects and is in principle more directly comparable to experiments than the potential energy from the MD simulations.
B. AIMD-PBE simulations
For the AIMD-PBE simulation, we considered a cubic box consisting of 128 light water molecules at ambient conditions for at least 150 ps. The simulation has been performed using the "Car-Parrinello-like approach to BornOppenheimer MD" of Kühne et al. 4 as implemented in the mixed Gaussian and plane wave code 19 CP2K/Quickstep. 20 The computational details are identical to Ref. 7, i.e., we have employed a triple-basis set with two additional sets of polarization functions (TZV2P) 21 and a density cutoff. The unknown exchange and correlation (XC) functional is substituted by the PBE generalized gradient approximation (GGA), 22, 33 while the interactions between the valence electrons and the ionic cores are described by hard, normconserving pseudopotentials. 23 Due to the fact that liquid water is a wide bandgap insulator, the Brillouin zone is sampled at the -point only. It should be pointed out that without any correction for London dispersion forces common GGA XC functionals underestimate the liquid water density by as much as ∼10%-20%. 24 However, since the neglect of vander-Waals interactions primarily affects the density and only to a lesser extent the structure of liquid water, 25 we have fixed the volume to recover the experimental density and performed our AIMD simulation in the canonical ensemble.
C. Classical and ReaxFF simulations
Additionally, we performed classical simulations using the ReaxFF force field for liquid water 26 and the SPC-Fw, F3C, IPBV, TIP4P/F, SPC, SPC/E, TIP3P, TIP4P-Ew, TIP4P-2005, and TIP4P-ice water models 27, 28 using the LAMMPS 29 code. We initiated these simulations from a pre-equilibrated cubic box of 512 water molecules. Newton's equations of motion are integrated in the constant pressure (1 bar)-constant temperature (300 K) or NPT ensemble for at least 10 ns. The temperature coupling constant was 0.1 ps while the pressure piston constant was 2.0 ps. The equations of motion used are those of Shinoda et al., 30 which combine the hydrostatic equations of Martyna et al. 31 with the strain energy proposed by Parrinello and Rahman. 32 The time integration schemes closely follow the time-reversible measure-preserving Verlet integrators derived by Tuckerman et al. 33 Range limited van-der-Waals interactions were truncated at 10 Å by a cubic spline function, while the long range electrostatics were treated using the PPPM method 34 for the simulations with empirical potentials and with a 7th order taper function for the ReaxFF simulations. For the 2PT analysis, snapshots of the system was saved every 100 ps and subject to a further 10 ps of constant temperature, constant volume (NVT) dynamics, with coordinates and velocities saved every 4 ps.
III. RESULTS AND DISCUSSIONS

A. Standard molar entropy of AIMD-PBE simulation
As shown in Figure 1(a) , the velocity autocorrelation functions of the hydrogen and oxygen atoms from our AIMD-PBE simulations are rapidly decaying to zero within 800 fs. The resulting power spectrum of Figure 1 even displaying features consistent with the splitting of the symmetric and asymmetric stretching, which is due to distortions of the tetrahedral coordination of liquid water caused by finite temperature. 10 As a measure of the precision of the 2PT method when applied to AIMD simulations, we note that the calculated standard molar entropy converges after 20-40 ps of dynamics (Figure 2(a) ). We examined the dependence of the entropy on the length of trajectory used for the analysis, and found that converged results were obtained from 10 ps trajectories (Figure 2(b) ). The calculated entropy is 51.32 ± 1.79 J/mol/K, as determined from 12 measurements over the final 120 ps trajectory in 10 ps windows. This verifies that the 2PT method is capable of predicting the thermodynamics on time and length scales accessible to AIMD simulations.
B. Comparison to entropy of classical water model and ReaxFF
In Table I , we present the absolute thermodynamics of our AIMD-PBE and ReaxFF simulations, as well as the results from various common empirical water models. We find that the standard molar entropy from AIMD-PBE (−27%) and ReaxFF (−13%) simulations, as well as the flexible SPC/Fw (−13%), F3C (−12%), IPBV (−6%), and TIP4/F (−16%) classical potentials are all underestimated when compared to experiment. The empirical rigid water models tend to have better agreement with experiment, 36 with TIP3P (+3%) being the best performer. We note that the recently developed TIP4P-2005 (−18%) and TIP4P-ice (−25%) force fields also underestimate the entropy compared to experiment and are in fact closer to our AIMD-PBE simulations. The relatively poor performance of the TIP4-2005 water model is somewhat surprising, especially since it is considered an improvement upon the parent TIP4P-Ew water model which only underestimates   FIG. 2. (a) The total entropy of the AIMD simulation as a function of simulation time. We find convergence after 20 ps of MD. (b) Convergence in the entropy of the AIMD simulation with respect to the length of the trajectory. We find that 10 ps of dynamics are required to obtain converged results. J. Chem. Phys. 137, 244507 (2012) TABLE I. Standard molar entropy (S 0 ), enthalpy (H 0 ), constant volume heat capacity with (C v Q ) and without (C v C ) quantum corrections, and Gibbs free energy (G 0 ) of liquid water at 298 K from AIMD, ReaxFF MD and various classical MD simulations. The quoted values are statistical averages in 100 ps intervals for the ReaxFF and classical MD trajectories and 10 ps windows for the AIMD simulations. The potential energy from MD (E Pot ) is also tabulated. The statistical uncertainty is quoted in brackets. The excess free energy ( G ex ) is also presented by subtracting the idea gas contributions. the entropy by −8% compared to experiment. On the other hand, the TIP4P-ice water model, the only empirical potential in our dataset that reproduces the melting point of ice by strengthening of the hydrogen bond interactions, can be expected to induce unrealistic ordering in liquid water, similar to GGA XC functionals within DFT.
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C. Quantum corrections and the liquid enthalpy and heat capacity
The quantum corrections to the enthalpy (Table I ) range from +0.85 (TIP3P) to +2.42 (IPBV) kJ/mol, with ∼1.25 kJ/ mol corrections for the rigid empirical water models. The AIMD-PBE, ReaxFF, and flexible water models have greater >2 kJ/mol corrections. In general, these corrections improve the agreement between the calculated enthalpies and experiment. Nevertheless, our corrected AIMD-PBE liquid enthalpy is −43.62 kJ/mol, or 28% larger than experiment. In comparison, the ReaxFF and various empirical water models show better agreement with experiment, with errors between −9% (SPC-Fw) and +9% (TIP4P-2005). Of course, the ReaxFF and classical force fields have been parameterized to reproduce the heat of vaporization of the liquid so that their relatively good performance in reproducing the liquid enthalpy is unsurprising. The single major outlier among the empirical potentials is the TIP4-ice water model, which overestimates the enthalpy by +19%. This lends further evidence that there is no combination of parameters, which allows classical, non-polarizable two-body water models to simultaneously describe the properties of the bulk, liquid, and ice. 28 We find that quantum corrections lower the constant volume heat capacity and are critical for accurately comparing the flexible water models to experiment. For example, the uncorrected heat capacity of the SPC-Fw water model is 108.68 J/mol/K while the quantum corrected value is 68.53 J/mol/K, in much better agreement to the experimental value of 74.5 J/mol/K. Among the empirical water models, we find the SPC-Fw and rigid SPC/E and TIP4P-2005 water models to be the best performers, with errors of ∼+2%. The heat capacity of our AIMD-PBE simulation is 51.36 J/mol/K, or 30% underestimated compared to experiments. This suggests that AIMD-PBE will exhibit poor temperature dependent heats of vaporization, thus care should be taken when attempting to approximate the 300 K thermodynamic properties from AIMD simulations run at higher temperatures. 
D. Liquid free energy
The liquid free energy of our AIMD-PBE simulation is −58.91 ± 2.4 kJ/mol, slightly larger than the experimental value of −55.9 kJ/mol, though this results directly from a fortuitous cancellation of errors between the overestimated liquid enthalpy and the underestimated entropy. This is consistent with a previous study examining the components of the excess free energy of an AIMD simulation using the BLYP XC functional. 12 However, our AIMD-PBE liquid free energy is higher than a previously reported value 11 at 314 K of −52.24 kJ/mol using quasi-chemical theory, albeit for a more modest system (32 molecules) and simulation time (∼20 ps).
The classical water models exhibit better agreement to the experimental liquid free energy, although there is a general underestimation by −11%. Interestingly, the TIP4P-ice water model shows the best agreement with experiment liquid free energy (+0.6%) though, as in the case of the AIMD simulation, this results from an underestimation of the entropy and an overestimation of the enthalpy. Indeed, our results highlight that there is no description of liquid water, whether classical or ab initio, that simultaneously gives good agreement with the experimental entropy and enthalpy.
E. Components of liquid entropy
We gain further insight into the nature of the entropic underestimation of the AIMD-PBE XC functional by partitioning the total absolute entropy into contributions arising from diffusion S diffuse , librational motions, i.e., translations S lib-trans and rotations S rot , and internal vibrations S vib . Note that the more familiar translational entropy (Sec. II A 2) S trans = S diffuse + S lib-trans .
While there is no direct comparison to experiments, we note that the translational modes of water are 2-3 times softer than the rotational modes, so that one can reasonably expect two-thirds to three-quarters of the water entropy to arise from S trans . This is indeed the case for several of the empirical water potentials, in particular the SPC/E (S trans /S total = 83%) and the IPBV (79%) water models (Table II) . On the other hand, the AIMD-PBE (86%) and TIP4P-ice (85%) MD simulations have the highest translational/rotational entropy ratios, further evidence for its enhanced hydrogen bonding strength. The low diffusion constant of our AIMD-PBE simulations (67% lower than experiment 7 ) leads to only 16% of the translational modes being considered as diffusional (Table III) in the 2PT method. This is similar to the TIP4P-ice value of 20% and about half the value of the classical potentials, which range from 24% in the case of the TIP4/F to 39% for the TIP3P water model. Thus, while low diffusivity contributes to the low translational entropy of the AIMD-PBE simulation, the major factors are restricted low frequency rattling motions induced by hydrogen bonding interactions that are too stiff. 
IV. CONCLUSIONS AND OUTLOOK
We have presented a thorough analysis of a long DFT-MD trajectory performed with an efficient method of extracting absolute entropies and quantum corrections to the enthalpy and heat capacity. Our simulation methodology allows for convergence in the thermodynamic properties to be obtained after only 40 ps of dynamics using as short as 10 ps of sampling. While the calculated liquid free energy is in reasonable agreement with experiment, this arises from fortuitous cancelling of error between the enhanced enthalpy and reduced entropy of the DFT-MD simulation. Further, by comparing the thermodynamics to standard reactive and classical water models, we have discovered that the low entropy of DFT-MD simulation arises from suppressed low frequency librational motions with overemphasized H-bonding. Thus, one possible route to obtain DFT-MD liquid water simulations with improved thermodynamic properties would be either to use hybrid DFT XC functional that consists of a fraction of exact exchange to partially correct for overdelocalized states in GGA and/or the inclusion of nuclear quantum effects. 37 Although the enormous additional computational cost of the latter methods would limit investigations to relatively small systems and/or simulation times, the efficiency of the 2PT method as shown here demonstrates that such investigations can be feasible. The liquid thermodynamics may also be improved by inclusion of empirical dispersion functions, as a previous study has shown that this is required in order to obtain the correct density of liquid water at 300 K. 
