Throughout these notes, R is a commutative ring with identity. Thus xy = yx for all x, y ∈ R, and there is an element 1 ∈ R satisfying 1x = x1 = x for all x ∈ R. We shall also assume that the product of nonzero elements in R is nonzero (so R is a commutative ring without zero divisors, also known as an integral domain). A unit in R is an invertible element; thus if u, v ∈ R satisfy uv = vu = 1 then u and v are units in R. We denote by
R
× the set of all units in R. Two elements r, r ∈ R are associates in R if r = ur for some unit u ∈ R × .
Let S be the set of all nonzero elements in R which are not units. An element s ∈ S is reducible in R if it is a product of two elements of S; otherwise it is irreducible in R.
Consider two irreducible factorizations r = s 1 s 2 · · · s k = t 1 t 2 · · · t of an element r ∈ S (so s 1 , s 2 , . . . , s k , t 1 , t 2 , . . . , t are irreducible in R). The two factorizations are essentially the same if k = and the irreducible factors s 1 , s 2 , . . . , s k are associates of t 1 , t 2 , . . . , t k in some order (i.e. after permuting the factors if necessary, then t i is an associate of s i for all i = 1, 2, . . . , k). We say R has unique factorization if every element of S has an essentially unique factorization into irreducible factors, up to permutation of the irreducible factors, and migration of units (i.e. replacing factors by associates). is an integer which is not a square. We thus obtain the ring Z[
Every ring admits a map called (algebraic) conjugation z → z which shares many of the basic properties of complex conjugation (and indeed coincides with complex conjugation
Essential properties of conjugation include
• z = z iff z ∈ Z;
• z = z;
• z + w = z + w and zw = z w
Using this, we define the norm of an element
Theorem
Since N (u) and N (v) are integers, they must both equal ±1. This proves the direction '⇒' of the Theorem. On the other hand, the ring Z[ √ 2] has infinitely many units ±(1 ± √ 2) n for n ∈ Z. This makes use of Theorem. If u and v are units in a ring R, then so are uv and u n for any n ∈ Z.
Proof. If u, v ∈ R then uu = u u = 1 and vv = v v = 1 for some u , v ∈ R; so (v u )(uv) = 1 and (uv)(v u ) = 1. Applying this argument to n factors of u gives u n = uuu · · · u ∈ R × for n 1; and the case n < 0 follows by from the fact that the inverse of a unit is also a unit.
The latter result says that the units in R form a multiplicative group (although we do not emphasize groups until Math 4510). Note that commutativity of R is not required here; we only require that R is a ring with identity. Showing that the elements ±(1 ± √ 2) n are the only units in Z[ √ 2] is not hard; but we choose instead to move on to questions of factorization.
To see that 3 is irreducible, for example, suppose 3 = zw for some z, w ∈ Z[ √ 2] where neither z nor w is a unit. Since 9 = N (3) = N (z)N (w) where N (z) and N (w) are integers other than ±1, this forces N (z) = N (w) = ±3. Now if ±3 = N (z) = a 2 − 2b 2 then a 2 ≡ 2b 2 mod 3; however every integer square is congruent to 0 or 1 mod 3. This means that a 2 ≡ b 2 ≡ 0 mod 3; so both a and b are multiples of 3. But then ±3 = a 2 − 2b 2 is divisible by 9, a contradiction. Similar reasoning shows that the primes 5, 11, 13, 19, 29, . . .
The primes 2, 7, 17, 23, 31, . . . are reducible; for example, 2 = ( √ 2)( √ 2) and 7 = (1 + 2 √ 2)(−1 + 2 √ 2). It may be shown that an odd prime p is
there are factorizations of 7 other than the one given above, such as 7 = (3 + √ 2)(3 − √ 2). However this factorization is essentially the same as the factorization given above: after migrating units, we have
Indeed, the ring Z[ and these rings are typical of rings of numbers generated by roots of algebraic equations (which usually do not have unique factorization). The ring of ordinary integers is thus rather special (although not quite unique) by virtue of its property of unique factorization.
