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Abstract
Facility location–allocation (FLA), which has been proved to be a valuable method in siting service facility, is widely used in real
life, such as emergency service systems, telecommunication net works, public services, etc. Many researchers have studied the FLA
problem in a deterministic, stochastic or fuzzy environment. However, those models cannot satisfy various customers’ demands in
some cases. Thus, this paper considers the FLA problem under random fuzzy environment using (α, β)-cost minimization model
under the Hurwicz criterion. It will be proved that this model can deal with various FLA problems in random, fuzzy and random
fuzzy environments. By varying the value λ, it can balance the optimistic level of the decision makers. For solving the random
fuzzy model efficiently, the simplex algorithm, random fuzzy simulation and genetic algorithm are integrated to produce a hybrid
intelligent algorithm. Finally, a numerical example is presented for illustration.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Beginning with Cooper [1] in 1963, facility location–allocation (FLA) provides a valuable method in deciding
where to place facilities coupled with determining how to assign demand to the located facilities in order to utilize
resources effectively. This problem received much attention recently and was formulated as several kinds of models,
such as continuous location models, network location models and mixed integer programming models. We will pay
more attention to the continuous location models, in which the facility can be located at every point in the plane. For
more details, we may refer to Brimberg [2], Hansen [3], Murtagh and Niwattisyawong [4], Badri [5], Hodey et al. [6].
In real world, the precise demands of customers are usually very hard to present and thus are estimated from
historical data. Traditionally, customers’ demands in FLA problem are assumed to be random variables. Logendran
and Terrell [7] firstly introduced the stochastic uncapacitated FLA model. Then many stochastic models are proposed
including Zhou [8] and Zhou and Liu [9].
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A new approach to the FLA problem has been developed, in which the customers’ demands are characterized as
fuzzy variables. This assumption accords with practice because sometimes the parameters are given imprecisely. In
past decades there are many people who have introduced fuzzy theory into FLA problem and various facility location
problems by fuzzy logic methods were discussed (Bhattacharya et al. [10]; Chen and Wei [11]; Darzentas [12]).
Different from the above-mentioned papers, the capacitated FLA problem with fuzzy demands of customers as the
expected cost minimization model, α-cost minimization model and possibility maximization model were formulated
(Zhou and Liu [13]).
Sometimes randomness and fuzziness may coexist in FLA problem in practice. For instance, there is a water
company who wants to locate some new water stations due to the increase of customers’ demands. New water stations
should be located in some new or old regions. The customers in the old regions have been supplying by the water
company for a long time and the demands can be summarized by probability distributions. However, the customers in
the new regions have never been supplied by the company and thus the demands can be described by fuzzy variables.
In real word, many service companies may face such problem when they want to expand their scales. These problems
include two kinds of data: the random ones and fuzzy ones. Thus random fuzzy variable can be introduced into FLA
problem with mixed uncertainty of randomness and fuzziness.
The most familiar criteria to us is the optimistic criterion and pessimistic criterion which are widely used in
uncertain environment. Several other criteria are proposed, and a list of properties of rationality and consistency
were set forth as a set of axioms to be obeyed by a rational criterion (Milnor [14], Chernoff [15]). The most well-
known criterion, the Hurwicz criterion, is suggested by Hurwicz [16,17] in 1951, which attempts to find a middle
ground between the extremes posed by the optimistic and pessimistic criteria. Instead of assuming total optimism
or pessimism, the Hurwicz criterion incorporates a measure of both by assigning a certain percentage weight λ to
optimism and 1 − λ to pessimism, λ ∈ [0, 1]. Many researchers use the optimistic criterion or pessimistic criterion
to model the FLA problem, which are both extreme cases. In order to give a balance between these two models, we
employ the Hurwicz criterion to model the FLA problem.
This paper is organized as follows: in Section 2, the FLA problem and the notations are introduced. We give
some basic concepts and conclusions on the random fuzzy variable in Section 3. A new model named random fuzzy
(α, β)-cost minimization model under the Hurwicz criterion is proposed in Section 4. For solving this random fuzzy
model more efficiently, we integrate the simplex algorithm, random fuzzy simulation and genetic algorithm to design
a powerful hybrid intelligent algorithm in Section 5. Finally, Section 6 provides a numerical example to illustrate the
performance and the effectiveness of the proposed algorithm.
2. Facility location–allocation problem
In order to model the capacitated FLA problem, the following notations are introduced:
i = 1, 2, . . . , n is the index of facilities;
j = 1, 2, . . . ,m is the index of customers;
(a j , b j ) denotes the location of customer j , 1 ≤ j ≤ m;
d j is the demand of customer j , 1 ≤ j ≤ m;
si is the capacity of facility i , 1 ≤ i ≤ n;
(xi , yi ) is the decision variable which represents the location of facility i , 1 ≤ i ≤ n;
zi j denotes the quantity supplied by facility i to customer j , 1 ≤ i ≤ n,1 ≤ j ≤ m.
For convenience, we also write
(x, y) =

x1 y1
x2 y2
· · · · · ·
xn yn
 , z =

z11 z12 · · · z1m
z21 z22 · · · z2m
· · · · · · · · · . . .
zn1 zn2 · · · znm
 .
For an capacitated FLA problem, we need to select n locations from a certain region R = {(x, y)|gi (xi , yi ) ≤
0, i = 1, 2, . . . , n} and decide the amount zi j from facility i to customer j . Also the facility i can not supply things
endlessly, which means they have capacity si . An allocation z is said to be feasible if
706 M. Wen, K. Iwamura / Computers and Mathematics with Applications 55 (2008) 704–713
zi j ≥ 0, i = 1, 2, . . . , n, j = 1, 2, . . . ,m
n∑
i=1
zi j = d j , j = 1, 2, . . . ,m
m∑
j=1
zi j ≤ si , i = 1, 2, . . . , n.
(1)
The second constraint states that the demand of each customer should be satisfied without wasting. The third
constraint implies that the supplied amount of each facility should not exceed its capacity. We denote the feasible
allocation set by
Z =

zi j ≥ 0, i = 1, 2, . . . , n, j = 1, 2, . . . ,m
z|
n∑
i=1
zi j = d j , j = 1, 2, . . . ,m
m∑
j=1
zi j ≤ si , i = 1, 2, . . . , n.

. (2)
Then we can give the transportation cost with the best allocation z,
C(x, y) = min
z∈Z
n∑
i=1
m∑
j=1
zi j
√
(xi − a j )2 + (yi − b j )2. (3)
If Z is an empty set, we can define
C(x, y) =
m∑
j=1
max
1≤i≤n
d j
√
(xi − a j )2 + (yi − b j )2. (4)
Then what we should do is to minimize the transportation cost C(x, y), which is easy to solve.
3. Random fuzzy variable
In this section, we shall state some basic concepts and results on random fuzzy variable. The interested reader may
consult Liu [18,19] where important properties of random fuzzy variables are recorded.
LetΘ be a nonempty set, P(Θ) the power set ofΘ , and Pos a possibility measure. Then the triplet (Θ,P(Θ),Pos)
is called a possibility space. A fuzzy variable ξ is defined as a function from a possibility space (Θ,P(Θ),Pos) to the
set of real numbers. The possibility and necessity of a fuzzy event {ξ ≤ r} can be represented by
Pos{ξ ≤ r} = sup
x≤r
µ(x), (5)
Nec{ξ ≤ r} = 1− sup
x>r
µ(x), (6)
respectively.
For any A ∈ P(Θ), Liu and Liu [20] presented a credibility measure Cr{A} to express the chance that fuzzy event
A occurs:
Cr{A} = 1
2
(Pos{A} + Nec{A}). (7)
Definition 1 (Liu [21]). A random fuzzy variable is a function from a possibility space (Θ,P(Θ),Pos) to a collection
of random variables.
Example 1. In many statistic problems, the probability distribution is completely known except for the values of one
or more parameters. For example, it might be known that a new customer’s demand ξ is a normally distributed variable
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with unknown mean µ and variance σ , and has the following form of probability density function,
φ(x) = 1
σ
√
2pi
exp−
(x−µ)2
2σ2 , −∞ < x <∞.
Usually there is some relevant information in practice. It is thus possible to specify intervals in which the value of
µ and σ are likely to lie, or to give the approximate estimates of the values of µ and σ . It is typically not possible to
determine the value of µ and σ exactly. If the value of µ and σ are provided as fuzzy variables, then ξ is a random
fuzzy variable.
Definition 2 (Liu [21]). Let ξ be a random fuzzy variable, and B a Borel set of R. Then the chance of random fuzzy
event ξ ∈ B is a function from (0, 1] to [0, 1], defined as
Ch{ξ ∈ B}(α) = sup
Cr{A}≥α
inf
θ∈A Pr{ξ(θ) ∈ B}. (8)
4. Random fuzzy FLA problem
This section wants to describe the customers’ demands using random fuzzy variables introduced in Section 3. We
use ξ j (θ, ω) to denote the random fuzzy demand of customer j , j = 1, 2, . . . ,m. Similar to Section 2, we can give
the feasible allocation set by
Z(θ, ω) =

zi j ≥ 0, i = 1, 2, . . . , n, j = 1, 2, . . . ,m
z|
n∑
i=1
zi j = ξ j (θ, ω), j = 1, 2, . . . ,m
m∑
j=1
zi j ≤ si , i = 1, 2, . . . , n

. (9)
Then for each (θ, ω), we can give the transportation cost with the best allocation z,
C(x, y|θ, ω) = min
z∈Z(θ,ω)
n∑
i=1
m∑
j=1
zi j
√
(xi − a j )2 + (yi − b j )2. (10)
If Z(θ, ω) is an empty set for some (θ, ω), we can define
C(x, y|θ, ω) =
m∑
j=1
max
1≤i≤n
ξ j (θ, ω)
√
(xi − a j )2 + (yi − b j )2. (11)
4.1. Hurwicz criterion
In the early 1950s, the discussion about criteria for decision making was lively. In particular, the decision-
theoretical view of statistics advanced by Wald [22] had an obvious interpretation in terms of decision making under
complete ignorance, in which the maximin strategy was shown to be a best response against natures’ minimax strategy.
Wald’s criterion is extremely conservative even in a context of complete ignorance, though ultra-conservatism may
sometimes make good sense. Several other criteria were proposed and discussed, and a list of properties of rationality
and consistency were set forth as a set of axioms to be obeyed by a rational criterion (Milnor [14], Chernoff [15]).
The most well-known criterion is the Hurwicz criterion, suggested by Hurwicz [16] in 1951, which selects the
minimum and the maximum payoff to each given action x , and then associates to each action the following index:
λmax(x)+ (1− λ)min(x).
Using the opinion of Hurwicz criterion to this paper, we get the Hurwicz criterion in random fuzzy environment:
λ fmin(α, β)+ (1− λ) fmax(α, β) (12)
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where fmin(α) and fmax(α) are the (α, β)-optimistic and (α, β)-pessimistic values defined as follows:
fmin(α, β) = min
f
{ f |Ch{C(x, y|θ, ω) ≤ f }(α) ≥ β}, (13)
fmax(α, β) = max
f
{ f |Ch{C(x, y|θ, ω) ≥ f }(α) ≥ β}. (14)
In the Hurwicz criterion, the parameter λ ∈ [0, 1], which reflects the degree of the decision maker’s optimism, must
be determined by the decision maker. Generally speaking, it is difficult to determine the appropriate λ for decision
makers, since it varies from person to person. By varying the parameter λ, the Hurwicz criterion becomes various
criteria, e.g., when λ = 1, the criterion is the optimistic criterion; when λ = 0, it degenerate to a pessimistic criterion.
This fact means that the Hurwicz criterion is fairly flexible.
4.2. (α, β)-cost minimization model under the Hurwicz criterion
In the history of facility location–allocation problem in uncertain environment, many researchers use the concept
of chance-constraint programming (Charnes and Cooper [23], Liu [24–27]), which want to minimize the α-optimistic
or α-pessimistic value. In order to overcome the extreme cases of these two values, we employ the Hurwicz criterion
introduced in Section 4.1 to model the random fuzzy FLA problem. The new model named (α, β)-cost minimization
model under the Hurwicz criterion is as follows:
min
x,y
(
λmin
f1
f1 + (1− λ)max
f2
f2
)
subject to:
Ch{C(x, y|θ, ω) ≤ f1}(α) ≥ β
Ch{C(x, y|θ, ω) ≥ f2}(α) ≥ β
gi (x, y) ≤ 0, i = 1, 2, . . . , p
(15)
in which λ ∈ [0, 1], C(x, y|θ, ω) is defined in (10) or (11). According to different cases, the decision maker can set
λ with different values. The model is different from traditional programming models because there is a suboptimal
problem in it, i.e.
min
z∈Z(θ,ω)
n∑
i=1
m∑
j=1
zi j
√
(xi − a j )2 + (yi − b j )2
subject to:
zi j ≥ 0, i = 1, 2, . . . , n, j = 1, 2, . . . ,m
n∑
i=1
zi j = ξ j (θ, ω), j = 1, 2, . . . ,m
m∑
j=1
zi j ≤ si , i = 1, 2, . . . , n.
(16)
In the (α, β)-cost minimization model under the Hurwicz criterion, the parameter λ should be decided in advance.
The process of deciding λ may be different, e.g. it can be decided completely by decision makers or by investigation
and analysis, even by history data. Generally speaking, the parameter λ is different in different cases with different
methods. This fact means that the (α, β)-cost minimization model under the Hurwicz criterion is fairly flexible by
varying the value λ, e.g. when λ = 1, the model degenerates to the optimistic model.
If the customers’ demands degenerate to random variables, the transportation cost C(x, y|θ, ω) becomes C(x, y|ω).
From Definition 2, we can easily get the (α, β)-cost minimization model under the Hurwicz criterion
min
x,y
(
λmin
f1
f1 + (1− λ)max
f2
f2
)
subject to:
Pr{ω ∈ Ω |C(x, y|ω) ≤ f1} ≥ β
Pr{ω ∈ Ω |C(x, y|ω) ≥ f2} ≥ β
gi (x, y) ≤ 0, i = 1, 2, . . . , p
(17)
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which is just the α-cost minimization model under the Hurwicz criterion with random demands (Zhou and Liu [9]).
When the customers’ demands degenerate to fuzzy variables, then the transportation cost C(x, y|θ, ω) becomes
C(x, y|θ). For any θ ∈ Θ , C(x, y|θ) is a real number, so Pr{C(x, y|θ) ≥ f } = 1 or Pr{C(x, y|θ) ≥ f } = 0. From
the constraint Ch{C(x, y) ≤ f }(α) = supCr{A}≥α infθ∈A Pr{C(x, y|θ) ≤ f } ≥ β, we get C(x, y|θ) ≤ f for all θ ∈ A,
Cr{A} ≥ α. Hence we have Cr{C(x, y|θ) ≤ f } ≥ α. Then the (α, β)-cost minimization model under the Hurwicz
criterion becomes
min
x,y
(
λmin
f1
f1 + (1− λ)max
f2
f2
)
subject to:
Cr{θ ∈ Θ |C(x, y|θ) ≤ f1} ≥ α
Cr{θ ∈ Θ |C(x, y|θ) ≥ f2} ≥ α
gi (x, y) ≤ 0, i = 1, 2, . . . , p
(18)
which is just the α-cost minimization model under the Hurwicz criterion with fuzzy demands (Zhou and Liu [13]).
5. Hybrid intelligent algorithm
In the (α, β)-cost minimization model under the Hurwicz criterion, there exist several uncertain functions with
random fuzzy variables as Ch{C(x, y|θ, ω) ≤ f }(α) ≥ β and Ch{C(x, y|θ, ω) ≥ f }(α) ≥ β. To estimate the two
random fuzzy functions, we use random fuzzy simulations to calculate them. In this section, we integrate the simplex
algorithm, random fuzzy simulations and genetic algorithm to produce a hybrid intelligent algorithm for solving
random fuzzy (α, β)-cost minimization model under the Hurwicz criterion.
5.1. Simplex algorithm
The simplex algorithm, invented by Dantzig [28] in 1951, is one of the earliest and best known optimization
algorithms. It is an efficient implementation of solving a series of systems of linear equations. By using a greedy
strategy while jumping from a feasible vertex of the next adjacent vertex, the algorithm terminates at an optimal
solution. The simplex algorithm is the classic example of an algorithm that is known to perform well in practice but
which takes exponential time in the worst case (Klee and Minty [29], Murty [30]). In this paper, we use simplex
algorithm to solve the suboptimal problem (16) to get the total cost C(x, y|θ). For the details of the simplex algorithm,
the interested reader may consult Chvatal [31].
5.2. Estimating uncertain functions
Here uncertain function means the functions with random fuzzy parameters. Due to the complexity, we design
some random fuzzy simulations to estimate uncertain functions. Firstly we give an uncertain function
W : (x, y)→ min{ f |Ch{C(x, y|θ, ω) ≤ f }(α) ≥ β}.
Then we give the process of estimating the uncertain function as follows:
Step 1. Randomly generate θk fromΘ such that Pos{θk} ≥ , and write νk = Pos{θk}, k = 1, 2, . . . , N , respectively,
where  is a sufficiently small number.
Step 2. For any number θk , we search for the minimal value f (θk) such that Pr{C(x, y, |θk, ω) ≤ f (θk)} ≥ β by
stochastic simulation. (see [9,20])
Step 3. Find the minimal value r such that L(r) ≥ α holds,
where L(r) = 12
(
max1≤k≤N {νk | f (θk) ≤ r} +min1≤k≤N {1− νk | f (θk) ≥ r}
)
.
Step 4. Return r .
Let us look at the convergence of the random fuzzy simulation. Step 2 is the stochastic simulation, which can be
easily proved convergent by probability theory. In step 3, the process is fuzzy simulation, whose convergence has been
proved by Liu [32]. Altogether, the random fuzzy simulation is convergent.
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Table 1
Location and random fuzzy demand of 12 customers
Customer j Location Demand Customer j Location Demand
1 (28, 42) (14, 15, 16, 17) 7 (60, 50) N (5, 1)
2 (18, 50) (13, 14, 16, 18) 8 (36, 40) N (6, 2)
3 (74, 34) (12, 14, 15, 16) 9 (12, 4) N (7, 3)
4 (74, 6) (17, 18, 19, 20) 10 (18, 20) N (5, 1)
5 (70, 18) (21, 23, 24, 26) 11 (14, 78) N (9, 5)
6 (72, 98) (24, 25, 26, 28) 12 (90, 36) N (7, 4)
Similarly we can estimate the second uncertain function
V : (x, y)→ max{ f |Ch{C(x, y|θ, ω) ≥ f }(α) ≥ β}.
At last we define U = λW + (1− λ)V , which represents the total cost.
5.3. Hybrid intelligent algorithm
The FLA problem has two levels: location and allocation. At allocation level which is a linear programming,
we adopt the simplex algorithm to solve it. The location level is solved by the genetic algorithm. In this section,
we integrate the simplex algorithm, random fuzzy simulations and genetic algorithm to produce a hybrid intelligent
algorithm for solving the (α, β)-cost minimization model under the Hurwicz criterion. Here we briefly describe the
algorithm, and the interested reader may consult Liu [21].
Step 1. Initialize pop si ze chromosomes Vk = (xk, yk) = (xk1 , xk2 , . . . , xkn , yk1 , yk2 , . . . , ykn ), k = 1, 2, . . . , pop si ze
from the potential region {(x, y)|gi (x, y) ≤ 0, i = 1, 2, . . . , n} uniformly:
Step 2. Calculate the objective values U k for all chromosomes Vk , k = 1, 2, . . . , pop si ze by random fuzzy
simulations respectively, where the simplex algorithm is used to solve (16).
Step 3. Compute the fitness of all chromosomes Vk , k = 1, 2, . . . , pop si ze. The rank-based evaluation function is
defined as
Eval(Vk) = β(1− β)k−1, k = 1, 2, . . . , pop si ze (19)
where the chromosomes V1, V2, . . . , Vpop si ze are assumed to have been rearranged from good to bad
according to their objective values U k and β ∈ (0, 1) is a parameter in the genetic system.
Step 4. Select the chromosomes for a new population. The selection process is based on spinning the roulette
wheel characterized by the fitness of all chromosomes for pop si ze times, and each time we select a single
chromosome. Thus we obtain pop si ze of chromosomes, denoted also by Vk , k = 1, 2, . . . , pop si ze.
Step 5. Renew the chromosomes Vk , k = 1, 2, . . . , pop si ze by crossover and mutation operations.
Step 6. Repeat the second to the fifth steps for a given number of cycles.
Step 7. Report the best chromosome V ∗ = (x∗, y∗) as the optimal locations.
6. A numerical example
In this section, we will show the effectiveness of the hybrid intelligent algorithm by the following numerical
example.
Now let us consider a company who wants to locate three new facilities. Assume that there are 12 customers whose
demands ξi are random fuzzy variables. The locations (ai , bi ) and the random fuzzy demands ξi of the customer i ,
i = 1, 2, . . . , 12 are given in Table 1. The capacities si of the four facilities are 70, 80, 90, respectively.
In practical problems, the parameter λ can be decided completely by decision makers or by investigation and
analysis, even by historical data. Here we set λ = 0.5 as an example. Certainly you can set λ = 0.1, 0.2 . . . , 0.9 only
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Table 2
The results of the example
(α, β)-cost Locations of facilities Minimal cost Error (%)
(0.7, 0.5)-cost (72.47, 98.03), (26.35, 42.49), (70.36, 17.49) 1804 0
(0.7, 0.6)-cost (71.94, 97.82), (23.15, 45.46), (70.34, 18.40) 1818 0.7
(0.7, 0.7)-cost (71.84, 98.36), (26.61, 42.91), (70.29, 18.02) 1828 1.3
(0.7, 0.8)-cost (71.79, 98.44), (25.51, 42.68), (70.40, 17.76) 1834 1.7
(0.7, 0.9)-cost (72.15, 98.27), (25.23, 44.15), (70.51, 18.65) 1846 2.3
(0.8, 0.5)-cost (72.44, 97.93), (23.93, 44.33), (70.98, 18.77) 1812 0.4
(0.8, 0.6)-cost (71.74, 98.02), (23.45, 45.16), (70.64, 18.00) 1824 1.1
(0.8, 0.7)-cost (71.89, 98.14), (25.21, 42.28), (70.41, 17.96) 1832 1.6
(0.8, 0.8)-cost (71.85, 98.10), (23.53, 42.25), (70.41, 18.85) 1835 1.7
(0.8, 0.9)-cost (72.32, 98.31), (25.34, 45.05), (70.61, 18.73) 1850 2.5
if λ is between 0 and 1. Then we have the following (α, β)-cost minimization model under the Hurwicz criterion:
min
x,y
(
0.5min
f1
f1 + 0.5max
f2
f2
)
subject to:
Ch{C(x, y|θ, ω) ≤ f1}(α) ≥ β
Ch{C(x, y|θ, ω) ≥ f2}(α) ≥ β
0 ≤ xi ≤ 100, i = 1, 2, 3
0 ≤ yi ≤ 100, i = 1, 2, 3
(20)
where
C(x, y|θ, ω) =

min
z∈Z(θ,ω)
3∑
i=1
12∑
j=1
zi j
√
(xi − a j )2 + (yi − b j )2, if Z(θ, ω) 6= ∅
12∑
j=1
max
1≤i≤3
ξ j (θ, ω)
√
(xi − a j )2 + (yi − b j )2, otherwise
(21)
where
Z(θ, ω) =

zi j ≥ 0, i = 1, 2, 3, j = 1, 2, . . . , 12
z|
3∑
i=1
zi j = ξ j (θ, ω), j = 1, 2, . . . , 12
12∑
j=1
zi j ≤ si , i = 1, 2, 3

. (22)
In order to solve the model (20), the hybrid intelligent algorithm has been run with 500 cycles in simulations and
500 generations in GA.
The results for different α and β are shown in Table 2. The minimal costs differ little from each other. The
percentage error can be expressed by (actualvalue − optimalvalue)/optimalvalue × 100%, where optimal value is
the least one of all the ten minimal costs. It follows from Table 2 that the percent error does not exceed 2.50%
when different α and β are selected. In Table 2, the locations of the three facilities with different α and β have little
differences, which implies that the model is robust to the α, β and the hybrid intelligent algorithm is effective to solve
model (20).
From Table 3, we can see that the (α, β)-cost is an increasing function of β (α) for a fixed α (β) as a whole.
The average optimal locations of the three facilities are shown in Fig. 1.
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Fig. 1. Locations of customers and facilities, where · denotes location of customer and ♦ denotes location of facility.
Table 3
The results of the example
(α, β)-cost 0.5 0.6 0.7 0.8 0.9
(0.7, β)-cost 1804 1818 1828 1834 1846
(0.8, β)-cost 1812 1824 1832 1835 1850
7. Conclusion
Due to the co-existence of the randomness and fuzziness in real word, we consider the facility location–allocation
problem in a random fuzzy environment. This paper contributed to FLA analysis in the following four aspects: (a) In
order to overcome the extreme cases of the α-optimistic model and α-pessimistic models, the (α, β)-cost minimization
model under the Hurwicz criterion was proposed. By varying the value λ, it can balance the optimistic level of
the decision makers; (b) We have proved that the (α, β)-cost minimization model under the Hurwicz criterion can
degenerate to the random and fuzzy cases, which means that the model can deal various FLA problems in random,
fuzzy and random fuzzy environments; (c) To solve the model efficiently, we integrated the simplex algorithm, random
fuzzy simulations and genetic algorithm to produce a hybrid intelligent algorithm; (d) A numerical example was
provided to show the model of random fuzzy capacitated FLA problem and the performance of the hybrid intelligent
algorithm. The computational results of the numerical experiments imply that it is effective to solve the (α, β)-cost
minimization model under the Hurwicz criterion.
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