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Abstract
We consider the periodic boundary value problem for the non-autonomous scalar second-
order equation x¨ þ Fðx; ’xÞ ¼ eðtÞ; with eðÞ a continuous and T-periodic forcing term. Using a
continuation theorem adapted from Capietto et al. (Trans. Amer. Math. Soc. 329 (1992)
41–72), we propose some new conditions for the existence of T-periodic solutions to the forced
equation in terms of the dynamical properties of the trajectories of the associated autonomous
equation x¨ þ Fðx; ’xÞ ¼ 0: Special emphasis will be addressed to the study of the case in
which the presence of an unbounded separatrix for the autonomous system in the phase-plane
allows to obtain a priori bounds for the T-periodic solutions of the homotopic equation
x¨ þ Fðx; ’xÞ ¼ leðtÞ:
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The study of the periodic boundary value problem for the second-order non-
autonomous equations and systems of the form
x¨ þ f ðt; x; ’xÞ ¼ 0 ð1:1Þ
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is one of the main ‘‘classical’’ topics in the theory of ordinary differential equations
which has received much attention since long time ago and is widely investigated in a
broad number of articles appeared across the years till to the most recent literature
(see, for instance, [3,4,7–9,13,14,16,27–31] and the reference therein for a few books
and articles in the ﬁeld).
A particular but signiﬁcant case of Eq. (1.1) is given by a perturbation of the
autonomous equation
x¨ þ Fðx; ’xÞ ¼ 0 ð1:2Þ
by means of a continuous and T-periodic forcing term eðtÞ; which, in turns, leads to
the non-autonomous ODE
x¨ þ Fðx; ’xÞ ¼ eðtÞ: ð1:3Þ
In this paper we look for T-periodic solutions of (1.3), that is solutions x˜ðÞ of class
C2 of the equation and such that x˜ðt þ TÞ ¼ x˜ðtÞ for all tAR: Using the fact that
eðt þ TÞ ¼ eðtÞ for all tAR; this is equivalent to the search of solutions of (1.3),
satisfying the boundary condition
xðTÞ  xð0Þ ¼ ’xðTÞ  ’xð0Þ ¼ 0: ð1:4Þ
In the scalar case, well-known examples of periodically perturbed equations of the
form (1.3) are represented by the Lie´nard equation
x¨ þ f ðxÞ ’x þ gðxÞ ¼ eðtÞ;
the generalized Lie´nard equation
x¨ þ fðx; ’xÞ ’x þ gðxÞ ¼ eðtÞ
and the Rayleigh equation
x¨ þ f ð ’xÞ þ gðxÞ ¼ eðtÞ:
The periodic boundary value problem for such kind of equations does not possess, in
general, the structure required in order to enter in a well-developed variational
setting (like e.g., in the case of Hamiltonian systems). This is perhaps one of the
reasons for which topological methods were mainly employed for the study of (1.3)
and (1.4).
Among the different approaches based on ﬁxed point or topological degree theory,
Mawhin’s coincidence degree [8,15,20] has found a lot of useful applications to
boundary value problems for non-linear ODEs, including the periodic one for the
class of equations considered here (see, e.g., [16–18,22,24,25]). In [2] a theorem was
obtained in order to deal with the periodic problem for differential systems in RN
’z ¼ Zðt; zÞ;
zð0Þ ¼ zðTÞ

ð1:5Þ
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in the case when, through an appropriate admissible homotopy, problem (1.5) can be
moved to
’z ¼ Z0ðzÞ
zð0Þ ¼ zðTÞ

ð1:6Þ
with Z0 a vector ﬁeld in R
N of non-zero degree (with respect to a suitable open and
bounded domain). In many applications, this may be the case when the non-
autonomous vector ﬁeld Zðt; zÞ is a T-periodic perturbation of the autonomous one
Z0 ; that is Zðt; zÞ ¼ Z0ðzÞ þ pðtÞ and the homotopy is simply given by
ðz; lÞ/Z0ðzÞ þ lpðtÞ: Passing to the second order equations, we encounter this
situation for the periodic problem associated to (1.3), the corresponding
autonomous vector ﬁeld being given by the planar map ðx; yÞ/ðy;Fðx; yÞÞ: Some
applications in this directions were shortly indicated in [2, pp. 55–56] but not
developed therein in full detail.
In case of problem (1.3)–(1.4), a possible way to ﬁnd an admissible homotopy with
respect to an open ball with a sufﬁciently large radius will consist in showing that all
the T-periodic solutions of
x¨ þ Fðx; ’xÞ ¼ leðtÞ; ð1:7Þ
for lA½0; 1	; are (uniformly) bounded in the C1ð½0; T 	Þ-norm. Now the question
in which we are interested to investigate is if and how possible information
on the trajectories of the autonomous system (1.2) may be used in order to ﬁnd
the a priori bounds for the possible solutions of (1.4)–(1.7). This line of attack
toward the solvability of the periodic boundary value problem for some special
cases of (1.3) was initiated in [36] and applied to the Lie´nard equation with a series
of examples. In this article we continue that research with respect to more
general examples of the forced scalar ODE (1.3). The choice to pursue also here
our investigation with the aid of the continuation theorem in [2] is based on the
fact that the phase portrait of a large number of planar autonomous systems of
the form
’x ¼ y; ’y ¼ Fðx; yÞ ð1:8Þ
has been widely investigated in numerous situations, as it represents a very classical
topic in the study of dynamical systems in the phase-plane (cf. [14,30,34]). With this
respect, a continuation theorem involving the study of Eq. (1.7) seems to be
particularly promising at least with respect to those classes of equations with an
associated phase-portrait which is enough robust with respect to bounded
perturbations. More precisely, if we are able to enter in a situation where the
structure of the solutions is preserved under a perturbation 7E (for E ¼ jejN), we
have the possibility to exploit some dynamical features of (1.8) in order to obtain
the desired a priori bounds for the T-periodic solutions of (1.7) and thus prove the
existence of solutions to (1.3) and (1.4) via the afore-mentioned continuation
theorem. From this point of view, a case which looks interesting for our investigation
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concerns those planar systems which possess an unbounded separatrix1 which is run
in a time larger than T : Indeed, for this situation we’ll show that nearby trajectories
of the forced system
’x ¼ y; ’y ¼ Fðx; yÞ þ leðtÞ; ð1:9Þ
for lA½0; 1	; take a time longer to T to ‘‘close themselves’’ and this, in turn, provides
a partial a priori bound for the T-periodic solutions of Eq. (1.7). A typical example
of our study will be that of the existence of an unbounded trajectory for the
autonomous comparison system
’x ¼ y; ’y ¼ Fðx; yÞ þ E
(see Lemma 2.5 for the precise details) and this will give us a suitable lower bound
for ’xðtÞ and a bound for jxðtÞj: To ﬁnd also an upper bound for ’xðtÞ and hence to
complete the proof of a bound in the C1ð½0; T 	Þ-norm for the solutions of (1.4)–(1.7),
we introduce a Nagumo-type condition in the line of [18], which (we hope) may have
some independent interest also for other kind of problems.
2. Main results
Consider the scalar nonlinear second-order ordinary differential equation
x¨ þ Fðx; ’xÞ ¼ eðtÞ; ð2:1Þ
where F :R R-R is continuous and e :R-R is continuous and T-periodic in t:
Together with (2.1) we will consider also the associated system
’x ¼ y;
’y ¼ Fðx; yÞ þ eðtÞ

ð2:2Þ
in the phase-plane.
We start by presenting a continuation theorem adapted from [2] which will be our
main tool for the proof of the existence of T-periodic solutions to Eq. (2.1).2
Lemma 2.1. Assume that there is a constant R40 such that
jxjNoR and j ’xjNoR; ð2:3Þ
for each T-periodic solution xðÞ of
x¨ þ Fðx; ’xÞ ¼ leðtÞ; ð2:4Þ
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with lA½0; 1½ and
Fðs; 0Þs40; 8sAR; with jsjXR: ð2:5Þ
Then, (2.1) has at least one T-periodic solution.
Proof. We apply [2, Corollary 6], writing Eq. (2.4) as
x¨ ¼ f ðt; x; ’x; lÞ :¼ Fðx; ’xÞ þ leðtÞ
with
f ðt; x; ’x; 1Þ ¼ Fðx; ’xÞ þ eðtÞ:
and
f ðt; x; ’x; 0Þ ¼ f0ðx; ’xÞ ¼ Fðx; ’xÞ:
We also set, according to the notation in [2],
q0ðsÞ :¼ f0ðs; 0Þ ¼ Fðs; 0Þ:
First of all, we observe that for each rXR;
dBðq0; Bð0; rÞ; 0Þ ¼ sgn q0ðrÞ ¼ sgn Fðr; 0Þ ¼ 1;
where dB is the Brouwer degree, so that dBðq0; Bð0; rÞ; 0Þa0 for all rXR: The
assumption (2.3) about the existence of a priori bounds for the T-periodic solutions
of
x¨ ¼ f ðt; x; ’x; lÞ;
with lA½0; 1½; corresponds to the same condition in [2, Corollary 6] and hence the
existence of T-periodic solutions for (2.1) follows from that result. &
We observe that we could assume, instead of (2.5), the opposite inequality
Fðs; 0Þso0; 8sAR; with jsjXR:
However, in the present article, we’ll not consider applications in which this latter
situation occurs.
The main feature of Lemma 2.1 is based on the fact that the parameter l enters
only in the forcing term. This is the real difference with respect to other continuation
theorems like [8,16,38] in which a homotopy (for example, to a linear equation like in
[38]) effects the whole equation or a part of it involving the nonlinear terms. In this
manner, we can exploit the dynamical and geometrical properties of some
autonomous equations associated to
x¨ þ Fðx; ’xÞ ¼ 0;
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in order to produce the desired a priori bounds. In a recent paper [36] a similar
approach has been used for case of Lie´nard equation
x¨ þ f ðxÞ ’x þ gðxÞ ¼ eðtÞ;
the continuation being given through
x¨ þ f ðxÞ ’x þ gðxÞ ¼ leðtÞ:
We are interested in the study of a true non-autonomous equation and hence we
assume that eðÞa0: Clearly, eðÞ is bounded and, without loss of generality, we can
assume that eðÞ changes sign and there is a (minimal) constant E40; such that
ði1Þ jeðtÞjpE; for all tA½0; T 	:
In fact, we can always reduce to this situation, subtracting the value
e :¼ 1
2
ðsup eðtÞ  inf eðtÞÞ
to both the sides of (2.1).
The following sign condition will be assumed on the function Fðx; yÞ :
ði2Þ there is a constant d40 and a constant E0XE such that Fðs; 0Þo E0; for all
sp d and Fðs; 0Þ4E0; for all sXd:
Observe that ði2Þ makes (2.5) always satisﬁed (at least for R sufﬁciently large, say
RXd). Hence, we can concentrate on the search of the a priori bounds for the T-
periodic solutions of (2.4). On the other hand, such kind of assumption is standard in
this type of problems and guarantees that, far away from the origin, periodic
solutions rotate clockwise.
We also note that the term F may be split as
Fðx; yÞ ¼ fðx; yÞy þ Fðx; 0Þ; with fðx; yÞ ¼ Fðx; yÞ  Fðx; 0Þ
y
: ð2:6Þ
In this manner, we can view Eq. (2.1) as a generalized Lie´nard equation.
We shall also make suitable comparison between the trajectories of system
’x ¼ y;
’y ¼ Fðx; yÞ þ leðtÞ

ð2:7Þ
and those of
’x ¼ y;
’y ¼ Fðx; yÞ  E

ð2:8Þ
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and
’x ¼ y;
’y ¼ Fðx; yÞ þ E;

ð2:9Þ
respectively. A comparison of their respective slopes shows that in the upper half-
plane y40; trajectories of system (2.7) are guided by those of system (2.9), while in
the lower half-plane yo0; are guided by those of system (2.8). On the other hand, for
y40; the trajectories of system (2.7) cross from the interior to the exterior those of
system (2.8), while for yo0; the same happens with respect to those of system (2.8).
This property will be often used in the sequel.
Remark 2.1. In order to avoid any kind of trouble to deal with the trajectories of the
autonomous comparison systems (2.8) or (2.9), we will assume the uniqueness of the
solutions for the associated Cauchy problems, even if, in this setting (based on
topological degree), this is not really required.
At this point we are interested in the investigation of the case in which the
comparison system (2.8) (respectively, (2.9)) has a trajectory G in the upper
plane (respectively in the lower plane) which is unbounded in the x-compo-
nent. More precisely, we will consider the four possibilities expressed in the next
condition.
We say that system (2.2) satisﬁes Property (A) if at least one of the following
situations occurs:
ðA1Þ system (2.8) has a trajectory G contained in the open ﬁrst quadrant
(x40; y40) and such that the projection of G into the positive x-axis is an
unbounded interval;
ðA2Þ system (2.8) has a trajectory G contained in the open second quadrant
(xo0; y40) and such that the projection of G into the negative x-axis is an
unbounded interval;
ðA3Þ system (2.9) has a trajectory G contained in the open third quadrant
(xo0; yo0) and such that the projection of G into the negative x-axis is an
unbounded interval;
ðA4Þ system (2.9) has a trajectory G contained in the open fourth quadrant
(x40; yo0) and such that the projection of G into the positive x-axis is an
unbounded interval.
We notice that in some applications, the trajectory G may be a separatrix.
Now, we introduce another condition.
We say that system (2.2) satisﬁes Property (B) if at least one of the following
situations occurs:
ðB1Þ every trajectory of (2.9) departing from the x-axis at a point ðx0; 0Þ with x0o0
and jx0j large enough, intersects again the x-axis at some point ðx1; 0Þ for some
positive x1;
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ðB2Þ every trajectory of (2.8) departing from the x-axis at a point ðx0; 0Þ with x040
and x0 large enough, intersects again the x-axis at some point ðx1; 0Þ for some
negative x1:
Remark 2.2. In condition ðB1Þ (respectively in ðB2Þ) we have not taken explicitly into
account the possibility that a trajectory departing from the negative (positive) x-axis
would tend asymptotically to some equilibrium point in the positive (negative) x-axis
with 0oxod (with doxo0; respectively). In this situation, we assume condition
ðB1Þ (resp. ðB2Þ) as trivially satisﬁed. As we will see in the applications, this is a trivial
case for obtaining a priori bounds for the non-autonomous equation.
We observe that we could express a variant of property (A) (call it ðA0Þ)
interchanging the role of the comparison equations. In this light, combining some of
the ðA0iÞ with some of the ðBiÞ it is possible to produce a ﬂow-invariant region for
system (2.2) and get the existence of a T-periodic solution via the Brouwer ﬁxed
point theorem. This technique has been employed in [1]. We observe that in our case
the required assumptions will be much less restrictive, as one can imagine, because a
ﬂow-invariant region is a constraint for all the solutions, while, in this context, we
are considering the behavior of only the T-periodic ones.
From now on, and in order to avoid unnecessary repetitions, we suppose in the
rest of this section that uðÞ is a T-periodic solutions of (2.4), for some lA½0; 1	:
According to Lemma 2.1, we are looking for suitable bounds H; K40 (with H and
K independent on l and u) such that
jujNpH; j ’ujNpK :
Clearly, once we have found these constants, we have that (2.3) holds for any
choice of
R4maxfd; H; Kg:
The next results are auxiliary lemmas which allow us to simplify the search of the a
priori bounds for the solutions of (2.4), provided that we are able to bound only a
part of the solutions. The basic hypotheses ði1Þ and ði2Þ will be always tacitly
assumed.
Lemma 2.2. There is some tˆA½0; T 	 such that juðtˆÞjod:
Proof. Let t1AR be such that uðt1Þ ¼ min uðtÞ: By ’uðt1Þ ¼ 0Xu¨ðt1Þ; we have that
Fðuðt1Þ; 0Þ  leðt1Þp0 and hence, Fðuðt1Þ; 0ÞoE: By ði2Þ we easily conclude that
uðt1Þod: In the same way, we can see that if t2AR is such that uðt2Þ ¼ max uðtÞ; then,
uðt2Þ4 d: &
As a consequence of Lemma 2.2 we have that if we are able to ﬁnd a bound on
j ’ujN; then we obtain a bound for jujN as well. This is a straightforward application
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of Lagrange theorem. Clearly, the converse (i.e., a bound for j ’ujN as a consequence
of a bound on jujN) is, in general, not true. However, this can be achieved under
suitable growth assumptions on Fðx; yÞ with respect to y: Growth conditions of this
kind are often called Nagumo-type conditions, with reference to the classical work of
Nagumo [23] (see also [12]). With this respect, it is known that if jFðx; yÞj (when jxj is
bounded) grows less than oðjyjÞ; withZ þN s
oðsÞ ds ¼ þN;
then the existence of a bound for u implies the existence of a bound for ’u:
Clearly, Nagumo condition is satisﬁed when F has at most linear growth in y: This
is the case of the Lie´nard equations.
This kind of results was extended by Mawhin [18] to a wider class of equations by
introducing the deﬁnition of a Nagumo equation with respect to the T-periodic
boundary value problem. According to [18], such a deﬁnition considers second-order
equations where if we have a priori bounds for the T-periodic solutions in the j  jN-
norm then we can ﬁnd bounds for their derivatives. The fact that one can restrict the
investigation only to the T-periodic solutions, permits to extend the class of
equations for which this argument can be applied. In particular, for the Rayleigh
equation
x¨ þ f ð ’xÞ þ gðxÞ ¼ eðtÞ;
this form of the Nagumo condition is always valid, without any need of a growth
condition in f ðyÞ (see [18]). See also [21,37], for other considerations from a
geometric point of view.
Remark 2.3. We just notice that in the sequel we shall enter in a situation for which a
bound for jujN and a one-sided bound (that is an upper bound or, respectively, a
lower bound) for ’u will be achieved and we will look for a further one-sided bound
on ’u (namely, a lower bound or, respectively, an upper bound). This will lead to a so-
called generalized Nagumo condition.
Now we are going to present some results which allow to obtain some partial
bounds (e.g., bounds for the maximum or the minimum of u or ’u) that will be
employed in order to apply Lemma 2.1.
Lemma 2.3. Suppose that ði2Þ holds for some E04E and assume
Fðx; yÞXFðx; 0Þ; 8xAR and yX0: ð2:10Þ
Then, property ðB1Þ holds. A dual result can be stated for yp0 and property ðB2Þ:
Proof. Using (2.6), we can consider Eq. (2.4) in the form of a generalized Lie´nard
equation with fðx; yÞX0:
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Let ðxðtÞ; yðtÞÞ be a trajectory of (2.9) with xð0Þ ¼ x0o0 and jx0j large enough and
with yð0Þ ¼ 0: As ’yð0Þ40 (by ði2Þ;) such trajectory enter the upper half-plane and a
comparison argument shows that it is guided by the trajectories of the system
’x ¼ y;
’y ¼ Fðx; 0Þ þ E;

ð2:11Þ
which eventually intersect the x-axis. This happens because (2.11) is a conservative
one and therefore its trajectories are determined by the level lines of
1
2
y2 þ
Z x
0
ðFðs; 0Þ  EÞ ds
and the integral diverges at inﬁnity.
The same argument can be used in order to state a dual result for yp0 and
achieve ðB2Þ: &
Using again a comparison argument with the Lie´nard equation
x¨ þ fðxÞ ’x þ Fðx; 0Þ  E ¼ 0; ð2:12Þ
we can give a more general statement, but ﬁrst we need to introduce another
deﬁnition. Consider an autonomous Lie´nard equation
’x þ f ðxÞ ’x þ gðxÞ ¼ 0: ð2:13Þ
We say that Eq. (2.13) possesses the property of intersection with the vertical isocline
for y40 (respectively, for yo0), if any trajectory of the associated phase-plane
system
’x ¼ y;
’y ¼ f ðxÞy  gðxÞ

ð2:14Þ
starting at some point ð0; y0Þ of the y-axis with y040 and y0 large enough
(respectively, with y0o0 and y0 large enough), crosses the x-axis. See [35,
Theorem 2.1] for conditions on f and g which guarantee the validity of this property.
Since such intersection property plays an important role is various different
applications to Lie´nard equations (like, e.g., in the study of stability or for the search
of limit cycles, or in order to obtain comparison results), one can ﬁnd several other
contributions in the literature where this property is investigated, or where it can be
easily deduced from other related conditions (see, e.g., [5,6,10,11,26,32,33]).
Lemma 2.4. Assume that
Fðx; yÞ  Fðx; 0ÞX jMðxÞjðy þ 1Þ; 8xp0 and yX0 ð2:15Þ
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and
Fðx; yÞ  Fðx; 0ÞXfðxÞy; 8xX0 and yX0; ð2:16Þ
where f is such that Eq. (2.12) has the property of intersection with the vertical isocline
for y40: Then, ðB1Þ holds.
Proof. As before, let ðxðtÞ; yðtÞÞ be a trajectory of (2.9) with xð0Þ ¼ x0o0 and jx0j
large enough and with yð0Þ ¼ 0: Assumption (2.15) prevents a possibility of blow-up
as long as xp0 and therefore, we know that the trajectory will intersect the y-axis at
some point ð0; y0Þ with y040: At this point, we can make a comparison with (2.12)
and invoke the property of intersection with the vertical isocline in order to achieve
the conclusion. In fact, this is clear if y040 is large, while, if y0 is not large enough in
order to have the property of intersection with the vertical isocline satisﬁed, we just
observe that the semiorbit from ð0; y0Þ will enter in a bounded region of the closed
ﬁrst quadrant and therefore, either it will cut the positive x-axis at some point, or it
will tend to an equilibrium point with 0oxod: In both cases, we have property ðB1Þ
fulﬁlled (cf. also Remark 2.2). &
As mentioned before, a dual result can be obtained in the case yp0 and ðB2Þ:
Let us denote by
%
ux and %ux the minimum and the maximum, respectively, of the
intersections of ðuðtÞ; ’uðtÞÞ with the vertical line x ¼ x; provided that such
intersections occur. In particular,
%
u0 and %u0 denote the minimum and the maximum
of the intersections of ðuðtÞ; ’uðtÞÞ with the y-axis (if any of such intersections do
exist).
The following lemma will be crucial in order to get a priori bounds from property
(A). We present it in a particular situation which occurs in the third quadrant and
where we can ﬁnd a bound for the minimum of uðtÞ and for
%
ux: However, the same
result could be stated with respect to the second quadrant in order to ﬁnd a bound
for the minimum of uðtÞ and for %ux: Similarly, in the ﬁrst and the fourth quadrants,
with the same technique, it is possible to ﬁnd a bound for the maximum of uðtÞ and,
respectively, %ux; or
%
ux:
Lemma 2.5. Assume that system (2.9) has an unbounded trajectory G which crosses the
line x ¼ d at some yo0 and lies in the set xo d; yo0 of the third quadrant. If the
trajectory G is run from x ¼ d to the infinity in a time larger than T ; then there is
R40 such that
min uðtÞ4 R;
and also
%
ud4 R;
(provided that the
%
ud exists).
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A similar result can be stated if we consider the part of the trajectory at the right of
x ¼ x:
A possible application of this lemma may occur when G is a separatrix for which
we know an estimate from below of the running time.
Proof. Consider the trajectory G for system (2.9). By the assumptions, G is the graph
of a continuously differentiable function y ¼ aðxÞ; with
a : ðb;d	-	0;þNÞ; Npbo d:
By the properties of noncontinuable solutions we know that if b4N; then
limx-bþaðxÞ ¼ N:
A comparison between the slopes of the trajectories of systems (2.7) with
those of (2.9) shows that those of the former system are directed outward
with respect to those of the second one. In particular, if zðtÞ ¼ ðxðtÞ; yðtÞÞ is
any solution (not necessarily a periodic one) of system (2.7) with xðt0Þ ¼ d
and yðt0Þp aðdÞo0; for some t0; then yðtÞp aðxðtÞÞ; for all tXt0; where
such a solution is deﬁned. That is, if any solution of (2.7) crosses, at some
moment, the negative part of x ¼ d below the trajectory G; then it must stay
below it for all its future time. To see this, we could equivalently observe that
the set
M ¼ fðx; yÞAR2 : boxp d; yp aðxÞg
is positively invariant for all the solutions of system (2.7).
Now, if we consider a T-periodic solution of (2.7), like ðu; ’uÞ; then, necessarily, we
must have
%
ud4 aðdÞ
(if
%
ud exists). In fact, if
%
udp aðdÞ; then we would have ’uðtÞo0 for all tXt0
(with t0 as described above) and this is impossible for a periodic function.
Let t2 be such that
uðt2Þ ¼ min uðtÞ:
If uðt2ÞX d; we are done, in the sense that a strict lower bound R for uðtÞ
is found for any choice of R4d: Thus, to avoid this trivial situation, let us
assume that
uðt2Þo d:
On the other hand, from Lemma 2.2 we know that uðt˜Þ4 d for some t˜; hence,
there is a maximum time, say t1; before t2 such that uðt1Þ ¼ d: Note that
’uðt1Þo0: and uðtÞp d; 8tA½t1; t2	:
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By the above estimate for
%
ud ; we know that uðt1Þ4 aðdÞ and that by the above
observation about the positive invariance of the set M; we have
’uðtÞ4 aðuðtÞÞ; 8 tA½t1; t2	:
Now, dividing by aðuðtÞÞ; we can write
14
’uðtÞ
aðuðtÞÞ:
Then, integrating between t1 and t2; and using the periodicity of uðÞ which implies
that the length of the time-interval ½t1; t2	 is less than the period, we have
T4 t2  t14
Z t2
t1
’uðtÞ
aðuðtÞÞ dt
¼
Z uðt1Þ
uðt2Þ
du
aðuÞ ¼
Z d
uðt2Þ
du
aðuÞ
¼
Z d
K
du
aðuÞ; where we have set uðt2Þ :¼ K :
The last integral turns out to be the time Dt along the trajectory G for the orbit path
between ðd;aðdÞÞ and ðK ;aðKÞÞ: In fact, by deﬁnition, ’xðtÞ ¼ yðtÞ ¼
aðxðtÞÞ; that is
1 ¼ ’xðtÞaðxðtÞÞ
along G and therefore, integrating between 0 and Dt; we have that the time Dt will be
evaluated as
Dt ¼
Z Dt
0
’xðtÞ
aðxðtÞÞ dt ¼
Z d
K
dx
aðxÞ:
Now, by the assumption on the time along the trajectory, we know there is
R4b;
such that the time along the trajectory from x ¼ d to x ¼ R is larger than T and
this, by the above formula, precisely means that
Z d
R
dx
aðxÞ4T :
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At this point, we can conclude that min uðtÞ ¼ uðt2Þ4 R: Indeed, if not so and
uðt2Þp R; we would have
T4t2  t1 ¼
Z 0
uðt2Þ
du
aðuÞX
Z 0
R
dx
aðxÞ4T ;
a contradiction. &
Now, modifying the deﬁnition in [18] as mentioned in Remark 2.3, we introduce
the following:
Deﬁnition. We say that (2.1) is a generalized Nagumo equation with respect to the T-
periodic problem, if for any r40; there is ZðrÞ40 such that if uðÞ is any T-periodic
solution of (2.4), for some lA 	0; 1½ ; such that
juðtÞjpr and ’uðtÞpr; 8tA½0; T 	;
then
’uðtÞX ZðrÞ; 8tA½0; T 	:
We notice that such a deﬁnition permits a symmetric formulation in terms of the
inference that:
juðtÞjpr and ’uðtÞX r; 8tA½0; T 	;
implies
’uðtÞpZðrÞ; 8tA½0; T 	:
In view of the previous lemmas and deﬁnitions we have now various possibilities
which can provide the desired a priori bounds
jujNpH; j ’ujNpK :
ðC1Þ Get a bound for j ’ujN:
ðC2Þ Get a bound for jujN and assume the classical Nagumo condition (or assume
that Eq. (2.4) is a Nagumo equation according to Mawhin [18]). To get a
bound for u; one can use Lemma 2.5 on both sides of x:
ðC3Þ Find a bound from below (or from above) for u; again via Lemma 2.5, use the
appropriate condition (B) which gives the other bound for u and a one-sided
bound for ’u and, ﬁnally, use the above deﬁned generalized Nagumo condition
in order to ﬁnd the other bound for ’u:
At this point, we can conclude with our main result.
Theorem 2.1. Consider Eq. (2.1) with F locally Lipschitz continuous (or any other kind
of assumptions which guarantee the uniqueness of solutions in the light of Remark 2.1)
and eðÞ continuous and T-periodic. Assume also ði1Þ and ði2Þ: If any of the possibilities
ðC1Þ; ðC2Þ or ðC3Þ is achieved, then Eq. (2.1) has at least one T-periodic solution.
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We are aware of the fact that this result is presented in an abstract manner, but, we
have to remark that Eq. (2.1) is the most general way in which we can write a
perturbation of a second-order autonomous equation in a normal form. For this
reason, the applicability of Theorem 2.1 will be shown in various possible
applications.
3. Applications
At ﬁrst we observe that the case of the classical Lie´nard equation has already been
investigated in [36]. We refer to [36, Section 3] for the related examples.
We start to present a general result which allows to ﬁnd a bound for j ’ujN as in
assumption ðC1Þ:
Consider the equation
x¨ þ Fðx; ’xÞ ¼ leðtÞ; ð3:1Þ
with F continuous and eðÞ continuous and T-periodic. Let uðÞ be a T-periodic
solution of (3.1) for some lA½0; 1	 and assume that t0 is such that
j ’uðt0Þj ¼ j ’ujN:
Clearly, from
’x ¼ y;
’y ¼ Fðx; yÞ þ leðtÞ;

ð3:2Þ
we have that for y ¼ ’u;
0 ¼ ’yðt0Þ ¼ Fðxðt0Þ; yðt0ÞÞ þ leðt0Þ: ð3:3Þ
Hence, Fðxðt0Þ; yðt0ÞÞ is a value in the interval ½E; E	: Therefore, in order to prove
the boundedness of jyðt0Þj we can impose a condition on F such that when jyj-N
takes values away from the interval ½E; E	: However, as we are looking for a result
which is general we impose a stronger condition, namely,
jFðx; yÞj-N; as jyj-N; uniformly in x:
In this manner we get rid of the actual bounds for eðtÞ and this makes our result valid
for every periodic forcing term.
The above discussion gives a proof of the following proposition.
Proposition 3.1. Assume that
lim
jyj-N
jFðx; yÞj ¼N; uniformly in x: ð3:4Þ
Then ðC1Þ holds.
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A class of polynomial equations in x and ’x to which this proposition may be
applied is the following:
x¨ þ ð1þ x2mþ2Þð ’xÞkþ1 þ x2nþ1 ¼ eðtÞ; ð3:5Þ
with kX0 and mXn: We notice that in this case assumption ði2Þ is satisﬁed and hence
we can say that such an equation has at least a T-periodic solution for all the
possible (T-periodic) forcing terms.
In the same way, we can treat the more general situation
x¨ þ ð1þ x2mþ2Þð ’xÞk þ
Xk1
c¼0
acðxÞð ’xÞc
( )
’x þ x2nþ1 ¼ eðtÞ; ð3:6Þ
with mXn and kX1; provided that the order of acðxÞ is less than or equal to 2m þ 2:
Relation (3.3) that we have found in the course of the proof may be interpreted as
the fact that the point ðxðt0Þ; yðt0ÞÞ belongs to the horizontal isocline of the
autonomous system
’x ¼ y;
’y ¼ Fðx; yÞ þ c

ð3:7Þ
for some cA½E; E	: The geometrical interpretation is clear. Assumption (3.4)
implies that the horizontal isocline of this associated autonomous system is bounded
in the y-component (and the bound can be given uniformly with respect to c in the
interval ½E; E	). In most cases, this geometrical condition is valid whenever we have
a bound in the y-component for the isocline of the autonomous system
’x ¼ y;
’y ¼ Fðx; yÞ:

ð3:8Þ
This is actually true for the previous examples and the strict relationships between
the forced and the autonomous systems has been already investigated in [36] for the
case of the Lie´nard equations.
We are now going to present some condition in order to get assumptions ðC2Þ or
ðC3Þ satisﬁed. Without loss of generality, and in virtue of (2.6) which already treated
the equivalence with the general case, we give some application to the generalized
equation
x¨ þ fðx; ’xÞ ’x þ gðxÞ ¼ eðtÞ: ð3:9Þ
We actually deal with a single model example which can be easily generalized.
Consider equation
x¨ þ f f ðxÞð ’xÞ2ng ’x þ gðxÞ ¼ leðtÞ ð3:10Þ
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and let u be a T-periodic solution. If we multiply by ’uðtÞ and integrate on ½0; T 	; we
immediately obtain
Z T
0
f ðuðtÞÞð ’uðtÞÞ2nþ2 dt

 ¼ l
Z T
0
eðtÞ ’uðtÞ dt

:
If we assume that
f ðxÞXc40; 8xAR;
for some constant c; using the Ho¨lder inequality for p ¼ 2n þ 2 and q ¼ 2nþ2
2nþ1; and the
bound jeðtÞjpE; using some Lp-estimates as in [19], we get
cjj ’ujj2nþ22nþ2pET
2nþ1
2nþ2jj ’ujj2nþ2
from which we ﬁnd a bound for the jj  jj2nþ2-norm of ’u: At this step it turns out to be
a standard argument that of proving the boundedness of jujN: Indeed, it sufﬁces to
use the fact that uðÞ is bounded at some point tˆ; and this latter property has been
treated in Lemma 2.2 as a consequence of ði1Þ and ði2Þ:
Finally, we deal with property ðC3Þ: We shall focus our attention on the ﬁrst
property, looking for some planar systems having a trajectory which comes from the
inﬁnity near the x-axis and is bounded in the y-component. At ﬁrst, we consider
again Eq. (3.9) with
fðx; yÞ ¼ x2mþ1y2n; gðxÞ ¼ x; for xX1:
In this situation, the horizontal isocline is given by
y ¼ bðxÞ :¼  1
x
2m
2nþ1
;
which is bounded in the y-component for xX1:
A straightforward phase-plane analysis shows the existence of a trajectory
constrained between the x-axis and the horizontal isocline for x41:
In virtue of Lemma 2.5, we have to check whether the time along such a trajectory
is larger than T ; but this is always true because the o-limit of the trajectory is the
point at inﬁnity at the right x-axis. From another point of view, this also follows
from
Z þN
1
1
aðxÞ dxX
Z þN
1
1
bðxÞ dx ¼ þN;
where, like in the proof of Lemma 2.5 we indicate by y ¼ aðxÞ our trajectory.
In this way, we get an upper bound for u and a lower bound for ’u as well.
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In order to get the other properties, it sufﬁces to glue the map f considered above
for xX1 with any function cðx; yÞ for xp1 such that cðx; yÞ is bounded below by a
suitable f ðxÞ in order to compare to a standard Lie´nard equation.
Another similar application is the following. Consider the equation
x¨ þ f ðxÞcðx; ’xÞ ’x þ gðxÞ ¼ eðtÞ: ð3:11Þ
If
cðx; yÞX1
outside a suitable compact set in x we are in the situation of Lemma 2.4. In order to
produce, as before, an upper bound for the periodic solutions it is enough to assume
that
lim
x-þN
gðxÞ
f ðxÞ ¼ 0:
In fact, if we assume this condition and we write Eq. (3.11) in the phase-plane, we
have that the horizontal isocline, say for xXd; is a line ðx; yðxÞÞ with
jyjp gðxÞ
f ðxÞ

:
Hence, we are in the situation already considered. In the same way we can assume
that
lim
x-N
gðxÞ
f ðxÞ ¼ 0
and prove umin is lower bounded.
At this point we need to produce from this situation a bound for y: To this aim, a
possibility is the next assumption on the function cðx; yÞ:
jcðx; yÞjpkðxÞðjyj þ 1Þ
for all yAR and all x in the interval ½umin; umax	: As a particular case, we can take the
boundedness of c in the same region.
It is now a standard calculation to check that in the strip ½umin ; umax	  R we
obtain the desired bound for ’x:
As a ﬁnal remark, we just note that, differently from the previous two cases, in this
latter one, no assumption on the sign of f ðxÞ is required.
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