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Paul Christiano∗
Abstract
In many online learning problems we are interested in predicting local information
about some universe of items. For example, we may want to know whether two items
are in the same cluster rather than computing an assignment of items to clusters; we
may want to know which of two teams will win a game rather than computing a ranking
of teams. Although finding the optimal clustering or ranking is typically intractable,
it may be possible to predict the relationships between items as well as if you could
solve the global optimization problem exactly.
Formally, we consider an online learning problem in which a learner repeatedly
guesses a pair of labels (ℓ(x), ℓ(y)) and receives an adversarial payoff depending on
those labels. The learner’s goal is to receive a payoff as good as the best fixed labeling
of the items. We show that a simple algorithm based on semidefinite programming can
achieve asymptotically optimal regret in the case where the number of possible labels
is constant, resolving an open problem posed by Hazan, Kale, and Shalev-Schwartz
[10]. Our main technical contribution is a novel use and analysis of the log det regular-
izer, exploiting the observation that log det (Σ + I) upper bounds the entropy of any
distribution with covariance matrix Σ.
1 Introduction
We are often tasked with inferring the properties of items from observations of their inter-
actions. Frequently, we are interested in these properties primarily because they can be
used to make predictions about future interactions. For example, we might:
• assign documents to clusters in order to make predictions about their similarity,
• assign characteristics to users and products in order to make appropriate recommen-
dations,
• assign personalities to individuals to predict which groups will function well,
• assign rankings to teams in order to predict the winners of a sequence of games, or
so on.
In many of these contexts, we are interested in global assignments only insofar as they help
us make local predictions. Even when finding a global assignment is intractable, we may
still be able to make predictions as well as if we had found the optimal global assignment.
In Section 1.1 we present a new formalization of this class of problems. In the case
where each interaction is between two items and each item has one of O (1) possible labels,
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our formalization is a special case of the matrix learning framework described in [10].
This includes, for example, the online max-cut problem. In this special case we are able to
provide the first asymptotically optimal regret bounds, reducing the convergence time from
O (log(n)) per item to the optimal O (1), which may be significant in many applications
(especially those, such as recommendation systems, where per-item regret is a relevant
metric). Moreover, our algorithm and analysis are quite natural, and considerably simplify
previous approaches.
1.1 Local Prediction Problems
1.1.1 2-Local Prediction
We fix a universe of items U and a space of possible labels L, with n = |U| and k = |L|. Let
∆ (L × L) be the set of probability distributions over L × L. A 2-local prediction problem
is an online learning problem where in each round t = 0, 1, . . .
1. Nature presents a pair (it, jt) ∈ U × U .
2. The learner submits a distribution pt ∈ ∆(L × L).
3. Nature reveals a payoff function ct : L × L → [−1, 1].
4. The learner receives
payofft (pt) =
∑
a,b∈L×L
ct (a, b) pt (a, b) .
We are interested in strategies S : U × U → ∆(L × L). For a fixed set of choices by
nature, the payoff of a strategy S can be defined straightforwardly as:
payoffT (S) =
T∑
t=1
payofft (S (it, jt)) .
We can expand this definition in the natural way to consider strategies S which depend
on the past choices of nature. We will often talk about efficient strategies S, which are
those strategies for which S (it, jt) can be computed from nature’s past choices in time
poly (t, n, k).
We are particularly interested in strategies corresponding to fixed labelings. For a
labeling ℓ : U → L we can define the strategy Sℓ via:
Sℓ (i, j) = (ℓ(i), ℓ(j)) with probability 1.
We are interested in finding strategies which perform as well as the best strategy Sℓ, so we
define
OPT (T ) = max
ℓ:U→L
payoffT (Sℓ) .
We prove the following theorem:
Theorem 1 There exists an efficient strategy S for 2-local prediction that satisfies:
payoffT (S) ≥ OPT (T )−O
(√
nk3T
)
.
2
The dependence on n and T are optimal, but the dependence on k is not (the information-
theoretic limit is
√
nT log(k)). Fortunately there are already interesting 2-local prediction
problems with k = O (1), for which we provide the first asymptotically optimal regret
bounds.
1.1.2 General local prediction
These definitions can be naturally generalized to r-local prediction problems for r > 2. In
this case, nature presents an r-tuple and the learner submits a probability distribution in
∆ (Lr). The payofft (pt) are now maps from Lr → [−1, 1], and strategies Sℓ can be defined
exactly analogously to the case r = 2.
1.2 Examples
1.2.1 Online max-cut
Perhaps the simplest interesting example of a local prediction problem is online max-cut.
In each round, the learner is given a pair of vertices it, jt ∈ U and is asked to output a
probability distribution over “cut” and “not cut.” Nature then picks one of “cut” or “not
cut” and the learner’s payoff is the probability they assigned to the correct value minus
the probability they assigned to the incorrect value.
A cut of U can be understood as a strategy in this game in a natural way. The goal in
the online max-cut problem is to achieve low regret compared to the best cut.
Our algorithm can be applied to this problem directly: the space of labels is L =
{+1,−1} and the payoff for a pair (a, b) is simply 1 if either a = b and nature chose “not
cut” or a 6= b and nature chose “cut” (and −1 otherwise).
Note that nothing about the max-cut problem itself encodes the fact that we are con-
cerning ourselves with cuts, except the fact that we are trying to perform as well as the
best cut.
1.2.2 Online gambling
A significantly more complicated example is the online gambling problem. In each round,
the learner is given a pair of teams it, jt ∈ U , and is asked to output a probability distri-
bution over which team will win in a head-to-head contest. Nature then picks a winner,
and the learner’s payoff is the probability they assigned to the real winner. The learner’s
goal is to achieve low regret compared to the best fixed ranking of the teams. (A ranking
corresponds to the strategy of deterministically predicting that the higher-ranked team
wins.)
This problem can be easily fit into our setting by taking L = {1, 2, . . . , n}. A ranking
of the teams then corresponds to assigning each team a separate value. The payoff for a
pair ℓ(it) = a, ℓ(jt) = b is 1 if either a > b and team it won or if b > a and team jt won.
Our algorithm does not perform well on this problem because k = ω(1).
For now, we view this example as a demonstration that the local learning framework can
accomomdate significant complexity in natural settings. In fact it could go much further.
For example, we could assign each team a skill level and determine a team’s probability
of victory by the gap between their skill and their opponents’; we could include additional
variables for a team’s ability to play well under varying conditions; and so on.
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Thus a solution to the local learning problem for general k would give a very robust
solution to the online gambling problem, in that it could accommodate many natural
extensions. It seems plausible that there is a general solution to the local learning problem,
but in either case it seems to be a natural generalization of the online gambling problem
and either a positive or negative answer would be of natural interest.
1.3 Motivation
A wide range of prediction problems are “local” in the sense we have described, and so
understanding the feasibility of such problems is a natural challenge. Our approach to
this problem is motivated by the rich literature on constraint satisfaction problems in
theoretical computer science, and in particular by the success of semidefinite programming
(SDP) techniques.
There is an intuitive connection between finding a single good assignment to some
variables and competing with the best fixed assignment. In practice it seems that both
of these problems occur quite frequently: sometimes we are interested in finding a cut of
a graph, and sometimes we are simply interested in making predictions about whether a
given pair of items lie on the same or different sides of the cut.
Of course, we would always find a cut in order to make predictions. Our motivating
observation was that it might be possible to substantially improve performance by “cutting
out the middle man” and using SDP solutions to make predictions directly. The key
ingredient in this approach is finding an appropriate regularizer for SDP solutions which
can play the same role as entropy in traditional inference. We apply a log det regularizer.
By observing that the log det of a matrix of moments is an upper bound on the entropy of
any distribution matching those moments, we are able to show that the log determinant
retains the convenient properties of entropy regularization.
A final reason to be interested in local learning is that locality serves as a building
block for many other natural structural assumptions. For example, circuits and graphical
models are both generated by a set of local data. Understanding the interaction between
locality and learnability is a natural step in probing the boundaries of learnability, and
finding simple approaches to the local learning problem may help extend positive results
to more difficult cases.
1.4 Relaxations
We will work extensively with a number of relaxations of ∆
(LU). In particular, we say
that a matrix A ∈ Rnk×nk with rows and columns indexed by pairs in U × L is a pseu-
dodistribution over labelings if a, b 7→ A(i,a)(j,b) is a valid distribution in ∆
(L2) for each
i, j: that is, if A(i,a)(j,b) ≥ 0 for all i, j, a, b and
∑
a,bA(i,a)(j,b) = 1 for all i, j
1.
Intuitively, A(i,a)(j,b) represents P (ℓ(i) = a ∧ ℓ(j) = b) for a putative distribution P,
though in fact there might not be any underlying distribution that reproduces these prob-
abilities. Write LP
(LU) for the space of pseudodistributions. In order to tighten the
relaxation we might additionally require that A be positive semidefinite; write SDP
(LU)
for the space of positive semidefinite pseudodistributions. It is easy to verify that any
probability distribution ∆
(LU) corresponds to a matrix in SDP (LU).
1We might additionally require that the marginals are consistent, i.e. that for all a, i, j, k,
∑
b
A(i,a)(j,b) =∑
b
A(i,a)(k,b). But our analysis won’t make any use of that condition, and so we omit it.
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For any pseudodistribution A, we can define a strategy SA by
SA (i, j) =
(
a, b 7→ A(i,a)(j,b)
)
.
We define
OPTSDP (T ) = max
A∈SDP(LU )
payoffT (SA) ,
and our main theorem will establish:
Theorem 1 There is an efficient strategy S for 2-local prediction such that
payoffT (S) ≥ OPTSDP (T )−O
(√
nk3T
)
,
and in particular
payoffT (S) ≥ OPT (T )−O
(√
nk3T
)
,
It is easy to see that the positive-semidefiniteness constraints are necessary: without
those constraints, LP
(LU) just treats each of the n2 pairs (i, j) as a separate problem,
and so it is impossible to achieve regret o
(√
n2T
)
.. Moreover, requiring consistency of the
marginals does not help in general. For example, in a max-cut problem we can assume by
symmetry that the marginal distribution of each item’s label is uniform.
1.5 Related work
Some of the earliest work on online learning considered the problem of competing with the
best strategy from an unstructured set; for example, see [3, 4, 6, 7]. This work achieved
optimal regret bounds, but the approach is not directly applicable in settings where we
would like to compete with an implicitly defined and exponentially large class of strategies.
These protocols can be understood as instances of the general frameworks of follow the
regularized leader (FTRL) or mirror descent[9], as can our algorithm.
Similar techniques have now been applied to a much broader range of problems, includ-
ing many settings with large, implicit classes of strategies [2, 8, 11, 13, 16]. In most cases,
these protocols are applied to settings where the corresponding offline decision problem is
easy. Our work continues in this vein, aiming to compete with a large class of combinato-
rially defined strategies, but we are interested in the setting where optimization over the
space of strategies is intractable.
Another line of work considers online learning against spaces of positive semidefinite
matrices. The matrix multiplicative weights algorithm competes with the class of positive
definite matrices by using an implicit von Neumann entropy regularizer [1]. In a similar
vein, [12, 14, 15] compete with the class of metrics. Although the problem statement is
quite different, we apply similar techniques.
The recent results of Hazan, Kale, and Shalev-Schwartz [10] in particular are closely
related to our own. They consider the setting in which learners produce outputs in [−1, 1]
and compete with the class of matrices which can be decomposed as a difference of positive
semidefinite matrices with small entries and small trace. Their framework is equivalent to
ours in the case of 2-local prediction for k = O (1). In that setting they obtain a regret
bound of O
(√
n log (n)T
)
, which differs from our bound by a log (n) factor. This is the
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difference between a per item convergence time of O (1) and O (log(n)), which may be quite
significant in some settings. For example, this might be the difference between a single
user needing to wait O (log(n)) time before receiving good recommendations and needing
to wait O (1) time.
Our techniques differ from those of [10] primarily by our choice of regularizer. Like
us, they work with a semidefinite relaxation for the space of labelings (though they do
not describe their approach in these terms) and solve an appropriately regularized prob-
lem. Their regularizer is the von Neumann entropy, and this leads to their regret bound
of O
(√
n log(n)T
)
. We are able to improve this bound by using the log determinant.
Moreover, because the log determinant is a natural analog of entropy in the setting of
semidefinite programming relaxations for constraint satisfaction, we are able to give a
conceptually simple analysis.
The log determinant regularizer is new in this setting but has been applied before in
online learning, particularly in the context of metric learning [12, 14, 15]. Our use of
this regularizer appears to be based on a fundamentally different motivation, namely as
an estimate of entropy given a matrix of moments. The log determinant regularizer has
also appeared (with a more similar motivation) as a regularizer for relaxed inference over
Markov random fields [17], though in their context the analysis is quite different. This
regularizer is perhaps most common as a barrier function in semidefinite programming;
there is an analogy between our approach and a path-following algorithm for semidefinite
programming, though again our analysis is quite different.
2 Our algorithm
In this section we will exhibit an algorithm which achieves regret O
(√
nk3T
)
against the
class of all strategies SA for A ∈ SDP
(LU). Because SA includes all strategies Sℓ for
ℓ : U → L, this yields the desired result.
2.1 Follow-the-Regularized Leader
A common approach to achieving an online regret bound is follow-the-regularized-leader
(FTRL). FTRL chooses each move using a strategy which maximizes a linear combination
of retrospective performance and a regularization term. After nature reveals each payoff,
FTRL recomputes the optimum of this objective function and uses it to make a decision
in the next round.
If the regularization term is strongly concave, then we can show that the maximizing
strategy does not change much from one round to the next. If in addition the regularization
term is bounded, we can obtain a bound on the total regret.
For completeness, we will briefly describe the algorithm, following the presentation in
[9]. We also give a precise statement of the bounds we need to prove.
Formally, let C be a convex set and let R : C → R be a strongly concave function which
will serve as a regularizer. Consider the algorithm:
Theorem 2 [9] Suppose that R is bounded between 0 and M on C. Furthermore, suppose
that whenever |payoffS (A)− payoffS (A′)| ≥ δ,
R (ǫA+ (1− ǫ)A′) ≥ ǫR (A) + (1− ǫ)R (A′)+ ǫ(1− ǫ)γδ2
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Algorithm 1: Follow the Regularized Leader
input: A strongly concave regularizer R, an η > 0, and C a convex subset of
LP
(LU)
for t ∈ N do
Set
A = argmax
A∈C
η
t−1∑
s=1
payoffs (A) +R (A)
Play (a, b) with probability A(it,a)(jt,b).
Then for an appropriate choice of η the performance of algorithm 1 is within an additive
O
(√
TM
γ
)
of maxA∈C payoffT (A).
We will aim to apply this theorem with M = nk and γ = 1
k2
, leading to an algorithm
with regret
√
nk3T , as desired. We believe that this analysis can be tigthened to give a
regret bound of
√
nkT by generalizing Lemma 7 and consequently Lemma 8, but we do
not have a proof (and in either case our algorithm is most likely to be of interest when
k = O (1)).
2.2 Regularizing relaxations.
In order to apply FTRL we need to choose a convex set C and find a regularizer R which
has the desired properties.
One intractable approach would be to take C to be the space of distributions over
labelings, and to take R to be the entropy H.
Definition 3 (Entropy) For a discrete random variable X with distribution p(x), the
discrete entropy is H (X) = E [− log (p(X))]. For a continuous random variable X over
R
N with density p(x), the differential entropy of X is H (X) = E [− log (p(X))].
Since there are only kn possible labelings the entropy is bounded by n log(k). Moreover,
the following standard lemma shows that the entropy is strongly concave (the proof is in
the appendix):
Lemma 4 If P and Q are probability distributions with total variation distance δ, then
H (ǫP + (1− ǫ)Q) ≥ ǫH (P ) + (1− ǫ)H (Q) + ǫ(1− ǫ)δ2,
where H is either the discrete entropy or the differential entropy.
Of course, even representing a probability distribution over assignments U → L is
intractable. Moreover, for our application it is unnecessary: because our payoffs depend on
the labels of pairs of items, we only need to represent the pairwise marginal distributions of
our labeling, i.e. the probabilities P (ℓ (i) = a ∧ ℓ (j) = b). This is precisely the information
encoded by some A ∈ LP (LU). This motivates us to instead take the set C = LP (LU),
and search for some regularizer that can play the same role as H.
Unfortunately, the space LP
(LU) is too large, and regardless of our choice of regularizer
there are information-theoretic obstructions to obtaining a sub-quadratic regret bound.
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However, if we take the space SDP
(LU), the situation changes entirely. Although there
still need not be an actual distribution which satisfies
P (ℓ (i) = a ∧ ℓ (j) = b) = A(i,a)(j,b),
we now can find a jointly normally distributed family of random variables X(i,a) such that
E
[
X(i,a)X(j,b)
]
= A(i,a)(j,b).
Because the gaussian is the maximum entropy distribution subject to these moment con-
straints, its differential entropy provides a natural upper bound on the entropy of a putative
probability distribution which does have moments given by A. This motivates using the
entropy of this gaussian as our regularizer R.
The differential entropy of a gaussian with covariance matrix Σ is O (log det (Σ)). This
motivates us to explore the suitability of this function as a regularizer. In fact we smooth
this function to log det
(
Σ+ 1
k
I
)
to account for the difference between a discrete entropy
and a differential entropy (as in [17]). For convenience of normalization, we actually take
R (A) = log det (kA+ I).
2.3 The log-determinant regularizer
In this section write C = SDP (LU) and R (A) = log det (kA+ I). It is well known that
maximization of concave functions over SDP
(LU) is tractable, so it remains to show that
this choice of R is bounded and strongly concave.
Lemma 5 For any A ∈ SDP (LU), 0 ≤ R (A) ≤ nk.
Proof. Since A ≥ 0, each eigenvalue of kA+I is at least 1 and hence log det (A+ 1
k
I
) ≥ 0.
On the other hand, Tr (A) = n, so Tr
(
A+ 1
k
I
)
= 2kn. Subject to this trace condi-
tion, det
(
A+ 1
k
I
)
is maximized if all eigenvalues are equal, i.e. kA + I = 2I. Hence
log det
(
A+ 1
k
I
) ≤ log det (2I) = nk.
The strong concavity of log det (kA+ I) is equivalent to the strong concavity of log det (Σ).
In order to verify strong concavity of log det (Σ), we utilize its characterization as the en-
tropy of a gaussian with covariance matrix Σ and apply the strong concavity of entropy.
First, we need the following standard lemma (for example, see [5]):
Lemma 6 For any distribution X over Rnk with covariance matrix Σ, the differential
entropy of X is at most 12 log det (Σ) + H0(nk), where H0 is independent of X and Σ.
Moreover, equality is attained if X is gaussian.
We also need to show that gaussians which differ in one moment necessarily have large
variation distance (proved in the appendix):
Lemma 7 Let G1 and G2 be gaussians with covariance matrices Σ1 and Σ2. Suppose that
for some i, j we have
|(Σ1)ij − (Σ2)ij | ≥ δ
(
(Σ1)ii + (Σ1)jj + (Σ2)ii + (Σ2)jj
)
.
Then the total variation distance between G1 and G2 is Ω (δ).
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Now we can prove that log det (Σ) is strongly concave:
Lemma 8 Suppose that Σ1 and Σ2 are as in Lemma 7. Then
log det ((1− ǫ)Σ1 + ǫΣ2) ≥ (1− ǫ) log det (Σ1) + ǫ log det (Σ2) + Ω
(
ǫ(1− ǫ)δ2) .
Proof. Let Gi be the gaussian with covariance matrix Σi. Let M be the probabilistic
mixture of gaussians which puts probability (1 − ǫ) on G1 and ǫ on G2. By Lemma 6,
H0(nk) + log det ((1− ǫ)Σ1 + ǫΣ2) is an upper bound on the entropy of any distribution
with covariance matrix (1 − ǫ)Σ1 + ǫΣ2, and in particular on M . Moreover, we can lower
bound the entropy of M by Lemma 4 and our lower bound on the variation distance
between G1 and G2:
log det ((1− ǫ)Σ1 + ǫΣ2) ≥ H (M)−H0(nk)
≥ (1− ǫ)H (G1) + ǫH (G2) + Ω
(
ǫ(1− ǫ)δ2)−H0(nk)
≥ (1− ǫ) (H (G1)−H0(nk)) + ǫ (H (G2)−H0(nk)) + Ω
(
ǫ(1− ǫ)δ2)
= (1− ǫ) log det (Σ1) + ǫ log det (Σ2) + Ω
(
ǫ(1− ǫ)δ2)
as desired.
Lemma 9 If payofft (A)− payofft (A′) ≥ δ, then
R (ǫA+ (1− ǫ)A′) ≥ ǫR (A) + (1− ǫ)R (A′)+Ω
(
ǫ(1− ǫ) δ
2
k2
)
Proof sketch. If payofft (A)−payofft (A′) ≥ δ, then kA and kA′ differ by at least δk in the
average entry in the block corresponding to the pair (it, jt). The average diagonal entry of
kA+ I or kA′ + I is only 2. So there is necessarily some entry in the block corresponding
to the pair (it, jt) for which the conditions of Lemma 8 apply, with parameter
δ
8k .
Together with the analysis of FTRL, this completes our algorithm.
3 Conclusion
3.1 Further work
3.1.1 k = ω(1)
Our algorithm is optimal in the range k = O (1), but has very bad performance for large k;
similarly, the algorithm of [10] does not generally apply to large k. Solving the problem for
large k would give a robust solution to online gambling problem which would also apply
directly to many natural generalizations and related learning problems.
It seems quite likely that follow the regularized leader can achieve regret
√
n log(k)T
using the relaxation SDP
(LU), given an appropriate choice of regularizer.
In the case of n = 1, this problem reduces to conventional learning from experts,
for which an entropy regularization is suitable. Intuitively, what is needed is a way to
integrate this entropy regularization (or the von Neumann entropy regularization of matrix
multiplicative weights) with the log det regularization that performs well for large n. One
way of understanding this problem is as a search for a notion of entropy that applies to
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arbitrary matrices A ∈ SDP (LU). The bound log det (A+ I) treats each indicator variable
ℓ(i) = a separately, and so ignores the fact that for each i the events ℓ(i) = a are mutually
exclusive. This causes it to be a conservative overestimate for the entropy, and so to yield
a suboptimal regret bound.
3.1.2 r > 2
In contrast with the k = ω(1) case, extending these results to r > 2 seems likely to be ex-
tremely difficult. It may be possible to apply existing semidefinite programming hierarchies,
but if so it requires maintaining more than the first r moments of a pseudodistribution, and
would be a new and interesting form of evidence for the usefulness of higher levels of these
hierarchies. If existing hierarchies cannot solve the problem, it seems likely that solving r-
local prediction problems for r > 2 would require a significant conceptual developments. It
is also possible that there are complexity-theoretic obstructions, but proving lower bounds
under conventional assumptions seems to be out of reach for usual techniques.
Note that we can immediately apply our results to obtain regret O
(√
n⌈ r2⌉T
)
in the
case k = O (1), by assigning labels in L⌈ r2⌉ to each set of ⌈ r2⌉ items from U . Understanding
whether any efficient algorithm can do better may shed light on learning more broadly but
also on constraint satisfaction.
3.1.3 Richer structure
Local prediction problems have particularly clean structure which makes them amenable
to semidefinite programming (at least in simple cases). In many applications of interest,
predictions have slightly richer structure. For example, a prediction might depend on the
label of item i together with the label of one additional item which is chosen adaptively
based on the label of i. This would occur for example if each of n items belonged to one
of k clusters, and the properties of the items were stochastic functions of the (unobserved)
characteristics of the clusters that contained them. It is interesting to ask how far we can
go in this direction before impossibility results kick in; even relatively modest progress
might allow completely automatic inference in a wide range of natural models.
3.2 Discussion
We have introduced the family of local prediction problems, and left most questions con-
cerning this model open. We have shown that the simplest local prediction problems can be
solved essentially optimally by a particularly natural algorithm, providing the first asymp-
totically optimal regret bounds for the online max-cut problem. In our view the conceptual
simplicity of our analysis is a significant strength; we take its simplicity (together with its
improvement over the previous state of the art) as some evidence that our view of online
local learning is a productive one, and that further developments may be possible.
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4 Appendix
Proof of 4. Because the differential entropy can be written as a limit of discrete entropies
under partitions, it is sufficient to verify the claim for discrete entropy.
Consider an enumeration of the union of the supports of P and Q, x1, x2, . . .. Let p(xi)
be the probability that P assigns to xi and let q(xi) be the probability that Q assigns to
xi. For z ∈ R, let H (z) = z log(z). Then
H (ǫP + (1− ǫ)Q) =
∑
H (ǫp(xi) + (1− ǫ)q(xi))
≥
∑
ǫH (p(xi)) + (1− ǫ)H (q(xi)) + 1
2
ǫ(1− ǫ)(p(xi)− q(xi))
2
p(xi) + q(xi)
≥ ǫH (P ) + (1− ǫ)H (Q) + 1
4
ǫ(1− ǫ)
(∑
|p(xi)− q(xi)|
)2
= ǫH (P ) + (1− ǫ)H (Q) + 1
4
ǫ(1− ǫ)δ2
where the first inequality holds because H ′′(z) = 1
z
and the second inequality is by Cauchy-
Schwarz and the fact that
∑
(p(xi) + q(xi)) = 2.
Proof of 7. The following proof was suggested by George Lowther in response to a
question by the author on mathoverflow.net.
Without loss of generality, assume
(
(Σ1)ii + (Σ1)jj + (Σ2)ii + (Σ2)jj
)
= 1, so that
Σ1 and Σ2 differ by at least δ in their i, j entry. Consider the characteristic function
ϕk(u) = Ex∼Gk
[
exp
(
iuTx
)]
. For u with real entries, ϕk(u) is the expectation of a function
with absolute value 1 on a samples drawn from Gk, so to bound the variation distance
between G1 and G2 it suffices to exhibit some u such that |ϕ1(u)− ϕ2(u)| = Ω(δ). From
the definition of the Gaussian we can compute
ϕk(u) = exp
(
−1
2
uTΣku
)
.
Let ei, ej be the unit vectors with their non-zero entry in coordinates i, j, respectively.
Let v be one of ei, ej , or ei + ej , write αk = v
TΣkv, and write u =
v√
α1+α2
. Then we have
|ϕ1(u)− ϕ2(u)| =
∣∣∣∣exp
(
− α1
2(α1 + α2)
)
− exp
(
− α2
2(α1 + α2)
)∣∣∣∣
= Ω
( |α1 − α2|
α1 + α2
)
= Ω(|α1 − α2|)
Where the second line follows from a constant lower bound on the derivative of exp (x) in the
range [−1, 0], and the third line follows from our bound on
(
(Σ1)ii + (Σ1)jj + (Σ2)ii + (Σ2)jj
)
.
So it suffices to find some v ∈ {ei, ej , ei + ej} with
∣∣vT (Σ1 − Σ2) v∣∣ = Ω(δ). But note
that we can write
δ ≤ (Σ1 − Σ2)ij
= eTi (Σ1 − Σ2) ej
=
1
2
(
(ei + ej)
T (Σ1 − Σ2) (ei + ej)− eTi (Σ1 − Σ2) ei − eTj (Σ1 − Σ2) ej
)
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and so one of the terms on the right hand side of the second line must have absolute value
at least Ω (δ), as desired.
Proof of 9. Write dab = k
∣∣∣A(it,a)(jt,b) −A′(it,a)(jt,b)
∣∣∣, xa = kA(it,a)(it,a) + kA′(it,a)(it,a) + 2,
yb = kA(jt,b)(jt,b) + kA
′
(jt,b)(jt,b)
+ 2. Note that
∑
a xa =
∑
b yb = 4k. Note that
∑
a,b
dab = k
∣∣payofft (A)− payofft (A′)∣∣ ≥ kδ.
Since
∑
a,b(xa+yb) = k
∑
xa+k
∑
yb = 8k
2, there must be some a, b with dab ≥ 18k (xa+yb).
The desired result then follows from Lemma 8.
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