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A new cut-elimination method for Gentzen’s LK is defined. First cut-elimination is gen-
eralized to the problem of redundancy-elimination. Then the elimination of redundancy
in LK-proofs is performed by a resolution method in the following way. A set of clauses C
is assigned to an LK-proof ψ and it is shown that C is always unsatisfiable. A resolution
refutation of C then serves as a skeleton of an LK-proof ψ′ with atomic cuts; ψ′ can
be constructed from the resolution proof and ψ by a projection method. In the final
step the atomic cuts are eliminated and a cut-free proof is obtained. The complexity of
the method is analyzed and it is shown that a non-elementary speed-up over Gentzen’s
method can be achieved. Finally an application to automated deduction is presented: it
is demonstrated how informal proofs (containing pseudo-cuts) can be transformed into
formal ones by the method of redundancy-elimination; moreover, the method can even
be used to transform incorrect proofs into correct ones.
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1. Introduction
Cut-elimination is one of the most important techniques in proof theory. Roughly speak-
ing, eliminating cuts from a proof generates a new proof without lemmas, which es-
sentially consists of the syntactic material of the proven theorem. Traditionally cut-
elimination served the purpose to show consistency of calculi and thus played a central
role in metamathematics. In this traditional context the aim is to define just a construc-
tive method for eliminating cuts, its actual use as an algorithm is of minor importance.
However, more recently J. Y. Girard demonstrated that cut-elimination on real mathe-
matical proofs may produce valuable mathematical information (Girard, 1987). In partic-
ular he showed how a proof of van der Waerden’s theorem using concepts of topology can
be transformed into an elementary combinatorial proof by means of cut-elimination. Also
in many other cases, cut-elimination can be used to construct elementary proofs from
non-elementary ones, for example to convert number theoretic proofs using knowledge
about the field of complex numbers to proofs by induction only (cf. G. Takeuti’s analysis
of the potentials of this approach in Takeuti, 1978). Another important application is the
construction of Herbrand disjunctions from proofs, making information explicit, which
is hidden in the mathematical argumentation. Luckhardt (1989) used this information
to obtain bounds for Roth’s theorem, which are of the same level as those obtained by
the most advanced number theoretic methods. Finally, it should be mentioned, that cut-
elimination and redundancy-elimination provide the kind of analysis necessary to deal
with plausible reasoning and other kinds of incomplete proofs as described by Po´lya
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(1954). Although the applications mentioned above are not fully formalized and done
“by hand”, they shed some light on the potential of automatic proof transformation.
Once we see a point in applying cut-elimination to single proofs, the algorithmic features
become more interesting.
Automated deduction, as it is widely understood, is a discipline of proof search. Thus
main emphasis is laid on generating proofs (e.g. in the resolution- or in the tableaux
calculus) from the syntactic representation of a theorem. As a natural consequence, the
proofs found by traditional theorem provers are either cut-free or contain atomic cuts
only. Thus there is clearly no point in applying cut-elimination to machine-made proofs.
On the contrary, the aim to introduce cuts becomes more natural: either because the
produced proof is too long and unstructured, where cut-introduction should be applied
as postprocessing, or it may speed up proof search itself if the minimal length of a cut-
free proof is too high (Baaz and Leitsch, 1992). Thus, at the first glimpse, there seems
to be no gain in using cut-elimination in automated deduction. However, if we widen the
scope and consider automated deduction also as a discipline of proof transformation, then
cut-elimination becomes more interesting. For example, consider some newly developed
methods of proofs by analogy (De´fourneaux and Peltier, 1997). There the raw material
does not only consist of the theorem to be proven, but also of several other mathematical
proof (schemas) available in a database; these proofs are generalized versions of resolution
proofs or cut-free tableaux proofs. In order to meet the syntactic requirements of these
analogy-based methods, cut-elimination on real mathematical proofs could serve as a
natural preprocessing. Moreover, if our aim is to create databases consisting of formal
proofs, we should take into account that many types of cuts are redundant; thus cut-
elimination may also lead to shorter and “better” proofs.
Example 1.1. Let ψ1 and ψ2 be the following LK-proofs (for simplicity we do not care
about structural rules except cut).
ψ1:
Z ` Z
X ` X
X ∧ Y ` X ∧ : l
Z ∨ (X ∧ Y ) ` Z,X ∨ : l
Z ∨ (X ∧ Y ) ` Z ∨X ∨ : r
ψ2:
Z ` Z
¬Z,Z ` ¬ : l X ` X
¬Z,Z ∨X ` X ∨ : l
Z ∨X ` ¬Z → X →: r
Now ψ1 and ψ2 can be combined via cut for obtaining a proof ψ of the sequent Z ∨ (X ∧
Y ) ` ¬Z → X. ψ is of the form
(ψ1)
Z ∨ (X ∧ Y ) ` Z ∨X
(ψ2)
Z ∨X ` ¬Z → X.
Z ∨ (X ∧ Y ) ` ¬Z → X cut
The cut formula Z ∨X serves as a lemma in the proof of the sequent S : Z ∨ (X ∧ Y ) `
¬Z → X; note that Z∨X does not appear as a subformula in the sequent S. Although ψ
is easily constructed from ψ1 and ψ2 there are shorter cut-free proofs of S. Of course, for
such a simple sequent like S, we may simply search for a cut-free proof of S and forget the
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whole proof ψ. However, for larger proofs and more complex sentences in predicate logic,
such a brute force method promises less success. The cut-elimination method defined in
this paper transforms ψ into the following proof ψ∗:
Z ` Z
¬Z,Z ` ¬ : l
¬Z,Z ` X
Z ` ¬Z → X →: r
X ` X
¬Z,X ` X
X ` ¬Z → X →: r
X ∧ Y ` ¬Z → X ∧ : l
Z ∨ (X ∧ Y ) ` ¬Z → X ∨ : l.
In ψ∗ we have only 5 logical (and two structural) inferences, while in ψ we have 6 logical
inferences + an application of the cut rule. Thus the cut proved “inessential” and ψ∗ is
preferable to ψ.
Although the complexity of cut-elimination (in predicate logic) is non-elementary, this
example shows that, under natural conditions, cut-elimination can lead to better and
shorter proofs.
The standard method of cut-elimination is that of Gentzen defined in his famous
“Hauptsatz”; its characteristic feature is a stepwise reduction of cut complexity. In this
reduction the cut formulas are decomposed w.r.t. their outermost logical operator (lead-
ing to a decrease of the logical complexity). Moreover, the cut formulas to be eliminated
must be rendered main formulas of inferences by adequate proof transformations (leading
to a reduction of the rank). Despite its elegance Gentzen’s method is very costly, as it is
largely independent of the derivations and of the inner structure of the cut formulas. This
inner structure is the essence of proofs in real mathematics: mathematical arguments are
typically based on explicit definitions, e.g. differentials, integrals etc. Therefore it is use-
ful to concentrate on cut-elimination procedures which eliminate cuts by analyzing these
explicit definitions and reducing cuts from inside out. In Baaz and Leitsch (1997) we
defined a projection method for cuts, which rather than decomposing the cut formulas
reduces them w.r.t. to arbitrary positions in the cut formula. On a class of proofs called
QMON the projection method strongly outperforms the method of Gentzen (by yield-
ing a non-elementary reduction in the number of produced sequents). In this paper we
present a general method which characterizes cuts by sets of clauses obtained from the
derivation of the cut formulas. These sets of clauses are always unsatisfiable and thus
have a resolution refutation. This refutation serves as a skeleton of an LK-proof with
only atomic cuts. The last step consists of the elimination of the atomic cuts.
Although cut-elimination gave the original motivation to the development of the res-
olution method, the whole approach is far more general: indeed, the elimination of cuts
appears as a special case of redundancy-elimination in LK-proofs. The higher potential
of the new method is demonstrated in Section 5. In particular the new method opens the
way for several applications of automated deduction to interactive proof transformation
and to proof theory itself.
2. Notation and Definitions
The set of variables is denoted by V . We distinguish between free and bound variables
(which define a partition of the set of all variables) and use the letters x, y, z for bound
variables, u and v for free variables. Constant symbols are represented by a, b, c, d and
function symbols by f, g, h. For terms we use the letters s, t, and T denotes the set of all
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terms and PL the set of all formulas in (first-order) predicate logic. The universal closure
of formulas F is denoted by ∀F . We write A ≡ B if A is syntactically equal to B.
Definition 2.1. (polarity) Let λ be an occurrence of a formula A in B. If A ≡ B then
λ is a positive occurrence in B. If B ≡ (C ∧D), B ≡ (C ∨D), B ≡ (∀x)C or B ≡ (∃x)C
and λ is a positive (negative) occurrence of A in C (or in D) then the corresponding
occurrence λ′ of A in B is positive (negative). If B ≡ (C → D) and λ is a positive
(negative) occurrence of A in D then the corresponding occurrence λ′ in B is positive
(negative); if, on the other hand, λ is a positive (negative) occurrence of A in C then
the corresponding occurrence λ′ of A in B is negative (positive). If B ≡ ¬C and λ is a
positive (negative) occurrence of A in C then the corresponding occurrence λ′ of A in B
is negative (positive). If there exists a positive (negative) occurrence of a formula A in
B we say that A is of positive (negative) polarity in B.
Occurrences can be formally defined as sequences of natural numbers indicating the
position of a subformula within the formula tree. If λ is a positive (negative) occurrence
of a formula (Qx)A in B (for Q ∈ {∀,∃}) then we say that (Qx) occurs positively
(negatively) in B.
Definition 2.2. (strong and weak quantifiers)
If (∀x) occurs positively (negatively) in B then (∀x) is called a strong (weak) quantifier.
If (∃x) occurs positively (negatively) in B then (∃x) is called a weak (strong) quantifier.
Definition 2.3. (complexity of formulas) If F is a formula in PL then the com-
plexity comp(F ) is the number of logical symbols occurring in F . Formally we define
comp(F ) = 0 if F is an atomic formula,
comp(F ) = 1 + comp(A) + comp(B) if F ≡ A ◦B for ◦ ∈ {∧,∨,→},
comp(F ) = 1 + comp(A) if F ≡ ¬A or F ≡ (Qx)A for Q ∈ {∀,∃}.
Definition 2.4. A (variable) substitution is a mapping ϑ : V → T s.t. ϑ(v) 6= v for
only finitely many v ∈ V . We write ϑ = {x1 ← t1, . . . , xn ← tn} for ϑ(xi) = ti and
ti 6= xi, ϑ(v) = v for v /∈ {x1, . . . , xn}. Substitutions are extended to terms and formulas
in the obvious way. Substitutions are applied to formulas in postfix notation, i.e. instead
of {x← t}(A) we write A{x← t}.
Skolemization is a transformation on PL which removes all strong quantifiers. There
are different types of skolemizations (e.g. structural, prenex and antiprenex) which may
strongly differ in the proof complexity of the transformed formula (see Baaz and Leitsch,
1994). In this paper skolemization always means structural skolemization.
Definition 2.5. (sequent) A sequent is an expression of the form Γ ` ∆ where Γ
and ∆ are finite multisets of PL-formulas (i.e. two sequents Γ1 ` ∆1 and Γ2 ` ∆2
are considered equal if the multisets represented by Γ1 and by Γ2 are equal and those
represented by ∆1,∆2 are also equal).
If S = A1, . . . , An ` B1, . . . Bm then we say that the Ai occur negatively and the Bi
positively in S. A quantifier occurring positively (negatively) in Ai occurs negatively
(positively) in S. The polarity in the Bj w.r.t. S coincides with their polarity in the Bj .
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Let S1 = Γ ` ∆ and S2 = Π ` Λ. Then the composition S1 ◦S2 of S1 and S2 is defined
as Γ,Π ` ∆,Λ.
Definition 2.6. (the calculus LK) The initial sequents are A ` A for atomic for-
mulas A.† In the rules of LK we always mark the auxiliary formulas (i.e. the formulas in
the premis(es) used for the inference) and the principal (i.e. the inferred) formula using
different symbols. Thus, in our definition, ∧-introduction to the right takes the form
Γ1 ` A+,∆1 Γ2 ` ∆2, B+
Γ1,Γ2 ` ∆1, A ∧B∗,∆2 .
We usually avoid marks by putting the auxiliary formulas at the leftmost position in
the antecedent of sequents and in the rightmost position in the consequent of sequents.
The principal formula mostly is identifiable by the context. Thus the rule above will be
written as
Γ1 ` ∆1, A Γ2 ` ∆2, B
Γ1,Γ2 ` ∆1,∆2, A ∧B .
Unlike Gentzen’s version of LK (see Gentzen, 1934) ours does not contain any “auto-
matic” contractions (we are not interested in the intuitionistic calculus LJ in this paper).
Instead we use the additive version of LK as in the book of Girard (1987). By the defini-
tion of sequents over multisets we do not need the exchange rules. In our notation Γ,∆,Π
and Λ serve as metavariables for multisets of formulas; ` is the separation symbol.
1. The logical rules:
Γ ` ∆, A Π ` Λ, B
Γ,Π ` ∆,Λ, A ∧B ∧ : r
A,Γ ` ∆
A ∧B,Γ ` ∆ ∧ : l1
A,Γ ` ∆
B ∧A,Γ ` ∆ ∧ : l2
Γ ` ∆, A
Γ ` ∆, A ∨B ∨ : r1
Γ ` ∆, A
Γ ` ∆, B ∨A ∨ : r2
A,Γ ` ∆ B,Π ` Λ
A ∨B,Γ,Π ` ∆,Λ ∨ : l
Γ ` ∆, A B,Π ` Λ
A→ B,Γ,Π ` ∆,Λ →: l
A,Γ ` ∆, B
Γ ` ∆, A→ B →: r
A,Γ ` ∆
Γ ` ∆,¬A ¬ : r
Γ ` ∆, A
¬A,Γ ` ∆ ¬ : l
Γ ` ∆, A{x← u}
Γ ` ∆, (∀x)A ∀ : r
A{x← t},Γ ` ∆
(∀x)A,Γ ` ∆ ∀ : l
∀ : r must fulfil the eigenvariable condition, i.e. the free variable u does not occur in
†We do not admit arbitrary formulas A as this more general definition obscures complexity analysis
and makes some transformation on proofs (like skolemization) impossible.
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Γ ` ∆, A. In ∀ : l t may be an arbitrary term (w.r.t. the term definition in Takeuti
(1987) admitting only free variables). ∀ : r is called a strong, ∀ : l a weak quantifier
introduction. The conditions for ∃ : r are the same as for ∀ : l and similarly for ∃ : l
versus ∀ : r:
Γ ` ∆, A{x← t}
Γ ` ∆, (∃x)A ∃ : r
A{x← u},Γ ` ∆
(∃x)A,Γ ` ∆ ∃ : l.
2. The structural rules:
weakenings:
Γ ` ∆
Γ ` ∆, A w : r
Γ ` ∆
A,Γ ` ∆ w : l
contractions:
Γ ` ∆, A,A
Γ ` ∆, A c : r
A,A,Γ ` ∆
A,Γ ` ∆ c : l
Γ ` ∆, A A,Π ` Λ
Γ,Π ` ∆,Λ cut.
An LK-derivation is defined as a directed tree where the nodes are occurrences of
sequents and the edges are defined according to the rule applications in LK. Let A be
the set of sequents occurring at the leaf nodes of an LK-derivation ψ and S be the sequent
occurring at the root (called the end-sequent). Then we say that ψ is an LK-derivation
of S out of A (notation A `LK S). If A is a set of initial sequents then we call ψ an
LK-proof of S. Note that, in general, cut-elimination is only possible in LK-proofs.
We write (ψ)
S
to express that ψ is a proof with end-sequent S.
An LK-proof is called regular if eigenvariables eliminated on different branches of the
proof tree are different. More formally: let ψ be a subproof of an LK-proof of the form
(ψ1)
Γ1 ` ∆1
(ψ2)
Γ2 ` ∆2
S : Γ′1,Γ
′
2 ` ∆′1,∆′2 X
where X is a binary rule. Let V1 (V2) be the set of eigenvariables occurring in ψ1 (ψ2)
but not in S. Then ψ is called regular if V1 ∩ V2 = ∅. A proof is called regular if all its
subproofs are regular.
Paths in an LK-derivation are defined in the traditional way, a branch is a path starting
in the end sequent. We use the terms “predecessor” and “successor” in the intuitive sense
(i.e. contrary to the direction of edges in the tree). If there exists a path from S1 to S2
then S2 is called a predecessor of S1. The successor relation is defined in a analogous way.
The predecessor relation and the successor relation are extended to occurrences of
formulas in sequents. Let S be the sequent occurring at node η in a derivation tree and
η1, η2 be the predecessors of η labelled with sequents S1 and S2, respectively. If α is the
occurrence of the principal formula of the (binary) inference in S (at η) and α1, α2 are the
occurrences of the auxiliary formulas in S1, S2 (at sequent occurrences η1, η2) then α1,
α2 are called immediate ancestors of α. The case of unary rules can be handled similarly.
General ancestors are defined via reflexive and transitive closure.
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Let ψ be an LK-derivation and α be a formula occurrence in a sequent occurrence η.
Let λ be a predecessor of η labelled with the sequent S; then the subsequent S′ of S
defined by the ancestors of α is denoted by anc(λ, α).
Example 2.1. Let ω be the following LK-proof:
S4 : P (a) ` P (a)
S2 : (∀x)P (x) ` P (a) ∀ : l
S5 : P (b) ` P (b)
S3 : (∀x)P (x) ` P (b) ∀ : l
S1 : (∀x)P (x), (∀x)P (x) ` P (a) ∧ P (b) ∧ : r
S : (∀x)P (x) ` P (a) ∧ P (b) c : l .
Let ηi denote the occurrences of the Si in ω for i = 1, . . . , 5 and η denote the occurrence
of S. Then η is successor of η1, . . . η5 and all ηi are predecessors of η. η5 is predecessor
of η1, but not of η2. The right occurrences α1 of P (a) in η4 and α2 of P (b) in η5 are
ancestors of the occurrence α of P (a) ∧ P (b) in η. The left occurrence β of P (a) in η4 is
not ancestor of α.
Moreover anc(η4, α) = ` P (a), anc(η5, α) = ` P (b) and
anc(η1, α) = ` P (a) ∧ P (b).
Definition 2.7. (length of a proof) If ω is an LK-proof then l(ω) is defined as the
number of sequents (i.e. nodes) occurring in ω. l(ω) is called the length of ω.
Definition 2.8. (size of a proof) The size of a proof ω is defined by the number of
symbol occurrences in ω and is denoted by size(ω).
Definition 2.9. (clause) A sequent of the form A1, . . . , An ` B1, . . . , Bm, where the
Ai and Bj are atom formulas, is called a clause.
If C = A1, . . . , An ` B1, . . . , Bm then ‖C‖ = n + m (and denotes the length of the
clause). If C is a set of clauses then |C| denotes the cardinality of C and ‖C‖ is defined by
‖C‖ = max{‖D‖ | D ∈ C}.
Definition 2.9 represents the clause concept of multisets of literals; clearly the Ai corre-
spond to the negative, the Bj to the positive literals. Because we integrate methods of
resolution in LK it is convenient to use the concept of sequents for resolution and for
LK. In the setting of sequents resolution is just a specific sequent calculus with clausal
initial sequents, unification and atomic cuts.
As sequents are multisets multiple occurrences of atoms are possible. We introduce an
operation, simply called reduction, to reduce multiple to single occurrences.
Definition 2.10. (reduct) Let C : A1, . . . , An ` B1, . . . , Bm be a clause and D be an
atom occurring in one of the multisets C− : A1, . . . , An or C+ : B1, . . . , Bm. Let C ′ be
the result of setting the multiplicity of D in C− to 1 (or of setting the multiplicity of D
in C+ to 1). Then C ′ is called a reduct of C w.r.t D.
Example 2.2. Let C = P (f(u), v), Q(u), P (f(u), v) ` Q(a), Q(a), R(v).
The clauses
C1 : P (f(u), v), Q(u) ` Q(a), Q(a), R(v)
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and
C2 : P (f(u), v), Q(u), P (f(u), v) ` Q(a), R(v)
are reducts of C. Note that, by the multiset structure of clauses, it does not mat-
ter whether we write P (f(u), v), Q(u) ` Q(a), Q(a), R(v) for C1 or Q(u), P (f(u), v) `
Q(a), Q(a), R(v).
If σ is a substitution and C : A1, . . . , An ` B1, . . . , Bm is a clause then Cσ denotes the
clause A1σ, . . . , Anσ ` B1σ, . . . , Bmσ.
Definition 2.11. (unifier) LetM be a non-empty set of atoms and σ be a substitution
with Aσ = Bσ for all A,B ∈M; then σ is called a unifier ofM. σ is called a most general
unifier of M if for all unifiers τ of M there exists a substitution ρ with τ = σρ.
Definition 2.12. (factor) Let C : A1, . . . , An ` B1, . . . , Bm be a clause and D be a
subsequent of A1, . . . , An ` or of ` B1, . . . , Bm. Let σ be a most general unifier of the
set of atoms in D. Then the reduct of Cσ w.r.t. (an element in) Dσ is called a factor of C.
Note that, by definition, every reduct is also a factor (if the set of atoms in D consists
of one element only then the most general unifier is the empty substitution).
Definition 2.13. (resolution) Let C1 and C2 be clauses which are variable-disjoint
and C ′1, C
′
2 be factors of C1 and of C2, respectively. Let C
′
1 = Γ1 ` ∆1, A and C ′2 =
A,Γ2 ` ∆2. Then the clause Γ1,Γ2 ` ∆1,∆2 is called resolvent of C1 and C2.
Note that resolution is nothing other than atomic cut on factors.
For our proof theoretical analysis we need tree structures for proofs; this also holds
for resolution derivations, which (modulo factoring) can be considered as special types
of LK-proofs with atomic cuts. Thus resolution derivations from a set of clauses C are
defined as binary trees, where (renamed variants of) the clauses of C occur at the leaf
nodes and the edges are defined by the resolution rule. A resolution derivation of ` out
of C is called a resolution refutation of C. It is easy to verify that resolution, as defined
above, simulates resolution defined on clauses in the usual sense (see Robinson, 1965;
Leitsch, 1997). Therefore resolution is complete, i.e. for every unsatisfiable set of clauses
there exists a resolution refutation of C.
Resolution proofs (in the form of trees) can be transformed into ground resolution
proofs (containing only sequents without variables) by substitutions. We call such a
transformation ground projection (see Leitsch, 1997). The resulting ground proof is a
resolution proof where the factoring rule can be replaced by the reduction rule.
Example 2.3. The derivation γ:
` Q(u), Q(a)
Q(v) ` P (f(v)) P (f(x)), P (z) `
Q(v) ` R
` R
is a resolution refutation of the set of clauses
{` Q(x), Q(a), Q(x) ` P (f(x)), P (f(x)), P (z) `}.
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The following derivation γ′ is a ground projection of γ:
` Q(a), Q(a)
Q(a) ` P (f(a)) P (f(a)), P (f(a)) `
Q(a) ` R.
` R
3. A Resolution Method for Cut-elimination
In this section we first reduce cut-elimination to the (more general) problem of re-
dundancy-elimination and then develop a resolution method to handle the latter one.
The first step consists of transforming a proof ϕ with cuts into a cut-free proof ψ of
an extended end-sequent; this transformation (unlike “real” cut-elimination) is harmless
in the sense that the time complexity is linear in size(ϕ). A special case (for closed
cuts) of this method can be found in Baaz and Leitsch (1994), where cuts are coded as
implications in the antecedent of the end-sequent.
Definition 3.1. We define a mapping Tcut which transforms an LK-proof ψ of a sequent
S : Γ ` ∆ with cut formulas A1, . . . An into an LK-proof ψ∗ of
∀(A1 → A1) ∧ · · · ∧ ∀(An → An),Γ ` ∆
in the following way. Take an uppermost cut and its derivation χ:
(χ1)
Π1 ` Λ1, A
(χ2)
A,Π2 ` Λ2
Π1,Π2 ` Λ1,Λ2 cut
occurring in ψ and replace it by χ′
(χ1)
Π1 ` Λ1, A
(χ2)
A,Π2 ` Λ2
A→ A,Π1,Π2 ` Λ1,Λ2 →: l.
Afterwards apply ∀ : l-inferences to the end-sequent of χ′ on the free variables in A→ A
resulting in a proof χ′′ of ∀(A→ A),Π1,Π2 ` Λ1,Λ2. Iterate the procedure on the next
uppermost cuts until all cuts are eliminated and keep all other inferences unchanged.
The result is a proof ψ′ of the sequent S′ :
∀(A1 → A1), . . .∀(An → An),Γ ` ∆.
Finally ψ∗ is obtained by contractions and ∧ : l.
We call the new sequent S′ : the cut-extension of S w.r.t. ψ.
Proposition 3.1. Let ψ be an LK-proof of S. Then Tcut(ψ) is a cut-free proof of the
cut-extension of S w.r.t. ψ.
Proof. The only non-trivial point is to show that Tcut does not violate any eigenvariable
conditions. Indeed all formulas A→ A introduced to the left are closed by iterated ∀ : l-
rules before any other rules are applied. Therefore no eigenvariable condition is violated
by Tcut. 2
After transformation of the proof ψ of S to Tcut(ψ) of the cut-extension S′ the problem
of cut-elimination in ψ can be reduced to the construction of a cut-free proof of S from
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Tcut(ψ). The new problem then consists of the elimination of the formula B : ∀(A1 →
A1) ∧ . . . ∧ ∀(An → An) on the left-hand-side of the end-sequent. The method we are
defining here is more general in the sense that it also eliminates formulas B which are of
different syntactical form; they only must be valid.
Definition 3.2. (formula-elimination) Let ψ be a cut-free proof of a sequent S :
B,Γ ` ∆ s.t. B is valid and α is the occurrence of B in S (w.r.t. ψ). Then the problem of
formula-elimination consists of the construction of a cut-free proof ψ[−α] of S′ : Γ ` ∆.
We say that ψ[−α] is obtained from ψ via elimination of α.
We restrict our cut-elimination to proofs with skolemized end-sequents. It is always
possible to construct proofs of skolemized end-sequents from the original ones without
increasing the length (see Baaz and Leitsch, 1994). After cut-elimination the proof can
be transformed into a proof of the original (unskolemized) sequent.
Definition 3.3. Let SK be the set of all LK-proofs with skolemized end-sequents. Then
SK∅ denotes the subset of all cut-free proofs of SK. SKi is the subset of SK containing
all proofs with cut-formulas of formula complexity < i.
Tcut transforms a proof of S in SK into a proof of the cut-extension S′ in SK∅. The
final goal is to construct a proof of S in SK∅. In an intermediary step we will obtain a
proof of S in SK1 (i.e. a proof with atomic cuts of S).
The first step in the formula-elimination procedure consists of the definition of a set
of clauses corresponding to a left occurrence of a (valid) formula in the end-sequent of
an SK-proof.
Definition 3.4. Let ψ be a cut-free proof of S and α be an occurrence of a formula in
S. We define the set of characteristic clauses CL(ψ, α) inductively:
Let η be the occurrence of an initial sequent A ` A in ψ and η1 (η2) be the left (right)
occurrence of A in A ` A. If neither η1 nor η2 is an ancestor of α then Cη = {`}; if both
η1 and η2 are ancestors of α then Cη = ∅. Otherwise (exactly one of η1, η2 is ancestor
of α) Cη = {anc(η, α)}, i.e. Cη = {A `} if η1 is ancestor of α and Cη = {` A} if η2 is
ancestor of α.
Let us assume that the clause sets Cλ are already constructed for all sequent occurrences
λ in ψ with depth(λ) ≤ k. Now let λ be an occurrence with depth(λ) = k + 1. We
distinguish the following cases:
a: λ is the consequent of µ, i.e. a unary rule applied to µ gives λ. Here we simply define
Cλ = Cµ.
b: λ is the consequent of µ1 and µ2, i.e. a binary rule X applied to µ1 and µ2 gives λ.
b1 The auxiliary formulas of X are ancestors of α, i.e. the formulas occur in
anc(µ1, α), anc(µ2, α). Then Cλ = Cµ1 ∪ Cµ2 .
b2 The auxiliary formulas of X are not ancestors of α. In this case we define
Cλ = Cµ1 ⊗ Cµ2 where
{P¯1 ` Q¯1, . . . P¯m ` Q¯m} ⊗ {R¯1 ` T¯1, . . . R¯n ` T¯n} =
{P¯i, R¯j ` Q¯i, T¯j | i ≤ m, j ≤ n}.
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Finally CL(ψ, α) is set to Cν where ν is the occurrence of the end-sequent. Note that α
is an occurrence in ν and its own ancestor.
Example 3.1. Let ψ be the proof (for u, v free variables, a a constant symbol)
ψ1 ψ2
(∀x)(P (x)→ Q(x)) ` (∃y)(P (a)→ Q(y)) cut
where ψ1 is the LK-proof:
P (u)? ` P (u) Q(u) ` Q(u)?
P (u)?, P (u)→ Q(u) ` Q(u)? →: l
P (u)→ Q(u) ` (P (u)→ Q(u))? →: r
P (u)→ Q(u) ` (∃y)(P (u)→ Q(y))? ∃ : r
(∀x)(P (x)→ Q(x)) ` (∃y)(P (u)→ Q(y))? ∀ : l
(∀x)(P (x)→ Q(x)) ` (∀x)(∃y)(P (x)→ Q(y))? ∀ : r
and ψ2 is:
P (a) ` P (a)? Q(v)? ` Q(v)
P (a), (P (a)→ Q(v))? ` Q(v) →: l
(P (a)→ Q(v))? ` P (a)→ Q(v) →: r
(P (a)→ Q(v))? ` (∃y)(P (a)→ Q(y)) ∃ : r
(∃y)(P (a)→ Q(y))? ` (∃y)(P (a)→ Q(y)) ∃ : l
(∀x)(∃y)(P (x)→ Q(y))? ` (∃y)(P (a)→ Q(y)) ∀ : l.
The ancestors of the cut formula in ψ1 and ψ2 are marked by ?. From ψ we construct
the cut-extension ψ′, where A denotes the cut formula (∀x)(∃y)(P (x)→ Q(y)) of ψ:
ψ1 ψ2
A→ A, (∀x)(P (x)→ Q(x)) ` (∃y)(P (a)→ Q(y)) →: l.
Let α be the occurrence of A → A in the end sequent S′ of ψ′. We compute the
characteristic clauses CL(ψ′, α):
From the ?-marks in the proofs ψ1 and ψ2 (which indicate the ancestors of α) we first
get the sets of clauses corresponding to the initial sequents:
C1 = {P (u) `}, C2 = {` Q(u)}, C3 = {` P (a)}, C4 = {Q(v) `}.
The first inference in ψ1 (it is →: l) takes place on non-ancestors of α—the auxiliary
formulas of the inference are not marked by ?. Consequently we apply ⊗ and obtain the
set C1,2 = {P (u) ` Q(u)}. The following inferences in ψ1 are all unary and so we obtain
CL(ψ1, α1) = {P (u) ` Q(u)}
for α1 being the occurrence of the ancestor of α in the end-sequent of ψ1.
The first inference in ψ2 takes place on ancestors of α (the auxiliary formulas are ?-ed)
and we have to apply the ∪ on C3, C4. We obtain C3,4 = {` P (a), Q(v) `}. Like in ψ1
all following inferences in ψ2 are unary leaving the set of clauses unchanged. Let α2 be
the ancestor of α in the end-sequent of ψ2. Then the corresponding set of clauses is
CL(ψ2, α2) = {` P (a), Q(v) `}.
The last inference →: l in ψ′ takes place on ancestors of α and we have to apply ∪ on
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C1,2 and C3,4. This eventually yields
CL(ψ′, α) = {P (u) ` Q(u), ` P (a), Q(v) `}.
It is easy to verify that the set of characteristic clauses CL(ψ′, α) constructed in the
example above is unsatisfiable. This is not merely a coincidence, but a general principle
expressed in the next proposition.
Proposition 3.2. Let ψ be a cut-free proof of the sequent S and α be a left-occurrence
of a valid formula occurring in S. Then the set of clauses CL(ψ, α) is unsatisfiable.
Proof. Let B be the formula occurring at α. We construct an LK-proof of the sequent
B ` using the set of clauses CL(ψ, α) as initial sequents. As B ` is unsatisfiable and LK
is correct, the set of clauses CL(ψ, α) must be unsatisfiable too. We prove that for all
sequent occurrences λ in ψ Cλ `LK anc(λ, α). We proceed by induction on depth(λ):
depth(λ) = 0:
In this case λ is the occurrence of an initial sequent. If anc(λ, α) = A ` A then, by
definition of the corresponding sets of clauses, Cλ = ∅. However, clearly `LK A ` A. In
all other cases Cλ is just defined as {anc(λ, α)}.
(IH) Suppose that Cλ `LK anc(λ, α) for all occurrences λ with depth(λ) ≤ k.
Case k + 1:
let λ be an occurrence of a sequent in ψ, depth(λ) = k + 1 and ψλ be the proof corre-
sponding to λ. We distinguish two cases:
(a) λ is the consequent of a unary rule.
Then ψλ is of the form
(χ)
Λ,Γ ` ∆,Π
Λ′,Γ′ ` ∆′,Π′ X
where X is unary rule anc(λ, α) = Γ′ ` Π′ and anc(µ, α) = Γ ` Π for the antecedent
node µ of λ.
By depth(µ) = k and by (IH) we have Cµ `LK Γ ` Π. By Definition 3.4 we obtain
Cλ = Cµ. Now let ρ be the LK-proof of Γ ` Π from Cµ. Then the proof
(ρ)
Γ ` Π
Γ′ ` Π′ X
is a proof of Γ′ ` Π′ from Cλ, i.e. Cλ `LK anc(λ, α).
(b) is the consequent of a binary rule.
Then ψλ is of the form
(χ1)
Λ1,Γ1 ` ∆1,Π1
(χ2)
Λ2,Γ2 ` ∆2,Π2
Λ′1,Λ
′
2,Γ
′
1,Γ
′
2 ` ∆′1,∆′2,Π′1,Π′2 X
where X is a binary rule, anc(µ1, α) = Γ1 ` Π1 and anc(µ2, α) = Γ2 ` Π2 for the
antecedent nodes µ1, µ2 of λ. By depth(µ1),depth(µ2) ≤ k we can apply the induction
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hypothesis and obtain proofs ρ1 of Γ1 ` Π1 and ρ2 of Γ2 ` Π2 s.t. ρ1 is a proof from Cµ1
and ρ2 from Cµ2 .
(b1) The auxiliary formulas of X belong to anc(µ1, α) and to anc(µ2, α):
Note that either both auxiliary formulas are ancestors of α or both are not. But then the
following LK-derivation
(ρ1)
Γ1 ` Π1
(ρ2)
Γ2 ` Π2
Γ′1,Γ
′
2 ` Π′1,Π′2 X
is a proof of anc(λ, α) from Cµ1 ∪ Cµ2 . By Definition 3.4 we have Cλ = Cµ1 ∪ Cµ2 and so
Cλ `LK anc(λ, α).
(b2) The auxiliary formulas of X do not belong to anc(µ1, α) and anc(µ2, α):
In this case Γ1 = Γ′1,Γ2 = Γ
′
2,Π1 = Π
′
1 and Π2 = Π
′
2. By Definition 3.4 we obtain
Cλ = Cµ1 ⊗ Cµ2 .
Thus we have to construct a proof of Γ1,Γ2 ` Π1,Π2 from Cµ1 ⊗ Cµ2 .
We may assume that both ρ1 and ρ2 are regular and all eigenvariables eliminated in
ρ1 (ρ2) do not occur in ρ2 (ρ1); otherwise we perform adequate renamings.
Let Cµ1 = {P¯1 ` Q¯1, . . . , P¯n ` Q¯n} and Cµ2 = {R¯1 ` T¯1, . . . , R¯m ` T¯m}. We define for
i ∈ {1, . . . ,m}
Di = {P¯1, R¯i ` Q¯1, T¯i; . . . P¯n, R¯i ` Q¯n, T¯i}.
Then, clearly, Cµ1 ⊗ Cµ2 = D1 ∪ · · · ∪ Dm.
In the first step we construct proofs of the sequents R¯i,Γ1 ` Π1, T¯i from the sets Di.
For this purpose we replace all initial sequents P¯j ` Q¯j of ρ1 (belonging to the set Cµ1)
by R¯i, P¯j ` Q¯j , T¯i and “simulate” ρ1 on the extended sequents. The result is a proof
ρ1[R¯i ` T¯i] of
Sˆi : R¯i, . . . , R¯i,Γ1 ` Π1, T¯i, . . . , T¯i
where the number of repetitions of R¯i, T¯i in Sˆi depends on the number of binary rules
occurring in ρ1. Let σi be the proofs ρ1[R¯i ` T¯i] extended by a sequence of contractions
eliminating multiple occurrences of R¯i, T¯i; then the σi are proofs of R¯i,Γ1 ` Π1, T¯i.
Note that, by the regularity conditions defined above, the σi are indeed LK-proofs,
i.e. no eigenvariable conditions are violated. Therefore
Di `LK R¯i,Γ1 ` Π1, T¯i by σi.
In the second step we perform a similar transformation on the proof ρ2:
We replace all initial sequents R¯i ` T¯i of ρ2 (belonging to Cµ2) by the proofs σi and
simulate ρ2 on the end-sequents of the proofs σi. The result is a new proof ρ2[Γ1 ` Π1]
of a sequent
Sˆ : Γ1, . . . ,Γ1,Γ2 ` Π1, . . . ,Π1,Π2
which can be transformed via additional contractions into a proof ρ of Γ1,Γ2 ` Π1,Π2.
By construction the initial sequents of ρ are just the clauses in Cµ1 ⊗ Cµ2 . Moreover
anc(λ, α) = Γ1,Γ2 ` Π1,Π2 and so
Cµ1 ⊗ Cµ2 `LK anc(λ, α).
This completes the induction proof. 2
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We have shown that for a proof ψ of S : B,Γ ` ∆, where B is valid and α is the occur-
rence of B in the sequent, the set of clauses CL(ψ, α) is unsatisfiable. By the completeness
of resolution (see Robinson, 1965; Leitsch, 1997) there exists a resolution refutation γ of
CL(ψ, α). By applying a ground projection to γ we obtain a ground resolution refutation
γ′ of CL(ψ, α); by our definition of resolution γ′ is also an LK-proof of ` from (ground
instances of) CL(ψ, α) with atomic cuts. This proof γ′ will serve as a skeleton of an
LK-proof φ of Γ ` ∆ with atomic cuts. Recall that S may be a cut-extension of the
sequent Γ ` ∆. Thus φ corresponds (modulo the transformation Tcut) to a reduction of
a proof with cuts to a proof with atomic cuts. The construction of φ from γ′ is based on
projections replacing ψ by proofs ψ[C] of P¯ ,Γ ` ∆, Q¯ for clauses C : P¯ ` Q¯ in CL(ψ, α).
Lemma 3.1. Let ψ be a cut-free proof of a sequent S : A,Γ ` ∆, s.t. Γ ` ∆ is skolemized,
A is valid and α is the occurrence of A in S. Let C : P¯ ` Q¯ be a clause in CL(ψ, α).
Then there exists a proof ψ[C] of P¯ ,Γ ` ∆, Q¯ in SK∅ with l(ψ[C]) ≤ l(ψ).
Proof. For every node λ in ψ let anc(λ, α) be the subsequent of the sequent S occurring
at λ containing the non-ancestors of α. Note that, by definition, anc(λ, α)◦anc(λ, α) = S.
According to this notation it suffices to prove for all nodes λ in ψ:
If ρ is the subproof corresponding to λ and P¯ ` Q¯ ∈ Cλ then there exists a proof
ρˆ of P¯ ` Q¯ ◦ anc(λ, α) s.t. l(ρˆ) ≤ l(ρ).
Note that for λ = α we obtain ρˆ as a proof of P¯ ,Γ ` ∆, Q¯, which is precisely our aim.
We proceed by induction on the depth of λ.
(IB) depth(λ) = 0:
In this case λ is a leaf node corresponding to a sequent A ` A. Let S′ be anc(λ, α);
then, by definition of anc, S′ is A `, ` A or `. In particular Cλ = {anc(λ, α)} and,
trivially, anc(λ, α) ◦ anc(λ, α) = A ` A. Therefore ρˆ : A ` A is the required proof and
l(ρˆ) = l(ρ) = 1.
(IH) Assume that the assertion holds for all nodes λ with depth(λ) ≤ k.
Let λ be a node with depth(λ) = k + 1. We distinguish the following cases:
(a) λ corresponds to a proof σ of the form
(ρ)
(µ) Γ ` ∆
(λ) Γ′ ` ∆′ X :
where X is a unary inference.
Now let P¯ ` Q¯ ∈ Cλ. By definition of the corresponding set of clauses Cµ = Cλ and so
P¯ ` Q¯ ∈ Cµ. But depth(µ) = k and, by (IH), there exists a proof ρˆ of P¯ ` Q¯ ◦ anc(µ, α)
with l(ρˆ) ≤ l(ρ).
(a1) The auxiliary formula of X is in anc(µ, α):
Then the subsequent anc(µ, α) remains unchanged by X and we define σˆ = ρˆ. Clearly σˆ
is a proof of P¯ ` Q¯ ◦ anc(λ, α) and
l(σˆ) = l(ρˆ) ≤ l(ρ) < l(σ).
(a2) The auxiliary formula of X is in anc(µ, α).
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Let anc(µ, α) be Π ` Λ and let Π′ ` Λ′ be the sequent after application of X. Then we
define σˆ as
(ρˆ)
P¯ ,Π ` Λ, Q¯
P¯ ,Π′ ` Λ′, Q¯ X :
Obviously l(σˆ) ≤ l(σ) and σˆ proves P¯ ` Q¯ ◦ anc(λ, α). Note that X is not a strong
quantifier rule (∀ : r, ∃ : l)—ψ is cut-free and Γ ` ∆ is skolemized (thus also Π′ ` Λ′
is skolemized). In particular no eigenvariable condition is violated and σˆ is indeed an
LK-proof.
(b) λ corresponds to a proof σ of the form
(ρ1)
(µ1) Γ1 ` ∆1
(ρ2)
(µ2) Γ2 ` ∆2
(λ) Γ1,Γ2 ` ∆1,∆2 X :
where X is a binary inference.
Now let P¯ ` Q¯ ∈ Cλ, anc(µ1, α) = Π1 ` Λ1 and anc(µ2, α) = Π2 ` Λ2. We distinguish
two cases:
(b1) The auxiliary formulas of X are in anc(µ1, α) and in anc(µ2, α).
Then, by definition of Cλ, Cλ = Cµ1 ∪Cµ2 . We may assume w.l.o.g. that P¯ ` Q¯ ∈ Cµ1 (the
case P¯ ` Q¯ ∈ Cµ1 is completely symmetric).
By depth(µ1) ≤ k we may apply (IH) and obtain a proof ρˆ1 of P¯ ,Π1 ` Λ1, Q¯ with
l(ρˆ1) ≤ l(ρ1).
Then we define σˆ as
(ρˆ1)
P¯ ,Π1 ` Λ1, Q¯.
P¯ ,Π1,Π2 ` Λ1,Λ2, Q¯
weakenings
The number of weakenings is ≤ l(ρ2) and thus l(σˆ) ≤ l(σ). Note that Π1,Π2 ` Λ1,Λ2 is
just anc(λ, α).
(b2) The auxiliary formulas of X are in anc(µ1, α), anc(µ2, α). Then, by definition of
Cλ, Cλ = Cµ1 ⊗ Cµ2 . Therefore there are clauses P¯1 ` Q¯1 ∈ Cµ1 and P¯2 ` Q¯2 ∈ Cµ2 s.t.
P¯1 ` Q¯1 ◦ P¯2 ` Q¯2 = P¯ ` Q¯.
By depth(µ1),depth(µ2) ≤ k we may apply (IH) and obtain proofs ρˆ1 of P¯1,Π1 ` Λ1, Q¯1
and ρˆ2 of P¯2,Π2 ` Λ2, Q¯2 with l(ρˆ1) ≤ l(ρ1) and l(ρˆ2) ≤ l(ρ2).
We define σˆ as
(ρˆ1)
P¯1,Π1 ` Λ1, Q¯1
(ρˆ2)
P¯2,Π2 ` Λ2, Q¯2
P¯1, P¯2,Π′1,Π
′
2 ` Λ′1,Λ′2, Q¯1, Q¯2
X :
where anc(λ, α) = Π′1,Π
′
2 ` Λ′1,Λ′2.
Clearly l(σˆ) ≤ l(σ) and σˆ is a proof of P¯ ` Q¯ ◦ anc(λ, α). 2
Example 3.2. Let ψ′ be the proof of the sequent
S : A→ A, (∀x)(P (x)→ Q(x)) ` (∃y)(P (a)→ Q(y))
as defined in Example 3.1. We have shown that
CL(ψ′, α) = {P (u) ` Q(u), ` P (a), Q(v) `}
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where α is the occurrence of A→ A in S.
We now define ψ′[C1], the “projection” of ψ′ to C1 : P (u) ` Q(u):
The problem can be reduced to the construction of ψ1[C1] because of
CL(ψ1, α1) = {P (u) ` Q(u)}.
By definition of ψ1 and the projection, ψ1[C1] is a proof of
P (u), (∀x)(P (x)→ Q(x)) ` Q(u).
The last inference in ψ′ applies to ancestors of α and thus ψ′[C1] is defined as
(ψ1[C1])
P (u), (∀x)(P (x)→ Q(x)) ` Q(u)
P (u), (∀x)(P (x)→ Q(x)) ` (∃y)(P (a)→ Q(y)), Q(u) w : r.
The inductive construction of Lemma 3.1 then gives the following proof ψ1[C1]:
P (u) ` P (u) Q(u) ` Q(u)
P (u), P (u)→ Q(u) ` Q(u) →: l
P (u), (∀x)(P (x)→ Q(x)) ` Q(u) ∀ : l.
Putting the parts together we obtain ψ′[C1]:
P (u) ` P (u) Q(u) ` Q(u)
P (u), P (u)→ Q(u) ` Q(u) →: l
P (u), (∀x)(P (x)→ Q(x)) ` Q(u) ∀ : l
P (u), (∀x)(P (x)→ Q(x)) ` (∃y)(P (a)→ Q(y)), Q(u) w : r.
For C2 = ` P (a) we obtain the projection ψ′[C2]:
P (a) ` P (a)
P (a) ` P (a), Q(v) w : r
` P (a)→ Q(v), P (a) →: r
` (∃y)(P (a)→ Q(y)), P (a) ∃ : l
(∀x)(P (x)→ Q(x)) ` (∃y)(P (a)→ Q(y)), P (a) w : l.
We have seen that, in the projections, only inferences on non-ancestors of the occur-
rence α are performed. If the auxiliary formulas of a binary rule are ancestors of α we have
to apply weakening in order to obtain the required formulas from the second premise.
Proposition 3.3. Let ψ be a cut-free proof of S : B,Γ ` ∆ s.t. B is valid and α is the
occurrence of B in S. Then there exists a resolution refutation of CL(ψ, α).
Proof. By Proposition 3.2 CL(ψ, α) is unsatisfiable. As resolution is complete (Robin-
son, 1965; Leitsch, 1997) there exists a resolution refutation of CL(ψ, α). 2
In the next step we take a resolution refutation γ of CL(ψ, α), construct a ground
projection γσ via a ground substitution σ and insert the instances ψ[C]σ into γσ. The
result is a proof with (only) atomic cuts of a sequent S′ in which the occurrence α is
eliminated.
Definition 3.5. Let ψ be a cut-free proof of S : B,Γ ` ∆ s.t. B is valid, Γ ` ∆
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closed and skolemized and α the occurrence of B in S. Let γ be a ground projection of a
resolution refutation γ0 of CL(ψ, α) s.t. γ = γ0σ. We define an LK-proof γ[ψ] inductively:
Let N be a leaf node in γ labelled with a clause Cσ for C ∈ CL(ψ, α) and Cσ = P¯ `
Q¯. To N we assign the proof ωN : ψ[C]σ. By definition ωN is a proof of the sequent
P¯ ,Γσ ` ∆σ, Q¯. By assumption S is closed and thus ωN is a proof of P¯ ,Γ ` ∆, Q¯.
Assume that N is a node in γ labelled with C and with parent nodes N1 labelled
with C1 and N2 labelled with C2. Then, by definition of a resolution derivation, C is
a (ground) resolvent of C1 and C2. Therefore C1 = P¯ ` Q¯, Ar, C2 = As, R¯ ` T¯ and
C = P¯ , R¯ ` Q¯, T¯ for multisets of atoms P¯ , Q¯, R¯, T¯ and an atom A occurring r-times in
C1 and s-times in C2
Let ωN1 and ωN2 be the LK-proofs corresponding to N1 and N2, respectively. Assume
that ωN1 is a proof of P¯ ,Γ
k ` ∆k, Q¯, Ar and ωN2 of As, R¯,Γl ` ∆l, T¯ for k, l ∈ IN. Then
ωN , the LK-proof corresponding to N , is defined as
(ωN1)
P¯ ,Γk ` ∆k, Q¯, Ar
P¯ ,Γk ` ∆k, Q¯, A c : r
∗
(ωN2)
As, R¯,Γl ` ∆l, T¯
A, R¯,Γl ` ∆l, T¯ c : l
∗
P¯ , R¯,Γk+l ` ∆k+l, Q¯, T¯ cut .
Let Nr be the root node of γ; then γ[ψ] is defined as ωNr .
Proposition 3.4. Let ψ be a cut-free proof of a closed sequent S : B,Γ ` ∆, where B
is a valid formula occurring at α in S and Γ ` ∆ is skolemized. Furthermore let γ be a
ground refutation of CL(ψ, α) and ‖γ‖ = max{‖C‖ | C in γ}. Then γ[ψ] is a proof of a
sequent S′ : Γn ` ∆n for n ≤ l(γ) with γ[ψ] ∈ SK1 and l(γ[ψ]) ≤ l(ψ)l(γ)(2‖γ‖+ 1).
Proof. The leaf nodes of γ are replaced by projections ψ[C]σ for C ∈ CL(ψ, α) and for
a ground substitution σ. By Lemma 3.1 l(ψ[C]σ) ≤ l(ψ) for every C ∈ CL(ψ, α) (note
that l(ψ[C]) = l(ψ[C])σ).
If ωN is the proof constructed from ωN1 and ωN2 (see Definition 3.5) then
(?) l(ωN ) ≤ l(ωN1) + l(ωN2) + 2‖γ‖+ 1.
Note that the number of contractions appended to the proofs ωNi in the definition of
γ[ψ] is always ≤ ‖γ‖.
If γN1 , γN2 and γN are the corresponding resolution deductions and
l(ωN1) ≤ l(ψ)l(γN1)(2‖γ‖+ 1),
l(ωN2) ≤ l(ψ)l(γN2)(2‖γ‖+ 1)
then (by substituting into (?)) we obtain
l(ωN ) ≤ l(ψ)(2‖γ‖+ 1)(l(γN1) + l(γN2)) + 2‖γ‖+ 1≤ l(ψ)(2‖γ‖+ 1)(l(γN1) + l(γN2) + 1)
= l(ψ)(2‖γ‖+ 1)l(γN ).
By construction, ωN is a proof of C ◦Γm ` ∆m for the clause C occurring at N and some
m ∈ IN. In particular we obtain Γn ` ∆n as end-sequent of ωN0 for the root node N0 of
γ for some n. Clearly n is less or equal to r + 1 where r is the number of resolutions in
γ. But r + 1 ≤ l(γ). Moreover γ[ψ] ∈ SK1 as all cuts in γ[ψ] are atomic. 2
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Theorem 3.1. Let ψ be a cut-free proof of a closed sequent S : B,Γ ` ∆, where B is
a valid formula occurring at α in S and Γ ` ∆ is skolemized. Furthermore let γ be a
ground refutation of CL(ψ, α) and ‖γ‖ = max{‖C‖ | C in γ}. Then there exists a proof
γˆ[ψ] of Γ ` ∆ with γˆ[ψ] ∈ SK1 and l(γˆ[ψ]) ≤ 2 · l(ψ)l(γ)(2‖γ‖+ 1).
Proof. By Proposition 3.4 γ[ψ] is a proof of a sequent Γn ` ∆n for n ≤ l(γ) and
l(γ[ψ]) ≤ l(ψ)l(γ)(2‖γ‖+ 1).
Obviously the number of formula occurrences in Γn ` ∆n is
≤ l(ψ)l(γ)(2‖γ‖+ 1) + 1
and the number of contractions necessary to obtain Γ ` ∆ is ≤ l(ψ)l(γ)(2‖γ‖+ 1). Then
let γˆ[ψ] be γ[ψ] extended by a sequence of contractions yielding Γ ` ∆. By the arguments
above
l(γˆ[ψ]) ≤ 2 · l(ψ)l(γ)(2‖γ‖+ 1).
Moreover γˆ[ψ] is in SK1 because γ[ψ] is. 2
Example 3.3. Let ψ′ be the proof of
S : A→ A, (∀x)(P (x)→ Q(x)) ` (∃y)(P (a)→ Q(y))
as defined in Examples 3.1 and 3.2. Then
CL(ψ′, α) = {C1 : P (u) ` Q(u), C2 : ` P (a), C3 : Q(u) `}.
First we define a resolution refutation δ of CL(ψ′, α):
` P (a) P (u) ` Q(u)
` Q(a) R Q(v) `
` R
and the corresponding ground refutation γ:
` P (a) P (a) ` Q(a)
` Q(a) R Q(a) `
` R.
The ground substitution defining the ground projection is
σ : {u← a, v ← a}.
Let χ1 = ψ′[C1]σ, χ2 = ψ′[C2]σ and χ3 = ψ′[C3]σ. Moreover, let us write B for
(∀x)(P (x)→ Q(x)) and C for (∃y)(P (a)→ Q(y)).
Then γˆ[ψ′] is of the form
(χ2)
B ` C,P (a)
(χ1)
P (a), B ` C,Q(a)
B,B ` C,C,Q(a) cut
(χ3)
Q(a), B ` C
B,B,B ` C,C,C cut
B ` C contractions
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γˆ[ψ′] can be considered as the result of a transformation eliminating the occurrence of
A→ A in S. ψ′ was defined as Tcut(ψ) where ψ is a proof of B ` C. Therefore γˆ[ψ′] is a
proof of the same end-sequent with only atomic cuts.
Remark. The construction of the LK-proof from the resolution proof can be improved
by reducing the number of contractions. To this aim we have to liberalize the concept of
projection: if B,Γ ` ∆ is the end-sequent and P¯ ` Q¯ ∈ CL(ψ, α) we need not produce a
proof of the sequent P¯ ,Γ ` ∆, Q¯; it suffices to construct a proof of P¯ ,Γ′ ` ∆′, Q¯ where
Γ′ ` ∆′ is a subsequent of Γ ` ∆. In particular we may delete the final weakenings in
the proof projections ψ[P¯ ` Q¯]. In Example 3.3 χ1 can be replaced by a proof χ′1 of
P (a), B ` Q(a); similarly χ2 can be replaced by a proof χ′2 of ` C,P (a), and χ′3 becomes
a proof of Q(a) ` C. It is easy to see that only one contraction (on C) remains if χ1, χ2, χ3
are replaced by χ′1, χ
′
2, χ
′
3. 2
Theorem 3.2. Let ψ be a cut-free proof of a closed sequent S : B,Γ ` ∆, where B is
a valid formula occurring at α in S and Γ ` ∆ is skolemized. Furthermore let γ be a
ground refutation of CL(ψ, α) and ‖γ‖ = max{‖C‖ | C in γ}. Then there exists a proof
γ∗[ψ] of Γ ` ∆ in SK∅ with
l(γ∗[ψ]) ≤ 2d·l(ψ)l(γ)(‖γ‖+1)
for an appropriate constant d independent of ψ and γ.
Proof. By Theorem 3.1 there exists a proof γˆ[ψ] of ∆ ` Γ with only atomic cuts and
l(γˆ[ψ]) ≤ 2 · l(ψ)l(γ)(2‖γ‖ + 1). However, the elimination of atomic cuts is at most
exponential in the length of proofs (see Tait, 1968; Schwichtenberg, 1977). 2
The bound in Theorem 3.2 can be improved to 2d·l(ψ)l(γ). For this purpose we have
to replace the LK-proofs in Definition 3.5 by LK-proofs with the mix rule (see Takeuti,
1987). In fact the mix rule makes the preparatory contractions of the multiple occurrences
of the resolution atom A superfluous. Moreover, the exponential bound in Theorem 3.2
also holds for the elimination of atomic mixes (see Tait, 1968). Clearly we would obtain
this better bound for a definition of LK where sequents consists of sets (instead of
multisets) of formulas.
We are now in a position to define the whole procedure of cut-elimination by res-
olution. According to the results obtained so far, cut-elimination appears as a special
case of occurrence-eliminations in cut-free LK-proofs. For this reason we first define an
occurrence-elimination procedure called OCERES (OCcurence-Elimination by RESolu-
tion):
procedure OCERES(ψ):
input: A proof ψ ∈ SK∅, a left-occurrence α of a valid formula in the end-sequent S
of ψ.
output: A cut-free proof χ of the end-sequent S[−α]:
1. Compute CL(ψ, α).
2. Compute a ground refutation γ of CL(ψ, α).
3. Compute γˆ[ψ].
4. Eliminate the atomic cuts in γˆ[ψ].
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Now let ψ be a proof in SK. Then the cut-elimination procedure is simply defined as
CERES(ψ) = OCERES(Tcut(ψ))
where Tcut is the proof transformation from Definition 3.1. Note that cut-elimination is
only a special task of OCERES, where the formula at the elimination occurrence α is of
the form
∀(A1 → A1) ∧ . . . ∧ ∀(An → An).
OCERES is, in fact, a redundancy-elimination procedure for cut-free proofs. For B to be
eliminated in B,Γ ` ∆ only the semantic property of validity is required—not a specific
syntactic form. For example, OCERES is also capable of eliminating “pseudocuts” of the
form
(ψ1)
Γ ` ∆, A
(ψ2)
B,Π ` Λ
Γ,Π ` ∆,Λ
where A and B are logically equivalent (but not necessarily syntactically identical). We
will present useful applications of such pseudocuts and of the corresponding eliminations
in Section 5.
4. Complexity and Speed-up Results
In Section 3 we demonstrated how to transform a cut-elimination problem into an
occurrence-elimination problem. As the main aim is to obtain an efficient procedure for
cut-elimination, also the first step—the transformation Tcut has to be analyzed.
Proposition 4.1. Let ψ be an LK-proof with cut formulas A1, . . . , An and
r = max{vf (Ai) | i = 1, . . . , n}, where vf (B) denotes the number of free variables in a
formula B. Then l(Tcut(ψ)) ≤ l(ψ) + n · r + k · n2 for a constant k independent of ψ.
Proof. By definition of Tcut we have to replace cuts by →: l-introductions and to close
the produced implications. Therefore the number of required ∀ : l introductions to obtain
the formulas ∀(Ai → Ai) is ≤ n · r. Thus for transforming the proof ψ of Γ ` ∆ into a
proof ψ′ of
∀(A1 → A1), . . . ,∀(An → An),Γ ` ∆
at most n · r steps are required. To transform the additional formulas on the left-hand
side into a single formula, additional ∧ : l-introductions and contractions are necessary;
their number is at most quadratic in n, i.e. ≤ k · n2 for a constant k. 2
Remark. The quadratic bound k · n2 appearing in Proposition 4.1 comes from our
specific version of LK. Note that the ∧ : l-rule has one of the forms
A,Γ ` ∆
A ∧B,Γ ` ∆
or
B,Γ ` ∆
A ∧B,Γ ` ∆.
Cut-elimination by Resolution 169
Thus if we deduce the sequent
B1 ∧ (B2 ∧ . . . ∧ (Bn−1 ∧Bn) . . .),Γ ` ∆
from
B1, . . . , Bn,Γ ` ∆
we need n− 1 ∧ : l-inferences on Bn and Bn−1, n− 1 on Bn−2, and so on. . . . This makes
the number of steps quadratic.
If, on the other hand, we use a version of LK with the ∧ : l-rule
A,B,Γ ` ∆
A ∧B,Γ ` ∆.
Then the number of necessary steps is only linear. Note that for our method of cut-
elimination and redundancy-elimination the specific version of LK does not matter. We
may even use a liberal version of LK where both types of rules are allowed in one proof.
Thus, in principle, we can improve the bound in Proposition 4.1 to l(ψ) + n · (r + k). 2
In order to construct the set of clauses CL(ψ, α) it is not necessary to compute Tcut
completely. After construction of the sequent
S′ : ∀(A1 → A1), . . . ,∀(An → An),Γ ` ∆
only unary rules are applied which do not change the corresponding set of clauses. Thus
the final ∧-introductions are algorithmically superfluous and serve only for a simpler
mathematical analysis in Section 3. The final k · n2 steps are also superfluous in the
construction of the projections Tcut(ψ)[C] for C ∈ CL(Tcut(ψ), α), where all inferences
on predecessors of the occurrence α are dropped. The computing time which is actually
required results only from computing n→: l-introductions and ≤ n ·r ∀ : l-introductions.
If the cut formulas are all closed then the computation of S′ can be done in linear time.
Theorem 3.2 in Section 3 shows that the length of the cut-free proof obtained by
CERES is
≤ 2d·l(Tcut(ψ))·l(γ)
where γ is the resolution refutation of CL(ψ, α). The exponentiality in the inequality re-
sults from the elimination of atomic cuts. The essential complexity of the procedure lies
in the resolution proof γ. As the cut-free proof-complexity of sequents is non-elementary
in the (general) LK-complexity (cut-elimination is of inherent non-elementary complex-
ity) the resolution proofs γ can become very long. In fact, if n is the length of the proof
with cuts and the length of the shortest cut-free proof is greater than
c · 22.
.2︸︷︷︸
n−times
then also l(γ) is of the magnitude
d · 22.
.2︸︷︷︸
(n−1)−times
.
The question remains whether “this complexity” already appears in the size of the set
of clauses CL(Tcut(ψ), α). The following proposition shows that this is not the case and
that CL(Tcut(ψ), α) is of (relatively) moderate size.
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Proposition 4.2. Let S be the sequent A,Γ ` ∆ and A be a valid formula occurring at
the position α in S. If ψ is a cut-free proof of S then
(a) |CL(ψ, α)| ≤ l(ψ)2l(ψ) and
(b) ‖CL(ψ, α)‖ ≤ l(ψ).
Proof. We assign indices to all atoms occurring in initial sequents of ψ by enumerating
from left to right. Then the initial sequents are A1 ` A1, . . . , An ` An for n = |IS(ψ)|,
where A1 ` A1 is the leftmost and An ` An the rightmost leaf in the proof tree ψ.
We prove by induction on the depth that, for all nodes λ in ψ, Cλ consists of clauses
Ai1 , . . . , Aik ` Aj1 , . . . , Ajl s.t.
(1) {i1, . . . , ik} ∪ {j1, . . . , jl} ⊆ INDEX(IS(λ)),
(2) i1 < · · · < ik,
(3) j1 < · · · < jl,
(4) {i1, . . . , ik} ∩ {j1, . . . , jl} = ∅,
(5) k + l ≤ |IS(λ)|,
where IS(λ) denotes all initial sequents which are predecessors of λ and INDEX(IS(λ))
is the set of all indices occurring in IS(λ). Note that Cλ may be empty and l or k may
be 0.
(IB) depth(λ) = 0:
By definition of Cλ for occurrences of initial sequents, Cλ is one of the sets ∅, {`}, {` Ai}
or {Ai `} (for some i ∈ {1, . . . , n}). Clearly all properties (1)–(5) are fulfilled for these
Cλ. Note that {Ai ` Ai} is not admissible as Cλ for an initial occurrence λ, which would
violate (4); in this case we defined Cλ = ∅.
(IH) Assume that conditions (1)–(5) hold for all nodes λ with depth(λ) ≤ k.
Let λ be a node in ψ with depth(λ) = k + 1.
(a) λ is a consequent node of a unary rule with antecedent µ:
By definition Cλ = Cµ and therefore IS(λ) = IS(µ). By (IH) (1)–(5) hold for Cµ and thus
they also hold for Cλ.
(b) λ is the consequent of a binary rule with antecedent nodes λ1 and λ2.
(b1) Cλ = Cλ1 ∪ Cλ2 .
In this case the inference takes place on ancestors of α. In particular we have IS(λ) =
IS(λ1) ∪ IS(λ2). Moreover
INDEX(IS(λ1)) ⊆ INDEX(IS(λ)), INDEX(IS(λ2)) ⊆ INDEX(IS(λ))
and
|IS(λ1)| < |IS(λ)|, |IS(λ2)| < |IS(λ)|.
Therefore Cλ fulfils (1)–(5) because Cλ1 and Cλ2 do.
(b2) Cλ = Cλ1 ⊗ Cλ2 .
This is the case where the inference takes place on non-ancestors of α.
Let C be a clause in Cλ. By definition of ⊗ there are clauses
Ai1 , . . . , Aip ` Ak1 , . . . , Aks ∈ Cλ1 and
Aj1 , . . . , Ajr ` Al1 , . . . , Alt ∈ Cλ2
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s.t.
C = Ai1 , . . . , Aip , Aj1 , . . . , Ajr ` Ak1 , . . . , Aks , Al1 , . . . , Alt .
Now λ1 corresponds to a proof ψ1 and λ2 to ψ2 s.t. ψ1 is left of ψ2. By definition of the
enumeration of initial sequents we get
(∗) max IS(λ1)) < min IS(λ2)).
By (IH) we have
i1 < · · · < ip and k1 < · · · < ks,
j1 < · · · < jr and l1 < · · · < lt.
However, (∗) also gives us
(∗∗) i1 < · · · < ip < j1 < · · · < jr and
k1 < · · · < ks < l1 < · · · < lt.
Therefore (2) and (3) are fulfilled for C.
(1) is fulfilled by IS(λ) = IS(λ1) ∪ IS(λ2).
From p+ s ≤ |IS(λ1)| and r + t ≤ |IS(λ2)| we obtain
‖C‖ = p+ r + s+ t ≤ |IS(λ1)|+ |IS(λ2)|.
However, IS(λ1) ∩ IS(λ2) = ∅ and so |IS(λ1) ∪ IS(λ2)| = |IS(λ1)| + |IS(λ2)|. This gives
property (5).
It remains to show (4):
By (IH) we have
{i1, . . . , ip} ∩ {k1 . . . ks} = ∅,
{j1 . . . , jr} ∩ {l1, . . . , lt} = ∅.
From (∗) we get ip < l1 and therefore, by (∗∗),
{i1, . . . , ip} ∩ {l1, . . . , lt} = ∅.
Then also
{i1, . . . , ip} ∩ {k1, . . . , ks, l1, . . . , lt} = ∅.
Now it remains to show that
{j1, . . . , jr} ∩ {k1, . . . , ks} = ∅.
However, ks < j1 by (∗) and j1 < · · · < jr, k1 < · · · < ks by (IH).
This concludes the proof of property (4) and the induction proof.
Let n = |IS(ψ)|. Then, by (1)–(5), the number of clauses in Cα is bounded by∑n
i=1 2
i · 2n−i = n · 2n.
Clearly n ≤ l(ψ) and so part (a) of the proposition holds.
By (5) ‖Cα‖ ≤ |IS(ψ)| and therefore
‖Cα‖ = ‖CL(ψ, α)‖ ≤ l(ψ).
This gives part (b) of the proposition. 2
Although, due to the intrinsic hardness of cut-elimination, CERES is of non-elementary
worst-case time-complexity, it strongly outperforms Gentzen’s method in the “analysis”
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of the cut-formulas. The following theorem shows this effect in its extreme, where a
non-elementary speed-up of CERES over Gentzen’s method is possible.
Theorem 4.1. There exists a sequence of LK-proofs (ψn)n∈IN with the following prop-
erties:
(a) The Gentzen method produces proof trees with > s(n)2 nodes on (input) ψn, where s
is defined as s(0) = 1 and s(n+ 1) = 2s(n) for n ∈ IN.
(b) CERES constructs a cut-free proof out of ψn in ≤ c2dn steps, where c and d are
constants independent of n.
Proof. We choose Statman’s sequence (Sn)n∈IN (see Statman, 1979; Baaz and Leitsch,
1994) where all cut-free LK-proofs of Sn have length >
s(n)
2 , but there are proofs pin
with cuts of length linear in n. These proofs can be transformed into proofs ρn with
cuts and atomic initial sequents s.t. l(ρn) ≤ a2bn for constants a, b independent of n
(the double exponential bound in Baaz and Leitsch (1994) has been improved to simply
exponential in Baaz and Leitsch (1999)). ρn contains 2n+1 cuts with closed cut formulas
A1, . . . , A2n+1. As the end-sequents of ρn are those of pin, every cut-elimination method
is non-elementary on ρn, i.e. the number of sequents in a cut-free proof is >
s(n)
2 .
From the ρn we construct the following proofs ψn:
Replace every initial sequent P (t¯) ` P (t¯) by
P (t¯) ∧ (Q(a) ∧ ¬Q(a)) ` P (t¯) ∧ (Q(a) ∧ ¬Q(a))
for some atom formula Q(a) and append the proof
Q(a) ` Q(a)
Q(a),¬Q(a) ` ¬ : l
Q(a), Q(a) ∧ ¬Q(a) ` ∧ : l
Q(a) ∧ ¬Q(a), Q(a) ∧ ¬Q(a) ` ∧ : l
Q(a) ∧ ¬Q(a) ` c : l
P (t¯) ∧ (Q(a) ∧ ¬Q(a)) ` ∧ : l
P (t¯) ∧ (Q(a) ∧ ¬Q(a)) ` P (t¯) ∧ (Q(a) ∧ ¬Q(a)) w : r.
Clearly l(ψn) ≤ m2bn for all n and a constant m independent of n. ψn is a proof of a
sequent S∗n, where every occurrence of P (s¯) having P (t¯) (in the original initial sequent)
as ancestor transforms to P (s¯) ∧ (Q(a) ∧ ¬Q(a)). Also the cut-formulas undergo this
change: we obtain A∗1, . . . , A
∗
2n+1 where the Ai and the A
∗
i merely differ on the “atomic
level”, i.e. occurrences of P (s¯) become occurrences of P (s¯) ∧ (Q(a) ∧ ¬Q(a)).
As Gentzen’s method works from outside in, it produces at least as many sequents on
ψn as on ρn; thus also on ψn the method of Gentzen produces >
s(n)
2 sequents.
We now investigate cut-elimination on ψn via CERES:
In the first step ψn is transformed into a proof ωn : Tcut(ψn). By definition of Tcut, ωn is
a cut-free proof of the sequent
(A∗1 → A∗1) ∧ · · · ∧ (A∗2n+1 → A∗2n+1),Γ∗n ` ∆∗n.
Because the cut-formulas A∗i are closed we do not need additional ∀ : l introductions and
l(ωn) ≤ l(ψn) + pn2 + q
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for all n and constants p, q independent of n. Therefore we may find constants r and s
(independent of n) s.t. l(ωn) ≤ r2sn.
Let Bn = (A∗1 → A∗1) ∧ · · · ∧ (A∗2n+1 → A∗2n+1) and αn be the occurrence of Bn in
the end-sequent of ωn. Now let λ be the occurrence of an initial sequent in ωn. Then,
by definition of Cλ and ωn, either Cλ = ∅ or Cλ = {`}; note that Cλ = {Q(a) ` Q(a)} is
excluded by definition.
Therefore all non-empty Cλ on depth 0 are {`} and, because ∪ and ⊗ only reproduce
the set {`}, we eventually obtain CL(ωn, αn) = {`}. Therefore ` is also the corresponding
resolution proof. Thus the cut-free proof coincides with the projection χn : ωn[`] which is
a cut-free proof of Γ∗n ` ∆∗n and l(χn) ≤ l(ωn). Moreover the construction of χn out of ωn
can be performed in linear time (in the number of symbol occurrences in ωn). This also
holds for the construction of CL(ωn, αn), i.e. for finding out that this set is {`}. Thus
the whole construction of the proofs χn, which are cut-free proofs of the end-sequents
of the proofs ψn, can be performed in time ≤ c2dn for appropriate constants c and d
independent of n. 2
Theorem 4.1 only gives us an asymptotic worst-case analysis in the comparison of
CERES and Gentzen’s method. However, due to the redundancy mechanisms of tautology-
elimination and subsumption available in clause logic, we may expect improvements also
in practice. Moreover, besides the mechanisms reducing the size of CL(ψ, α), we may
make use of the sophisticated search procedures in automated deduction for obtaining a
resolution proof of CL(ψ, α).
5. An Application of OCERES
The generalization of cut-elimination to occurrence-elimination opens a way for new
applications in automated deduction and proof theory. Using OCERES we can generalize
cuts to pseudocuts, i.e. we can cut out pairs of formulas which need not be syntactically
equal, but have to fulfil a semantic property only. Consider a cut-free LK-proof ψ1 of
Γ ` ∆, A and a cut-free LK-proof ψ2 of B,Π ` Λ. Let us construct a “proof” ψ by
appending the following rule R to ψ1 and ψ2:
(ψ1)
Γ ` ∆, A
(ψ2)
B,Π ` Λ
Γ,Π ` ∆,Λ R.
Clearly R is correct whenever A→ B is valid; in this case also ψ is correct (if not a proof
in the usual sense). The cut rule is just a specific form of R where A ≡ B. If A 6≡ B
then the traditional methods of cut-elimination fail. By applying our transformation of
cut into →: l we obtain a proof χ:
(ψ1)
Γ ` ∆, A
(ψ2)
B,Π ` Λ
A→ B,Γ,Π ` ∆,Λ →: l
χ is an ordinary cut-free LK-proof, but A→ B can only be eliminated if A→ B is valid.
In this case OCERES eliminates A → B from the end-sequent of χ and we obtain a
proof χ∗ of Γ,Π ` ∆,Λ with atomic cuts. Now χ∗ is a real LK-proof of the end-sequent
of ψ and not a proof based on pseudorules. Thus OCERES provides means to transform
informal proofs into formal ones, giving us a tool for interactive proof synthesis.
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Example 5.1. Let ψ1 be the proof
P (u) ` P (u) Q(v) ` Q(v)
P (u) ∨Q(v) ` P (u), Q(v) ∨ : l
(∀y)(P (u) ∨Q(y)) ` P (u), Q(v) ∀ : l
(∀x)(∀y)(P (x) ∨Q(y)) ` P (u), Q(v) ∀ : l
(∀x)(∀y)(P (x) ∨Q(y)) ` P (u), (∀y)Q(y) ∀ : r
(∀x)(∀y)(P (x) ∨Q(y)) ` P (u) ∨ (∀y)Q(y) ∨ : r
∗ + c : r
(∀x)(∀y)(P (x) ∨Q(y)) ` (∀x)(P (x) ∨ (∀y)Q(y)) ∀ : r
and ψ2 be
P (a) ` P (a)
¬P (a), P (a) ` ¬ : l
¬P (a) ` ¬P (a) ¬ : r
¬P (a) ` (∃x)¬P (x) ∃ : r
Q(b) ` Q(b)
(∀y)Q(y) ` Q(b) ∀ : l
¬P (a), (∃x)¬P (x)→ (∀y)Q(y) ` Q(b) →: l
(∃x)¬P (x)→ (∀y)Q(y) ` ¬P (a)→ Q(b) →: r .
Let us write A for (∀x)(∀y)(P (x)∨Q(y)) and B for (∃x)¬P (x)→ (∀y)Q(y). Then A→ B
is valid and the following derivation ψ using the pseudocut R is correct:
(ψ1)
(∀x)(∀y)(P (x) ∨Q(y)) ` A
(ψ2)
B ` ¬P (a)→ Q(b)
(∀x)(∀y)(P (x) ∨Q(y)) ` ¬P (a)→ Q(b) R.
Now we replace R by →: l and obtain a cut-free proof χ:
(ψ1)
(∀x)(∀y)(P (x) ∨Q(y)) ` A
(ψ2)
B ` ¬P (a)→ Q(b)
A→ B, (∀x)(∀y)(P (x) ∨Q(y)) ` ¬P (a)→ Q(b) →: l.
Now we may apply OCERES to χ. The first step yields the set of characteristic clauses
C : {` P (u), Q(v), P (a) `, Q(b) `}. C can be refuted by the (ground) resolution proof
γ:
` P (a), Q(b) P (a) `
` Q(b) Q(b) `
` .
Let
χ1 : χ[` P (a), Q(b)], χ2 : χ[P (a) `] and χ3 : χ[Q(b) `]
be the corresponding proof projections. Combining the projections via γ gives the proof
χ∗:
(χ1)
(∀x)(∀y)(P (x) ∨Q(y)) ` P (a), Q(b)
(χ2)
P (a) ` ¬P (a)→ Q(b)
(∀x)(∀y)(P (x) ∨Q(y)) ` ¬P (a)→ Q(b), Q(b) cut
(χ3)
Q(b) ` ¬P (a)→ Q(b)
(∀x)(∀y)(P (x) ∨Q(y)) ` ¬P (a)→ Q(b),¬P (a)→ Q(b) cut
(∀x)(∀y)(P (x) ∨Q(y)) ` ¬P (a)→ Q(b) c : r
χ∗ is an LK-proof of the original end-sequent of the derivation ψ. However, in contrast
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to ψ, which is a “semantic” proof by pseudocut, χ∗ is an ordinary LK-proof. Therefore
χ∗ is a formal version of the informal proof ψ.
Example 5.2. We change Example 5.1 in a way that the application of the pseudocut
becomes semantically incorrect, i.e. the derivation cannot be considered even as an infor-
mal proof. Let ψ1 be the LK-proof from Example 5.1 and pi be the following “derivation”
(ψ1)
(∀x)(∀y)(P (x) ∨Q(y)) ` (∀x)(P (x) ∨ (∀y)Q(y))
Q(b) ` Q(b)
(∀y)Q(y) ` Q(b)
(∀x)(∀y)(P (x) ∨Q(y)) ` Q(b) R.
Clearly pi is incorrect as the end-sequent is not valid. By subjecting pi to the transforma-
tion “→: l” we obtain a cut-free proof ρ:
(ψ1)
(∀x)(∀y)(P (x) ∨Q(y)) ` (∀x)(P (x) ∨ (∀y)Q(y))
Q(b) ` Q(b)
(∀y)Q(y) ` Q(b)
(∀x)(P (x) ∨ (∀y)Q(y))→ (∀y)Q(y), (∀x)(∀y)(P (x) ∨Q(y)) ` Q(b) →: l.
The formula (∀x)(P (x) ∨ (∀y)Q(y))→ (∀y)Q(y), which represents the pseudocut, is not
valid and thus cannot be eliminated from ρ. Nevertheless we may produce the set of
characteristic clauses and try a resolution refutation; although such a refutation does not
exist, we may find derivations producing valuable mathematical information. It is easy
to see that the set of characteristic clauses is
D : {` P (u), Q(v), Q(b) `}.
In the attempt to refute D we find the resolution derivation δ:
` P (u), Q(v) Q(b) `
` P (u) .
Let us consider the following ground projection δ′ of δ:
` P (c), Q(b) Q(b) `
` P (c) .
As usual we compute the projections ρ[` P (c), Q(b)] and ρ[Q(b) `] and combine them
by δ′. The result is an LK-proof with one atomic cut of the sequent
S1 : (∀x)(∀y)(P (x) ∨Q(y)) ` Q(b), P (c).
S1 tells us that, by using ¬P (c) as an additional axiom, we can transform the derivation
pi into a correct version pi′:
(ψ1)
(∀x)(∀y)(P (x) ∨Q(y)) ` (∀x)(P (x) ∨ (∀y)Q(y))
Q(b) ` Q(b)
(∀y)Q(y) ` Q(b)
¬P (c), (∀x)(∀y)(P (x) ∨Q(y)) ` Q(b) R
′
.
The examples above illustrate that OCERES is a flexible tool for automated proof
construction. There the raw material consists of pseudoproofs containing informal in-
ferences which may be even incorrect. The transformation of such derivations into real
LK-proofs then may serve the purpose of creating a database of formal proofs. In case of
incorrect derivations OCERES may produce mathematical information which may help
to reformulate the (informal) proofs interactively.
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6. Conclusion
We are convinced that future investigations will reveal a further advantage of cut-
elimination (and of redundancy-elimination) by resolution: it is easy to encode meta-
mathematical knowledge in the procedure which may strongly increase the efficiency
of cut-elimination. For example, we can use models of mathematical theories as inter-
pretations for semantic resolution (see Leitsch, 1997) and, generally, all refinements of
resolution involving the concept of consistency. The price to be paid for this improvement
is a strong loss of confluence, not only concerning the use of the particular resolution re-
finement which yields the “skeleton” of the cut-free proof, but also concerning the choice
of the refinement—and thus of the elimination-procedure itself. However, we think that,
aiming at the development of computationally feasible cut-elimination methods, this price
is not too high.
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