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k-EXTREME POINTS IN SYMMETRIC SPACES OF
MEASURABLE OPERATORS
M.M. CZERWIN´SKA AND A. KAMIN´SKA
Abstract. LetM be a semifinite von Neumann algebra with a faithful, nor-
mal, semifinite trace τ and E be a strongly symmetric Banach function space
on [0, τ(1)). We show that an operator x in the unit sphere of E(M, τ) is
k-extreme, k ∈ N, whenever its singular value function µ(x) is k-extreme and
one of the following conditions hold (i) µ(∞, x) = limt→∞ µ(t, x) = 0 or (ii)
n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x), where n(x) and s(x) are null and sup-
port projections of x, respectively. The converse is true whenever M is non-
atomic. The global k-rotundity property follows, that is if M is non-atomic
then E is k-rotund if and only if E(M, τ) is k-rotund. As a consequence of
the noncommutive results we obtain that f is a k-extreme point of the unit
ball of the strongly symmetric function space E if and only if its decreasing
rearrangement µ(f) is k-extreme and |f | ≥ µ(∞, f). We conclude with the
corollary on orbits Ω(g) and Ω′(g). We get that f is a k-extreme point of
the orbit Ω(g), g ∈ L1 + L∞, or Ω′(g), g ∈ L1[0, α), α < ∞, if and only if
µ(f) = µ(g) and |f | ≥ µ(∞, f). From this we obtain a characterization of
k-extreme points in Marcinkiewicz spaces.
Acknowledgement. The final publication is available at Springer via
http://dx.doi.org/10.1007/s00020-014-2206-1
1. Preliminaries
The purpose of the article is to characterize k-extreme elements of the symmetric
spaces of measurable operators in terms of their singular value functions. There
have been many results in the noncommutative spaces E(M, τ), in particular in
the noncommutative Lp spaces, aiming to reduce the study on their geometric
properties to the commutative settings. The first research in this direction can be
attributed to Arazy [1], who described extreme points in the unitary matrix spaces.
In the symmetric spaces of measurable operators extreme points were characterized
by Chillin, Krygin and Sukochev in [6].
The theory of noncommutative spaces E(M, τ) has attracted many mathemati-
cians who continue to research their geometric properties. There is a long list of
papers relating geometric properties of the operators and their decreasing rear-
rangements, see for example results on local uniform rotundity and uniform rotun-
dity [7], complex extreme points [9], Kadets-Klee property [5], or smooth points in
[10]. Worth mentioning is also work in [20] investigating local geometrical aspects
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ment invariant) Banach function spaces, k-extreme points, k-rotundity, orbits of functions,
Marcinkiewicz spaces.
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of subspaces of noncommutative Lp spaces associated with general von Neumann
algebras.
Let M be a semifinite von Neumann algebra on the Hilbert space H with given
faithful normal semifinite trace τ . The symbol 1 will be used to denote the identity
in M and P(M) will stand for the set of all projections in M. It is known that
P(M) is a complete lattice, that is the supremum and infimum exist for any non-
empty subset of P(M). Given p, q ∈ P(M), we will write p∨ q and p∧ q to denote
the supremum and infimum of p and q, respectively. The projections p and q are
said to be equivalent (relative to the von Neumann algebra M) denoted by p ∼ q,
if there exists a partial isometry v ∈ M such that p = v∗v and q = vv∗. A non-zero
projection p ∈ P(M) is called minimal if q ∈ P(M) and q ≤ p imply that q = p
or q = 0. The von Neumann algebra M is called non-atomic if it has no minimal
projections. A projection p ∈ P (M) is called σ-finite (with respect to the trace
τ) if there exists a sequence {pn} in P (M) such that pn ↑ p and τ(pn) < ∞. If
the unit element 1 in M is σ-finite, then we say that the trace τ on M is σ-finite
[15, 25, 13].
Given a self-adjoint (possibly unbounded) linear operator x : D(x) ⊂ H → H ,
we denote by ex(·) the spectral measure of x. A closed, densely defined operator
x, which commutes with all the unitary operators from the commutant M′ of
M, is said to be affiliated with M. If in addition there exists λ > 0 such that
τ
(
e|x|(λ,∞)
)
<∞ then x is called τ -measurable. The collection of all τ -measurable
operators is denoted by S (M, τ).
For an operator x ∈ S (M, τ), the function µ(x) = µ(·, x) : [0,∞) → [0,∞]
defined by
µ(t, x) = inf
{
s ≥ 0 : τ(e|x|(s,∞)) ≤ t
}
, t > 0,
is called a decreasing rearrangement of x or a generalized singular value function
of x. It follows that µ(x) is decreasing, right-continuous function on the real half-
line. Note that in this paper the terms decreasing or increasing will always mean
non-increasing or non-decreasing, respectively. Observe that if τ(1) < ∞ then
µ(t, x) = 0 for all t ≥ τ(1), and so µ(∞, x) = limt→∞ µ(t, x) = 0. We denote by
S0 (M, τ) the collection of all x ∈ S (M, τ) for which µ(∞, x) = 0. S0 (M, τ) is a
∗-subalgebra in S (M, τ).
By a positive operator x we mean a self-adjoint operator such that 〈xξ, ξ〉 > 0 for
all ξ in the domain of x. S+ (M, τ) will stand for the cone of positive measurable
operators.
Any closed, densely defined linear operator x has the polar decomposition x =
u |x|, where u is a partial isometry with kernel Keru = Kerx. Moreover, the
polar decomposition of x∗ is given by x∗ = u∗ |x∗|. We have that u∗u = s(x) =
e|x|(0,∞) and uu∗ = s(x∗) = e|x
∗|(0,∞), where support projections s(x) and s(x∗)
are projections onto Ker⊥x and Ker⊥x∗, respectively. It is known that x is τ -
measurable if and only if u ∈ M and |x| is τ -measurable. The null projection
n(x) = 1− s(x) = e|x|{0} is a projection onto Kerx.
Let L0 = L0[0, α) stand for the space of all complex-valued Lebesgue measurable
functions on [0, α), α ≤ ∞, (with identification a.e. with respect to the Lebesgue
measure m).
Given f ∈ L0, the distribution function d(f) of f is defined by d(λ, f) = m{t >
0 : |f(t)| > λ}, for all λ ≥ 0. The decreasing rearrangement of f is given by
µ(t, f) = inf{s > 0 : d(s, f) ≤ t}, t ≥ 0. Observe that d(f) = d(·, f) and
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µ(f) = µ(·, f) are right-continuous, decreasing functions on [0,∞). A support of
function f ∈ E, that is the set {t ∈ [0, α) : f(t) 6= 0} will be denoted by supp f .
Moreover for f, g ∈ L0, we will write f ≺ g if
∫ t
0
µ(f) ≤
∫ t
0
µ(g) for all t > 0. For
operators x, y ∈ S (M, τ), x ≺ y denotes µ(x) ≺ µ(y).
A Banach space E ⊂ L0 is called symmetric (also called rearrangement invari-
ant) if it follows from f ∈ L0, g ∈ E and µ(f) ≤ µ(g) that f ∈ E and ‖f‖E ≤ ‖g‖E
[3, 18]. It is well known that for every symmetric space E on [0, α), we have that
E ⊂ L1[0, α) + L∞[0, α). Moreover, if from f, g ∈ E and f ≺ g we have that
‖f‖E ≤ ‖g‖E then E is called a strongly symmetric function space. Any symmetric
space which is order continuous or satisfies the Fatou property is strongly sym-
metric [3, 18]. Throughout the remainder of the paper we will assume that E is
strongly symmetric function space.
Given a semifinite von Neumann algebra (M, τ) and a symmetric Banach func-
tion space E on [0, α), α = τ(1), the corresponding noncommutative space E (M, τ)
is defined by setting
E (M, τ) = {x ∈ S (M, τ) : µ(x) ∈ E}.
Observe that for any x ∈ S (M, τ), µ(x) = µ(x)χ[0,α), so we identify those two
functions. E (M, τ) equipped with the norm ‖x‖E(M,τ) = ‖µ(x)‖E is a Banach
space [16] and it is called symmetric space of measurable operators associated with
(M, τ) and corresponding to E.
The trace τ on M+ extends uniquely to an additive, positively homogeneous,
unitarily invariant and normal functional τ˜ : S (M, τ)+ → [0,∞], which is given by
τ˜(x) =
∫∞
0
µ(x), x ∈ S (M, τ)+. This extension is also denoted by τ . The simple
observation that an operator x ∈ E(M, τ) is trace commuting with any projections
p ∈ P (M), that is τ(xp) = τ(px), will be used further in the paper [12].
If E = Lp on [0, τ(1)), 1 6 p <∞, then for x ∈ Lp (M, τ) we have ‖x‖Lp(M,τ) =
‖µ(x)‖Lp =
(∫ τ(1)
0 µ(|x|
p
)
)1/p
= (τ(|x|p))
1/p
. The space L1 (M, τ) +M is the
space of all operators x ∈ S (M, τ) for which
∫ 1
0
µ(x) < ∞. By [12, Proposition
2.6] we have that E (M, τ) ⊂ L1 (M, τ) +M.
Consider a commutative von Neumann algebraN = {Nf : L2[0, τ(1))→ L2[0, τ(1)) :
f ∈ L∞[0, τ(1))}, where Nf acts via pointwise multiplication on L2[0, τ(1)) and
the trace η is given by integration, that is Nf (g) = f · g, g ∈ L2[0, τ(1)), and
η(Nf ) =
∫ τ(1)
0
fdm, where m is the Lebesgue measure on [0, τ(1)). This von Neu-
mann algebra is commonly identified with L∞[0, τ(1)). S(N , η) is identified with
the set of all measurable functions on R+ which are bounded except on a set of finite
measure, denoted in this paper by S([0, τ(1)),m). Moreover for Nf ∈ S(N , η), the
generalized singular value function µ(Nf ) is precisely the decreasing rearrangement
µ(f) of the function f ∈ S([0, τ(1)),m). For any symmetric function space E we
have that E(N , η) is isometrically isomorphic to the function space E.
For the theory of operator algebras we refer to [15, 25], and for noncommutative
Banach function spaces to [11, 13, 19].
For the readers’ convenience we will recall below the well known result on com-
muting elements of S (M, τ).
Proposition 1.1. [13] Two self-adjoint elements a, b ∈ S (M, τ) commute if and
only if ea(s,∞)eb(s,∞) = eb(s,∞)ea(s,∞) for all s > 0.
The following facts will be used in the subsequent sections.
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Lemma 1.2. [11, Lemma 2.5], [13] Suppose that the von Neumann algebra M is
non-atomic and a ∈ S+ (M, τ). If λ < τ(1) then there exists e ∈ P (M) such that
ea (µ(λ, a),∞)) ≤ e ≤ ea [µ(λ, a),∞)) and τ(e) = λ.
Lemma 1.3. [11, Lemma 3.2], [13] Suppose that a ∈ S+ (M, τ), e ∈ P (M) is such
that τ(e) <∞ and
ea (λ,∞) ≤ e ≤ ea[λ,∞).
Then ae = ea = eae and µ(ae) = µ(a)χ[0,τ(e)). In particular,
τ(eae) = τ(ae) =
∫ τ(e)
0
µ(a).
Lemma 1.4. [13] Suppose that 0 ≤ x ∈ L1 (M, τ) +M. Let λ > 0 and e be a
projection in M such that τ(e) = λ and
τ(xe) =
∫ λ
0
µ(x).
Then
ex (µ(λ, x),∞) ≤ e ≤ ex [µ(λ, x),∞) .
Proposition 1.5. (1) [9, Proposition 1.1] For x ∈ S (M, τ),
µ(|x|+ µ(∞, x)n(x)) = µ(x)
.
(2) [9, Proposition 1.1] If x ∈ S (M, τ) and |x| > µ(∞, x)s(x) then µ(|x| −
µ(∞, x)s(x)) = µ(x) − µ(∞, x).
(3) [13], [10, Lemma 1.3] If x, y ∈ L1 (M, τ) +M, µ(∞, x) = µ(∞, y) = 0 and
µ ((x + y)/2) = µ(x) = µ(y), then x = y.
(4) [22] If x, y ∈ S (M, τ), x = x∗, y ≥ 0 and −y ≤ x ≤ y, then x ≺ y.
(5) [6, Proposition 2.2] If x, y ∈ S+(M, τ), y 6= 0 and x ≥ µ(∞, x)1, then there
exists s > 0 such that µ(s, x) < µ(s, x+ y).
(6) [6, Proposition 3.5] If x, y ∈ S(M, τ), y = y∗, x ≥ µ(∞, x)1 and µ(x+iy) =
µ(x), then y = 0.
(7) [13] If s ≥ 0 and p = e|x|(s,∞) then µ(|x| p) = µ(x)χ[0,τ(p)).
Condition (1) in the above proposition implies the following.
Corollary 1.6. Let x ∈ S (M, τ) and p ∈ P(M). If px = xp = 0 and 0 ≤ C ≤
µ(∞, x) then µ(x+ Cp) = µ(x).
Proof. Suppose that px = xp = 0 and 0 ≤ C ≤ µ(∞, x). Then n(x) ≥ p, n(x∗) ≥ p
and |x+ Cp| = |x| + Cp. The claim follows now by Proposition 1.5 (1). Indeed,
µ(|x|) ≤ µ(|x|+ Cp) = µ(x+ Cp) ≤ µ(|x|+ µ(∞, x)n(x)) = µ(x). 
Below we include the results that show that E is isometrically embedded into
E(M, τ), if certain conditions on the trace τ and von Neumann algebra M are
imposed.
Recall that given two ∗-algebras A and B, the mapping Φ : A → B is called
a ∗-homomorphism if Φ is an algebra homomorphism and Φ(x∗) = Φ(x)∗ for all
x ∈ A. If, in addition, A and B are unital and Φ(1A) = 1B then Φ is called unital
∗-homomorphism.
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Proposition 1.7. [13], [7, Lemma 1.3] LetM be a non-atomic von Neumann alge-
bra with a faithful, normal, σ-finite trace τ and x ∈ S+0 (M, τ). Then there exists a
non-atomic commutative von Neumann subalgebra N inM and a ∗-isomorphism U
from the ∗-algebra S(N , τ) onto the ∗-algebra S ([0, τ(1)) ,m) such that x ∈ S(N , τ)
and µ(y) = µ(Uy) for every y ∈ S(N , τ).
Given an operator x ∈ S (M, τ) and a projection p ∈ P(M) we define the
von Neumann algebra Mp = {py|p(H) : y ∈ M}. It is known that there is a
unital ∗-isomorphism from S (Mp, τp) onto pS (M, τ) p. Moreover, the decreasing
rearrangement µτp computed with respect to the von Neumann algebra (Mp, τp) is
given by µτp(y) = µ(pyp), y ∈ S (Mp, τp). See [9, 10, 11] for details.
Using the theory of measure preserving transformations which retrieve functions
from their decreasing rearrangements and U−1 from Proposition 1.7 the following
can be shown.
Proposition 1.8. [13] Suppose thatM is a non-atomic von Neumann algebra with
a faithful, normal trace τ . Let x ∈ (L1(M, τ) +M) ∩ S
+
0 (M, τ). Then there exist
a non-atomic commutative von Neumann subalgebra
N ⊂ s(x)Ms(x) and a unital ∗-isomorphism V acting from the ∗-algebra
S ([0, τ(s(x))) ,m) into the ∗-algebra S(N , τ), such that
V µ(x) = x and µ(V (f)) = µ(f) for all f ∈ S ([0, τ(s(x))) ,m) .
Proposition 1.9. [13] Suppose that M is a non-atomic von Neumann algebra
with a faithful, normal, σ-finite trace τ . Let x ∈ (L1(M, τ) +M)∩ S
+
0 (M, τ) and
τ(s(x)) <∞. Then there exist a non-atomic commutative von Neumann subalgebra
N ⊂ M and a unital ∗-isomorphism V acting from the ∗-algebra S ([0, τ(1)) ,m)
into the ∗-algebra S(N , τ), such that
V µ(x) = x and µ(V (f)) = µ(f) for all f ∈ S ([0, τ(1)),m) .
We will need further a specific version of the above propositions.
Corollary 1.10. Let M be a non-atomic von Neumann algebra with a faithful,
normal, σ-finite trace τ , x ∈ S (M, τ), and |x| ≥ µ(∞, x)s(x). Denote by p =
s(|x| − µ(∞, x)s(x)) and define projection q ∈ P(M) in the following way.
(i) If τ(s(x)) <∞ set q = 1.
(ii) If τ(s(x)) =∞ and τ(p) <∞, set q = s(x).
(iii) If τ(p) =∞, set q = p.
Then there exist a non-atomic commutative von Neumann subalgebra N ⊂ qMq
and a unital ∗-isomorphism V acting from the ∗-algebra S ([0, τ(1)) ,m) into the
∗-algebra S(N , τ), such that
V µ(x) = |x| q and µ(V (f)) = µ(f).
for all f ∈ S ([0, τ(1)),m).
Proof. Observe that p = s(|x| − µ(∞, x)s(x)) = e|x|(µ(∞, x),∞) ≤ s(x). Hence if
τ(p) = ∞ then also τ(s(x)) = ∞, and therefore conditions (i), (ii), and (iii) give
all possible cases. Furthermore, by Proposition 1.5 (2), µ(|x| − µ(∞, x)s(x)) =
µ(x)− µ(∞, x), and so |x| − µ(∞, x)s(x) ∈ S+0 (M, τ).
Note that in either case τ(q) = τ(1). Hence in view of Proposition 1.5 (7), it
follows that µ(|x| q) = µ(x)χ[0,τ(q)) = µ(x).
6 M.M. CZERWIN´SKA AND A. KAMIN´SKA
Case (i). Since τ(s(x)) < ∞, we have that µ(∞, x) = 0. Therefore the claim is
an immediate consequence of the Proposition 1.9 applied to |x|.
Case (ii). Let τ(s(x)) = ∞, τ(p) < ∞ and q = s(x). Applying Proposition 1.9
to the operator |x|−µ(∞, x)s(x) = s(x)(|x|−µ(∞, x)s(x))s(x) ∈ s(x)S (M, τ) s(x)
and to the von Neumann algebra s(x)Ms(x), there exists a non-atomic com-
mutative von Neumann algebra N ⊂ s(x)Ms(x) and a ∗-isomorphism V from
S ([0, τ(s(x))) ,m) = S ([0,∞) ,m) into S(N , τ) such that
V µ(|x| − µ(∞, x)s(x)) = |x| − µ(∞, x)s(x) and µ(V (f)) = µ(f)
for all f ∈ S ([0,∞),m). Since V (χ[0,∞)) = s(x),
|x| − µ(∞, x)s(x) = V µ(|x| − µ(∞, x)s(x)) = V (µ(x) − µ(∞, x))
= V µ(x)− µ(∞, x)V (χ[0,∞)) = V µ(x) − µ(∞, x)s(x),
and consequently V µ(x) = |x| = |x| s(x).
Case (iii). Assume that τ(p) = ∞ and q = p. By Proposition 1.8 applied to
the operator |x| − µ(∞, x)s(x) and von Neumann algebra M, there exists a non-
atomic commutative von Neumann algebra N ⊂ pMp and a ∗-isomorphism V from
S ([0, τ(p)) ,m) = S ([0,∞) ,m) into S(N , τ) such that
V µ(|x| − µ(∞, x)s(x)) = |x| − µ(∞, x)s(x) and µ(V (f)) = µ(f)
for all f ∈ S ([0,∞),m). Since p ≤ s(x),
|x| − µ(∞, x)s(x) = (|x| − µ(∞, x)s(x))p = |x| p− µ(∞, x)p
and V (χ[0,∞)) = p. Thus again we have
|x| p− µ(∞, x)p = |x| − µ(∞, x)s(x) = V µ(|x| − µ(∞, x)s(x))
= V (µ(x)− µ(∞, x)) = V µ(x) − µ(∞, x)V (χ[0,∞))
= V µ(x)− µ(∞, x)p,
and V µ(x) = |x| p. 
Remark 1.11. We will describe below the construction of a non-atomic von Neu-
mann algebra A with the trace κ, such that E (M, τ) embeds isometrically into
E(A, κ), for any symmetric function space E.
Let A = N⊗M be a tensor product of von Neumann algebras N and M,
where N is a commutative von Neumann algebra identified with L∞[0, 1] with
the trace η. Let κ = η ⊗ τ be a tensor product of the traces η and τ , that is
κ(Nf ⊗ x) = η(Nf )τ(x), [15, 25]. It is well known that (A, κ) has no atoms.
Let 1 be the identity operator on L2[0, 1] and denote by C1 = {λ1 : λ ∈ C}.
Let x ∈ S (M, τ) and consider a linear subspace D in L2[0, 1] ⊗ H generated by
the vectors of the form ζ ⊗ ξ, where ζ ∈ L2[0, 1] and ξ ∈ D(x) ⊂ H . For every
α =
n∑
i=1
ζi ⊗ ξi ∈ D define (1 ⊗ x)(α) =
n∑
i=1
ζi ⊗ xξi. The linear operator 1 ⊗ x :
D → L2[0, 1]⊗H with domain D is preclosed, and by Lemma 1.2 in [7] its closure
1⊗x is contained in S(C1⊗M, κ).
The map π : x→ 1⊗x, x ∈M, is a unital trace preserving ∗-isomorphism from
M onto the von Neumann subalgebra C1⊗M. Consequently, π extends uniquely
to a ∗-isomorphism π˜ from S (M, τ) onto S(C1⊗M, κ) [13]. In fact one can show
that π˜(x) = 1⊗x.
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Since every ∗-homomorphism is an order preserving map, x ≥ 0 if and only if
1⊗x ≥ 0, where x ∈ S (M, τ). The spectral measure eπ˜(x) of π˜(x) is given by
eπ˜(x)(B) = π(ex(B)), that is e1⊗x(B) = 1⊗ ex(B) for any Borel set B ⊂ R. Hence
κ
(
e1⊗x(s,∞)
)
= κ (1⊗ ex(s,∞)) = τ(ex(s,∞)) for any s > 0. Consequently
π˜ preserves the singular value function in the sense that µ˜(1⊗x) = µ(x), where
µ˜(1⊗x) is the singular value function of 1⊗x computed with respect to the von
Neumann algebra C1⊗M and the trace κ.
Thus
‖π˜(x)‖E(C1⊗M,κ) = ‖µ˜(1⊗x)‖E = ‖µ(x)‖E = ‖x‖E(M,τ),
where
E(C1⊗M, κ) = {1⊗x ∈ S(C1⊗M, κ) : µ˜(1⊗x) ∈ E}
= {1⊗x : x ∈ S (M, τ) and µ(x) ∈ E}.
Hence π˜ is a ∗-isomorphism which is also an isometry from E(M, τ) onto E(C1⊗
M, κ). We refer reader to [7, 13, 24] for details.
Given a natural number k, consider a normed linear space X over the field C of
complex numbers whose dimension is at least k + 1. Denote by SX and BX the
unit sphere and the unit ball of X , respectively.
Definition 1.12. A point x ∈ SX is called k-extreme of the unit ball BX if x cannot
be represented as an average of k + 1 linearly independent elements from the unit
sphere SX . Equivalently, x is k-extreme whenever the condition x =
1
(k+1)
∑k+1
i=1 ,
xi ∈ SX for i = 1, . . . , k + 1, implies that x1, x2, ..., xk+1 are linearly dependent.
Moreover, if every element of the unit sphere SX is k-extreme, then X is called
k-rotund.
The notion of k-extreme points was explicitly introduced in [26] and applied to
theorem on uniqueness of Hahn-Banach extensions. More precisely, Zheng and Ya-
Dong showed there that given at least k + 1-dimensional normed linear space over
the complex field, all bounded linear functionals defined on subspaces of X have
at most k-linearly independent norm-preserving linear extensions to X if and only
if the conjugate space X∗ is k-rotund. In the paper [2] k-rotundity and k-extreme
points found interesting application in studying the structure of nested sequences
of balls in Banach spaces.
Clearly, if X is a normed space of a dimension at least l, where l ≥ k, and x ∈ SX
is a k-extreme point of BX , then x is l-extreme. Moreover, 1-extreme points are
just extreme points of BX , and so 1-rotundity of X means rotundity of X .
The simple example below differentiates between k-extreme and k + 1-extreme
points.
Example 1.13. Given k ∈ N, consider the k + 2 dimensional space ℓk+21 , equipped
with ℓ1 norm. Let x =
(
1
k+1 ,
1
k+1 , . . . ,
1
k+1 , 0
)
. Clearly x is not a k-extreme point
of Bℓk+2
1
, since it can be written as an average of k + 1 linearly independent unit
vectors e1, e2, . . . , ek+1. However, x is k + 1-extreme point of Bℓk+2
1
. To see it, let
x = 1k+2
∑k+2
i=1 yi, where yi =
(
y
(1)
i , y
(2)
i , . . . , y
(k+2)
i
)
∈ Sℓk+2
1
, i = 1, 2, . . . , k + 2.
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Then
k + 2 = (k + 2)‖x‖1 =
k+2∑
j=1
k+2∑
i=1
y
(j)
i =
k+2∑
i=1
k+2∑
j=1
y
(j)
i ≤
k+2∑
i=1
k+2∑
j=1
∣∣∣y(j)i ∣∣∣
=
k+2∑
i=1
‖yi‖1 = k + 2.
Therefore y
(j)
i =
∣∣∣y(j)i ∣∣∣ for ever i, j = 1, 2, . . . , k + 2. In particular y(k+2)i ≥ 0,
i = 1, 2, . . . , k + 2, and in view of
∑k+2
i=1 y
(k+2)
i = (k + 2)x
(k+2) = 0 it follows
that y
(k+2)
i = 0 for every i = 1, 2, . . . , k + 2. Thus the matrix formed by vectors
y1, y2, . . . , yk+2 has determinant equal to zero, since the last row comprises only of
zeros. Consequently, y1, y2, . . . , yk+2 are linearly dependent, and x is k+1-extreme.
We wish to mention here that also the family of Orlicz sequence spaces exposes
the difference between k-extreme and k + 1-extreme points [4].
The structure of the paper is as follows. Section 2 focuses on k-extreme points
in symmetric Banach function spaces. A new characterization of k-extreme points
in a Banach space is given in Proposition 2.2. The main theorem of the section,
Theorem 2.6, is the analogous result to Ryff’s description of extreme points of orbits
[21]. Part 3 considers k-extreme points in the noncommutative space E(M, τ). The
main results of this section, Theorem 3.5 and Theorem 3.13, characterize k-extreme
operators in terms of their singular value functions. They generalize the result in [6]
proved for extreme points in the case of k = 1. The closing corollary of the section
relates k-rotundity of E with the k-rotundity of E(M, τ). In the last section of
the paper we apply the obtained results to characterize k-extreme points of orbits
Ω(g) and Ω′(g). Given g ∈ L1 + L∞ (resp. g ∈ L1[0, α), α < ∞), we have that
f is a k-extreme point of its orbit Ω(g) (resp. Ω′(g)) if and only if µ(f) = µ(g)
and |f | ≥ µ(∞, f) (resp. µ(f) = µ(g)). Therefore we obtain that k-extreme points
of orbits Ω(g), and consequently of unit balls of Marcinkiewicz spaces, are non-
distinguishable from extreme points.
2. k-extreme points in symmetric function spaces
Let us first state an equivalent definition of a k-extreme point in a normed space
X . We will need the following simple observation, included in Lemma 1 [27].
Lemma 2.1. If x1, x2, . . . , xn are linearly dependent in BX and ‖x1 + x2 + · · · +
xn‖ = n, then there are complex numbers c1, c2, . . . , cn, not all zero, such that
c1 + c2 + · · ·+ cn = 0 and c1x1 + c2x2 + · · ·+ cnxn = 0.
Proposition 2.2. An element x ∈ SX is k-extreme of BX if and only if whenever
for the elements ui ∈ X, i = 1, . . . , k, the conditions x+ui ∈ BX and x−
∑k
i=1 ui ∈
BX imply that u1, u2, . . . , uk are linearly dependent.
Proof. Suppose that x ∈ SX is k-extreme and x+ ui ∈ BX and x−
∑k
i=1 ui ∈ BX ,
for u1, u2, . . . , uk ∈ X . Set
yi = x+ ui, for i = 1, . . . , k, and yk+1 = x−
k∑
i=1
ui.
k-EXTREME POINTS IN SYMMETRIC SPACES OF MEASURABLE OPERATORS 9
By the assumption we have yi ∈ BX for i = 1, 2, . . . , k + 1, and
∑k+1
i=1 yi =
(k + 1)x. Consequently, yi ∈ SX , i = 1, 2, . . . , k + 1, and since x is k-extreme,
y1, y2, . . . , yk+1 are linearly dependent. By Lemma 2.1, there exist complex num-
bers c1, c2, . . . , ck+1, not all equal to zero, such that c1 + c2 + · · · + ck+1 = 0 and
c1y1 + c2y2 + · · ·+ ck+1yk+1 = 0. Therefore (c1 − ck+1)u1 + (c2 − ck+1)u2 + · · ·+
(ck − ck+1)uk = 0 and u1, u2, . . . , uk are linearly dependent, since ci − ck+1 6= 0 for
some i = 1, 2, . . . , k.
Suppose now that x is not a k-extreme point of BX , that is there exist lin-
early independent vectors x1, x2, . . . , xk+1 from the unit sphere SX , such that
x = 1(k+1)
∑k+1
i=1 xi. Define ui = xi+1 − x, for i = 1, 2, . . . , k. Note that ui 6= 0 for
all i = 1, 2, . . . , k, since {x1, x2, . . . , xk+1} are linearly independent. Then x+ ui =
xi+1 ∈ BX , i = 1, 2, . . . , k, and x−
∑k
i=1 ui = (k+1)x−
∑k+1
i=2 xi = x1 ∈ BX . More-
over, it is not difficult to see that u1, u2, . . . , uk are linearly independent. Indeed,
suppose that
λ1u1 + λ2u2 + · · ·+ λkuk = 0, for some λ1, λ2, . . . , λk ∈ C.
We have then the following equivalent equalities
λ1x2 + λ2x3 + · · ·+ λkxk+1 − (λ1 + λ2 + · · ·+ λk)x = 0,
λ1x2 + · · ·+ λkxk+1 −
1
k + 1
(λ1 + · · ·+ λk)(x1 + · · ·+ xk+1) = 0,
−
1
k + 1
(λ1 + · · ·+ λk)x1 −
1
k + 1
(−kλ1 + · · ·+ λk)x2 − . . .
−
1
k + 1
(λ1 + · · · − kλk)xk+1 = 0.
Since x1, x2, . . . , xk+1 are linearly independent it follows that λ1 = λ2 = · · · = λk =
0, and so u1, u2, . . . , uk are linearly independent. 
Our main goal now is to show an analogous theorem on k-extreme points as the
Ryff’s theorem on extreme points [21]. We need first several preliminary results.
Let us first note that E stands in this section for a symmetric Banach function
space on [0, τ(1)), where τ(1) ≤ ∞.
Proposition 2.3. Let f and g be decreasing, right continuous functions from the
unit sphere SE. Assume there exist points 0 < s1 < s2 < s3 < s4 <∞ such that
f(si) > f(si+1), i = 1, 2, 3,∫ s
0
g >
∫ s1
0
f + f(s1)(s− s1), for all s1 ≤ s ≤ s4.
If f ≺ g then f is not a k-extreme point, for any k ∈ N.
Proof. Suppose that all assumptions of the proposition are satisfied, and let
ǫ =
1
k
min{f(s1)− f(s2), f(s3)− f(s4)} and δ =
1
2
(s3 − s2).
Define
ui = −ǫχ(s2,s2+ 1k δ) + ǫχ(s3− ik δ,s3−
i−1
k
δ), i = 1, 2, . . . , k.
Set fi = f + ui, for i = 1, 2, . . . , k and fk+1 = f −
∑k
i=1 ui.
Let us show first that fk+1 ≺ g. Note that
fk+1 = f + kǫχ(s2,s2+ 1k δ) − ǫχ(s3−δ,s3),
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and so for 0 ≤ s ≤ s1 and s ≥ s4, µ(s, fk+1) = f(s). Hence taking s1 ≤ s ≤ s4 we
have that µ(s, fk+1) ≤ f(s1) and∫ s
0
µ(fk+1) =
∫ s1
0
f +
∫ s
s1
µ(fk+1) ≤
∫ s1
0
f + f(s1)(s− s1) <
∫ s
0
g,
∫ s4
s1
µ(fk+1) =
∫ s4
s1
fk+1 =
∫ s4
s1
f + kǫ ·
1
k
δ − ǫδ =
∫ s4
s1
f.
Combining the previous equality with the fact µ(s, fk+1) = f(s) for s ≥ s4 and
0 < s ≤ s1, it follows that for s ≥ s4,∫ s
0
µ(fk+1) =
∫ s1
0
µ(fk+1) +
∫ s4
s1
µ(fk+1) +
∫ s
s4
µ(fk+1)
=
∫ s4
0
f +
∫ s
s4
f =
∫ s
0
f.
Therefore fk+1 ≺ g and consequently fk+1 ∈ BE . Similarly one can show that
fi ≺ g and so fi ∈ BE for all i = 1, 2, . . . , k.
Since u1, u2, . . . , uk are linearly independent, by Proposition 2.2, f cannot be a
k-extreme point. 
Lemma 2.4. Let f and g be decreasing, right continuous functions from the unit
sphere SE, such that f ≺ g. If for some t0 > 0, f is not constant in any of its right
neighborhoods, and ∫ t0
0
f <
∫ t0
0
g,
then f is not a k-extreme point of BE.
Proof. Let η > 0 be such that ∫ t0
0
f + η <
∫ t0
0
g.
Since f has infinitely many values on every right neighborhood of t0, we can chose
t0 < s1 < s2 < s3 < s4 < t0 + η/(2f(t0)) such that f(s1) > f(s2) > f(s3) > f(s4).
Since s1 − t0 < η/(2f(t0)), taking s ≥ t0 we have that∫ s1
0
f + η =
∫ t0
0
f + η +
∫ s1
t0
f <
∫ t0
0
g +
∫ s1
t0
f
≤
∫ t0
0
g + f(t0)(s1 − t0) ≤
∫ t0
0
g +
η
2
≤
∫ s
0
g +
η
2
.
Consequently for s ≥ t0, ∫ s1
0
f +
η
2
<
∫ s
0
g.
Notice that
0 < s4 − s1 ≤
η
2f(t0)
≤
η
2f(s1)
.
Hence for s1 ≤ s ≤ s4,∫ s1
0
f + f(s1)(s− s1) ≤
∫ s1
0
f + f(s1)(s4 − s1) ≤
∫ s1
0
f +
η
2
<
∫ s
0
g,
and by Proposition 2.3, f cannot be a k-extreme point of BE . 
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Lemma 2.5. Let f and g be decreasing, right continuous functions from the unit
sphere SE, such that f ≺ g. If for some t0 > 0, f is continuous at t0, not constant
in any of its left neighborhoods and
f(t0) < g(t0),
then f is not a k-extreme point of BE.
Proof. By continuity of f at t0 and the assumption that f(t0) < g(t0) there exist
δ, η1 > 0 such that f(t) + η1 < g(t) for all t ∈ [t0 − δ, t0]. Hence
∫ t0
0
f + η <
∫ t0
0
g,
for some η > 0.
Set C = min{δ, η/(2g(t0−δ))}. Note that g(t0−δ) > 0, and so C is well defined.
The assumptions on the function f ensure that f has infinitely many values on
every left neighborhood of t0. Thus we can find t0 − C < s1 < s2 < s3 < s4 < t0,
such that f(s1) > f(s2) > f(s3) > f(s4). Note that t0 − s1 < C, and so t0 − s1 <
η/(2g(t0 − δ)) and t0 − δ < s1. Thus for all s ∈ [s1, t0],∫ s1
0
f + η ≤
∫ t0
0
f + η <
∫ t0
0
g =
∫ s1
0
g +
∫ t0
s1
g ≤
∫ s1
0
g + g(s1)(t0 − s1)
≤
∫ s1
0
g + g(t0 − δ)
η
2g(t0 − δ)
<
∫ s1
0
g +
η
2
<
∫ s
0
g +
η
2
.
Moreover 0 < s4−s1 < η/(2g(t0−δ)) ≤ η/(2f(t0−δ)) ≤ η/(2f(s1)). Consequently,
for all s1 ≤ s ≤ t0, we have that∫ s1
0
f + f(s1)(s− s1) ≤
∫ s1
0
f + f(s1)(s4 − s1) ≤
∫ s1
0
f +
η
2
<
∫ s
0
g.
It follows now by Proposition 2.3 that f is not a k-extreme point of BE .

Theorem 2.6. Let E be a symmetric Banach function space and f ∈ SE. Suppose
there exists a function g ∈ SE such that f ≺ g and µ(f) 6= µ(g). Then µ(f) cannot
be a k-extreme point of BE.
Proof. Since the condition f ≺ g is equivalent with µ(f) ≺ µ(g), we can assume that
f = µ(f) and g = µ(g). Thus f and g are decreasing, right continuous functions.
If f 6= g, then for at least one value of t > 0,∫ t
0
f <
∫ t
0
g.
Then the set A = {u > 0 : f(u) < g(u)} contains a point at which f is continuous.
Indeed, the condition that f 6= g implies that A is non-empty. Furthermore, since
g is right continuous and f is decreasing, one can show that the set A contains a
non-empty interval. Since a decreasing function f has only countably many points
of discontinuity, the claim follows.
Let t0 > 0 be such that f(t0) < g(t0) and f be continuous at t0.
Case I Assume that t0 ∈ (t1, t2), 0 ≤ t1 < t2 < ∞, f = c on [t1, t2), and f
experiences a jump discontinuities greater than η at t1 and t2. If t1 = 0, disregard
the discontinuity at t1. Note that since f(t0) < g(t0), we have that c = f(t) < g(t)
for all t ∈ [t1, t0]. Let α = sup{t1 ≤ t ≤ t2 : f(t) < g(t)}. Clearly α > t0.
Case I.a Assume that α = t2 or g(t
−
2 ) ≥ c. Let
δ <
t0 − t1
2k
and ǫ <
1
k
min{g(t0)− c, η}.
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For i = 1, 2, . . . , k, define
ui = −ǫχ(t1,t1+δ) + ǫχ(t2−iδ,t2−(i−1)δ)
fi = f + ui
fk+1 = f −
k∑
i=1
ui = f + kǫχ(t1,t1+δ) − ǫχ(t2−kδ,t2).
It is clear that µ(fk+1) = fk+1. We will show next that fk+1 ≺ g. For t ≤ t1,∫ t
0 fk+1 =
∫ t
0 f ≤
∫ t
0 g. Observe that c = fχ[t1,t2) ≤ gχ[t1,t2), and so fk+1χ[t1,t2) ≤
gχ[t1,t2). Thus taking t1 < t ≤ t2, it follows that
∫ t
0 fk+1 =
∫ t1
0 f +
∫ t
t1
fk+1 ≤∫ t1
0 f +
∫ t
t1
g ≤
∫ t
0 g. Finally if t > t2,
∫ t
0 fk+1 =
∫ t
0 f + kǫδ − kǫδ =
∫ t
0 f ≤
∫ t
0 g.
Note next that µ(fi) = f+ǫχ(t1,t1+δ)−ǫχ(t2−δ,t2), for all i = 1, 2, . . . , k. Following
the same argument as above, one can show that fi ≺ g, i = 1, 2, . . . , k. By linear
independence of u1, u2, . . . , uk and by Proposition 2.2, f is not a k-extreme point
of BE .
Case I.b Let now α = sup{t1 ≤ t ≤ t2 : f(t) < g(t)} < t2 and g(t
−
2 ) < c. Then
for γ, β sufficiently small g(t) < c− β, whenever t2 − γ ≤ t < t2. Set
δ <
1
k
min
{
t0 − t1
2
, t2 − α, α− t1, γ
}
and ǫ <
1
k
min{g(t0)− c, η, β}.
Define functions ui and fi as in Case I.a.
We will show first that fk+1 ≺ g, where obviously µ(fk+1) = fk+1. Since for
t ≤ t1, fk+1(t) = f(t) and for t1 < t < α, fk+1(t) ≤ g(t), it remains to consider the
case of t ≥ α. Let α ≤ t ≤ t2. By gχ[α,t2] ≤ fk+1χ[α,t2] and
∫ t2
0
fk+1 =
∫ t2
0
f , it
follows that∫ t
0
fk+1 =
∫ t2
0
f −
∫ t2
t
fk+1 ≤
∫ t2
0
f −
∫ t2
t
g ≤
∫ t2
0
g −
∫ t2
t
g =
∫ t
0
g.
For t > t2,
∫ t
0 fk+1 =
∫ t
0 f ≤
∫ t
0 g.
Since µ(fi) = f + ǫχ(t1,t1+δ) − ǫχ(t2−δ,t2), for all i = 1, 2, . . . , k, following the
similar argument as above it is not difficult to observe that fi ≺ g, i = 1, 2, . . . , k.
Again by Proposition 2.2, f is not a k-extreme point of BE .
Case II Suppose now that t0 ∈ (t1, t2), 0 < t1 < t2 ≤ ∞, f = c on [t1, t2), and
f is continuous at t1, where t1 = inf{t : f(t) = c}. Since f(t0) < g(t0), we have
that f(t1) < g(t1). By Lemma 2.5 applied to t1 we can conclude now that f is not
a k-extreme point of BE .
Case III Assume that t0 ∈ (t1, t2), 0 ≤ t1 < t2 <∞, f = c on [t1, t2), and f is
continuous at t2, where t2 = sup{t : f(t) = c}. We claim that
∫ t2
0
f <
∫ t2
0
g and so
by Lemma 2.4, f is not k-extreme. Indeed, suppose that
∫ t2
0
f =
∫ t2
0
g.
If g(t−2 ) ≥ f(t2), by the continuity of f at t0, and inequality f(t0) < g(t0), we
have
∫ t2
t0
f <
∫ t2
t0
g. Hence
∫ t0
0
f =
∫ t2
0
f −
∫ t2
t0
f =
∫ t2
0
g −
∫ t2
t0
f >
∫ t2
0
g −
∫ t2
t0
g =
∫ t0
0
g,
contradicting the assumption that f ≺ g.
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On the other hand if g(t−2 ) < f(t2), there exists δ > 0 such that g(t) < f(t) for
t ∈ (t2, t2 + δ). Then for t ∈ (t2, t2 + δ),∫ t
0
f =
∫ t2
0
f +
∫ t
t2
f =
∫ t2
0
g +
∫ t
t2
f >
∫ t2
0
g +
∫ t
t2
g =
∫ t
0
g,
which leads to a contradiction. Hence
∫ t2
0
f <
∫ t2
0
g, where f is not constant in any
of the right neighborhoods of t2. By Lemma 2.4 it follows that f is not a k-extreme
point.
Case IV Suppose now that t0 ∈ (t1,∞), where f = c on [t1,∞), and t1 = inf{t :
f(t) = c} ≥ 0. Moreover, assume that f has a jump discontinuity greater than η
at t1, if t1 > 0. Note first that for t ≥ t1,
(2.1)
∫ t1
0
f + c(t− t1) =
∫ t
0
f ≤
∫ t
0
g,
and so
(2.2)
∫ t1
0 f
t− t1
+ c ≤
∫ t
0 g
t− t1
.
It is clear that limt→∞
∫ t1
0
f
t−t1
= 0. Moreover, by (2.1) it is easy to see that
limt→∞
∫ t
0
g =∞. Hence lim
t→∞
∫ t
0
g
t− t1
= lim
t→∞
g(t). Consequently by (2.2), limt→∞ g(t) ≥
c. Set
ǫ < min{η, g(t0)− f(t0)}, and δ =
t0 − t1
k
.
If t1 = 0 disregard η in the inequality above. Define the functions
ui = −ǫχ(t0−iδ,t0−(i−1)δ), fi = f + ui, for i = 1, 2, . . . , k, and fk+1 = f −
∑k
i=1 ui.
Consider first the decreasing function fk+1 = f + ǫχ(t1,t0). We have that
fk+1(t) = f(t) + ǫχ(t1,t0)(t) ≤ g(t) for all t ≥ t1, and fk+1(t) = f(t) for 0 < t < t1.
It is easy to observe now that fk+1 ≺ g.
Moreover, for i = 1, 2, . . . , k, µ(fi) = f . In view of Proposition 2.2, the claim
follows.
Case V Consider now the case when f differs from a constant in every neigh-
bourhood of t0. Since f is continuous at t0 and f(t0) < g(t0), Lemma 2.5 ensures
now that f is not a k-extreme point. 
Corollary 2.7. Let E be a symmetric Banach function space and f ∈ SE. If µ(f)
is a k-extreme point of BE then for all functions g ∈ SE with f ≺ g, it holds that
µ(f) = µ(g).
We wish to observe that the same characterization of the k-extreme points is
not valid for symmetric sequence spaces. We are grateful to Timur Oikhberg for
bringing it to our attention and providing the following example.
Consider the points x = (12 ,
1
2 , 0) and y = (1, 0, 0) in ℓ1. It is easy to verify that
x is a 2-extreme point in ℓ1 with x ≺ y. However x = µ(x) 6= µ(y) = y.
3. k-extreme points in noncommutative Spaces
In this section we shall characterize k-extreme points of the ball BE(M,τ) in
terms of their singular value functions. Through the effort of the series of technical
lemmas we will establish main Theorems 3.5 and 3.13.
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Lemma 3.1. Let M be non-atomic and x be a non-zero, positive element of
S (M, τ). Then there exist k mutually orthogonal, non-zero projections p1, p2, . . . , pk,
commuting with x and such that pi ≤ s(x), i = 1, 2, . . . , k.
Proof. Suppose first that µ(x) admits at least k + 1 different values. Choose 0 <
λ1 < λ2 < · · · < λk+1 such that µ(λ1, x) > µ(λ2, x) > · · · > µ(λk+1, x) ≥ µ(∞, x).
Since τ(ex(λ,∞)) <∞ for all λ > µ(∞, x), we have that
τ (ex (µ(λi+1, x), µ(λi, x)]) = m{t : µ(λi+1, x) < µ(t, x) ≤ µ(λi, x)} > 0,
i = 1, 2, . . . , k. Hence 0 6= pi = ex (µ(λi+1, x), µ(λi, x)] ≤ ex(0,∞) = s(x), i =
1, 2, . . . , k. Clearly p1, p2, . . . , pk are mutually orthogonal projections commuting
with x.
Assume now that µ(x) has less than k+ 1 different values. Then µ(0, x) <∞ is
the biggest value of µ(x). Moreover τ (ex[µ(0, x),∞)) = m{t : µ(t, x) ≥ µ(0, x)} >
0, if µ(0, x) > µ(∞, x) or ex[µ(0, x),∞) = 1, if µ(0, x) = µ(∞, x). In either case
ex[µ(0, x),∞) is a non-zero projection less than s(x) = ex(0,∞).
SinceM is non-atomic, we can find k mutually orthogonal, non-zero projections
p1, p2, . . . , pk such that pi ≤ ex[µ(0, x),∞), i = 1, 2, . . . , k. We claim that pi,
i = 1, 2, . . . , k, commute with all spectral projections of the form ex(s,∞), s >
0. Indeed, if s ≥ µ(0, x), then ex(s,∞) = 0. For s < µ(0, x), ex[µ(0, x),∞) ≤
ex(s,∞) and so pi ≤ ex(s,∞), i = 1, 2, . . . , k. Thus if s < µ(0, x), piex(s,∞) =
pi = e
x(s,∞)pi, i = 1, 2, . . . , k. Proposition 1.1 implies now that all projections
p1, p2, . . . , pk commute with x. 
Lemma 3.2. Let M be a non-atomic von Neumann algebra. If x is a k-extreme
point of the unit ball BE(M,τ) then µ(∞, x) = 0 or n(x)Mn(x
∗) = 0.
Proof. Assume for a contrary that n(x)Mn(x∗) 6= 0 and µ(∞, x) > 0, while x is a
k-extreme point. As shown in Lemma 2.6 [9], if n(x)Mn(x∗) 6= 0, there exists an
isometry w such that x = w |x|.
It is easy to show now that if x is k-extreme then so is |x|. Indeed, let |x| +
ui ∈ BE(M,τ), for i = 1, 2, . . . , k and |x| −
∑k
i=1 ui ∈ BE(M,τ). Then x +
wui ∈ BE(M,τ), i = 1, 2, . . . , k and x −
∑k
i=1 wui ∈ BE(M,τ), and since x is k-
extreme wu1, wu2, . . . , wuk are linearly dependent. In view of w being an isometry,
u1, u2, . . . , uk are linearly dependent, proving that |x| is k-extreme.
Since n(x) 6= 0 andM is non-atomic, there exist k mutually orthogonal, non-zero
projections, p1, p2, . . . , pk, such that pi ≤ n(x), i = 1, 2, . . . , k. By Corollary 1.6,
µ(|x|+µ(∞, x)pi) = µ(x), and µ(|x|−
∑k
i=1 µ(∞, x)pi) = µ(|x|+
∑k
i=1 µ(∞, x)pi) =
µ(x). Clearly the set
{µ(∞, x)p1, µ(∞, x)p2, . . . , µ(∞, x)pk}
is linearly independent, which is impossible since |x| is k-extreme. 
Lemma 3.3. Let M be a non-atomic von Neumann algebra. If x is a k-extreme
point of BE(M,τ) then |x| ≥ µ(∞, x)s(x).
Proof. Suppose that µ(∞, x) > 0 and e|x|(0, µ(∞, x)) 6= 0. We have that |x| e|x|(0, µ(∞, x)) 6=
0, since e|x|(0, µ(∞, x)) ≤ s(x) = e|x|(0,∞).
Choose 0 < ǫ < 1 such that e|x|(0, β] 6= 0, where β = 11+ǫµ(∞, x). Such ǫ must
exist, since otherwise e|x|(0, µ(∞, x)) = 0.
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By Lemma 3.1 applied to |x| e|x|(0, β], we can find k non-zero, mutually orthog-
onal projections {p1, p2, . . . , pk}, pi ≤ e|x|(0, β] and commuting with |x| e|x|(0, β].
Consequently pi commute with |x| for all i = 1, 2, . . . , k. Indeed, since pie|x|(β,∞) =
e|x|(β,∞)pi = 0 and pi commutes with |x| e|x|[0, β], we have that for all i =
1, 2, . . . , k,
|x| pi = |x| e
|x|{0}pi + |x| e
|x|(0, β]pi + |x| e
|x|(β,∞)pi = |x| e
|x|(0, β]pi
= pi |x| e
|x|{0}+ pi |x| e
|x|(0, β] + pie
|x|(β,∞) |x|
= pi |x| e
|x|{0}+ pi |x| e
|x|(0, β] + pi |x| e
|x|(β,∞) = pi |x| .
Define ui = −ǫ |x| pi, zi = |x| + ui = |x| − ǫ |x| pi, i = 1, 2, . . . , k, and zk+1 =
|x| −
∑k
i=1 ui = |x| + ǫ |x|
∑k
i=1 pi. For i = 1, 2, . . . , k, 0 ≤ |x| − |x| pi ≤ zi ≤
|x|, and so zi ∈ BE(M,τ). Furthermore, it was shown in Lemma 3.8 [9], that
|x|+ ǫ |x| e|x|(0, β] ∈ BE(M,τ). Since zk+1 ≤ |x|+ ǫ |x| e
|x|(0, β] it follows that also
zk+1 ∈ BE(M,τ).
Let x = u |x| be the polar decomposition of x. Therefore x − ǫxpi = uzi ∈
BE(M,τ), for i = 1, 2, . . . , k and x + ǫx
∑k
i=1 pi = uzk+1 ∈ BE(M,τ). Note that for
any non-zero projection q ≤ e|x|(0, β] ≤ s(x) we have that xq 6= 0. Therefore the
collection {−ǫxpi}ki=1 is linearly independent, and x cannot be a k-extreme point.
Therefore e|x|(0, β] = 0 for all β < µ(∞, x). Hence e|x|(0, µ(∞, x)) = 0 and
s(x) = e|x|(0,∞) = e|x|[µ(∞, x),∞). Consequently,
|x| =
∫
[µ(∞,x),∞)
λde|x|(λ) ≥ µ(∞, x)e|x|[µ(∞, x),∞) = µ(∞, x)s(x).

The inequality |x| ≥ µ(∞, x)s(x) can be expressed in an equivalent way as
follows.
Lemma 3.4. Let x ∈ S (M, τ) and µ(∞, x) > 0. Then the conditions |x| ≥
µ(∞, x)s(x) and e|x|(0, µ(∞, x)) = 0 are equivalent.
Proof. It follows from the last paragraph of the proof of Lemma 3.3 that if e|x|(0, µ(∞, x)) =
0 then |x| ≥ µ(∞, x)s(x).
For the converse, assume that |x| ≥ µ(∞, x)s(x). Since for any α > 0, e|x|(0, α] ≤
s(x) and |x| commutes with e|x|(0, α], we have that |x| e|x|(0, α] ≥ µ(∞, x)e|x|(0, α].
Suppose that there exists 0 < α < µ(∞, x) such that e|x|(0, α] 6= 0. Then
|x| e|x|(0, α] =
∫
(0,α]
λde|x|(λ) ≤ α
∫
(0,α]
de|x|(λ) = αe|x|(0, α]
≤ µ(∞, x)e|x|(0, α],
and αe|x|(0, α] 6= µ(∞, x)e|x|(0, α]. Hence for all α < µ(∞, x), e|x|(0, α] = 0.
Therefore e|x|(0, µ(∞, x)) = ∨0<α<µ(∞,x)e
|x|(0, α] = 0. 
Theorem 3.5. Suppose that M is a non-atomic von Neumann algebra with a σ-
finite trace τ . If x is a k-extreme point of BE(M,τ) then µ(x) is a k-extreme point
of BE and either
(i) µ(∞, x) = 0 or
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
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Proof. Suppose that x is a k-extreme point of the unit ball in E(M, τ). By Lemma
3.2 and 3.3 conditions (i) or (ii) are satisfied.
Let
(3.1) µ(x) =
1
k + 1
k+1∑
i=1
fi, where fi ∈ SE , i = 1, 2, . . . , k + 1.
To prove that µ(x) is k-extreme we need to show that f1, f2, . . . , fk+1 are linearly
dependent. Let
p = s(|x| − µ(∞, x)s(x)) = e|x|(µ(∞, x),∞).
By Corollary 1.10, there exist a projection q ∈ P(M), a non-atomic commutative
von Neumann subalgebra N ⊂ qMq and a ∗-isomorphism V acting from the ∗-
algebra S ([0, τ(1)) ,m) into the ∗-algebra S(N , τ), such that
V µ(x) = |x| q and µ(V (f)) = µ(f) for all f ∈ S ([0, τ(1)),m) .
Moreover, there are three choices of q: (1) q = 1 whenever τ(s(x)) < ∞, (2)
q = s(x) if τ(s(x)) =∞ and τ(p) <∞, or (3) q = p if τ(p) =∞.
Applying now isomorphism V to the equation (3.1),
(3.2) |x| q = V µ(x) =
1
k + 1
k+1∑
i=1
V (fi).
Case (1). Let τ(s(x)) < ∞ and q = 1. Since s(x) ∼ s(x∗) and τ(s(x)) < ∞,
by [25, Chapter 5, Proposition 1.38] n(x) ∼ n(x∗). Then by [9, Lemma 2.6] there
exists an isometry w such that x = w |x|. Therefore by (3.2) we have
x =
1
k + 1
k+1∑
i=1
wV (fi),
and wV (f1), wV (f2), . . . , wV (fk+1) are linearly dependent. Since w and V are
isometries f1, f2, . . . , fk+1 are linearly dependent.
Case (2). Suppose that τ(s(x)) =∞, τ(p) <∞, and q = s(x). Let x = u |x| be
the polar decomposition of x. By (3.2)
x =
1
k + 1
k+1∑
i=1
uV (fi),
where uV (fi) ∈ BE(M,τ), i = 1, 2, . . . , k + 1. Since x is k-extreme there exist
constants C1, C2, . . . , Ck+1, such that
∑k+1
i=1 Ci 6= 0 and
∑k+1
i=1 CiuV (fi) = 0. How-
ever q = s(x) is an identity in the von Neumann algebra N ⊂ s(x)Ms(x) and so
u∗uV (fi) = s(x)V (fi) = V (fi). Consequently,
k+1∑
i=1
CiV (fi) = 0
and since V is injective f1, f2, . . . , fk+1 are linearly dependent.
Case (3). Consider now the case when q = p = e|x|(µ(∞, x),∞) and τ(p) =∞.
Thus in view of Lemma 3.4, q⊥ = e|x|{0}+ e|x|{µ(∞, x)} ≥ e|x|{µ(∞, x)}.
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For each i = 1, 2, . . . , k + 1, choose 0 ≤ αi ≤ µ(∞, fi) such that
1
k+1
∑k+1
i=1 αi =
µ(∞, x). Such constants exist, since by [14, Lemma 2.5] for all t > 0
µ(t, x) = µ
(
t,
1
k + 1
k+1∑
i=1
fi
)
≤
1
k + 1
k+1∑
i=1
µ
(
t
k + 1
, fi
)
,
and so µ(∞, x) ≤ 1k+1
∑k+1
i=1 µ(∞, fi).
Define operators xi = V (fi)+αie
|x|{µ(∞, x)}. Observe that since q is an identity
in N , q⊥V (fi) = V (fi)q
⊥ = 0, and so e|x|{µ(∞, x)}V (fi) = V (fi)e
|x|{µ(∞, x)} =
0. Furthermore αi ≤ µ(∞, fi) = µ(∞, V (fi)), and hence by Corollary 1.6, µ(xi) =
µ(V (fi)) = µ(fi). Hence xi ∈ BE(M,τ) for all i = 1, 2, . . . , k + 1. We have now by
(3.2) that
|x| = |x| q + |x| e|x|{µ(∞, x)} = |x| q + µ(∞, x)e|x|{µ(∞, x)}
=
1
k + 1
k+1∑
i=1
V (fi) +
1
k + 1
k+1∑
i=1
αie
|x|{µ(∞, x)} =
1
k + 1
k+1∑
i=1
xi.
Using the polar decomposition x = u |x|,
x =
1
k + 1
k+1∑
i=1
uxi =
1
k + 1
k+1∑
i=1
(uV (fi) + αiue
|x|{µ(∞, x)}),
and ux1, ux2, . . . , uxk+1 are linearly dependent. Since two components of xi, uV (fi)
and αiue
|x|{µ(∞, x)} have disjoint supports, uV (f1), . . . , uV (fk+1) are linearly de-
pendent. Moreover q ≤ s(x), and so u∗uV (fi) = s(x)V (fi) = s(x)qV (fi) =
qV (fi) = V (fi). Since V is an isometry, f1, f2, . . . , fk+1 are linearly dependent. 
In order to show the converse statement of Theorem 3.5 we need several prelim-
inary results.
Lemma 3.6. Let x ∈ SE(M,τ) and µ(x) be a k-extreme point of BE. If x =
1
k+1
∑k+1
i=1 xi, where xi ∈ BE(M,τ), then µ(x) =
1
k+1
∑k+1
i=1 µ(xi).
Proof. Let x ∈ SE(M,τ) and x =
1
k+1
∑k+1
i=1 xi, where xi ∈ BE(M,τ). Since µ(x) ≺
1
k+1
∑k+1
i=1 µ(xi), where
1
k+1
∑k+1
i=1 µ(xi) ∈ BE , the claim follows by Corollary 2.7.

Proposition 3.7. Let x ∈ SE(M,τ) be such that µ(x) is a k-extreme point of BE,
µ(∞, x) > 0 and x ≥ µ(∞, x)s(x). Let x = 1k+1
∑k+1
i=1 xi, where xi ∈ SE(M,τ),
xi ≥ 0, i = 1, 2, . . . , k + 1. Then for every i = 1, 2, . . . , k + 1, xi ≥ µ(∞, xi)s(xi).
Moreover, if for some i, µ(∞, xi) > 0 then s(xi) = s(x).
Proof. Let µ(x) be k-extreme in E, µ(∞, x) > 0, x ≥ µ(∞, x)s(x), and x =
1
k+1
∑k+1
i=1 xi, where xi ∈ SE(M,τ), xi ≥ 0, for i = 1, 2, . . . , k+1. By the assumption
µ(∞, x) > 0, τ(1) =∞.
Observe first that we can assume without loss of generality thatM is non-atomic.
If not, we can consider new elements 1⊗x,1⊗xi ∈ SE(A,κ), i = 1, 2, . . . , k+1, where
A = N ⊗M is a non-atomic von Neumann algebra (see Remark 1.11) and 1⊗x =
1
k+1
∑k+1
i=1 1⊗xi. Observe that µ˜(∞,1⊗x) = µ(∞, x) and µ˜(∞,1⊗xi) = µ(∞, xi).
Moreover, s(x) = s(xi) if and only if s(1⊗x) = 1 ⊗ s(x) = 1 ⊗ s(xi) = s(1⊗xi).
Finally, 1⊗x−µ˜(∞,1⊗x)s(1⊗x) = 1⊗x−µ(∞, x)1⊗s(x) = 1⊗(x−µ(∞, x)s(x)),
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and so x ≥ µ(∞, x)s(x) if and only if 1⊗x ≥ µ(∞,1⊗x)s(1⊗x). The same is true
for xi. Therefore all the conditions in the proposition for x and xi are equivalent
to the corresponding conditions for 1⊗x and 1⊗xi.
We will show first that if µ(∞, xi) > 0 then s(xi) = s(x), i = 1, 2, . . . , k +
1. Observe that 0 = n(x)xn(x) = 1k+1
∑k+1
i=1 n(x)xin(x), where n(x)xin(x) ≥ 0.
Hence n(x)xin(x) = 0, and so xin(x) = 0. Consequently n(xi) ≥ n(x), i =
1, 2, . . . , k + 1. Thus by Lemma 3.6,
x+ µ(∞, x)n(x) =
1
k + 1
k+1∑
i=1
xi + µ(∞, x)n(x) =
1
k + 1
k+1∑
i=1
xi
+
1
k + 1
k+1∑
i=1
µ(∞, xi)n(x) ≤
1
k + 1
k+1∑
i=1
(xi + µ(∞, xi)n(xi)).
(3.3)
Note that by Proposition 1.5 (1), µ(x+µ(∞, x)n(x)) = µ(x) and µ(xi+µ(∞, xi)n(xi)) =
µ(xi), i = 1, 2, . . . , k+1. Furthermore, since µ(x) is k-extreme, Lemma 3.6 implies
that µ(x) = 1k+1
∑k+1
i=1 µ(xi). Therefore in view of (3.3),
µ(x) = µ(x+ µ(∞, x)n(x)) ≤ µ
(
1
k + 1
k+1∑
i=1
(xi + µ(∞, xi)n(xi))
)
≺
1
k + 1
k+1∑
i=1
µ(xi + µ(∞, xi)n(xi)) =
1
k + 1
k+1∑
i=1
µ(xi) = µ(x),
and so
µ(x+ µ(∞, x)n(x)) = µ
(
1
k + 1
k+1∑
i=1
(xi + µ(∞, xi)n(xi))
)
.
However, x+µ(∞, x)n(x) ≤ 1k+1
∑k+1
i=1 (xi+µ(∞, xi)n(xi)) and x+µ(∞, x)n(x) ≥
µ(∞, x)1. By Proposition 1.5 (5) and in view of (3.3),
x+ µ(∞, x)n(x) =
1
k + 1
k+1∑
i=1
(xi + µ(∞, xi)n(xi))(3.4)
=
1
k + 1
k+1∑
i=1
(xi + µ(∞, xi)n(x)) .
Hence if µ(∞, xi) > 0 then n(x) = n(xi) and s(x) = s(xi).
We will show next that xi ≥ µ(∞, xi)s(xi), i = 1, 2, . . . , k + 1.
Assume first that s(x) = 1. Hence n(x) = ex{0} = 0. Then x ≥ µ(∞, x)1 and
in view of Lemma 3.4, n(x) = ex[0, µ(∞, x)) = 0. Moreover, as observed in Lemma
3.6, µ(x) = 1k+1
∑k+1
i=1 µ(xi).
Let 0 < λ < τ(1) = ∞. Choose by Lemma 1.2 a projection pλ such that
τ(pλ) = λ and
(3.5) ex (µ(λ, x),∞)) ≤ pλ ≤ e
x [µ(λ, x),∞)) .
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By Lemma 1.3, τ(xpλ) =
∫ τ(pλ)
0
µ(x). Therefore
1
k + 1
k+1∑
i=1
τ(xipλ) = τ(xpλ) =
∫ τ(pλ)
0
µ(x) =
1
k + 1
k+1∑
i=1
∫ τ(pλ)
0
µ(xi).
Since µ(xipλ) ≺ µ(xi)χ[0,τ(pλ)), and so τ(xipλ) =
∫∞
0 µ(xipλ) ≤
∫ τ(pλ)
0 µ(xi), it
follows that
τ(xipλ) =
∫ τ(pλ)
0
µ(xi),
for i = 1, 2, . . . , k + 1. Consequently, Lemma 1.4 implies that
(3.6) exi (µ(λ, xi),∞)) ≤ pλ ≤ e
xi [µ(λ, xi),∞)) , i = 1, 2, . . . , k + 1.
Denote by p = ∨λ>0pλ. Since ∨λ>0ex (µ(λ, x),∞) = ex (µ(∞, x),∞) and ∨λ>0ex [µ(λ, x),∞) ≤
ex [µ(∞, x),∞), relation (3.5) implies that
ex (µ(∞, x),∞) ≤ p ≤ ex [µ(∞, x),∞) .
Similarly by (3.6),
exi (µ(∞, xi),∞) ≤ p ≤ e
xi [µ(∞, xi),∞) , i = 1, 2, . . . , k + 1.
Let j ∈ {1, 2, . . . , k + 1} be fixed. Then
ex (µ(∞, x),∞) ≤ exj [µ(∞, xj),∞) ,(3.7)
and
exi (µ(∞, xi),∞) ≤ e
xj [µ(∞, xj),∞) for all i = 1, 2, . . . , k + 1.(3.8)
Assume that µ(∞, xj) > 0. We will show next that exj [0, µ(∞, xj)) = 0. Sup-
pose to the contrary that exj [0, µ(∞, xj)) 6= 0. Choose 0 < λ0 < µ(∞, xj) such that
exj [0, λ0] 6= 0. Since M is non-atomic and τ is semi-finite, there exists a non-zero
projection q ≤ exj [0, λ0] and q 6= exj [0, λ0], with τ(q) < ∞. Note first that by
(3.7) and the fact that ex[0, µ(∞, x)) = 0, q ≤ exj [0, µ(∞, xj)) ≤ e
x[0, µ(∞, x)] =
ex{µ(∞, x)}. Hence by spectral representation of x
xq = xex{µ(∞, x)}q = µ(∞, x)ex{µ(∞, x)}q = µ(∞, x)q.
Consequently,
k+1∑
i=1
τ(xiq) = τ
(
k+1∑
i=1
xiq
)
= τ((k + 1)xq) = (k + 1)τ(µ(∞, x)q)(3.9)
=
k+1∑
i=1
µ(∞, xi)τ(q).
By (3.8), q ≤ exj [0, µ(∞, xj)) ≤ exi [0, µ(∞, xi)] for all i = 1, 2, . . . , k + 1. Since
0 ≤ xiexi [0, µ(∞, xi)] ≤ µ(∞, xi)exi [0, µ(∞, xi)] we have
τ(xiq) = τ(xie
xi [0, µ(∞, xi)]q) = τ(qxie
xi [0, µ(∞, xi)]q)
≤ τ(qµ(∞, xi)e
xi [0, µ(∞, xi)]q) = τ(µ(∞, xi)e
xi [0, µ(∞, xi)]q)
= τ(µ(∞, xi)q) = µ(∞, xi)τ(q),
for all i = 1, 2, . . . , k + 1. Therefore (3.9) implies that
τ(xiq) = µ(∞, xi)τ(q), for all i = 1, 2, . . . , k + 1.
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In particular we get that τ(xjq) = µ(∞, xj)τ(q). In view of 0 < τ(q) <∞ we must
have
τ(xjq) = τ(qxje
xj [0, λ0]q) ≤ τ(qλ0e
xj [0, λ0]q) = τ(λ0q) = λ0τ(q)
< µ(∞, xj)τ(q),
which is impossible. Consequently exj [0, µ(∞, xj)) = 0. By the first part of the
proof, n(x) = n(xj) = e
xj{0} = 0, and by Lemma 3.4, xj ≥ µ(∞, xj)1. Since
the same follows instantly for those xi’s for which µ(∞, xi) = 0, we have that
xi ≥ µ(∞, xi)1 for all i = 1, 2, . . . , k + 1.
Consider now the general case, when s(x) is not necessarily an identity. Recall
that by Proposition 1.5 (1), µ(x+µ(∞, x)n(x)) = µ(x) and µ(xi+µ(∞, xi)n(xi) =
µ(xi), i = 1, 2, . . . , k+1. We also have by (3.4) that x+µ(∞, x)n(x) =
1
k+1
∑k+1
i=1 (xi + µ(∞, xi)n(xi)).
Clearly s(x+ µ(∞, x)n(x)) = 1 and x+ µ(∞, x)n(x) ≥ µ(∞, x)1.
We will repeat the above argument to the operators x + µ(∞, x)n(x), xi +
µ(∞, xi)n(xi) instead of x, xi, respectively. Consequently, it follows that xi +
µ(∞, xi)n(xi) ≥ µ(∞, xi)1 and xi ≥ µ(∞, xi)s(xi) for all i = 1, 2, . . . , k + 1. 
Lemma 3.8. Suppose µ(x) is k-extreme, x = 1k+1
∑k+1
i=1 bi ≤
1
k+1
∑k+1
i=1 ai, ai, bi ∈
BE(M,τ) and ai ≺ bi, i = 1, 2, . . . , k+1. Then µ(ai) = µ(bi) for all i = 1, 2, . . . , k+
1.
If in addition µ(∞, x) = 0 then ai = bi, for all i = 1, 2, . . . , k + 1.
Proof. By Lemma 3.6 and in view of ai ≺ bi, µ(x) =
1
k+1
∑k+1
i=1 µ(bi) ≤ µ(
1
k+1
∑k+1
i=1 ai) ≺
1
k+1
∑k+1
i=1 µ(ai) ≺
1
k+1
∑k+1
i=1 µ(bi) = µ(x). Hence µ(x) =
1
k+1
∑k+1
i=1 µ(ai) =
1
k+1
∑k+1
i=1 µ(bi), and so for all t > 0,
k+1∑
i=1
∫ t
0
(µ(bi)− µ(ai)) = 0.
Since for all i = 1, 2, . . . , k + 1, µ(ai) ≺ µ(bi) we have that
∫ t
0 (µ(bi)− µ(ai)) ≥ 0,
t > 0. Therefore µ(ai) = µ(bi), i = 1, 2, . . . , k + 1.
Suppose now that µ(∞, x) = 0. Then clearly µ(∞, ai) = µ(∞, bi) = 0 for all
i = 1, 2, . . . , k + 1. Note that
x =
1
k + 1
k+1∑
i=1
bi ≤
1
k + 1
k+1∑
i=1
ai + bi
2
,
where ai+bi2 ≺ bi. By the previous argument, µ(bi) = µ
(
ai+bi
2
)
. Therefore µ(ai) =
µ(bi) = µ
(
ai+bi
2
)
, and Proposition 1.5 (3) implies that ai = bi, i = 1, 2, . . . , k +
1. 
Lemma 3.9. Suppose that µ(x) is k-extreme, |x| ≥ µ(∞, x)s(x), and x = 1k+1
∑k+1
i=1 ai =
1
k+1
∑k+1
i=1 bi, ai, bi ∈ BE(M,τ). If ai ≺ bi and ai, bi ≥ 0 for all i = 1, 2, . . . , k + 1
then ai = bi, i = 1, 2, . . . , k + 1.
Proof. Note that if ai ≥ 0 for all i = 1, 2, . . . , k + 1, then x = |x|. Since |x| =
1
k+1
∑k+1
i=1 ai =
1
k+1
∑k+1
i=1 bi =
1
k+1
∑k+1
i=1
ai+bi
2 , by Lemma 3.8,
µ(ai) = µ(bi) = µ
(
ai + bi
2
)
.
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Denote by Ci = µ(∞, ai) = µ(∞, bi) = µ(∞,
ai+bi
2 ). In case of µ(∞, x) > 0,
Proposition 3.7 guarantees that if Ci > 0 then ai ≥ Cis(x), bi ≥ Cis(x) and
ai+bi
2 ≥ Cis(x), and also s(ai) = s(bi) = s(
ai+bi
2 ) = s(x). Hence in view of
Proposition 1.5 (2),
µ(ai − Cis(x)) = µ(ai)− Ci = µ(bi)− Ci = µ(bi − Cis(x)) = µ
(
ai + bi
2
)
−Ci = µ
(
ai + bi
2
− Cis(x)
)
= µ
(
ai − Cis(x) + bi − Cis(x)
2
)
.
Clearly if Ci = 0 the above equalities hold. We have now that ai − Cis(x), bi −
Cis(x) ∈ S0 (M, τ), and so by Proposition 1.5 (3) it follows that ai = bi, i =
1, 2, . . . , k + 1. 
Lemma 3.10. Suppose that µ(x) is k-extreme, |x| = 1k+1
∑k+1
i=1 xi, xi ∈ BE(M,τ)
and either µ(∞, x) = 0 or |x| ≥ µ(∞, x)s(x). Then n(x)xi = xin(x) = 0 if and
only if xi ≥ 0, i = 1, 2, . . . , k + 1.
Proof. Assume first that for all j = 1, 2, . . . , k + 1, n(x)xj = xjn(x) = 0. Denote
by Re (xj) =
xj + x
∗
j
2
, j = 1, 2, . . . , k + 1. Since Re (xj) ≤ |Re (xj)| we have that
(3.10) |x| =
1
k + 1
k+1∑
j=1
xj =
1
k + 1
k+1∑
j=1
Re (xj) ≤
1
k + 1
k+1∑
j=1
|Re (xj)| .
By Lemma 3.6, µ(x) ≤ µ( 1k+1
∑k+1
j=1 |Re (xj)|) ≺
1
k+1
∑k+1
j=1 µ(Re (xj)) = µ(x), and
so
µ(x) = µ

 1
k + 1
k+1∑
j=1
|Re (xj)|

 .
By assumption xjn(x) = n(x)xj = 0, and so Re (xj)n(x) = n(x)Re (xj) = 0.
Thus n(x)
(
1
k+1
∑k+1
j=1 Re (xj)
)
=
(
1
k+1
∑k+1
j=1 Re (xj)
)
n(x) = 0. Denote by C =
µ(∞, x) = µ
(
∞, 1k+1
∑k+1
j=1 |Re (xj)|
)
. By Corollary 1.6,
µ(|x|+ Cn(x)) = µ(x) = µ

 1
k + 1
k+1∑
j=1
|Re (xj)|


= µ

 1
k + 1
k+1∑
j=1
|Re (xj)|+ Cn(x)

 .
Since C1 ≤ |x|+Cn(x) ≤ 1k+1
∑k+1
j=1 |Re (xj)|+Cn(x), Proposition 1.5 (5) implies
that |x| = 1k+1
∑k+1
j=1 |Re (xj)| =
1
k+1
∑k+1
j=1 Re (xj). Since for all j = 1, 2, . . . , k+1,
Re (xj) ≤ |Re (xj)| we get the equality Re (xj) = |Re (xj)|.
We will show next that Im (xj) = 0 and therefore xj = Re (xj). Note that
Re (xj) ≺ xj , j = 1, 2, . . . , k + 1. Thus by Lemma 3.8 and (3.10) we have µ(xj) =
µ(Re (xj)). Let Cj = µ(∞, xj) = µ(∞,Re (xj)), j = 1, 2, . . . , k + 1. Then
µ(xj + Cjn(x)) = µ(xj) = µ(Re (xj)) = µ(Re (xj) + Cjn(x)),
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and therefore
µ(Re (xj) + Cjn(x) + iIm (xj)) = µ(Re (xj) + Cjn(x)).
Observe that by (3.10), if µ(∞, x) > 0 and Cj > 0, Proposition 3.7 implies that
Re (xj) + Cjn(x) ≥ Cj1. Clearly, the same is true for Cj = 0 and also for the
case µ(∞, x) = 0 since µ(x) = 1k+1
∑k+1
j=1 µ(xj). Thus by Proposition 1.5 (6) for all
j = 1, 2, . . . , k + 1, Im (xj) = 0 and xj = Re (xj) ≥ 0.
For the converse assume that xj ≥ 0, for all j = 1, 2, . . . , k + 1. Then 0 =
n(x) |x| n(x) = 1k+1
∑k+1
j=1 n(x)xjn(x). Since n(x)xjn(x) ≥ 0 it follows that n(x)xjn(x) =
0. Consequently xjn(x) = 0 and n(x)xj = (xjn(x))
∗ = 0, for all j = 1, 2, . . . , k + 1
. 
Lemma 3.11. Suppose that µ(x) is k-extreme, |x| = 1k+1
∑k+1
i=1 xi, xi ∈ BE(M,τ),
i = 1, 2, . . . , k + 1, and µ(∞, x) = 0. Then xi ≥ 0 for all i = 1, 2, . . . , k + 1.
Proof. Consider the equations
|x| =
1
k + 1
k+1∑
i=1
xi =
1
k + 1
k+1∑
i=1
x∗i i = 1, 2, . . . , k + 1.
By Lemma 3.8, xi = x
∗
i , and consequently
|x| =
1
k + 1
k+1∑
i=1
xi ≤
1
k + 1
k+1∑
i=1
|xi| .
By Lemma 3.6, µ(x) = 1k+1
∑k+1
i=1 µ(xi), and so µ(x) = µ(
1
k+1
∑k+1
i=1 |xi|). As an
immediate consequence of Proposition 1.5 (5) we have that |x| = 1k+1
∑k+1
i=1 |xi| =
1
k+1
∑k+1
i=1 xi. Since xi ≤ |xi| the equality xi = |xi| follows. 
Lemma 3.12. Let µ(x) be k-extreme and |x| = 1k+1
∑k+1
i=1 |xi|, xi ∈ BE(M,τ),
i = 1, 2, . . . , k + 1. If |x| ≥ µ(∞, x)1 then for all i = 1, 2, . . . , k + 1,
|xi| e
|x|{µ(∞, x)} = µ(∞, xi)e
|x|{µ(∞, x)}.
Proof. Observe first that in view of Lemma 3.6, if µ(∞, x) = 0 then we must have
µ(∞, xi) = 0 for all i = 1, 2, . . . , k + 1. Then the hypothesis becomes |xi|n(x) = 0,
and it follows by Lemma 3.10.
Assume now that µ(∞, x) > 0 and therefore 1 = s(x) = e|x|[µ(∞, x),∞) (see
Lemma 3.4). We will show first that for all i = 1, 2, . . . , k + 1 we have
e|x|{µ(∞, x)} ∧ e|xi|(µ(∞, xi),∞) = 0.
Fix j ∈ {1, 2, . . . , k + 1} and assume that for some s > µ(∞, xj) the projection
pj = e
|x|{µ(∞, x)} ∧ e|xj |(s,∞) 6= 0.
Clearly τ(pj) ≤ τ(e|xj |(s,∞)) <∞ and
|x| pj = |x| e
|x|{µ(∞, x)}pj = µ(∞, x)e
|x|{µ(∞, x)}pj = µ(∞, x)pj .
Moreover, by Proposition 3.7 we have that for all i = 1, 2, . . . , k + 1, |xi| ≥
µ(∞, xi)s(xi). We also have that if µ(∞, xi) > 0 then s(xi) = s(x) = e|x|[µ(∞, x),∞),
and so pj ≤ s(xi), i = 1, 2, . . . , k + 1. Hence it follows that
pj |xi| pj ≥ µ(∞, xi)pjs(xi)pj = µ(∞, xi)pj ,
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and τ(|xi| pj) = τ(pj |xi| pj) ≥ µ(∞, xi)τ(pj). Furthermore,
pj |xj | pj = pj |xj | e
|xj |(s,∞)pj ≥ spje
|xj|(s,∞)pj = spj ,
and consequently τ(|xj | pj) ≥ sτ(pj) > µ(∞, xj)τ(pj).
Recall that if µ(x) is k-extreme and |x| = 1k+1
∑k+1
i=1 |xi| then by Lemma 3.6,
µ(x) = 1k+1
∑k+1
i=1 µ(xi). Therefore
µ(∞, x)τ(pj) = τ(|x| pj) =
1
k + 1
k+1∑
i=1
τ(|xi| pj) =
1
k + 1
k+1∑
i=1, i6=j
τ(|xi| pj)
+
1
k + 1
τ(|xj | pj) >
1
k + 1
k+1∑
i=1, i6=j
µ(∞, xi)τ(pj) +
1
k + 1
µ(∞, xj)τ(pj)
=
1
k + 1
k+1∑
i=1
µ(∞, xi)τ(pj) = µ(∞, x)τ(pj),
which contradicts the assumption that pj 6= 0. Consequently e|x|{µ(∞, x)} ∧
e|xj |(s,∞) = 0 for all s > µ(∞, xj) and
e|x|{µ(∞, x)} ∧ e|xj |(µ(∞, xj),∞) = 0.
If µ(∞, xj) = 0, then clearly e|xj |(µ(∞, xj),∞)⊥ = e|xj|{µ(∞, xj)}. On the other
hand, if µ(∞, xj) > 0, then by Proposition 3.7 and Lemma 3.4, e|xj |{0} = n(xj) =
n(x) = 0 and e|xj |(0, µ(∞, xj)) = 0. Hence we also have e|xj |(µ(∞, xj),∞)⊥ =
e|xj |{µ(∞, xj)}. Thus e
|x|{µ(∞, x)} = e|x|{µ(∞, x)}∧(e|xj |(µ(∞, xj),∞)∨e
|xj|{µ(∞, xj)}) =
e|x|{µ(∞, x)} ∧ e|xj |{µ(∞, xj)} ≤ e|xj|{µ(∞, xj)}. Therefore
xje
|x|{µ(∞, x)} = xje
|xj |{µ(∞, xj)}e
|x|{µ(∞, x)}
= µ(∞, xj)e
|xj |{µ(∞, xj)}e
|x|{µ(∞, x)}
= µ(∞, xj)e
|x|{µ(∞, x)},
and since j was arbitrary the claim follows. 
Theorem 3.13. LetM be a von Neumann algebra with a faithful, normal, σ- finite
trace τ and E be a strongly symmetric function space. An element x ∈ SE(M,τ) is
a k-extreme point of BE(M,τ) whenever µ(x) is a k-extreme point of BE and one
of the following conditions holds:
(i) µ(∞, x) = 0,
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
Proof. Assume first that M is non-atomic. Suppose that
(3.11) x =
1
k + 1
k+1∑
i=1
xi, where xi ∈ BE(M,τ), i = 1, 2, . . . , k + 1.
Let x = u |x| be the polar decomposition of x. Then
(3.12) |x| =
1
k + 1
k+1∑
i=1
u∗xi =
1
k + 1
k+1∑
i=1
u∗xis(x),
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and
(3.13) x =
1
k + 1
k+1∑
i=1
xi =
1
k + 1
k+1∑
i=1
s(x∗)xi.
Consider first the case when |x| ≥ µ(∞, x)1. Note that if µ(∞, x) > 0 then
s(x) = 1 and uu∗ = u∗u = 1.
If µ(∞, x) = 0 it follows by Lemma 3.11 and (3.12) that u∗xi ≥ 0 for all i =
1, 2, . . . , k + 1. Moreover, (3.13) combined with Lemma 3.8 implies that s(x∗)xi =
xi.
If µ(∞, x) > 0 and consequently n(x) = 0, by Lemma 3.10 we also have that
u∗xi ≥ 0. Clearly since s(x∗) = 1 we also have xi = s(x∗)xi for all i = 1, 2, . . . , k+1.
Furthermore in either case, µ(xi) = µ(uu
∗xi) ≤ µ(u∗xi) ≤ µ(xi), and so µ(xi) =
µ(u∗xi), i = 1, 2, . . . , k + 1. Therefore we always have
(3.14) u∗xi ≥ 0, s(x
∗)xi = xi, and µ(u
∗xi) = µ(xi), i = 1, 2, . . . , k + 1.
Note that by Lemma 3.6, µ(x) = 1k+1
∑k+1
i=1 µ(xi). Since µ(x) is k-extreme, there
exist constants C1, C2, . . . , Ck+1 not all vanishing such that
(3.15)
k+1∑
i=1
Ciµ(xi) = 0.
Consider now the operator |x| − µ(∞, x)1 ∈ S+0 (M, τ) and denote by
p = s(|x| − µ(∞, x)1) = e|x|(µ(∞, x),∞).
Lets define a projection q in the following way.
(1) q = 1 if τ(s(x)) <∞,
(2) q = s(x) if τ(s(x)) =∞ and τ(p) <∞,
(3) q = p if τ(s(x)) =∞ and τ(p) =∞.
Then by Corollary 1.10 there are a non-atomic, commutative von Neumann algebra
N ⊂ qMq and a ∗-isomorphism V from S([0, τ(1)),m) into S(N , τ) such that
V µ(x) = |x| q and µ(V (f)) = µ(f), for all f ∈ S([0, τ(1)),m).
By (3.12),
|x| q =
1
k + 1
k+1∑
i=1
qu∗xiq,
and since µ(|x| q) = µ(x) is k-extreme, Lemma 3.6 guarantees that
1
k + 1
k+1∑
i=1
µ(xi) = µ(x) = µ(|x| q) =
1
k + 1
k+1∑
i=1
µ(qu∗xiq).
Clearly µ(qu∗xiq) ≤ µ(xi) and so µ(qu∗xiq) = µ(xi), for all i = 1, 2, . . . , k + 1.
Moreover applying V to the above equation we get the following
1
k + 1
k+1∑
i=1
qu∗xiq = |x| q = V µ(x) =
1
k + 1
k+1∑
i=1
V µ(qu∗xiq).
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We have µ(V µ(qu∗xiq)) = µ(qu
∗xiq) = µ(xi), and s(|x| q) = q. By Lemma 3.9,
V µ(qu∗xiq) = qu
∗xiq, i = 1, 2, . . . , k + 1. Applying now V to (3.15),
q
(
k+1∑
i=1
Ciu
∗xi
)
q =
k+1∑
i=1
Ciqu
∗xiq =
k+1∑
i=1
CiV µ(xi) = 0.
Hence
k+1∑
i=1
Ciu
∗xiq =
(
k+1∑
i=1
Ciu
∗xi
)
q = 0 and in view of (3.14), s(x∗)xi = xi, and
consequently
(3.16)
k+1∑
i=1
Cixiq = 0.
Case 1. Let τ(s(x)) <∞ and q = 1. Clearly by (3.16),
k+1∑
i=1
Cixi = 0.
Case 2. Assume that τ(s(x)) = ∞, τ(p) < ∞ and q = s(x). Note that if
µ(∞, x) = 0 then p = s(x). Therefore the case is only possible when µ(∞, x) > 0
and then s(x) = 1. Therefore q = 1 and again by (3.16),
k+1∑
i=1
Cixi = 0.
Case 3. Assume that τ(s(x)) = ∞, τ(p) = ∞ and q = p. If µ(∞, x) = 0,
q = e|x|(0,∞) and q⊥ = e|x|{0} = e|x|{µ(∞, x)}. If µ(∞, x) > 0 and so n(x) =
e|x|{0} = 0, we also have that q⊥ = e|x|{µ(∞, x)}.
Therefore by Lemma 3.12 in view of (3.12) and (3.14) we get u∗xiq
⊥ = µ(∞, xi)q⊥.
By (3.15),
k+1∑
i=1
Ciu
∗xiq
⊥ =
(
k+1∑
i=1
Ciµ(∞, xi)
)
q⊥ = 0.
Since by (3.14), s(x∗)xi = uu
∗xi = xi, the above equation becomes
k+1∑
i=1
Cixiq
⊥ = 0.
This combined with (3.16) implies that
k+1∑
i=1
Cixi = 0.
Consequently in either case x1, x2, . . . , xk+1 are linearly dependent, and x is k-
extreme.
We have shown that if µ(x) is a k-extreme point of BE and |x| ≥ µ(∞, x)1, then
x is a k-extreme point of BE(M,τ). In particular if µ(∞, x) = 0, the claim follows.
Assume now that µ(∞, x) > 0 and (ii) holds. By Lemma 3.6 and equations
(3.11) and (3.12),
µ(x) =
1
k + 1
k+1∑
i=1
µ(xi) =
1
k + 1
k+1∑
i=1
µ(u∗xis(x)).
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Since µ(u∗xis(x)) ≤ µ(xi), the equality µ(u∗xis(x)) = µ(xi) holds for all i =
1, 2, . . . , k + 1. Moreover by (3.11),
|x|+ µ(∞, x)n(x) =
1
k + 1
k+1∑
i=1
u∗xis(x) + µ(∞, x)n(x)
=
1
k + 1
k+1∑
i=1
(u∗xis(x) + µ(∞, xi)n(x)) .
Clearly n(x)u∗xis(x) = u
∗xis(x)n(x) = 0, and µ(∞, xi) = µ(∞, u∗xis(x)). Hence
by Corollary 1.6, µ (u∗xis(x) + µ(∞, xi)n(x)) = µ(u∗xis(x)) = µ(xi), and so u∗xis(x)+
µ(∞, xi)n(x) ∈ BE(M,τ), i = 1, 2, . . . , k + 1. Since µ(|x| + µ(∞, x)n(x)) = µ(x)
is k-extreme, where |x| + µ(∞, x)n(x) ≥ µ(∞, x)1, the previous case implies that
|x| + µ(∞, x)n(x) is k-extreme. Furthermore it follows from the first part of the
proof that for the constants C1, C2, . . . , Ck+1, not all equal to zero and such that
k+1∑
i=1
Ciµ (u
∗xis(x) + µ(∞, xi)n(x)) =
k+1∑
i=1
Ciµ(xi) = 0,
we have the corresponding equality for operators with the same constants Ci’s, that
is
k+1∑
i=1
Ci (u
∗xis(x) + µ(∞, xi)n(x)) = 0.
Since clearly
∑k+1
i=1 Ciµ(∞, xi) = 0, we have in fact that
k+1∑
i=1
Ciu
∗xis(x) = 0.
Recall that s(x∗) = uu∗, u∗ = s(x)u∗ = u∗uu∗ = u∗s(x∗). Multiplying the above
sum by u from the left and u∗ from the right we get
k+1∑
i=1
Cis(x
∗)xiu
∗s(x∗) = s(x∗)
(
k+1∑
i=1
Cixiu
∗
)
s(x∗) = 0.
Thus
∑k+1
i=1 Cixiu
∗s(x∗) =
∑k+1
i=1 Cixiu
∗ = 0, and
(3.17)
k+1∑
i=1
Cixis(x) = 0.
Observe that x∗ = 1k+1
∑k+1
i=1 x
∗
i and |x
∗| = u∗x∗. Repeating the same argument
as above for x∗ and x∗i ’s instead of x and xi’s, respectively, and using the complex
conjugate of the equality (3.15),
∑k+1
i=1 Ciµ(xi) = 0 we get
∑k+1
i=1 Cix
∗
i s(x
∗) = 0.
Hence
(3.18)
k+1∑
i=1
Cis(x
∗)xi = 0.
Consequently combining (3.17) and (3.18),
k+1∑
i=1
Cixi =
k+1∑
i=1
Cin(x
∗)xin(x).
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Since by [9, Lemma 3.3] the assumption n(x)Mn(x∗) = 0 implies that n(x)S (M, τ)n(x∗) =
0, so n(x∗)xin(x) = 0 for all i = 1, 2, . . . , k + 1. Therefore
k+1∑
i=1
Cixi = 0,
and x is a k-extreme point of BE(M,τ).
Let us suppose now thatM is not non-atomic, µ(x) is k-extreme, and (i) and (ii)
hold. Consider a non-atomic von Neumann algebra A with the trace κ, discussed
in Remark 1.11. Then 1⊗x ∈ S(A, κ), µ˜(1⊗x) = µ(x), and (i), (ii) are satisfied
for the operator 1⊗x (see the proof of Proposition 3.7). Hence by the first part
of the proof, 1⊗x is a k-extreme point of BE(A,κ). Since 1⊗x = π˜(x), where π˜ is
an isometry from E(M, τ) onto the subspace E(C1⊗M, κ) of E(A, κ), it follows
easily that x is a k-extreme point of BE(M,τ). 
Combining now the results of Theorems 3.5 and 3.13, we give a complete charac-
terization of k-extreme points in terms of their singular value functions, whenM is
a non atomic von Neumann algebra. For k = 1 we obtain the well-known theorem
on extreme points proved in [6].
Theorem 3.14. Let E be a strongly symmetric space on [0, τ(1)) and M be a
non-atomic, semifinite von Neumann algebra with a faithful, normal, σ-finite trace
τ . An operator x is a k-extreme point of BE(M,τ) if and only if µ(x) is a k-extreme
point of BE and one of the following, not mutually exclusive, conditions holds:
(i) µ(∞, x) = 0;
(ii) n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x).
Since in the commutative settings for any operator x, n(x) = n(x∗), the condi-
tions n(x)Mn(x∗) = 0 and |x| ≥ µ(∞, x)s(x) reduce to |x| ≥ µ(∞, x)1. There-
fore by the above theorem applied to the commutative von Neumann algebra
M = L∞[0, τ(1)) the following holds.
Corollary 3.15. Let E be a strongly symmetric function space. The following
conditions are equivalent:
(i) f is a k-extreme point of BE;
(ii) µ(f) is a k-extreme point of BE and |f | ≥ µ(∞, f).
The following simple observation will be useful in relating k-rotundity of E and
E(M, τ).
Lemma 3.16. If E is a k-rotund symmetric function space then E = E0, that is
µ(∞, f) = 0 for all f ∈ E.
Proof. Suppose to the contrary that E 6= E0, and so χ(0,∞) ∈ E. Without loss of
generality we can assume that ‖χ(0,∞)‖E = 1. Let f = χ(k+1,∞). Then µ(f) =
χ(0,∞) and f ∈ SE . For i = 1, 2, . . . , k, define
ui = −
1
k
χ(0,1) +
1
k
χ(i,i+1).
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Clearly, µ(f + ui) = χ(0,∞), and so f + ui ∈ SE . Moreover,∣∣∣∣∣f −
k∑
i=1
ui
∣∣∣∣∣ =
∣∣∣∣χ(0,1) − 1kχ(1,k+1) + χ(k+1,∞)
∣∣∣∣ = χ(0,1) + 1kχ(1,k+1)
+ χ(k+1,∞) ≤ χ(0,∞),
and also f −
∑k
i=1 ui ∈ BE . However u1, u2, . . . , uk are linearly independent, which
in view of Proposition 2.2 implies that f cannot be k-extreme. 
Corollary 3.17. Let M be a semi-finite von Neumann algebra, with a faithful,
normal, semi-finite trace τ . If a symmetric space E is k-rotund then E(M, τ) is
k-rotund. If in addition M is non-atomic, then k-rotundity of E(M, τ) implies
k-rotundity of E.
Proof. If E is k-rotund, then by Lemma 3.16 we have that E = E0. Let x ∈ SE(M,τ)
and x = 1k+1
∑k+1
i=1 xi, xi ∈ BE(M,τ). Then µ(x) is k-extreme. Since E = E0,
s(x) and s(xi), i = 1, 2, . . . , k + 1 are σ-finite projections. Set p = ∨
k+1
i=1 s(xi) ∨
s(x) ∨ s(x∗i ) ∨ s(x
∗). Then pxp = ps(x∗)xs(x)p = s(x∗)xs(x) = x and pxip = xi,
i = 1, 2, . . . , k + 1. Hence x, xi, i = 1, 2, . . . , k + 1, belong to the subspace which is
isometric to E(Mp, τp), where τp is σ-finite. By Theorem 3.13 (i), we get that x is
k-extreme in E(Mp, τp) and x1, x2, . . . , xk+1 are linearly dependent in E(Mp, τp).
Hence x1, x2, . . . , xk+1 are linearly dependent in E(M, τ), and so x is k- extreme
point of BE(M,τ). Consequently E(M, τ) is k-rotund.
Suppose now that M is non-atomic and E (M, τ) is k-rotund. Then E(Mp, τp)
is k-rotund for any projection p ∈ P (M). Let p ∈ P (M) be a σ-finite projection
with τ(p) = τ(1) (see e.g. [8, Lemma 1.13]). By Proposition 1.8, E is isometrically
embedded in E(Mp, τp) and therefore E is also k-rotund. 
4. Orbits and Marcinkiewicz spaces
We finish with a characterization of k-extreme points in the orbits of functions.
Letting g ∈ L1[0, α) + L∞[0, α), α ≤ ∞, the orbit of g is the set Ω(g) = {f ∈
L1[0, α) + L∞[0, α) : f ≺ g} [21]. Clearly the inequality f ≺ g is equivalent to
‖f‖MG := sup
t>0
∫ t
0
µ(f)∫ t
0
µ(g)
≤ 1.
Setting G(t) =
∫ t
0 µ(g), the Marcinkiewicz space MG is the set of all f ∈ L
0 such
that ‖f‖MG < ∞ [17, 18]. The space MG equipped with the norm ‖ · ‖MG is a
strongly symmetric function space. Therefore the orbit Ω(g) is the unit ball BMG
in the space MG.
Theorem 4.1. Let g ∈ L1[0, α) + L∞[0, α). Then the following are equivalent.
(i) f is an extreme point of Ω(g).
(ii) f is a k-extreme point of Ω(g).
(iii) µ(f) is a k-extreme point of Ω(g) and |f | ≥ µ(∞, f).
(iv) µ(f) = µ(g) and |f | ≥ µ(∞, f).
Proof. Clearly (i) implies (ii), and (ii) and (iii) are equivalent by Corollary 3.15.
The implication (iii) to (iv) follows by Corollary 2.7. We will show next that µ(g)
is an extreme point of Ω(g). Consequently if (iv) holds, µ(f) = µ(g) is an extreme
point of Ω(f) and by Corollary 3.15, (i) follows.
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Let µ(g) = 12h1 +
1
2h2, where h1, h2 ∈ Ω(g). Then for all s ∈ (0, α) we have that∫ s
0
µ(g) =
1
2
∫ s
0
h1 +
1
2
∫ s
0
h2 ≤
1
2
∫ s
0
µ(h1) +
1
2
∫ s
0
µ(h2)
≤
1
2
∫ s
0
µ(g) +
1
2
∫ s
0
µ(g) =
∫ s
0
µ(g).
Hence h1 = µ(h1) = µ(g) = µ(h2) = h2, and µ(g) is an extreme point of
Ω(g). 
As an immediate consequence we get the following result.
Corollary 4.2. Let MG be the Marcinkiewicz space and k be any natural number.
The function f is a k-extreme point of BMG if and only if µ(f) = µ(g) and |f | ≥
µ(∞, f). Consequently f is a k-extreme point of BMG if and only if f is an extreme
point of BMG .
We conclude the paper with a description of k-extreme points for another im-
portant class of orbits Ω′(g), 0 ≤ g ∈ L1[0, α), α <∞ [20, 23].
Recall that, given 0 ≤ g ∈ L1[0, α), α <∞, the orbit Ω′(g) is defined as
Ω′(g) = {0 ≤ f ∈ L1[0, α) : f ≺ g and ‖f‖1 = ‖g‖1}.
Lemma 4.3. Let 0 ≤ g ∈ L1[0, α), α < ∞. Then f is a k-extreme point of Ω′(g)
if and only if f ≥ 0 and f is a k-extreme point of Ω(g).
Proof. Suppose that f ≥ 0 is a k-extreme point of Ω(g). Then by Theorem 4.1,
µ(f) = µ(g) and so f ∈ Ω′(g). Consequently, f is a k-extreme point of Ω′(g).
Assume now that f is a k-extreme point of Ω′(g). Let f = 1k+1
∑k+1
i=1 fi where
fi ∈ Ω(g). Since f ≥ 0,
∫ α
0
f =
∫ α
0
g and fi ≺ g, we have∫ α
0
g =
∫ α
0
f =
∫ α
0
µ(f) ≤
1
k + 1
k+1∑
i=1
∫ α
0
µ(fi) ≤
∫ α
0
µ(g) =
∫ α
0
g.
Hence,
∫ α
0 µ(fi) =
∫ α
0 g, for i = 1, 2, . . . , k + 1.
Since 0 ≤ f = 1k+1
∑k+1
i=1 fi ≤
1
k+1
∑k+1
i=1 |fi| and∫ α
0
g =
∫ α
0
f =
∫ α
0
(
1
k + 1
k+1∑
i=1
fi
)
≤
∫ α
0
(
1
k + 1
k+1∑
i=1
|fi|
)
=
1
k + 1
k+1∑
i=1
‖fi‖1 =
∫ α
0
g,
it follows that fi = |fi| and fi ∈ Ω′(g), i = 1, 2, . . . , k+1. Therefore f1, f2, . . . , fk+1
are linearly dependent and f is a k-extreme point of Ω(g). 
The above lemma and Theorem 4.1 show that the sets of extreme and k-extreme
points for Ω′(g), 0 ≤ g ∈ L1[0, α), α < ∞, coincide. Consequently, the description
of extreme points of Ω′(g) presented in [23] applies also for k-extreme points.
Proposition 4.4. Let 0 ≤ g ∈ L1[0, α), α < ∞. Then f is a k-extreme point of
Ω′(g) if and only if µ(f) is a k-extreme point of Ω′(g). Moreover, the set of all
k-extreme points of Ω′(g) is given by
k-ext (Ω′(g)) = {0 ≤ f ∈ L1[0, α) : µ(f) = µ(g)}.
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