An [n, k, r]-hypergraph is a hypergraph :Yf = (V, E) whose vertex set V is partitioned into n k-element sets V1, V2, ... , Vn and for which, for each choice of r indices, 1 :::;; i1 < i2 < ... < ir :::;; n, there is exactly one edge e E E such that len Vii = 1 if i E {i1, i2, ... , ir} and otherwise le n Vii = 0. An independent transversal of an [n, k, r ]-hypergraph is a set T = {a1,a2, .. . ,an}~ V such that ai E Vi fori= 1, 2, ... ,nand e 1:. T for all e E E. The purpose of this note is to estimate fr(k), defined as the largest n for which any [n,k,r]-hypergraph has an independent transversal. The sharpest results are for r = 2 and for the case when k is small compared to r.
A sparse partite hypergraph is defined as a hypergraph :Yf = (V, E) whose vertex set Vis partitioned into n k-element sets V 1 , V 2 , ... , Vn and for which, for each choice of r indices, 1 :::;; i 1 < i 2 < ... < ir :::;; n, there is exactly one edge e E E such that len Vd = 1 if i E {i 1 , i 2 , ... , ir} otherwise len Vd = 0. Notice that a sparse partite hypergraph has kn vertices and (;) edges and if k = 1, it is a completer-uniform hypergraph on n vertices. If k 2: 2 and r < n, there are many non-isomorphic sparse partite hypergraphs and we shall use the term [n,k,r]-hypergraph for any of them. It is worth mentioning that the [n,k,r]-hypergraph whose vertex set is the union of pairwise disjoint edges seems to be an important one (in this case k = G=D ). That hypergraph is used, for example, by Ne8etfil and Rodl [3] in their construction of hypergraphs with large girth and large chromatic number.
.. , n. An independent transversal of :Yf is a set T = { a1, a2, ... , an} ~ V such that ai E Vi for i = 1, 2, ... , n and e ¢ T for all e E E.
The purpose of this note is to estimate fr(k ), defined as the largest n for which any [ n, k, r] -hypergraph has an independent transversal. To avoid trivial cases, it is always assumed that 2:::;; r < n, k 2: 2. The graph theoretical problem of estimating f 2 (k) arose in interest. This is determined within the constant factor 2e. It is easy to see that j 2 (2) = 3, but more work is needed to establish j 2 (3) = 7, h(2) = 5. As in the case of Ramsey numbers, exact values of fr(k) seem to be difficult to find, but the bounds are much better here. It seems interesting that the reasonably close lower and upper bounds are both found using the probabilistic method. The upper bound (Proposition 1) comes from the 'basic' method and the lower bound (Propositions 2 and 3) comes from the Local Lemma. From these bounds, asymptotics of fr(k) are given if k is small compared to r (Propositions 4 and 5). However, if r is fixed, the probabilistic upper bound has an extra log k factor. We could get rid of this only when r = 2 with a constructive example (Proposition 6). This, together with the lower bound of Theorem 2, gives the following: which might be a sign that f 2 (k) can be estimated more accurately. Indeed, Raphael
Yuster has reported [4] that it is possible to replace 2e by 2.1 using a constructive method. The authors also appreciate his valuable remarks leading to the revised version of this note.
Finally, let us mention that the probabilistic method has been applied to somewhat similar problems by Alon and Spencer (1) then fr(k) < n.
Proof. The probability space is of all [n, k, r]-hypergraphs on a fixed vertex set with equal probability. Let Ar be the event that a transversal T is independent. Clearly, then fr(k) ~ n.
It turns out that the bounds given by Propositions 1 and 3 are quite tight in the case when r is large and k is not much larger than r. Here and below Ot(u) denotes a quantity such that Ot(u)ju --+ 0 as t--+ oo. Proof. Let k :::;; exp exp(r / w(r)) for some function w(r) that tends to infinity with r. We may (and shall) assume that w(r) :::;; log r. Thus, in order to verify the assertion, it is enough to check whether (1) holds for n = (1 + 1/ .jW(!j)nk,r· But for such nk,r and r large enough we have
.(l)))
:::;; exp(n(exp(r/w(r))-exp(r/(2~))) < 1.
D
One can easily estimate the value of nk,r using Stirling's formula. Thus, from Theorem 1, we immediately get the following two consequences.
of k + 1 copies of Kk+l· Add to G further edges (e.g. the pairs covered by Ck+l and Ck+2) arbitrarily to get a [(k + 1) 2 , k, 2]-graph. To prove the proposition, we have to show that G has no independent transversals. Indeed, only k + 1 vertices can be chosen from each row to an independent transversal and this gives at most k(k + 1) < (k + 1) 
