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Abstract
One of the major challenges that investors face today in the energy mar-
ket is the riskiness if it comes to long-lived projects such as new power
generation assets. Especially, the additional uncertainty resulting from the
highly volatile carbon dioxide price renders those investments to be very
risky and incorrect decisions to be very costly. Thus, cautious evaluation of
the economic beneﬁts is necessary before deciding about such far-reaching
investments.
In six distinct but related essays, diﬀerent net present value and real
options (RO) models have been developed, that are suited especially for
such long-lived investments. All models are based on a multi-dimensional
stochastic price path modeling, representing the basic underlying assets such
as the price of electricity, carbon dioxide, and fuel. Caused by the diﬀerent
risks associated with each of the assets, special attention in this doctoral
thesis is drawn to the risk-adjusted evaluation of the future cash ﬂows. This
includes besides a time, technology, and state dependency also correlations
between cash ﬂows of subsequent periods as well as a possible extension of
an existing portfolio of power generation units.
Using technical speciﬁcations from the German “Leitstudie 2010”, which
provides projections for the required speciﬁcations till 2050, and market
data from the European Energy Exchange (EEX), diﬀerent scenarios have
been investigated.
In Chapter 2, an analytical three- and four-dimensional model was devel-
oped and applied to two alternative retroﬁt options which were compared
to a greenﬁeld CCS plant. The model results show that, in addition to the
cost of CCS, due to the loss in net eﬃciency and the variable CTS costs,
major uncertainty costs exist. In Chapter 3, the option value and the prob-
ability to invest in diﬀerent technologies, such as photovoltaics, on- and
oﬀshore wind, hard coal-, and gas-ﬁred power plants was investigated by a
binomial-lattice-based RO approach. We ﬁnd that renewable energy as well
as CCS technologies are largely displaced by the conventional hard coal and
combined-cycle gas and steam power plants if all technologies are evaluated
simultaneously. In Chapter 4 the same approach was extended to include
existing power plant portfolios. A stepwise increase of the model’s complex-
ity depicted the inﬂuences of various aspects, including the interaction of
technologies, the value of waiting, or the modiﬁcation of an existing power
plant portfolio. An application of a stochastic net present value method to
investigate the value of capture-readiness by analyzing various alternative
technological options and focusing on diﬀerent clean-coal technology path-
ways is presented in Chapter 5. In Chapter 6, the inﬂuence of subsidies
for renewables is investigated, which can strongly promote the diﬀusion of
renewable energy technologies and thus reduce the economic value of CCS
power plants as a bridging technology. The doctoral thesis closes with a
critical discussion on the risk structure of geometric Brownian motions.
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Introduction
One of the greatest desires of mankind since time immemorial is to know
the future for decision-making. Ancient Greek kings and heroes have taken
the route to the oracle of Delphi for a prophecy of their personal future or
the outcome of an important battle. A famous prophecy was given to King
Croesus, the last rich king of Lydia, before he departed in 546 BC to go to
war against the Persian King Kyros II.
Croesus Halyn penetrans magnam pervertet opum vim.
(Herodot, Historien 1,53,3)
These words warned Croesus that, if he were to attack the Persian King
by crossing the river Halyn (today named Kizilirmak), he would destroy a
great empire. With this prophecy, Croesus himself was convinced to defeat
the Persians and to conquer the Persian empire, not knowing that it was his
own empire which was meant by the oracle to be destroyed. This ambiguity
of the Delphic prophecies, allowing for diﬀerent interpretations, was often
the reason for its correctness, despite the future outcome.
Our technical and scientiﬁc understanding today has shown that such or
similar prophecies can only coincidentally be correct, as already the funda-
mental laws of thermodynamics contradict the possibility of correctly pre-
dicting the future. Speciﬁcally, the second law of thermodynamics1 states
that the entropy (a measure of chaos) increases continuously in time in a
closed system. This allows for an inﬁnite number of possible future path-
ways and consequently for an impossible deterministic description of future
states. A possible statistical description of a simple system, such as the
pathway of a single atom or molecule in space, is the Brownian motion
process, named after the Scottish botanist Robert Brown. This process de-
1The second law of thermodynamic was ﬁrst formulated by Sadi Carnot in 1824 and later
presented in diﬀerent statements by Sir William Thomson in 1848 (also known as Lord
Kelvin) and by Rudolf Clausius in 1850.
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scribes the divergence of a system from its initial state with a continuously
increase in uncertainty on the exact position of the particle.
The above-described Brownian motion process has become an important
stochastic element in ﬁnancial mathematics with the Black-Scholes option
pricing theory (Black and Scholes, 1973). In this theory, a stochastic ap-
proach is applied to the development of future stock prices, allowing to
explicitly account for both the future increase in uncertainty and the in-
formation obtained due to waiting, in order to optimize the investment
decision.
In this doctoral thesis, which consists of six distinct but related essays,
stochastic real options (RO) and net present value (NPV) methods have
been developed and applied to evaluate investment decisions in long-term
projects characterized by a dependency on multiple parameters. Such in-
vestment decisions are present in the energy sector if for instance new power
generation units are intended to be built.
Each of the following chapters is based on a self-contained journal article
(or working paper) including a separate introduction and literature review.
This introductory chapter will provide a comprehensive motivation for the
research conducted. In the following sections, the motivation for the multi-
dimensional analysis of the investment decision in the energy sector (Section
2) and the motivation for the special discounting methods developed and
applied (Section 3) will be outlined. In Section 4, the focus and contri-
bution of each chapter in this dissertation will be presented. Finally, this
introductory chapter closes by an outlook, revealing the need for further
research.
1 Characteristics of energy investments
The supply of electricity for industry and households requires, in a ﬁrst step,
the conversion of primary energy carriers (conventional and renewable) to
electricity. This conversion in most cases includes a chain of subsequent
processes in which, for instance, chemically-bounded energy of fossil- and
bio-fuels is ﬁrst transformed to heat by combustion in a boiler. This heat
is either used to evaporate a pressurized ﬂuid which expands thereafter in
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a steam turbine (Rankine cycle2) or directly to heat compressed gas which
expands thereafter in a gas turbine (Carnot cycle3). In both cases, the
rotating turbine drives a generator which converts the kinetic energy in
electricity. Already the numerous energy transformation steps indicate that
the entire process is associated to high losses and thus limited eﬃciency;
more than 60% of the primary energy is lost in the Carnot cycle and more
than 50% in a state-of-the-art Rankine cycle. Only the combination of
both processes (combined-cycle power plant) allows for eﬃciencies higher
than 60% and thus for losses below 40%. However, such high conversion
rates can only be achieved in large-scale power plants for which the ﬁrst
characteristic of investments in the electricity supply industry is its large
scale and hence its high, generally irreversible capital expenditure.
A second main characteristic in the electricity supply industry are the
long construction and life-times of the plants, which typically range between
forty to sixty years. Although continuous maintenance and revisions of the
plants allow to increase their eﬃciency slightly during the life-time due to
technical innovation, the main process remains untouched. Thus, the initial
decision of the primary energy carrier (natural gas, hard coal, lignite, or
nuclear), which is converted to electricity, is crucial for the entire life-time
of the power plant.
In order to generate cash ﬂows, that allow to recoup the initial capital
expenditures, it is obvious that the power plant has to be in operation, sup-
posing the power plant is not meant to serve the capacity market. Thus,
the electricity price has to overcome the marginal costs of electricity gen-
eration. Following the merit order model, the electricity price is equal to
the marginal costs of the most expensive power plant necessary to meet the
demand, whereby all power plants with lower marginal costs are operating.
The marginal costs itself are basically determined by the fuel costs and, for
fossil-fuel ﬁred power plants, also by the expenditures for carbon dioxide
emission allowances. Consequently, the position of the power plant in the
merit order is crucial, for which not only the absolute value of the prices
but also the relative price development impacts on the economic viability
2Named by William John Macquorn Rankine in 1840.
3Proposed by Nicolas Léonard Sadi Carnot in 1823.
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of the technologies. It is thus important in the economic evaluation process
to account and to compare diﬀerent technologies based on the same model,
assumptions, and boundary conditions.
Breaking the decision-making process down into a simple base, the various
technologies, which diﬀer in technical, economic, and environmental charac-
teristics can be described by a combination of diﬀerent inputs and outputs,
e.g. expenditures for fuel and carbon dioxide certiﬁcates and revenues for
electricity. The cash ﬂow generated by each of the inputs and outputs is
deﬁned by the price of the underlying asset (correlated to the other prices)
and its quantity. Thus, diﬀerent types of power plants (gas- or coal-ﬁred,
with and without carbon dioxide sequestration) only vary in their capital
expenditures and in their speciﬁc combination of the underlying assets (such
as in a portfolio of real assets).
2 Decision-making under multi-dimensional price uncertainty
The characteristics of decision-making for long-lived energy investments (op-
erating under liberalized market conditions) call for the application of multi-
dimensional models, accounting for the development of price paths of the
diﬀerent underlying assets. A classical way in energy economics is to as-
sume a constant progression rate for each price and to vary this rate in a
deterministic scenario analysis (see Ventosa et al., 2005). More sophisti-
cated approaches to cope with price uncertainty are driven by stochastic
models. A detailed overview is given in Möst and Keles (2009), who classify
the stochastic approaches in models that
• use stochastic processes for electricity prices, commodity prices, and
other uncertain parameters such as hydro inﬂow or wind distributions;
• scenario generation and reduction;
• stochastic optimizing models for investment decisions including short-
and mid-term electricity generation planning and long-term system
optimization.
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In the context of this thesis, a stochastic NPV-based approach as well
as a RO-based approach have been developed and applied. The stochastic
NPV approach allows to compare the value of the diﬀerent technologies in
each state and to choose the technology with the highest expected rate of
return. Although this decision process can be seen as a kind of optimiza-
tion, advantages due to a delay of the investment decision are not accounted
for. Contrary, RO-based models (originally developed by Black and Scholes
(1973) and Merton (1973) for ﬁnancial options) can include the value of
waiting (McDonald and Siegel, 1986) and thus allow to optimize the deci-
sion process in time (see also Dixit and Pindyck, 1994). During the last
few years, RO models have also been applied to decision-making problems
in the energy sector, especially for investments in new power generation in-
frastructure (see Westner and Madlener, 2012, for an overview). In Blyth
et al. (2007), diﬀerent technologies (coal- and gas-ﬁred power plants with
and without CCS) are compared to each other. In their study, uncertainty
is represented as an anticipated price shock. In addition, the carbon price
follows a geometric Brownian motion. Conducting a pairwise comparison
of the diﬀerent technologies, the authors draw a regime map which indi-
cates zones of investing and waiting in dependence on the carbon price and
the gas/coal price ratio. Correlations between the price for gas and for
carbon dioxide emission allowances is accounted for in Yang et al. (2008).
The authors focused on risk premia required in a market with additional
uncertainties in climate policy. These risk premia were calculated as the
diﬀerence between the results of the RO model and the results of a NPV
model. Other studies of multi-dimensional real options in the energy sector
were conducted by Siddiqui and Fleten (2010) (two-dimensional model) and
Gahungu and Smeers (2009) (multi-dimensional model). The RO model de-
veloped in the framework of this thesis includes both correlated stochastic
price paths for all commodities and a combined evaluation of an arbitrary
number of available technologies.
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3 Discounting methods for multi-dimensional investment options
The technology-speciﬁc combination of the underlying assets results in a
technology-speciﬁc project risk if the assets show diﬀerent but correlated
price uncertainties. Thus, a combination of assets reveals a portfolio in
which the uncertainty can vanish if the risk of the assets is uncorrelated
with each other, similar to the standard portfolio theory of Markowitz (1952,
1991). Consequently, risk becomes technology-dependent, which calls for the
application of a technology-dependent discount rate, following the classical
capital asset pricing (CAPM) model by Sharpe (1964) and Lintner (1965).
This endogenous discounting faces two main obstacles.
First, under the assumption of time-constant parameters (e.g. growth
rate and volatility) regarding the stochastic processes of the underlyings,
the risk of the prospective returns becomes time-dependent if constant ratios
between input and output quantities are prescribed. In order to perform the
desired dynamic optimization of the investment strategy, the RO approach
is well suited for the problem at hand, as it incorporates the value of wait-
ing. Nevertheless, multi-asset option models in general assume that, once
the investment has been made, the share of the diﬀerent underlyings (as-
sets) remains constant over time, leading to a time-invariant solution. This
implies that neither the growth rate nor the volatility of the portfolio of un-
derlyings must vary over time. However, due to the diﬀerent performance
of the underlyings in reality, the portfolio would have to be readjusted over
time, as the share of the well-performing assets in the portfolio increases,
while the share of the others decreases. In case of energy conversion (e.g.
electricity generation) plants, the choice of the applied technology deﬁnes
the input and output quantities as well as the ratio between them for the
entire lifetime of the plant. Such a constant ratio between the input and
output quantities couples the prospective returns, which result from the in-
coming and outgoing cash ﬂows (e.g. for fuel, electricity, and CO2 permits),
directly to the ratio between the asset prices. Due to unequal growth rates
predicted for the prospective prices of the assets, a strong time-dependence
in the ratio between the various input and output cash ﬂows is expected.
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Second, a further main obstacle in the decision-making process is the eval-
uation of uncertain cash ﬂows gained at diﬀerent times. Due to the strong
correlation of subsequent returns, a separate valuation of the resulting cash
ﬂows remains inaccurate. This problem can be illustrated by the following
example. Let us suppose that an uncertain cash ﬂow in the ﬁrst period
takes a value of either 100 or 200 (for simplicity, with the same probabil-
ity). Due to the associated uncertainty, a risk premium would be required,
reducing the expected utility below the utility of the average cash ﬂow of
150. In the next period, the same cash ﬂow might be gained, but due to the
correlation between the two periods, the cash ﬂow would be 100 if the cash
ﬂow of the previous period was 200, and vice versa. A segregated treat-
ment of this period would again require a risk premium. However, if the
cash ﬂows of both periods are evaluated jointly, the associated risk vanishes.
This example illustrates that discounting methods that combine risk- and
time-discounting cannot be applied when cash ﬂows with strong correlations
between diﬀerent periods are considered.
One major contribution of this thesis is to develop a consistent discount-
ing methodology for RO models, which incorporates time-, technology- and
state-dependency.
4 Focus and contribution of the doctoral thesis
My interest in modeling multi-dimensional RO started with my master the-
sis4, conducted at Hitachi Power Europe, in which an analytical solution
for a three- and four-dimensional RO problem was deduced. This analytical
solution was used together with up-to-date economic data supplied by the
European Energy Exchange, to evaluate CCS-ready coal-ﬁred power plants
(see Chapter 2).
Modeling investment decisions in new power generation assets with multi-
dimensional RO models allows to treat those as a technology-speciﬁc com-
bination of underlying cash ﬂows. The cash ﬂows include expenses for fuel,
4Cost eﬀectiveness of carbon capture-ready coal-ﬁred power plants with delayed retroﬁt,
2010, under supervision of Univ.-Prof. Dr. rer. soc. oec. Reinhard Madlener, Faculty
of Business and Economics, RWTH Aachen University.
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carbon dioxide certiﬁcates, operation and maintenance cost and revenues
due to the net electricity output. Usually, the value of the cash ﬂows results
from the asset’s price and the input/output quantity, allowing to model
many diﬀerent types of power generation units by a three- or four- dimen-
sional approach.
Investigating long-term, multi-dimensional RO questions the right choice
of discounting, especially if the underlying assets diﬀer in their riskiness.
Thus, the overall aim of this doctoral thesis was to develop a modeling
framework that allows to account for technology and path dependency of
risk and to closely examine the evolving risk structures.
In the following, a brief summary will be provided for each of the subse-
quent six chapters. In these summaries, the motivation, the speciﬁc research
question, and the scientiﬁc contribution will be outlined for each chapter of
this thesis. Further details and more speciﬁc literature reviews are given in
the chapters themselves.
Chapter 2: Analytical solution for multi-dimensional real options
In Chapter 2, an analytical solution for three-dimensional and four-dimen-
sional RO model is presented. This solution is applied to evaluate CCS-
ready coal-ﬁred power plants. The chapter is based on the journal article
“Valuation of CCS-Ready Coal-Fired Power Plants: A Multi-Dimensional
Real Options Approach” by Rohlfs and Madlener (2011).
Analytical solutions, despite their often strong limitations, are important
not only for understanding basic economic relations, but also for validating
numerical methods. Those models can (once validated) be used to investi-
gate more complicated conditions. In Rohlfs and Madlener (2011), a multi-
factor model, which did not exist so far in the energy economics literature,
was deduced based on the fundamental approach for the value of waiting
of McDonald and Siegel (1986). Although, solutions are presented for the
three- and four-dimensional case, the same mathematical methodology can
also be applied for any higher dimensional problem.
The analytical solution is limited to the prediction of the threshold value
between the regime of waiting and the regime of investing. Thus, a Monte
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Carlo simulation was introduced in order to identify the option value as well
as to determine the ﬁrst point in time when the threshold value is exceeded.
In the model application, two alternative retroﬁt options were compared
to a greenﬁeld CCS plant, ﬁnding that in addition to the cost of CCS, due
to the loss in net eﬃciency, and the variable CTS costs, major uncertainty
costs exist. With increasing uncertainty in the CO2 price, the merits of
CCS plants wane, providing evidence for the usefulness of the adopted RO
approach. The high threshold value found for the CO2 price is responsible
for a long time lag between the initial investment and the retroﬁt. The
probability of a retroﬁt investment remains rather low, even after 15 to
20 years, resulting in a modest rate of return. Therefore, capture-ready
investments reveal an insuﬃcient economic beneﬁt. Finally, the replacement
of a mature power plant with a net eﬃciency of 35% by a greenﬁeld CCS
power plant (38.5%) is found to be preferable, compared to retroﬁtting a
capture-ready facility.
The application of the developed multi-dimensional model to long-term
investment projects raised questions about the right choice of the discount
rate, especially due to a technology- and path-dependent combination of
the risky assets. These questions are one major subject of the following
chapters.
Chapter 3: The idea of endogenous risk structures
Chapter 3 presents a RO-based approach, allowing the determination of the
optimal technology as well as the optimal time to invest for the case that
the investor commits himself with the installed plant to a ﬁxed ratio be-
tween inputs and outputs over the entire lifetime of the power plant. This
approach, because of its mathematical complexity, loses analytical tractabil-
ity and requires a mixed binomial lattice and Monte Carlo approach with
a segregated time- and risk-discounting. The discounting strategy allows
to account for the technology-speciﬁc economic risk. The chapter is based
on the journal article “Multi-Commodity Real Options Analysis of Power
Plant Investments: Discounting Endogenous Risk Structures” by Rohlfs and
Madlener (2014).
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Caused by the diﬀerent developments of the relevant prices, the ratio be-
tween, for instance, the coal and the gas price changes over time. Therefore,
the expected cash ﬂows and their uncertainty varies over the project’s life-
time and is strongly dependent on the technology applied. The RO approach
presented accounts for this ﬁxed ratio between inputs and outputs, thereby
requesting a consistent separation between time- and risk-discounting. For
time discounting, cash ﬂows from the project have been compared to a
benchmark asset, while for risk-discounting, a utility function approach has
been applied.
From the modeling point of view, the multi-dimensional binomial lat-
tice model developed based on the non-rectangular tree method suggested
by Rubinstein (1994) and also presented in the textbook by Hull (2008).
Although the textbook explains three diﬀerent methods for two correlated
assets, the non-rectangular tree method has been found to ﬁt best. The
other approaches require either a transformation of the variables or lead to
negative probabilities if high correlations between the assets exist.
The proposed model is applied in order to examine the option value and
the probability to invest in diﬀerent technologies, such as photovoltaics,
on- and oﬀshore wind, hard coal-, and gas-ﬁred power plants. Forecasts of
future prices and the technological progress are adopted from a major case
study on future energy strategies and scenarios in Germany (“Leitstudie
2010”, Nitsch et al., 2010). First, investigations were conducted where each
power plant is evaluated individually, showing high potentials for immediate
investments in conventional (hard coal- and gas-ﬁred) power plants. Carbon
dioxide capturing technologies are found to have lower chances, especially
for the hard coal integrated gasiﬁcation combined-cycle (IGCC) technology.
In a second step, combined evaluations of the various technologies were
performed, ﬁnding that renewable energy as well as CCS technologies are
largely displaced by the conventional hard coal and combined-cycle gas and
steam power plants, respectively. In a further step, a variation of the initial
(t = 2015) CO2 permit price was performed and the inﬂuences of both a
price ﬂoor in the auctioning process of the permits and a CO2 taxation
investigated.
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Chapter 4: Including existing portfolios in the decision process
Chapter 4 presents an extension of the afore introduced RO-based approach,
additionally including the eﬀect of existing power plant portfolios. The chap-
ter is based on the article “Optimal Power Generation Investment: Impact
of Technology Choices and Existing Portfolios for Deploying Low-Carbon
Coal Technologies” by Rohlfs and Madlener (2013d).
Although the basic idea of a separation between time- and risk-discounting
is maintained in this investigation, a conventional exponential discounting
method was used for time-discounting, in which the discount rate δ reﬂects
the investor’s expected return on investment. Due to the diﬀerent scales
inherent in the investment in a single project or the evaluation of an en-
tire project portfolio, a relative NPV approach was used, assuming perfect
scalability.
The model was applied to investigate the economic value of low-carbon
coal technologies. In the presentation of the results, the model’s complexity
was increased stepwise in order to depict the inﬂuences of various aspects,
for instance, the interaction of technologies, value of waiting, or modiﬁcation
of an existing power plant portfolio. This stepwise procedure did not only
reveal an enhanced value of the investment if the option to wait is accounted
for, but also an asymmetric risk distribution which features a much lower
probability of losses. This issue will be discussed in more detail in Chapter 7.
In addition, the results where the value of waiting is incorporated are more
robust with respect to a variation of the investor’s risk- and time-preferences
compared to the results gained with the classical NPV model.
Chapter 5: Application to carbon capture readiness
In Chapter 5, a stochastic NPV model taking into consideration path-de-
pendent and technology-speciﬁc risk combinations is used to investigate the
value of capture-readiness by analyzing various alternative technological op-
tions and focusing on diﬀerent clean-coal technology pathways. Therein,
the discounting is based on the well-known Capital Asset Pricing Model
(CAPM; Sharpe, 1964; Lintner, 1965). Although the applied model dif-
fers from a classical NPV value analysis, this study focuses strongly on
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the model application in order to answer the research question whether
capture-readiness is a valuable option for new-built power plants. Thus,
a detailed literature review of the technical aspects of capture-readiness is
also provided. The chapter is based on the article “Assessment of Clean-
Coal Strategies: The Questionable Merits of Carbon Capture-Readiness” by
Rohlfs and Madlener (2013a).
Applying this model and using technical speciﬁcations from the German
“Leitstudie 2010” (Nitsch et al., 2010), which provides projections for the
required speciﬁcations till 2050, the option of replacing older power plants
including a premature shut-down with a new CCS power plant is found
to be the preferred choice in the majority of investigated scenarios. In
addition, it is shown that the option of replacing a new conventional coal-
ﬁred power plant (built in 2015) with a new CCS power plant is also much
more likely than retroﬁtting a non-capture-ready or even a capture-ready
power plant. For the value of capture-readiness, we conclude that although
capture-readiness increases the probability of a retroﬁt strongly, compared
to a non-capture-ready power plant, the probability of conducting a retroﬁt
are still low due to the additional option of a premature shut-down in com-
bination with a new build CCS power plant.
Chapter 6: The competition between CCS and green energy technologies
Chapter 6 is based on the proceedings article “Investment decisions un-
der uncertainty: CCS competing with green energy technologies” of the
11th International Conference on Greenhouse Gas Technology – GHGT-11
by Rohlfs and Madlener (2013b). In this study, the model presented in
Chapter 2 is applied to investigate the inﬂuence of subsidies for renewables,
which can strongly promote the diﬀusion of renewable energy technologies
and thus reduce the value of CCS power plants as a bridging technology.
Due to the competitive character of the investment decision, the diﬀerent
technologies are evaluated simultaneously, while accounting for the value of
waiting. Subsidies, as they guarantee a mandatory minimum payment for
the electricity generated, are modeled by deterministic price paths, subject
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to degression. Those deterministic payments signiﬁcantly change the risk
pattern of the technology.
The subsidies for the renewable energies are found to have a strong inﬂu-
ence on the investment decision. For diﬀerent initial CO2 allowance price
levels, an immediate investment in wind oﬀshore power plants is predicted.
However, a limitation of the model approach is that it does not distinguish
between power plants that can operate on demand and such whose operation
time is dependent on external factors like wind or solar irradiation.
Chapter 7: A critical discussion on geometric Brownian motions
Chapter 7 critically discusses the risk structure implied by the geomet-
ric Brownian motion (GBM) process. This chapter is based on the study
“Challenges in the Evaluation of Ultra-Long-Lived Projects: Risk Premia
for Projects with Eternal Returns or Costs” (Rohlfs and Madlener, 2011e),
conducted in the framework of the research area EME (2013), which, among
other topics, focuses on “ultra-long-lived investment projects”.
This critical discussion originates from the stochastic price path modeling
combined with a conventional exponential discounting method as presented
in Chapter 4. To investigate the risk structure prescribed by the GBM
process, the time-discounting is separated from the risk evaluation. This
usually yields a discount rate which is smaller than the average growth
rate of the risky asset. Although it is well-known that the volatility of the
GBM process increases continuously over time, the time-discounted GBM
distribution reveals a surprising result for the value at risk (VaR). This risk
measure is found to develop contrary to the volatility, such that the returns
in a “worst-case” scenario will still exceed the returns of a risk-free asset.
Chapter 7 discusses this issue, for revenue and cost driven investments as
well as for those characterized by continuous cash ﬂows and end-of-period
payments.
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5 Outlook and need for further research
The research articles which are part of this doctoral thesis tackle the mod-
eling of investment decisions in the energy sector with a special focus on
discounting strategies of the prospective cash ﬂows. The plurality of as-
pects which need to be considered, e.g. the correlation between cash ﬂows
of subsequent periods or the inﬂuence of existing portfolios, require sophisti-
cated approaches for the risk-adjusted cash ﬂow evaluation. The segregated
time- and risk-discounting method developed in this thesis is one step in this
direction. However, as shown by the critical discussion on the long-term be-
havior of the geometric Brownian motion process, the “correct” modeling
and evaluation of future cash ﬂows is one of the crucial obstacles decision-
makers face.
In the following, some of the aspects for further investigations and possible
research areas which were touched and identiﬁed during the research will be
outlined.
In this thesis, the risk of the investment projects is limited to uncertain-
ties inherent in the development of the commodity prices. However, the
overall risk of the project also includes political, regulatory and technical
uncertainties. Accounting for those eﬀects in the decision-making process,
and especially in the discounting strategy, is thus a major issue for further
research.
The NPV and RO models presented here assume constant coeﬃcients
for the underlying stochastic price process. A stochastic variation of the
parameters determining the price process is of high interest for modeling the
value of energy storages, which are strongly dependent on the short-term
ﬂuctuations of the electricity price. In such cases, the intensity of seasonal or
short-term ﬂuctuations and the price level (modeled by stochastic processes)
would determine the option value.
In the thesis, the non-rectangular tree method was developed for multi-
dimensional price processes described by a geometric Brownian Motion pro-
cess. However, as Ohrnstein-Uhlenbek processes are also widely used in
energy economics, an extension of the non-rectangular tree method to cope
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with both stochastic processes (separately and even combined) seems worth-
while as a future research topic.
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Chapter 2:
Analytical solution for
multi-dimensional real options
Valuation of CCS-Ready Coal-Fired Power Plants: A
Multi-Dimensional Real Options Approach
Wilko Rohlfs (jointly written with Reinhard Madlener)
Abstract: In this paper, we develop a multi-factor real options model for a
two-stage investment problem, where a coal-ﬁred power plant is later retroﬁtted
with carbon capture and storage (CCS). A capture-ready power plant with lower
retroﬁt costs is compared with a conventional one and higher CCS retroﬁt costs.
The stochastic variables considered are the price of electricity, the price of CO2
permits, CO2 capture, transporting and storing (CTS) costs, and CCS retroﬁt
investment costs. Fuel costs are disregarded due to the constant boiler size in
the case of a retroﬁt, resulting in constant fuel consumption but lower electricity
output of the retroﬁtted plant. Two retroﬁt options that reduce the power plant’s
net eﬃciency from 46% to 30% and 35%, respectively, and an integrated CCS power
plant with an eﬃciency of 38.5% are investigated. In a numerical simulation with
realistic parameterization, we ﬁnd a low probability for a retroﬁt even after ﬁfteen
to twenty years, caused by the high uncertainty and the adverse impact of the
electricity price and the CO2 permit price. This renders the capture-ready option
unattractive, and calls for investments in conventional coal-ﬁred power plants with
later CCS investments at higher costs than in the case of a capture-ready pre-
installation.
published in: Energy Systems, 2, 3-4, 243-261, 2011
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1 Introduction
Carbon capture and storage (CCS) reduces the obligation to purchase CO2
permits for coal-ﬁred power plants at the expense of lower net eﬃciency,
and additional CO2 capture, transport and storage (CTS) costs. For newly
built power plants, the question arises of whether it is preferable to install
CCS right away or to wait for higher CO2 prices. The investment costs
of retroﬁtting at some later point in time depend on the initial design of
the power plant and can be reduced by a “capture-ready” installation (IEA
GHG, 2007). The latter incurs higher initial costs, as compared to conven-
tional coal-ﬁred power plants, but oﬀers the beneﬁt of switching to CCS at
lower costs later when the uncertain prices have moved suﬃciently in the
right direction.
To evaluate this capture-ready option, we model a two-stage investment
decision process under uncertainty, with an option to reduce the retroﬁt
investment costs occurring at some later point in time by a higher payment
at the initial stage. The value of the option is determined mainly by the
timing of the investment’s second stage, which we investigate with an ana-
lytically solvable multi-factor real options model. If the time span between
the capture-ready installation and the retroﬁt is too long, it is preferable
to invest in a conventional coal-ﬁred power plant, because a long time span
lowers the net present value of the (reduced) retroﬁt investment costs.
Most real options models applied in energy economics, for simplicity rea-
sons, account for only one or two stochastic processes. However, the value
of a coal-ﬁred power plant is inﬂuenced by the price of fuel, of electricity
and, more recently, of the CO2 emissions and the related price uncertain-
ties. Furthermore, investment cost uncertainty has been rising signiﬁcantly
in recent years, introducing additional uncertainty. This calls for the use of
a multi-factor model, which does not exist so far in the energy economics
literature. We therefore follow the basic approach of McDonald and Siegel
(1986), extended to the n-dimensional case by Hu and Øksendal (1998).
The original contribution of this paper is at least fourfold: First, we de-
velop a real options model that allows to solve analytically the optimization
problem of an investment with up to four stochastic variables. Second, our
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model enables the determination of the optimal time lag between the ini-
tial investment and the upgrade to a CO2-free coal power plant. Third, we
show that in spite of an increasing correlation between CO2 and electricity
prices, the threshold price of CO2 - beyond which CCS investment is prefer-
able - actually decreases, which is counter-intuitive at ﬁrst sight. Finally, we
provide some evidence that due to high uncertainty, especially in the CO2
price, capture-ready investments in coal-ﬁred generation are economically
not very attractive.
The remainder of this paper is organized as follows: Section 2 gives a brief
literature review. In section 3 the model is described in two parts: Subsec-
tion 3.1 introduces the multi-factor “time to invest” real options model,
while subsection 3.2 describes the model for the determination of the opti-
mal lag time. Section 4 presents the application of the model, and section 5
contains a discussion of the results and insights gained. Section 6 concludes.
2 Related literature
The optimal time-to-invest problem (also called “option-to-wait” or “ex-
change” problem) was ﬁrst studied by McDonald and Siegel (1986). The
authors derive an explicit formula for the value of the option to invest in an
irreversible project and the rule for when to invest, in the case where the
value of the project and the cost of investing both follow continuous-time
stochastic processes. Olsen and Stensland (1992) provide a partial character-
ization of the optimal stopping rule for the case where total investment costs
consist of several additive components, all following the geometric Brownian
motion (GBM) process. Hu and Øksendal (1998), referring to McDonald
and Siegel (1986), show an approach for the n-dimensional case and solve
the two-dimensional case in general. Recently, Adkins and Paxon (2008)
and Gahungu and Smeers (2009) have introduced an algorithm to deter-
mine the value of a multi-asset exchange problem for the three-dimensional
case and an n-dimensional case.
In recent years, research on real options analysis in the energy sector
has been intensiﬁed. In Fleten and Näsäkkälä (2010), real options theory is
used to analyze gas-ﬁred power plant investments. They derive a method
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to compute upper and lower bounds for the plant value when the spark
spread, i.e. the diﬀerence between the electricity and the gas price, follows
a stochastic process with two factors. The model uses a combination of an
Ornstein-Uhlenbeck process (long-term price) and the arithmetic Brownian
motion (short-term price). Heydari et al. (2012) note that, by using the
spark spread, one might lose some information about the uncertainty struc-
ture, compared to models with separate electricity and gas price processes.
For the long-term real options analysis, they set the short-term value to zero,
which leads to a one-dimensional real options approach. Abadie et al. (2010)
study the optimal abandonment of coal-ﬁred power plants by comparing a
coal-ﬁred with a gas-ﬁred power plant, using a three-dimensional binomial
lattice method. Uncertainty is accounted for in the gas and coal price by an
Ornstein-Uhlenbeck process and in the price for the CO2 emission permits
by a GBM process. Because of the three-dimensionality and 120 steps in
the lattice, a total of 4,826,809 possible options have to be taken into ac-
count. They ﬁnd, under diﬀerent scenarios, that for a CO2 price between
e83.2-162.4 per ton, it is more economical to shut down the plant. In a sen-
sitivity analysis, Abadie et al. (2010) show that one of the relevant factors
inﬂuencing the optimal time for shut down is the volatility of the CO2 price.
Bohm et al. (2007) and Sekar et al. (2007) also undertook some economic
analysis of capture-ready technology. Speciﬁcally, in their work they use
net present value models to estimate the optimal year for a CCS retroﬁt for
three diﬀerent technology scenarios (baseline supercritical pulverized coal
plant; baseline IGCC plant; IGCC plant with pre-investment for capture).
For the range of future carbon prices, Bohm et al. (2007) assume that signif-
icant pre-investment for capture-readiness cannot be economically justiﬁed,
and that only low cost options (e.g. leaving extra ground space) should be
considered.
3 The model
To evaluate investment decisions that help to decrease future investment
costs, in our case the construction of a capture-ready coal-ﬁred power plant
that is later retroﬁtted with CCS, it is essential to determine the approxi-
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mate time lag that maximizes the value of the retroﬁt investment. To this
end, we develop a multi-factor real options approach for solving the prob-
lem. We ﬁrst identify a threshold value for retroﬁtting, beyond which it is
better to invest than to wait. Second, we use the same model assumptions in
order to determine the time needed for reaching this threshold value, based
on the price at the time when the capture-ready investment takes place.
To account for uncertainty in the decision-making process, we consider
GBM stochastic price processes P (t), speciﬁed as:
dP (t) = αP (t)dt + σP (t)dz, (1)
where t is time, α is the growth rate, σ is the volatility and z follows a cor-
related Wiener process. The conditional expectation of the Wiener process,
discounted by the rate δGBM, is characterized by an exponential function of
the form:
E [P (t − tref)] = P (tref)e(α−δGBM)(t−tref), (2)
with tref as an arbitrary point in time where the price is known or given.
The discount rate δGBM can be applied, on the one side, as an exogenous
variable, and, on the other side, as an endogenously calculated risk-adjusted
rate (see McDonald and Siegel, 1986). Here, we treat the discount rate
as an exogenous variable, but it should be noted, that it is possible to
apply an endogenously calculated risk-adjusted rate in the three-factor and
four-factor model as well. The conditional variance of the log-normally
distributed process is given by
V ar [P (t − tref)] = P (tref)2e2α(t−tref)(eσ
2(t−tref) − 1). (3)
To determine the present value of the cash ﬂow speciﬁed by a GBM
process, the conditional expectation of the integral of the discounted GBM
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is needed. Making use of Itô’s Lemma, this value is given by
E
[∫ ∞
0
P (tref)eαte−δtdt
]
= P (tref)
δ − α . (4)
3.1 Optimal time to invest
As a next step, we introduce an analytical three-factor model in continuous
time for determining the optimal time to invest given multiple stochastic
prices (CO2, electricity, CTS). For the derivation of the model’s solution
see, appendix A. In appendix B we extend this model to a four-factor model
that also includes the uncertain development of the CCS retroﬁt investment
costs.
3.1.1 Three-factor model
For real options analysis, the present value (PV) of the real asset or project
as a function of the uncertain parameters must be deﬁned. For optimization
reasons, as explained in Hu and Øksendal (1998), we specify one positive
cash ﬂow, determined by the CO2 permit price, PCO2 , and two negative cash
ﬂows, determined by the electricity price Pel5 and the CTS costs, CCTS. All
cash ﬂows are scaled with a factor λi {i = CO2,el,CTS}, which takes positive
values for PCO2 and negative ones for Pel and CCTS. Later, λi is a function
of the power plant’s technical speciﬁcations. With this, the present value
becomes
V (PCO2 ,Pel,CCTS) =
λCO2PCO2(t)
δ − αCO2
+ λelPel(t)
δ − αel +
λCTSCCTS(t)
δ − αCTS , (5)
where δ is the discount rate and αi is the growth rate of price or cost i.
In order to ﬁnd the threshold value between investment and no invest-
ment, we make use of the Bellman equation
δW (PCO2 ,Pel,CCTS) = E [dW (PCO2 ,Pel,CCTS)] , (6)
5Note that the electricity price, Pel, inﬂuences the investment decision, as the CCS
retroﬁt shortens the electric energy output of the power plant and, therefore, causes
opportunity costs.
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which states that the instantaneous rate of return on the option value must
be equal to its expected appreciation. Put diﬀerently, according to Donaghy
and Kaza (2006), the incentives to wait and losses from waiting need to be
weighed against each other when deciding to act. Applying Itô’s Lemma
yields the diﬀerential dW (PCO2 ,Pel,CCTS). From this it follows that:
1
2
[
σ2CO2P
2
CO2
∂2W
∂P 2CO2
+ σ2elP 2el
∂2W
∂P 2el
+ σ2CTSC2CTS
∂2W
∂C2CTS
]
+ ρCO2,elσCO2σelPCO2Pel
∂2W
∂PCO2∂Pel
+ ρCO2,CTSσCO2σCTSPCO2CCTS
∂2W
∂PCO2∂CCTS
+ ρel,CTSσelσCTSPelCCTS
∂2W
∂Pel∂CCTS
+ αCO2PCO2
∂W
∂PCO2
+ αelPel
∂W
∂Pel
+ αCTSCCTS
∂W
∂CCTS
− δW = 0.
(7)
An analytical solution for this multi-factor diﬀerential equation is given
by the approach
W (PCO2 ,Pel,CCTS) = aP

CO2P
χ
elC
γ
CTS, (8)
leading, after substituting (8) into (7), to the three-dimensional quadratic
equation
H(,χ,γ) =12
[
σ2CO2( − 1) + σ2elχ(χ − 1) + σ2CTSγ(γ − 1)
]
+ ρCO2,elσCO2σelχ + ρCO2,CTSσCO2σCTSγ
+ ρel,CTSσelσCTSχγ + αCO2 + αelχ + αCTSγ
− δ = 0.
(9)
The roots of H lie on an ellipsoid that passes through all six axes. To solve
this equation with its unknowns, more boundary conditions are needed. As
we are not interested in the option value itself but only in the threshold
value, i.e. in our case the CO2 price, we introduce P ∗CO2(Pel,CCTS), indicat-
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ing that the threshold value is a function of Pel and CCTS. The additional
boundary conditions used are the value-matching condition
W [P ∗CO2(Pel,CCTS),Pel,CCTS] = V [P
∗
CO2(Pel,CCTS),Pel,CCTS] − I (10)
and the three smooth-pasting conditions
∂W [P ∗CO2(Pel,CCTS),Pel,CCTS]
∂PCO2
=
∂V [P ∗CO2(Pel,CCTS),Pel,CCTS] − I
∂PCO2
, (11)
∂W [P ∗CO2(Pel,CCTS),Pel,CCTS]
∂Pel
=
∂V [P ∗CO2(Pel,CCTS),Pel,CCTS] − I
∂Pel
, (12)
∂W [P ∗CO2(Pel,CCTS),Pel,CCTS]
∂CCTS
=
∂V [P ∗CO2(Pel,CCTS),Pel,CCTS] − I
∂CCTS
. (13)
These four equations lead to two equations describing the planes χ(,γ) and
γ(,χ) and, together with the ellipsoid, deﬁne two solutions. A detailed
derivation of the model is provided in appendix A.
With the known parameters , χ and γ, a function for the unknown
threshold value P ∗CO2(Pel,CCTS) can be obtained by combining two arbitrary
smooth-pasting conditions:
P ∗CO2(Pel,CCTS) = Pel
λel
λCO2
· 
χ
· δ − αCO2
δ − αel = CCTS
λCTS
λCO2
· 
γ
· δ − αCO2
δ − αCTS . (14)
This solution implies that the correct rule is to invest when the ratios
PCO2/Pel or PCO2/CCTS reach a critical boundary. Note that, in contrast to
McDonald and Siegel (1986), this boundary is not ﬁxed because it depends
on both Pel and CCTS. For this reason, Gahungu and Smeers (2009) use
the Monte Carlo simulation technique to determine the option value in a
multi-dimensional case. In our case, this step is not necessary, as we only
want to determine the threshold value as a function of the other prices.
With the function for P ∗CO2 given in (14), the unknown parameter a in (8)
can be identiﬁed by using the value-matching condition (10).
In Figure 3.1 a possible solution for the three-dimensional “break-even
price” vectors is given. The surface divides the space into two regions. Note
that the surface does not have to be planar but can also be convex. The
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Figure 3.1: Illustration of a three-dimensional threshold for investing
threshold value tells us that for prices lower than P ∗CO2 it is preferable to
wait for higher CO2 prices or more information, while for CO2 prices higher
than P ∗CO2 the retroﬁt should be eﬀected immediately.
3.2 Forecasting the lag time
With the real options approach described in section 3.1.1, the threshold
value P ∗CO2 is determined as a function of the electricity price and the CTS
costs. Once the CO2 price exceeds the threshold value P ∗CO2 , theory tells us
that the investment should be undertaken immediately. However, the model
remains silent about the point in time when PCO2 exceeds the threshold
value. Nevertheless, for the rationale of an investment made today in a
capture-ready power plant, that reduces the investment costs of a retroﬁt
in the future, knowledge about the optimal lag time is essential. As the real
options approach described above already takes price developments as the
basis for the optimal time to invest, we use this information to determine
the optimal lag time for the retroﬁt investment.
A simple numerical approach to forecasting the date when P ∗CO2 is reached
is to track the price vectors’ trajectory and to calculate its time of intersec-
tion with the threshold value. Because of uncertainty, both the expected
price and the optimal timing of the retroﬁt have a probabilistic distribution.
Analytical expressions for GBM processes surpassing a critical value are
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available for the case of a constant threshold value as well as for a threshold
linearly increasing in time (se Etheridge, 2002). In the present study, the
threshold value is also a function of the time-varying stochastic variables
Pel and CCTS. Therefore, even the threshold value itself is stochastically
distributed, which makes an analytical solution complicated or even impos-
sible. Because of this, we make use of the Monte Carlo simulation technique
to determine the point in time when the CO2 price hits the threshold value
the ﬁrst time.
3.2.1 Monte Carlo simulation
In order to determine the ﬁrst point in time the threshold value is exceeded,
the Monte Carlo simulation technique can be applied. Therefore, we simu-
late the stochastic price processes starting with a known price for all assets
i at t = 0. At each discrete time step we check the condition PCO2 < P ∗CO2 .
If this condition does not hold, we know that the threshold value has been
exceeded. In this case the actual time is used to ﬁnd the distribution in
time of retroﬁtting the power plant. This procedure is used for a large num-
ber of random paths. We split the year into 12 equal periods of time, and
scale the variances accordingly. After 25 years, we assume that no retroﬁt
will be undertaken6. Using 10,000 replications, the total probability of a
retroﬁt does not change signiﬁcantly, thus providing suﬃcient accuracy for
decision-making.
4 Model application
In this section, the model presented in section 2 is used to estimate the
value of a capture-ready coal-ﬁred power plant. The existence of a non-zero
price for CO2 forces the operators of fossil-fuel-ﬁred power plants to use
new strategies. In addition to the main cost factors, i.e. the fuel price and
the investment costs for CCS, a third major variable is the price of CO2
permits. In the present study, the evaluation of capture-ready coal-ﬁred
power plants is undertaken within two steps: First, the critical price of CO2
6This assumption is valid, as we investigate the value of a capture-ready investment that
loses its value rapidly with time, as shown in section 5.2.
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is calculated analytically in dependence of the electricity price, Pel, the price
of CO2 capturing, transporting, and storing, PCTS, and, in the four-factor
model, the time-dependent investment cost, ICCS. In a second step, the
time span between the construction of the capture-ready power plant and
the retroﬁt is determined in a Monte Carlo simulation based on the three
(or four) stochastic price paths.
To determine the critical price of CO2, we consider two main options for
existing power plants and such under construction: Either the power plant
is operated without any changes, creating a high negative cash ﬂow because
of the CO2 permits required, or CO2 capture is undertaken.
Therefore, we estimate the parameters λCO2 [tCO2/a], λel [MWel/a] and
λCTS [tCO2/a] for a ﬁctitious investment describing the diﬀerence between
a conventional and a retroﬁtted power plant. The present value (PV) of a
conventional coal-ﬁred power plant is assumed to be
Vconv(Pel,Pcoal,PCO2) = E [
∫ ∞
0
Qconv(Pel(t)e−δt − 1LHVcoal
3600 ηconv
Pcoal(t)e−δt
−
44
12CCcoal
LHVcoal
3600 η
PCO2(t)e
−δt) − Cadd,conve−δtdt ] ,
(15)
where Qconv is the net annual electricity output, Pel(t) (in e/MWel) the
time-dependent price of electricity, and δ the (constant) discount rate. The
fuel costs are given by the fuel price, Pcoal (in e/tcoal) and the fuel mass,
determined by the coal’s lower heating value, LHVcoal, and the power plant’s
net eﬃciency, ηconv. The CO2 permit costs are a function of the permit price
PCO2 (in e/tCO2), the fuel mass, and the fuel’s carbon contents, CCcoal.
The factor 4412 denotes the ratio between the molar mass of CO2 and carbon
needed to determine the amount of CO2 (in tons) emitted from burning one
ton of coal. All operating and maintenance costs not covered by the cost
of the fuel input and the CO2 certiﬁcates are accounted for by Cadd,conv.
Note that an inﬁnite lifetime of the power plant is assumed, a simpliﬁcation
which will be discussed at the end of this section.
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Similarly, the expected PV of a conventional power plant retroﬁtted with
CCS is thus given by
VCCS(Pel,Pcoal,PCO2 ,CCTS) =
E [
∫ ∞
0
QCCS ( Pel(t)e−δt − 1LHVcoal
3600 ηCCS
Pcoal(t)e−δt
−
44
12CCcoal
LHVcoal
3600 ηCCS
(1 − fCO2,abs)PCO2(t)e−δt
−
44
12CCcoalfCO2,abs
LHVcoal
3600 ηCCS
CCTS(t)e−δt )
− Cadd,CCSe−δtdt ] ,
(16)
where QCCS is the net electricity produced by the power plant. The factor
fCO2,abs describes the fraction of CO2 captured and weights the CO2 price,
PCO2 , and the cost for the capture, transport, and storage (CTS) of CO2,
CCTS.
In the case of a retroﬁt, the boiler size is ﬁxed, so that the same fuel
consumption in the conventional and the CCS scenario results, but with
a lower electricity output. This implies that Qconv/ηconv = QCCS/ηCCS.
Therefore, the diﬀerence in output between the CCS and the conventional
power plant is independent of the fuel price, and we can write:
VCCS-conv(Pel,PCO2 ,CCTS) =
E [
∫ ∞
0
Qconv(
ηCCS
ηconv
− 1)Pel(t)e−δt
+ Qconv
ηconv
44
12CCcoal
LHVcoal
3600
fCO2,abs(PCO2(t) − CCTS)e−δt
− (Cadd,CCS − Cadd,conv)e−δtdt ] .
(17)
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Neglecting the diﬀerence in additional operating costs7, the model parame-
ters λCO2 , λel, and λCTS are constant factors given by the power plant and
the fuel characteristics:
λCO2 =
Qconv
ηconv
·
44
12CCcoal
LHVcoal
3600
fCO2,abs
λCTS = −Qconv
ηconv
·
44
12CCcoal
LHVcoal
3600
fCO2,abs
λel = Qconv(
ηCCS
ηconv
− 1).
(18)
All three present values presented in this section assume an inﬁnite life-
time, which results, according to (17), in an inﬁnite lifetime of the retroﬁtted
power plant. Note that this crucial assumption, allowing for the analytic
tractability of the problem, is only valid for high discount rates and long
lifetimes. Otherwise, the value of the retroﬁt is overrated and the threshold
value, therefore, too low. This inaccuracy has to be kept in mind.
5 Results
In this section, we ﬁrst present the results of a sensitivity analysis of the CO2
threshold price at which it becomes preferable to invest in a CCS retroﬁt.
The parameters varied are the real discount rate of the CO2 price, ξCO2 , the
volatility of the CO2 price, σCO2 , the electric energy price, Pel, the correla-
tion coeﬃcient between the CO2 price and the electricity price, ρCO2,el, and
the investment costs, ICCS, using a constant discount rate δ = 0.1 for all
assets. For the computations, the dataset from Rohlfs and Madlener (2010),
summarized in Tables C.2 and 5, is used. In this dataset three diﬀerent op-
tions for CCS are presented. Options “Retroﬁt 1” and “Retroﬁt 2” account
for a retroﬁt with a net eﬃciency loss of 16 and 11 percentage points, respec-
tively (IPCC, 2005; Tanaka, 2008). Option three, called “Integration”, is a
process with an eﬃciency loss of only 7.5 percentage points, as presented
in Schreier et al. (2009). The term “Integration” indicates that this is a
7The diﬀerence in operating costs may be due to higher expenses for operating personnel.
These might also be included in the costs for CTS.
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greenﬁeld CCS power plant. As a greenﬁeld power plant will compete with
possible retroﬁt options, its threshold value is calculated here as well.
As a second step, based on the threshold values determined, we then
compute the time lag between the capture-ready investment and the retroﬁt
investment. For the modeling of the future price development we again use
the stochastic processes assumed in the real options model. Starting from
the price at the time when the capture-ready investment is undertaken, the
stochastic processes tell us the time lag until the threshold value is reached.
At this point in time it is optimal to invest in CCS. Finally, the time lag is
used to identify the proﬁtable investments in “capture-readiness”.
5.1 Threshold price sensitivity
Figures 5.1 and 5.2 summarizes the parameter variations with respect to
the threshold price. In Figure 5.1a, using the three-factor model, we show
a variation of the real discount rate ξCO2 = δ − αCO2 , i.e. the diﬀerence
between the discount rate and the growth rate of the price. As δ is constant
at 0.1, this graph also illustrates a variation of the growth rate αCO2 . A
high value of ξCO2 implies high discounting and, therefore, a low weighting
of future cash ﬂows. The CO2 price generates positive revenues, and a high
discounting of this asset leads to a high threshold value. Note that a similar
relationship occurs in the NPV model introduced in Rohlfs and Madlener
(2010). However, the linearity observed in the NPV model does not exist
in the real options approach. Non-linearity is caused by discontinuous be-
havior when ξCO2 = 0, i.e. when the integral becomes inﬁnite due to zero
discounting (Figure 5.1a).
The sensitivity of the results with regard to price uncertainty is demon-
strated by altering the values of the volatility σCO2 (Figure 5.1b). A change
in the volatility level from σCO2 = 0 to 0.5 causes more than a doubling of
the threshold price. With a volatility level of σCO2 = 0.311, estimated in
Rohlfs and Madlener (2010) for the time period April 2009 - April 2011, the
risk mark-up is more than e24 per ton of CO2 for the “Integration” option
and more than e36 for the option “Retroﬁt 1”.
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Figure 5.1: Plots (a)-(d) show parameter variations of ξCO2 , σCO2 , Pel, and
ρCO2,el, using the three-factor model.
Figure 5.1c plots the threshold value as a function of the electricity price
for the case of certainty in the CO2 price (σCO2 = 0) and for the observed
level of uncertainty (σCO2 = 0.311). The futures price of electricity traded
at the European Energy Exchange (EEX) dropped from e90 to e40 between
July 2008 and March 2009. Therefore, we consider prices in a broad range
for our analysis. In Figure 5.1c the beneﬁt of carbon capture technologies
with low eﬃciency losses becomes evident. For instance, at an electricity
price of e90 and a loss in net eﬃciency of 16% the threshold is more than
e128, while the threshold for a loss of 7.5% is lower at about e76. In both
cases, uncertainty in the price of CO2 is accounted for. Interestingly, even
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Figure 5.2: Plot (a) depicts a variation of the investment costs and the CTS costs
using the three-factor model with time-independent investment costs; Plot (b)
illustrates the eﬀect of a variation of the investment costs (level and growth) and
risk for the four-factor model.
when the CO2 price is known with certainty, the diﬀerence between the
threshold prices for both technologies is still more than e30 (for Pel =e90).
The positive feedback of an increase in the CO2 permit price on the
electricity price (Daskalakis and Markellos, 2009) avoids the myriad between
a high CO2 price and a low price of electricity. Therefore, the beneﬁt of
technologies with low eﬃciency losses becomes even more signiﬁcant.
The results of a variation of the correlation coeﬃcient ρCO2,el are shown
in Figure 5.1d. Here, an increase in correlation causes a decrease in the
threshold value. This is a surprising result because in Figure 5.1c a higher
electricity price raised the threshold value, so that at ﬁrst sight a coupling
of these assets would also be expected to increase the threshold value. The
explanation for the reduced threshold value is the value of waiting. Imag-
ine a jump in PCO2 ; if positive, such a jump makes CCS investment more
attractive, and the jump size, expressed by σCO2 , increases the threshold
price (Figure 5.1b). If this positive jump in PCO2 is connected to a jump in
the electricity price, Pel, this will cause a higher negative cash ﬂow, and the
beneﬁt of the jump in PCO2 will become smaller. Overall, this reduces the
value of waiting and, therefore, also the threshold value.
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The inﬂuence of investment costs when using the three-factor model is
shown in Figure 5.2a and the inﬂuence when using the four-factor model,
incorporating the growth of the investment costs, is shown in Figure 5.2b for
the integration option. In both cases, the threshold value increases linearly
with ICCS. For ICCS = 0 only the cost of the reduced electricity output, the
CTS costs, and the level of risk are considered. Since we suppose that there
is no possibility of abandoning the CO2-capturing technology, a high thresh-
old value of e40 per ton of CO2 is still needed for the integration option
under uncertainty. With certainty in the CO2 price, the threshold value is
e26 per ton of CO2, incorporating only the costs of CTS and the opportunity
costs due to the foregone electricity revenues. The additionally investigated
inﬂuence of an increase in the costs of CTS by e5 in Figure 5.2a shows a
mark-up in the threshold value of approximatively e8.4, whereby the risk-
premium of e3.4 is caused by the price uncertainties. In Figure 5.2b, for the
four-factor model, the value of waiting is additionally reduced by increasing
investment costs, leading to a reduction in the threshold price. Obviously,
for ICCS = 0 the threshold price is independent of αICCS . Another interest-
ing ﬁnding is that the diﬀerence between certainty and uncertainty increases
only marginally when investment costs increase.
5.2 The value of capture-ready power plants
In this section we determine the economic value of capture-ready invest-
ment options. To this end, we ﬁrst calculate the time lag between the
capture-ready investment and the optimal timing of the retroﬁt, since this
signiﬁcantly inﬂuences proﬁtability, as Figure 5.3 shows. The rate of re-
turn is depicted as a function of the time lag for diﬀerent ratios between
the investment made for “capture-ready” today and the reduction of the
investment costs in the year of retroﬁt, compared to a “non-capture-ready”
solution. As an illustration, if the initial investment reduces the later invest-
ment costs by a factor of 1.5, then a time lag of more than four years pulls
the rate of return down to a value below 10%. Even if the cost reduction
factor is three, after eleven years the rate of return falls under 10%.
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Figure 5.3: Return on investment as a function of the time lag.
To compute the optimal time lag as described in section 3.2.1, we use the
Monte Carlo simulation technique. The electricity price, starting at 58.90
e/MWh, the CO2 price, starting at 16.30 e/tCO28, and the CTS costs follow
stochastic processes with volatility and drift.
Figure 5.4a depicts the cumulated probability distribution of the opti-
mal time lag. We ﬁnd that in the case of zero CO2 price volatility (i.e.
σCO2 = 0), a strongly increasing probability towards CCS starts after 13
years for the “Integration” option. The probability for the “Retroﬁt 2” op-
tion takes oﬀ a few years later, but with nearly the same slope. The option
“Retroﬁt 1” comes thereafter. At the end of the observed time interval of
25 years, the total probability for the “Integration” option is 60.0%, for the
“Retroﬁt 1” option 19.5%, and for the “Retroﬁt 2” option 38.8%. In the
case of uncertainty (σCO2 = 0.311), the probability increases more slowly.
Although in the “Integration” case the probability is high for the ﬁrst 15
years, as compared to the case with certainty in the CO2 prices, it does
not rise signiﬁcantly over time (within 25 years the probability rises to only
25.9%). For the retroﬁt options, the total probability is even lower.
The necessary ratio between the reduced investment costs of the retroﬁt
and the initial investment costs in capture-readiness is shown in Figure 5.4b.
If a rate of return of, say, 10% is required, the capture-ready investment must
reduce the cost of retroﬁtting by a factor of 38.98 in the case of “Retroﬁt
1” and uncertainty in the CO2 price. Even under certain conditions, the
8These prices reﬂect the actual market situation as of April 21, 2011.
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ratio has to be 28.87 at a minimum , which is probably rather unlikely to
be achieved in the real world. The “Retroﬁt 2” option does not provide
a better investment opportunity if the CO2 price remains uncertain, as a
ratio of 16.67 or more is required. For the case of certainty in the CO2
price, the ratio is even higher (17.12). If a retroﬁt option with a similar loss
in net eﬃciency as the “Integration” option (Δη = 7.5%) is available, we
ﬁnd a ratio of 11.72 for certainty in the CO2 price and of 9.42 in the case
of uncertainty. Such high ratios, though, might only be feasible for a small
number of capture-ready investments.
0 5 10 15 20 25
0
10
20
30
40
50
60
70
Delay time [a]
C
u
m
u
la
te
d
 p
ro
b
ab
ili
ty
 o
f
a 
C
C
S
 i
n
ve
st
m
en
t 
[%
] Retrofit 1
Retrofit 2
Integration
σ
CO2
 = 0.311
σ
CO2
 = 0
(a)
0 2 4 6 8 10 12
0
10
20
30
40
50
60
70
Rate of return [%]R
at
io
 o
f 
in
ve
st
m
en
t 
an
d
 r
et
u
rn
 [
−
]
Retrofit 1 
Retrofit 2 
Integration
σ
CO2,el
 = 0.311
σ
CO2,el
 = 0
(b)
Figure 5.4: Valuation of capture-ready investments by depicting in (a) the cumu-
lative probability of CCS retroﬁt and in (b) the dependence of the ratio between
capture-ready investment costs and reduced retroﬁt costs.
6 Conclusion
This paper introduces a multi-factor expansion of the classical “optimal time
to invest” real options model of McDonald and Siegel (1986), thus eliminat-
ing the limitation of conventional real options models restricted to one or
two stochastic variables. The model is then applied to analyze the optimal
investment in a CCS retroﬁt of a conventional coal power plant. This al-
lows consideration of the costs of capture, transport, and storage (CTS),
the electricity price, and the price of CO2 (three-factor model) as stochastic
variables. In addition, we also incorporate uncertainty and growth in the
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investment cost of a CCS retroﬁt (four-factor model), in order to take into
account technology cost uncertainty.
In the model application, we distinguish two alternative retroﬁt options
and compare them to a greenﬁeld CCS plant, ﬁnding that in addition to the
cost of CCS, due to the loss in net eﬃciency, and the variable CTS costs,
major uncertainty costs exist. With increasing uncertainty in the CO2 price,
the merits of CCS plants wane, providing evidence for the usefulness of the
real options approach adopted. This model depicts that the volatility found
in the CO2 price over the last years is responsible for a doubling of the CO2
threshold value at which CCS actually becomes economically viable.
Interestingly, a positive impact on the CCS-ready investment decision can
be found when σCO2 < 0.05, caused by the correlation between the electric-
ity and the CO2 price. Here, uncertainty lowers the value of waiting and
hence reduces the threshold value. Even small increases in the (determin-
istic) CTS costs cause a high increase in the threshold price of CO2, due
to the high uncertainty in the latter. We ﬁnd that both higher electricity
prices and higher volatility increase the attractiveness of CCS-power plants
with smaller net eﬃciency losses.
The high threshold value found for the CO2 price is responsible for a long
time lag between the initial investment and the retroﬁt. The probability of
a retroﬁt investment remains rather low, even after 15 to 20 years, resulting
in a modest rate of return and, therefore, an insuﬃcient economic beneﬁt of
a capture-ready investment. Finally, we ﬁnd the replacement of a mature
power plant with a net eﬃciency of 35% by a greenﬁeld CCS power plant
(38.5%) to be preferable, compared to retroﬁtting a capture-ready facility,
thus increasing the time lag for CCS retroﬁts even more.
Overall, our analysis shows that CCS-ready power plants, compared to
conventional power plants with later retroﬁt, are only preferable under very
speciﬁc conditions. This includes a relatively high CO2 permit price (ap-
proximately e30 to e40) and a low level of the CO2 permit price’s volatility
(σCO2 ≈ 0.05). This is an important ﬁnding not only for investors but also
for policy makers.
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Appendices
A. Three-factor model
The derivation of the solution for the three-dimensional quadratic equation
(9), together with the four boundary conditions, namely the value-matching
condition (10) and the three smooth-pasting conditions (11)–(13), is pre-
sented here. The approach (8) is used to eliminate W (PCO2 ,Pel,CCTS)
within the boundary conditions. The value-matching condition therefore
becomes:
aP ∗CO2(PelCCTS)
Pχel ,C
γ
CTS =
λCO2P
∗
CO2(Pel,CCTS)
δ − αCO2
+ λelPel
δ − αel +
λCTSCCTS
δ − αCTS − I
(A.1)
and the three smooth-pasting conditions:
aP ∗CO2(Pel,CCTS)
−1PχelC
γ
CTS =
λCO2
δ − αCO2
, (A.2)
aχP ∗CO2(Pel,CCTS)
Pχ−1el C
γ
CTS =
λel
δ − αel , (A.3)
aγP ∗CO2(Pel,CCTS)
PχelC
γ−1
CTS =
λCTS
δ − αCTS . (A.4)
In order to solve the set of ﬁve equations we want to eliminate the unknown
variables χ and γ by inserting (A.2) and (A.3) in (A.1), yielding
aP ∗CO2(PelCCTS)
Pχel ,C
γ
CTS = ( aP
∗
CO2(Pel,CCTS)
PχelC
γ
CTS
+ aχP ∗CO2(Pel,CCTS)
PχelC
γ
CTS +
λCTSCCTS
δ − αCTS ) − I.
(A.5)
Equation (A.5) can be rearranged to
aP ∗CO2(PelCCTS)
Pχel ,C
γ
CTS(1 −  − χ) =
λCTSCCTS
δ − αCTS − I. (A.6)
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With (A.4) we can simplify the term on the left-hand side to
λCTSCCTS
γ
(1 −  − χ) = λCTSCCTS − I (δ − αCTS) (A.7)
and rearranging enables us to determine γ as:
γ = λCTSCCTS
λCTSCCTS − I (δ − αCTS)︸ ︷︷ ︸
α∗
(1 −  − χ) . (A.8)
In the same way an equation for χ can be derived:
χ = λelPel
λelPel − I (δ − αel)︸ ︷︷ ︸
β∗
(1 −  − γ) (A.9)
For convenience, we introduce the factors α∗ and β∗:
γ = α∗ (1 −  − χ) , χ = β∗ (1 −  − γ) . (A.10)
Now we replace the variables γ and χ in (9). To achieve this, we rearrange
the equations above to
χ() = β
∗ (1 − α∗ (1 − ) − )
1 − α∗β∗ (A.11)
and
γ() = α
∗ (1 − β∗ (1 − ) − )
1 − α∗β∗ . (A.12)
Again, for convenience, we introduce the factors Kχ1 , Kχ2 , Kγ1 and Kγ2 to
get
χ() = Kχ1 + Kχ2 (A.13)
and
γ() = Kγ1 + Kγ2 . (A.14)
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With these two expressions, the three-dimensional quadratic equation (9)
yields an ordinary quadratic equation with the only unknown variable :
0 =12
[
σ2CO2(
2 − )
+ σ2el(K2χ1
2 + 2Kχ1Kχ2 + K
2
χ2 − Kχ1 − Kχ2)
+ σ2CTS(K2γ1
2 + 2Kγ1Kγ2 + K
2
γ2 − Kγ1 − Kγ2) ]
+ ρCO2,elσCO2σel(Kχ1 + Kχ2)
+ ρCO2,CTSσCO2σCTS(Kγ1 + Kγ2)
+ ρel,CTSσelσCTS(Kγ1 + Kγ2)(Kχ + Kχ2)
+ αCO2 + αel(Kχ1 + Kχ2) + αCTS(Kγ1 + Kγ2) − δ
(A.15)
0 = K12 + K2 + K3. (A.16)
This quadratic equation has two solutions for . With these solutions
the unknowns χ and γ can be determined according to (A.11) and (A.12).
Because the negative cash ﬂows will rise with an increasing price of CO2,
the variable γ has to be positive. With this information, the correct solution
can be obtained.
B. Four-factor model
In the previously described three-factor model, the investment costs are
assumed to be constant. If material costs rise, e.g. for iron and steel, this
would likely cause higher construction costs in the future. Allowing for
this situation, the model presented above is extended by a fourth factor
representing the CCS retroﬁt investment costs. The present value of the
returns is given by
V (PCO2 ,Pel,CCTS,ICCS) =
λCO2PCO2(t)
δ − αCO2
+ λelPel(t)
δ − αel
+ λCTSCCTS(t)
δ − αCTS +
λICCSI
∗
CCS(t)
δ − αICCS
,
(B.2)
where I∗CCS denotes the split investment expenditures for CCS. All processes
are assumed to follow a GBM process.
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The investment costs, represented by (λI∗CCSICCS(t))/(δ − αICCS), match
for t = 0 the given costs ICCS. Using λICCS = −1, the value I∗CCS is deter-
mined by
I∗CCS =
ICCS
δ − αICCS
. (B.3)
The four-factor model is solved in a similar procedure, using again the
value-matching condition and now four additional smooth-pasting condi-
tions.
C. Data used for model application
For our illustrative application of the real options model, we use standard
assumptions for a modern coal-ﬁred power plant, as described in Rohlfs
and Madlener (2010) and summarized in Table C.1. In Table C.2 the pa-
rameterization is given for the diﬀerent alternatives investigated (Reference
plant, Retroﬁt 1, Retroﬁt 2, Integration). Table 5 summarizes the economic
parameter values used as the basis for the sensitivity analysis.
Table C.1: Technical data of reference plant
Parameter Value
Thermal power 1600 MW
Lower heating value (LHV) 23,000 kJ/kg
Coal carbon contents (CCcoal) 60%
Full-load hours 7500 h/year
Source: VGB PowerTech e.V. (2004)
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Table C.2: Assumed technical data and investment costs of reference plant retroﬁt
options
Parameter Reference
plant
Retroﬁt 1 Retroﬁt 2 Integration
Net eﬃciency 46% 30% 35% 38.5%
Electric power output 736 MW 480 MW 560 MW 616 MW
CO2 absorption rate 0 90% 90% 90%
Cost of chemical solvent - e4.8/taCO2 e3.6/t
b
CO2 e3.6/t
b
CO2
Additional investment
costsc
- e0.5 bn e0.5 bn e0.53 bn
Total investment costsc e1.32 bn - - e1.85 bn
Source: Schreier et al. (2009)
Note: ausing monoethanolamine (MEA); busing 2-(ethylamino)ethanol (EMEA);
cIncluded are the investment costs for CO2 sequestration and compression.
Table C.3: Economic data used
Parameter Pi,0 αi σi ρi,DAX ρi,el ρi,CO2 ρi,CTS ρi,Invest
P ael e58.90 3% 0.143 0.341 1 0.395 0.25 0.1
P bCO2 e14.34 5% 0.311 0.396 0.395 1 0.3 0.5
CcCTS e10.6 2% 0.1 0.2 0.25 0.3 1 0.2
Ic e0.5 bn 2% 0.15 0.3 0.1 0.5 0.2 1
Note: a1-year base-load futures at the EEX (April 20, 2009 - April 20, 2011);
bEUA price (April 20, 2009 - April 20, 2011) at the ECX. cEstimates.
Chapter 3:
The idea of endogenous
risk structures
Multi-commodity real options analysis of power plant
investments: Discounting endogenous risk structures
Wilko Rohlfs (jointly written with Reinhard Madlener)
Abstract: The value of power generation technologies can be derived from the
investment cost, the plant’s expected lifetime, and the discounted cash ﬂows, the
latter of which typically are a combination of several underlyings, such as the price
of fuel, electricity, and CO2. To determine this value, most studies assume prede-
ﬁned, uniform, and constant discount rates, irrespective of the fact that the speciﬁc
risk strongly varies with the technology concerned and also over time. In order to
endogenize the technology-speciﬁc risk, we develop a new model that explicitly ac-
counts for the (likewise technology-speciﬁc) combination of the underlyings. More
speciﬁcally, we use a multivariate binomial tree real options approach for analyz-
ing the value of diﬀerent power plants (gas-ﬁred and coal-ﬁred, with and without
carbon capture and storage (CCS); hydro; wind; photovoltaics) and for taking into
account technical change. We further investigate the inﬂuence of alternative CO2
policies on the plants’ values, modeling the CO2 price in three diﬀerent ways and
for three diﬀerent carbon price levels (5, 25, 45 e/tCO2 ): (1) as a stochastic process
(Geometric Brownian Motion), reﬂecting the price development in the Emissions
Trading Scheme of the European Union (EU ETS); (2) as a (constrained) stochastic
process with a price ﬂoor, and (3) as a deterministic carbon tax.
From the model application, using data from German exchange-based markets and
a much-cited pilot study on future energy strategies and scenarios in Germany, we
ﬁnd a strong preference for hard-coal power plants in the low CO2 price scenario
(P2015 = e5) and a low value of waiting in case of using the real options model. For
all price scenarios, the value of waiting is much higher for both the CO2 permits
with a price ﬂoor and the CO2 tax policy. This leads, for the medium and high
CO2 price scenario, to a dominance of the CCS power plants. In the high CO2
price scenario (P2015 = e45), the value of waiting only delays the investment
decision in the case of the ﬂoored CO2 permit prices. For the two other policies,
the model predicts an immediate investment in CCS power plants once the CCS
technology becomes commercially available in 2020.
published in: Energy Systems, 5, 3, 423-447, 2014
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1 Introduction
Increasing volatility of prices, technical change, and regulatory uncertainty
all render investments in power generation assets more and more risky,
calling for stochastic model approaches to support investment decisions.
Therefore, the literature on stochastic models and their application to the
energy sector has ﬂourished in recent years. Reinelt and Keith (2007), for
instance, investigate the cost of regulatory uncertainty in carbon capture
retroﬁt investments, based on a two-dimensional model (volatile natural gas
price, uncertain carbon regulations) for diﬀerent coal-ﬁred power plants us-
ing Bellman’s Principle of Optimality (Bellman, 1957). However, such a
separated comparison of alternative investment options is insuﬃcient and
remains silent about both the optimal timing of investment and the optimal
technology mix.
Real options (RO) models (Black and Scholes, 1973; Dixit and Pindyck,
1994) are attractive in this respect and also account for the value of wait-
ing (McDonald and Siegel, 1986). Therefore, it is not very surprising that
in recent years RO models have been increasingly applied also in the en-
ergy literature, even though most applications have only dealt with a sin-
gle stochastic variable at a time. However, multi-dimensional RO models
(McDonald and Siegel, 1986; Boyle et al., 1989) that account for several
stochastic processes are still rare and usually neither account for multiple
technology choices nor for risk-adjusted discounting caused by the correla-
tion of the underlying assets concerned. In Siddiqui and Fleten (2010), a
two-dimensional RO problem is solved in order to address the question of
how a staged R&D program could be optimally implemented under uncer-
tain electricity prices and operating cost. A similar approach is applied in
Fleten and Näsäkkälä (2010), modeling the spark spread and the electricity
price stochastically. Whereas for the two-dimensional problem the option
value can be determined analytically, for higher-dimensional problems only
an expression for the threshold value can be found (Rohlfs and Madlener,
2011b). In order to overcome this problem, Gahungu and Smeers (2009)
suggest a Monte Carlo approach, allowing at least for a numerical approxi-
mation of the option value.
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Three-dimensional RO model based on a binomial lattice are applied
in Abadie et al. (2010, 2011) in order to determine the optimal timing of
abandonment of a coal-ﬁred power plant in the European Union. A general
approach to model the managerial ﬂexibility inherent in multiple real options
with multiple sources of risk is addressed in Kienzle and Andersson (2009).
In their model application, two combined heat and power (CHP) plants are
compared with each other, using a three-asset Monte Carlo simulation.
In a former study of the authors (Rohlfs and Madlener, 2013a), the in-
ﬂuence of carbon capture readiness was investigated by a stochastic NPV
model with an endogenous, time- and technology-dependent discount rate.
With that model, the value of carbon capture readiness was found to be
small. Moreover, the option of replacing older power plants including a pre-
mature shut-down with a new CCS power plant is found to be the preferred
choice in the majority of investigated scenarios.
In this paper, we also model the situation of an investor facing the choice
between diﬀerent power plant technologies and having the additional ﬂex-
ibility to postpone the investment decision. Because all technological op-
tions considered generate electricity (or eventually additional heat or process
steam), the future returns gained from such investments are determined by
a few basic underlyings, such as the fuel, electricity, and carbon prices.
Thereby, the economic risk of these prospective returns depends on the un-
certainty of the single underlyings as well as on their combination, which is
technology-speciﬁc. Therefore, we aim in our study to endogenize the risk
treatment, e.g. by applying an endogenous discount rate. This endogenous
risk treatment is aﬄicted with two main obstacles.
First, under the assumption of time-constant parameters (e.g. growth
rate and volatility) for the stochastic processes of the underlyings, the risk
of the prospective returns becomes time-dependent when constant ratios
between input and output quantities are prescribed. This results in a time-
dependency of the optimal technology. In order to perform the desired
dynamic optimization of the investment strategy, the RO approach, which
incorporates the value of waiting, is well suited for the problem at hand.
Nevertheless, multi-asset option models in general assume that, once the
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investment has been made, the share of the diﬀerent underlyings (assets)
remains constant over time, leading to a time-invariant solution. This im-
plies that neither the growth rate nor the volatility of the portfolio of un-
derlyings must vary over time. However, due to the diﬀerent performance
of the underlyings, in reality, the portfolio would have to be readjusted over
time, as the share of the well-performing assets in the portfolio increases,
while the share of the others decreases. In the case of energy conversion
(e.g. electricity generation) plants, the choice of the applied technology de-
ﬁnes the input and output quantities as well as the ratio between them for
the entire lifetime of the plant. With such a constant ratio between the
input and output quantities, however, the inﬂuence of the resulting incom-
ing and outgoing cash ﬂows (e.g. for fuel, electricity, and CO2 permits) on
the prospective returns is directly coupled to the ratio between the asset
prices. Due to unequal growth rates predicted for the prospective prices of
the assets, a strong time-dependence in the ratio between the various input
and output cash ﬂows can be expected.
Second, a further main obstacle in the decision-making process is the
evaluation of uncertain cash ﬂows gained at diﬀerent times. Due to the
strong correlation of subsequent returns, a separate valuation of the result-
ing cash ﬂows remains inaccurate. This problem can be illustrated by the
following example. Let us suppose an uncertain cash ﬂow in the ﬁrst pe-
riod that takes a value of either 100 or 200 (for simplicity, with the same
probability). Due to the associated uncertainty, a risk premium would be
required, reducing the expected utility below the utility of the average cash
ﬂow of 150. In the next period, the same cash ﬂow may be gained but, due
to the correlation between the two periods, the cash ﬂow would be 100 if
the cash ﬂow of the previous period was 200, and vice versa. A segregated
treatment of this period would again require a risk premium. However, if
the cash ﬂows of both periods are evaluated jointly, the associated risk van-
ishes. This example illustrates that discounting methods that combine risk-
and time-discounting cannot be applied when cash ﬂows with strong corre-
lations between diﬀerent periods are considered. Therefore, in our study, a
segregated risk- and time- discounting method is applied.
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The original contribution of this paper is threefold:
(1) From a modeling perspective, we present an RO-based approach,
which allows for determining the optimal technology as well as the optimal
time to invest for the case that the investor commits himself with the in-
stalled plant to a ﬁxed ratio between inputs and outputs. This approach,
because of its mathematical complexity, loses analytical tractability and re-
quires a mixed binomial lattice and Monte Carlo approach with a segregated
time- and risk-discounting. This discounting strategy allows to account for
the technology-speciﬁc economic risk.
(2) From the investor’s perspective, the application of the proposed model
gives insights into an optimized decision process when multiple technological
options exist and replications for the underlying assets cannot be performed.
Speciﬁcally, we evaluate the option value of investing in diﬀerent types of
power plants (gas-ﬁred and coal-ﬁred, with and without carbon capture
and storage (CCS); hydro; onshore and oﬀshore wind; photovoltaics), also
taking into account the impact of technical change, which manifests itself
by decreasing investment and operation and maintenance (O&M) cost as
well as energy eﬃciency gains.
(3) From a political perspective, the model provides new insights into
the eﬀect of various CO2 permit auctioning strategies. Thereby, regulatory
uncertainty concerning climate change policies is addressed by modeling the
CO2 price in three diﬀerent ways: (a) as an unconstrained stochastic pro-
cess, (b) as a constrained stochastic process with a ﬂoor price, and (c) as a
deterministic carbon tax. We show how a CO2 price ﬂoor in the auctioning
process aﬀects the investment decision. Surprisingly, we ﬁnd an unexpected
extension of the delay time, which, however, can be explained by the elimi-
nation of price paths having a negative eﬀect on the value of waiting.
The remainder of this paper is organized as follows: In Section 2 the RO
model with the segregated discounting is described. Section 3 summarizes
the economic and technical data used for the model application. Section
4 presents the results obtained, and the impact of varying the CO2 price.
Section 5 concludes and presents some political implications.
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2 The model
The present study aims at determining the optimal technology to invest, as
well as the optimal time to invest, for the case that an electric utility has the
choice of building a new power generation unit. The concept of the model
is presented in Fig. 2.1. The core of this model is a multi-dimensional real
options approach (more precisely: an option to wait McDonald and Siegel,
1986), where the value of all technological options is based on multiple un-
derlying assets (fuel price, electricity price, CO2 price), following correlated
stochastic processes.
For a more realistic approach that allows for the inclusion of future im-
portant variables (e.g. technological innovation, ﬂoored prices), we make
use of a multi-dimensional lattice method (explained in Sect. 2.2) which
was for the one-dimensional case introduced by Cox et al. (1979) (hereafter
CRR).
Starting with a known state at t = 0 with the deterministic prices Pi(t =
0), the multi-dimensional tree is constructed, thereby accounting for the
diﬀerent growth rates, volatilities and correlations between all underlying
assets. Rolling up the decision tree, the investor is given the opportunity to
invest in one of the various types of power plants available or to delay the
investment decision by one period, depending on the exercising value and
the value of waiting. Formally, this yields an option value, V (t), of the form
V (t) = max(NPVi,V (t + 1)discounted,0). (1)
The exercising value of the option is given by the NPV of the best-performing
power plant. This exercising value of all technologies at each node is calcu-
lated using the same stochastic processes of the underlying assets by way of
the Monte Carlo simulation technique (see subsection 2.3). The time- and
risk-adjusted cash ﬂow evaluation, grounded on benchmark time-discounting
and an approach for risk-discounting based on a utility function, builds the
bridge between the two models.
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Figure 2.1: Schematic model description
2.1 Stochastic price path modeling
In this study, m stochastic price processes are used to model the various price
paths and the path of the benchmark asset. We assume that all those paths
can be described by Geometric Brownian Motions, with constant growth
rates αi and volatilities σi, yielding
dPi(t)
Pi(t)
= αidt + σidZi, (2)
where dZi are increments of correlated Gauss-Wiener processes, so that
E[dZidZj ] = ρijdt, i = j, and ρij denotes the correlation between process i
and process j.
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Note that the numerical approach adopted in this study does also allow
for the consideration of other stochastic processes, as for instance a mean-
reverting (Ornstein-Uhlenbeck) process. Due to the long-term investment
problem of new power generation units, short-term volatilities do not play a
signiﬁcant role for which we have explicitly chosen the Geometric Brownian
Motion process, which reﬂects the possibility of diverging price paths in the
long-term forecast. Because of the very long time-span considered (up to 80
years into the future), comparatively low volatilities have been applied (see
section 3.1). If the mean-reverting process would be used to calculate the
returns of a power plant with a long lifetime, the integration equalizes the
stochastically oscillating returns resulting in a NPV with low uncertainty.
2.2 Construction of the n-dimensional lattice
For the development of the multi-dimensional lattice, we apply the com-
monly used method of logarithmic prices (Abadie and Chamorro, 2008;
Abadie et al., 2011) but, in contrast to these references, we remain in a
risky world. Hence we start with a logarithmic transformation of the price
variables, such that
xi(t) ≡ lnPi(t). (3)
Applying Itô’s Lemma for the dynamic processes, it follows from Eq. (3)
that
dxi(t) = αidt + σidZi(t). (4)
For a discrete time step, Δt, the ﬁrst moment of Eq. (4) is given by
E [Δxi] = αiΔt (5)
and the second momentum by
E
[
Δx2i
]
= σ2i Δt + α2i (Δt)2. (6)
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For the correlation of two processes, the following condition must hold:
E [(Δxi − αi)(Δxj − αj)] = ρijσiσjΔt. (7)
From Eqs. (5)-(7) two conditions for each asset (2m) and one correlation
for each asset combination [m(m − 1)/2] result. The number of nodes from
the multi-dimensional lattice approach is given by 2m, leading to the same
number of unknown probabilities. Additionally, the values of Δxi are un-
known. Overall, we have (2m + m) unknowns and (m2 + 3m)/2 equations
plus the trivial assumption that the sum of all probabilities equals unity
(
∑
pi = 1).
To construct the nodes of the lattice, diﬀerent options exist. One possible
and common way is to impose the discrete increments (Δxi) and to calculate
the corresponding probabilities. For a one-dimensional lattice, this method
goes back to the CRR model (Cox et al., 1979). This procedure can also be
applied for the case of multi-dimensional lattices (for the two-dimensional
case, see Boyle et al., 1989). However, the method may lead to negative
probabilities when a high correlation between assets exists. In order to
overcome this inconvenience, various approaches have been proposed in the
literature. Gamba and Trigeorgis (2007), for instance, use a log-transformed
binomial lattice approach, but still face the (reduced) problem of negative
probabilities.
To overcome this imprecision, we ﬁrst analyze their cause in the lattice
approximation. To illustrate this, Fig. 2.2 depicts iso-probability contours
for two correlated assets with various correlation coeﬃcients. If the nodes of
the binomial tree form an orthogonal grid, as in the CRR model (upper three
graphs), the discretization of the probability distribution becomes imprecise
for higher correlation coeﬃcients. For perfectly correlated assets (ρ = 1),
e.g., when the probability distribution becomes quasi one-dimensional (with
a new axis orientation), a rectangular discretization deﬁnitely fails to repro-
duce the desired distribution. Therefore, we apply a method proposed by
Rubinstein (1994), constructing a non-rectangular tree for m diﬀerent assets.
In this method, the discrete increments (Δxi) are rotated and translated in
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Figure 2.2: Orthogonal vs. non-orthogonal grid in the case of diﬀerent correlation
coeﬃcients
a way such that their orientation matches with the one of the correlated,
non-centred distribution.
To practically determine the nodes of the non-rectangular tree, we ﬁrst
transform the yearly variances and the growth rates to the desired width
of the time step Δt according to σi,Δt = σi,1
√
Δt and αi,Δt = μi,1 · t.
Thereafter, we construct the covariance matrix Cov(Xi,Xj) with given
variances and correlation coeﬃcients. As this is a symmetrical positive-
deﬁnite matrix, Cholesky decomposition can be applied, yielding a lower-
triangular matrix Lij . Multiplying a vector containing all node directions
(with the length of unity in each direction) by this lower-triangular matrix
and adding the corresponding growth rate to each node, we receive a matrix
that contains again the vectors of all node directions, but this time adjusted
in such a way that all nodes are aﬄicted with an equal probability of 1/2m.
2.3 Evaluating the node-speciﬁc option value
In options theory, the evaluation of the option value begins at the end
branches of the binomial tree when exercising the option (roll-up). In the
case of real options, the exercising value at the speciﬁc node is commonly
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given by the NPV of the investment. As we do not retain the classical
NPV approach (where time and risk are coupled), and instead make use
of benchmark time-discounting, combined with utility functions for an en-
hanced treatment of risk structures, the utility value and not the NPV is
used for the evaluation. With multiple investment options available, the
technology with the highest utility is chosen. If all utilities are negative at
the strike date, the option will expire with a value of zero (no investment).
For the preceding nodes, the additional option of postponing the investment
decision arises, creating a value of waiting. The value of waiting is the util-
ity of the time-discounted NPV of the 2m subsequent nodes. Note that the
utility of the time-discounted NPV does not conﬁrm with the option value
of the subsequent nodes, as the utility cannot directly be time-discounted.
Therefore, the option value can formally be written as
V (t) = max
{
U [NPV (i,t)],U
[
1
2m
2m∑
i=1
(
βU−1(V (t + 1))
)]
,0
}
, (8)
where V (t) represents the option value at the current node. The superscript
−1 indicates the inverse of the utility function. For time-discounting, the
deﬂator β is introduced, which results from an additional stochastic process
(also correlated to the basic underlying assets), representing the evolution
of the market value of a well-diversiﬁed portfolio (see subsection 2.5 for
details).
2.4 Computing the node-speciﬁc exercising value
At each node in time td (d indicates the time of decision-making), the ex-
pected returns of all available investment opportunities have to be estimated,
based on the actual prices at the speciﬁc node. As all prices are assumed
to follow stochastic processes, the resulting exercising value is stochastically
distributed, displaying the riskiness (or risk structure) of the proposed in-
vestment. In order to account for the ﬂexibility to abandon the operation of
the power plant in cases where the cost of the input quantities exceeds the
revenues of the outputs, we limit the total loss of each period to the O&M
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cost, CO&M. Formally, this yields
NPV (j,td) =
td+LT (j)∫
td
β(t∗)CF (t∗)dt∗,0 − I(j,td)
=
td+LT (j)∫
td
β(t∗)
∑
i
{max[fi(j,td)Pi(t∗),CO&M]} dt∗ − I(j,td),
(9)
where Pi(t∗) is the price of the commodity i, which again follows a Geo-
metric Brownian Motion and factor ci(j,td) denotes the weighting of the
price, dependent on the speciﬁc power plant j and on the date when the
power plant is built, td (thus allowing for technical change). For exam-
ple, the weighting factors of a conventional power plant built at td = 2015
are fel = 2.5 · 106 MWh/a, fcoal = −6.3 · 105 tcoal/a, fCO2 = −1.6 · 106 tCO2/a,
fgas = 0m3/a, and fO&M = −1.3 · 107/a (negative values imply that the cor-
responding commodity price causes costs instead of revenues). The variable
I(j,td) denotes the investment cost of the power plant j at time td. Inte-
grating the instantaneous cash ﬂows over lifetime LT (i) additionally allows
to account for technology-dependent plant lifetimes. Due to the tempo-
ral distribution of the cash ﬂows, an adequate time-discounting is required,
for which the deﬂator β is again used. Further information regarding the
discounting is provided in subsection 2.5 below.
Due to the lack of analytical tractability of Eq. (9), the Monte Carlo
Simulation technique is used to determine the distribution of the NPV,
evaluating the cash ﬂow at time t by the prevailing prices of the respective
simulation path.
2.5 Time- and risk-discounting
In the NPV approach for the exercising value presented as well as in the
real options approach itself, the cash ﬂows and option values have to be
discounted in order to account for their temporal character and their un-
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certainty. This implies that cash ﬂows gained at diﬀerent times have to be
somehow combined. By doing so, it is assumed that an investor generally
prefers earlier cash ﬂows, which can then either be used for consumption or
be reinvested. Additionally, the risk adjustment should account for the fact
that the economic risk varies with the applied technology due to the dif-
ferent combinations of the underlying assets. Therefore, the risk evaluation
constitutes one of the main obstacles in this study. The desired method of
discounting has to fulﬁll the following requirements:
1. Reﬂecting the project or power plant’s speciﬁc risk structure;
2. Consistency between the NPV and the RO approach;
3. From the RO approach: The discounting must be higher than the
average growth rate, as otherwise the investment is always made at
tend;
Standard asset pricing models, such as for example the CAPM (Sharpe,
1964; Lintner, 1965), perform a segregated treatment of the cash ﬂows of
diﬀerent periods. Following the Fisher separation theorem, this discounting
procedure is well-suited for investors able to diversify their capital. However,
although electric utilities try to optimize their power plant portfolio in terms
of risk and return, they usually remain in the ﬁeld of their core competence
in order to make proﬁts. Therefore, we build the discounting method upon
a diﬀerent basic principle. Speciﬁcally, we assume that the shareholders of
the electric utility in general request an equal or better performance of the
proposed project than they could achieve by investing in another benchmark
project or share. By accounting for the correlation between the benchmark
share and the project (done by simulating one additional correlated price
path, PM ), a discount factor β (deﬂator) can be constructed according to
β = PM (τ)
PM (t)
, (10)
where PM (τ) denotes the price of the market-based benchmark share at
the reference point in time. The price PM (t) is the respective price at the
actual time and state. In our model application, we exemplarily focus on an
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investment decision in the European area, which is why we use the German
stock market index DAX as the benchmark asset. As the average growth
rate of the investment in many cases surpasses the stock market growth, the
third requirement does not hold, leading to a maximum (inﬁnite) delay of
the investment decision. Therefore, we further request an additional rate of
return r, expanding the deﬂator to
β = PM (τ)
PM (t)
· 1(1 + r)t−τ . (11)
Note that this extension of the deﬂator must be interpreted as a time pref-
erence of the investor and not as a risk premium.
The time-discounting method described above is applied to evaluate the
exercising value by way of the Monte Carlo simulation technique. This
leads, for each simulated path, to an expected value and thus to a distribu-
tion displaying the associated risk structure of the project. To reduce this
distribution to a single, risk-adjusted expected value, as is needed in the real
options approach, a risk-adequate evaluation of this distribution is required.
Following the basic theory, risk aversion can be explained by concave utility
functions (von Neumann and Morgenstern, 1944), which transform the nom-
inal cash ﬂows into utility values. Due to the concave shape, the marginal
gain of utility decreases with increasing nominal value. The nominal value of
the average utility is, therefore, always less than the average nominal value
itself (as shown in Fig. 2.3). Due to the fact that also negative exercising
values may occur, the utility function has to be deﬁned for positive and for
negative values. One possible and adequate shape for the utility function is
given by a quadratic function, according to
U(x) = a · x − b · x2. (12)
In this case, the constants a and b have to be adjusted to express the in-
vestor’s attitude towards risk. Note that while the marginal utility decreases
with increasing nominal value, the marginal negative utility increases for
higher losses, also indicating risk-averse behavior. This implies that the in-
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Figure 2.3: Discounting by means of a utility function
vestor would prefer a certain loss of, say, 75 units compared to an uncertain
loss of either 50 or 100 units. This assumption is contrary to the S-shaped
utility function from prospect theory (Kahneman and Tversky, 1979), pre-
dicting in the negative branch a risk-loving investor (convex shape) as well
as a saturation for gains and losses. However, in our analysis we decided to
rule out negative saturation, assuming that the maximal loss of the proposed
investment does not exceed the funds of the investor.
In the RO model, the option to wait includes the discounted option value
of the subsequent time step, (t+1). Keeping a consistent separation between
time- and risk-discounting, the average utility at time t, U [x(t)], is given by
the utility of the discounted values of the underlyings at time (t + 1), i.e.
U [x(t)] = U [β · x(t + 1)]. (13)
Note that this equation implies the discounting of the expected values with
the deﬂator β before applying the utility function and before averaging. The
direct application of this equation requires that all expected values obtained
The idea of endogenous risk structures 61
from the Monte Carlo simulation of (t+1) have to be stored, leading to high
computational cost. A solution to this problem is to factor out the deﬂator
β, leading to
U [x(t)] = β∗ · U [x(t + 1)], (14)
where U [x(t + 1)] is the only variable known from the previous time step
and β∗ a modiﬁed deﬂator. Unfortunately, the sum of the linear and the
quadratic part in Eq. (12) does not allow for such a direct separation ap-
proach. Therefore, it is necessary to store the average linear value x as
well as the average quadratic value x2, which can be discounted separately
according to
x(t) = β · x(t + 1),
x2(t) = β2 · x2(t + 1).
(15)
Note that the application of other utility functions such as CRRA (con-
stant relative risk aversion) or HARA (hyperbolic absolute risk aversion) is
in general possible, but associated with a high demand on computational
power (i.e. computational storage). For including the value of waiting, the
utility of waiting has to be estimated. This utility is given by the mean
utility of the discounted NPV distribution. To calculate this, two possi-
ble procedures exist. In the ﬁrst approach, the entire NPV distribution at
each node of the decision tree is stored and subsequently discounted to the
preceding node. This requires, of course, a huge amount of computational
memory. The other approach is to use a utility function which allows to ap-
ply the discounting procedure directly to the mean utility (as shown in Eqs.
(13) - (15)). Unfortunately, the other utility functions (logarithmic, CRRA
or HARA) do not allow for such a segregation. Thus, we have adopted the
quadratic utility function.
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2.6 Numerical simulation
All simulations in this section were performed with the same temporal dis-
cretization. For the real options model, only a limited number of time steps
(N = 7) with a step size of ΔtRO = 5a has been used (starting from 2015
and ending at 2050). Due to the strongly increasing computational eﬀort
with the number of steps, seven steps were found to be still feasible for
simulations of ﬁve-dimensional options pricing. The step size for evaluat-
ing the exercising value at each node by the Monte Carlo NPV approach is
ΔtNPV = 1a. Because of the large number of resulting nodes (32,768 at the
last time step10), the number of price paths in the Monte Carlo simulation
has been limited to n = 100 for all time steps except the ﬁrst and the second
ones, where n = 10,000 and n = 1,000, respectively. The computation time
needed was up to 25 minutes in a non-parallelized simulation on a quad-core
computer (2.4GHz), for the case that all nine technological options (see Ta-
ble 2) were taken into account. In order to evaluate the accuracy of the
results, the complete simulation has been performed ten times. Therefore,
the mean, minimum, and maximum option values are presented for each
parameter variation in turn. For the time-discounting, a mark-up of 4%
on the return of the benchmark asset has been assumed for all technologies
considered.
3 Data
3.1 Economic data
The economic and market boundary conditions are, on the one hand, crucial
for the outcome of the study and, on the other hand, at the same time
highly controversial. Because of the power plant’s long life-span, long-run
projections for the underlying assets are necessary. As we consider the
latest investment decision in 2050 (with the technological data provided in
subsection 3.1) and a maximal lifetime of 30 years (hydro power), price
projections until 2080 are required.
10Note that the 32,768 nodes at the end of the tree represent 34 billion (!) possible price
paths.
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Table 1: Economic data used
Parameter Pi,0 αi σi ρi,el ρi,coal ρi,gas ρi,CO2 ρi,M
P ael e60 4.00% 4.00% 1.000 0.608 0.702 0.518 0.140
P bcoal e69 4.18% 7.09% 0.608 1.000 0.603 0.250 0.260
P cgas e5.5 4.03% 6.70% 0.702 0.603 1.000 0.273 0.150
P dCO2 e20 4.14% 7.07% 0.518 0.250 0.273 1.000 0.201
P eM e1 2.00% 2.00% 0.140 0.260 0.150 0.201 1.000
Notes: abase-load futures traded at the EEX (F1BY, July 1, 2002 - February 2, 2012);
bcoal futures traded at the EEX (FT4Y, May 2, 2006 - January 5, 2012); cnatural gas
futures traded at the EEX (G0BY, July 2, 2007 - January 5, 2012); dEUA price (F2PE
& F2EA, October 4, 2005 - January 5, 2012) at the EEX. eGerman equity index (DAX,
March 2, 1992 - January 5, 2012).
In this study, the parameter set used is built upon two diﬀerent sources:
On the one hand, historical price data provided by the European Energy
Exchange (EEX) for electricity, coal, and natural gas as well as the EU ETS
emission allowances. On the other hand, the German stock market index
DAX for representing the benchmark asset, has been used to determine the
correlation coeﬃcients between the assets. For the other two important
parameters, the growth rate αi and the volatility σi, in a ﬁrst go we applied
the maximum likelihood method (Hogg and Craig, 1978; Hull, 2008) to the
previously mentioned data. Expectedly, the parameters estimated from the
historical data of the last eight to ten years lead to implausible results if
applied over a projection period of 70 years. Mainly, this is due to the
large diﬀerence in growth rates and also the high volatilities. Therefore,
we calculated the missing quantities from the data provided in the German
“Pilot Study 2010” (“Leitstudie 2010” Nitsch et al., 2010). In their study,
three diﬀerent scenarios (high, moderate, and low) with price projections
for electricity, coal, gas, and emission allowances, have been proposed. For
the growth rate, we used the price development of the moderate scenario.
Note that the prices given in Nitsch et al. (2010) are in real terms, based
on the year 2007. In our model, nominal prices are used, discounted by
a benchmark asset. Therefore, the applied growth rates are increased by
the growth rate of the benchmark asset (αM = 2%). For the volatility,
we assume that the variance of the stochastic processes equals the variance
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found in the three diﬀerent scenarios at t = 2050. The values estimated
are, compared to previous studies (Rohlfs and Madlener, 2011b), very low.
Therefore, the proposed model application aims at investigating long-run
price uncertainties rather than short-run ﬂuctuations. This assumption is
in our opinion justiﬁable through the long construction lead times of the
power plants, rendering short-run price variations rather unimportant for
“strategic” investment decisions.
3.2 Speciﬁcations of the available technologies
The technological data used are taken from the German “Pilot Study 2010”
(Nitsch et al., 2010), which provides projections for the required speciﬁca-
tions till 2050.
Table 2 summarizes the data used. In order to allow for a comparison of
the diﬀerent technologies, we decided to base our analysis on the investment
in a power plant with an electricity generation capacity of 500MWel. Fuel
consumption (if any) is calculated by the given net eﬃciency and the speciﬁc
energy contents of the fuel (30GJ/t for hard coal and 8MJ/m3 for natural gas).
The cost for transporting and storing CO2 (additionally occurring for the
CCS technologies with an absorption rate of 90%) is assumed to be 4 e/tCO2
(McCoy, 2008). For the escalation of the transporting and storing cost of
CO2, the market development has been assumed.
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66 4 Results
4 Results
This section presents results from applying the previously described model,
examining the option value as well as the optimal time to invest for the case
that all available technologies are treated separately and for the case that the
various technologies compete. While subsection 4.1 focuses on investment
decisions for the baseline scenario, as described in section 3, subsection 4.2
investigates the inﬂuence of a diﬀerent CO2 permit price policy, e.g. the
inﬂuence of a price ﬂoor, a deterministic carbon tax, and a variation of the
initial CO2 price level.
4.1 Baseline scenario with investment options treated individually and
combined
In the baseline scenario, the economic and technological data presented in
Tables 5 and 2 are used. These data mainly agree with those presented in
the German “Pilot Study 2010” (Nitsch et al., 2010).
Individual option values: The option value for the case that each technol-
ogy is evaluated separately is shown in Table 1. To evaluate if a suﬃcient
number of price paths has been chosen for the Monte Carlo simulation, ten
individual simulation runs have been performed. Thus, the table lists the
mean, minimum and maximum values, showing that a suﬃcient number
of price paths has been chosen. In addition to the option value, the net
present value (NPV) of the technology is presented. Note that the NPV is
estimated by neglecting the option to wait in the decision process, meaning
that a power plant is built as soon as the average expected NPV exceeds
zero. The direct comparison between the values including and excluding the
value of waiting depicts a strong increase for the renewable energies (except
for HYDRO). Contrary, the option to wait does not signiﬁcantly increase
the value of the fossil fuel-ﬁred power plants (with and without CCS).
Next to the plain values, plots depicting the probability distribution of
the investment decision are presented (see Fig. 4.1), thereby giving more
insights into the decision process. In general, those ﬁgures contain two dif-
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ferent pieces of information: First, the eight bars, each representing one
time step, illustrate the distribution of the decisions made at the speciﬁc
time steps resulting from the various states of the world accounted for.
Practically, the bars are determined by the sum of the probabilities of each
investment decision at each node of the considered time step. For the pho-
tovoltaics power plant, for example, we ﬁnd a probability to end in a state
of the world that is preferable to invest for t = 2050 of about 44 percent.
While the last node only allows the option to expire (“no investment”) if the
state of the world is not supporting a proﬁtable investment, the preceding
nodes may suggest to wait. The second information given in those plots is
the cumulative probability of an investment in the speciﬁc power plant. Due
to the fact that positive investment decisions in preceding time steps pre-
clude an investment at a later time (only one investment is possible), only
nodes which follow a decision path of “waiting” may result in an investment.
Therefore, the cumulative probability can provide some insights regarding
the overall probability of having invested in the speciﬁc power plant. This
probability is estimated by a second Monte Carlo simulation that is based
on the previously identiﬁed decision tree.
The option value of the PV power plant of e19.8 million is the lowest
one obtained. The model suggests to wait at least until t = 2030, before the
ﬁrst time a positive investment decision is proposed. Even until 2050, the
probability to invest stays below 45 percent. For the onshore and oﬀshore
wind power plants, the option value is much larger (e248 million and e311
Table 1: Option value and NPV for the case of a segregated treatment of all
technologies [in million e]
Option value NPV
No. Power plant Mean Min Max Mean Min Max
1 PV 19.8 19.8 19.9 11.0 10.9 11.1
2 Onshore wind 248.5 247.7 249.1 65.7 65.1 66.8
3 Oﬀshore wind 310.9 310.6 311.3 142.2 139.0 143.8
4 Hydro 1066.2 1061.5 1072.0 1071.3 1063.0 1077.2
5 HC 636.7 633.0 639.4 625.6 633.1 640.2
6 HC-IGCC 543.4 541.8 545.0 542.2 540.7 544.5
7 HC-IGCC-CCS 359.8 358.0 361.0 328.9 326.3 331.8
8 COGAS 544.8 543.2 547.0 544.0 541.7 547.1
9 COGAS-CCS 473.7 472.9 475.2 472.7 470.0 475.1
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Figure 4.1: Distribution of the investment decision at the eight calculated nodes
for the baseline case (bars) and cumulative probability to invest (dashed lines).
million, respectively). Although the optimal time to invest is earlier and the
overall probability to invest higher for the onshore wind park (ONW) com-
pared to the oﬀshore wind park (OFFW), the option value is higher. Note
that the prediction of a longer waiting time for the oﬀshore wind power plant
is mainly caused by the strong reduction of the speciﬁc cost of investment
and the increasing average utilization rather than by the increase in the
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electricity price. This shows that the option value is not only inﬂuenced by
the assumed stochastic price paths but also by the technological innovation.
Interestingly, the cumulative probability of the oﬀshore wind park is almost
linearly increasing, while the growth of the probability for the onshore wind
park shows a saturation, asymptotically reaching the value of 100 percent.
The highest option value as well as an immediate investment is proposed
for the hydro power plant (HYDRO), caused by the high ratio between av-
erage utilization and speciﬁc investment costs as well as due to the long
lifetime. Note that the decision process of all four technological options is
only inﬂuenced by two stochastic parameters, viz. the electricity price and
the benchmark asset (here: DAX) used for the stochastic discounting.
The option value of the ﬁve fossil-ﬁred power plants is generally higher
than the one of the renewable energies (excluding the hydro power plant).
For the HC and the COGAS power plant, an immediate investment in 2015
is suggested. However, as the HG-IGCC and the COGAS-CCS technologies
are assumed to be available only from 2020 onwards, a probability of zero
in 2015 and a very high probability in 2020 are proposed.
Compared to the increasing probability to invest found for the renew-
able technologies, the HC and the HC-IGCC power plant show a clearly
decreasing probability over time for the investment decision and an increase
in the probability of waiting. Still, at the latest possible point in time to
invest, a jump of the probability occurs. The HC-IGCC-CCS technology
is the only one for which a longer delay is predicted. Note that although
the instantaneous probability increases only slightly over time, a stronger
increase in the cumulative probability is found. At ﬁrst sight, this behavior
seems absurd. Why should the cumulative probability rise while the instan-
taneous one does not? An explanation for this behavior can be found in
the multi-dimensionality of the problem. The threshold value, which consti-
tutes the border between the regimes of “investing” and “waiting”, deﬁnes
a complex surface in this multi-dimensional space. Therefore, the various
price paths can penetrate the region of “investing” from multiple directions.
If the regime of “waiting” is largely increased in one dimension (e.g. due
to an increase in the CO2 permit price), a penetration into the regime of
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“investing” by price paths can still occur from other directions (e.g. due to
reducing fuel or increasing electricity prices), thus increasing the cumulative
probability to invest.
Overall, the model predicts high chances for investments into all fossil-
ﬁred power plants, except for the HC-IGCC-CCS plant in the case where
each technology is treated separately. However, as a separate treatment of
the technologies is rather academic (in reality, the investor is normally faced
with the opportunity to choose between diﬀerent alternative technologies),
the next paragraph will provide insights into more realistic investment de-
cisions, i.e. such where the various technologies actually compete with each
other.
Combinations of various technologies: For the case that the investor is
facing the additional option to choose between various technologies and the
option to delay the investment decision, the simulation as well as the simu-
lation results become more realistic (and thus more valuable but, unfortu-
nately also more complicated). In ﬁrst simulations, a dominant behavior of
the hydro power plant is found. Because of the fact that the investment in
new hydro power plant capacity is strongly limited by the few possible loca-
tions remaining in Germany, we excluded this technology from the following
analysis.
Table 2 summarizes the average, minimum, and maximum option value
and NPV for three diﬀerent sets of technologies. Similar to the results in
the previous subsection, the option to wait is found to increase the value
of the investment for the case of the renewable energies. The other sets of
technologies exert only a minor inﬂuence on the additional value of waiting.
Table 2: Option value and NPV for combinations of various technologies [in
million e]
Option value NPV
Nos. Power plant Mean Min Max Mean Min Max
1-3 Renewables except hydro 310.9 310.6 311.2 66.5 64.7 67.9
5-9 Conventionals 641.1 638.3 642.9 635.3 630.6 640.9
1-3,4-9 All except hydro 642.0 638.9 644.3 634.4 626.3 640.2
The idea of endogenous risk structures 71
2020 2030 2040 2050
0
0.2
0.4
0.6
0.8
1
Time [years]
P
ro
b
ab
ili
ty
W = €311M
(a) Renewables
2020 2030 2040 2050
0
0.2
0.4
0.6
0.8
1
Time [years]
P
ro
b
ab
ili
ty
W = €641M
(b) Conventionals
2020 2030 2040 2050
0
0.2
0.4
0.6
0.8
1
Time [years]
P
ro
b
ab
ili
ty
W = €641M
(c) All
Photovoltaics
Wind Onshore
Wind Offshore
Hard Coal
Hard Coal IGCC
Hard Coal IGCC-CCS
COGAS
COGAS-CCS
Wait
No investment
Figure 4.2: Distribution of the investment decision at the seven calculated nodes
for a non-volatile CO2 price.
The ﬁrst set includes solely the new renewable energy technologies, namely
photovoltaics, onshore, and oﬀshore wind. The option value of this combina-
tion of e311 million is equal to the value of the single technology “oﬀshore
wind”. Comparing Fig. 4.1c and Fig. 4.2a shows that the oﬀshore wind
technology is dominant. Although higher probabilities of earlier investment
in onshore wind technology were predicted in the previous subsection, those
investments are delayed by the oﬀshore wind technology and its high value
of waiting. The second set includes all fossil-ﬁred power plants (hard coal-
and gas-ﬁred) and their CCS options. The option value of e641 million
is only about three million euros above the value of the HC power plant,
although its probability decreased to around 60 percent. In contrast to the
HC power plant, a delay of the investment decision in the ﬁrst time step is
proposed. Nevertheless, the probability to invest at t = 2020 is more than
90 percent, including a probability of nearly 20 percent for the COGAS-
CCS option. Only in a very few price constellations is the present value
of the HC-IGCC-CCS or the COGAS-CCS power plant the highest. The
early investment decision in t = 2020 is also the cause for the low diﬀerence
between the calculations including the value of waiting and the calculations
without this option (see Table 2).
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The last set includes all technological options, renewable energy, and
fossil-ﬁred power plants. The option value as well as the distribution of
the investment decision in the ﬁrst time steps does not diﬀer from the pre-
vious set. Therefore, the additional consideration of the renewable energy
technologies in this case has no inﬂuence. However, the distribution of the
best performing power plant at the latest time step (2050) is strongly deter-
mined by the oﬀshore wind power plant, although the ﬁrst increase in the
probability of adoption is as late as in 2035. Compared to Fig. 4.2b, the
probability of the CCS options is further reduced.
The probability of no investment in 2050 is reduced to less than ﬁve
percent, indicating that only a few price constellations exist where no tech-
nology has a positive present value. A high probability of no investment
would have shown that unrealistically low prices for electricity have been
assumed. Nevertheless, a substitution of the fossil-ﬁred power plants by the
three renewable energy technologies considered here can be found from 2035
onwards. With a probability of more than 50 percent, the renewable energy
technologies strongly dominate the hard coal and both CCS technologies,
but have no impact on the investment decision today, following the nodes
of a positive investment decision.
4.2 Inﬂuence of diﬀerent CO2 price levels and policies
The proposed model does not only support decision-makers from industry to
ﬁnd optimal strategies in terms of the technological choice and the waiting
time, but it also yields new insights into the eﬀect of various CO2 trading
schemes. This can help policy makers in their decision towards an optimized
CO2 emission mitigation policy. In the following, we present the inﬂuence of
three diﬀerent initial prices for CO2 permits in 2015 (e5, e25, e45) as well
as the inﬂuence of a price ﬂoor. For the variations of the initial CO2 permit
price, an additional adaptation of the electricity price is necessary. Due
to the large share of coal-ﬁred power plants in the German energy mix (in
2010: 43%), we assume an electricity price to carbon price ratio of 0.6411.
11 Quotient of the input and output factors of a hard coal power plant (cel, cCO2 ), as
presented in subsection 2.4.
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The academic debate on price ﬂoors is still in its infancy, though the
concept of price ﬂoors has already found its way into policy and legislative
proposals (Wood and Jotzo, 2011). One of the novel aspects is an annu-
ally increasing reserve price when permits are auctioned. Such schemes
have been proposed for various emission trading systems in the US (e.g.
for California), Australia, or the UK (Brunner et al., 2009). However, the
European Commission mentioned that “a ﬂoor price may unduly interfere
with the market” (Gardner, 2009). Wood and Jotzo (2011) state that such
arguments seem to overlook the fact that permit markets are entirely caused
by governmental regulations and that a diﬀerent design will just result in
a diﬀerent market outcome. They ﬁnd that price ﬂoors in emission trading
systems can reduce excessive price volatility and provide better manage-
ment of cost uncertainty in the event of lower than expected abatement
costs, which in turn improves the predictability of returns and increases the
expected returns for low-emission investments. Nevertheless, such a mini-
mum reserve price for auctioned permits could only yield the desired eﬀect
in an international permit trading scheme if the share of auctioning is large.
In the simulation results presented, the CO2 price ﬂoor is realized by way
of introducing a deterministic lower bound, deﬁned by
PCO2,ﬂoor = PCO2(t = 2015) · exp(αCO2 t). (16)
With the given lower bound, the price of the emissions is the maximum of
the stochastic price and the deterministic price border or, formally,
PCO2 = max(PCO2,stochastic,PCO2,ﬂoor). (17)
The option values found for the six diﬀerent sets are summarized in Table
3. Comparing the diﬀerent initial prices for CO2 permits, a clear increase
(doubling) in the option value was found for PCO2 = e45, whereas the
option values for PCO2 = e5 and e25 approximately increase by e90 million.
It should be kept in mind, however, that the electricity price was varied
accordingly to the changing cost of electricity generation of a hard coal power
plant. Therefore, a higher permit price allows increasing option values in the
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Figure 4.3: Distribution of the investment decision at the seven calculated nodes
for a non-volatile CO2 price.
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Table 3: Option value for combined technologies [in million e]
Volatile price Flooring CO2 tax
PCO2 Nos. Power plant MeanMin Max MeanMin MaxMean Min Max
e5 5-9 Conventionals 478 474 481 254 253 256 267 265 2671-3,5-9 All (excl. hydro) 476 471 481 266 265 267 276 276 277
e25 5-9 Conventionals 550 549 552 354 353 355 369 367 3701-3,5-9 All (excl. hydro) 556 550 557 390 388 390 399 398 400
e45 5-9 Conventionals 1020 1017 1022 679 678 682 1022 1019 10251-3,5-9 All (excl. hydro) 1020 1018 1024 697 695 699 1022 1021 1023
case of switching to low carbon or renewable energy technologies. As can be
seen from Fig. 4.3, a clear preference for COGAS-CCS and HC-IGCC-CCS
power plants exists at PCO2 = e45 for all carbon price policies considered.
For the baseline case (auctioning policy), the slight increase in the option
value from PCO2 = e5 to PCO2 = e25 is associated with a switch from an
immediate investment in a HC power plant to a partial investment in HC
and COGAS-CCS in 2020. The renewable energy technologies are found to
be less supported in the earlier periods by both a higher and a lower price of
CO2 permits. However, a clear increase in the share of oﬀshore wind farms
exists for later times (t  2040). For PCO2 = e5, the wind oﬀshore power
plants are dismissed by the conventional power plants; for PCO2 = e45, by
the CCS technologies. However, due to investment decisions in early stages,
the cumulative probability of investments in renewable energy technologies
remains zero.
The price ﬂooring policy signiﬁcantly decreases the option value in all
cases due to the increased average cost of CO2 permits. Furthermore, a
high value of waiting is found, strongly delaying the investment decision.
Conventional technologies at PCO2 = e25, such as hard coal and COGAS
power plants, are nearly completely displaced and a strong preference in
favor of the COGAS-CCS technology is found. The inevitable period of
waiting is caused by the fact that this technology is not available before the
year 2020. Additionally, a share of 40 percent in the cumulative probability
of oﬀshore wind power plants for PCO2 = e25 (17 percent for PCO2 = e45)
is predicted. However, a strongly intensiﬁed probability of waiting is found
for all CO2 price scenarios. Note that this is a rather unexpected result, as
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the ﬂoored CO2 permit price was initially introduced with the intention to
reduce uncertainty and to promote faster adoption and diﬀusion.
The policy of a carbon tax is investigated by using a deterministic carbon
price.12 For the low and the intermediate CO2 price scenarios (PCO2 = e5
and PCO2 = e25) the results strongly agree with the ones obtained for
the price ﬂooring policy, both with regard to the option value as well as
in the probability distribution. Compared to the baseline case, the option
value is reduced by approximately 30 percent. This reduction is caused
by the probability of a very low CO2 price in the baseline scenario, which
increases the value of the HC power plant. For the high CO2 price scenario
(PCO2 = e45), the option value corresponds to the one of the baseline case,
which results from an investment in either a HC-IGCC-CCS or a COGAS-
CCS power plant (in t = 2020). Due to the low CO2 price paths, which
are included in the baseline scenario, low probabilities for the HC and the
COGAS power plants are predicted. As such price paths do not exist in the
case of a carbon tax, the conventional fossil-ﬁred power plants are completely
displaced.
5 Conclusion and political implications
This paper introduces a new multi-dimensional, real options-based approach
to evaluate real-world investments in the energy sector. Such investment
decisions are characterized by the fact that the choice of the technology
ﬁxes the ratio between input and output quantities over the entire lifetime
of the power plant. However, caused by the diﬀerent developments of the
relevant prices, the ratio between, for instance, the coal and the gas price
changes over time. Therefore, the expected cash ﬂows and their uncertainty
varies over the project’s lifetime and is strongly dependent on the technology
applied. The real options approach presented accounts for this ﬁxed ratio
between inputs and outputs, thereby requesting a separation between time-
and risk-discounting.
The proposed model is applied in order to examine the option value and
the probability to invest in diﬀerent technologies, such as photovoltaics,
12We impose a very low volatility of the CO2 price, e.g., σCO2 < 10
−6.
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on- and oﬀshore wind, hard coal-, and gas-ﬁred power plants. Forecasts
for future prices and the technological progress are adopted from a major
case study (“Leitstudie 2010”) on future energy strategies and scenarios in
Germany. First investigations were conducted, where each power plant is
evaluated individually, showing high potentials for immediate investments
in conventional (hard coal- and gas-ﬁred) power plants. Carbon dioxide
capturing technologies are found to have lower chances, especially for the
hard coal IGCC technology. However, CCS, in addition to combined gas
and steam power plants, might become economically viable until 2020. For
renewable energy technologies, the predicted option value is much lower
than for the conventional power plants. Due to the expected improvements
in onshore and oﬀshore wind parks, a high value of waiting is predicted.
In a second step, combined evaluations of the various technologies were
performed. We ﬁnd that renewable energy as well as CCS technologies is
largely displaced by the conventional hard coal and combined-cycle gas and
steam power plants, respectively.
In a further step, a variation of the initial (t = 2015) CO2 permit price
(e5, e20, e45) was performed and the inﬂuence of a price ﬂoor in the auc-
tioning process of the permits and a CO2 taxation was investigated. We
are able to show that with a CO2 permit price of e5 the conventional
hard coal power plant is strongly preferred, whereas for a price of e45
the combined-cycle gas and steam power plant with CCS becomes the ﬁrst
choice. The CO2 price ﬂooring has a negative inﬂuence on the conventional
power plants. However, a much higher value of waiting was predicted by
the model, whereas investments in CCS technologies are further delayed.
A CO2 taxation has a similar inﬂuence as the ﬂooring for the low and the
intermediate CO2 price scenarios. For the high initial CO2 price of e45,
the tax policy signiﬁcantly reduces the value of waiting compared to the
ﬂooring policy.
Before conducting this study, we were convinced that a CO2 price ﬂoor-
ing reduces the risk for investments in CCS power plants and, therefore,
increases the chances of this technology. Surprisingly, due to the elimina-
tion of the lower branch of the CO2 permit price, a largely increased value of
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waiting was found, delaying the investment decision. These ﬁndings indicate
that a CO2 price ﬂooring might not be the best opportunity to support in-
vestments in fossil-ﬁred power plants with CCS technology in the upcoming
years, which in our opinion is a very interesting result for policy-makers.
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Chapter 4:
Including existing portfolios
in the decision process
Optimal Power Generation Investment: Impact of
Technology Choices and Existing Portfolios for Deploying
Low-Carbon Coal Technologies
Wilko Rohlfs (jointly written with Reinhard Madlener)
Abstract:
In this paper we identify optimal strategies for the investment in power generation
units. The economic value of the investment options is driven by a technology-
speciﬁc combination of several underlying prices, such as the price of fuel, elec-
tricity, and CO2. The correlation between those underlyings allows investors to
diversify and thus reduce the overall risk by holding a portfolio of diﬀerent tech-
nologies. This yields an investor-dependent strategy for the deployment of new
energy generation units. The modeling framework developed is based on stochas-
tic real options analysis that enables to account for the additional value of waiting,
which arises from uncertain commodity price development. In the presentation,
we increase the model’s complexity stepwise, in order to depict the inﬂuences
of various aspects, as for instance the interaction of technologies, value of wait-
ing, or modiﬁcation of an existing power plant portfolio. Including the value of
waiting in the decision process does not only delay the investment but also leads
to an asymmetric risk distribution, which features a much lower probability for
losses. In addition, the results where the value of waiting has been incorporated
are more robust with respect to a variation of the discount rate compared to the
results gained with the classical net present value model. Finally, we investigate
the required market conditions needed for the deployment of carbon capture and
storage (CCS) technologies. We ﬁnd that a carbon dioxide price of 35 e/tCO2 and
an electricity price of 70 e/MWh are required in the year 2015 in order to reach a
probability of at least 50% for the deployment of CCS in 2020.
published in: International Journal of Greenhouse Gas Control, 28, 114-
125, 2014
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1 Introduction
Carbon capture and storage (CCS) is seen by many international organiza-
tions (IEA, 2010; World Energy Council, 2007), the European Commission
(2011) and also by many energy modelers (e.g. Nitsch et al., 2010) to play
a major role in reducing carbon dioxide emissions.
In the literature, CCS technologies are evaluated from diﬀerent perspec-
tives and by various methods. Life cycle analyses (LCA), for instance, aim
to identify overall environmental consequences of technologies by examining
all impacts from cradle to grave. In Pehnt and Henkel (2009), for example,
the environmental impact of the post-combustion, pre-combustion, and oxy-
fuel carbon capture processes was examined, revealing a clear beneﬁt of the
pre-combustion technology compared to post-combustion. Similar results
were obtained by Zapp et al. (2012). However, most of the LCA studies
remain silent about the technology’s economic value.
In contrast, studies such as Davison (2007) compare the speciﬁc cost of
diﬀerent technologies for capturing carbon dioxide (post-combustion, pre-
combustion, and oxy-combustion) with those of conventional power gener-
ation plants. Typically, as a result, the cost of electricity generation, the
cost of carbon capture and compression, and the cost of avoided emissions
are presented. Studies with similar intention have been presented, among
others, by Hammond et al. (2011) and the IEA (2011). Caused by diﬀerent
underlying assumptions in such cost studies (discount rate, expected life-
time, operating hours, etc.), a comparison of the results is rather diﬃcult or
even infeasible. Strong criticism has thus been raised e.g. by Rubin (2012),
not only with respect to the diﬀerent assumptions made, but also according
to the inconsistent deﬁnitions of important characteristic numbers, such as
the cost of CO2 avoided, captured, or abated.
Thus, even though a plethora of economic studies compare conventional
and CCS power generation technologies, they usually do not aim at predict-
ing the technology’s potential in light of interactions with other available
technologies. Due to the strong interest in CCS and its potential deploy-
ment, many studies deal with the question of when this technology will
become available for commercial use (for a review, see Rubin et al., 2012).
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To address this question, technology roadmaps and deployment scenarios
have often been developed by governmental (US Department of Energy,
2010; European Commission, 2011) as well as non-governmental organiza-
tions (CSLF, 2009; Nitsch et al., 2010; EPRI, 2011). Such roadmaps or
scenarios, if gained from engineering-economic energy models, typically aim
at a mathematical representation of the entire energy system, e.g. electric-
ity supply, consumption and storage, making assumptions about population
growth or technological change. Most of those models are based on general
equilibrium or linear optimization approaches, aiming at a cost-minimized
energy mix. However, those models do not usually account adequately for
eﬀects, such as commodity price uncertainty or technical and regulatory
uncertainty, which may lead to a substantial diﬀerence between the price
level at which CCS becomes economically viable and the price level at which
an investor will take the decision to build a CCS power plant. Hence, in
our study, the possible deployment of CCS as well as the required market
conditions for the latter are investigated from an investor’s point of view,
taking especially commodity price uncertainty into account.
In recent years, investors in power generation assets have been confronted
with the problem of an increasing commodity price volatility, rapid technical
change, and regulatory uncertainty, which render the decision more and
more risky. As a consequence, those stochastic model approaches and their
application to the energy sector have ﬂourished that support decision-makers
with background information about optimal investment strategies. Reinelt
and Keith (2007), for instance, investigate the cost of regulatory uncertainty
in carbon capture retroﬁt investments, based on a two-dimensional model
(volatile natural gas price, uncertain carbon regulation) for diﬀerent coal-
ﬁred power plants using Bellman’s Principle of Optimality (Bellman, 1957).
However, such a separated comparison of alternative investment options is
insuﬃcient and remains silent about both the optimal timing of investment
and the optimal technology mix.
Real options (RO) models (Black and Scholes, 1973; Dixit and Pindyck,
1994) are attractive in this respect, as they allow these points to be explic-
itly addresses by accounting for the value of waiting or postponement of the
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investment (McDonald and Siegel, 1986). Therefore, it is not too surprising
that in recent years RO models have been increasingly applied also in the
energy literature (see Westner and Madlener, 2012, for an overview), even
though most applications have only dealt with one or two technologies and
a single stochastic variable at a time (typically, some input fuel or the elec-
tricity price, or the diﬀerence between the two – the “spread”). In Blyth
et al. (2007), diﬀerent technologies (coal- and gas-ﬁred power plants with
and without CCS) are compared to each other. In their study, uncertainty
is represented as an anticipated price shock. In addition, the carbon price
follows a geometric Brownian motion. Conducting a pairwise comparison
of the diﬀerent technologies, the authors draw a regime map which indi-
cates zones of investing and waiting in dependence on the carbon price and
the gas/coal price ratio. Correlations between the price for gas and for
carbon dioxide emission allowances is accounted for in Yang et al. (2008).
The authors focused on risk premia required in a market with additional
uncertainties in climate policy. These risk premia were calculated as the
diﬀerence between the results of the RO model and the results of an NPV
model. Other studies of multi-dimensional real options in the energy sec-
tor were conducted by Siddiqui and Fleten (2008) (two-dimensional model)
and Gahungu and Smeers (2009) (multi-dimensional model). Applying RO
models, Fleten et al. (2007) ﬁnd that the optimal investment in decentral-
ized renewable power generation will be delayed, waiting for higher prices
if an RO model with stochastic electricity prices is applied compared to the
break-even price using an NPV model.
Contrary to many existing models, which evaluate multiple options in-
dependently from each other, simultaneous evaluations of several diﬀerent
technologies at once are performed in Reinelt and Keith (2007) as well as
in Fortin et al. (2008). In Reinelt and Keith (2007), an investor is given
the ﬂexibility to build diﬀerent types of power plants, to retroﬁt an exist-
ing plant, or to keep the existing technology. Therein, the decision process
depends on a four-dimensional state vector, covering the power plant type,
its age as well as the price of gas and the price of carbon dioxide. In Fortin
et al. (2008), coal-ﬁred power plants with and without CCS, and a wind farm
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are compared with each other over a long time horizon (150 years). The
study reveals under CO2 price uncertainty the transition from conventional
to CCS plants and subsequently to wind farms.
In a former study by the authors (Rohlfs and Madlener, 2013a), the
inﬂuence of carbon capture readiness was investigated by a stochastic NPV
model with an endogenous, time- and technology-dependent discount rate.
With this model, the value of carbon capture readiness was found to be
small, and the option of replacing older power plants – including a premature
shut-down – with a new CCS power plant turned out to be the preferred
choice in the majority of investigated scenarios.
The original contribution of this paper is threefold: First, the develop-
ment of a model is presented, which allows the probability of investing in
a speciﬁc technology in the future to be estimated, thereby accounting for
various aspects. This includes the eﬀect of technology-speciﬁc risk emerging
from a technology-speciﬁc combination of commodity prices (e.g. price of
electricity, fuel, and carbon dioxide allowances), the eﬀect of exogenously
prescribed technical innovation/learning as well as the eﬀect of multiple
existing and concurring technologies. Still another eﬀect included is the
above-mentioned value of waiting. Finally, the model accounts for the in-
ﬂuence of an investor’s existing power plant portfolio on the investment
decision. The second original contribution of this paper is the analysis of
the inﬂuence of the previously mentioned eﬀects by a stepwise increase of the
model’s complexity, while retaining the value of the underlying parameters.
The third contribution is the application of the model for identifying mar-
ket conditions (e.g. bounds for the price of electricity and carbon dioxide
allowances) for which the deployment of CCS will become highly probable
in the near future.
The remainder of this paper is structured as follows. Section 2 introduces
the modeling framework, Section 3 reports on the underlying data and as-
sumptions used, Section 4 presents the results, and Section 5 concludes.
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2 Problem analysis and modeling approach
Investors in the electricity supply industry are spoilt for choice of deciding
from one of various available technologies when investing in new power gen-
eration units. Both the fuel type (hard-coal, lignite or gas-ﬁred) and also the
possible implementation of carbon mitigation technologies allow a variety
of technological options. Due to the capital intensity and the long life-time
of new power generation units, single investment decisions (in a new power
plant and thus in a portfolio modiﬁcation) have a strategic character and
may have strong implications on the investor’s future performance.
In a broad examination of a power plant, the economic value results
from the speciﬁc cost of investment, operation and maintenance cost, and
technology-speciﬁc parameters, which determine the incoming and outgoing
cash ﬂows during the power plant’s lifetime – such as the electricity produc-
tion, fuel consumption, CO2 emission, and average annual utilization.
In a classical and simple valuation method, the net present value (NPV)
of a power plant is calculated based on future cash ﬂows, which result from
deterministic price paths, and by a predeﬁned discount rate. The value of
the predeﬁned discount rate is either chosen based on common practice or
calculated based on business ratios such as the Weighted Average Cost of
Capital (WACC) or models like the Capital Asset Pricing Model (CAPM).
With a broad variation of the deterministic price paths (scenario analysis),
the risk associated with the investment can be estimated.
However, if diﬀerent technologies are compared with each other, the as-
sociated economic risk varies between them. This is caused by a diﬀerent
combination of inputs and outputs, and consequently their cash ﬂows. On
the one hand, the combination of those resulting cash ﬂows depends on
the technology-speciﬁc mass- and energy ﬂows (e.g. fuel consumption and
electricity output), and, on the other hand, on the development of the un-
derlying prices (e.g. price of electricity, fuel, and CO2). This price develop-
ment can be described by correlated stochastic processes (similar to those
in portfolio theory; Markowitz, 1952, 1991). For example, a rising price of
a risky commodity (a commodity with high price uncertainty) increases the
ﬁnancial risk of a technology being strongly dependent on this asset.
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In order to consider the diﬀerences in risk, we have developed a multi-
dimensional model on the basis of correlated stochastic price processes which
accounts for the uncertain distribution of future cash ﬂows. The underlying
stochastic price processes are represented by Geometric Brownian Motions
(GBM), the most commonly used stochastic process (see also Dixit and
Pindyck, 1994; Hull, 2008), with constant growth rates γi and volatilities
σi, yielding
dPi(t)
Pi(t)
= γidt + σidZi, (1)
where dZi are increments of correlated Gauss-Wiener processes, such that
the expected value is E[dZidZj ] = ρijdt, i = j; ρij denotes the correlation
between process i and process j.
As an illustration, Fig. 2.1 (left plot) shows ten sample paths of the
electricity price development calculated by a Monte Carlo simulation of
eq. (3). In addition, the analytically given mean value as well as the σ-
conﬁdence interval is depicted for the parameters reported in Table 5. Figure
2.1 (right plot) shows the correlation between the electricity price and the
coal price in t = 2050 for a correlation coeﬃcient of ρel,coal = 0.608.
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Figure 2.1: Sample paths of the price development (left plot) and correlation be-
tween two assets (coal and gas) in t = 2050 (right plot), both calculated by Monte
Carlo simulation technique.
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The distribution13 of the future cash ﬂows if the power plant is operating
is thus given by the inner product of
CF(t) = P(t) · Q(td,t), (2)
where P(t) denotes the n-dimensional price vector and Q(td,t) the in- and
outﬂow of mass and energy. The latter depends on the time of the invest-
ment td and on the actual time t. The dependence on td allows a consid-
eration of technical change, such as an increase in net eﬃciency for power
plants built at a later time. The actual time t might account for a reduc-
tion in the average utilization, for instance caused by an increasing share
of renewable energy sources. If the price of electricity and fuel move in a
direction such that the operating power plant generates negative cash ﬂows,
power generation might be suspended. Thus, it is assumed that the lower
bound of the cash ﬂows is O&M costs.
Based on the time of the investment, the projected lifetime of the power
plant tLT, and the cost of investment Ii, the NPV of a speciﬁc investment,
i, yields
NPVi(td) =
td+tLT∫
td
max(P(t) · Qi(td,t), CO&M) ·e−δ·(t−td)dt− Ii(td). (3)
The discount rate δ is assumed to take a constant value of 10%, al-
though the economic risk associated with each technology is known to be
endogenously given by the combination of the underlying assets (see Rohlfs
and Madlener, 2013c). Due to the manifold scenarios investigated by the
stochastic modeling of the underlying prices, the uncertainty of the invest-
ment is further characterized by the probability density function (PDF) of
the NPV. In order to evaluate and rate diﬀerent investment options (e.g.
diﬀerent types of power plants), the average or expected value of the PDF
can be calculated, allowing the following simple decision rule to be used
max(E[NPVi],0). (4)
13In this paper, we type stochastically distributed variables in boldface.
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The additional value of zero represents the option to refrain from investing,
which is preferable if the average NPV of all investments is negative. Due to
the fact that only the ﬁrst momentum of the PDF is used, this decision rule
does not take into account the variance of the PDF, and thus the investor
might face a high risk due to a widely spread distribution function. Those
losses are represented by the tail of the negative branch of the PDF. A
possible way to consider them in the decision process is the value at risk
(VaR Holton, 2003). The VaR is deﬁned as a threshold or conﬁdence level
of the NPV’s PDF such that with a conﬁdence level α (0 < α < 1) losses
do not exceed a certain value. In other words, the VaR describes the loss
that can occur at a given conﬁdence level (with the conﬁdence level α) due
to exposure to market risk (Holton, 2003). In practice, the conﬁdence levels
α = 1% and α = 5% are commonly applied. Using the VaR as a decision
criterion, the decision rule becomes
max(V aRα[NPVi]) (5)
with the additional constraint that E[NPVi] > 0. With these two combined
decision rules, the technology is chosen which shows a positive expected
value (based on a ﬁxed discount rate) and depicts the lowest risk (in terms
of the VaR) compared to the other technologies available.
2.1 The value of waiting
From real options theory it is well known that the opportunity or ﬂexibility
to postpone an investment decision can increase the ﬁnancial value even if
the classical NPV analysis has already lead to a positive investment deci-
sion (“option to wait”, see McDonald and Siegel, 1986). The reason for this
increasing value is found in the ﬂexibility and the additional information
the investor gains from waiting. For the case where the prices move in a
favorable direction for a speciﬁc technology, the investment is undertaken.
For the case where the prices move in a non-favorable direction, another
technology is chosen or no investment is made. Obviously, the value of
waiting increases with the ﬂexibility of the investor and thus with the num-
ber of available technologies. Technical innovation, which is also integrated
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in our model, is another reason for the value of waiting. Strictly speaking,
it is favorable to wait if the discounted value of the delayed investment will
surpass the value of an immediate investment.
In order to account for the value of waiting, it is necessary to know
the value of future investments. This value includes the possibility of a
further delay and is thus dependent on the values of the subsequent periods.
Consequently, the entire decision problem has to be solved recursively up to
a point in time where the option is assumed to expire. In this work, a multi-
dimensional lattice method is applied, as described in Rohlfs and Madlener
(2013b,c). The model solves the problem recursively, beginning with a ﬁnal
point in time tend. Such a lattice approach approximates the continuous
stochastic processes, Eq. (3), by a ﬁnite number of upward and downward
jumps. Figure 2.2 illustrates the discretization by the multi-dimensional
lattice method for the same stochastic processes as the ones depicted in
Fig. 2.1. Note that the position of the sampling points is adjusted by the
correlation between the two assets according to Rubinstein (1994). This
avoids negative probabilities, a problem that frequently occurs in higher-
dimensional lattice methods (Gamba and Trigeorgis, 2007; Abadie et al.,
2013).
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Figure 2.2: Multi-dimensional lattice approximation of the correlated stochastic
processes.
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While the option value at each ﬁnal node can be calculated from Eq. (3),
preceeding nodes need to account for the value of waiting, which arises from
all subsequent nodes, k, as
VoW(td) =
∑
k
[
NPV(td+Δt)i · e−δΔt
]
. (6)
With eq. (6), the decision rule (4) is extended by including the value of
waiting to
max(E[NPVi],E[VoW],0). (7)
In the roll-back procedure of calculating the option value, this decision rule
is applied to all nodes (except the terminating nodes at the end of the tree).
In a similar way, the decision rule for maximizing the VaR is
max(V aRα[NPVi],V aRα[VoW])
with the constraint E[NPVi] > 0.
(8)
2.2 Optimal portfolio extension
The decision rules described so far treat the investment detached from the
investor’s existing ﬂeet of power plants. However, the investment decision
can be signiﬁcantly inﬂuenced by the correlation between the performance of
the new investment and the existing portfolio, as is well known from classical
portfolio theory. To account for this eﬀect, not only the PDF of the new
investments NPVi but also the PDF which results from the cash ﬂows
gained from the existing power plant ﬂeet NPVBase are calculated based
on the same underlying price paths. The characteristics of the cumulative
PDF in terms of mean value and variance are
E[NPVi+Base] = E[NPVi] + E[NPVBase] (9)
and
σi+Base =
√
σ2i + σ2Base + 2σiσBase · ρi,Base. (10)
Including existing portfolios in the decision process 93
The ﬁrst equation states that the existing portfolio inﬂuences the ex-
pected value of all technologies in the same manner and thus does not change
the investment decision when using decision rule (4). In contrast, the vari-
ance and thus also all higher moments of the PDF are further inﬂuenced
by the correlation between the two PDFs, such that the highest variance is
found if ρi,Base = 1. For 0 < ρi,Base < 1, the variance of the combined port-
folio is allocated between the variance of the new and the existing power
plant ﬂeet, such that σi+Base can be lower than the variance of the new
power plant (σi) if σBase < σi. This can lead to a higher value of the new
power plant in combination with an existing power plant ﬂeet compared to
the value of the new power plant itself. For −1 < ρi,Base < 0, the variance
of the portfolio can even be smaller than σi and σBase.
Due to the diﬀerent correlations between the existing portfolio and the
new power plants, the investment decision becomes dependent on the exist-
ing portfolio if the VaR-based decision rule is applied. In a similar way, the
decision rule for maximizing the VaR is
max(V aRα[NPVi+Base])
with the constraint E[NPVi] > 0,
(11)
where again, the expected value of the new investment itself has to be pos-
itive.
Considering the option to delay the investment, the decision rule becomes
max(V aRα[NPVi+Base],V aRα[VoWi+Base])
with the constraint E[NPVi] > 0,
(12)
where the value of waiting is
VoW(td) =
∑
k
[
[NPVi(t + Δt) + NCFBase(t + Δt)] e−δΔt
+
t+Δt∫
t
CFBasee−δ(t−td)dt
⎤
⎦, (13)
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with k being the number of all subsequent nodes in the multi-dimensional
decision tree. Note that only the net cash ﬂows of the existing power plant
are considered here. The actual cash value of the existing power plant ﬂeet
is assumed to be deterministic and equal in the evaluation process of all
technologies. Consequently, the value has no inﬂuence on the technology
rating and thus on the decision process. The last term in eq. (13) considers
the intermediate cash ﬂows between td and td + Δt. To obtain a correct
distribution of VoW, the distribution of the intermediate cash ﬂows has to
be calculated based on price paths which connect the price vector at time
td with the price vector given at each subsequent node at time td + Δt.
3 Underlying technical and economic data
The price projections for electricity, coal, natural gas, and carbon permits
were calculated based on the predictions of the so-called German Pilot Study
2010 (Nitsch et al., 2010)14. The given projections include a low, an inter-
mediate, and a high price scenario. Based on the low and the high price
scenario, the volatility of the commodity prices is deﬁned. Note that this
deﬁnition of the volatility allows for a real options based scenario analy-
sis, taking into account long-term uncertainty rather than short-term price
ﬂuctuations. As seen in Tab. 5, the growth rate of both energy carriers
(hard coal and gas) is very similar. Consequently, the ratio between the
mean price of coal and gas after 60 years (in 2075) increases by only 10%.
As a consequence, the initial price ratio is a dominant parameter in the
evaluation process, for which a parameter variation is given in section 4.3.
The correlation coeﬃcients are estimated based on historical price data pro-
vided by the European Energy Exchange (EEX) in Leipzig for electricity,
coal, and natural gas as well as the emission allowances of the European
Union Emissions Trading System (EU ETS). As the correlation coeﬃcient
descibes the relation between the stochastic part of the logarithmic returns
between two observations, we calculate the coeﬃcients based on the daily,
14The study was conducted by a consortium including the German Aerospace Center and
the Fraunhofer Institute for Wind Energy & Energy System Technology on behalf of
the German Ministry for the Environment, Nature Conservation, Building and Nuclear
Safety.
Including existing portfolios in the decision process 95
monthly, and 90 days price changes log(Pi,t+Δt/Pi,t), with Δt = [1; 30; 90]
days, respectively. Table 1 summarizes the economic data used for the anal-
ysis.
Table 1: Parameterization of the price processes
Parameter Pi,0 [e] γi σi ρi,el ρi,coal ρi,gas ρi,CO2
P ael 49.8 4.00% 4.00% 1.000 0.608 0.695 0.498
P bcoal 77 4.18% 7.09% 0.608 1.000 0.593 0.239
P cgas 7.2 4.03% 6.70% 0.695 0.593 1.000 0.258
P dCO2 20 4.14% 7.07% 0.498 0.239 0.258 1.000
Notes: Data sources for the computation of correlation coeﬃcients: aBase-load futures
traded at the EEX (F1BY, July 1, 2002 - February 18, 2013); bCoal futures traded at
the EEX (FT4Y, May 2, 2006 - January 18, 2012); cNatural gas futures traded at the
EEX (G0BY, July 2, 2007 - February 18, 2013); dEUA price (F2PE & F2EA, October
4, 2005 - February 18, 2013) at the EEX.Trend and volatility values for the commodity
prices are derived from the price trajectories used in (Nitsch et al., 2010).
Table 2: Sensitivity of the parametrization of the price processes with respect to
the correlation of the 30 (top) and 90 (bottom) days price changes
Parameter ρi,el ρi,coal ρi,gas ρi,CO2
ρi,el 1.000 0.727 0.815 0.550
ρi,coal 0.727 1.000 0.737 0.245
ρi,gas 0.815 0.737 1.000 0.329
ρi,CO2 0.550 0.245 0.329 1.000
Parameter ρi,el ρi,coal ρi,gas ρi,CO2
ρi,el 1.000 0.764 0.858 0.695
ρi,coal 0.764 1.000 0.819 0.495
ρi,gas 0.858 0.819 1.000 0.544
ρi,CO2 0.695 0.495 0.545 1.000
3.1 Speciﬁcations of the available technologies
Table 2 summarizes the technological data used, which refer to the Ger-
man Pilot Study 2010 (Nitsch et al., 2010) providing projections until 2050.
These data include the expected average utilization, the O&M cost, the
expected lifetime, the speciﬁc investment cost as well as the speciﬁc CO2
emissions and the eﬃciency. The value used for the average utilization hours
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(5000) implies that neither hard coal power plants nor gas-ﬁred power plants
are assumed to be strictly base-load power plants. Note that high uncer-
tainty exists in the cost estimate for a technology that has not yet been built,
operated, and replicated on a commercial scale (Rubin et al., 2012). The ef-
ﬁciency penalty assumed in the pilot study and thus used here is in line with
(Rubin et al., 2012), who reviews the assumptions made in the IPCC special
report on CCS 2005 and other major studies. However, diﬀerences in the
assumptions exist regarding the net eﬃciency of the power plants, which are
approximately 10% points lower in Rubin et al. (2012). For instance, Rubin
et al. (2012) give a net eﬃciency of 40% for a new supercritical power plant
without CCS, whereas here a net eﬃciency of 47% is assumed. However,
very modern hard coal power plants built today reach eﬃciencies of up to
46%. Further, combined gas and steam power plants have recently reached
eﬃciencies of 60% (e.g. EON’s Irsching 4 in Ingolstadt, Bavaria), justifying
the assumptions made for high eﬃciency power plants built in Germany.
In order to allow for a comparison of the diﬀerent technologies, we decided
to base our analysis on the investment in a power plant with an electricity
generation capacity of 500MWel. The diﬀerent power plants are assumed
to have diﬀerent lifetimes in which they operate and produce electricity.
Note that the power plants with the longest lifetime (25 years) will produce
electricity up to 2075 if built in 2050. From the diﬀerent renewable energy
technologies given in the pilot study, we only choose onshore wind farms
in this study. Accounting for more non-fossil options (oﬀshore wind or
photovoltaics) does not aﬀect the investment decision if the prospective
cash ﬂows of all renewable energy technologies depends on the electricity
price only. Consequently, their PDFs are strongly correlated, such that
one dominant technology exists in the decision process. This dominant
technology was found in a prior study to be onshore wind (see Rohlfs and
Madlener, 2013c). The variability of wind induces an uncertainty in the
instantanous cash ﬂows, which is accounted for in the reduced utilization
hours.
Fuel consumption (if any) is calculated by the given net eﬃciency and
the assumed speciﬁc energy contents of the fuel (27GJ/t for hard coal and
Including existing portfolios in the decision process 97
36MJ/m3 for natural gas). The cost of transporting and storing CO2 (ad-
ditionally occurring for the CCS technologies with an absorption rate of
90%) is assumed to be 4 e/tCO2, thus following McCoy (2008). The cost for
transporting and storing CO2 as well as the cost for O&M are assumed to
increase with a constant and deterministic rate of 2%.
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4 Results
The results presented in this section are divided into three parts. The
ﬁrst part (Section 4.1) outlines the investment decision in coal- and gas-
ﬁred power plants with and without CCS using the diﬀerent decision rules
based on the NPV. In the second part (Section 4.2), the additional value
of waiting is considered in the decision process. In the third part (section
4.3), variations of the electricity and coal price are performed in order to
identify the most preferable market conditions for a deployment of carbon
capture technologies. In all three subsections, a desired discount rate of
δ = 10% is assumed to hold in the evaluation procedure of all technologies.
The inﬂuence of the assumed discount rate will be validated and discussed
at the end of this section.
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Figure 4.1: Probability density plot of the NPV for an investment in a conventional
hard coal (HC, top left plot) and a combined gas and steam power plant (COGAS,
top right plot) in 2015. The cumulative probability plot (lower plot) compares the
distribution of the NPVs of both investment options.
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4.1 NPV-based investment decisions
In the case of the NPV-based investment decision, the average expected
NPV from (4) is used for deciding whether to invest or not.
“Now or never" – building a power plant today The plots in Fig. 4.1 show
the distribution of the expected NPV for the investment in a conventional
hard coal-ﬁred (HC, top left plot) power plant and a combined gas and
steam (COGAS, top right plot) power plant for an investment in t = 2015.
Because of the low price for electricity and the high costs for fuel and emis-
sion allowances, negative NPVs dominate for both technologies, rendering an
investment very unattractive today. While the shape of the distribution for
the coal-ﬁred power plant is more or less Gaussian-shaped, the distribution
of the gas-ﬁred power plant shows a clear drop-oﬀ below a negative NPV of
e450 million. The drop-oﬀ is caused by the possibility of abandoning the
power plant if the costs of electricity production surpass the revenues from
the electricity sale. In this case, only the expenditures for operation and
maintenance are assumed to cause further costs (see Eq. (3)). A diﬀerent
representation of the two probability distributions is given in the lower plot
of Fig. 4.1. Here, the cumulative distribution allows a direct comparison of
the two technologies. The cumulative probability shows that the probability
of a positive NPV is less than 10% for the HC power plant and even lower
for the COGAS power plant. Note that a positive NPV implies that the
expected rate of return (δ = 10%) will be achieved.
“Now or never" – tracking the decision into the future The investor’s de-
cision rule to invest in a new power plant as soon as the average NPV turns
positive can also be investigated for subsequent time periods (t > 2015).
In line with the assumption that the prices of the subsequent periods fol-
low correlated stochastic processes, the probability to invest in a future
state can be estimated. Figure 4.2 depicts the distribution of the expected
value discounted to the time t = 2015. In addition to the HC and the CO-
GAS power plant, the technologies with carbon capture and storage are
considered. These technologies include hard coal-ﬁred integrated gasiﬁca-
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tion combined cycle with carbon capture and storage (HC-IGCC-CCS)
and combined gas and steam with carbon capture and storage (COGAS-
CCS).
For this decision rule, the overall discounted NPV in 2015 has to be zero in
a continuous decision model, because the investment is undertaken as soon
as the average NPV will surpass zero and becomes positive. However, the
simulation results show positive values. This deviation from the expected
result is caused by the ﬁnite time discretization, which cannot capture the
exact time when the average NPV surpasses the value of zero. If more steps
in the decision process are considered, the value reduces and converges to
zero. Similarly to the distribution of the HC investment discussed in the
previous subsection, the shape of the distribution is Gaussian-like with tails
on both sides.
The cumulative NPV (Fig. 4.2, top right plot) shows a diﬀerent maxi-
mum/end value for the four technologies considered. This end value indi-
cates the overall probability for investing in this technology within the next
35 years. The diﬀerence between this probability and the value of unity
indicates the possibility of future price paths for which the investment does
not achieve the desired rate of return. The probability of a future invest-
ment is also shown in Fig. 4.2 (bottom right plot), depicting the probability
to invest in one of the four technologies over time. With the assumption
that only one power plant of a kind will be eventually built, price paths
following a positive investment decision are not considered for a further in-
vestment. In this plot, a clear dominance of the HC power plant can be
seen for the price development that has been assumed. For both coal-ﬁred
power plants – conventional HC and HC-IGCC-CCS – the probability of
investing rises above 90 and 80%, respectively. Caused by the higher cost
of gas than of hard coal, the COGAS and COGAS-CCS power plant’s
probability is only about 40%. A variation of the ratio between the price of
gas and the price of hard coal is provided in Section 4.3.
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Figure 4.2: Probability density plots of the NPVt=2015 (left and cen-
ter plots) for the four diﬀerent technologies with mean NPVs of:
E[NPV(HC)] = e35 million, E[NPV(HC− IGCC−CCS)] = e25 million,
E[NPV(COGAS)] = e7 million, E[NPV(COGAS−CCS)] = e5 million.
The bottom left plot depicts the cumulative probability of the NPV, and the
bottom right plot the cumulative probability to invest in a technology over time.
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Figure 4.3: Value of a technology portfolio: Probability distribution of the NPV
(top left) and cumulative probability distribution (top right) with E[NPV(all)] =
e43 million. The lower plot depicts the cumulative probability to invest over time.
The value of a technology portfolio In the previous paragraph, the four
technologies have been investigated separately, ﬁnding in each case an NPV
distribution without considering the technologies. However, if an investor
has the opportunity to build only one out of the four types of power plants,
the decision behavior might change. Using eq. (4) as a decision rule and thus
maximizing the expected value, the HC power plant is found to dominate for
the given initial prices. Thus, this technology will be chosen in the majority
of price paths (see Fig. 4.3, right plot). The other technologies have only
a small inﬂuence on price paths where the HC power plant turns out to
be non-proﬁtable, leading to a slight increase in the cumulative probability
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of investing. The probability of falling below the expected rate of return is
found to be less than 40%.
Maximizing the VaR (12) instead of the expected value (4) does not
change the decision behavior signiﬁcantly (not shown by a plot). The sim-
ilarity of the solutions is caused by the similar shape of the distribution
functions, such that the technology with the highest average value has also
the highest value for any percentile compared to the other technologies.
Thus, no major diﬀerence exists when the average value of the distribution
is used or any percentile value.
The strongly reduced probability of investing for the other three tech-
nologies caused by the dominance of the HC power plant is important for
expenditures in R&D. A separate evaluation of the technologies results in
a higher chance of deployment, as alternative technologies are not consid-
ered. However, as soon as all alternative and competing technologies are
considered as mutually exclusive investment option, their deployment can
be estimated more realistically.
Optimal portfolio extension The investment strategy for an optimal port-
folio extension does not diﬀer from the investment decision without existing
power plants if the expected value of the NPV distribution is used for the
decision process. When using the VaR as a decision criterion, no signiﬁcant
diﬀerence is found either. We attribute this behavior to the dominance of
the HC power plant option, which has not only the highest NPV but also
the highest VaR.
4.2 The value of waiting
Having examined the investor’s behavior based on the simple decision rules
(invest if E[NPV] > 0 or together with max(V aRα[NPVi])), we will now
consider the additional “value of waiting”, Eq. (7).
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Figure 4.4: Probability density plots of the NPVt=2015 (upper four plots) for the
four diﬀerent technologies with mean NPVs of: E[NPV(HC)] = e66 million,
E[NPV(HC− IGCC−CCS)] = e41 million, E[NPV(COGAS)] =
e11 million, E[NPV(COGAS−CCS)] = e9 million. The bottom left
plot depicts the cumulative probability of the NPV, the bottom right plot the
cumulative probability to invest in a technology over time.
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4.2.1 Building a power plant in the future
Figure 4.4 shows the results including the value of waiting for the same
cases as they were plotted in Fig. 4.2. Comparing both ﬁgures, a signiﬁcant
diﬀerence in the shape of the four probability distributions for the expanded
NPV15 can be detected. While the distributions in Fig. 4.2 are more or less
Gaussian-like, the ﬂexibility of the real option reduces the downside risk
and thus leads to a favorably skewed NPV (Trigeorgis, 1996). A further
diﬀerence is found in the cumulative probability distribution for investments
in the diﬀerent technologies (Fig. 4.4, bottom right). Here, the preferred
investment decision is clearly postponement into the future. Interestingly,
despite the postponement, a signiﬁcant increase in the average NPV is found.
For the HC power plant, for instance, the average NPV rises to e66 million.
4.2.2 The value of a technology portfolio
Figure 4.5 shows the results considering the investor’s choice to build one of
the four available power plants and his option to postpone the investment.
In comparison to the previous results, the negative values of the NPV dis-
tribution are reduced further. According to the cumulative probability plot,
the probability of falling below the desired rate of return (δ = 10%) is ap-
proximately 18%. Note that if the value of waiting is not considered, this
probability is found to be approximately 40%. The cumulative probability
to invest in the various technologies is also increased by the value of waiting.
Compared to Fig. 4.3 (right plot), the probability of COGAS and the CCS
technologies increases, while the overall probability of an investment in a
conventional HC power plant decreases.
Inﬂuence of the correlations between the underlying assets All results
presented in the sections before are based on the parameter values given in
Tab. 5 for the underlying price path. The inﬂuence of the correlation co-
eﬃcients, which are based on historical price data and are calculated using
either daily, monthly or 90 days price changes is shown in Fig. 4.6. Note
15The expanded NPV diﬀers from the standard NPV by the value of ﬂexibility that is
explicitly taken into account in the real options modeling (cf. Fortin et al., 2008).
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Figure 4.5: Value of a technology portfolio including the “value of waiting”: Proba-
bility distribution of the NPV (left) and cumulative probability distribution (right)
with E[NPV(all)] = e68 million. The lower plot depicts the cumulative probabil-
ity to invest over time. Black lines represent the optimization with respect to the
expected value while gray lines represent the maximization of VaRα with α = 5%.
that basically all correlation coeﬃcients are of higher value for the monthly,
and even higher for the 90 days price changes. Compared to the results using
the daily price changes, indicated by the dashed lines, the investment deci-
sion is postponed and the NPV decreases from E[NPV(1d)] = e68 million
to e59 million (both other cases). Furthermore, diﬀerences between the
monthly and 90 days price changes are found to be relatively small.
Inﬂuence of the investor’s risk- and time preferences All prior investment
decisions are based on a discount rate of 10% and, if the value at risk is
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Figure 4.6: Inﬂuence of correlation coeﬃcients between the underlying price paths
including the value of waiting. The expected values are as follows: E[NPV(30d)] =
e59 million, E[NPV(90d)] = e59 million. The dashed lines indicase the proba-
bility to invest for the case that daily price changes are used to calculate the
correlation coeﬃcients.
considered, on a conﬁdence level of α = 5%. Because both assumptions are
known to largely inﬂuence the investment decision, the following paragraph
contains a variation of those parameters.
Figure 4.7 shows a variation of the discount rate, e.g. δ1 = 8% and δ2 =
12%, respectively. For the case that the value of waiting is not considered
(upper two plots) the probability of investing in a HC power plant increases
strongly in the ﬁrst periods for δ1 = 8% and decreases for δ2 = 12%. For
t = 2020, the cumulative probability varies by approximately ±30%. The
inﬂuence of time discounting decreases signiﬁcantly as soon as the value of
waiting is included in the decision process. Here, the maximum variations
are less than ±10% for the HC power plant. In addition, the probabilities
for the other technologies are only marginally inﬂuenced by the choice of
the discount rate.
Figure 4.8 depicts the inﬂuence on the choice of the conﬁdence level, α.
The choice of α has only a marginal inﬂuence on the investment decision, e.g.
shifting the investment in a HC power plant to an earlier (lower VaR level)
or later (higher VaR level) point in time. The diﬀerence in the expected
value is also in the range of computational uncertainty due to the Monte
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Figure 4.7: Inﬂuence of varying the discount rate on the investment decision with
and without accounting for the value of waiting. The dashed lines depict the
solution for the reference case with δ = 10%.
Carlo method applied. The cumulative probability plot (not shown) reveals
for all three cases a very similar distribution of the expected NPV with a
probability of around 18% of falling below a value of zero and thus below the
rate of return (δ = 10%). Consequently, the presented results show a higher
robustness of the decision rule with respect to the choice of the conﬁdence
level α.
4.2.3 Optimal portfolio extension
For the optimal portfolio extension, it is assumed that the investor has either
a ﬂeet of coal-ﬁred power plants, a ﬂeet of gas-ﬁred power plants, or a ﬂeet
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Figure 4.8: Inﬂuence of varying the conﬁdence level α on the investment de-
cision including the value of waiting. The expected values are as follows:
E[NPV(α = 2.5%)] = e67.3 million, E[NPV(α = 10%)] = e66.3 million. The
dashed lines depict the solution for the reference case with α = 5%.
of onshore wind farms (ONW). For all three cases, the size of the existing
power plant ﬂeet is either 500 MWel or 1000 MWel. For consistency, the
speciﬁcations of the existing power plants are in line with the data from
Table 2. To accord with the data provided in the German Pilot Study 2010
(Nitsch et al., 2010), the existing power plants are assumed to be built in
t = 2015. The decision rule based on the VaR is applied.
Figure 4.9 shows the cumulative probability to invest in the various tech-
nologies for the six cases. For the case of 500 MWel existing HC power
plants and for the case of existing onshore wind farms, only a minor de-
viation from the prior decision behavior (without an existing portfolio) is
found. In contrast, the existing COGAS power plants strongly inﬂuence
the investment decision, bringing the investment forward in time. A similar
but weaker inﬂuence is found for 1000 MWel of existing HC. Due to the
limited lifetime of the existing power plants, the investment decision in the
last two time steps is not aﬀected.
The reason for the strong inﬂuence of the COGAS power plants on
the value of waiting is the reduced value at risk, which is caused by the
correlations between the diﬀerent technologies (see Eq. 10).
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Figure 4.9: Inﬂuence of existing power plants on the investment decision when
taking the value of waiting into account. The dashed lines indicate the investment
decision for the case of no pre-existing portfolio.
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Figure 4.10: Inﬂuence of varying the discount rate and the conﬁdence level α in-
cluding the value of waiting on the investment decision of an investor owning a
1000 MWel gas-ﬁred power plant. The dashed lines depict the solution for the
reference case with δ = 10% and α = 5%.
Inﬂuence of the investor’s risk- and time preferences As a ﬁnal param-
eter, the sensitivity of the investment decision is analyzed for the case of
existing gas-ﬁred power plants (COGAS, 1000 MWel) including the value
of waiting. The existence of those power plants has previously been iden-
tiﬁed to inﬂuence the investment decision most (see Fig. 4.9). Compared
to the inﬂuence described in the preceeding paragraph, the existing power
plant is found to increase the sensitivity of the investment decision on the
discount rate. This higher sensitivity is caused by a reduced value of wait-
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ing, which itself results from the existing portfolio. However, the sensitivity
remains lower compared to the calculations when the value of waiting was
ignored. The two lower plots depict the inﬂuence of conﬁdence level α on
the investment decision, which was again found to be of marginal relevance.
4.3 Market conditions for the deployment of CCS
The third part of this section focuses on the market conditions required for a
deployment of CCS technologies, e.g., coal- and gas-ﬁred CCS power plants
(HC-IGCC-CCS and COGAS-CCS). Since CCS is seen as a potential
technology for bridging the gap between the age of fossil fuel-based electric-
ity generation and the age of renewable energiesHansson and Bryngelsson
(2009), it is necessary to identify the required market conditions for an early
deployment of CCS. Therefore, the probability of the investment in a CCS
power plant for t = 2020 is investigated for diﬀerent values of the initial
electricity and carbon dioxide prices (Fig. 4.11, left) and for diﬀerent val-
ues of the initial gas and coal price (Fig. 4.11, right). Incorporating other
available technologies as well as the value of waiting in the decision process
enables a realistic estimation of the CCS technology’s potential.
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In Fig. 4.11, the probability of the investment decision for the year 2020
is shown for a broad variation of the initial electricity and carbon dioxide
allowance prices, which has been deﬁned for the year 2015. The investment
probability is subdivided into the probability for investing in classical fossil
fuel-ﬁred power plants (pconv.), in power plants equipped with CCS (pCCS),
and in the probability of postponing the investment decision (pwait). In the
case of a zero carbon dioxide price, the electricity price has to exceed a
value of e45 per MWh in 2015, such that the probability to invest in a new
conventional coal-ﬁred power plant in 2020 is above 50%. When comparing
these results with today’s price of electricity in the long-term market, rather
unattractive conditions for the deployment of new fossil fuel-ﬁred power
plants are found. For an increasing price of carbon dioxide allowances, the
probability of investing in those conventional power plants decreases. In
other words, if the price of carbon dioxide allowances rises by 1 Euro per
ton, the electricity price would have to increase by approximately 0.85 Euro
per ton in order to maintain the same probability.
For the CCS technologies, the probability of investing exceeds a value of
50% for carbon dioxide prices above e35 per ton. However, it is not only
the price of carbon dioxide but also the electricity price which has to be
above a certain level in order to render investments in CCS proﬁtable. This
price of electricity is found to be above 70 e/MWh, thus being far beyond the
actual price level (e.g. EEX electricity spot price ≈ 40 e/MWh on average in
2012 and with a negative trend).
The second plot shows the investment probability for a variation of the
coal and gas price with a constant electricity and carbon price. Due to the
high value of waiting in the case of Pel. = e49.8, an increased electricity
price of Pel. = e60 has been chosen. Caused by the low price of carbon
dioxide, investment probabilities for CCS are below 5% and thus not shown
in the plot. High probabilities for investments in gas-ﬁred power plants are
found only for gas prices below e5.5, while high probabilities for investments
in coal-ﬁred power plants are found for coal prices below e80. Nevertheless,
these probabilities strongly depend on the initial electricity price, which is
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with 60 e/MWh nearly twice as high as actual electricity futures traded at
the EEX.
5 Conclusion
This paper presents several extensions to the multi-dimensional real options
model for low-carbon power generation investments presented in Rohlfs and
Madlener (2013c), enabling the additional consideration of existing power
plant portfolios in the decision process for building new power generation
units. With the former idea of a technology- and state-dependent risk as
well as the capability of the model to account for technological change, the
probability of future investments in coal- and gas-ﬁred power plants, and in
power plants with and without CCS, has been investigated.
In order to identify the inﬂuence of the diﬀerent model aspects (e.g. the
value of waiting, multiple available technologies, and an existing power plant
portfolio), the investment decision has been evaluated, in a ﬁrst step, based
on a classical NPV decision rule. Using this simple model to evaluate a
power plant investment today (t = 2015), a strongly negative NPV was
found, rendering an investment economically highly unattractive. When
tracking the decision into the future, a signiﬁcant increase in the probability
of investing in coal-ﬁred power plants was found (for t > 2020). For later
times, the probability of coal-ﬁred power plants equipped with CCS was
also found to increase. Due to the consideration of power plants whose
electricity price is given by the long-term future contracts, the performance
of the gas-ﬁred power plants was signiﬁcantly lower compared to that of the
coal-ﬁred power plants. If an investor has the opportunity to build only
one out of the four available types of power plants, the dominance of the
hard-coal power plant strongly reduces the probability of investments in the
other technologies.
Considering the value of waiting in the decision process resulted in an
increase in the expected NPV, although the investment decision was found
to be delayed. Noteworthily, the value of waiting also resulted in a strongly
modiﬁed probability distribution of the NPV. While for the classical NPV
decision rule, the probability of the future NPVs is more or less Gaussian-
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like, the probability for the value of waiting is strongly asymmetric. This
asymmetric shape depicts a steep gradient (decreasing probability) if the
NPV is smaller than zero and a long tail for positive NPVs. An evaluation
of the probability of falling below the desired rate of return, e.g. NPV < 0,
yields a strong reduction if the value of waiting is considered. An important
ﬁnding is that the value of waiting increases the NPV, while reducing the
probability of falling below the desired rate of return. This ﬁnding raises
the question of whether the required discount rate has to be narrowed down
because of reduced risk.
In the case of existing power plant portfolios, the decision process is in-
ﬂuenced when considering the value of waiting. Because the existing power
plants eradicate the systematic risk of the new project, the resulting volatil-
ity diminishes, which leads to a reduced value of waiting and thus to a
preponement of the investment. Because of the hard coal power plant’s
dominance, this eﬀect was found to have a strong impact on investors al-
ready owning gas-ﬁred power plants. For the case of existing onshore wind
parks or coal-ﬁred power plants, the investment decision is only slightly
inﬂuenced.
In a sensitivity analysis, the decision process was found to be less inﬂu-
enced by the choice of the discount rate and by the conﬁndence level for the
value at risk calculation if the value of waiting was considered compared to
the classical NPV decision rule. It was shown that inclusion of the value of
waiting enables a more robust estimation of the probability of future invest-
ments. Thus, this model was used in a last step to investigate the market
conditions required for a deployment of CCS technology.
In a parametric study, assuming the price scenarios of the German Leit-
studie, the inﬂuence of the carbon dioxide price and the electricity price on
the investment decisions was tested in order to ﬁnd a lower bound of the car-
bon dioxide price required for the deployment of CCS. For this study, both
prices for the initial time considered in the decision process, e.g. t = 2015,
were varied and the probability to invest in CCS in 2020 was evaluated.
It was found that for a signiﬁcant probability of 50% (i.e. the probabil-
ity to invest in CCS), the carbon dioxide price has to exceed 35 e/tCO2 . In
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addition, the price of electricity has to be in the range of 70 e/MWh, being
far beyond the actual price levels. However, higher electricity prices reduce
the probability of CCS investments again. For the current market situa-
tion in 2013 (spot market electricity price of approximately 40 e/MWh), a
high advantage of investment postponement was found, which implies that
also in t = 2020 the probability of further waiting will be higher than the
probability of investments in new power generation units.
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Chapter 5:
Application to
carbon capture readiness
Assessment of Clean-Coal Strategies:
The Questionable Merits of Carbon Capture-Readiness
Wilko Rohlfs (jointly written with Reinhard Madlener)
Abstract: In this paper we investigate the value of capture-readiness by model-
ing the cost eﬀectiveness of various alternative technological options and focusing
on diﬀerent clean-coal technology pathways. The modeling framework developed
is based on stochastic net present value calculations and allows for taking into
consideration path-dependent and technology-speciﬁc risk combinations inherent
in the input and output commodities relevant for operating the plant. We ﬁnd
that capture-readiness competes with alternative options of power plant replace-
ments and that capture-readiness is not necessarily preferable from an economic
perspective.
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1 Introduction
Carbon capture and storage (CCS) is seen by many international organiza-
tions (IEA, 2010; World Energy Council, 2007), the European Commission
(2011) and on national levels Nitsch et al. (2010) to play a major role in
reducing carbon dioxide emissions. In recent years, many performance and
cost studies of new coal- and gas-ﬁred power plants have been conducted
Bohm et al. (2007); Cormos (2012); Davison (2007); Lucquiaud et al. (2011);
Rubin et al. (2007). However, the technology is not yet commercially avail-
able or not economically reasonable for large-scale coal-ﬁred power plants
built today. At the same time many new coal-ﬁred power plants are being
built which will emit large amounts of carbon dioxide in the future. China,
for instance, is expected to increase the capacity of coal-ﬁred power plants
by 485 GW from 2008 to 2035 (EIA, 2011), which is an increase of about
150 percent compared to the estimated 557 GW of operating coal-ﬁred ca-
pacity. Therefore, capture-ready power plants seem to be an attractive
solution enabling a later retroﬁt. This capture-readiness may include diﬀer-
ent investments, such as extra space for large utilities, a modiﬁed turbine
with a throttling valve at the intermediate pressure/ low pressure crossover
pipe of the steam turbine section, additional foundations, cable trays, and
pipe racks. The costs for those modiﬁcations are found to be less than ﬁve
percent of the total investment cost of a coal-ﬁred power plant (Grol, 2012).
The economic value of such capture-ready investments has to be investi-
gated cautiously because a modest increase in the investment cost translates
directly into a few hundred million Euro. The major parameter inﬂuenc-
ing the value of capture-readiness is the time of CCS-retroﬁtting and the
discount rate applied to the future cash ﬂows. In order to determine the op-
timal time of retroﬁtting, it is important to account for alternative technical
options available for switching from conventional coal-ﬁred power plants to
coal-ﬁred CCS power plants. Such options compete with the retroﬁt of a
capture-ready power plant and might be preferred, further delaying the ne-
cessity of retroﬁts of CCS-ready power plants and reducing the option value
of capture-readiness. The lock-in of four speciﬁc retroﬁts (non capture-ready
and three diﬀerent technical capture-ready conﬁgurations) were investigated
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Figure 1.1: Pathways from conventional coal-ﬁred power plants to a clean-coal
technology.
in a recent study Liang et al. (2009). The authors found a non-signiﬁcant
impact of capture ready pre-investments on the probability of a later retroﬁt
(estimated to be around 50 percent). Another study investigates the eco-
nomic value of retroﬁtting four portuguese fossil fuel power plants with
CCS (Gerbelova et al., 2013). Interestingly, they found a 50 percent higher
break-even price of CO2 (where the cost of electricity is equal for plants
with and without CCS) for a power plant whose remaining lifetime is 30
years, compared to an old power plant whose remaining lifetime is only 17
years. This at ﬁrst sight surprising result is caused by the very low eﬃciency
of the old power plant resulting in high speciﬁc carbon dioxide emissions.
However, the authors do not account for an early closure of the power plant.
Although the ﬁrst-mentioned authors accounted for an early closure of the
power plant, both studies do not account for the option to replace existing
by new CCS power plants.
For our analysis we use an advanced net present value (NPV) modeling
approach. In particular, we are interested in the optimal investment timing
for the investment in alternative coal-ﬁred power plants given speciﬁc situa-
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tions regarding the age of existing power plants and whether or not they were
built as CCS-ready. Options considered in this study for investments after
2020 are (cf. Fig. 1.1): First, retroﬁtting a modern (η = 47%) coal-ﬁred
power plant (capture-ready or non-capture-ready). Second, the replacement
of older power plants with an eﬃciency between 35 and 40 percent (including
an early shut-down) and the construction of a new CCS power plant. Third,
the early shut-down of a modern power plant (η = 47%) and construction
of a new CCS power plant. Although the third option seems at ﬁrst sight
pathetic, multiple serious justiﬁcations for this option exist. The penalty in
terms of a net eﬃciency loss of a new CCS power plant is in general less
than the penalty in net eﬃciency of a retroﬁt. The attractiveness of a CCS
retroﬁt decreases with the lifetime of the plant. Generally, just like with
energy retroﬁts of buildings, the retroﬁt of the entire coal-ﬁred power plant
can sometimes be expected to be more expensive than a demolition and
subsequent new build.
The fact that multiple alternatives to a capture-retroﬁt are preferred
will delay the need for retroﬁts, further reducing its probability. In this
study we do not consider more cost-eﬀective alternatives to reduce CO2
emissions, such as for instance nuclear power plants for low-emissions base-
load electricity (Nicholson et al., 2011) or renewable energies which also
compete with electricity generation from fossil fuels (Rohlfs and Madlener,
2011a). The renewable technologies with ﬂuctuating supply reduce the full-
load hours of base-load power plants and render them less attractive (Lund
and Mathiesen, 2012).
The economic modeling is challenging because of path- and technology-
dependent risk due to the high price uncertainty of the underlying assets
(e.g. electricity price, CO2 permit price) as well as the correlation of those
assets with each other. By describing the various investment options as com-
binations of those assets, the resulting investment risk becomes endogenous
and technology-dependent.
The original contribution of this paper is twofold: On the one hand,
we develop a new modeling framework that enables to compare diﬀerent in-
vestment options by using endogenous, technology-speciﬁc and risk-adjusted
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dynamic discount rates. On the other hand, the application of this mod-
eling framework enables to determine a merit order for the investment in
clean-coal technologies in terms of (cumulative) probabilities of adoption.
In the analysis we show that the value of capture-readiness is highly
questionable due to the competing investment options. We also demonstrate
that in many situations it is preferable to shut down a modern coal-ﬁred
power plant (η = 47%) and construct a new CCS power plant rather than
to retroﬁt a CCS-ready power plant.
The remainder of this paper is structured as follows. Section 2 provides
an overview of technical speciﬁcations and design requirements for capture-
readiness and reviews the existing literature on this topic. Section 3 intro-
duces the modeling framework, while section 4 reports on the underlying
data and assumptions used. Section 5 presents the results and section 6
concludes.
2 Aspects of capture-readiness
Capture-readiness is a term increasingly used but often without clarity of
its meaning (EPPSA, 2006; Markusson and Haszeldine, 2010). Studies and
statements of various groups and organizations, such as for instance the
International Energy Agency Greenhouse Gas R&D Programme IEA GHG
(2007), the Global CCS Institute Global CCS Institute (2010) and the Eu-
ropean Power Plants Suppliers Association (EPPSA, 2006), have proposed
deﬁnitions and technical requirements for capture-readiness. Moreover, the
technical inspection association TÜV has developed criteria with respect to
the current state of knowledge and put together the so-called TÜV NORD
Climate Change Standard TN-CC 006 (TÜV NORD Group, 2011).
Apart from deﬁnitions and legislative issues the studies comprise tech-
nical speciﬁcations for new build power plants that allow for and facilitate
a later retroﬁt. Those speciﬁcations shall lower the eﬀort and the cost as-
sociated with a later retroﬁt of the power plant, reducing the overall CO2
mitigation costs. The technical requirements, which aim at a reduction of
the plant outage time during the retroﬁt and a high ﬂexibility (e.g. by allow-
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ing to take advantage of technical improvements in CCS), concern among
others the following ones (cf. Global CCS Institute, 2010; IEA GHG, 2007):
• choice of the power plant’s location with suitable storage sites,
• space for additional systems and components (e.g. CO2 separation
unit, compression unit, extension of cooling water system, temporal
storage of compressed CO2),
• modiﬁcations in the initial design of the steam turbine,
• additional foundations, cable trays and pipe racks.
All such prior modiﬁcations of the power plant should not negatively
aﬀect the main power plant’s operations e.g. through a reduced net eﬃciency
or higher outage times.
Nevertheless, some disadvantages of capture-readiness should not be ig-
nored:
• As CCS investments involve huge construction costs with the expecta-
tion of long lifetimes and high utilization hours (Lund and Mathiesen,
2012), the retroﬁt of older power plants is not reasonable if the re-
maining lifetime of the power plant is too short. Large-scale power
plants built today will be at least ten to ﬁfteen years old by the time
they are retroﬁtted, as otherwise they would have been built as CCS
plants right away. Moreover, the CCS technology is expected to be
commercially available only after 2020 (Nitsch et al., 2010). Due to the
delayed retroﬁt, the remaining lifetime of capture-ready power plants
is lower than that of a new build CCS power plant. Finally, after 2020
there will be older power plants constructed in the 1990s, 1980s and
1970s with net eﬃciencies around 35% whose shut-down and replace-
ment with a new CCS power plant also competes with a CCS retroﬁt
of a capture-ready power plant.
• The requirements of capture-readiness are based on today’s technical
knowledge (for instance the knowledge about embodied post-combustion
amine-based scrubbers). To minimize the eﬃciency penalty, Harkin
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et al. Harkin et al. (2012) request that the design of a solvent-based
CCS plant should be conducted with the understanding of how the
power station will interact with the CCS equipment and especially
with the speciﬁc solvent. Only a smart heat integration can decrease
the energy (or more precise the exergy) demand for the desorption
process. As carbon capture (and power plant) technology will develop
further (as for instance by using other capturing methods like mem-
brane or cryogenic processes, see Mondal et al., 2012; Olajire, 2010),
capture-readiness measures run the risk of becoming obsolete or even
counter-productive over time (Markusson and Haszeldine, 2009).
• Capture-ready investments may include additional equipment such as
valves or turbine modiﬁcations. This additional equipment also re-
quires maintenance, thus inducing higher maintenance costs, and may
negatively impact the availability or the ﬂexibility of the plant.
Overall, it becomes clear that the beneﬁts or disbeneﬁts of capture-
readiness have to be carefully balanced against each other. Intuitively, it
also becomes obvious that capture-readiness may not be advantageous in all
situations.
3 Model speciﬁcations
3.1 Basic motivation
The value of capture-readiness is strongly inﬂuenced by the delay time be-
tween the construction of the coal-ﬁred power plant and the later CCS
retroﬁt. This delay time is aﬀected by other technical options which com-
pete with the retroﬁt and might allow carbon dioxide emission reductions at
lower costs. Therefore, the relative economic merit of the diﬀerent techno-
logical options has to be considered in order to estimate when a CCS-ready
power plant ought to be retroﬁtted.
The value of the diﬀerent technologies mainly depends on the speciﬁc
cost of investment and the incoming and outgoing cash ﬂows (revenues and
costs). These cash ﬂows can generally be seen as a technology-dependent
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combination of the price of basic underlying assets, such as the price of
electricity, fuel, and carbon dioxide allowances, which may themselves be
modeled as correlated stochastic prices.
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Figure 3.1: Illustration of two correlated Geometric Brownian Motion price pro-
cesses for electricity and coal
Figure 3.1 depicts exemplarily two of these price paths for each asset
(electricity and carbon dioxide). Starting oﬀ from the known price of today,
an inﬁnite number of possible price paths can be drawn, whose conﬁdence
interval (enveloping the majority of price paths) increases with time. Evalu-
ating the investment decision at time tD, diﬀerent states of the world have to
be considered, taking the uncertainty of the future prices into account. For
simplicity, let us focus on two states only, S1 and S2. In S1, the electricity
price is much higher than in S2, not only in absolute terms but also relative
to the price of carbon dioxide emission permits. This change in the price
ratio implies that the investment is much less aﬀected by the carbon dioxide
price in S1 than in S2. Therefore, it is obvious that the combination of the
diﬀerent uncertain cash ﬂows as one net cash ﬂow is not only technology-
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dependent, but also state-dependent, which results in a technology- and
state-dependent risk.
Another important characteristic of the investment is that cash ﬂows are
generated continuously during the power plant’s operation, which is why
net cash ﬂows from diﬀerent periods have to be adequately discounted and
added up. Caused by a strong but imperfect correlation between the prices
in time tD and t′ from today’s point of view (note that it is most unlikely
that the price of S1 at tD jumps to the price of S2 in t′) a simple addition
of cash ﬂows gained in diﬀerent periods is impossible.
In the following section, we present a model-based approach, which ac-
counts for the above mentioned complications in economically evaluating
power plants and clean-coal strategies.
3.2 Model description
For modeling the above described complex decision problem we introduce a
novel combination of a multi-dimensional lattice and a Monte-Carlo Simula-
tion technique. The four major steps of the model development are described
in the following.
First, we construct a multi-dimensional tree of order n + 1, where n is
the number of underlying assets. All assets are described by correlated Geo-
metric Brownian Motion processes with constant volatility and drift16. The
additional asset (referred to as baseline asset) describes the general mar-
ket development. This is used in order to determine the correlation of the
“combined asset” with the market in order to be able to later apply the well-
known Capital Asset Pricing Model (Lintner, 1965; Sharpe, 1964) (CAPM)
from the ﬁnance literature for endogenous risk-adjusted discounting.
Second, we determine the expected internal rate of return, its volatility
and its correlation to the market at each node, as each node of the decision
tree represents a point in time and a state of the world at which the in-
vestor has the opportunity to decide whether or not to invest in one of the
various technologies available. To do this, we solve the following equation
16The choice of Geometric Brownian Motion processes has been made in this study. Note
that the general approach of the model is not limited to the choice of this process.
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with respect to the internal rate of return, μ(j,t∗), discretized in time using
Monte-Carlo Simulation.
t∗+TLT (j)∫
t∗
∑
i
ci(j,t∗) · Pi(t) · eμ(j,t
∗)·tdt − I(t∗,j) = 0, (1)
where t∗ denotes the variable time of the investment and TLT (j) the ex-
pected lifetime of the speciﬁc power plant j. The technology-dependent
input and output quantities are given by ci(j,t∗), while Pi(t) is the time-
dependent price of the commodity i. The variable I(t∗,j) denotes the time-
and technology-dependent investment costs. Each simulated combination of
price paths results in a rate of return for each technology and a correlated
development of the baseline asset. From these data, the expected rate of
return, E(μ(j)), its variance, V ar(μ(j)), and its correlation with the market
(baseline asset), Corr(μ(j),μ(M)), are determined.
Third, using the CAPM, an endogenous, technology- and state-dependent
required rate of return, δj , can be calculated for each technology by using
the following relationship
δj = r + Φ · V ar(μ(j)) · Corr(μ(j),μ(M)) (2)
where r denotes the risk-free rate of return and Φ the market price of risk,
deﬁned as
Φ = E(μ(M)) − r
V ar(μ(M)) . (3)
Finally, a decision rule is applied, maximizing the diﬀerence between
the expected and required rate of return of all diﬀerent technologies, j,
considered, i.e.
max(E(μ(j)) − δj ,0). (4)
For the case that this diﬀerence is less than zero, the investor should refrain
from investing. Note that the use of this proﬁtability-based decision rule
also allows to compare projects of diﬀerent size.
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Table 1: Speciﬁcation of the existing power plants
Technology option η TLT m˙coal m˙CO2 Wel
[%] [a] [t/a] [t/a] [TWhel/a]
New hard coal power plant 47% 2050 6.3 · 105 1.64 · 106 2.50
Old hard coal power plant #1 35% 2030 8.4 · 105 2.20 · 106 2.50
Old hard coal power plant #2 40% 2040 7.4 · 105 1.92 · 106 2.50
4 Data and assumptions
4.1 Technical speciﬁcations
In this study technical data and assumptions for various coal-ﬁred power
plants (with and without CCS) have been used. The following section sum-
marizes and explains these data.
4.1.1 Existing power plants
The three existing power plant facilities which can be either retroﬁtted or
shut down comprise a modern state-of-the-art hard coal power plant as
well as two older power plants built twenty to thirty years ago. Table 1
depicts the assumed net eﬃciency, η, the regular shutdown time, TLT, the
yearly coal consumption, m˙coal, the electricity output, Wel, and the carbon
dioxide emissions, m˙CO2. All power plants are assumed to have the same
net electricity output of 500MWel and 5000 full-load hours, which is equal
to a capacity factor of 60%. Fuel consumption is calculated based on a
heating value of Hv = 8.5MWh/t. The carbon dioxide emissions of burning
one tonne of hard coal are 2.62 tCO2/tcoal.
4.1.2 New carbon capture power plants
In this study, additionally to retroﬁtting an existing capture-ready power
plant (HC-CCS-CR), we also consider the option of retroﬁtting a non-
capture-ready (HC-CCS-NCR) power plant and the construction of a
new gasiﬁcation combined-cycle power plant with CCS (HC-IGCC-CCS),
which is seen to have high net eﬃciencies compared to pulverized coal-ﬁred
power plants (Hammond et al., 2011). Those IGCC-CCS power plants can
Application to carbon capture readiness 133
be equipped with an amine absorption unit using an aqueous solution of
MEA, which is at present the only technology commercially available and
could be implemented in large scale. However, better alternatives may be
given by polymeric membranes, which can decrease the energy intensity for
the separation process by 15 times compared to an amine absorption process
(Skorek-Osikowska et al., 2012).
Notwithstanding the plethora of published cost estimates that are avail-
able, it must be remembered that neither a full-scale power plant with CCS
has yet built nor a retroﬁt has been conducted (Rubin, 2012). Thus, cost
estimates and technical speciﬁcations must be seen as assumptions for which
we perform a variety of sensitivity analyses in this study. For the base case,
the technical speciﬁcations of the new HC-IGCC-CCS are taken from the
German “Pilot Study 2010” (“Leitstudie 2010”, Nitsch et al., 2010), which
provides projections for the required speciﬁcations till 2050. Those projec-
tions include an increase in net eﬃciency and a reduction of the investment
cost in order to reﬂect future changes in performance and cost, in line with
Riahi et al. (2004).
For the retroﬁt of a capture-ready and a non-capture-ready pulverized
coal-ﬁred power plant with a capture rate of 85%, a lower net eﬃciency has
been assumed compared to the new HC-IGCC-CCSpower plant. Note
that the energy penalty between the new power plant built in 2015 and the
retroﬁt in the year 2020 is 8 to 9 percentage points. However, it should be
kept in mind that a new IGCC power plant built in 2020 is assumed to have
an eﬃciency of 52% (Nitsch et al., 2010), resulting in an energy eﬃciency
drop of 7 percentage points which is in line with recent studies (Cormos,
2012).
The cost of investment for the capture-ready case is chosen to be the
diﬀerence between the cost of an HC-IGCC-CCS power plant and an
HC-IGCC power plant according to (Nitsch et al., 2010). For the non-
capture-ready case, an additional decrease in net eﬃciency of one percentage
point as well as a ﬁfty percent increase in the speciﬁc cost of investment is
presumed. The lifetime of the retroﬁtted power plant is 125 percent of the
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Table 2: Time-dependent speciﬁcation of the CCS power plants
Year
Technology option Parameter Unit 2020 2030 2040 2050
Retroﬁt of a capture-ready Net eﬃciency [%] 39 41 41 41
power plant with CCS, Investment cost [e/kWp] 700 700 700 700
HC-CCS-CR CO2 emissions [kg/MWhel] 119 113 113 113
Retroﬁt of a non-capture-ready Net eﬃciency [h/a] 38 40 40 40
power plant with CCS, Investment cost [e/kWp] 1150 1150 1150 1150
HC-CCS-NCR CO2 emissions [kg/MWhel] 122 116 116 116
New gasiﬁcation combined Net eﬃciency [h/a] 43 45 45 45
cycle plant with CCS, Investment cost [e/kWp] 2200 2200 2200 2200
HC-IGCC-CCS CO2 emissions [kg/MWhel] 107 102 102 102
Note: The annual O&M costs are equal to 2% of the investment cost, the assumed
plant lifetime is 25 years. Source: Nitsch et al. (2010)
remaining lifetime of a plant built in 2015. Table 2 summarizes the time-
dependent speciﬁcations of the CCS power plants.
The speciﬁcations assumed for an investment in CCS in the year 2030
are given in Table 3. Note that due to the ﬁxed boiler size in case of a
retroﬁt, the net electricity output is reduced, while the coal consumption
remains constant. For a new CCS power plant, the electric output remains
at 500MWel, leading to higher fuel consumption and higher carbon dioxide
emissions. The amount of carbon dioxide required to be transported and
stored is 5.66 times higher due to a capture rate of 85%.
In this study we examine the value of capture-readiness by identifying
the point in time when it is economically reasonable to switch from con-
ventional coal-ﬁred to CCS power plants. This implies that the revenues
and costs associated with the retroﬁt (or the replacement of an older power
station by a new CCS plant) are given by the diﬀerence between the cash
ﬂows gained from the conventional and the CCS power plant. In Table 4
this is again shown for an investment in 2030. For retroﬁtting, this causes
lower carbon dioxide emissions at the cost of a lower electricity output and
additional expenditures for transportation and storage (T&S costs). For
a premature shut-down of an old power station the diﬀerence in the cash
ﬂows can be divided into two time intervals. In the ﬁrst interval, which lasts
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Table 3: Speciﬁcation of the CCS power plants for an investment in 2030
Technology option η ΔTLT CInv m˙coal m˙CO2 Wel
[%] [a] [Me] [t/a] [t/a] [TWhel/a]
Retroﬁt HC-CCS-
CR
41% 12.5 320 6.3 · 105 1.6 · 105 2.18
Retroﬁt HC-CCS-
NCR
40% 12.5 514 6.3 · 105 1.6 · 105 2.13
New HC-IGCC-CCS 45% 25.0 1125 6.6 · 105 1.7 · 105 2.50
Table 4: Diﬀerence in input and output quantities for an investment in 2030
Strategy Time span m˙coal m˙CO2 Wel
[t/a] [t/a] [TWhel/a]
Retroﬁt new HC-CCS-CR 2030 - 2050 0 −1.4 · 106 −0.32
2050 - 2052 6.3 · 105 2.5 · 105 2.18
Retroﬁt new HC-CCS-NCR 2030 - 2050 0 −1.4 · 106 −0.37
2050 - 2052 6.3 · 105 2.5 · 105 2.13
Shutdown old hard coal #1, 2030 - 2070 6.5 · 105 2.6 · 105 2.50
new build HC-IGCC-CCS
Shutdown old hard coal #2, 2030 - 2040 −8.2 · 104 −1.6 · 106 0
new build HC-IGCC-CCS 2040 - 2070 6.5 · 105 2.6 · 105 2.50
Shutdown new hard coal, 2030 - 2050 3.0 · 104 −1.5 · 106 0
new build HC-IGCC-CCS 2050 - 2070 6.6 · 105 1.7 · 105 2.50
from the premature shut-down to the planned shut-down, the net electric-
ity output remains constant, while fuel consumption increases and carbon
dioxide emissions decrease. From the planned shut-down to the end of the
new power plant’s lifetime, the inputs and outputs correspond to the ones
of the new power plant. Note that the revenues gained from replacing a
conventional power plant by a CCS power plant only result from the cost
savings due to the lower carbon dioxide emissions. Those revenues have to
cover the cost of investment as well as the opportunity cost of the lower
electricity output (or the higher fuel consumption).
The T&S costs of CO2 (additionally occurring for the CCS technologies
with an absorption rate of 90%) are assumed to be 5 e/tCO2, which is in
line with McCoy (2008) and Parsons Brinckerhoﬀ (2011), and is in line
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with the “Criteria for Technical and Economic Assessment of Plant with
Low CO2 Emissions” (IEA-GHG, 2009). Additionally, a sensitivity analysis
with respect to higher and lower CO2 T&S costs is conducted.
4.2 Underlying economic data and assumptions
The economic and market boundary conditions are very important but at
the same time also highly controversial. Due to the power plant’s long
lifetime, long-run price projections for the underlying assets are needed. As
the latest investment decision considered is assumed to take place in 2050
(with the technological data provided in section 4.1) and a maximal lifetime
of 25 years, price projections until 2075 are required.
Table 5: Parametrization of the price processes
Parameter Pi,0 αi σi ρi,el ρi,coal ρi,gas ρi,CO2 ρi,M
P ael e60 4.00% 4.00% 1.000 0.608 0.702 0.518 0.140
P bcoal e69 4.18% 7.09% 0.608 1.000 0.603 0.250 0.260
P cgas e5.5 4.03% 6.70% 0.702 0.603 1.000 0.273 0.150
P dCO2 e20 4.14% 7.07% 0.518 0.250 0.273 1.000 0.201
P eM e1 2.00% 2.00% 0.140 0.260 0.150 0.201 1.000
Notes: abase-load futures traded at the EEX (F1BY, July 1, 2002 - February 2, 2012);
bcoal futures traded at the EEX (FT4Y, May 2, 2006 - January 5, 2012); cnatural gas
futures traded at the EEX (G0BY, July 2, 2007 - January 5, 2012); dEUA price
(F2PE & F2EA, October 4, 2005 - January 5, 2012) at the EEX. eGerman stock index
(DAX, March 2, 1992 - January 5, 2012).
Table 5 shows that the parameter set used in our analysis comes from two
diﬀerent sources. On the one hand, to determine the correlation coeﬃcients
between the assets, we use historical price data provided by the European
Energy Exchange (EEX) for electricity, coal, natural gas, and EU ETS
emission allowances. On the other hand, the German stock market index
DAX is used for representing the benchmark asset.
In order to estimate the other two important parameters, i.e. the growth
rate αi and the volatility σi, in a ﬁrst go we applied the maximum likelihood
method (Hogg and Craig, 1978; Hull, 2008) to the data just mentioned. Ex-
pectedly, the parameters estimated from the historical data of the last eight
to ten years lead to implausible results if applied over a projection period of
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70 years. This is mainly due to the large diﬀerence in growth rates and also
the high volatilities. Hence we calculated the missing quantities from the
data provided in the German “Pilot Study 2010”, Nitsch et al. (2010), in
which three diﬀerent scenarios (high, moderate, low) with price projections
for electricity, coal, gas, and emission allowances have been proposed. For
the growth rates we used the price developments of the moderate scenario.
Note that the prices given in the Pilot Study are in real terms, based on
the year 2007. In our model, nominal prices are employed, discounted by
a benchmark asset. Because of that, the growth rates applied need to be
increased by the growth rate of the benchmark asset (αM = 2%). For the
volatility of the price paths considered in our study we assume that the
variance of the stochastic processes equals the high and low price trajec-
tory assumed in Nitsch et al. (2010) for t = 2050. The values estimated are
very low, compared to previous studies (Rohlfs and Madlener, 2010, 2011b).
Therefore, the proposed model aims at investigating long-run price uncer-
tainties rather than short-run ﬂuctuations. In our opinion, this assumption
is justiﬁable due to the long construction lead times of the power plants,
rendering short-run price variations rather unimportant for “strategic” in-
vestment decisions.
5 Results
The dynamic net present value analysis with endogenous risk treatment
gives insights into the merit order of diﬀerent clean-coal strategies which
subsequently sheds light on the value of capture-readiness. For the refer-
ence case using the data given in Tables 2 to 5 the continuous investment
decision is discretised in ten steps ranging from 2015 to 2050. The separate
investigation of the various investment options in new coal-ﬁred CCS power
plants or capture retroﬁts leads for each option to a cumulative probability
of technology adoption, as shown in Fig. 5.1.
Due to the non-availability of CCS before 2020, no investment is sug-
gested by the model in the ﬁrst steps. As soon as CCS becomes available,
an almost immediate investment in a new CCS power plant is proposed, re-
placing the older power plant with an eﬃciency of 35% which was originally
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Figure 5.1: Cumulative probability of the diﬀerent clean-coal technology pathways,
indicating their merit order for the reference case.
intended to operate until 2030. The probability of replacing the second
existing power plant (eﬃciency 40% and expected lifetime up to 2040) is
slightly higher than 80% in 2025. However, it also increases to almost 100%
by the year 2030. For the new power plant (built in 2015 with an eﬃciency
of 47%) the concurring options of a replacement with a new CCS power
plant or the retroﬁt (capture-ready and non-capture-ready) with CCS are
shown by the dotted, chain-dotted and solid line, respectively. Contrary to
prior expectations, the probability of a replacement is much higher than the
one for a retroﬁt. However, a large diﬀerence between the capture-ready
and the non-capture-ready power plant is found. As the retroﬁt becomes
unattractive with increasing age (and decreasing remaining lifetime) of the
power plant, the cumulative probability rises only up to 2030. Nevertheless,
for the capture-ready case, the cumulative probability stays below 40%.
In the following subsections, we will investigate the inﬂuence of diﬀerent
parameters such as the power plants’ eﬃciencies and expected remaining
lifetimes, the price levels of the underlying assets and the cost of investment.
5.1 Inﬂuence of eﬃciencies and expected lifetimes
The technical speciﬁcations of the existing power plants, such as the ex-
pected remaining lifetime and the eﬃciency, have a major impact on the
investment decision in CCS. For the older power plant, the net eﬃciency is
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(a) Reduction in the eﬃciency of the
existing power plants by 2 percent
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(b) Increase in the eﬃciency of the
existing power plants by 2 percent
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(c) Reduction in the remaining lifetime
of the existing power plants by 10 years
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(d) Increase in the remaining lifetime
of the existing power plants by 10 years
Replace old hard coal power plant #1
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Figure 5.2: Inﬂuence of the existing power plants’ eﬃciency and expected lifetime
on the merit order of the clean-coal technology pathways.
below the one of the new IGCC-CCS power plant. Therefore, the replace-
ment leads to a higher net eﬃciency and to strongly reduced carbon dioxide
emissions. Increasing the older power plant’s eﬃciency lowers the beneﬁt
which arises due to the lower fuel intake (assuming an equal electricity out-
put of 500MWel). Still, the diﬀerence between the cumulative probability
shown in Fig. 5.2a and 5.2b (depicting a diﬀerence in net eﬃciency of 4
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percentage points) is low, caused by the limited remaining lifetime of the
older power plant.
For the new power plant, the variation of the initial eﬃciency depicts a
high inﬂuence on the chance of retroﬁtting. While for a base plant eﬃciency
of 45% a retroﬁt is very likely, there is nearly no chance of retroﬁtting if the
base plant’s eﬃciency is 49%.
As we did not vary the eﬃciency of the retroﬁtted power plant, these
plots compare also the inﬂuence of diﬀerent eﬃciency penalties caused by
the retroﬁt. For the decreased base plant eﬃciency, the penalty is only
4 percentage points, while for the other case, an eﬃciency penalty of 8
percentage points results. Although it is questionable to what extent the
same eﬃciency of the retroﬁtted power plant can be reached for diﬀerent
eﬃciencies of the base plant, the variation of the base plant’s eﬃciency shows
that replacing the base plant by a new CCS power plant is in the majority
of cases the preferred alternative.
The inﬂuence of the expected remaining lifetime is shown in Fig. 5.2c and
5.2d. In case of a reduced lifetime, a nearly direct replacement by CCS power
plants is proposed to replace the older and the new power plant. Note that
in this case the expected lifetime of the new power plant is only ﬁfteen years.
However, more interesting is the second case where an increased lifetime is
investigated. For this case, the probability of retroﬁtting a capture-ready
power plant increases to a value of 60% even before a replacement becomes
attractive. The probability of a non-capture-ready power plant reaches a
value above 20% percent. As expected, the probability of a retroﬁt is very
sensitive to the expected lifetime of the power plants.
Comparing the actual age and lifetime of the power plants (which may
reach forty years or more) with the lifetime expected in economic studies
(mostly between 25 and 30 years), it becomes clear that a large discrepancy
exists. However, from an economic point of view, the fact of neglecting the
cash ﬂows gained in this period (from 25 to 35 years) may be reasonable.
In the case of a ﬁxed discount rate of 8%, these cash ﬂows account for less
than 10% of the overall cash ﬂows. Additionally, lifetime extensions are
mostly associated with larger investments for general overhauls, which are
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not accounted for in the initial investment decision process. However, this
analysis shows that for the decision process of CCS-retroﬁtting, or switch-
ing to a new CCS power plant, these extended lifetimes do have a major
inﬂuence.
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(a) Pcoal,2015 = 59 e/t
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(b) Pcoal,2015 = 79 e/t
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(c) Pel,2015 = 50 e/MWh
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(d) Pel,2015 = 70 e/MWh
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Figure 5.3: Inﬂuence of the coal and electricity price on the merit order of the
clean-coal technology pathways.
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(a) PCO2,2015 = 15 e/t
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(b) PCO2,2015 = 25 e/t
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(c) PT&S,2015 = 2.5 e/t
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(d) PT&S,2015 = 7.5 e/t
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Figure 5.4: Inﬂuence of the price of carbon dioxide emission allowances and the
T&S costs on the merit order of the clean-coal technology pathways.
5.2 Inﬂuence of price levels
In this subsection, we examine the inﬂuence of the prices of the three under-
lying assets, e.g. the price of electricity, coal, and carbon dioxide certiﬁcates
as well as the T&S costs.
Figure 5.3a and 5.3b show the inﬂuence of the coal price level in 2015.
For replacing or retroﬁtting existing power plants, the costs of fuel and,
therefore, the price of coal has two opposite impacts. On the one hand
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side, a high coal price renders investment in a technology with a higher net
eﬃciency more attractive (note that the older power plant’s eﬃciency is
lower compared to the eﬃciency of a new build CCS power plant). On the
other hand, high coal prices result in an overall unattractive investment in
coal-ﬁred power plants. The comparison of the two probability plots shows
that the second eﬀect dominates, delaying the investment decision in all
cases when the price of coal increases.
For new CCS plants, the inﬂuence of the electricity price is opposite to
the one of the coal price. For low electricity prices, the entire power plant
becomes economically unattractive and so does the construction of a new
CCS power plant. For a retroﬁt however, the probability of retroﬁtting a
CCS-ready power plant decreases during the ﬁrst periods when the electric-
ity price increases. This is caused by the reduced electricity output causing
opportunity costs for unsold electricity. For the non-capture-ready case, the
electricity price acts in the opposite direction, showing that the revenues
gained cannot cover the costs of the retroﬁt.
The inﬂuence of the carbon dioxide price and the T&S costs are depicted
in Fig. 5.5. As expected, their inﬂuence is in the opposite direction. Impor-
tant to mention is the fact that for high carbon dioxide prices, the option
of retroﬁtting a capture-ready power plant becomes attractive before the
replacement of the power plant by a new CCS plant. For all other cases, the
option of retroﬁtting is by far less attractive than the replacement option.
5.3 Inﬂuence of the investment costs
The costs of retroﬁtting or constructing a new power plant inﬂuence the
investment decision markedly. For a ﬁfty percent increase of those costs,
there is no positive probability found for retroﬁtting a non-capture-ready
power plant. Also, the chance of retroﬁtting a capture-ready power plant
decreases from approximately 35% to less than 10%. However, high proba-
bilities of replacing older power plants (or the hard coal plant built in 2015)
by a new CCS power plant are still found.
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Figure 5.5: Inﬂuence of the investment costs on the merit order of the clean-coal
technology pathways.
6 Conclusions
This paper investigates the value of capture-readiness by examining the
merit order of various clean-coal pathways in terms of the cumulative prob-
ability of adoption. To do this, we developed an enhanced and novel net
present value model with technology- and path-dependent discounting based
on the well-known Capital Asset Pricing Model (CAPM). The model endoge-
nously determines the associated economic risk based on the combination
of the underlying assets’ prices (e.g. price of electricity, fuel and carbon
dioxide). This combination is a result from the technology-speciﬁc input
and output quantities (electricity output, fuel consumption, carbon dioxide
emissions) and the path-dependent prices.
Applying this model and using technical speciﬁcations from the German
“Pilot Study 2010” (Nitsch et al., 2010), which provides projections for the
required speciﬁcations till 2050, we ﬁnd that the option of replacing older
power plants including a premature shut-down with a new CCS power plant
is in the majority of investigated scenarios found to be the preferred choice.
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In addition, we show that the option of replacing a new conventional coal-
ﬁred power plant (built in 2015) with a new CCS power plant is also much
more likely than retroﬁtting a non-capture-ready or even a capture-ready
power plant.
For the value of capture-readiness, we conclude that although capture-
readiness increases the chance of a retroﬁt strongly, compared to a non-
capture-ready power plant, the chances of conducting a retroﬁt are still low
due to the additional option of a premature shut-down in combination with
a new build CCS power plant. Expenditures for capture-readiness should
therefore be well deliberated.
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Chapter 6:
The competition between CCS
and green energy technologies
Investment decisions under uncertainty:
CCS competing with green energy technologies
Wilko Rohlfs (jointly written with Reinhard Madlener)
Abstract: Investors in the electricity supply industry are spoilt for choice when
considering capital-intensive investments in alternative power plants. Although
such kind of decision-making problems can already be very complicated due to
multiple ﬁnancial risks, complexity rises further if there is the possibility that the
investment can be postponed. This ﬂexibility causes a so-called “value of waiting”
which is forfeited as soon as the investment is made (the “real option” is exercised).
In our study with representative data for Europe / Germany, we use such a model
in order to ﬁnd the optimal investment decision in a situation where the electric
utility has the choice between an IGCC power plant (with and without CCS), a
combined gas and steam power plant with CCS, and an oﬀshore wind farm. We
compare the option value for the case that each technology is available individually,
or in combination with other technologies. Finally, we consider the inﬂuence of
subsidies for renewables, which can strongly promote the diﬀusion of renewable
energy technologies and, therefore, reduce the value of CCS power plants.
published in: Energy Procedia, 37, 7029-7038, 2013. Proceedings of the
11th International Conference on Greenhouse Gas Technology – GHGT-11,
November 18th - 22nd, Kyoto, Japan.
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1 Introduction
Over the last two decades, electricity markets have seen strong changes con-
cerning regulatory policy as well as technical improvements. Driven by the
awareness of global warming, mainly caused by the carbon dioxide emis-
sions from fossil-fuel combustion, and the increasing demand of energy, we
globally face the need of renewing our energy conversion technologies. One
possibility is the application of carbon capture and storage (CCS) technol-
ogy to fossil-fuel-ﬁred power plants, reducing the carbon dioxide emissions
to the atmosphere. Another alternative are green technologies using renew-
able energy sources, such as solar radiation, wind or water power. However,
as fossil fuels are ﬁnite, they must be completely replaced by renewable en-
ergy technologies in the distant future. Nevertheless, CCS may play a major
role as a bridging technology, covering the high demand of electricity in the
near future while waiting for further improvements in renewable and energy
storage technologies.
From an economic point of view, the potential of CCS as a bridging tech-
nology is limited by the competition of CCS with conventional power plants
today and with the competition of CCS with renewable energy sources in
the future. For the German market, a broad study “RECCS plus: Compar-
ison of Renewable Energy Technologies with Carbon Dioxide Capture and
Storage (CCS)” [1] (see also Viebahn [2,3]) was conducted by the Wupper-
tal Institute for Climate, Environment and Energy. This study found that
the electricity-generating costs for fossil-fuel-ﬁred power plants with and
without CCS will be more expensive than the ones of renewable energies in
Germany even in the short to medium term. Only under the assumption
that CCS is already commercially available in 2020, a small window for this
technology can be found in the German energy mix.
The motivation for this study is threefold. First, we want to addition-
ally account for the value of waiting in the decision process. Including the
option to wait might cause investors to delay their investment decision in
favor to renewable energies, further decreasing the potential of CCS. Sec-
ond, we want to account for technology-dependent risk, which is driven by
the technology-speciﬁc combination of input and output quantities, such as
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for instance electricity, fuel, and CO2 certiﬁcates. Last but not least, we
aim at directly comparing diﬀerent power plants, allowing the investor in
his decision process to choose between various available technologies, such
as oﬀshore wind, conventional hard-coal, and CCS power plants ﬁred with
hard coal or natural gas.
The remainder of this paper is organized as follows: In section 2 the
real options model with the segregated discounting is described. Section 3
summarizes the economical and technological data used for the later model
application. Section 4 presents the results from applying the model for
various carbon dioxide price scenarios. Section 5 concludes and suggests
some political implications.
Underlying assets:  - Stochastic model of electricity, coal, gas, CO2, and benchmark prices
   - Pi(t) [?i, ?i, ?i]
Technological data:  - Different technological options (hard coal, gas, wind, hydro, ...)
   - Innovation leads to increased conversion efficiency and reduced
     investment cost. 
Real options model:
- Option to wait (McDonald, 1986)
- Multi-dimensional lattice approach
Exercising value (NPV model):
- Net Present Value
- Multi-dimensional Monte Carlo
  approach
W
NPV
Time- and risk-adjusted cash-flow evaluation:
- Benchmark time-discounting
- Risk aversion by utility function
t = 0
fuel
CO2
electricity
time [a]
pr
ic
e 
[€
]
time
Figure 1.1: Schematic description of the multi-dimensional real options model.
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2 Model
In order to evaluate the potential of CCS for becoming a bridging tech-
nology, a new multi-dimensional real options model with endogenous risk
treatment, as introduced in Rohlfs and Madlener [4], has been used. The
model allows to choose between various technologies available and for the
option to postpone the investment (the “option to wait”, see McDonald and
Siegel [5]) in order to maximize the investor’s ﬁnancial value. In principle,
the economic value of all technologies considered can be calculated based
on the speciﬁc cost of investment, operation and maintenance cost, and
technology-speciﬁc parameters, such as the speciﬁc electricity production,
fuel consumption, CO2 emissions, average utilization, and lifetime. The
incoming and outgoing cash ﬂows during the power plant’s lifetime are cou-
pled to the price of a few basic underlyings (e.g. price of electricity, fuel, and
CO2), which are modeled as stochastic processes and introduce the multi-
dimensionality of the proposed problem. Due to the diﬀerent growth rates,
volatilities, and correlations between the prices, the economic risk associ-
ated with each power plant is endogenously given by the technology-speciﬁc
combination of these underlyings. This fact prohibits predeﬁned discount
rates, which cannot account for the technology-speciﬁc risk and thus calls
for an endogenous risk treatment.
The main part of this model (see Fig. 1) is a multi-dimensional real
options approach, for which the lattice method (for the one-dimensional
case introduced by Cox, Ross, and Rubinstein [6]) has been used, allowing
for a more realistic modeling compared to the case where only one decisive
variable is treated as stochastic. Beginning with a deterministic initial price,
a multi-dimensional tree is constructed up to the point in time when the
option is assumed to expire (we use the date 2050). Working backwards
the decision tree, which consists of the opportunity to invest in one of the
diﬀerent power plants or to delay the investment decision by one period,
the real option value is evaluated. The decision depends on the exercising
value and the value of waiting. For the exercising value (NPV) at each node
of the tree, we apply the Monte Carlo Simulation technique, which allows
the required risk treatment, e.g. concerning discounting. This calculation
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procedure ﬁnally leads to the option value (W) at the beginning of the
decision tree.
2.1 Time- and risk-adjusted cash-ﬂow evaluation
In this model, we apply a novel method of endogenous risk treatment with
segregated risk- and time discounting. The present approach is motivated
by the following two principles: First, due to the ﬁxed ratio between input
and output quantities of the power plant and the long lifetime, the inﬂuence
of the diﬀerent cash ﬂows (income for electricity output, expenses for fuel
and CO2 permits) changes over the years. This aﬀects the uncertainty of
the net cash ﬂow and, therefore, also the risk of the project. In ﬁnance
theory, especially in portfolio optimization theory, an investor is able to ad-
just his portfolio continuously by way of trading, which allows retaining a
constant ratio between diﬀerent stocks. However, if such a continuous ad-
justment is not possible for an investor, the risk-discounting must account
for a time-dependent volatility. The second point concerns another major
diﬀerence between investments in ﬁnancial assets and in real assets such
as power plants. For the latter, the continuous output of electricity, input
of fuel, and requirement of CO2 emission permits would be equivalent to
a continuous selling or buying of stocks. However, in ﬁnance theory, it is
mostly assumed that the stocks are kept and their accretion is realized. The
continuous in- and output requires that present values (PV) of cash ﬂows
gained at various times have to be added up. Due to a strong correlation
between prices of subsequent time steps, a simple addition of those PVs is
inaccurate. In order to include both mentioned principles into the model,
a segregated time- and risk-discounting method is applied. For this, an
additional stochastic process, representing a benchmark asset, has been in-
troduced. This benchmark price is used to calculate the present value of
all cash ﬂows. In order to consider the inﬂuence of risk, multiple exercising
values are determined by a Monte Carlo simulation of the underlying assets.
A mean, risk-adjusted exercising utility value is estimated by weighting all
exercising values according to a quadratic utility function.
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Figure 2.1: (a) Illustration of the stochastic price paths for the electricity price
including a deterministic lower bound introduced by the EEG subsidies; (b) Illus-
tration of the resulting NPVs whose distribution and risk is strongly inﬂuenced by
the EEG subsidies.
2.2 Modeling the subsidies of renewable energy sources
In many countries, such as for instance in Germany and France, subsidies are
introduced in order to promote renewable energy sources. Those subsidies
generally ensure a predeﬁned deterministic payment for the electricity fed
into the grid, the costs of which are typically borne via a levy by the ﬁnal
electricity consumers. In our study, we focus on subsidies for onshore and
oﬀshore wind parks, as those technologies are potentially able to contribute
signiﬁcantly to the electricity generation in northern Europe. The current
legislation in Germany, for example, promises subsidies for a time period of
20 years. This time period even exceeds the assumed lifetime of wind power
plants in our study (18 versus 20 years), which we adopted from the German
“Pilot Study 2010” (“Leitstudie 2010”; Nitsch et al. [7]). Although a one-to-
one implementation of the complex and country-dependent legislation is not
possible in our model, the two main inﬂuences on the risk structure of the
investment decision shall be accounted for. First, the subsidies guarantee
the mandatory minimum payment for the electricity generated if the power
plant starts operating before or in 2020. Second, the subsidies are subject
to degression (i.e. the feed-in tariﬀs granted decrease over time in line with
cost reductions achieved), causing a low or even negative value of waiting.
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Figure 2 illustrates schematically the risk pattern of the electricity price as
well as for the NPV gained. Starting in 2015, the initial electricity price
is known. For the case of no subsidies, a stochastically distributed NPV
results, caused by the uncertain cash ﬂows during the power plant’s lifetime.
If high subsidies exist, economic uncertainty is reduced, leading to an almost
deterministic NPV. Over time, the range of electricity prices increases, while
the subsidies constantly decrease. This might cause electricity prices in the
market to overcome the guaranteed payment of the subsidies. For this case,
we assume that the power plant operator sells the electricity directly to the
market, which results in an increase in uncertainty. However, subsidies still
act as a lower barrier, protecting the investor from high losses. After 2020,
when subsidies completely stop, uncertainty increases strongly.
3 Data and scenario deﬁnition
The following section brieﬂy summarizes the economic and technical bound-
ary conditions assumed in this study. For further information, we refer to
Rohlfs and Madlener [4]. The price projections (growth rate and volatility)
for electricity, coal, natural gas and carbon permits were calculated based
on the predictions of the prices assumed in the German Pilot Study 2010
[7]. The correlation coeﬃcients are estimated based on historical price data
provided by the European Energy Exchange (EEX) for electricity, coal, and
natural gas as well as the EU ETS emission allowances. Table 1 summarizes
the economic data used in this study.
Table 1: Economic data used in this study
Parameter Pi,0 αi σi ρi,el ρi,coal ρi,gas ρi,CO2 ρi,M
P ael e60 4.00% 4.00% 1.000 0.608 0.702 0.518 0.140
P bcoal e69 4.18% 7.09% 0.608 1.000 0.603 0.250 0.260
P cgas e5.5 4.03% 6.70% 0.702 0.603 1.000 0.273 0.150
P dCO2 e20 4.14% 7.07% 0.518 0.250 0.273 1.000 0.201
P eM e1 2.00% 2.00% 0.140 0.260 0.150 0.201 1.000
The technological data used are also taken from the German “Pilot Study
2010”, which provides projections for the required speciﬁcations until 2050
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Table 2: Characterizations of the three power plants technologies investigated in
this study
Name, abbr., Year
O&M cost, lifetime Unit 2015 2020 2030 2040 2050
Oﬀshore wind, OFFW, av. utilization h/a 3500 3700 3800 3850 3900
5.5% Investment/a, 18 a sp. invest. cost e/kWp 2625 2100 1800 1500 1300
Hard coal integrated gasiﬁ- eﬃciency − – 43 45 45 45
cation combined cycle with av. utilization h/a – 5000 5000 5000 5000
CCS, HC-IGCC-CCS sp. invest. cost e/kWp – 2200 2200 2200 2200
2% Investment/a, 25 a CO2 emissions kg/MWhel – 107 102 102 102
Combined gas and steam eﬃciency − – 50 52 52 52
with CCS, COGAS-CCS av. utilization h/a – 5000 5000 5000 5000
2% Investment/a, 25 a sp. invest. cost e/kWp – 1100 1100 1100 1100
CO2 emissions kg/MWhel – 59 57 57 57
(see Table 2). In order to allow for a comparison of the diﬀerent technologies,
we base our analysis on the investment in a power plant with an electricity
generation capacity of 500 MWel. Fuel consumption (if any) is calculated
by the given net eﬃciency and the speciﬁc energy contents of the fuel. The
cost for transporting and storing CO2 is assumed to be 4 e/tCO2 (in line
with McCoy [8]).
4 Results
The results presented in this section are divided into two parts. First, in
section 4.1, the eﬀect of green energy technologies and conventional coal-
and gas-ﬁred power plants on investment decisions in CCS is investigated.
In section 4.2, the inﬂuence of subsidies for green energy technologies is
analyzed in detail.
4.1 The potential of CCS as bridging technology
In order to evaluate the potential of CCS power plants (hard coal-ﬁred inte-
grated gasiﬁcation combined cycle, HC-IGCC-CCS, and gas-ﬁred combined
gas and steam, COGAS-CCS, we determine the option value for various deci-
sion processes. As a ﬁrst reference, both power plants are treated separately,
allowing only for the decision “invest”, “wait” and “expire” respectively.
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Figure 4.1: Inﬂuence of green energy (wind oﬀshore) on investment decisions in
CCS technologies.
In Fig. 3, the upper two plots depict the decision process in the eight
time steps considered. The bars illustrate the distribution of the decisions
made at the speciﬁc time step resulting from the various states of the world
accounted for. Practically, the bars are determined by the sum of the proba-
bilities of each investment decision at each node of the time step considered.
For the HC-IGCC-CCS power plant, for instance, we ﬁnd a probability to
end in a state of the world that is preferable to invest for t = 2050 of about
78 percent. While the last node only allows the option to expire (“no invest-
ment”) if the state of the world is not supporting a proﬁtable investment,
the preceding nodes may suggest to wait. The second information given
in those plots is the cumulative probability of an investment in the speciﬁc
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power plant. Due to the fact that positive investment decisions in preceding
time steps preclude an investment at a later time (only one investment is
possible), only nodes which follow a decision path of “waiting” may result
in an investment. Therefore, the cumulative probability can provide some
insights regarding the overall probability of having invested in the speciﬁc
power plant. This probability is estimated by a second Monte Carlo sim-
ulation that is based on the previously identiﬁed decision tree. Note that
although the instantaneous probability increases only slightly over time for
the HC-IGCC-CCS power plant, a stronger increase in the cumulative prob-
ability is found. At ﬁrst sight, this behavior seems absurd. Why should
the cumulative probability rise while the instantaneous one does not? An
explanation for this behavior can be found in the multi-dimensionality of
the problem. The threshold value, which constitutes the border between
the regimes of “investing” and “waiting”, deﬁnes a complex surface in this
multi-dimensional space. Therefore, the various price paths can penetrate
the region of “investing” from multiple directions. If the regime of “waiting”
is largely increased in one dimension (e.g. due to an increase in the CO2
permit price), a penetration into the regime of “investing” by price paths
can still occur from other directions (e.g. due to reducing fuel or increasing
electricity prices), thus increasing the cumulative probability to invest.
The plots of the second to the fourth row illustrate the inﬂuence of other
competing technologies (oﬀshore wind - OFFW, hard coal - HC, and hard
coal IGCC - HC-IGCC), on the probability to invest in CCS technologies.
Thereby, the displacement of the CCS technologies by the oﬀshore wind
park is seen to increase over time, reaching a displacement of more than
70 percent in 2050. A similarly strong displacement is also seen due to the
conventional HC and the HC-IGCC power plant.
The plot on the right hand side illustrates the investment decision for
the case that all available technologies compete with each other. The re-
sults show a low probability for both CCS technologies. In the ﬁrst years,
a strong displacement by the conventional hard coal- and gas-ﬁred power
plants exists. Later, the investment decision is in favor of the oﬀshore wind
power plants.
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4.2 The inﬂuence of subsidies for renewable energy sources
A special focus of this study is the inﬂuence of renewable energy sources and
related subsidies on investments in CCS power plants. Figure 4 summarizes
the results for the three diﬀerent initial CO2 price levels considered as well as
for the case of subsidies and no subsidies. Technologies under consideration
are: HC-IGCC-CCS, COGAS-CCS, and OFFW. Additionally to the plotted
instantaneous and cumulative probability distribution, the option value, W,
is given in the left upper corner of each plot.
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Figure 4.2: Inﬂuence of subsidies for the renewable energies and diﬀerent initial
CO2 price levels on the investment decision in fossil-fuel-ﬁred power plants with
CCS.
In the absence of subsidies, we ﬁnd for the low CO2 price scenario
(PCO2 = e5) a high value of waiting. The probability of investments in
CCS technologies rises from 2025 onwards, but does not exceed a value of
20 percent in 2050. For OFFW, the value of waiting is much larger due to
the steeper learning curve, wherefore a ﬁrst increase in probability is found
as late as in 2040. However, the probability of an investment rises signiﬁ-
cantly and reaches a value of 60 percent in 2050. Note that the probability
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of “no investment” in 2050 is less than ﬁve percent, indicating that only
a few price constellations exist where no technology has a positive present
value. A high probability of “no investment” would imply that unrealis-
tically low prices for electricity have been assumed. For PCO2 = e25, a
stronger rise in probability for the CCS technologies is found between 2020
and 2030. Later, saturation is reached. For approximately 20 percent of
the price paths, a high value of waiting, combined with the later invest-
ment in OFFW is suggested. Considering only the probability distribution
in 2050, we ﬁnd again a high chance for investments in OFFW (up to 65
percent). For the high price scenario (PCO2 = e45), immediate investments
in CCS technologies are suggested in 2020. Note that both technologies are
assumed to be available from 2020 onwards. Thereby, the HC-IGCC-CCS
power plant is preferred in about 80 percent of the price paths. But, also
for the high price scenario, we ﬁnd a signiﬁcant displacement of the CCS
technologies by OFFW in the later time steps.
For the case that subsidies are given according to the legislation of the
EEG, the model suggests an immediate investment in OFFW for all three
carbon permit prices considered. Note that, due to the fact that the decision
tree is evaluated from the end to the beginning (roll-up), the investment
decisions after 2020 are not aﬀected by the subsidies granted. Diﬀerences
between the initial CO2 prices can only be seen in the second time step, for
which a high displacement of the OFFW by the CCS technologies is found
despite the prevailing subsidies.
5 Conclusion
The present study investigates the potential of CCS for becoming a bridging
technology, using a new multi-dimensional, real options approach to evalu-
ate real-world investments. In this evaluation, not only the value of waiting,
but also the possibility to choose between various available technologies is
accounted for. Two diﬀerent power plants equipped with CCS (a hard coal-
ﬁred IGCC-CCS power plant and a gas-ﬁred combined cycle-CCS power
plant) are evaluated individually and in competition with other technologies.
For the individual evaluation of the COGAS-CCS power plant, the model
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predicts an immediate investment in 2020 (the ﬁrst time when the technol-
ogy is assumed to be available). The value of waiting for the HC-IGCC-CCS
power plant is higher, but also a probability of more than 40 percent for
immediate investment is found. However, in competition with other tech-
nologies (e.g. conventional HC power plants or wind oﬀshore power plants),
the probability to invest in CCS power plants decreases strongly. We ﬁnd
that in the earlier years, the displacement is caused by conventional tech-
nologies, whereas the displacement due to the wind oﬀshore power plants is
found to take place at later times.
The subsidies for the renewable energies are found to have a strong in-
ﬂuence on the investment decision. For all diﬀerent initial CO2 allowance
price levels, an immediate investment in wind oﬀshore power plants is pre-
dicted. Also, in the second time step, i.e. in 2020, an immediate investment
in oﬀshore wind is predicted for the low and intermediate CO2 allowance
price scenario. Only for high permit prices, the model suggests to invest in
CCS instead of wind oﬀshore power plants.
In conclusion, for the German situation we can state in line with to the
studies of Viebahn et al. [2], that the potential of CCS as a bridging tech-
nology between the age of fossil-fueled electricity generation and the age
of electricity generation by renewable energy technologies is very narrow.
However, it should be noted that this ﬁnding is based on a model approach
which does not distinguish between power plants which can operate on de-
mand and such whose operation time is dependent on external factors like
wind or solar irradiation.
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Chapter 7:
A critical discussion on
geometric Brownian motions
Challenges in the evaluation of ultra-long-lived projects:
Risk premia for projects with eternal returns or costs
Wilko Rohlfs (jointly written with Reinhard Madlener)
Abstract:
The economic evaluation of ultra-long-lived investment projects is challenging, es-
pecially due to the discounting of uncertain cash ﬂows appearing in the far future.
Thus, for real world decision-making a fundamental understanding of the projects
risks and the eﬀect on the projects value is crucial. If long-term investments are
modeled, stochastic processes may be used to reﬂect the uncertain development of
future prices and cash ﬂows. The choice of the stochastic process is consequently
an essential assumption in the modeling process. This paper critically discusses the
risk of ultra-long-lived investment projects implied if future pay-oﬀs are assumed
to follow geometric Brownian motion processes.
In our analysis, we distinguish between projects driven by costs and such driven by
revenues. For both kind of projects we compare the value at risk (threshold value
of the conﬁdence levels of the uncertain cash ﬂow’s probability density function)
with the returns of a risk-free asset. For long time horizons the lower conﬁdence
interval is found to exceed the returns of a risk-free asset for any choice of the
conﬁdence level. This implies that the returns of a “worst-case" scenario (within
the assumed conﬁdence interval) will still exceed the returns of a risk-free asset
in the long-term perspective. For the case of uncertain future cost, the diﬀerence
between the expected value and the boundary of the conﬁdence interval is also
found to become negative in the long-term perspective.
published as: FCN Working Paper No. 13/2013, Institute for Future Energy
Consumer Needs and Behavior (FCN), RWTH Aachen University, Aachen,
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1 Introduction
Ultra-long-lived projects are characterized by lifetimes which in general ex-
ceed the planning horizon of the investor (EME, 2013). Thus, long-term
future consequences either for the investor himself or for any other stake-
holder are usually neglected in the decision process. Such ultra-long projects
are typically infrastructure investments with very long life cycles, as they
are often found in the energy sector (power plants, grids, nuclear waste de-
posits, etc.). A general classiﬁcation of ultra-long lived projects can be the
distinction between long-term revenue- and long-term cost-driven projects.
The former are related to expected future revenues (and costs), whereas the
latter only imply costs. Examples for the ﬁrst category are, for instance, in-
vestments in fundamental research, or site and infrastructure development,
while examples for projects with eternal cost are nuclear waste deposit or
carbon dioxide storage sites.
Mathematically speaking, the problem of ultra-long lived projects be-
comes obvious in the calculation of an investment’s net present value (NPV),
NPV =
TP∫
0
CF (t)e−δtdt − I =
TE∫
0
CF (t)e−δtdt − I. (1)
where CF (t) denotes the cash ﬂow in time t, δ the discount rate which
weights future cash ﬂows according to their appearance, and I the invest-
ment costs. The problem of incorrect decisions arises if the planning hori-
zon TP is smaller than the eﬀective time horizon TE and if the cash ﬂows
Nomenclature
Symbol Description Acronym Description
α conﬁdence level CAPM capital asset pricing model
δ discount rate CDF cumulative density function
μ growth rate/drift GBM geometric Brownian motion
σ volatility NPV net present value
rf risk-free discount rate PDF probability density function
t time RFA risk-free asset
RP risk premium
VaR value at risk
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between TP and TE have a signiﬁcant inﬂuence on the investment’s value
and, consequently, on the investor’s decision (and his and other stakehold-
ers’ well-being) (EME, 2013). A similar discrepancy in the decision-making
process can result from an incorrect weighting of future cash ﬂows, e.g. due
to an inadequate discount rate δ.
NPV =
∞∫
0
CF (t)e−δassumedtdt − I =
∞∫
0
CF (t)e−δcorrecttdt − I (2)
Although the cause of defect appears to be diﬀerent in equations (1) and (2),
an overestimated or underestimated discount rate often misleads decision-
makers to neglect eﬀects and cash ﬂows of future periods due to their low
weighting in the decision process and thus to a truncated planning horizon.
In the paragraph above, we have introduced the discount rate δ, which in
general reduces the value of future cash ﬂows. We have also mentioned that
those discount rates can be chosen “incorrectly". To discuss the problem
of “correct" and “incorrect" discount rates the general idea and purpose of
discounting should be recalled. First, discounting can be seen as a way to
evaluate future cash ﬂows, taking into account the availability of alternative
investment options. This implies that returns gained today can be reinvested
and thus have a higher value compared to returns gained in future periods.
This idea of discounting does not imply any kind of risk or uncertainty in
future cash ﬂows. If future cash ﬂows are uncertain and the investor is risk-
averse, the value of those future cash ﬂows reduces further. This can be
modeled by using higher (risk-adjusted) discount rates, such as prescribed
by the classical capital asset pricing model (CAPM; Sharpe, 1964; Lintner,
1965). However, higher discount rates imply a constant increase of the
future cash ﬂows’ uncertainty. Such a constant increase in uncertainty might
be avoided if the decision-maker can counteract risk in the course of the
investment’s lifetime, e.g. by applying continuous hedging strategies.
In order to assess risk or risk patterns of ultra-long lived investment
projects the returns of future cash ﬂows have to be analyzed. For predicting
those future cash ﬂows by economic models it is necessary to properly un-
derstand the uncertainty, inherent in real world investment decisions, and to
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properly understand the risk, which is predicted by the choice of the model.
Although the ﬁrst part of this problem appears to be the most challenging
and case-speciﬁc, the second part is no less complicated when addressing
long-term predictions.
This paper investigates in-depth the long-term risk which results from
choosing a geometric Brownian motion process for the modeling of future
cash ﬂows. Such processes are often assumed in real options analysis, which
have also been used for the prediction of long-term investments (Rohlfs and
Madlener, 2013).
The remainder of this paper is structured as follows. Section 2 introduces
the geometric Brownian motion process as well as its basic characteristics.
Section 3 deals with the evaluation of positive pay-oﬀs at the end of the
project’s lifetime and with the evaluation of positive cash ﬂows during the
entire project’s lifetime. In section 4, the uncertainty of negative cash ﬂows
is investigated, while section 5 concludes.
2 Risk structures of the geometric Brownian motion
The geometric Brownian motion (GMB), named after the botanist Robert
Brown, is a stochastic process commonly used in mathematical ﬁnance
to model price developments, especially in real options theory (Dixit and
Pindyck, 1994; Hull, 2008), as for instance in the model of Black and Scholes
(1973). In this continuous-time process the logarithm of the price follows
a Brownian motion, e.g. a Wiener process (Wiener, 1923). The stochastic
diﬀerential equation of the GBM reads
dS(t)
S(t) = μdt + σdZ, (3)
where μ is the growth rate or drift, σ is the implied volatility and dZ is
the increment of a Gauss-Wiener process. The probability density function
(PDF) of the price St with time-constant volatility and drift at a given point
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in time, t, is log-normally distributed and reads as
PDF(s;μ, σ, t) = 1√
2π
1
sσ
√
t
exp
(
−
(
ln s − lnS0 −
(
μ − 12σ2
)
t
)2
2σ2t
)
, (4)
where S0 denotes the initial value at t = 0 and s is the price (Øksendal, B.,
2003). The average value of this PDF, e.g. the expected value, is
E(S) = S0eμt (5)
and the variance
V ar(S) = S20e2μt
(
eσ
2t − 1
)
. (6)
The analytical expression for the variance shows a monotonic increase in
time, suggesting a continuously rising level in uncertainty and, consequently,
a growing level of risk.
Integration of the PDF (4) yields the cumulative distribution function
(CDF) (Weisstein, 2013)
CDF(s;μ, σ, t) = 12 +
1
2erf
((
ln s − lnS0 −
(
μ − 12σ2
)
t
)
σ
√
2
√
t
)
, (7)
whereby erf denotes the Gaussian error function.
The mode, e.g. the position of the probability density function’s global
maximum (∂CDF(s;μ, σ, t)/∂s = 0), can be speciﬁed as
modeSt(s;μ, σ, t) = S0 exp
(
(μ − 32σ
2)t
)
. (8)
Figure 2.1 illustrates the temporal development of the geometric Brow-
nian motion process for the exemplarily chosen parameter set μ = 0.10,
σ = 0.15, and S0 = 1. The three blue-colored paths are random examples
of the stochastic process. The plot is drawn for a time-span of 35 years
because of illustration purpose. The three blue-shaded areas illustrate the
shape of the PDFs for t = 5, t = 15 and t = 25 years. The upper dashed
blue line and the lower dashed red line depict the edge of the 25 percent
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quantile, such that the yellow highlighted region covers the inner 50 percent
interval of the PDF. Due to the logarithmic distribution, the mean value
(solid red line) of the process is not located in the center of the illustrated
interval. Furthermore, the maximum of the PDF (i.e. the mode) surpasses
the interval in the course of time (here at t ≈ 21 years).
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Figure 2.1: Illustration of a geometric Brownian motion process for μ = 0.10,
σ = 0.15 and S0 = 1.
For the evaluation of ultra-long-lived projects a special focus is put on
the long-term risk characteristics of the GBM process, dealt with in the
following.
3 Evaluating investments with uncertain returns
For investigating the long-term risk characteristics of a GBM process a mea-
sure of risk needs to be deﬁned. In the previous section, the most simplistic
risk measure, the variance (6), has been introduced, showing a continuously
increasing risk of the cash ﬂows associated with the price development. An-
other widely used measure for the risk of loss in ﬁnancial mathematics and
ﬁnancial risk measurement is the value at risk (VaR) (Sadeghi and Shav-
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valpour, 2006). This value deﬁnes a threshold or conﬁdence level of the
PDF such that with a conﬁdence level α (0 < α < 1) losses do not exceed
a certain value. In other words, the VaR describes the loss that can occur
at a given conﬁdence level (with the conﬁdence level α), due to exposure to
market risk (Holton, 2013). In practice, the conﬁdence levels α = 1% and
α = 5% are commonly used.
To calculate the VaR for the case that the value of an investment follows
a GBM process, a reference state needs to be deﬁned. The deviation from
the reference state in the negative direction characterizes losses. Although
the value of S0 could be used as a reference, for long-term investments it is
more appropriate to deﬁne losses as the diﬀerence between the performance
of a risk-free asset (with the risk-free rate rf ) and the performance of the
GBM process. Thus, the VaR is the threshold of the conﬁdence level α of the
performance of a risky asset compared to a risk-free asset. Mathematically,
this value follows from the CDF as
VaRα(μ, σ, t) = S0erf t − s (CDF(μ, σ, t) = α) , (9)
where −s (CDF(μ, σ, t) = α) denotes the price at the edge of the conﬁdence
interval. Note that with this deﬁnition a positive VaR indicates losses. For
the GBM process, the VaR can be analytically calculated by rearranging
equation (7), and solving for the value of s
VaRα(μ, σ, t) = S0erf t︸ ︷︷ ︸
RFA
− S0 exp
(
erf−1 [2α − 1] · σ
√
2t + μt − 12σ
2t
)
︸ ︷︷ ︸
CDFα
, (10)
where erf−1 denotes the inverse error function. The equation above indicates
that the VaR increases if the exponent of the CDF threshold (CDFα) is lower
than the exponent of the risk-free asset (RFA). Note that the value of the
inverse of the error function is below zero for small values of α, e.g. α < 0.5.
3.1 Investments characterized by a single pay-oﬀ
Figure 3.1 graphically compares the temporal development of the RFA and
CDFα. The four blue-coloured lines represent the ratio between the two
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Figure 3.1: Comparison between the temporal development of a risk-free asset with
the growth rate rf = 0.04 and the conﬁdence level α of a GBM process with the
parameters μ = 0.10 and σ = 0.15. The distance between two markers symbolizes
a time span of 5 years. Note that the time-span of 35 years has been chosen for
illustration purpose.
values for diﬀerent conﬁdence levels α. The markers indicate a time interval
of 5 years, whereas the red solid line with an angle of 45 degrees separates the
region in which the value of the risk-free asset is higher than the threshold of
the stochastic process, and vice versa. For all four values of α, the threshold
value of the CDFα decreases initially from the start value [S0,S0] at t =
0. However, after a certain duration of time the CDFα value starts to
increase in time, eventually surpassing the red line. The inception point
is equivalent to the statement that the VaR is zero according to eq. (10).
From a mathematical perspective, the time of inception can be calculated
by
t(RFA = CDFα) =
(
−erf−1(2α − 1)√2σ
μ − rf − 12σ2
)2
. (11)
The equation shows that for μ > rf + 1/2σ2 the VaR, more speciﬁcally
the conﬁdence level (CDFα), exceeds the returns of a risk-free asset inde-
pendently from the choice of α. Thus, for ultra-long-lived projects it follows
that the VaR becomes negative if the geometric Brownian motion process
is chosen to characterize the value of future pay-oﬀs. Consequently, the re-
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Figure 3.2: Parameter variation in the comparison between the temporal develop-
ment of a risk-free asset with the growth rate rf = 0.04 and the conﬁdence level
α = 5% of a GBM process. The distance between two markers symbolizes a time
span of 5 years.
turns in a worst-case scenario (deﬁned by the VaR) will exceed the returns
of a risk-free asset in the long-term perspective.
Figure 3.2a depicts the inﬂuence of the growth rate μ on the intersection
point of the conﬁdence level CDFα=5% with the growth of the risk-free
asset (with rf = 0.04). The plot shows a shift of the intersection point to
lower times if the growth rate of the asset increases, and vice versa. For
a growth rate of μ = 6%, the graph still diverges from the 45 degree line
at t = 35 years. The time of intersection according to equation (11) is as
late as t(RFA = CDFα) = 795 years. A similar bandwidth of solutions is
found for a variation of the parameter σ (with a constant growth rate of
μ = 10%), shown in plot 3.2b. Here, the time of intersection increases with
the volatility.
3.2 Investments characterized by continuous cash ﬂows
In the previous subsection investments have been analyzed which yield a sin-
gle pay-oﬀ at the end of the time horizon. However, long-term investments,
such as for instance new power generation units, are often characterized by
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continuous cash ﬂows during their entire lifetime. Thus, it is necessary to
sum up the cash ﬂows gained in diﬀerent periods and to analyze the risk
of the combination of cash ﬂows. This summation proves to be problem-
atic from the analytical point of view if the cash ﬂows follow an underlying
stochastic process such as the GBM, because of the correlation between the
GBM’s distribution in diﬀerent times. Note that this correlation does not
violate the characteristic of the Markov-Process for which the subsequent
state depends on the current state and not on the preceding events. The
correlation between the diﬀerent time steps can be explained by comparing
the subsequent prices following a low-price and a high-price scenario. In
the case of the low-price scenario, the subsequent value will either rise or
fall, while the probability to rise or fall is independent from the history of
the process. The same up- and downward movements will occur in the case
of the high-price scenario. However, the high price following the low-price
scenario will (most probably) be lower compared to the lower price following
the high-price scenario. Thus, for risk analysis it is necessary to take this
correlation adequately into account.
A second obstacle in the summation of cash ﬂows gained in diﬀerent
periods is the reduced value of future cash ﬂows, for which discounting is
commonly applied. However, the application of a discount rate for uncertain
cash ﬂows includes already a risk premium in models like the CAPM. If the
risk structure of the uncertain cash ﬂows is meant to be retained, only a time-
discounting is required, for which we choose here to discount the uncertain
cash ﬂow with the risk-free discount rate rf . Hence, PDF∗ denotes the
probability function of the risk-free discounted and summarized cash ﬂows
resulting from a continuous stream of positive returns.
The loss of simple analytical tractability of the problem requires the use
of the Monte Carlo simulation technique in order to calculate both the prob-
ability density function PDF∗ and the conﬁdence levels of the cumulative
distribution function (CDF∗α) numerically.
Figure 3.3 shows the temporal development of the risk-free asset (RFA∗)
and the conﬁdence level α of a risky asset (CDF∗α), both discounted by the
risk-free rate rf . It is assumed that the value of the yearly cash ﬂows is
176 3 Evaluating investments with uncertain returns
0 10 20 30 40
0
5
10
15
20
25
30
35
40
CDF*
α
R
F
A
*
 (
r f
 =
 4
%
) α 
=
 1
%
α 
= 
5%
α =
 10
%
α =
 20
%
RFA* = CDF*
α
T
im
e
Figure 3.3: Comparison between the temporal development of risk-free continous
cash ﬂows with the growth rate rf = 0.04 and the conﬁdence level α of cash ﬂows
deﬁned by a GBM process with the parameters μ = 0.10 and σ = 0.15, both
discounted by the risk-free rate rf . The distance between two markers symbolizes
a time span of 5 years.
initially one, e.g. S0 = 1. Contrary to the previous graphs (Figs. 3.1-3.2),
which started at the point [1, 1], these plots originate at [0, 0] because the
integration of the yearly cash ﬂows between time t = 0 and t → 0 yields
a zero return. The returns of the risk-free cash ﬂows, discounted with the
risk-free rate rf , increase linearly in time (shown by the equidistant spacing
between the marker symbols in the vertical direction). The conﬁdence levels
α = [5%; 10%; 20%] of the risky cash ﬂows surpass the cash ﬂows gained
from the risk-free asset in the depicted time interval. Only for α = 1% the
time needed to surpass this value is longer than 35 years. In comparison to
the results found for the case of single pay-oﬀs (Fig. 3.1), the intersection
point is delayed to later times in order to compensate for losses from earlier
periods.
Figure 3.4 depicts the inﬂuence of the growth rate μ and the volatility
σ. With increasing volatility and decreasing growth rate, the time needed
until the cash ﬂows from the lower conﬁdence interval equal the returns of
the risk-free cash ﬂows increases. These results are in line with the ones of
the single pay-oﬀ cases shown in the previous subsection.
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Figure 3.4: Parameter variation in the comparison between the temporal devel-
opment of a risk-free asset with the growth rate rf = 0.04 and the conﬁdence
level α = 5% of continuous cash ﬂows deﬁned by a GBM process. The time span
between two markers is 5 years.
4 Evaluating investments with uncertain eternal costs
The previous section dealt with the problem in which an investor pays initial
investment costs (I) and receives returns at the end or during a deﬁned
period of time. For those investments, a risk premium is demanded by
the investor if uncertainties are present. The risk premium reduces the
present value of the future cash ﬂows to a higher extent than a risk-free
discounting does. In this section, the opposite problem will be analyzed in
which an investor, e.g. an insurance company, receives an initial pay-oﬀ in
order to guarantee for the payment of future cost, i.e. negative cash ﬂows.
Mathematically, this problem can be written as
NPV = P +
T∫
0
CF (t)e−δtdt with CF (t) < 0, (12)
where P denotes the initial pay-oﬀ and CF (t) denotes the negative future
cash ﬂows. Practically, such problems in the context of ultra-long-lived
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projects are of high interest, for instance, in the case of nuclear waste man-
agement or for determining the eternal costs of carbon storage sites (Toth
and Miketa, 2011).
If the CAPM is applied to this problem in its standard form, the risk-
adjusted discount rate δ is higher than the risk-free discount rate, which
leads to the curiosity that the investor, for a given return, is willing to pay
money for the acceptance of risk. To avoid this inconsistency, a discount
rate for negative cash ﬂows can for instance be derived on the basis of the
risk premium. Here, we assume that the risk premium for positive returns is
the diﬀerence between the present value discounted with the risk-adjusted
rate and the present value, discounted with the risk-free rate, i.e.
RP+(t) = CF+(t)
(
e−rf t − e−δ+t
)
. (13)
Postulating a risk-neutral investor for which the risk premium for positive
returns equals the risk premium for negative returns (RP+(t) = RP−(t)),
if the uncertainty of the cash ﬂow is equal (CF−(t) = −CF+(t)), yields
RP−(t) = CF−(t)
(
e−rf t − e−δ−t
)
. (14)
This leads to the condition
2e−rf t = e−δ
−t + e−δ
+t, (15)
and thus to the solution for the variable δ−:
δ− = −
log
(
2e−rt − e−δ+t
)
t
. (16)
According to the equation above, a time-constant discount rate for positive
cash ﬂows results in a time-dependent discount rate for negative cash ﬂows
in order to maintain an equal risk premium. Furthermore, the discount rate
δ− can take negative values, as the following example with a given cash ﬂow
of 100 units at time t = 5, a risk-free discount rate of rf = 0.04, and a
risk-adjusted discount rate of δ+ = 0.10 illustrates. The present value of
the cash ﬂow discounted with the risk-free rate is 81.87, and 60.65 when
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discounted with the risk-adjusted rate. Thus, the investor receives a risk
premium of 21.22 in today’s money. If the cash ﬂow is negative and the
investor requires the same risk premium, the risk-adjusted present value
has to take a value of 103.09 (= 81.87+21.22). This present value is higher
than the cash ﬂow of 100 (valued at t = 5). For risk-adjusted discounting,
a negative discount rate of δ− = −0.0026 follows, which is in line with the
solution of eq. (16).
The above-described method for discounting negative cash ﬂows as well
as the numerical example illustrate the complexity of evaluating eternal
costs aﬄicted with uncertainty.
4.1 Long-term risk characteristics of eternal costs
In analogy to the discussion of long-term risk structures evolving from the
basic assumption that revenues follow a geometric Brownian motion process,
the present section investigates the risk structure for costs following this
particular stochastic process.
If the cost development is not prone to uncertainty (σ = 0), an investor
can calculate the money needed to be deposited at a risk-free rate rf in
order to pay for all future costs. In the case of uncertainty in the magnitude
of the future expenses, a risk premium will be requested because of the
probability that the actual costs exceed the expected ones. In the following,
we investigate the VaR under the assumption that the PDF of the future
costs can be described by the course of a GBM process for the parameters
μ = 0.10, σ = 0.15, and S0 = 1.
In Fig. 4.1 the expected value depicted by the red line is (up to t = 35
years) surrounded by the upper and lower 25 percent quantile (dashed blue
and red lines). The future costs’ VaR is deﬁned by the maximum deviation
from the expected value occurring with the conﬁdence level α.
VaRα = CDFα(t) − E(t) = exp
(
μt − 0.5σ2t − σ
√
2t erf(1 − 2α)
)
− eμt
(17)
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Figure 4.1: Illustration of a geometric Brownian motion process deﬁning the mag-
nitude of future costs for the parameters μ = 0.10, σ = 0.15 and S0 = 1.
Applying this deﬁnition, the VaR becomes zero for σ = 0, e.g. for the
case of no uncertainty in the cash ﬂow. For identifying the long-term char-
acteristics of this value, the roots of equation (17) are evaluated, showing
that VaRα changes its sign at
t(VaRα = 0) =
8 erf(1 − 2α)2
σ2
. (18)
At that particular point in time, the expected value is equal to the thresh-
old value possibly occurring within the prescribed conﬁdence level α. Con-
sequently, for every chosen value of α, there is a time when the expected
value of the future costs is higher than in the “worst-case" scenario, which
seems to be implausible at ﬁrst sight. However, the reason for this behav-
ior is that the scenarios with extreme costs (although their probability of
appearance is very low) inﬂuence the average value to a high extent due to
the log-scaled probability density function. As the VaR increases initially
like an exponential function in time, a graphical illustration of this value is
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Figure 4.2: Temporal development of the relative value at risk (rVaR) for the case
of negative end-of-lifetime pay-oﬀs.
for larger times impractical. Thus, we deﬁne a relative VaR such that
rVaRα =
CDFα(t) − E(t)
E(t)
= 1 − exp
(
−0.5σ2t −
√
2t σ erf(1 − 2α)
)
,
(19)
characterizes the ratio between the additional cost in a “worst-case" scenario
and the expected costs. As can be seen from the equation above, this ratio
is independent from the growth rate μ.
Figures 4.2a and 4.2b depict the inﬂuence of the conﬁdence level α and
the volatility σ on the relative VaR. As expected, the value grows initially
over time, representing an increasing uncertainty of future costs. However,
at the time
t(rVaRα,max) =
2 erf(1 − 2α)2
σ2
(20)
the relative VaR reaches its maximum, followed by a decrease of this risk
measure. The time at which the maximum value occurs is 1/4·t(VaRα = 0),
see eq. (18). Note that the time horizon shown in the two graphs is as long
as 300 years.
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Varying the value of α shows an increase of the maximum rVaR with a
decreasing conﬁdence level α as well as an increase in t(rVaRα,max). Con-
trary, an increase in the volatility level σ leads to an earlier maximum as
well as an earlier decay, whereas the maximal relative VaR is not signiﬁ-
cantly inﬂuenced. From these ﬁndings, some quite astonishing conclusions
can be drawn, such as for instance that the long-term risk of high volatile
eternal cost is lower compared to the risk of low volatile eternal cost.
5 Conclusion
This paper critically discusses the risk inherent in ultra-long-lived invest-
ment projects implied if future pay-oﬀs are assumed to follow a GBM pro-
cess. The temporal development of the price deﬁned by such a process is
characterized by an exponential increase of the mean/expected value and a
continuously increasing variance.
Distinguishing between projects with future revenues and future costs
we compare the thresholds of the conﬁdence levels of the uncertain cash
ﬂow’s probability density function (also known as the value at risk) with
the returns of a risk-free asset. The risk measure for both cases is found to
develop entirely contrary to the variance when it comes to ultra-long-lived
projects. For large time horizons, the lower conﬁdence interval exceeds
the returns of a risk-free asset for any choice of the conﬁdence level. This
means that for the case of revenues, the returns of a “worst-case" scenario
(within the assumed conﬁdence interval) will still exceed the returns of a
risk-free asset also in the very long-term perspective. And, for the case of
costs, the average costs will exceed the “worst-case" scenario’s costs in the
very long-term perspective. This rather extraordinary result is caused by
the log-normal price distribution following from the GBM’s development.
Thus, from a modeling perspective, the choice of the GBM process and the
results obtained have to be well scrutinized when it comes to the analysis
of ultra-long-lived investment projects.
Furthermore, if the GBM process is assumed to be the proper choice
for reﬂecting the value of future cash ﬂows, the present results question
the applicability of risk-adjusted discount rates, such as it is prescribed by
A critical discussion on geometric Brownian motions 183
the CAPM, for ultra-long-lived investments. Because of the vanishing risk
in the long-term perspective, discount rates higher than the risk-free rate
would mislead decision-makers, in that they neglect eﬀects and cash ﬂows of
future periods due to their low weighting, resulting in a truncated planning
horizon.
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The risks and uncertainty emanating from long-lived projects such as new large-
scale power generation assets are a major challenge that investors face today 
in the energy business. Especially the market and policy risks arising from the 
priority dispatch of renewables and the price of carbon dioxide render such in-
vestments very risky and potentially unprofitable (stranded investments). Thus, 
cautious evaluation of the economic benefits is necessary before deciding about 
such far-reaching investments. In six distinct but related essays, different net 
present value and real options models have been developed that are especially 
suited for analyzing such long-lived investments. All models are based on multi-
dimensional stochastic price path modeling, representing the basic underlying 
assets, such as the prices of electricity, carbon dioxide, and input fuels. Owing to 
the different risks associated with each of these assets, special attention is put 
on the risk-adjusted evaluation of the future cash flows. This also includes, besi-
des time-, technology-, and state-dependency, correlations between cash flows of 
subsequent periods as well as reasonable extensions of an existing portfolio of 
power generation units.
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