We provide quantitative estimates on the location of eigenvalues of one-dimensional discrete Dirac operators with complex p -potentials for 1 ≤ p ≤ ∞. As a corollary, subsets of the essential spectrum free of embedded eigenvalues are determined for small 1 -potential. Further possible improvements and sharpness of the obtained spectral bounds are also discussed.
Introduction

Motivation and state of the art
The principal objective of this paper is to initiate a mathematically rigorous investigation of spectral properties of quantum systems characterised by a fusion of the following three features: (α) relativistic, (β) discrete, (γ) non-self-adjoint. While models within one of the respective classes have been intensively studied over the last decades, the combination seems to represent a new challenging branch of mathematical physics.
The relativistic feature (α) is implemented by considering the Dirac equation, which is well understood in the simultaneously continuous and self-adjoint settings, see [32] for a classical reference. Apart from describing relativistic quantum matter, it also models quasi-particles in new materials like graphene.
The discrete feature (β) is due to introducing the Dirac operator on a lattice rather than in the Euclidean space. In the non-relativistic (Schrödinger) setting, it is well known that the discretisation is not a mere shortcoming motivated by numerical solutions, but it is in fact a more realistic model for semiconductor crystals, see [4] . Indeed, it is essentially the tight-binding approximation in solid-state physics. Works on the fusion (α)∩(β) exist in the self-adjoint setting, see [11, 5, 21, 27] and references therein.
Finally, the non-self-adjointness (γ) is implemented through possibly non-Hermitian perturbations added to the free Dirac operator. Despite the new physical motivations coming from quasi-Hermitian quantum mechanics (cf. [2] ), there are very few results on non-self-adjoint Dirac operators in the literature. For the fusion (α)∩(γ) in the continuous setting, see [9, 7, 12, 29, 13, 8, 10, 14] . For the complete combination (α)∩(β)∩(γ), we are only aware of the works [3, 24] concerned with estimates on the number of discrete eigenvalues.
In this paper, we are interested in the location of eigenvalues of one-dimensional discrete Dirac operator perturbed by non-Hermitian potentials (in particular, the coefficients of the potential are allowed to be complex). The main ingredient in our proofs is the Birman-Schwinger principle and the results are of the nature of the celebrated result of Davies et al. [1] for one-dimensional continuous Schrödinger operators. However, following the strategy developed in [16] (see also [15] for an alternative approach), we manage to cover eigenvalues embedded in the essential spectrum as well. This article can be considered as a relativistic follow-up of [26] by two of the present authors.
Mathematical model
Let {e n } n∈Z be the standard basis of the Hilbert space 2 (Z) and let d : 2 (Z) → 2 (Z) be the difference operator determined by the equation de n := e n − e n+1 , n ∈ Z. The free discrete Dirac operator D 0 is a self-adjoint bounded operator in the Hilbert space 2 (Z) ⊕ 2 (Z) given by the block operator matrix
where m is a non-negative constant and d * is the adjoint operator to d which fulfills d * e n = e n − e n−1 , n ∈ Z.
It is well known that the spectrum of D 0 is absolutely continuous and is given by
2) see for instance [22] . It is worth noting that D 0 can be represented by a doubly-infinite Jacobi matrix by using a suitably chosen orthonormal basis of 2 (Z) ⊕ 2 (Z). Indeed, if we set f 2n := 0 ⊕ e n and f 2n+1 := e n ⊕ 0, for n ∈ Z, then the matrix representation of D 0 with respect to the orthonormal basis {f n } n∈Z reads
Moreover, it is often advantageous to view the above matrix as the 2 × 2-block tridiagonal Laurent matrix
The matrix (1.4) naturally determines a unique operator acting on the Hilbert space H := 2 (Z, C 2 ) that is unitarily equivalent to D 0 given by (1.1). We do not distinguish the unitarily equivalent operators in the notation. Further, we intend to perturb (1.4) by the 2 × 2-block diagonal matrix is a given sequence of 2 × 2 complex matrices. We denote the resulting operator by D V := D 0 + V . In view of the initial setting (1.1), such perturbation corresponds to a perturbation of each of the four operator entries by a diagonal matrix operator acting on 2 (Z). For special symmetric choices of the coefficients, the perturbations of the diagonal entries represent an electric potential while the off-diagonal elements introduce a magnetic potential to D 0 ; we proceed in a greater generality by making no hypotheses about the coefficients except for summability conditions. In this paper we are concerned with the location of eigenvalues of the Dirac operator D V . If the entries of υ n vanish as n → ±∞, i.e. υ ij n → 0 as n → ±∞, then V is compact and hence the essential spectrum of the perturbed operator D V coincides with σ(D 0 ). The goal of the present paper is to investigate the location of the point spectrum of D V . To this end, we consider the block diagonal matrix potentials V given by (1.6)-(1.7) which belong to the Banach space p Z, C 2×2 equipped with the norm
where |υ n | denotes the operator norm of the matrix υ n . As it is seen by comparing (1.6) and (1.8), we slightly abuse the notation by not distinguishing between V as the operator and V as the doubly-infinite 2 × 2-matrix valued sequence, whenever suitable. Except the notation |υ| used for the spectral norm of a matrix υ ∈ C 2×2 , we denote by |υ| HS the Hilbert-Schmidt (or Frobenius) norm of υ throughout the paper. Recall that |υ| ≤ |υ| HS .
Main results
Our main result for 1 -potentials reads as follows:
The spectral enclosure in (1.9) is a compact set symmetric with respect to both the real and the imaginary line. The geometry of its boundary is quite easy to understand. It is an algebraic curve of generically three possible topological configurations depending on the 1 -norm of the potential V and the parameter m > 0. A closer inspection of the respective polynomial equation shows that, if Figure 1 shows all the topological configurations.
As an immediate corollary of the firstly mentioned possible configuration for the boundary curve of (1.9), we obtain subsets of the essential spectrum of D V that are free of embedded eigenvalues of D V . Corollary 1. If the potential V ∈ 1 Z, C 2×2 satisfy (1.10), then the union of intervals
is free of embedded eigenvalues of D V . Remark 1. In fact, Corollary 1 can be improved under additional assumptions that 1+υ 12 n = 0 and 1+υ 21 n = 0 for all n ∈ Z. In this case, the whole interior of (1.2) is free of embedded eigenvalues of D V . Indeed, let D V be viewed as the 2-periodic Jacobi matrix (1.3) correspondingly perturbed by V for the moment. Then, if υ ij ∈ 1 (Z) for all i, j ∈ {1, 2}, there exist two linearly independent solutions φ (±) of the eigenvalue equation D V φ = λφ such that φ (±) n ∼ w ±n a n , as n → ∞, for a nontrivial 2-periodic sequence a n , where |w| = 1 provided that λ ∈ (− √ m 2 + 4, −m) ∪ (m, √ m 2 + 4). As a result, there cannot be a square summable solution of
, if the set of solutions is of dimension 2 which is guaranteed by the additional assumptions 1 + υ 12 n = 0 and 1 + υ 21 n = 0 for all n ∈ Z. This was proved in [19] for a certain real 1 -perturbations V . The reality is, however, inessential for the proof and the claim can be extended to complex 1 -perturbations as well, see the proof of [19, Thm. 3] .
Our next result provides a spectral estimate in terms of the p -norm of the potential for p > 1. The strategy of its derivation relies on an application of Stein's complex interpolation theorem to an appropriate analytic family of Birman-Schwinger type operators. This approach was successfully used in the continuous setting recently, see e.g. [8, 17, 6] .
Remark 2. For p = ∞, the function in (1.13) has to be understood as
.
Third theorem concerns with spectral bounds for p -potentials with p ≥ 1 again. In particular, the bound for 1 -potentials is an improvement of Theorem 1. The price we have to pay, however, is that the new bounds are quite complicated and not entirely explicit since they involve spectral norms of the matrices
which arise in the formula for the resolvent operator (D 0 − λ) −1 , see Section 2. Moreover, in contrast to Theorems 1 and 2, the spectral enclosures are not expressible entirely in the spectral parameter λ. Rather than that they use the auxiliary parameter k with |k| < 1. The relation between λ and k is determined by the equality
which introduces a one-to-two mapping λ = λ(k) between the punctured unit disc {k ∈ C | 0 < |k| < 1} and the resolvent set ρ(D 0 ). This mapping plays the same role as the Joukowski mapping in the case of discrete Schrödinger operator, see [26] for details. The proof of the following theorem is based on a discrete version of Young's inequality. Here and in the sequel, for p ∈ (1, ∞], we denote by q ∈ [1, ∞) the corresponding Hölder exponent, i.e. q = p/(p − 1) if 1 < p < ∞ and q = 1 if p = ∞.
and k the unique point in the punctured unit disk
Remark 3. Clearly, spectral norms of the 2 × 2 matrices 1.14 can be expressed explicitly but the resulting formulas are somewhat cumbersome. Namely, we have
Remark 4. We do not discuss the eigenvalues possibly embedded in σ(D 0 ) in Theorem 3 for p = 1 similarly as is done in Corollary 1 after Theorem 1. Nevertheless, an inspection of the intersection points of the boundary curve of the spectral enclosure of Theorem 3 with σ(D 0 ) (when they exist) shows that they actually coincide with the points identified in Corollary 1. Indeed, it readily follows from formulas (1.19) and (1.18) that
which is the expression appearing in the spectral enclosure of Theorem 1. Consequently, even if the intervals of σ(D 0 ) given by the intersection points of the boundary curves of the improved spectral enclosure from Theorem 3 for p = 1 were proved to be free of embedded eigenvalues of D V , Corollary 1 would not be improved. This is also illustrated by Figure 3 (part a) in the Appendix, where the enclosures provided by Theorem 1 and Theorem 3 are compared.
In addition to the statement of Theorem 3, we prove that the improved spectral enclosure for 1 -potentials is at least partly optimal. Namely, we show that a significant part of the boundary of the spectral enclosure is actually an eigenvalue of a concretely chosen discrete Dirac operator within the studied class. This means that this spectral bound cannot be significantly improved.
The proof of the tighter spectral bound of Theorem 3 for 1 -potentials does not make use of majorizing spectral norms by Hilbert-Schmidt norms. The reason for a possible but unnecessary passing to the Hilbert-Schmidt norms is that the resulting spectral bounds are of comparatively simpler forms. If we prefer a less sharp but more explicit result for 1 < p ≤ ∞, then majorizing |T i (k)| ≤ |T i (k)| HS , for i = 1, 2, and applying natural estimates for |T i (k)| HS , see Lemma 1, we arrive at the following corollary of Theorem 3.
Remark 5. Note that, if p → 1, i.e. q → ∞ in Theorem 2 and Corollary 2, we arrive at the spectral enclosure of Theorem 1 with the exception of possibly embedded eigenvalues.
Stein's interpolation together with the improved spectral bound of Theorem 3 for the case p = 1 leads to the following improvement of Theorem 2.
The matrices T 0 (k) and T 1 (k) are defined in (1.14) and their norms are given by formulas (1.19) and (1.18).
Remark 6. One may hope that |T 0 (k)| ≥ |T 1 (k)| which would mean that the resolvent operator (D 0 − λ) −1 is diagonally dominant, see formula (2.1) given below. This would turn the spectral enclosure of Theorem 3 (especially in the case of 1 -potentials) into a reasonably simple form. Unfortunately, the inequality |T 0 (k)| ≥ |T 1 (k)| does not hold in general. This can be verified analytically for m = 0 and therefore the inequality remains false for m small by continuity. Moreover, the dependence of the relation between the values of |T 0 (k)| and |T 1 (k)| on the parameter k seems to be nontrivial, see Figure 5 in the Appendix.
Similarly as in Theorem 1, the spectral enclosures from Theorems 2, 3, and 4 are symmetric with respect to the real as well as the imaginary axes. On the other hand, if p > 1, these enclosures always contain the entire essential spectrum of D V for any choice of the potential V ∈ p Z, C 2×2 and m > 0. Illustrative plots as well as comparisons of the obtained results are given in the Appendix.
Organization of the paper
As preliminary results for our proofs, in Sections 2 and 3 we recall the resolvent of the free discrete Dirac operator D 0 and develop the Birman-Schwinger principle for the operator D V . The proofs of Theorems 1-4 are presented in Section 4. In Section 5, the optimality of the improved spectral enclosure for 1 -potentials from Theorem 3 is discussed.
The paper is concluded by four appendices. In Appendix A we numerically visualise the spectral enclosure of Theorem 2 for several choices of p > 1. Several comparison plots as well as an illustration of the partial optimality proved for the spectral enclosure from Theorem 3 for p = 1 are given in the parts B and C of the Appendix. Finally, Appendix D serves as a numerical illustration of Remark 6.
The free resolvent
Making use of the observation that
together with the familiar formula for the resolvent of the discrete Laplacian dd * = d * d (see e.g. [31, Chp. 1] or [26, Eq. (2. 2)]), the resolvent of the free Dirac operator can be expressed fully explicitly. Using the 2 × 2block matrix representation as in (1.4) , the resulting formula for the resolvent of D 0 can be written as the 2 × 2-block Laurent matrix
where T 0 (k) and T 1 (k) are defined by (1.14) and
Here 0 < |k| < 1 and the spectral parameter λ is related to k by the equation (1.15) which determines a one-to-two mapping k → λ(k) between the punctured unit disk {k ∈ C | 0 < |k| < 1} and the resolvent set of D 0 . For later purpose, we will need the following estimate of the Hilbert-Schmidt norm of the resolvent entries
and k be such that 0 < |k| < 1 related to λ via (1.15). Then one has
(2.4)
Proof. By a straightforward computation, one gets
for j ≥ 1. To arrive at (2.3), it suffices to note that, for 0 < |k| < 1, one has
and use the equality
which follows readily from (1.15).
The Birman-Schwinger principle
For n ∈ Z, we denote by w n the absolute value of υ n , i.e. w n := √ υ * n υ n . Using the polar decomposition of matrices, we have υ n = u n w n , where u n ∈ C 2×2 is a partial isometry. Notice that |υ n | = |w n | = | √ w n | 2 .
Further, let us denote by U and W the 2 × 2-block diagonal matrices with the diagonal block entries u n and w n , respectively, i.e. U = n∈Z u n and W = n∈Z w n .
Then U is a partial isometry and we have
where √ W is the square root of the positive operator W . Given any λ ∈ ρ(D 0 ), we introduce the Birman-Schwinger operator
and recall the conventional Birman-Schwinger principle
which can be easily justified by usual arguments if, for example, V is bounded. The next lemma resembles a one-sided version of the Birman-Schwinger principle extended to possibly embedded eigenvalues. The strategy of the proof we provide below is inspired by the ones of analogous results in [25, 14, 16, 18 ]. We recall the notation H = 2 (Z, C 2 ).
4)
Hence φ = √ W ψ ∈ H. Let ϕ ∈ H be fixed and ε > 0 be arbitrary. Then λ + iε / ∈ σ(D 0 ) and we have
Further, denoting M (ε) := √ W (D 0 − λ − iε) −1 and employing the Cauchy-Schwarz inequality, we observe ϕ,
In the remaining part of the proof, we show that ε M (ε) → 0 as ε → 0 + from which the claim will follow. Let k = k(ε) be the unique point inside the unit disk corresponding to λ + iε via (1.15), where λ is replaced by λ + iε. Applying Lemma 1, we get the estimate
Therefore,
Hence, ε M (ε) decays at least as O(ε 1/2 ) for ε → 0 + . 
Proofs
Proof of Theorem 1
by (1.15) , in Lemma 1, we obtain
Now, we may estimate the Hilbert-Schmidt norm of K(λ) as follows:
Therefore, 
On the other hand, if λ ∈ σ p (D V ) with an eigenvector ψ ∈ H, then we can invoke Lemma 2 and apply (3.3) with ϕ = φ = W 1/2 ψ. Taking the limit ε → 0 + , we thus obtain
However, it is not difficult to see that ϕ = W 1/2 ψ = 0 (otherwise, λ would be an eigenvalue of D 0 which is impossible). Hence, we deduce from (4.5) that lim inf ε→0 + K(λ + iε) ≥ 1. Therefore, letting ε → 0 + in (4.4), we conclude
i.e. also embedded eigenvalues must obey the estimate (4.3). Finally, since the endpoints λ ∈ {± √ m 2 + 4, ±m} are involved in the set on the right-hand side of (1.9) the proof is completed.
Proof of Theorem 2
The proof is based on the following special variant of Stein's complex interpolation theorem, see [30, Thm. 1] .
) be a family of operators analytic in the strip 0 < Re z < 1 and continuous and uniformly bounded in its closure 0 ≤ Re z ≤ 1. Suppose further that there exist constants C 0 and C 1 such that
for all y ∈ R. Then, for any θ ∈ [0, 1], one has
Proof of Theorem 2. Let λ / ∈ σ(D 0 ) be fixed. If p = ∞, one has the trivial estimate for the Birman-Schwinger operator
Then (3.2) implies (1.12) in the particular case p = ∞.
For the case 1 < p < ∞, we consider the operator family
for z ∈ C with 0 ≤ Re z ≤ 1. Note that T z is continuous in the closed strip 0 ≤ Re z ≤ 1 and analytic in its interior. Moreover, T z is uniformly bounded for 0 ≤ Re z ≤ 1 as one has sup 0≤Re z≤1
Further, since V ∈ p (Z, C 2×2 ) by the hypothesis, we can apply (4.2) to get
for any y ∈ R. Moreover, for all y ∈ R, we have also the estimate
Thus, one can apply Theorem 3 with θ = 1/p which implies
1 (dist(λ, σ(D 0 ))) 1− 1 p and the claim immediately follows from the Birman-Schwinger principle (3.2).
Proof of Theorem 3
In the proof of Theorem 3, will need a discrete version of Young's inequality.
Lemma 4 (Young's inequality). Let p, q, r ≥ 1 be such that
Then, for any f ∈ p (Z), g ∈ q (Z), and h ∈ r (Z), one has i,j∈Z
Moreover, the inequality (4.7) is sharp.
Young's inequality holds true in a very abstract setting see, e.g. [23, Thm. 20.18] , which implies Lemma 4 as a particular case. Differently from the continuous setting, cf. [28, Sec. 4.2] , the optimal constant in the inequality (4.7) is 1, indeed. One can prove the discrete variant of Young' inequality by mimicking the standard arguments used typically for the proof of the continuous variant of the inequality. We provide this proof of Theorem 4 for reader's convenience.
Proof of Theorem 3. Assume λ ∈ σ(D V ) \ σ(D 0 ) and k ∈ C, 0 < |k| < 1 is such that (1.15) holds. The main idea of the proof relies again on the implication from the Birman-Schwinger principle:
The case V ∈ 1 (Z, C 2×2 ): Using the definition of the Birman-Schwinger operator (3.1), we may estimate
for φ ∈ 2 (Z, C 2 ). Here | · | 2 stands for the Euclidian norm on C 2 . Moreover, it follows from 2.2 that
for all i = 0. Consequently, we get
and the Birman-Schwinger principle implies the claim for the case p = 1.
The case V ∈ p (Z, C 2×2 ) with p > 1: Making use of (3.1), one obtains, for φ, ψ ∈ 2 (Z, C 2 ), the estimate
The right-hand side is in a suitable form for the application of discrete Young's inequality. Thus, applying (4.7) with p and r replaced by 2p/(p + 1) and q the Hölder dual index to p, i.e. q = p/(p − 1), one arrives at the estimate
where |T (k)| stands for the doubly infinite sequence with entries |T i (k)|, i ∈ Z. Noticing that, by Hölder's inequality, 
for any φ, ψ ∈ 2 (Z, C 2 ). In other words, we have the estimate
and the Birman-Schwinger principle implies the claim for the case p > 1.
Proof of Theorem 4
The proof is completely analogous to that of Theorem 2. It follows from the application of Stein's interpolation theorem using this time the inequality (4.8) which plays the same role as the inequality (4.2) in the proof of Theorem 2.
Optimality for 1 -potentials
In [26] , a similar approach as in the proof of Theorem 1 was used to deduce a spectral enclosure for the discrete Schrödinger operator with an 1 -potential. In this case, the obtained spectral enclosure turned out to be optimal in the following sense: every point from the boundary curve of the spectral enclosure except possible intersections with the spectrum of the unperturbed operator is an eigenvalue of some discrete Schrödinger operator with particularly chosen 1 -potential. It means that the obtained spectral enclosure is, in a sense, the best possible since it cannot be further squeezed.
On the contrary, the spectral enclosure of Theorem 1 for the discrete Dirac operators with 1 -potentials is not optimal in the aformentioned sense. Concerning the optimality of the improved spectral enclosure of Theorem 3 in the case of 1 -potential we were not able to prove it in its full generality as specified above. In other words, using the notation of Theorem 3 and denoting the boundary curve as
for a fixed parameter Q > 0, we do not have a proof demonstrating that every point λ ∈ Γ Q \ σ(D 0 ) is an eigenvalue of some D V with V 1 = Q. However, we can show a sort of a partial optimality. It means that we can show that at least some points from Γ Q are eigenvalues of D V with a particularly chosen potential V ∈ 1 (Z, C 2×2 ). These particular points have to be additionally included in the region
i.e. in the region where the diagonal dominance of the resolvent operator (D 0 − λ) −1 actually happens. In the proof below, we construct explicitly a potential V ∈ 1 (Z, C 2×2 ),
Proof. Let Q > 0 and λ ∈ Γ Q ∩ D \ σ(D 0 ) be fixed. Denote by k the unique point such that 0 < |k| < 1 and related to λ by (1.15) .
First, note that since λ ∈ Γ Q ∩ D \ σ(D 0 ) one has h ∞ (λ, m) = |T 0 (k)| = Q −1 . We define the potential sequence V := {υ n } n∈Z entry-wise as follows:
Next, observe that the eigenvalue equation D V ψ = λψ has a nontrivial solution ψ ∈ 2 (Z, C 2 ) if and only if there exists a nontrivial vector φ ∈ 2 (Z, C 2 ) such that
A nontrivial solution φ ∈ 2 (Z, C 2 ) of the equation (5.1) can be chosen so that φ n = 0 for all n = 0 and φ 0 ∈ C 2 is a non-trivial solution of the linear system
which exists since the matrix 1 + υ 0 T 0 (k) is singular due to the particular choice of the potential V .
Remark 7. The construction in Theorem 5 is inspired by [9] where a sharp spectral enclosure was obtained for the one-dimensional Dirac operator on the real line. In the continuous setting, the free resolvent has a diagonally dominant kernel for every spectral parameter λ from the resolvent set and thanks to this δ-potentials can serve as an example for proving optimality of the whole spectral enclosure. The analysis of the discrete setting is not completely analogous, since diagonal dominance of the resolvent only happens in the subdomain D C (see Remark 6) .
A comparison of the spectral enclosures from Theorems 1 and 3 for the case of 1 -potentials is numerically illustrated in Figure 3 of Appendix B. This Figure also shows the parts of the boundary curves of the improved spectral bound of Theorem 3 in the case of 1 -potentials that can be reached by an eigenvalue of a concretely chosen discrete Dirac operator as discussed in Theorem 5.
Appendix. Illustrative and comparison plots
A: Plots of the spectral enclosures from Theorem 2
The spectral enclosure for the 1 -potentials from Theorem 1 was displayed already in the introduction in Figure 1 . Similarly, we provide several plots illustrating the spectral enclosures from Theorem 2 in Figure 2 below. Namely, the plots show the boundary curves given by the equation
for m = 1, V p = j 4 , j ∈ {1, 2, . . . , 7}, and four choices of p ∈ {3/2, 2, 3, 5}. 
B: Comparison plots for the 1 -bounds of Theorems 1 and 3 and optimality
Next set of plots show the boundary curve of the spectral enclosure from Theorem 1 together with the corresponding improved result of Theorem 3 for a comparison. Moreover, the boundary curve of the improved spectral enclosure is made in two colors distinguishing the parts that are eigenvalues of some discrete Dirac operators as discussed in Theorem 5. More concretely, in Figure 3 , we plot the boundary curve of Theorem 1 by blue dashed lines for m = 1/2 and several choices of V 1 . At the same time, we add a plot of the curve defined by the equation
by red or green solid lines for the same choice of parameters. The parts of the curve made in green belong to the set D and hence these points are eigenvalues of some discrete Dirac operators with 1 -potentials. The remaining parts are made in red. C: Comparison plots for the p -bounds from Theorems 2,3, and Corollary 2
In the next plots, we compare the spectral enclosures given in Theorems 2 and 3 for p -potentials with p > 1.
As an extra, we add also the spectral enclosure of Corollary 2 into these plots. In this numerical comparison, we exclude the result of Theorem 4 due to its complexity and non-reliability of the numerical computations. Note that it is clear from the proofs that Theorem 4 is an improvement of Theorem 2.
The comparison is made in plots in Figure 4 where the boundary curve of the the spectral enclosure from Theorem 2 is made in solid yellow lines, from Theorem 3 in red dashed lines, and from Corollary 2 in blue dotted lines for m = 1, V p = 0.7, and four choices of the parameter p ∈ {3/2, 2, 3, 5}.
It is by no means evident whether one of the spectral enclosures of Theorems 2 and 3 is better than the other. However, numerical experiments indicate that none is better than the other, i.e. none is a subset of the other, in general. 
D: A plot for Remark 6
Finally, as an illustration for Remark 6, Figure 5 shows for what k's within the unit disk the norm of the diagonal element T 0 (k) of the resolvent (2.1) is not dominant. 
