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Ruksenas O, Bulatov A, Heggelund P. Dynamics of spatial resolution of single units in the lateral geniculate nucleus of cat during brief visual stimulation. J Neurophysiol 97: 1445 -1456 , 2007 . First published August 16, 2006 doi:10.1152 /jn.01338.2005 . Sharpness of vision depends on the resolution of details conveyed by individual neurons in the visual pathway. In the dorsal lateral geniculate nucleus (LGN), the neurons have receptive fields with center-surround organization, and spatial resolution may be measured as the inverse of center size. We studied dynamics of receptive field center size of single LGN neurons during the response to briefly (400 -500 ms) presented static light or dark spots. Center size was estimated from a series of spatial summation curves made for successive 5-ms intervals during the stimulation period. The center was wide at the start of the response, but shrank rapidly over 50 -100 ms after stimulus onset, whereupon it widened slightly. Thereby, the spatial resolution changed from coarse-to-fine with average peak resolution occurring ϳ70 ms after stimulus onset. The changes in spatial resolution did not follow changes of firing rate; peak firing appeared earlier than the maximal spatial resolution. We suggest that the response initially conveys a strong but spatially coarse message that might have a detection and tune-in function, followed by transient transmission of spatially precise information about the stimulus. Experiments with spots presented inside the maximum but outside the minimum center width suggested a dynamic reduction in number of responding neurons during the stimulation; from many responding neurons initially when the field centers are large to fewer responding neurons as the centers shrink. Thereby, there is a change from coarse-to-fine also in the recruitment of responding neurons during brief static stimulation.
I N T R O D U C T I O N
The receptive field structure of single neurons in the visual cortex can change markedly during visual stimulation (DeAngelis et al. 1993; Knierim and Van Essen 1992; Suder et al. 2002; Wörgötter et al. 1998; Zisper et al. 1996) . Reported changes include shrinkage of receptive field subregions during brief (300 ms) static spot stimulation (Suder et al. 2002; Wörgötter et al. 1998) . Because width of the receptive field subregions is generally regarded as an indicator of the spatial resolution mediated by the neurons, this suggested a dynamic increase of spatial resolution during the brief spot stimulation (Wörgötter et al. 1998) . Increasing spatial resolution during such short periods of stimulation was subsequently shown directly (Bredfeldt and Ringach 2002; Frazor et al. 2004 ). Frazor et al. (2004) presented static gratings of variable spatial frequency on the receptive field. They pointed out that their stimulation periods (200 ms) were similar to typical durations of fixation periods in natural saccadic inspections (Evinger and Fuchs 1978; Stryker and Blakemore 1972; Yarbus 1967) , suggesting that dynamic increase of spatial resolution might occur during single fixations. Beside this coarse-to-fine dynamics of receptive field structure and spatial resolution, similar dynamics have been shown with respect to several other types of response selectivity in cortical neurons during brief static stimulation. In striate cortex, this includes increasing sharpness of disparity tuning (Menz and Freeman 2003, 2004) , timedependent changes in the contrast response function (Müller et al. 2001) , increasing orientation discriminability (Zohary et al. 1990) , and time-dependent changes in orientation selectivity (Ringach et al. 1997; Xing et al. 2005) . In visual area, V2, Hegdé and Van Essen (2004) showed increased shape selectivity in single units of awake, fixating macaques during brief presentation of a series of different shape stimuli. The various types of response selectivities are generated in cortex, and it is generally assumed that the dynamics of these selectivities are generated by cortical circuits as well (Frazor et al. 2004; Suder et al. 2002; Wörgötter et al. 1998) .
Temporal changes in the receptive field structure of lateral geniculate nucleus (LGN) neurons are less well studied. Early studies were mainly done with the response-plane technique (Stevens and Gerstein 1976) . More recent studies have mainly used reverse correlation and spike-triggered averaging techniques capable of revealing linear aspects of stimulus-response coupling (DeBoer and Kuyper 1968) . In these studies, small stimuli briefly flashed on different parts of the receptive field are used to approximate impulse stimuli needed for determination of the impulse-response function of the neuron. However, the previous studies have provided little information about dynamics of receptive field center width and spatial resolution of LGN neurons during short-lasting static stimulation for periods similar to those of natural fixations. The response-plane studies (Bullier and Norton 1979; Stevens and Gerstein 1976 ) focused mainly on classification of different types of LGN neurons, and the reverse correlation studies mainly on intrinsic temporal dynamics of the receptive field of the neurons and the question of space-time separability (Cai et al. 1997; Eckhorn et al. 1993; Golomb et al. 1994; Menz and Freeman 2004; Reid et al. 1997; Wolfe and Palmer 1998) . Menz and Freeman (2004) estimated the changes in receptive field center width during static stimulation, but changes could only be estimated within a narrow range of time delays because of the short duration of the initial phase of the response in their conditions. We studied the temporal response pattern and dynamics of receptive field structure in single LGN neurons using static spot stimuli flashed on the receptive field for 400 -500 ms. We estimated spatial receptive field parameters from spatial summation curves determined for successive 5-ms intervals throughout the stimulus period. Thereby we could study dynamics of the response properties during periods similar to those in natural fixations, and with a method that, contrary to the reverse correlation methods (DeBoer and Kuyper 1968), does not presuppose a linear system. The results showed pronounced changes in the receptive field structure during the spot presentation. Initially, the neurons had wide receptive field centers. The center rapidly shrank to a minimum that occurred on average ϳ70 ms after stimulus onset whereupon the center widened slightly. Thus the maximum spatial resolution occurred in a brief time window after onset of stimulation. In parallel, the center-surround antagonism increased. The changes in spatial resolution did not follow the changes of firing rate. The initial strong burst of action potentials appeared earlier than the maximal spatial resolution. These results are consistent with the hypotheses that the firing pattern of the neurons during brief static stimulation initially mediates a strong but spatially coarse message to cortex that gradually changes into a weaker, but spatially more precise message. This property of the LGN neurons may at least partly be the basis for the dynamics of feature selectivity in cortical neurons.
M E T H O D S
The experimental procedures were approved by the Norwegian Animal Research Authority in accordance with the Animal Protection Act of Norway. Adult cats (2.0 -3.5 kg) were prepared acutely (arterial and venous cannulation, tracheotomy, and craniotomies) under anesthesia induced by xylazine (2 mg/kg, im) and ketamine hydrochloride (10 mg/kg, im), and maintained during surgery by halothane (0.9 -1.5%, after induction with 2.5%) in N 2 O/O 2 (70/30). Local anesthetics (xylocain) were applied on pressure points and wound margins. After surgery, the animals were immobilized (gallamine triethiodide; initial dose, 40 mg; maintenance dose, 10 mg/kg/ h), and anesthesia was maintained throughout the experiment by halothane (0.4 -1.2%) in N 2 O/O 2 (70/30). Epidural EEG was recorded through a pair of silver wires implanted in left cortical area 17 at Horsley-Clarke (H-C) stereotaxic coordinates: posterior 3.5 mm, lateral 2.0 and 10.0 mm. Arterial blood pressure, heart rate, EEG, end tidal CO 2 (kept at 4%), and rectal temperature (kept at 38°C by a temperature-controlled heating blanket) were monitored continuously throughout the experiment. Level of anesthesia was adjusted to maintain stable blood pressure, heart rate, and an EEG with dominant frequencies Ͻ4 Hz. Bilateral cervical sympathectomy was performed to increase the stability of the eyes (Rodieck et al. 1967) . Atropine and phenylephrine were applied to both eyes to dilate the pupils and retract the nictitating membranes. Contact lenses were fitted to focus the eyes on a video monitor 1.14 m in front of the cat's eyes.
Extracellular recordings of action potentials or combined recordings of action potentials and S-potentials (Bishop et al. 1958; Cleland et al. 1971; Hubel and Wiesel 1961; Kaplan and Shapley 1984; Ruksenas et al. 2000) from single units in the A-laminae of LGN were made with glass-insulated tungsten electrodes (Levick 1972 ; exposed tip, 6 -10 m) or with glass pipettes filled with 0.9% NaCl (15-25 M⍀ in vivo) inserted through a craniotomy over the left hemisphere at H-C coordinates anterior 6.0 mm, lateral 15.0 mm, and with an angle of 32°from the vertical in a coronal plane. After isolation of action potentials from a single neuron, its receptive field center was plotted with hand-held stationary or moving light and dark spots, as well as grating stimuli. The neurons were classified as X or Y and lagged or nonlagged as described previously .
For quantitative studies, we recorded responses to visual stimuli presented on a computer-controlled and gamma-corrected video monitor in front of the cat's eyes. First, the center of the receptive field was determined with a narrow, flashing slit (bright slits for on-center cells and dark slits for off-center cells) presented in different positions across the receptive field along the horizontal and the vertical axis. With this centering we presented a series of circular spot stimuli of stepwise increasing diameters; each spot was presented for 400 -500 ms. The spot stimuli were luminance increments above (on-center cells) or decrements below (off-center cells) a constant, uniform background. The diameter of the spots varied from smaller than the receptive field center to wider than the whole receptive field. The contrast was fixed throughout the recordings for a given neuron, and contrast and background luminance were adjusted for each neuron such that the spots evoked a clear response but with maximal response well below response saturation for the neuron. Contrast was defined as
, where L spot is the luminance of the spot, and L bkg is the luminance of the background. The contrast range for on-center cells was from 0.04 to 0.43. For off-center cells, the range was from Ϫ0.11 to Ϫ0.5 except for three cells (Ϫ0.67, Ϫ0.8, and Ϫ0.9). The range of background luminance was 10 -65 cd/m 2 except for recordings from one of the neurons (95 cd/m 2 ). The various spots were presented interleaved such that each spot in the series was presented once whereafter the whole series of spots was repeated Յ200 times. Before presentation of each spot, there was a 250-ms period for recording of spontaneous activity, and after each spot presentation, there was a pause of 1,500 ms to avoid sequence effects. A peristimulus time histogram (PSTH) with 5-ms bin width was determined for the response to each spot size. To estimate temporal changes in the receptive field, we made a time slice through the corresponding bins of all histograms for each 5-ms interval after stimulus onset (Fig. 1A) . From the set of response versus spot width values in each time slice, we plotted a spatial summation curve (Fig. 1, B and C; Ruksenas et al. 2000) . After smoothing the curve with equally moving average through three adjacent points, three spatial receptive field parameters were estimated from the curve: the width of the spot that elicited maximum response was taken as estimate of the center width; the width of the spot just large enough to give minimum response was taken as estimate of the surround width; and the difference of response to the spot that just filled the center and the one that just filled the whole receptive field was used to estimate centersurround antagonism (Fig. 1C) . Center-surround antagonism was defined as the ratio between this difference and the center response (Fjeld et al. 2002; Ruksenas et al. 2000) . The dynamics of the parameters were determined from their changes during the series of time slices throughout the stimulus period.
The position of the receptive field was plotted before and after the recordings to check for possible drifts in eye position. If such drifts were detected, the collected data were discarded, and recordings were repeated after proper adjustment of spot position. To reduce the risk of error of measurement caused by undetected eye movements, we preferentially sampled neurons with receptive field outside area centralis. During recordings, the nondominant eye was always covered.
At the end of the experiment, the animal was deeply anesthetized with pentobarbital sodium (50 mg/kg, iv) and perfused transcardially with saline followed by 4% formaldehyde in saline. Brain blocks were removed, sectioned, and Nissl stained for histological verification of electrode positions.
R E S U L T S
We studied 54 neurons (29 X-cells, 25 Y-cells) from the A-laminae. The neurons had their receptive field located within 30°from area centralis. Four of the X-cells were lagged (Mastronarde 1987a) . For each neuron, we recorded the responses to the series of spots (light for on-and dark for off-center cells) in which spot width was stepwise increased from considerably smaller than the receptive field center to larger than the whole receptive field and where each spot was presented on the receptive field for 400 -500 ms. For all neurons we made quantitative analyses of temporal changes of response properties during the spot presentation based on the time slicing across the histograms for the response to the different spot sizes and the spatial summation curve for each time slice (see METHODS and Fig. 1 ).
Gradual increase in selectivity for spot size during brief spot stimulation
For all the nonlagged cells, there was a pronounced change in the selectivity for spot size during the spot-on period. At the beginning of the period, the neurons responded well to a broad range of spot sizes, but subsequently, the response was restricted to a gradually narrower range of the smaller spots. This is shown in Fig. 2A by a color map image of the response (z-axis) of a nonlagged cell to the set of spot widths (y-axis) plotted against time after stimulus onset (x-axis). Notice that initially this neuron gave a clear response even to the largest spot (14°), but at ϳ60 ms, the response was mainly limited to a narrow range of small spots. Moreover, for the smaller spots, the latency to peak response increased with decreasing spot size. This gradual change in the response pattern is more clearly seen in Fig. 2B , where the results are shown on a finer time scale. Similar results from four other nonlagged cells are shown in Fig. 3 .
The initial response of the nonlagged cells to the large spots seemed to consist of two components differing with respect to latencies. For the neuron shown in Fig. 2 , the response to spots Յ12°occurred with slightly shorter latency than the response to the largest spot tested (14°). For the neurons shown in Figs. 3, B-D, the shift in latency occurred at ϳ10°. The neuron shown in Fig. 3A was exceptional in this respect because it hardly responded to the larger spots at all.
Dynamics of spatial resolution during single-unit response to brief spot stimuli
The quantitative estimates of the width of the receptive field center revealed pronounced changes during the stimulus presentation in all the nonlagged cells, in particular during the first 150 ms after spot onset. The receptive field center was initially wide, but rapidly shrank to a minimum. In the majority of neurons, the center thereafter widened again such that the minimal size occurred only briefly. This is shown by the plots of receptive field center width against time after stimulus onset in Figs. 2 and 3. Figure 4 summarizes the data for all nonlagged cells. In Fig.  4A , the maximum (initial) center width for each neuron is plotted against the minimum center width. For all neurons, there was a dynamic shrinkage of the center. On average, the initial field center was 4.8 Ϯ 3.3 (SD) times wider (P Ͻ 0.001) than the minimum center width. The timing of minimum center width varied between the neurons as shown in Fig. 7A . On average, the minimum occurred 69 Ϯ 15 ms after stimulus onset. For the majority of neurons, the center widened again toward the more or less steady-state tail response. In Fig. 4B , the center width when a steady-state structure was reached (250 ms) is plotted against the minimum center width for each neuron. The average of the ratios between the width at 250 ms and at minimum width was 2.0 Ϯ 1.1 (P Ͻ 0.001). This ratio was larger for Y-cells (2.5 Ϯ 1.3) than for X-cells (1.6 Ϯ 0.6, P ϭ 0.008).
To check whether the rapid changes of receptive field organization were related to luminance adaptation, we compared the degree of changes between on-and off-center cells. The spot stimulus for on-center cells was a luminance increment above the constantly presented background of fixed luminance, whereas for off-center cells, it was a luminance decrement below the background luminance. We found no difference between the two groups of neurons, neither with respect to the initial shrinkage (on-center cells, 4.9 Ϯ 3.4; off-center cells, 4.9 Ϯ 3.6; P ϭ 0.91), nor with respect to the subsequent increase of center width from minimum value to value at 250 ms (on-center cells, 2.0 Ϯ 0.8; off-center cells, FIG. 1. Schematic illustration of method for studies of dynamics of receptive field properties. A: peristimulus time histogram (PSTH) with 5-ms bin width was determined for response to each of a series circular spot stimuli presented on receptive field for 400 -500 ms. Spots differed in width from smaller than receptive field center to larger than whole receptive field. PSTHs for Յ32 different spot sizes were used (shown by 6 schematic PSTHs). Time slices through whole set of histograms were made for each 5-ms bin, and set of response vs. spot width values in each time slice was used to make a spot width tuning curve for respective time after stimulus onset, shown by 3 schematic tuning curves in B. C: in each tuning curve, width of spot that gave maximum response (R c ) was taken as estimate of width of receptive field center (D c ), width of smallest spot that gave minimum response (R cs ) was taken as estimate of width of receptive field surround (D s ), and reduction of response from maximum to minimum divided by response maximum was taken as estimate of center-surround antagonism at respective time.
1.9 Ϯ 1.0; P ϭ 0.99), suggesting that luminance adaptation during spot presentation played no role in the dynamics of receptive field center width.
In addition to the dynamics of the center width, we attempted to estimate the dynamics of the width of the receptive field surround and the center-surround antagonism (see METH-ODS) . However, in many neurons, it was difficult to determine the surround width with sufficient accuracy because of little change in the response with increasing spot width for the larger spot sizes and weak response to the larger spots in many cases. We were therefore unable to verify whether or not there was shrinkage in the surround width during the stimulus presentation. The problems with accurate estimation of surround width also led to a higher uncertainty for the estimates of centersurround antagonism. Nevertheless, it was clear that the centersurround antagonism in the majority of neurons was clearly present already at the start of the visual response and that the antagonism increased during the initial response in parallel with the decreasing width of the receptive field (Fig. 4C) .
By defining spatial resolution as the inverse of the center width (Livingstone and Hubel 1981) , our results showed that the spatial resolution conveyed to visual cortex by the single neuron improved markedly during the stimulus period. To check the changes of spatial resolution during the early visual response in a more traditional way, we recorded (n ϭ 4) the response to stationary, flashing (1 cycle/s) square-wave gratings differing in spatial frequency (0.23-1.7 cycles/°). At the lowest frequency tested, the bar width of the grating was close to the maximum center width determined in the spot experiment, and at the highest frequency, the bar width was smaller than the minimum center width. The time-course of the response varied with changes of spatial frequency (Fig. 5 ) and, as in cortical neurons (Bredfeldt and Ringach 2002; Frazor et al. 2004) , the latency to peak response generally increased with increasing spatial frequency. These results are consistent with the hypothesis that the spatial resolution rapidly changes from coarse to fine during the visual response. When the response to the coarsest grating (Fig. 5B ) peaked, the response to the finest grating ( Fig. 5E ) had just started to appear, and at the time of peak response to the finest grating, the response to the coarsest grating had dropped to less than half-maximal response.
Lagged cells (Mastronarde 1987a ) are inhibited during the early period when the transient response to a spot stimulus occurs in nonlagged cells (Heggelund and Hartveit 1990 ). This is the period when the major shrinkage of the receptive field center occurred in the nonlagged cells. Accordingly, one might expect a less pronounced center shrinkage in lagged than in nonlagged cells. This was confirmed by results from the four lagged cells recorded in this study. As shown by the example in Fig. 6 , the lagged cells showed no clear dynamic changes in the spatial structure of the receptive field. When the response appeared (Fig. 6C ), the neuron already had a small receptive field center.
Dynamics of spatial resolution and firing rate have different time-course
The changes in the firing rate during the spot stimulation of the nonlagged cells had a time-course that differed from the changes of the center width (Figs. 2 and 3 ). In the beginning of the visual response, when the firing rate was low, the center width was maximal, and as the firing rate increased in the initial transient burst of action potentials, the center width decreased. Furthermore, in nearly all neurons, the firing rate peaked before the minimal receptive field center was reached (Figs. 2 and 3) . The average of the time differences between the occurrence of peak firing rate and minimum center width was 19 Ϯ 15 ms (P Ͻ 0.001, paired t-test). On average, the field center at peak firing rate was 1.9 Ϯ 0.8 times wider than the minimum center width (P Ͻ 0 001; cf. Fig. 7B ). The average response dropped from a peak of 249 Ϯ 121 to 138 Ϯ 75 spikes/s (P Ͻ 0.001, paired t-test) at the time of minimum center width. This dissociation between the changes of firing rate and center width shows that the changes of center width were not simply "iceberg effects" of changing response intensity.
Sample of activated neurons shrinks during brief stimulation periods
The initially wide receptive field centers suggest that a small spot will initially activate a sample of neurons with receptive field centers distributed over a relatively large retinal area and that the sample of neurons, and consequently the retinal area covered by their field centers, will be gradually reduced as the field centers shrink during the stimulation. Thus a small spot will initially activate many neurons, most of them only tran- FIG. 4 . Results for whole sample of nonlagged cells. A: degree of initial reduction of receptive field center (RFC) width is shown by plotting maximum (initial) center width against minimum center width for each neuron. B: subsequent increase is shown by plotting center width at 250 ms, when a steady-state structure had been reached, against minimum center width. C: early change of center-surround antagonism is shown by plotting initial antagonism, calculated from 1st spatial summation curve after start of visual response against antagonism at time when minimum center width occurred. Open spots, X-cells; filled spots, Y-cells. siently, followed by a sustained response in a selection of neurons that still have the stimulus within their field center (schematically shown in Fig. 8A ). To test this hypothesis, we stimulated neurons (n ϭ 4) with spots that were not centered on the receptive field. This is presumably the stimulus conditions for neurons with receptive fields located adjacently to the receptive field of the recorded neuron. We used a spot (1.9°w ide) positioned at three different locations outside the minimum receptive field center (radius 0.8°for the neuron of Fig.  8 ). For all three positions, there was an initial transient response, but the subsequent sustained response that occurs to a small spot in the minimum receptive field center was lacking in these cases (Fig. 8, B-D) .
In another experiment performed on the same four neurons, we used ring-stimuli where the inner diameter of the ring was inside the maximum center but outside the minimum center (Fig. 9) . The histogram in Fig. 9A shows the response in one of these neurons when the outer diameter was at about the border of the maximum receptive field center. The neuron gave a rather strong transient response that almost vanished before the minimum center size was reached (67.5 ms for this neuron). The histogram in Fig. 9B shows the response when the outer diameter was well outside the maximal field center. The neuron still gave a brief transient response, but considerably weaker than the response to the narrower ring, consistent with the fact that now also an inhibitory surround was activated.
The fact that the neurons could be transiently activated by stimuli clearly outside their minimum receptive field center strongly suggests that a small spot presented on the retina will initially activate many neurons over a relatively large area of retina and that, as the field centers shrink during the stimulation, only the selection of neurons that still have the spot inside their field center will continue to fire. Thereby there is a dynamic change in number of responding neurons during the stimulation, and this is another factor that will contribute to a change from coarse to fine spatial resolution in the information transmitted to cortex during brief visual stimulation.
Dynamics of receptive field structure in the input from retina
To compare the dynamics of receptive field structure between LGN neurons and their retinal input, we recorded S-potentials in addition to action potentials for 16 nonlagged cells. S-potentials are putatively postsynaptic potentials in the relay neurons generated by single action potentials in the retinal afferents, and by comparing the frequency of action potentials with the frequency of S-potentials, it is possible to estimate the changes of response that occur at the retinogeniculate relay (Cleland et al. 1971; Hubel and Wiesel 1961; Kaplan and Shapley 1984; Ruksenas et al. 2000) . The initial receptive field center of the retinal input to a LGN neuron has to be at least as wide as the initial center of the LGN neuron, but could be even wider. Previous studies have shown that there are only minor differences in the center width between an LGN neuron and its retinal input when the response is summated over several hundred milliseconds Mastronarde 1987b; Ruksenas et al. 2000) . Thus the center width at steady state is unlikely to differ between a LGN neuron and its retinal input, but the minimum center width during the dynamic changes might differ.
We found no significant differences between the LGN neurons and their retinal input with respect to initial, minimum, or steady-state width of the receptive field center. However, the reduction of center size occurred faster in the LGN neuron than in its retinal input, consistent with the notion that the temporal response pattern is sharpened at the retinogeniculate relay. Furthermore, the two components in the initial wide-range response, which differ with respect to latency, were seen in the retinal input as well. Figure 10 shows results from one neuron. The color map images in Fig. 10A show results for the S-potentials and the ones in Fig. 10D show results for action potentials. Clearly the fast initial shrinkage of the center was present already in the retinal input. Figure 10 , B and E, shows that the degree of shrinkage was about the same for the retinal input and the LGN neuron. For this neuron, the initial wide-range response in the retinal input consisted of two parallel bands (Fig. 10A) . In the LGN-neuron response, this initial wide-range response was strongly attenuated (Fig. 10D) , and the band with the longer latency was presumably attenuated to the degree that it was not apparent in the plot. Moreover, for this neuron, the increase of center width toward the steady-state response was more pronounced in the retinal input (Fig. 10B ) than in the LGN neuron response (Fig. 10E ), but this was not representative for all neurons (Fig. 11B) . Figure 10 , C and F, shows the firing rate to the optimal spot sizes as function of time during stimulation. The peak firing rate of the retinal input (Fig. 10C ) and the neuron response (Fig. 10F ) was about the same, but the well-known lower sustained response in LGN neurons compared with the retinal input (Cleland et al. 1971; Hubel and Wiesel 1961) was clearly noticeable.
For the whole sample of neurons for which S-potentials were recorded, the magnitude of the initial width was 5.1 Ϯ 3.7°for the retinal inputs and 4.9 Ϯ 3.6°for the LGN neuron responses; the minimum center width was 1.0 Ϯ 0.37°for the retinal inputs and 0.91 Ϯ 0.37°for the LGN neurons (Fig. 11A) . The steady-state width (at 250 ms) was 1.9 Ϯ 0.80°for the retinal input and 1.5 Ϯ 0.57°for the LGN neurons (Fig. 11B) . Accordingly, there was no significant change of spatial resolution at the retinothalamic relay in the experimental conditions we used. The antagonism at minimum receptive field center was larger in the LGN neuron than in its retinal input ( Fig.  11C ; 0.93 Ϯ 0.10, against 0.75 Ϯ 0.17; P Ͻ 0.001, paired t-test), consistent with an improvement of edge detection and accentuation of response to edges across retina at the retinogeniculate relay. However, also in the initial response, the antagonism was larger in the LGN neuron than in the retinal input ( Fig. 11C; LGN neuron, 0.71 Ϯ 0.30; S-potentials, 0.43 Ϯ 0.28; P Ͻ 0.005, paired t-test), suggesting that size selectivity in the initial response is increased at the retinogeniculate relay. 
D I S C U S S I O N
We found pronounced reorganization of the receptive fields of nonlagged cells during spot stimulation. The receptive field center rapidly shrank from large to small, and the time to minimum center size varied from neuron to neuron between 50 and 100 ms after stimulus onset with a mean of ϳ70 ms. Thereafter, the center size increased in most neurons such that minimum center size occurred only briefly. Parallel to the decreasing center size, the center-surround antagonism increased, and in most neurons maximal antagonism was attained when the center size had reached minimum. Because the width of the receptive field center presumably is inversely related to the spatial resolution (Livingstone and Hubel 1981; Wörgötter et al. 1998) , there was a qualitative change from coarse-to-fine spatial resolution in the information transmitted to cortex by the single neuron. The major part of the initial transient response occurred before the maximal spatial resolution, and at peak firing rate, the resolution was still clearly suboptimal. Thus the major part of the initial transient response contains visual information of low spatial resolution, and near the end of this transient, the response contains spatial information with maximal resolution.
Because our spot stimuli were centered on the receptive field, it could be argued that we overestimated the width of the field centers. In particular, it could be argued that the outer parts of the initially wide centers were not real parts of the center in the sense that suprathreshold responses could be elicited without simultaneous stimulation of the core part of the center. The experiments with ring stimuli and eccentric spots, which selectively stimulated these outer parts, showed that this was not the case. On the contrary, the results showed that a fast response was elicited at these outer parts and that the response stopped as the field center shrank.
The fact that the neurons initially respond to stimuli relatively far outside their steady-state receptive field center implies that a small spot may initially activate neurons with receptive fields centered over a relatively large part of retina. Thus in the initial part of the stimulation, there is not only a change from coarse-to-fine in the information transmitted to cortex by the single neuron, but also in the sample of neurons responding to the stimulus. The sample of responding neurons will rapidly shrink, such that most of the neurons give only a brief transient response. Only a selection of these neurons, which have properly centered receptive field, will continue to respond, and they will transmit information with maximal spatial resolution.
The lagged cells lack the initial transient response component (Mastronarde 1987a ) because the initial transient in the retinal input is blocked by intrageniculate feedforward inhibition (Heggelund and Hartveit 1990 ). Here we showed that lagged cells have maximal spatial resolution already from the beginning of their response. This is consistent with the hypothesis that lagged cells are specifically linked to pattern analysis, whereas nonlagged cells also seem to play a key role in detection of targets (Hartveit and Heggelund 1992) . This hypothesis was suggested because lagged cells lack of the fast and strong initial transient response and respond in a graded FIG. 8. Initially wide RFCs suggest that number of activated neurons decrease during stimulation. A: schematic illustration of hypothesis. A small stimulus spot (gray discs) will initially activate many neurons because of large field centers (left), but most neurons will respond only transiently because stimulus fall outside centers as these shrink (right). B-D: eccentric stimulus spots presented outside minimum field center (small center circle) but inside maximum field center (large circle) gave a fast initial response that disappeared as center shrank toward minimum. Only responses over the 1st 150 ms of a 500-ms stimulation period are plotted. Dotted line before stimulus onset shows level of spontaneous activity. Y-cell. Bin width in histograms, 5 ms. Number of spot presentations at each location (interleaved) was 100. FIG. 9 . Retinal area where a static stimulus will generate neuron responses decrease during stimulation. Two different ring stimuli were used. Inner diameter of ring was larger than minimum RFC but smaller than maximum center width. A: outer diameter was about equal to maximum center width. B: ring extended beyond maximum center width. Notice that in both conditions sustained response component was lacking. Only responses over the 1st 100 ms of a 500-ms stimulation period are plotted. Dotted line before stimulus onset shows level of spontaneous activity. Y-cell. Binwidth in histograms, 5 ms. Number of presentations of each ring (interleaved) was 100.
manner to contrasts over a wider range than nonlagged cells (Hartveit and Heggelund 1992) .
Reported dynamics of receptive field size in striate cortex during static stimulation (Suder et al. 2002; Wörgötter et al. 1998) were ascribed to mechanisms at the cortical level because only minor changes were seen in LGN. In cortex, the width of subregions in the receptive fields shrank by an average of ϳ2°during 300-ms static spot stimulation, whereas in LGN, an average shrinkage of only ϳ0.2°was found (Suder et al. 2002) . It was suggested that the dynamic sizing of receptive field subregions in cortex was caused by synaptic facilitation of geniculocortical input during the initial transient response of the LGN neurons. Thereby, otherwise subthreshold excitatory inputs in peripheral parts of the cortical receptive field could become suprathreshold for the duration of the transient response, causing a brief widening in the field (Suder et al. 2002) . Our data, which were obtained with higher temporal and spatial resolution than those of Suder et al. (2002) , show changes in the width of receptive field centers in LGN that are large enough to explain the changes observed in cortex (Suder et al. 2002; Wörgötter et al. 1998) . In fact, the average differences between the maximum and the minimum width we found (2.9 Ϯ 2.2°, P Ͻ 0.001, paired t-test) was slightly larger than the average shrinkage of the subfields in cortex; a discrepancy that could be caused by differences of eccentricity of the sampled neurons. Furthermore, in LGN, we found the widest field centers at the beginning of the response when the firing rate was low, rather than at the peak firing rate. Therefore we suggest that the dynamics of receptive field width in cortex reflect the dynamic shrinkage of field centers in LGN neurons rather than a brief widening caused by the high firing rate in the transient response component in the geniculate input. Moreover, the time-course of the shrinkage in the cortical receptive fields (fast shrinkage after the 1st 50 ms of the response; Wörgötter et al. 1998 ) is similar to the time-course we found in LGN.
The shrinkage of the receptive field center and increase of spatial resolution during static stimulation were not mentioned in most of the previous studies in LGN (Bullier and Norton 1979; Cai et al. 1997; Eckhorn et al. 1993; Golomb et al. 1994; Reid et al. 1997; Stevens and Gerstein 1976; Wolfe and Palmer 1998) . Nevertheless, shrinkages of receptive field center can be seen in figures in some of the papers (Stevens and Gerstein 1976) , suggesting that the phenomenon may not have been noticed or considered to be without importance. However, Menz and Freeman (2004) addressed this phenomenon and estimated the degree of shrinkage. Because they could only estimate these changes within a rather short time interval, it is difficult to compare the values they found with our results.
The spatiotemporal response characteristics of visual neurons have been extensively studied (for reviews, see Albrecht et al. 2003; Frishman et al. 1987; Shapley and Lennie 1985) . In most studies, the stimulus was modulated on the receptive field for longer periods (typically several seconds) to approximate a steady-state condition and minimize initial transient effects. However, in natural saccadic inspections transient response components presumably play a key role. Accordingly, Frazor et al. (2004) used static grating stimuli presented briefly (200 ms) on the receptive field of neurons in striate cortex to study dynamics of optimal spatial frequency during periods similar to those of natural fixations. They found increasing optimal spatial frequency during the stimulation, consistent with the dynamics of receptive field width (Suder et al. 2002; Wörgötter et al. 1998) . Frazor et al. (2004) suggested that the changes of optimal spatial frequency were generated in cortex. However, the changes of optimal spot diameter we found, as well as our experiments with static gratings, suggest that the dynamics of spatial resolution in cortex is caused by dynamics in the geniculate input. Frazor et al. (2004) found a gradual increase of optimal spatial frequency over ϳ30 ms after response onset, and the response latency seemed to be ϳ30 ms. This is about the same time-course as we found for the decrease in optimal spot size. Moreover, we found a similar increase of latency to peak response with decreasing spot width (Figs. 2, A and B, and 3, A-D) and increasing spatial frequency (Fig. 4) as Frazor et al. (2004) found in cortex.
The dynamics of the more specialized response properties generated in the cortical circuits might also to a certain degree be caused by the coarse-to-fine changes in the geniculate input to cortex. Although differences of stimulus conditions, experimental designs, and differences of species studied complicate a direct comparison, there are examples of striking similarities between the dynamics at the geniculate and cortical levels. Orientation selectivity in V1 appears after a delay of 30 -45 ms (Ringach et al. 1997) , and maximum selectivity is reached after ϳ60 ms (Xing et al. 2005) . In area V2, of awake, fixating macaques Hegdé and Van Essen (2004) showed increased shape selectivity in single units during brief (300 ms) presentation of different shape stimuli. The neurons responded unselectively to most shapes in an early transient response 40 -60 ms after stimulus onset, whereas the subsequent, weaker response showed clear shape selectivity. In general, most of the dynamic coarse-to-fine changes in cortex seem to occur within the first 150 ms after stimulus onset (Müller et al. 2001) , like the dynamics we found for spot width selectivity and spatial resolution in LGN.
A brief static stimulus has been regarded as a condition that in many respects resembles the stimulus conditions that occur naturally during fixations in saccadic vision (Frazor et al. 2004) . In this perspective, it may seem puzzling that the response we found at the time with maximum spatial resolution was relatively weak in several of the neurons. However, in natural visual inspections, the visual response in LGN neurons to the brief visual stimulation in intersaccadic intervals seems to be modulated by saccade-related signals (Lee and Malpeli 1998; Reppas et al. 2002) . Before a saccade, there is a suppression of the visual response that in the cat peaks ϳ100 ms before the start of the saccade and smoothly reverse to facilitation by the end of the saccade. The facilitation peaks 70 -130 ms after the end of the saccade (Lee and Malpeli 1998) . This suggests that the strongest postsaccadic enhancement coincides with the time of maximal spatial resolution after stimulus onset. Thereby, the response of the LGN neurons at the time of maximal resolution will probably be stronger in normal viewing conditions than in our experimental conditions. Moreover, the suppression of visual response during preparation of the next saccade probably attenuates the response in the later part of a fixation period. That could mean attenuation in the part of the response pattern that appeared as a steady state in our experiments. This could further accentuate the signal during the time window with maximal spatial resolution.
Our experiments with combined S-potential and action potential recordings showed that the initial fast shrinkage of the receptive field center was present already in the retinal input to LGN neurons. The degree of shrinkage was similar for the retinal input and the LGN neuron, and apart from the faster shrinkage in the LGN neurons, the temporal pattern of the shrinkage was also similar. Mechanisms for generation of the dynamics of center width in retinal ganglion neurons are unclear. Several previous studies have shown that spatiotemporal characteristics of X-cell responses in the cat retina to drifting or sinusoidally modulated grating patterns can be fitted by the receptive field model of Rodieck (1965) by assuming that the surround mechanism has slightly longer latency (0 -3.6 ms, Derrington and Lennie 1982; 1.2-7.7 ms, Enroth-Cugell et al. 1983 ) than the center mechanism. Corresponding modeling of Y-cells is severely limited by the pronounced nonlinearities of these neurons (Frishman et al. 1987) . A lag of surround suppression in X-cells is one factor that could contribute to the dynamics of center width in these neurons, but the short duration of the estimated lag suggests that other factors are involved as well, such as differences between center and surround mechanisms with respect to time-course of response. Direct experimental studies of such possible factors are hampered by the fact that the neural circuits mediating the inhibitory surround are still not well characterized (Demb et al. 2001; Flores-Herr et al. 2001; Kamerans and Spekreijse 1999; McMahon et al. 2004) . The two components we observed in the initial wide range response suggest that retinal mechanisms with different latencies are involved in the generation of the transient response. One possibility is that the fastest component with the narrower spatial range is related to lateral summation in the outer plexiform layer, whereas the slightly slower component with the wider spatial range is related to transient spread of excitation in the inner plexiform layer. However, our experiments on retinal input to LGN were based on recordings of S-potentials rather than on paired recordings from connected retinal ganglion cells and LGN neurons. Therefore we cannot exclude the possibility that the shrinking receptive field centers we found in the retinal input were at least partly caused by a change in the number of retinal afferents contributing to the LGN neuron response. Physiological data from paired recordings from a LGN neuron and synaptically connected retinal ganglion cells suggest that only a few retinal ganglion cells converge on a single LGN neuron, and some LGN neurons are dominated by input from a single retinal ganglion cell (Cleland and Lee 1985; Dubin and Cleland 1977; Mastronarde 1987b Mastronarde , 1992 ). This conclusion was based on cross-correlation of responses to a visual stimulation lasting several hundred milliseconds. Thus although the response of a LGN neuron was dominated by input from a few retinal ganglion cells through the major part of the stimulation period, it could well be that a somewhat higher number of inputs contributed in the initial part of the visual response. Anatomical data on degree of convergence of retinal fibers on single LGN neurons are sparse (Hamos et al. 1987; Robson 1993 ), but for Y-cells, data suggest convergence of multiple inputs (Ͼ10) on the single neuron (Robson 1993) .
The initial strong transient firing rate that occur in the nonlagged cells may serve an essential function in fast and efficient detection of visual targets, but also in alerting and fine-tuning of potential neuronal circuits involved in the subsequent detailed analysis of the visual features of the target. In this connection, it gives sense to initially alert and tune in neurons over relatively large retinotopic areas before the neurons optimally suited for analysis of the target are selected. The early, strong response mediates spatial information with coarse resolution and is followed by weaker response that mediates spatial information with maximal resolution. Thus the transmission could be described as a dual-phase process: an initial strong alerting and preparing signal, followed by transmission of the precise message. 
