In this paper, we generalise the constant market shares (CMS) framework, with particular attention to the underlying theoretical conditions required for diagnostic interpretation. The approach is applied to the analysis of the export performance of the Australian processed food sector in South-East Asia over the period 1980-2003. We conclude that the usefulness of CMS analysis for evaluating a country's international trade performance depends upon the empirical validity of the aggregation assumptions implicit in the diagnostic interpretation.
Introduction
Constant market shares (CMS) analysis is a technique for analysing trading patterns and trends for the purpose of policy formulation. The technique is intended to shed light on the factors underlying a country's comparative export performance. Based on an identity, the method is first and foremost a descriptive tool indicating whether or not a country's comparative export performance reflects changing market shares or total market growth. The more ambitious would want the method to specify the factors underlying these shifts, such as relative prices and income. However, the shift from descriptive to diagnostic analysis requires a clear understanding of the theoretical model implicit in the presumption that market shares only reflect a country's international competitive performance.
The traditional CMS model was first applied to the study of international trade by Tyszynski (1951) . Some recent studies still use this model despite the problems widely documented by, among others, Richardson (1971a,b) , Jepma (1986) , and Oldersma and Van Bergeijk (1993) . For example, Drysdale and Lu (1996) use the traditional model to assess Australia's overall export performance over the decade to 1994. Brownie and Dalziel (1993) employ the traditional model to analyse New Zealand's export performance As indicated, CMS analysis involves decomposition of an identity. For a measure of a country's comparative export performance, we take the ratio of its exports to those of a standard:
(1)
where S is the ratio of exports of a 'focus country', x to X , the exports of one or more countries that serve as a standard of comparison. For some insight into the factors underlying the competitive performance of a country, the (proportional) change in exports, q , is decomposed into three terms: a scale effect, Q , a competitive effect, s , and a second-order effect, sQ :
where q , Q and s are the proportional changes of x , X and S , respectively, over a discrete period of time.
From one perspective, the decomposition into the three effects is a matter of definition, as Equation (2) is based on an identity. To this extent, interpretation involves a description of past trading patterns. However, description inevitably leads to inferences regarding the forces underlying the country's export performance and, thereby, an interpretation that is diagnostic. At the heart of the diagnostic interpretation is the market-shares norm, or the presumption that changes in market share, s , reflect purely competitive conditions (Junz and Rhomberg 1965) . Although the market shares norm yields an immediate and unambiguous interpretation of the three terms, in practice the actual data will not generally conform to the requisite aggregation conditions. The usefulness of CMS analysis as a diagnostic tool hinges on the extent to which the market-shares norm is empirically acceptable.
The model above, Equation (2), can be thought of as the aggregate version of Equation (3) below. That is, when exports are differentiated in terms of product type ( i = 1, . . . , I ) and regional destination ( j = 1, . . . , J ), the export growth for the focus country, say Australia, in market ij can be written as follows:
where q ij = ∆ x ij / x 0 ij is the growth in exports of Australia for the ( i , j )th commodity; Q ij = ∆ X ij / X 0 ij is the growth in exports of the set of countries against which the focus country's export performance is compared, herein called the reference group or standard; and s ij = ∆ S ij / S 0 ij is the growth in the export ratio for the ( ij )th commodity. Therefore, CMS analysis can be applied to each predefined market. Aggregate export growth is, then, a weighted average of growth over the IJ markets:
where
The weights, w 0 ij , represent the composition of exports from the focus country. Substituting (3) into (3a), we derive an expression for what can be called the basic CMS model: (3b) Table 1 provides the interpretation of the three components. The scale effect (SE) is the growth in exports if individual market shares were constant, whereas the competitive effect (CE) assumes imports are fixed. The second-order effect (SOE) indicates how well the exporting country has adapted its export share to make use of the import growth of its trading partner (Fagerberg and Sollie 1987) . A negative SOE means that the exporter has lost market share in markets that grow quickly, and gain market share in markets that grow slowly. 
Extensions to the basic model
The scale effect and competitive effect in the basic model can be further decomposed to provide insights into whether they are due to the general growth in all markets or due mostly to the growth in some markets. This decomposition at the second level is presented in Tables 2a and 2b . The aggregate effects (SAGE and CAGE) assume that the scale or competitive effect is uniform across markets, whereas the market effects (SME and CME) measure the resulting aggregation bias, averaged across all markets. The market effects indicate whether or not export structure (represented by the weights, w) can have an influence on the country's export growth. A positive market effect suggests that the exporter has been targeting the 'right' markets.
A third-level analysis goes further and decomposes the market effects according to whether or not market-specific effects arise from the product markets (SPE and CPE), the regions (SRE and CRE) and whether or not there is a combination of the two (SIE and CIE). The product effects will be positive if the export structure favours those markets in which market growth is above average (for the SPE) or growth in market share is above average (for the CPE). The interaction terms, SIE and CIE, indicate whether product and regional effects reinforce or offset one another. If the product and regional effects reinforce each other, part of the export growth attributed to the regional effect will also have been accounted for under the produce effect, which needs to be corrected by the interaction terms.
This CMS model differs from the traditional model in a number of ways. In the traditional model, as presented in Leamer and Stern (1970) , there is no interaction term, the second-order effect (SOE). The SOE is effectively combined with the competitive effect. As discussed, the SOE has its own meaning and the inclusion of all three effects provides what one would expect to be a useful method for descriptive analysis. A second important issue is the order problem. At the third level of decomposition, the traditional model would accept the scale product effect to be either ∑ ij w 0ij (Q ij − Q j ) or ∑ ij w 0ij (Q i − Q). These two terms are not equal and create inconsistency (Richardson 1971a) . Jepma (1986) argues that if the product effect is represented by ∑ ij w 0ij (Q i − Q), the exporting country is compared to the standard country with the implicit assumption that the two have the same geographical distribution of commodity (no regional effects are taken into account). However, real data show that there are rigidities in export structure and the commodity composition of the export country cannot always adjust exactly to that of the standard country, which falsifies the above assumption (Jepma 1986, p. 23) . Therefore, the product effect should be represented by ∑ ij w 0ij (Q ij − Q j ) and the regional effect should be represented by ∑ ij w 0ij (Q ij − Q i ).
The third advantage is that following the framework of the three levels presented can help provide better insights into what contributes to the export growth. This will be illustrated in the last section.
Market-shares norm
The primary source of dispute has been the use of CMS as a diagnostic tool (Houston 1967; Ooms 1967; Richardson 1971a,b) . As with any empirical Table 3a Third-level analysis -decomposition of the scale market effect Name Formula Interpretation
Scale regional effect (SRE)
A verage scale market effect if scale market effects differ across regions alone Scale product effect (SPE)
A verage scale market effect if scale market effects differ across products alone Scale interaction effect (SIE) ∑ i w 0ij (SME ij − SRE ij − SPE ij ) Average impact of differential import growth across both regions and products (negative if the product/regional effect reinforces the regional/product effect) analysis, interpretation depends on theory and CMS is no exception. Perhaps the reason for CMS attracting greater attention over the question of interpretation than other methods (based on explicit empirical models) is that it is based on an identity and is not derived from an explicit theory. CMS analysis involves a decomposition of terms of an identity and, as such, the empirical results can be consistent with any number of theories.
What we have referred to as the market-shares norm, allows us to 'identify' an underlying class of theoretical models, provided certain assumptions are met. The norm asserts that a country's export performance, vis-à-vis some standard, will depend solely on its competitiveness. Following Leamer and Stern (1970) , the comparative performance of the focus country will depend solely on relative prices:
where x ij /X ij is the ratio of exports of the focus country to those of the standard and pr ij /PR ij is the relative price between the two suppliers. Very few attempts have been made to address the issue of the type of theoretical model entailed by the market-shares norm. Ooms (1967) demonstrates the consequences of not assuming constant costs with the implication that the chosen period should not be too short. Jepma (1986) defines four models under progressively less restrictive assumptions starting with constant income, constant relative prices, uniform income elasticities, and constant costs. Merkies and van der Meer (1988) explicitly model the underlying process in terms of a two-stage budgeting procedure, along the same lines suggested by Armington (1969) . In the Armington two-stage procedure, a given amount of import expenditure is allocated across goods and then across the suppliers of these goods. The expenditure to be allocated in the second stage is determined at the first stage. Assuming, in addition, uniform income elasticities of goods within a group, prices of goods outside the group will only affect real expenditure of the group (and not its composition). Following Merkies and van der Meer (1988) , the scale and competitive effects can be expressed as follows:
Scale effect in market ij:
Competitive effect in market ij:
The scale effect in market ij will be a function of the growth in total expenditure, Q j , and the change in the price of the product, i, P ij , relative to all other products of region j, P j . The parameter, σ j , is the elasticity of substitution of a constant elasticity of substitution (CES) model. The competitive effect in market ij is a function of relative prices alone as long as σ ij is independent of market size. Furthermore, the scale effect will be influenced by the relative prices of the commodity group, as well as the scale of the overall market. 
Additional theoretical and operational problems
As a descriptive tool, the main hurdle for CMS analysis appears to have been resolved with Jepma's (1986) revision. Apart from the order problem, the other problem cited in the published work has been what Richardson (1971a,b) termed the index problem; the choice of an appropriate base year. Jepma (1986) suggested using a continually shifting base rather than using fixed weights from a unique base year. Jepma's method allows for changes in export composition (that is, the ws) over time and also allows for fluctuations arising from potential supply constraints to be smoothed out. For the empirical analysis of this study, the CMS was estimated on an annual basis and the average was taken over successive 5-year periods. Another set of issues revolves around the applicability of the three aggregation conditions to the regions, products, and standard. Is it appropriate, for example, to treat East Asia, or even a country like Japan, as one region, or should they be disaggregated? It has been suggested that the CMS model may itself yield such criteria for determining the appropriate level of aggregation (Leamer and Stern 1970) . For instance, a reasonably straight-forward algorithm for choosing the level of disaggregation is where the marginal increase in the product (regional) effect from disaggregation of products (regions) is zero. Unfortunately, there may be no reason to expect such an algorithm to converge to a unique solution. Houston (1967) , for example, found that there was no monotonic relationship between the level of disaggregation and the structural effects to be found in his data. Some criteria developed from the theory underlying CMS are needed for aggregation.
The use of CMS analysis as a diagnostic tool depends on three features of the market-shares norm for its interpretation and viability. The model assumes that the demand for exports of the focus country depends on real expenditure on standard exports and the price ratio between the competing suppliers. This implies that each consumer's utility-maximising procedure may be represented by a two-stage budgeting process à la Armington (1969) . The Armington conditions depend on how the standard is selected (all or only a selection of suppliers) and how products are classified. Each product type is an aggregate over a number of products and each region represents a large number of consumers. Uniformity of income elasticities and elasticities of substitution (among suppliers of the same commodity) within regions and product groups is therefore required if the relationships postulated by Armington (1969) at the microlevel are to be translated into the same relationships between (linear) aggregates (Green 1964) . The answer to the aggregation problem therefore depends on the similarity of consumer preferences within regions and the absence of distribution effects.
Clustering methods may be a way of dealing with the problem of aggregating over products and consumers. Pudney (1981) Alston et al. (1990) focuses on the structure of consumer preferences. Their tests involve non-parametric analysis of consumption patterns to determine whether or not they are consistent with the axioms of revealed preference and, in particular, the implications of homothetic preferences. Clustering methods can help to construct optimal groups where products within each group are inseparable, whereas any two products belonging to two different groups are separable. However, they require extensive calculations and a detailed data set that includes all goods (domestic and imported goods), all prices, and budgets.
Testing for cointegration among prices to ascertain whether or not any two products can be grouped may provide a more efficient method for addressing the problem of product aggregation. Two products should be grouped only if their prices behave in a similar way, that is, they should cointegrate. Examples include Jung et al. (1997) using cointegration to test regional and product aggregation biases in the composite price of forestry products, and MartinAlvarez et al. (1999) testing aggregation bias in a farm price index.
As indicated above, the standard selection can affect the satisfaction of the Armington conditions. The standard can be global exports that include all exporters in the world or the imports of the market studied that include only exporters supplying that market. World exports are used as the standard to examine OECD countries' export performance in Fagerberg and Sollie (1987) , and the UK's export performance in Irwin (1995) . World exports are a convenient standard when a study deals with many focus countries, but it makes the results less meaningful. As Richardson (1971a) argues, because CMS's objective is to examine competitiveness, the standard should be the sum of all competitors of the focus country, not the world exports. This approach has been followed by Jepma (1986) , Oldersma and Van Bergeijk (1993) , AhmadiEsfahani (1993 AhmadiEsfahani ( , 1995 , and Ahmadi-Esfahani and Jensen (1994) .
The issue of determining the appropriate length of time over which CMS is applied should also depend on the market-shares norm. Assuming costs in each country are constant, relative prices can be taken as determined solely by the cost conditions in the supplying country. In this case, a change in relative prices may be unambiguously associated with differential growth rates in wages or productivity, as well as relative improvements in technology. The supply conditions therefore limit applied analysis to changes over the medium to long run, whereas the demand conditions may place an upper limit on the length of the period (due to changing tastes).
Finally, the currency used in the CMS analysis can affect the size of different effects. As Oldersma and Van Bergeijk (1993) demonstrate, using different currencies can reverse the sign of the effects. In the CMS model, changes in exchange rate will change the relative competitiveness of the commodities and therefore CMS analysis should utilise the currency that is most popular in transactions of the commodities. In the empirical work, because most of the studied countries have weak currencies, trade is performed mostly in US currency. All values were therefore in US dollars. These issues need to be borne in mind when interpreting the CMS model for diagnostic purposes. An unambiguous interpretation requires the marketshares norm, which assumes that market shares are independent of total imports, prices are cost-determined, and the only source of product differentiation is in terms of country of origin. The relative simplicity of the diagnostic interpretation under the market-shares norm can breed complacency and misconceived policy conclusions. Alston et al. (1990) is one study that has cast serious doubts over the Armington (1969) assumptions and, by implication, the market-shares norm.
Although much work needs to be carried out to clarify the issues underlying the diagnostic interpretation of the CMS model, the model's advantages should not be lost. CMS analysis is able to yield quite precise hypotheses and, thereby, indicate the direction for further research using other quantitative, as well as qualitative, methods. An explicit recognition of the limitations of the market-shares norm at least yields a set of refutable maintained hypotheses, indicating possible avenues for further research. In fact, the issue is really one of being able to correct for the bias arising from an interpretation based on the market-shares norm, and this requires a case-by-case assessment of the extent to which the norm holds. The CMS framework provides a useful avenue for structuring empirical research into the competitiveness of countries.
An illustration
In this section, the CMS framework outlined above is applied to an analysis of Australian food export performance in South-East Asia (SEA). This is a major market for Australia, importing 11.2 per cent of Australian 2003 merchandise exports. Although it is lower than the import share of EU (14.1 per cent), the high growth rate averaging 9.7 per cent over 1993-2003 makes SEA an increasingly important trading partner (DFAT 2005) .
We selected four key destinations for Australian food exports to the region, namely: Indonesia, Singapore, the Philippines, and Malaysia. Three products were selected based on their importance in the overall performance of the Australian food economy; namely milk, beef, and cheese. In 2003, these products accounted for 28.2, 6.6, and 2.6 per cent of Australian food import to the region (OECD 2005). The three products derived from this database are the following. Beef (SITC Rev3 classification 011: 'bovine meat') consists of fresh, chilled, and frozen beef. Cheese (SITC Rev3024: 'cheese and curd') consists of powdered and grated cheese; whole processed cheese; other cheese and curd. Milk consists of fresh and preserved milk and cream (SITC Rev3022: 'milk and cream').
Data

Aggregation bias
The aggregation bias is checked by testing the cointegration between subproducts' annual prices. These tests are limited by the fact that the SITC Rev.2 only disaggregates the first product class into bovine meat with bone and bovine meat without bone; the third product class into fresh milk and cream, and preserved milk and cream, whereas the second product class is not disaggregated at all. In addition, historical data on prices of disaggregated commodities exported to the other three countries are available for only the recent 10 years from 1993 to 2003 in the form of annual data, which is too short for cointegration tests. Tests were therefore carried out for prices of commodities exported to Singapore only. There is, however, no guarantee that the test results for Singapore will represent the situation in the other three countries and this lack of cointegration tests remains the caveat of the empirical analysis.
As shown in Figure 1 , the prices of bovine meat with bone and bovine meat without bone have very similar patterns of movement. Further examination shows that these two series are non-stationary, but cointegrated with each other (Table 4 ). The aggregation of these two products into one product does not lose any information on each series and therefore does not create aggregation bias.
To cross-check this cointegration result, the Johansen cointegration test was carried out for these two price series. The test uses the vector error-correction To use the test, extra care must be taken to avoid Johansen likelihood ratio test's pitfalls (Gonzalo and Lee 1998) . For example, if no lags are included in the VECM, and there is at least one variable, that is, I(2), the likelihood ratios will converge to zero, when the sample size increases, leading to a conclusion of no cointegration when there may be in fact cointegration. Or if the VECM does not include any deterministic trend, the likelihood ratios will not converge, as the sample size increases. Accordingly, the null hypothesis will eventually be rejected, although there is no cointegration. Gonzalo and Lee (1998) also show that the Engle and Granger test is more robust and not subject to these pitfalls.
The Johansen test results for the price of bovine meat with bone and bovine meat without bone indicate that at 5 per cent significance level, there are two cointegration equations. The first likelihood ratio is 18.97 and the second is 4.09, both of which exceed their critical values of 18.17 and 3.74, respectively.
Fresh milk and cream, and preserved milk and cream also have prices moving together, although the similarity of the movement is less obvious (Figure 2) . Unit root test results in Table 5 indicate that both series are nonstationary and they are cointegrated. Therefore, the aggregation of the two products does not cause aggregation bias.
A Johansen cointegration test is also applied to these series. The results indicate that there are two cointegration equations at 5 per cent significance level. The likelihood ratios are 18.5 and 7.37, which exceed their critical values of 18.17 and 3.74, respectively.
The CMS calculation was organised in two steps. The CMS effects were first calculated on an annual basis, and then averaged over 5-year periods. This was performed to smooth out fluctuations arising from potential supply constraints. The CMS effects for SEA include both regional and product ∆P bt = 0.87 + 0.01t − 0.52P bt−1 + 0.26∆P bt−1 Non-stationary (2.07) (1.1) (−2.69) (1.18) n = 23, at level of significance of 5%, τ = −3.6
Unit root test of boneless bovine price (P lt )
Non-stationary (1.2) (0.33) (−1.65) (1.5) n = 23, at level of significance of 5%, τ = −3.6
Cointegration test of P bt and P lt P bt = −12 + 0.007t + 0.37P lt + -t P bt and P lt are cointegrated (−0.74) (0.81) (4.6) 
Results
In the last two decades, the development of Australian food exports to the SEA region appears to indicate a similar trend to the growth of SEA food imports (Figure 3) . Australia has gained an increasingly more important role in supplying food to the region, as indicated by its import shares (Table 6 ). The five periods in Table 6 characterise four distinct stages of Australian export to SEA: the early stage with low growth (1980) (1981) (1982) (1983) (1984) (1985) , the fast-growing stage (1985-1990 and 1990-1997) , the crisis stage with negative growth (1997) (1998) , and the recovering stage (1998) (1999) (2000) (2001) (2002) (2003) . The sharp contrast among the fast-growing stage, the crisis stage, and the recovering stage will help demonstrate the method more clearly. Therefore, the discussion below will focus on these three stages. 
Non-stationary (2.4) (1.6) (−2.5) (1.58) n = 29, at level of significance of 5%, τ = −3.5
Cointegration test of P ft and P pt In the two fast-growing periods, 1985-1990 and 1990 -1997 , the scale effect plays an important role (Table 6 ). If Australia had maintained its market share in all markets, it would have had an export growth rate of 20 and 12 per cent a year, respectively. In 1985-1990, Australia's weighted market share did not change, but in 1990-1997, the weighted market share improved significantly, contributing eight percentage points to export growth. The negative SOEs for the two periods indicate that Australia was gaining market share in slowgrowing markets, whereas losing in fast-growing ones. However, this should not be perceived as a problem, because the SOE (-2 per cent) was insignificant compared to the competitive effect (8 per cent) in 1990-1997. After all, the change in market share contributed to an increase in export growth. The comparison between the scale effects and the average growth of import by SEA shows that in these two periods, Australia had a favourable export structure that focused more on high-growth markets.
The advantage of Australia's export structure can be seen more clearly in the second-level analysis results presented in Table 7 . The scale aggregate growth effect is actually the average growth of import by the SEA. The scale market effect represents the extra growth impacts of having an export structure that puts more weight on higher-growth markets. In this sense, the export structure has contributed 3 and 2 percentage points to export growth in the period 1985-1990 and 1990-1997, respectively . The decomposition of the scale-market effect into regional effect and product effect at the third level shows that the product effect dominates in the first period and the regional effect dominates in the second period (Table 7) .
When the large gain in competitiveness of 8 per cent in the period 1990 -1997 is decomposed at the second level, it can be seen that the competitiveness is improved almost uniformly across markets (CAGE ≈ CE). The differential competitive effect across markets was low and negative (CME = -0.01) ( Table 8) . Australia gained more market share in unimportant (in terms of weight) markets and less in important markets. The decomposition of CME at the third level shows that Australia gained its competitiveness in lowweighted regions, but gained competitiveness in high-weighted products. The positive product effect is, however, negated by the interaction term that indicates the reinforcement of product effect and regional effect.
The SEA region was seriously influenced by the Asian crisis in 1997-1998. The export structure of Australia, which was favourable in the previous period, then exacerbated the crisis's impact. The scale effect was inflated to -31 per cent from the region's average growth of -28 per cent (Table 6 ). The differential effect SME of -3 per cent was due to both the regional effect and product effect. In other words, markets that Australia targeted, both in geographical distribution and in terms of commodity distribution, were hard hit by the crisis. Contrary to the scale effect, Australia's competitiveness improved significantly during the crisis. Although competitiveness improved more in harder hit markets (SOE < 0), the improvement alleviated the crisis's effect significantly. Australia's exports fell by only 22 per cent compared with the region's import reduction of 28 per cent. The second-and third-level decomposition of the competitive effect (CE) shows that Australia's average market share actually decreased, but the market shares in important importing countries and important products improved remarkably.
In the recent period, 1998-2003, the SEA's import recovered to the growth level of period 1990 -1997 with an average growth rate of 9 per cent per year. Australia's exports, however, grew at only 2 per cent a year. This is due to the loss in competitiveness and the fact that Australia lost more market share in highergrowth markets (Table 6 ). The second-and third-level decompositions further show that Australia's average market share grew at 2 per cent, but it suffered serious losses of market shares in important importing countries. This may have been due to new discriminatory trade barriers imposed by importing countries or exchange rate depreciation or the introduction of export subsidies that aim at restoring the country's economy after the crisis. Further research is required to investigate the causes of this negative regional effect to prevent Australian exporters from being disadvantaged by foreign trade policies.
Conclusion
In this paper, we have shown that the CMS model, based on Jepma's (1986) revised framework, can be generalised and extended to fully exploit its descriptive potential. An important contribution of this paper has been to provide a general framework for descriptive analysis. Furthermore, we have highlighted a role for CMS in formulating hypotheses and complementing other methods of empirical trade analysis.
For descriptive purposes, the CMS framework enables a progressively more detailed examination of trading patterns. Starting with a level-one analysis, the analyst can gain an idea of the relative importance of scale, competitive, and second-order effects. A level-two analysis indicates the relative importance of growth or market effects. Furthermore, if a market effect appears significant, it can be decomposed into regional and product effects to identify the source of growth differentials across markets (a level-three analysis). Accordingly, the three levels are complementary, and differ from one another only in terms of the information details provided.
Although Jepma's (1988) revised framework places descriptive analysis on solid foundations, diagnostic and policy analyses will remain open to dispute. We have demonstrated how the various scale and competitive effects may be interpreted under the market-shares norm. CMS analysis will generate hypotheses that are refutable, provided that the model used for diagnostic interpretation is explicitly specified. In this way, the maintained hypotheses of the marketshares norm, as well as those suggested by CMS analysis, can be tested. 
