Abstract-In this paper, the authors give a necessary and sufficient condition for globally stabilizing a nonlinear system, robustly with respect to unstructured uncertainties8(u; x; t); norm-bounded for each fixed x and u: This condition requires one to find a smooth, proper, and positive definite solution V (x) of a suitable partial differential inequality depending only on the system data. A procedure, based on the knowledge of V (x); is outlined for constructing almost smooth robustly stabilizing controllers. Our approach, based on Lyapunov functions, generalizes previous results for linear uncertain systems and establishes a precise connection between robust stabilization, on one hand, and H1-control sector conditions and input-to-state stabilization on the other.
I. MOTIVATIONS AND PROBLEM FORMULATION
I N THIS paper we will consider nonlinear systems of the form (1) with a.e., state vector input vector and output vector an unknown matrix-valued function of appropriate dimensions, and known matrix-valued functions of appropriate dimensions, with smooth entries and such that and
The class of uncertainties is characterized as follows:
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Publisher Item Identifier S 0018-9286(99) 00557-7. where is the standard 2-norm. The uncertainties considered in this paper are unstructured (i.e., one-block).
The structure of the system uncertainties assumed in (1) may rise, for example, either from connecting a nominal plant with uncertainties or in physical systems in which "matching" conditions are satisfied.
In what follows, by almost smooth we mean any function smooth everywhere on its domain of definition except possibly at the origin. We consider almost smooth feedback laws of the form either (2) with whenever is available for feedback (static state-feedback), or (3) with whenever only is available for feedback (static measurement-feedback). The straightforward extension of the results contained in this paper to the case of dynamic measurement feedback (with a priori fixed order) is left to the reader.
II. NOTATION
• For each and denotes the vector subspace spanned by the columns of and denotes the kernel of • For each and the matrix denotes the pseudoinverse of i.e., the unique matrix such that
These conditions amount to the requirement that for each are the orthogonal projections onto and respectively. Throughout the paper we will 0018-9286/99$10.00 © 1999 IEEE extensively use the following properties of which follow directly from its definition for Moreover, if define • For a given set let denotes the set of positive (negative, respectively) real numbers, the set of nonnegative real numbers, and the set of nonzero real -vectors.
• A function is said to be of class (or ) if it is continuous, , and strictly increasing.
• A function is said to be of class (or ) if and
III. CONTROL LYAPUNOV FUNCTIONS AND UNCERTAIN SYSTEMS Let us consider nonlinear systems (4)
Let denote the trajectory of (4)- (2) at time with Definition 1: System (4) is globally asymptotically stabilizable via state-feedback (GASS) if there exists an almost smooth feedback law (2) such that 1) (Stability) there exists such that for all and whenever and 2) (Attraction) there exists such that whenever and Definition 1 is equivalent to the classical notion of stabilization in the sense of Lyapunov (see [3] for further remarks). The fact that (2) may fail to be even continuous at the origin is not a problem for existence and uniqueness of trajectories outside the origin. Moreover, a similar definition of stabilizability can be given when only is available for feedback, and in this case we will say that (4) is globally asymptotically stabilizable via static measurement-feedback (GASSM). If stability and attraction are satisfied for (4) with we will say that (4) is globally asymptotically stable (GAS).
Let be a smooth, proper, and positive definite function and let and The following fact is a direct consequence of [1] . 
is almost smooth and such that (4) and (5) is GAS. Moreover, the feedback law (5) is continuous on if and only if satisfies the SCP.
The functions and can be interpreted as stability margins, which, in general, are different (see [2] ). To avoid confusion, we must remark that Fact 1 states that the existence of CLF amounts to (1) being GASS with some (not arbitrary) stability margin.
One of the primary aims of this paper is to generalize Fact 1 to uncertain systems (1) . To start with, we need to make precise what we mean by global stabilization of (1). Let be the set of matrix-valued functions continuous w.r.t. the first two arguments and Lebesgue measurable w.r.t. the third argument. Let be any trajectory of (1) and (2) at time with Definition 4: System (1) and (2) is uniformly globally asymptotically stabilizable via state-feedback (UGASS) if there exists an almost smooth feedback law (2) such that 1) (Uniform stability) there exists such that for all and whenever and for all 2) (Uniform attraction) there exists such that whenever and for all If uniform stability and attraction are satisfied for (1) with we will say that (1) is uniformly globally asymptotically stable (UGAS). Our definition of stabilization is the same as the one used in [3] and it is equivalent to the one adopted in [2] . Our next step is to state precisely what we mean by the robust control Lyapunov function (RCLF). The definition of robust control Lyapunov was first introduced in [4] in the framework of quadratic stabilization of linear uncertain systems. Here we adopt a nonlinear version of that definition. Another definition of robust control Lyapunov was recently given for nonlinear uncertain systems in [2] . Here we refer to a particularization of that definition to the class of system (1).
Definition 6 [2] : is a robust control Lyapunov function (RCLF) for (1) This suggests that for the class of uncertain systems considered in our paper and in terms of calculations, Definition 5 is easier to be checked than Definition 6 (we do not have to compute the supremum of the left-hand part of (6) with respect to over before finding or we do not have to choose over a compact set). However, one finds that, at least for the class of systems here considered, Definition 5 is equivalent to Definition 6. This is a direct consequence of and of the left-hand part of (6) being interchangeable, i.e., On the other hand, Definition 6 is more natural (but stronger) when considering structured uncertainties. This is the case, for example, of uncertainties of the form where a.e., is a vector of unknown parameters such that for all and
Note that for some given and it may not exist that any such that 2 To help the reader better understand, let us consider the linear uncertain system (8) (1) , or, equivalently, to find a smooth, proper, and positive definite solution to a suitable partial differential inequality, which depends only on the system data of (1). This fact recovers in a nonlinear setting a well-known result on quadratic stabilization of linear uncertain systems [4] . To derive our result, first we prove the following theorem, which gives necessary and sufficient conditions for the existence of an RCLF, satisfying the RSCP. Let and A main difference with the results contained in [2] is that we look for almost smooth continuous stabilizing controllers and not only continuous, as in [2] . On the other hand, the stabilizing controllers proposed in [2] have a simpler structure than ours.
The RSCP, together with the existence of an RCLF, guarantees that there exists some almost smooth controller (2), continuous on which renders (1) and (2) UGAS. For each pair of given open sets with and such a controller is given exactly by (10) outside while it is based on some partition of unity inside (see the proof of Theorem 1). On the other hand, the fact that the functions and in (10) usually have a straightforward (though complex) expression renders the controller (10) more attractive than others. Since a partition of unity is difficult to be implemented in practice, one may be interested either in additional assumptions which guarantee the continuity of (10) itself on or, alternatively, one can choose a controller, continuous on as in [2] and patch together this controller with (10) near the origin as above or, yet, one may be content with achieving only uniform practical stability for the closed-loop system (1)- (10) . The following result is a direct consequence of the structure of (10).
Theorem 2: Assume that is almost smooth and continuous on
If (9) is satisfied and, in addition, and are bounded functions on an open neighborhood of (10) can be taken continuous in A similar test can be performed on the function. To infer the desired connection between (9) (and, thus, the above claimed -control problem) and the robust stabilization of (1), we need to answer the following question: which are the connections between the existence of an RCLF for (1), satisfying the RSCP and the robust stabilization of (1)? Combining a recent converse theorem on Lyapunov functions [3, Th. 2.9], together with Theorem 1 and the definition of RCLF, we can state (without proof) the following fact, which satisfactorily answers our question. Assume that is independent of and (we conjecture that this assumption can be relaxed). 
A. Linear Uncertain Systems
Let us consider system (1) with and linear and and constant. It can be shown that quadratic stabilization of (1) [4] via linear controllers is equivalent to the existence of a quadratic RCLF. We have the following particularization of Theorem 1, which recovers a well-known result for quadratic stabilization of linear uncertain systems [4] . If in (11) we take and with from Theorem 1 we obtain the equivalence between the existence of a quadratic satisfying (9) , with i.e., quadratic stability of (11) , and being extended strictly positive real, with (the circle theorem [22] , [23] ). On the other hand, allowing for nonlinear terms in we obtain Popov's theorem [24] .
C. Input-to-State Stabilization
Let us consider the problem of rendering input-to-state stable (1), with respect to via almost smooth feedback laws (2) [19] . Consider (1) with Lebesgue measurable and locally essentially bounded function of its argument. Given any smooth, proper, and positive definite function define Reasoning as in Theorem 1 and using the characterization of input-to-state stability proved in [19] , one obtains the desired connections between input-to-state stabilization of (1) via almost smooth feedback laws (2) 3 does not yet give the desired characterization of robust stabilization via almost smooth output feedback in terms of control Lyapunov functions. To achieve this characterization, we adopt a "robust" version of the definition of output control Lyapunov functions (OCLF's) given in [11] and [12] for systems with no uncertainties. First, let us be reminded of the definition of OCLF [11] , [12] for all In general, the existence of an OCLF is enough to guarantee only local stability of the closed-loop (4), (3), with region of attraction containing at least some compact set. This motivates the following definition of stabilization. Let be a given compact set and let be the trajectory of (4), (3) at time with Definition 10: System (1) is locally asymptotically stabilizable via static measurement-feedback (LASSM) with a region of attraction containing if there exists an almost smooth feedback law (3) such that along the trajectories of (4) and (3) 1) (Stability) there exists such that whenever and 2) (Boundedness plus attraction) there exists such that whenever and and there exists such that whenever and Note that the requirement that for some whenever and is automatically guaranteed in the definition of GASS by the stability property. If stability, boundedness, and attraction are satisfied for (1) with we will say that (4) 
is locally asymptotically stable (LAS) with region of attraction containing
The following fact is a direct consequence of [11] and [12] . LAS with region of attraction containing with such that The proof of the above fact is based on some partition of unity and as such it is an existence result and the controller cannot be easily implemented in practice. A constructive procedure can be outlined at the price of restricting the structure of both (4) and the OCLF's (for example, the system is linear for each fixed and the Lyapunov function is quadratic for each fixed ; for the details we refer the interested reader to [13] ).
In this paper we want to generalize Fact 3 to uncertain systems (1) such that either or for all This kind of restriction is in accordance with the one imposed in [21] and covers the existing literature on the quadratic stabilization of linear uncertain systems [5] . [21] . Connections between the existence of a ROCLF with the stabilizability of (1) can be established exactly as pointed out in Section III for the case of state-feedback, except for the fact that, with the adopted definition of ROCLF, what we can say at most about the region of attraction is that it contains at least some compact set. To define what we mean by stabilization in this case, we modify Definition 10 as follows. Let be a given compact set and let be any trajectory of (1)- (3) at time with Definition 13: System (1) is uniformly locally asymptotically stabilizable via static measurement-feedback (ULASSM) with region of attraction containing if there exists an almost smooth feedback law (3) such that along the trajectories of (1)- (3) 1) (1) with we will say that (1) 
is uniformly locally asymptotically stable (ULAS) with region of attraction containing
We will prove the following result, which, together with the converse result of [3] , gives the desired characterization of the robust stabilization problem (in the sense of Definition 11) via almost smooth output feedback, continuous in by and for each and for all Unlike the proof of Theorem 1, the proof of Theorem 4 is based on the partition of unity and as such it is not constructive and stands as an existence result. Constructive procedures for obtaining (globally) stabilizing controllers can be found at the price of imposing additional restrictions both on the system and the Lyapunov functions (see [13] and Section III for details).
We remark that (13) implies, in particular, the existence of almost smooth functions and such that (14) for all which amounts to finding an almost smooth and an almost smooth such that along the trajectories of the "scaled" system one has for a.e. and for some continuous and positive definite function (see [6] - [8] ). If in (1) and are linear and and are independent of in (14), and can be taken constant and quadratic, as long as quadratic stabilization of (1) is sought. In particular, this implies the existence of a symmetric matrix and such that which is dual to (11) , in the sense that we can obtain one from the other with the positions and V. SOME USEFUL LEMMAS This section will be devoted to some instrumental lemmas which will be used to prove our main results. First, we have the following result, which can be proved repeating for each exactly the same arguments contained in the proof of [4, Lemma 3.7] .
Lemma 1: For each let and and define the following set: Then Moreover, if for each one has
The following lemma can be proved repeating for each exactly the same arguments contained in [14] and [15] . 
Then, there exists a function which, for each is smooth, positive, and satisfies (18) with
The proof is quite technical and will be split up into steps.
Step 1: Let and We will prove first that the function defined as in (19) , as shown at the bottom of the page, where and is smooth and satisfies (20) for each For note that and are smooth functions at each since and are and, by (18) , for each Let us consider the set of equations (21) (22) with unknown
Note that the derivative with respect to of the left-hand member of (22) is equal to the lefthand member of (21) . If we show that (21) and (22), with are satisfied for each by invoking the implicit function theorem in the spirit of [1] , it would follow that satisfies (20) and it is smooth at each By straightforward computations, it can be shown that, for each such that one has As is well known from elementary algebra, this guarantees, for each such that the existence of three distinct real roots of (22), given, respectively, by the equation shown at the bottom of the page. It is easy to see that, under our assumptions,
and (21), with is satisfied for each such that On the other hand, by straightforward computations, it can be shown that for each such that one has
As is well known, this guarantees, for each such that the existence of two distinct real roots of (22) 
Since whenever and we conclude that (28) whenever and By direct computations and using (28), we obtain which, together with (27) and (28) and since whenever and implies i.e., (26). This, as previously discussed, proves (25).
Step 3: We claim that the function defined as is smooth and satisfies (18) (5), with replaced by the left-hand member of (36) and replaced by The functions and are almost smooth and satisfy (9) for each Let be as in (10) . We will show that (10) renders (1) UGAS. To this end, by standard arguments on Lyapunov functions, it suffices to show that there exists a continuous positive definite function such that, along the trajectories of (1), with (37) for a.e. and For using the properties of pseudoinverses (see Section II), one has, along the trajectories of (1) with (38) which, as a consequence of (9) (13) and (45) we conclude that (1)- (43) is ULAS. To complete the proof of 1)
2), we claim that there exists such that the region of attraction of (1) VII. SOME EXAMPLES To give the reader the flavor of the potential applications of our results, we will shortly discuss the robust stabilization of simple nonlinear uncertain systems widely studied in the literature (see [17] for an overview).
Let us consider uncertain systems (1) When only is available, the existence of a ROCLF guarantees that, using some partition of unity, one can construct almost smooth stabilizing controllers. Some design strategies, based on readily available, but complex in general, controllers, are discussed in [13] and [18] .
VIII. CONCLUSIONS
Necessary and sufficient conditions for the existence of robust (output) control Lyapunov functions and constructive procedures for obtaining almost smooth stabilizing robust controllers have been given. These conditions involve partial differential inequalities, which generalize well-known Riccati inequalities in the linear case. Connections with robust stabilization, on one hand, and sector conditions, input-to-state stabilization, and control, on the other, have also been discussed. Further research will be devoted to the case of output feedback stabilization.
