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Layered optomagnonic structures: Time-Floquet scattering-matrix approach
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A fully dynamic theoretical approach to layered optomagnonic structures, based on a time-Floquet
scattering-matrix method, is developed. Its applicability is demonstrated on a simple design of a
dual photonic-magnonic cavity, formed by sandwiching a magnetic garnet thin film between two
dielectric Bragg mirrors, subject to continuous excitation of a perpendicular standing spin wave.
Some remarkable phenomena, including nonlinear photon-magnon interaction effects and enhanced
inelastic light scattering in the strong-coupling regime, fulfilling a triple-resonance condition, are
analyzed and the limitations of the quasi-static adiabatic approximation are established.
PACS numbers: 42.70.Qs, 78.20.Ls, 75.30.Ds, 78.35.+c
I. INTRODUCTION
Propagation of electromagnetic (EM) waves in dy-
namic media with a periodic (spatio)temporal variation
of their refractive index, realized, for example, by the ac-
tion of a progressive sinusoidal disturbance, have long
been investigated and a number of intriguing effects,
such as formation of frequency and wave vector band
gaps, wavelength conversion, pulse shaping, and para-
metric amplification, were properly analyzed.1–9 The lack
of time invariance of the linear medium can also lead to
nonreciprocal optical response, thus offering a promising
alternative in the design of compact nonreciprocal pho-
tonic devices (see, e.g., Ref. 10 and references therein).
Spatiotemporal modulation of the electric permittivity
tensor of magnetic materials is induced, for instance, by
the various types of spin waves that can be excited in
different confined geometries,11 due to the periodic vari-
ation of the magneto-optic coupling coefficients,12 caus-
ing diverse interesting and useful effects. For example,
diffraction and mode conversion of guided optical waves,
induced by magnetostatic waves in magnetic garnet thin
films, offer the potential of large time-bandwidth optical
signal processing at microwave frequencies of 1 to 20 GHz
and higher.13–16 On the other hand, inelastic light scat-
tering by thermally excited spin waves is widely used for
probing magnetic properties of bulk and microstructured
materials through Raman or Brillouin spectroscopy.17–26
It should be noted that the magneto-optic interaction is
inherently weak and, therefore, the above effects can be
in most cases described by first-order perturbation the-
ory.
Greatly increased light–spin-wave interaction phenom-
ena may arise from the simultaneous localization of
both fields in the same ultra-small region of space for
a long time period. This can be achieved, for example,
in(sub)millimeter magnetic garnet spheres, which sup-
port optical whispering gallery modes27–32 or Mie reso-
nances,33 as well as in appropriately designed, so-called
photomagnonic (or optomagnonic), stratified structures
that comprise magnetic dielectric layers and exhibit dual,
photonic and magnonic, functionalities34–37 combining
the properties of photonic38 and magnonic39,40 crystals.
Strong parametric photon-magnon coupling effects, al-
lowing for coherent manipulation of elementary magnetic
excitations in solids by optical means and vice versa, have
been anticipated41,42 while large dynamic frequency shift
and enhanced modulation of the optical field through
multi-magnon absorption and emission processes by a
photon have also been reported33,36 in both of the above
(spherical and planar) optomagnonic cavity designs.
Since the frequency of a pump spin wave is typically a
few orders of magnitude smaller than that of a probe light
beam in the infrared and visible range of the EM spec-
trum, interaction between the two fields can be in princi-
ple described by a quasi-static adiabatic approximation.
In practice, this translates in calculating the relevant op-
tical scattering amplitudes at a sequence of frozen snap-
shots of the spin wave, during a period, and, at the end of
the calculation, obtain the frequency-domain response by
Fourier transform.33,36 A similar approach was also suc-
cessfully applied to analyze acousto-optic interaction ef-
fects in corresponding phoxonic cavities,43–46 encompass-
ing both weak- and strong-coupling regimes and recover-
ing the results of the widely employed linear photoelastic
model in the weak-coupling limit.46 However, the quasi-
static adiabatic approximation has a number of draw-
backs, which may be more likely manifested in the case of
a spin instead of an acoustic pump wave because the for-
mer can attain higher frequencies without being strongly
attenuated. The adiabatic approximation precludes en-
ergy transfer from one wave to the other while, even more
importantly, the frequency of the pump wave is decou-
pled from that of the light beam and thus its actual value
becomes immaterial. Consequently, this approximation
cannot properly describe, e.g., inelastic light scattering
processes in a triple-resonance condition, which occur in
optomagnonic cavities,27–29 where the frequency of the
magnon matches a photon transition between two reso-
nant modes.
It is therefore tempting to formulate a rigorous, fully
dynamic Floquet scattering-matrix method for (spa-
2tio)temporal periodic media, adapted to the case of strat-
ified optomagnonic architectures, following, e.g., an ap-
proach analogous to that developed in relation to quan-
tum transport in periodically driven systems.47–51 The
purpose of the present paper is to develop such a method
and apply it to a specific example of layered opto-
magnonic structure, establishing the limitations of the
quasi-static adiabatic approach. The remaining of the
paper is structured as follows. In Sec. II we introduce
our optomagnonic model structure, we present some ap-
proximate methods for its theoretical description, namely
the first-order Born approximation and the adiabatic ap-
proach , and briefly recall the results of the latter in the
case under consideration. In Sec. III we develop a fully
dynamic time-Floquet scattering-matrix method and re-
port a detailed study of the given optomagnonic struc-
ture, encompassing the quasi-static limit and providing
a consistent interpretation of some remarkable effects
which cannot be accounted for by the adiabatic approx-
imation. The last section concludes the paper.
II. STRUCTURE DESCRIPTION AND
APPROXIMATE TREATMENTS
In magnetic materials, the interaction of visible and
infrared light with spin waves is inherently weak. Op-
tomagnonic cavities aim at enhancing this interaction
by simultaneously confining both light and spin waves
in the same ultra-small region of space for a long time
period. In the present paper, following our previous
work,36 we investigate further a planar optomagnonic
cavity formed by a versatile trilayer configuration that
comprises a middle magnetic dielectric film made of
bismuth-substituted yttrium iron garnet (Bi:YIG) sand-
wiched between two dielectric Bragg mirrors, as schemat-
ically depicted in Fig. 1(a). More specifically, we consider
a TiO2/Bi:YIG/TiO2 trilayer and two symmetric Bragg
mirrors, each consisting of 14 periods, with lattice con-
stant a, of alternating SiO2 and TiO2 layers, of thickness
0.6a and 0.4a, respectively, stacked along the z direction.
The whole structure is embedded in air. The trilayer con-
sists of a Bi:YIG film, 0.7a thick, magnetically saturated
perpendicular to the interfaces, placed between two iden-
tical TiO2 layers, each of thickness 0.4a. Assuming a to
be of the order of a few hundred nanometers, the oper-
ation wavelengths are in the near-infrared region, where
the material relative magnetic permeability is equal to
unity and Bi:YIG is characterized by a relative electric
permittivity tensor of the form
ǫ =
 ǫ if 0−if ǫ 0
0 0 ǫ
 (1)
with ǫ = 5.5 and f = −0.01.52 TiO2 and SiO2 are opti-
cally isotropic materials described by a relative permit-
tivity constant equal to 5.35 and 2.13, respectively.53,54
FIG. 1: (Color online) (a) Schematic view of a symmetric op-
tomagnonic cavity, formed by a trilayer TiO2/Bi:YIG/TiO2
sandwiched between two SiO2/TiO2 multilayer Bragg mir-
rors. Each Bragg mirror consists of 14 periods, with lattice
constant a, of alternating SiO2 and TiO2 layers, of thickness
0.6a and 0.4a, respectively. The total thickness of the trilayer
is 1.5a and the middle Bi:YIG film, 0.7a thick, is magnetically
saturated perpendicular to the interfaces. (b) Transmittance
of the structure of (a) for p-polarized light incident with given
q‖. The dark area marks the light cone ω = cq‖, where ω is
the angular frequency and c the speed of light in vacuum. (c)
An enlarged view of (b) in a narrow spectral range within
the lowest Bragg gap showing the splitting of the two defect
modes.
The periodic structuring of the Bragg mirrors gives
rise to frequency gaps, where light propagation is forbid-
den.38 Figure 1(b) displays the transmission spectrum of
the structure described here above, under illumination
by p-polarized light, i.e. light linearly polarized in the
plane of incidence, with a wave-vector component par-
allel to the interfaces q‖ = (q
2
x + q
2
y)
1/2, in a frequency
window about the lowest Bragg gap. We note that, due
to translation invariance in the x − y plane, q‖ remains
constant. The presence of the magnetic film affects the
optical response of the structure in two ways. Firstly, it
breaks periodicity leading to the appearance of two res-
onant modes in the gap, spatially localized in the defect
region.38 Secondly, it removes reflection symmetry with
respect to the plane of incidence, so that the p and s po-
larization modes, i.e., modes linearly polarized in and
3normal to the plane of incidence, respectively, are no
longer true eigenmodes of the system. The defect modes
do not have a well-defined linear polarization character
and thus both couple, of course to a different degree,
to any linearly polarized incident light beam. Here, p-
polarized light is used to excite these modes, as shown
in Fig. 1(c). We note in passing that two distinct modes
subsist also in the unmagnetized slab. They originate
from the splitting of a doubly degenerate mode at normal
incidence, where the two polarization degrees of freedom
are, obviously, equivalent. The difference is that, in the
case of the unmagnetized slab, reflection symmetry with
respect to the plane of incidence implies a specific linear
polarization character, p or s, to each of these two modes
at off-normal incidence.
Apart from the localization of the EM field in the mag-
netic film, the considered optomagnonic structure serves,
also, as a cavity for spin waves. A general theory of
dipole-exchange spin waves in a homogeneous magnetic
film of thickness d, with out-of-plane arbitrary orienta-
tion of the magnetization, has been reported by Kalinikos
and Slavin.55 Here, we shall be concerned with perpen-
dicular standing spin waves, assuming the easy axis of
magnetization perpendicular to the film, along the z di-
rection. If the film is saturated to Ms by an externally
applied static magnetic field H ẑ, under the boundary
condition of perfect pinning of the spin waves at the film
boundaries we obtain a series of modes at frequencies
Ωκ=γµ0Ms
[
H
Ms
− 1 + β + α
(κπ
d
)2]
, κ = 1, 2, ..., (2)
where γ is the gyromagnetic ratio, µ0 the magnetic per-
meability of vacuum, α the exchange constant, and β the
dimensionless anisotropy coefficient. The corresponding
magnetization field profiles are given by
M(r, t)/Ms = η sin(κπz/d) cos(Ωκt)x̂
+ η sin(κπz/d) sin(Ωκt)ŷ + ẑ , (3)
where η is the relative spin wave amplitude.36 Assuming
η = 0.1, the magnetization precession angle is about 5o,
which is a tolerable value for linear spin waves.
The interaction between light and spin waves enters
through the electric permittivity tensor. Specifically, the
magnetization field given by Eq. (3) induces a spatiotem-
poral perturbation36
δǫ(z, t) =
1
2
[
δǫ(z) exp (−iΩκt) + δǫ†(z) exp (iΩκt)
]
(4)
in the permittivity tensor of the statically magnetized
material, where
δǫ(z) = fη sin(κπz/d)
 0 0 10 0 i
−1 −i 0
 (5)
and the dagger denotes hermitian conjugation.
In a simple anisotropic material, the displacement
field is related to the electric field through the electric
permittivity tensor. The underlying constitutive rela-
tion assuming local response, i.e., that at each point of
space the displacement field depends only on the value
of the electric field at the same point, reads D(r, t) =
ǫ0
∫
dt′ǫ(t− t′)E(r, t′), where ǫ0 is the electric permittiv-
ity of vacuum. The relative electric permittivity tensor
in the time domain, ǫ, depends on the difference t− t′, as
implied by time homogeneity, and is related to the usual
electric permittivity tensor ǫ (in the frequency domain)
though a Fourier transform ǫ(ω) =
∫
dtǫ(t) exp(iωt).
For monochromatic time-harmonic waves of angular fre-
quency ω, of the form E(r, t) = Re[E(r) exp(−iωt)], we
obtain D(r, t) = ǫ0Re[ǫ(ω)E(r) exp(−iωt)]. In the pres-
ence of a relatively slow (with respect to the period of
the EM wave) modulation, mαβ(r, t), of the elements of
the electric permittivity tensor, such as that induced by a
spin wave, one can write E(r, t) = Re[E(r, t) exp(−iωt)],
where E(r, t) is a slowly varying envelope function in-
stead of a time-independent phasor. Therefore, ignoring
the variation of mαβ and E in the time integral of the
constitutive relation we obtain
Dα(r, t) ∼= ǫ0
∑
β
∫
dt′ǫαβ(t− t′)mαβ(r, t)Eβ(r, t′)
∼= ǫ0Re{
∑
β
ǫαβ(ω)mαβ(r, t)Eβ(r, t) exp(−iωt)} , (6)
i.e., we can write, approximately, the constitutive rela-
tion in a mixed time-frequency domain representation in
the form of an instantaneous-response, instead of a time-
convolution, equation.
Due to the periodic time variation of the electric per-
mittivity tensor of the structure under consideration
in the presence of a perpendicular standing spin wave,
E(r, t) can be expanded in a Fourier series as follows:
E(r, t) =
∑
n=0,±1,...En(r) exp(inΩκt) , which yields
E(r, t) = Re
{ ∑
n=0,±1,...
En(r) exp[−i(ω − nΩκ)t]
}
. (7)
This equation implies that, for an incident wave of an-
gular frequency ω, the total outgoing (transmitted plus
reflected) field consists, in general, of an infinite num-
ber of monochromatic beams with angular frequencies
ω, ω ± Ωκ, ω ± 2Ωκ, . . ., which are produced by elastic
and inelastic photon scattering that involves absorption
and/or emission of zero, one, two, etc. magnons. We
note that magnon absorption (emission) processes stem
from the first (second) term of Eq. (4).
In the weak-coupling regime, one can restrict to the
first-order Born approximation. In this approximation,
the coupling strength associated to the photon-magnon
scattering is proportional to the overlap integral G =
〈out| δǫ |in〉, where 〈αrt|in〉 = Einα (z) exp[i(q‖ · r − ωt)]
and 〈out|α′r′t′〉 = Eout⋆α′ (z) exp[−i(q′‖ · r − ω′t)] denote
4appropriate incoming and outgoing monochromatic time-
harmonic waves in the static magnetic layered structure.
Using Eq. (4) we obtain
G = ifηδ(q‖−q′‖)
[
δ(ω−ω′−Ωκ)g−+ δ(ω−ω′+Ωκ)g+
]
(8)
where
g± =
∫
dz sin(κπz/d)
{
Eout⋆y (z)E
in
z (z)− Eout⋆z (z)Einy (z)
± i[Eout⋆x (z)Einz (z)− Eout⋆z (z)Einx (z)]} . (9)
The delta functions in Eq. (8) express conservation of
in-plane momentum and energy in inelastic light scat-
tering processes that involve emission and absorption
of one magnon by a photon, as expected in the linear
regime. In our case here, a simple selection rule can be
deduced by considering the symmetry of the EM field
and the spin wave. In a structure such as that described
in Fig. 1(a), which has the mirror symmetry with respect
to the x− y plane, σ̂z , the electic field modes, E(z), are
either even or odd functions of z.36 On the other hand,
since σ̂zE(z) = Ex(−z)x̂ + Ey(−z)ŷ − Ez(−z)ẑ, either
Ex, Ey are even function of z and Ez is an odd function
of z or Ex, Ey are odd function of z and Ez is an even
function of z. Therefore, the integral in Eq. (9) vanishes
identically, unless the spatial profile of the perpendicu-
lar standing spin wave is an odd (even) function of z for
transitions between two optical modes of the same (dif-
ferent) symmetry. In the present work, since both optical
resonances have the same symmetry, we choose a second-
order (κ = 2) perpendicular standing spin wave which is
an odd function of z.
On the other hand, since the spin-wave frequencies are,
typically, a few orders of magnitude smaller than those
of visible and infrared light, the slow gradual change of
the electric permittivity tensor, given by Eq. (4), can be
looked upon as an adiabatic process. Therefore, the op-
tical response of the driven system can be described by
first evaluating it with the external parameters held fixed
and then, at the end of the calculation, allow them to
change, in discrete steps within a time period of the spin
wave. This, so-called quasi-static adiabatic, approach,
which is not restricted to the weak-coupling regime,
has been undertaken in our previous work36 and details
about its implementation can be found elsewhere.36,37
Here, we briefly summarize our main results when the
higher optical resonance of Fig. 1(c) for q‖a = 1.2, at
ω0a/c = 1.88375, is excited by p-polarized light incident
with the given q‖, i.e., at an angle of about 40
◦, on the
structure of Fig. 1(a) in the presence of a second-order
(κ = 2) perpendicular standing spin wave with a rela-
tive amplitude η = 0.1. The continuous variation of the
permittivity tensor of the magnetic film, as implied by
Eq. (4), is taken into consideration in the numerical cal-
culation following a discretization approach. Subdividing
the Bi:YIG film into 50 homogeneous elementary sublay-
ers, at each of the 60 in total time steps considered, is
sufficient to obtain excellent convergence.
When the dynamic magnetization field is switched on,
the permittivity tensor and, consequently, the optical
transmission spectrum vary periodically in time with the
period of the spin wave. Even though the overall spec-
tral features do not change significantly as time evolves,
the oscillation of the optical defect mode with an ampli-
tude ∆ω that is of the order of the resonance width is
remarkable.36 The ratio ∆ω/Γ, where Γ is the calculated
width of the higher resonance in the optical transmission
spectrum for q‖a = 1.2 [see Fig. 1(c)] that defines its in-
verse lifetime, can be adopted as a quantitative measure
of the strength of the photon-magnon interaction. Here
we obtain ∆ωa/c = 0.2 × 10−5 and Γa/c = 0.1 × 10−5.
This strong modulation of the optical cavity mode by the
perpendicular standing spin wave should be ascribed to
the simultaneous concentration of both fields for a long
time period in the cavity region. In the wave picture,
this is manifested as a relatively large-amplitude peri-
odic oscillation of the position of the sharp optical res-
onance. Correspondingly, in the particle picture, strong
inelastic light scattering occurs, with considerable prob-
abilities for absorption and emission of many magnons
by a photon. Indeed, the calculated intensities, In, of
the outgoing (transmitted plus reflected) light beams,
reported in Table I, are significant also beyond the rel-
atively large first-order (n = ±1) components. It is
worth-noting that the quasi-static adiabatic approxima-
tion precludes energy transfer between the photon and
the magnon fields.37 Therefore, in the absence of dissipa-
tive losses,
∑∞
n=−∞ In must be equal to unity, because
at each frozen snapshot of the spin wave the electric per-
mittivity tensor is Hermitian [see Eqs. (1), (4), and (5)],
which is confirmed by our calculations. However, even
if there is no energy transfer, coupling between the two
fields arises through the time variation of the electric per-
mittivity tensor, induced by the spin wave, which affects
the optical response of the structure. The small asymme-
try between the Stokes (n > 0) and anti-Stokes (n < 0)
components in Table I is due to the lack of time-reversal
symmetry of the magnetic structure.36
n −4 −3 −2 −1 0 1 2 3 4
In 0.015 0.025 0.042 0.070 0.648 0.071 0.043 0.025 0.015
TABLE I: Intensities of the elastic and the first few inelastic
outgoing beams upon excitation of the higher optical reso-
nance at q‖a = 1.2 in Fig. 1(c), subject to the action of a
second-order perpendicular standing spin wave with a rela-
tive amplitude η = 0.1.
Though the quasi-static adiabatic approximation is a
useful tool for the study of optomagnonic cavities, it has a
number of drawbacks (see Appendix). Namely, as stated
above, it precludes energy transfer between the photon
and the magnon fields. Even more importantly, the fre-
quency of the pump spin wave is decoupled from that of
the light beam and thus its actual value is immaterial.
Consequently, this approximation cannot properly de-
scribe, e.g., inelastic light scattering processes in a triple-
5resonance condition, which occur in optomagnonic whis-
pering gallery microresonators,27–29 when the frequency
of the magnon matches a photon transition between two
resonant modes.
III. FULLY DYNAMIC DESCRIPTION
A. Formalism
Let us first consider a homogeneous medium, char-
acterized by a scalar relative magnetic permeability µ
and a relative time-periodic electric permittivity ten-
sor, ǫ(t) = ǫ(t + T ). If the time variation of the per-
mittivity is very slow compared with the period of an
optical wave, assuming slowly varying envelope func-
tions for the electric and magnetic fields, of the form
F(r, t) = Re
[
F(r, t) exp(−iωt)
]
where F = E,H, with
the help of Eq. (6) Maxwell equations read
∇× E(r, t) exp(−iωt) = −µ0µ∂t
[
H(r, t) exp(−iωt)]
∇×H(r, t) exp(−iωt) = ǫ0∂t[ǫ(t)E(r, t) exp(−iωt)] .
(10)
The time-periodic variation of the permittivity tensor
results in time-periodic envelope functions and, for this
reason, Maxwell equations can be solved by expanding
these quantities in (truncated) Fourier series. Consider-
ing solutions in the form of plane waves with wavevector
q, we have
ǫ(t) =
N∑
n=−N
ǫ(n) exp (inΩt)
E(r, t) = E0
N∑
n=−N
e(n) exp [i(q · r+ nΩt)]
H(r, t) =
E0
Z0
N∑
n=−N
h(n) exp [i(q · r+ nΩt)] , (11)
where Ω = 2π/T , Z0 is the impedance of free space, e and
h are polarization vectors chosen such that
∑N
n=−N e(n)·
e⋆(n) = 1, and E0 is the field amplitude. Substituting
Eqs. (11) into Eq. (10), we obtain
q× h(n) + (ω − nΩ)
c
N∑
n′=−N
ǫ(n− n′)e(n′) = 0
q× e(n)− (ω − nΩ)
c
µh(n) = 0 , (12)
for n = −N,−N + 1, · · · , N . For given x- and y-
components of the wavevector q, Eqs. (12) can be cast
in the form of a 6(2N + 1)× 6(2N + 1) linear eigenvalue
problem
(
k ǫ C
1
−C
1
kµ
)−1(
0 C
2
−C
2
0
)(
e
h
)
=
1
qz
(
e
h
)
,
(13)
which can be solved by standard numerical algorithms.56
In Eq. (13), by a double underscore we denote 3(2N +
1) × 3(2N + 1) matrices; 0 is the zero matrix, k =
diag(k−N ,k−N+1, · · · ,kN ) with kn = I(ω − nΩ)/c ≡
Ikn, and C i = diag(Ci,Ci, · · · ,Ci), i = 1, 2, are block
diagonal matrices with
C1 =
 0 0 qy0 0 −qx
−qy qx 0
 ,C2 =
 0 1 0−1 0 0
0 0 0
 , (14)
while ǫ is the Toeplitz matrix of the Fourier coefficients
of the electric permittivity tensor
ǫ =

ǫ(0) ǫ(−1) · · · ǫ(−2N)
ǫ(1) ǫ(0) · · · ǫ(−2N + 1)
...
...
...
ǫ(2N) ǫ(2N − 1) · · · ǫ(0)
 . (15)
Correspondingly e, h are 3(2N + 1)-dimensional vectors
e =

e(−N)
e(−N + 1)
...
e(N)
 , h =

h(−N)
h(−N + 1)
...
h(N)
 . (16)
We characterize the 4(2N + 1) physically acceptable
solutions (non-zero eigenvalues) of Eq. (13) by a super-
script s = +(−), which denotes waves propagating or de-
caying in the positive (negative) z direction, a subscript
p = 1, 2 indicating the two eigen-polarizations, and an-
other subscript ν = −N,−N + 1, · · · , N which labels
the different eigenmodes. The electric and magnetic field
components of these modes, with unit amplitude, wave
vector qspν = q‖ + q
s
pνz ẑ, and polarization eigenvectors
espν(n) and h
s
pν(n) are given by
E
s
pν(r, t) =
N∑
n=−N
exp
[
i(qspν · r+ nΩt)
]
espν(n)
H
s
pν(r, t) =
1
Z0
N∑
n=−N
exp
[
i(qspν · r+ nΩt)
]
hspν(n) . (17)
In the case of static homogeneous media, Eq. (13) is
reduced to a set of 2N + 1 independent eigenvalue equa-
tions57
6(
knǫ C1
−C1 knµI
)−1(
0 C2
−C2 0
)(
e
h
)
=
1
qz
(
e
h
)
,
(18)
one for each value of n = −N,−N + 1, · · · , N , where
ǫ are the elements of the corresponding static dielec-
tric tensor. From the physically acceptable eigenvectors
espn and h
s
pn of Eqs. (18), we construct the eigenvectors
which appear in Eqs. (17) as follows: espν(n) = δνne
s
pn,
hspν(n) = δνnh
s
pn, while the corresponding wave vectors
are qspν = q
s
pn.
We now consider a planar interface between two dif-
ferent homogeneous, in general time-periodic with the
same periodicity, media: (1) on the left and (2) on the
right side of the interface. The interface is perpendic-
ular to the z axis, which is directed from left to right,
at z = 0. Let us assume an eigenmode of the EM
field given by Eqs. (17), with amplitude equal to unity,
wave vector q
+(1)
p′ν′ , and polarization described by e
+(1)
p′ν′ ,
h
+(1)
p′ν′ , incident on the interface from the left. Scatter-
ing at the interface gives rise to transmitted and re-
flected waves with wave vectors q
+(2)
pν and q
−(1)
pν , p = 1, 2,
ν = −N,−N + 1, · · · , N , respectively, characterized by
the associated polarization eigenvectors. As a result of
the common temporal periodicity of both media on ei-
ther side of the interface (this comprises the case where
the one medium is time-invariant), the Floquet quasi-
frequency ω remains constant, similarly to the Floquet
quasi-momentum, or else the Bloch wave vector, when
there is spatial periodicity.58,59 In addition, translation
invariance parallel to the interface implies that q‖ re-
mains the same for all of these waves. We denote the rel-
ative amplitudes of the transmitted and reflected waves
(with respect to the amplitude of the incident wave) by
S++pν;p′ν′ and S
−+
pν;p′ν′ , respectively. In a similar manner
we can proceed for an EM wave incident on the inter-
face from the right and obtain transmitted and reflected
waves of relative amplitudes S−−pν;p′ν′ and S
+−
pν;p′ν′ , respec-
tively. Continuity of the tangential components of the
EM field at the interface, in each case, yields 4(2N + 1)
linear systems, each of dimension 4(2N +1)× 4(2N +1),
which can be written in compact form as

−e−(1)1−Nx −e−(1)2−Nx · · · −e−(1)2Nx e+(2)1−Nx e+(2)2−Nx · · · e+(2)2Nx
−e−(1)1−Ny −e−(1)2−Ny · · · −e−(1)2Ny e+(2)1−Ny e+(2)2−Ny · · · e+(2)2Ny
−h−(1)1−Nx −h−(1)2−Nx · · · −h−(1)2Nx h+(2)1−Nx h+(2)2−Nx · · · h+(2)2Nx
−h−(1)1−Ny −h−(1)2−Ny · · · −h−(1)2Ny h+(2)1−Ny h+(2)2−Ny · · · h+(2)2Ny


S−s
′
1−N ;p′ν′
S−s
′
2−N ;p′ν′
...
S−s
′
2N ;p′ν′
S+s
′
1−N ;p′ν′
S+s
′
2−N ;p′ν′
...
S+s
′
2N ;p′ν′

= s′

e
s′(m)
p′ν′x
e
s′(m)
p′ν′y
h
s′(m)
p′ν′x
h
s′(m)
p′ν′y
 , (19)
for p′ = 1, 2, ν′ = −N,−N + 1, · · · , N , and s′ = +(−).
We note that m = 1 or 2 denotes the appropriate
medium, which corresponds to s′ = + or −, respectively.
In order to evaluate the scattering properties of mul-
tilayer structures, it is convenient to express the waves
on the left (right) side of a given interface about differ-
ent points, at a distance −d1 (d2) from a center at the
interface, so that all backward and forward propagating
(or evanescent) waves in medium m between two con-
secutive interfaces refer to the same (arbitrary) origin at
Rm. This requires redefining the transmission and reflec-
tion coefficients of the interface by multiplying with the
appropriate phase factors, as follows58,59
QIpν;p′ν′ = S
++
pν;p′ν′ exp {i[q+(2)pν · d2 + q+(1)p′ν′ · d1]}
QIIpν;p′ν′ = S
+−
pν;p′ν′ exp {i[q+(2)pν · d2 − q−(2)p′ν′ · d2]}
QIIIpν;p′ν′ = S
−+
pν;p′ν′ exp {−i[q−(1)pν · d1 − q+(1)p′ν′ · d1]}
QIVpν;p′ν′ = S
−−
pν;p′ν′ exp {−i[q−(1)pν · d1 + q−(2)p′ν′ · d2]} .
(20)
In the particular case of an interface between two static
homogeneous media, Eq. (19) is reduced to a set of 2N+1
7independent linear equations57
−e−(1)1nx −e−(1)2nx e+(2)1nx e+(2)2nx
−e−(1)1ny −e−(1)2ny e+(2)1ny e+(2)2ny
−h−(1)1nx −h−(1)2nx h+(2)1nx h+(2)2nx
−h−(1)1ny −h−(1)2ny h+(2)1ny h+(2)2ny


S−s
′
1n;p′n
S−s
′
2n;p′n
S+s
′
1n;p′n
S+s
′
2n;p′n
=s′

e
s′(m)
p′nx
e
s′(m)
p′ny
h
s′(m)
p′nx
h
s′(m)
p′ny
 ,
(21)
one for each value of n = −N,−N+1, · · · , N . Therefore,
the transmission and reflection matrices become diagonal
in n, which reflects frequency conservation.
The transmission and reflection matrices of a pair of
consecutive interfaces, i and i + 1, are obtained by prop-
erly combining those of the two interfaces so as to de-
scribe multiple scattering to any order. This leads to the
following expressions after summing the infinite geomet-
ric series involved58,59
QI = QI(i+1)[I−QII(i)QIII(i+1)]−1QI(i)
QII = QII(i+1) + Q
I
(i+1)Q
II
(i)[I−QIII(i+1)QII(i)]−1QIV(i+1)
QIII = QIII(i)+Q
IV
(i)Q
III
(i+1)[I−QII(i)QIII(i+1)]−1QI(i)
QIV = QIV(i) [I−QIII(i+1)QII(i)]−1QIV(i+1) . (22)
It is obvious that one can repeat the above process to
obtain the transmission and reflection matricesQ of three
consecutive interfaces, by combining those of the pair of
the first interfaces with those of the third interface, and so
on, by properly combining the Q matrices of component
units, one can obtain the Q matrices of a slab which
comprises any finite number of interfaces.
In general, we want to describe a multilayer slab, which
comprises time-periodic media, sandwiched between two
semi-infinite homogeneous and isotropic static media:
(A) on its left and (B) on its right, characterized by scalar
relative electric permittivities ǫA, ǫB and magnetic per-
meabilities µA, µB, respectively. The transmission and
reflection coefficients of the structure are obtained us-
ing the pairing procedure described by Eq. (22). For
a wave incident on the slab from the left, of the form
E in(r, t) = exp {i[q+(A)n′ · rA + n′Ωt)]}e+(A)p′n′ , the trans-
mitted and reflected fields are given by
Etr(r, t)=
∑
p,n
QIpn;p′n′ exp
{
i[q+(B)n ·rB + nΩt]
}
e+(B)pn (23)
Erf(r, t)=
∑
p,n
QIIIpn;p′n′ exp
{
i[q−(A)n ·rA + nΩt]
}
e−(A)pn , (24)
where rm = r − Rm, q±(m)n = q‖ + q±(m)nz ẑ, q±(m)nz =
±
√
k2nǫmµm − q2‖, with m = A,B denoting the appro-
priate medium. We note that, in an isotropic medium
such as A or B, the polarization eigenmodes are degener-
ate; this is why the polarization index p (or p′) has been
dropped from the corresponding wave vectors. Having
calculated the transmitted and reflected fields, we obtain
the transmittance T and reflectanceR of the slab. These
are defined as the ratio of the flux of the transmitted or
of the reflected field to the flux of the incident wave, re-
spectively. Integrating the Poynting vector over the x−y
plane, on the each time appropriate side of the slab, and
taking the average over a long time interval τ → ∞, we
obtain
T =
∑
p,n
Tpn =
∑
p,n
|QIpn;p′n′ |2
Re[q
+(B)
nz ]µA
Re[q
+(A)
n′z ]µB
(25)
R =
∑
p,n
Rpn =
∑
p,n
|QIIIpn;p′n′ |2
Re[q
−(A)
nz ]
Re[q
+(A)
n′z ]
, (26)
provided that ω 6= nΩ/2,8 a condition that will be always
satisfied in our case. Because of the time variation of the
permittivity tensor, the EM energy is not conserved even
in the absence of dissipative (thermal) losses. In this case,
A = 1−T −R > 0 (< 0) means energy tranfer from (to)
the EM to (from) the spin-wave field.
B. Results
We shall now demonstrate the validity of the fully dy-
namic time-Floquet scattering-matrix method described
above, and compare with the adiabatic approximation,
on the structure of Fig. 1(a). We recall that this struc-
ture supports two neighboring defect modes in the lowest
Bragg gap. As in Sec. II, we consider p-polarized inci-
dent light, with frequency ω0a/c = 1.88375 and q‖a = 1.2
that corresponds to the higher-frequency defect mode in
Fig. 1(c), and assume excitation of a second-order per-
pendicular standing spin wave of frequency Ω2 with a rel-
ative amplitude η = 0.1. The presence of the spin wave
induces a spatial and time-periodic variation in the per-
mittivity tensor [see Eq. (4)]. To deal with spatial inho-
mogeneity we consider 50 elementary homogeneous sub-
layers in the magnetic film while the dynamic response
is described assuming a truncation order N = 20 in the
Fourier series expansions involved. These parameters en-
sure excellent convergence of the numerical results.
Our method proceeds as schematically described in
Fig. 2. We first calculate the eigenmodes of the EM field
in each of the 53 (infinite) homogeneous media involved,
i.e., the 50 dynamic media that represent the Bi:YIG film
under the action of the spin wave and the 3 static me-
dia (air, SiO2, TiO2), solving the appropriate eigenvalue-
eigenvector equations, Eq. (13) and Eq. (18), respec-
tively. Then, we evaluate the transmission and reflection
matrices Q of the consecutive interfaces by Eq. (19), or
Eq. (21) in the simple case of an interface between two
static media, and Eqs. (20). At each step of the iterative
procedure, theQmatrices of the entire slab built-up up to
the current interface are obtained according to Eqs. (22).
Therefore, at the end of the procedure, the Q matrices
of the whole structure are readily available and the cor-
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FIG. 2: (Color online) Schematic description of the fully
dynamic time-Floquet scattering-matrix method.
responding transmittance and reflectance are calculated
from Eqs. (25) and (26), respectively.
Figure 3 displays the total (transmitted plus reflected)
intensity of the elastic and inelastic outgoing light beams,
associated with absorption and emission of zero, one, and
two magnons by a photon, as a function of the spin-
wave frequency. It can be seen that, at spin-wave fre-
quencies smaller than the width of the optical resonance
(Γa/c ∼ 10−6), we recover the results of the quasi-static
adiabatic approximation. The calculated intensities of
the elastic and inelastic outgoing light beams are in per-
fect agreement with those reported in Table I, while the
actual value of the spin-wave frequency is, indeed, imma-
terial. In Figs. 3(a) and (b) we see that, as Ω2 increases,
the quasi-static adiabatic approximation breaks down
and a fully dynamic approach, which properly takes into
the account the initial and final photon states is required.
If Ω2 is of the order of the dynamical frequency shift of
the optical resonance (∆ωa/c ∼ 10−6), the intensities of
the scattered light beams exhibit an oscillatory behav-
ior. By further increasing Ω2, inelastic light scattering
processes are suppressed, since the final states are within
the gap, where the optical density of states is very low,
and we are essentially left with only elastic scattering. At
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FIG. 3: (Color online) The structure of Fig. 1 (a), under con-
tinuous excitation of a second-order perpendicular standing
spin wave of frequency Ω2 with a relative amplitude η = 0.1,
is illuminated from the left by p-polarized light with q‖a = 1.2
at the resonance frequency ω0a/c = 1.88375. (a), (b) Varia-
tion of the elastic and inelastic total outgoing light intensities
versus the spin-wave frequency Ω2 associated with emission
(a) and absorption (b) of zero (black line), one (orange line),
and two (blue line) magnons by a photon. (c), (d) An enlarged
view in the region where the magnon(s) frequency matches
the frequency difference between the two optical resonances
shown in Fig. 1(c) (triple-resonance condition). The shaded
area in (c) shows the corresponding optical absorption.
higher values of Ω2, the magnon frequency can match the
frequency difference between the two optical resonances
shown in Fig. 1(c) (triple-resonance condition). In this
case, one-magnon emission processes are favored, lead-
ing to enhanced intensities of the corresponding n = 1
inelastically transmitted and reflected light beams, for
both polarization-conserving and polarization-converting
processes. At the same time, elastic scattering is consid-
erably reduced, by about 45%, while the other inelas-
tic processes are also resonantly affected, though to a
much lower degree. Overall, there is an excess number of
magnons produced, which is manifested as a peak in the
total optical absorption spectrum as depicted in Fig. 3(c),
thus clearly indicating a resonant energy transfer from
light to spin waves. This effect, also, cannot be accounted
for by the adiabatic approximation. It is worth-noting
that the triple-resonance condition can be accomplished
by many-magnon emission processes as well, however the
effects are considerably weaker as shown in Fig. 3(d).
So far, quantities are expressed in terms of the lat-
tice parameter a. Taking a = 300 nm, the optical wave
considered is tuned to a frequency ω0/(2π) = 300 THz,
i.e., a wavelength λ0 = 1 µm. Correspondingly, the spin-
wave frequency Ω2/(2π) in Figs. 3(a) and (b) ranges from
9about 10−2 GHz to 102 GHz. It should be pointed out
that the different features observed can be tuned in fre-
quency by appropriately choosing the geometric param-
eters of the structure. For example, the triple-resonance
condition can be shifted to lower frequencies, say to the
few GHz region which is typical for perpendicular stand-
ing spin waves,60 by increasing the lattice parameter a
and, accordingly, the optical wavelength. This will also
require to use a lower Faraday coefficient,52 leading to
a smaller separation between the two optical resonances
involved. We recall that the amplitude of the multiple-
magnon processes increases with the coupling strength
∆ω/Γ. In this respect, it should be noted that the life-
time of a resonant defect mode (∝ 1/Γ) can be made
arbitrarily long by increasing the number of unit cells in
the Bragg mirrors, provided that absorptive losses are
negligible, while ∆ω, can be widened by raising the spin-
wave amplitude.
IV. CONCLUSION
In summary, we formulated a fully dynamic time-
Floquet scattering-matrix method, with arbitrary-order
accuracy, in order to describe the interaction of visi-
ble and infrared light with spin waves in layered op-
tomagnonic structures. The method is robust, com-
putationally efficient and, contrary to brute-force time-
domain methods, is ideally suited for fast and accurate
calculations of the optical response of periodically driven
systems where two very different time scales are involved.
The applicability of the method is demonstrated on a
specific model of a dual photonic-magnonic cavity, which
operates in the strong-coupling regime. The cavity is
formed by sandwiching a magnetic Bi:YIG film between
two dielectric Bragg mirrors and is subject to continuous
excitation of a perpendicular standing spin wave. For
spin-wave frequencies smaller than the width of the op-
tical resonance, we recover the results of the adiabatic
approach, namely enhanced modulation of light through
multi-magnon absorption and emission mechanisms, be-
yond the linear-response approximation. For higher spin-
wave frequencies where the adiabatic approach breaks
down, our fully dynamic calculations provide evidence
for the occurrence of remarkable effects, such as enhanced
inelastic light scattering in the nonlinear strong-coupling
regime when a triple-resonance condition is fulfilled and
resonant energy transfer between the photon and the
magnon fields. We note that similar effects should oc-
cur, also, for perpendicular standing spin waves in in-
plane magnetized films as well as for surface Dammon-
Eshbach and backward volume waves with an in-plane
propagation wave vector. In the latter cases, however,
the spin wave induces a periodic variation of the electric
permittivity tensor both in time and in the propagation
direction. The implementation of a space-time-Floquet
scattering-matrix method for a fully dynamic description
of such cases is currently in progress.
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Appendix
In order to gain further insight into the accuracy and
limits of validity of the quasi-static adiabatic approxima-
tion, let us consider a generic one-dimensional quantum
mechanical model: A particle of mass m in a periodically
oscillating delta-function potential at the origin, in which
case Schro¨dinger’s equation reads
ih¯
∂Ψ(x, t)
∂t
= − h¯
2
2m
∂2Ψ(x, t)
∂x2
+ g cos(Ωt)δ(x)Ψ(x, t) .
(A.1)
We note that this model was studied, though in a differ-
ent perspective, also by Martinez and Reichl.61 We want
to describe scattering of the particle, when it impinges
with (kinetic) energy E on the potential from x < 0. It
is straightforward to show from Eq. (A.1) that the wave
function of the incident particle, with amplitude equal to
unity, is
Ψin(x, t) = exp[i(k0x− Et/h¯)] , (A.2)
for x < 0, where
E =
h¯2k20
2m
. (A.3)
We now assume that the variation of the potential is rel-
atively slow, i.e., Ω≪ E/h¯ ≡ ω, and undertake an adia-
batic approach by solving the problem with the potential
strength kept fixed and then, at the end of the calcula-
tion, allow it to change in successive snapshots within a
period T = 2π/Ω. This implies transmitted and reflected
waves of the form
Ψtr(x, t) =
k0
k0 + img cos(Ωt)/h¯
2 exp[i(k0x−ωt)] , (A.4)
for x > 0 and
Ψrf(x, t) =
−img cos(Ωt)/h¯2
k0 + img cos(Ωt)/h¯
2 exp[i(−k0x− ωt)] ,
(A.5)
for x < 0, which can be readily obtained by applying
the well-known results for the static delta-function po-
tential.62
Expanding the periodically varying transmission and
reflection coefficients into Fourier series we have
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Ψtr(x, t) =
∑
n=0,±1,±2,...
A0tr(n) exp{i[k0x− (ω − nΩ)t]} , (A.6)
for x > 0 and
Ψrf(x, t) =
∑
n=0,±1,±2,...
A0rf(n) exp{i[−k0x− (ω − nΩ)t]} , (A.7)
for x < 0, where
A0tr(n) =
1
T
∫ T
0
dt
k0
k0 + img cos(Ωt)/h¯
2 exp(−inΩt)
(A.8)
and A0rf(n) = A
0
tr(n) − δn0. The Fourier coefficients
A0tr(n) can be evaluated analytically by contour integra-
tion, which yields
A0tr(n) =
α0√
α20 + 1
i|n|(α0 −
√
α20 + 1)
|n| , (A.9)
where α0 ≡ k0h¯2/(mg), and the actual value of Ω is of
course immaterial.
Equation (A.6) and (A.7) tell us that the transmit-
ted and reflected wave functions consist of an infinite
number, n = 0,±1,±2, . . ., of plane wave beams of the
same wave number k0, frequencies ω − nΩ, and ampli-
tudes A0tr(n) and A
0
rf(n), respectively. The corresponding
transmittance, T , and reflectance, R, are defined as the
time-averaged [limτ−→∞
1
τ
∫ τ
0
dt(· · · )] probability current
[J = h¯m Im(Ψ
∗∇Ψ)] associated with the transmitted and
reflected waves in the direction of flow, x̂ and −x̂, re-
spectively, relative to that of the incident wave. Using
Eqs.(A.7) we obtain
T =
∑
n=0,±1,±2,...
|A0tr(n)|2 ≡
∑
n=0,±1,±2,...
Tn (A.10)
R =
∑
n=0,±1,±2,...
|A0rf(n)|2 ≡
∑
n=0,±1,±2,...
Rn . (A.11)
We note that, considering the Fourier series expansions
α0/(α0 + i cosφ) =
∑
n=0,±1,±2,...A
0
tr(n) exp(inφ) and
−i cosφ/(α0 + i cosφ) =
∑
n=0,±1,±2,...A
0
rf(n) exp(inφ),
Parseval’s theorem implies T +R = 1, as expected for a
nondissipative adiabatically changing system.
On the other hand, a fully dynamic solution to the
scattering problem described above can be obtained by
a Fourier expansion of the incident, transmitted, and re-
flected wave functions, prior to applying the appropriate
boundary conditions. We have
Ψin(x, t) =
∑
n=0,±1,±2,...
Ain(n) exp{i[knx− (ω − nΩ)t]} ,
Ψtr(x, t) =
∑
n=0,±1,±2,...
Atr(n) exp{i[knx− (ω − nΩ)t]} ,
Ψrf(x, t) =
∑
n=0,±1,±2,...
Arf(n) exp{i[−knx− (ω − nΩ)t]} ,
(A.12)
where
h¯(ω − nΩ) = h¯
2k2n
2m
. (A.13)
Continuity of the total wave function Ψ(x, t) (Ψ = Ψin+
Ψrf for x < 0 and Ψ = Ψtr for x > 0) requires
Ain(n) +Arf(n)−Atr(n) = 0 , (A.14)
for n = 0,±1,±2, . . .. Moreover, integrating Eq. (A.1),
we obtain a discontinuity in the first derivative of the
total wave function
∂Ψ(x, t)
∂x
∣∣∣∣
x→0+
− ∂Ψ(x, t)
∂x
∣∣∣∣
x→0−
=
2m
h¯2
g cos(Ωt)Ψ(0, t) ,
(A.15)
which, with the help of Eq. (A.14), leads to
Atr(n) +
i
2αn
Atr(n− 1) + i
2αn
Atr(n+ 1) = Ain(n) ,
(A.16)
for n = 0,±1,±2, . . ., where αn ≡ knh¯2/(mg). Equa-
tion (A.16) provides the fully dynamic solution for the
transmitted wave function while the reflected wave func-
tion can be readily obtained from Eq. (A.14). The cor-
responding transmittance and reflectance are given by
T =
∑
n=0,±1,±2,...
|Atr(n)|2 Re(kn)
k0
≡
∑
n=0,±1,±2,...
Tn
R =
∑
n=0,±1,±2,...
|Arf(n)|2 Re(kn)
k0
≡
∑
n=0,±1,±2,...
Rn .
(A.17)
We note that here, contrary to the quasi-static adiabatic
description, for n > ω/Ω we obtain evanescent plane
wave beams that do not contribute to the transmittance
and the reflectance because Re(kn) = 0.
It would be now interesting to compare the results of
the adiabatic approximation with those of the fully dy-
namic description in the limit Ω ≪ ω. Taking αn = α0,
Eq. (A.16), for Ain(n) = δn0 as appropriate to the case
under consideration, yields directly Atr(n) equal to the
middle (n = 0) column of the inverse of a tridiago-
nal Toeplitz matrix with the elements of its main di-
agonal equal to unity and the elements of its first di-
agonals below and above the main diagonal equal to
11
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FIG. 4: (Color online) Partial transmittance associated with
the different plane wave beams, Tn, calculated by the adia-
batic approximation (points) and by the fully dynamic ap-
proach (orange bars), for different values of α0 and Ω/ω. (a):
α0 = 0.5, Ω/ω = 10
−3, (b): α0 = 0.5, Ω/ω = 10
−1, (c):
α0 = 0.05, Ω/ω = 10
−3, and (d): α0 = 0.05, Ω/ω = 10
−1.
i/(2α0). Using the explicit expressions for the inverse
of a general tridiagonal Toeplitz matrix of dimensions
(2N + 1)× (2N + 1),63 we obtain in our case here
Atr(n) = (−1)|n|(−2iα0)
UN−|n|(−iα0)UN (−iα0)
U2N+1(−iα0) ,
(A.18)
for n = 0,±1,±2, . . . ,±N , where Up(z) are the Cheby-
shev polynomials of the second kind64 given by
Up(z) =
rp+1+ − rp+1−
r+ − r− (A.19)
with r± = z±
√
z2 − 1. Interestingly, restricting to |n| ≪
N , in the limit of matrix dimensions tending to infinity,
Eq. (A.18) leads strictly to Eq. (A.9): Atr(n) = A
0
tr(n).
For αn 6= α0, the matrix to be inverted is a tridiago-
nal Jacobi (non-Toeplitz) matrix and an elegant, concise
formula for its inverse is also available.63 Though in this
general case no simple analytic solution can be obtained,
considering Ω/ω ≤ 10−3, numerical calculations show
that the absolute relative difference between the results
of the adiabatic approximation and the fully dynamic
approach does not exceed 10−3. The calculated partial
transmittance associated with the different plane wave
beams, Tn, considering sufficiently large tridiagonal ma-
trices to ensure convergence, is depicted in Fig. 4 for some
characteristic cases. It can be seen that strong deviations
from the results of the adiabatic approximation appear
only for simultaneously large-amplitude (α0 = 0.05) and
fast (Ω/ω = 0.1) variations. It is worth-noting that, in
quantum mechanics, the transmittance and reflectance
usually refer to probability currents, as in the example
considered here, and not to energy currents as commonly
described in electromagnetism by the Poynting vector.65
Probability current conservation (T +R = 1) is here al-
ways satisfied (to machine accuracy ∼ 10−16) in both
adiabatic and fully dynamic calculations, as expected for
the Hermitian Hamiltonian system under study. In ad-
dition to that, the adiabatic approximation should also
preserve energy current conservation, i.e., since parti-
cles in the n-th beam have an energy h¯(ω − nΩ), the
quantity
∑
n=0,±1,±2,... nΩ(Tn + Rn) must vanish iden-
tically, which is indeed ensured by the symmetry prop-
erties T−n = Tn and R−n = Rn implied by Eq. (A.9).
Of course, these symmetry properties are not satisfied
in the fully dynamic description of the problem, as can
be clearly seen in the bottom right diagram of Fig. 4,
while small deviations from the perfectly symmetric par-
tial transmittance also exist in the other diagrams but
they are not discernible in the scale of the figure. This
is translated to the absence of energy conservation, as
expected in the actual time-varying system under con-
sideration. It becomes, therefore, clear from the example
elaborated above that the quasi-static adiabatic approx-
imation provides a reasonably good description of wave
scattering in systems with a relatively slow (but not nec-
essarily weak) periodic variation with time, at least to
the extent where the scattering spectral features do not
exhibit strong changes over a frequency range of the or-
der of Ω such as in inelastic scattering between resonant
modes.
1 F. R. Morgenthaler, IRE Trans. Microwave Theory
Tech. 6, 167 (1958).
2 J. C. Simon, IRE Trans. Microwave Theory Tech. 8, 18
(1960).
3 A. Hessel and A. A. Oliner, IRE Trans. Microwave Theory
Tech. 9, 337 (1961).
4 D. E. Holberg and K. S. Kunz, IEEE Trans. Antennas
Propag. 14, 183 (1966).
5 F. A. Harfoush and A. Taflove, IEEE Trans. Antennas
Propag. 39, 898 (1991).
6 M. Notomi and S. Mitsugi, Phys. Rev. A 73, 051803(R)
(2006).
7 F. Biancalana, A. Amann, A. V. Uskov, and E. P. O’Reilly,
Phys. Rev. E 75, 046607 (2007).
8 J. R. Zurita-Sa´nchez, P. Halevi, and J. C. Cervantes-
Gonza´lez, Phys. Rev. A 79, 053821 (2009).
9 T. T. Koutserimpas and R. Fleury, IEEE Trans. Antennas
Propag. 66, 10 (2018).
12
10 D. L. Sounas and A. Alu`, Nat. Photon. 11, 774 (2017).
11 D. D. Stancil and A. Prabhakar, Spin Waves-Theory and
Applications (Springer, Boston, 2009).
12 H. L. Hu and F. R. Morgenthaler, Appl. Phys. Lett. 18,
307 (1971).
13 A. D. Fisher, Circuits Syst. Signal Process. 4, 265 (1985).
14 D. D. Stancil, IEEE J. Quantum Electron. 27, 61 (1991).
15 A. Prabhakar and D. D. Stancil, IEEE Trans. Magn. 32,
1918 (1996).
16 Y. K. Fetisov and A. A. Klimov, J. Opt. Soc. Am. B 22,
274 (2005).
17 P. Fleury, S. Porto, L. Cheesman, and H. Guggenheim,
Phys. Rev. Lett. 17, 84 (1966).
18 J. R. Sandercock and W. Wettling, Solid State Com-
mun. 13, 1729 (1973).
19 P. Gru¨nberg and F. Metawe, Phys. Rev. Lett. 39, 1561
(1977).
20 M. Grimsditch, A. Malozemoff, and A. Brunsch,
Phys. Rev. Lett. 43, 711 (1979).
21 B. Hillebrands, P. Baumgart, and G. Gu¨ntherodt,
Phys. Rev. B 36, 2450(R) (1987).
22 J. Cochran and J. Dutcher, J. Appl. Phys. 63, 3814 (1988).
23 J. Jorzick, S. O. Demokritov, C. Mathieu, B. Hille-
brands, B. Bartenlian, C. Chappert, F. Rousseaux, and
A. N. Slavin, Phys. Rev. B 60, 15194 (1999).
24 S. O. Demokritov, B. Hillebrands, and A. N. Slavin,
Phys. Rep. 348, 441 (2001).
25 E. Meloche, M. G. Cottam, V. P. Gnezdilov, and
D. J. Lockwood, Phys. Rev. B 81, 024426 (2010).
26 T. Sebastian, K. Schultheiss, B. Obry, B. Hillebrands, and
H. Schultheiss, Front. Phys. 3, 35 (2015).
27 A. Osada, R. Hisatomi, A. Noguchi, Y. Tabuchi, R. Ya-
mazaki, K. Usami, M. Sadgrove, R. Yalla, M. Nomura,
and Y. Nakamura, Phys. Rev. Lett. 116, 223601 (2016).
28 X. Zhang, N. Zhu, C.-L. Zou, and H. X. Tang,
Phys. Rev. Lett. 117, 123605 (2016).
29 J. A. Haigh, A. Nunnenkamp, A. J. Ramsay, and A. J. Fer-
guson, Phys. Rev. Lett. 117, 133602 (2016).
30 R. Hisatomi, A. Osada, Y. Tabuchi, T. Ishikawa,
A. Noguchi, R. Yamazaki, K. Usami, and Y. Nakamura,
Phys. Rev. B 93, 174427 (2016).
31 S. Sharma, Y. M. Blanter, and G. E. W. Bauer,
Phys. Rev. B 96, 094412 (2017).
32 J. A. Haigh, N. J. Lambert, S. Sharma, Y. M. Blanter,
G. E. W. Bauer, and A. J. Ramsay, Phys. Rev. B 97,
214423 (2018).
33 E. Almpanis, Phys. Rev. B 97, 184406 (2018).
34 J. W. Klos, M. Krawczyk, Yu. S. Dadoenkova, N. N. Da-
doenkova, and I. L. Lyubchanskii, J. Appl. Phys. 115,
174311 (2014).
35 Yu. S. Dadoenkova, N. N. Dadoenkova, I. L. Lyubchanskii,
J. W. Klos, and M. Krawczyk, J. Appl. Phys. 120, 073903
(2014).
36 P. A. Pantazopoulos, N. Stefanou, E. Almpanis, and N. Pa-
panikolaou, Phys. Rev. B 96, 104425 (2017).
37 P. A. Pantazopoulos, N. Papanikolaou, and N. Stefanou,
J. Opt. 21, 015603 (2019).
38 J. D. Joannopoulos, S. G. Johnson, J. N. Winn, and
R. D. Meade, Photonic Crystals: Molding the Flow of Light
(Princeton University Press, Princeton, 2008).
39 V. V. Kruglyak, S. O. Demokritov, and J. Grundler, J.
Phys. D: Applied Physics 43, 264001 (2010).
40 R. Zivieri, Solid State Phys. 63, 151 (2012).
41 S. Viola Kusminskiy, H. X. Tang, and F. Marquardt,
Phys. Rev. A 94, 033821 (2016).
42 T. Y. Liu, X. F. Zhang, H. X. Tang, and M. E. Flatte´,
Phys. Rev. B 94, 060405(R) (2016).
43 G. Gantzounis, N. Papanikolaou, and N. Stefanou,
Phys. Rev. B 84, 104303 (2011).
44 I. E. Psarobas, N. Papanikolaou, N. Stefanou, B. Djafari-
Rouhani, B. Bonello, and V. Laude, Phys. Rev. B 82,
174303 (2010).
45 E. Almpanis, N. Papanikolaou, G. Gantzounis, and N. Ste-
fanou, J. Opt. Soc. Am. B 29, 2567 (2012).
46 E. Almpanis, N. Papanikolaou, and N. Stefanou, Opt. Ex-
press 22, 31595 (2014).
47 M. Wagner, Phys. Rev. B 49, 16544 (1994).
48 W. J. Li and L. E. Reichl, Phys. Rev. B 60, 15732 (1999).
49 M. Moskalets and M. Bu¨ttiker, Phys. Rev. B 66, 205320
(2002).
50 A. Agarwal and D. Sen, Phys. Rev. B 76, 235316 (2007).
51 T. Bilitewski and N. R. Cooper, Phys. Rev. A 91, 033601
(2015).
52 A. K. Zvezdin and V. A. Kotov, Modern Magnetooptics
and Magnetooptical Materials (Bristol, Institute of Physics
Publishing, 1997).
53 T. Siefke, S. Kroker, K. Pfeiffer, O. Puffky, K. Diet-
rich, D. Franta, I. Ohl´ıdal, A. Szeghalmi, E.-B. Kley, and
A. Tu¨nnermann, Adv. Opt. Mater. 4, 11 (2016).
54 L. Gao, F. Lemarchand, and M. Lequime, J. Eu-
rop. Opt. Soc. Rap. Public. 8, 13010 (2013).
55 B. A. Kalinikos and A. N. Slavin, J. Phys. C 19, 7013
(1986).
56 W. H. Press, S. A. Teukolsky, W. T. Vetterling, and
B. P. Flannery, Numerical Recipes: The Art of Scientific
Computing (Cambridge University, Cambridge, 2007).
57 A. Christofi and N. Stefanou, Phys. Rev. B 97, 125129
(2018).
58 N. Stefanou, V. Yannopapas, and A. Modinos, Com-
put. Phys. Commun. 113, 49 (1998).
59 N. Stefanou, V. Yannopapas, and A. Modinos, Com-
put. Phys. Commun. 132, 189 (2000).
60 A. Navabi, C. Chen, A. Barra, M. Yazdani, G. Yu, M. Mon-
tazeri, M. Aldosary, J. Li, K. Wong, Q. Hu, J. Shi,
G. P. Carman, A. E. Sepulveda, P. Khalili Amiri, and
K. L. Wang, Phys. Rev. Applied 7, 034027 (2017).
61 D. F. Martinez and L. E. Reichl, Phys. Rev. B 64, 245315
(2001).
62 D. J. Griffiths, Introduction to Quantum Mechanics (Pen-
tice Hall, New Jersey, 1995).
63 C. M. da Fonseca and J. Petronilho, Numer. Math. 100,
457–482 (2005).
64 M. Abramowitz and I. Stegun, Handbook of Mathematical
Functions (Dover, New York, 1965).
65 J. D. Jackson, Classical Electrodynamics (Wiley, New Jer-
sey, 1999).
