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Abstract
Breast screening is now undertaken using digital mammography rather than screen film 
mammography systems. However, there is a wide range in image qualities associated with 
the use of the different digital detectors available and there is evidence of reduced cancer 
detection rates with powder phosphor computed radiography (CR) systems. Further work is 
required to investigate the link between clinical implications and measured image quality. 
However, clinical studies can be expensive and time-consuming and suffer from various 
confounding factors.
Studies using simulation can be faster and reduce the number of confounding factors. 
This thesis develops a methodology to adapt patient mammograms to appear as if acquired 
with a different detector. The adaption methodology accounts for differences in sharpness, 
glare, noise, scatter and beam quality and has been validated. The procedure can be used for 
adapting both patient images and mathematically created images.
A set of mammograms containing inserted calcification clusters and real non­
calcification lesions has been adapted to appear with the image quality associated with four 
types of detector and used in an observer study to compare cancer detection rates. If the 
results were applied to a screening service, the predicted cancer detection rate would be 
between 15 and 38% less for powder phosphor CR compared to digital radiography (DR) 
technologies. Needle image plate CR is a newer technology and was significantly better than 
powder phosphor CR but the predicted cancer detection rate would be between 6 and 15% 
lower than for the DR system at the same dose.
It is shown that measurements of threshold gold thickness using the CDMAM test ob­
ject correlate well with the cancer detection rates from the observer study. It is concluded 
thatthreshold gold thickness is suitable for setting limiting image quality criteria, as in the 
European Guidelines, but that the actual limits may need reviewing.
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This thesis and the work to which it refers are the results of my own efforts. Any ideas, 
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are hilly identified as such within the work and attributed to their originator in the text, bib­
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This work was undertaken as part of the OPTIMAM project, lead by Professor Ken 
Young at the Royal Surrey County Hospital. There are a number of collaborators in the pro­
ject and I note here any contributions to the work from collaborators for each in the individ­
ual chapters.
Chapter 5:
• The calculation of glare-to-primary ratio and scatter-to-primary ratio was un­
dertaken by Faith Green under my supervision.
Chapter 6:
• Oliver Diaz calculated the energy absorption efficiency and quantum detection 
efficiency of each of the detectors using Monte Carlo techniques.
Chapter 7:
• The initial concept of how to adapt mages has been previously described by Dr. 
Adam Workman (2005).
Chapter 8:
• Gavin Alexander undertook the majority of the calculations for the characteri­
sation of the seven Hologic systems, under my supervision.
• The observer study re-used some of images selected by Lucy Warren for a pre­
vious study. I replaced 25 cases containing calcification clusters, 40 cases with 
non-calcification lesions. I used a different set of normals.
11
• The method of adapting the simulated calcification clusters was provided by 
our collaborators at Katholieke Universiteit Leuven. It was then updated for 
our purposes by Edmund Brookes. David Duncan wrote the program to insert 
the clusters into images with the addition of noise. I developed the method to 
calculate the magnitude of the noise required.
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Chapter 1
Introduction
1.1. Motivation and aims
1.1.1. Breast screening using mammography
Breast cancer is the most common cancer in women in the UK, with an average of
48,988 new cases per annum between 2008 and 2010 (ONS 2012). Routine screening using 
mammography was introduced in the UK in 1988, and since then mortality from breast 
cancer has been decreasing (fig. 1.1). Early diagnosis of breast cancer from screening is not 
the sole reason for mortality reduction as treatment for breast cancer has also improved. 
Around half of these lives saved may be attributable to screening (Berry et al 2005). 
However, over 111,000 women still die annually in the UK due to breast cancer (ONS
2012). Although, a number of these women were either outside the age range for screening 
or did not attend screening.
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Fig. 1.1. Breast cancer incidence and mortality in England from 1971 to 2012 (source 
Office for National Statistics (ONS))
Screening mammography is not perfect. The cancer detection rate in the UK is about 
0.78%, but 0.12% of women with a negative diagnosis return symptomatic within three 
years before the next screen is due (Bennett a/ 2011). Of these cases 17% of the cancers 
were diagnosable but were missed due to interpretation errors (Marmot et al 2013). While 
other cancers were only visible on the previous images once their location was known and it 
would not have been reasonable to expect a correct recall. Others were not visible due to 
insufficient image quality, or they were radiographically occult or they simply weren’t there 
at the last screen. The interpretation of images is not simple and mammographie 
abnormalities often have a subtle appearance. To maximise cancer detection the imaging 
system requires good spatial and contrast resolution to optimally view these lesions.
Of the women screened, 4.1% were recalled from screening for further investigation but 
81% of these women did not have a cancer (Marmot et al 2013), which is of concern due to 
the stress that these women can suffer (Bond et al 2013). The recall rate depends largely on 
the clinical practice, for example it is known that the recall rate is much higher in the USA 
than in the UK, while the Scandinavian countries tend to have very low recall rates. Using 
current technologies, it is often not possible to distinguish between benign and malignant 
lesions and so false positive recalls are intrinsic to the screening program. Generally, a 
screening unit with a higher recall rate will have a higher cancer detection rate, and so a 
decision has to be made on the acceptable practice. A currently controversial issue is that 
many of the cancers diagnosed would not have harmed the women in their lifetime and so 
the treatment was unnecessary.
There is no doubt that the mammography screening programme creates harm from 
unnecessary treatments and stress from recall for a false positive. There are of course 
benefits such as a reduction in mortality from breast cancer and women requiring less radical 
treatment due to early diagnosis. The quantification of this harm and benefit is controversial 
and fraught with difficulties. However, an independent review of screening mammography 
in the UK (Marmot et al 2013) found that for every 10,000 women screened there would be 
55 fewer deaths from breast cancer, but also that 100 women would have been treated 
unnecessarily. There is also a radiation risk and the current estimates are between 3 and 6 
extra radiation induced cancers per 100,000 women screened. Overall, focus groups find this 
level of benefit to harm acceptable, but that this information needs to be communicated to 
women prior to screening.
1.1.2. Imaging Technology
Screen film mammography (SFM) was the workhorse for the NHS breast screening 
programme (NHSBSP) for many years. However, in the last few years digital imaging
systems have been used in large numbers in breast screening and the change to digital 
imaging is close to completion within the NHSBSP, The switch from SFM is now 
permanent, but the full implications on cancer detection of digital imaging have not been 
fully explored. There is a lot of work that can be undertaken on the effectiveness of different 
detector types and also the effect of dose, image processing and radiographic factors.
A few large scale prospective screening studies (Lewin et al 2002, Pisano et al 2005, 
Skaane et al 2007) have been undertaken to compare SFM with digital imaging systems, but 
these are time consuming and expensive to run. There is evidence that digital imaging can 
improve cancer detection rate compared to SFM (Bluekens et al 2012, Vemacchia and Pena 
2009), but there are concerns that the use of some of these digital technologies may have an 
adverse effect on cancer detection (Chiarelli et al 2013, Séradour et al 2014). There are a 
number of digital detectors available on the market for mammography but they have a wide 
range of associated image qualities (Yaffe et al 2013). However, there are only a few 
retrospective screening studies comparing the use of different digital detector technologies 
(Bosmans et al 2013, Chiarelli et al 2013, Keavey et al 2012, Séradour et al 2014).
New imaging technologies such as digital breast tomosynthesis (DBT) show a lot of 
promise to improve the cancer detection rate and reduce the false recall rate (Skaane et al
2013). However, it will be many years before this may be in widespread use in routine 
screening due to practical challenges such as the large number of images produced for each 
woman. This work focuses on planar digital mammography, which will be used to image 
millions of women within the UK for many years. Thus the use of digital detectors for planar 
imaging is still an important topic to research.
1.1.3. Aim
Breast cancer is missed for significant numbers of women every year and so it is highly 
relevant to study the technology used in breast screening and how the imaging 
characteristics can affect cancer detection. However, the studies that have been undertaken 
in the screening environment take a long time to complete and have a large number of 
confounding factors. The aim of this work is to investigate the effect of using different 
digital detectors has on cancer detection. This is undertaken by creating a method to adapt 
images acquired on a given detector to appear as if acquired on a different detector. A set of 
real mammograms with a range of lesions types acquired on one detector type is collated. 
The images are then adapted to have the image quality of different detectors. An observer 
study is undertaken with radiologists to understand the effect detector type has on cancer 
detection. This method streamlines the evaluation of imaging systems and reduces the 
number of confounding factors in a study
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1.2. Thesis organisation
This section describes the structure and content of the thesis. The thesis has three 
background chapters discussing the image quality measurements, detector design and studies 
evaluating the use of different detectors. There are four main chapters of original research; 
characterising image quality of different detectors, creation of a noise model, image 
conversion methodology and validation and an observer study examining the effect of 
detector type on cancer detection.
Chapter 2 describes the physical measurements for quantifying the image quality 
associated with digital detectors such as noise and image sharpness. It is necessary to 
measure the image quality to be able to undertake accurate image adaption. The chapter 
describes the measurements of signal transfer properties (STP), modulation transfer function 
(MTF), noise power spectra (NPS) and detective quantum efficiency (DQE). It also 
describes the sources of noise and blurring in images. While DQE is useful for 
characterising the detector, a measure such as a contrast detail test object is useful for 
characterising the overall image quality of a system. The use of a contrast detail test object 
(CDMAM) for testing the acceptability of systems is also discussed.
Chapter 3 describes the technology used for commercially available mammography 
digital detectors. Furthermore, the chapter describes how the detector design will affect the 
measured image quality. The main aim of the thesis is to measure the relationship of image 
quality associated with different detectors to the clinical outcome. Thus chapter 4 describes 
studies that have been previously undertaken to understand the effect of detector type on 
cancer detection. These studies have a number of weaknesses such as a large number of 
confounding factors and the difficulties to obtain sufficient cancers in a study to ensure the 
results will be statistically significant. Chapter 4 also highlights the features that would 
improve observer studies.
Chapter 5 describes the characterisation made of six detectors from four different 
technologies. The STP, MTF, NPS, DQE and glare were measured for each detector and the 
results were used in the following chapters. It was shown that the glare within a detector is 
not fully accounted in the MTF and so a practical method was created to adjust the MTF to 
account for the missing glare. The effect of this extra glare on the DQE was demonstrated.
The first stage in undertaking adaption of the images is to be able to predict the noise 
for any beam quality and dose for each detector of interest. Chapter 6 sets out a detailed 
characterisation of electronic, quantum and structure noise at one beam quality for each 
detector. The relationship of quantum noise with beam quality is shown but the electronic
and structure noise are independent of beam quality. The validation of the noise model was 
undertaken by creating real noise images and comparing them with real images. The model 
does show that the relationship of noise with beam quality is dependent on the detector type 
and also that the changes are spatial frequency dependent.
The key development of this thesis was to create a method to enable adaption of the 
image quality. Chapter 7 describes how the signal, blurring and noise in an image need to be 
changed to adapt the image to appear as if acquired on a different detector. In addition to 
corrections for the detector, methods to correct the scatter, and grid factor were also created. 
The addition of noise relies on estimating the noise in the original images and the images to 
be simulated. The adaption method was validated using images of the CDMAM test object, 
which is useful for measuring the overall image quality associated with a system.
Chapter 8 shows the use of the novel conversion methodology to create sets of images 
simulating four types of detector, which are then used in an observer study. The image set 
comprised normal mammograms and mammograms containing cancers and benign lesions. 
The cancers in this study were a mixture of inserted calcification clusters and a set of real 
non-calcification lesions. Differences in the detection of the cancers were found between the 
four types of detectors. The effect of these differences on cancer detection in screening 
program is then estimated. Finally, a correlation of the threshold gold thickness results of the 
CDMAM test object with the cancer detection rates was tested. The relevance of the image 
quality criteria set by the European guidelines is then discussed.
The final chapter discusses the implications and limitations of the work and describes 
further work that can be undertaken.
1.3. Achievements and contribution to the field
I have shown that the measured MTF does not fully encompass the effect of glare on 
the transfer of signal through the imaging system. A practical method for incorporating the 
missing glare into the MTF is described.
Models of the dependence of noise power spectra on dose have been previously 
published by various authors. This thesis shows for the first time a model of noise against 
beam quality using measurements rather than a theoretical model. Using this model, the NPS 
can be estimated for a wide range of mammographie beam qualities and doses.
This method for adapting an acquired image to appear as if it had been acquired on a 
different system is novel and is presented in this thesis. The method accounts for changes in
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dose, detector noise, glare and scatter. It is a powerfiil technique and allows the image 
quality to be adapted and so simulates the use of different detectors.
A successful observer study was undertaken to compare the effect that detector type has 
on cancer detection. The power of the study was good as the only difference between the 
study arms was the detector. In particular, this was the first study to examine the clinical 
effectiveness of needle image plate CR. The study confirmed the sensitivity of the detection 
of calcification cluster to image quality and showed that the detection of non-calcification 
lesions can be affected by detector type.
Chapter 2
Image quality parameters
2.1. Introduction
The purpose of this chapter is to describe the measurements of image quality with the 
intention of understanding what parameters will need adjusting during image simulation. 
Ultimately, a measure is also required to judge the quality of the simulation.
Methods for linearization of image pixel values are required to undertake meaningful 
measurements of image quality. The chapter describes the methods to quantify the noise and 
sharpness of an image and includes a discussion of the factors that affect noise and 
sharpness. The measurement of threshold contrast of details in a phantom is a useful method 
to quantify the image quality of the whole system, including detector noise, blurring 
processes, anti-scatter grid factors and scattered radiation. As this test encompasses a range 
of factors that affect image quality, it is ideal to provide a test on the accuracy of the 
simulation model.
2.2. Digital image and sampling
Fundamentally, a digital image is an array of sampled areas of the incident analogue 
signal, in this case for digital mammography it is the signal arising from x-ray photon 
interactions. Each sampled area is called a pixel and the distance between the centre of the 
pixels is called the pixel pitch. This sampling process creates some fundamental differences 
compared to the analogue screen/film systems. As the image is digital, there is the 
opportunity to undertake direct analysis of the image quality using Fourier techniques, which
provides information on the spatial frequency content. For Fourier analysis of finite images 
the signal must be periodic and the signal being analysed must repeat infinitely. A Fourier 
transform of a signal with a large difference between opposite ends, creates ringing artefacts 
in the output which are of no interest in image quality testing. Methods that are used to 
prevent these discontinuities are discussed in this chapter.
2.2.L Undersampling and aliasing
In a sampled system such as a digital detector there is a limit on the spatial frequencies
that can be accurately sampled. The Nyquist frequency {un) defines the limiting spatial 
frequency and is related to the pixel pitch (A) as follows in the x and y  directions of the 
detector:
" J V = K a
Input signals at spatial frequencies higher than the Nyquist frequency will be aliased 
and appear in the output signal with a lower spatial frequency. The application of the 
sampling comb {III) to the input signal {f”{x,y)) can be described as;
(%, y ) = (x, y ) . 2Z/(x, y; A, A) (2 2 )
In terms of spatial frequencies this can be written:
r 00 CO 1
/ ° “^ (x,y)=5"M ^ G { u  + nuj^,v + mu^)\  (2.3)
( « = —00 « 2 = —CO J
where G{u,v) is the Fourier transform o f/" , u and v are the spatial frequencies corresponding 
to the X and y directions, 3   ^ is the inverse Fourier transform,/* is the resultant image.
Aliasing adversely affects the image quality, as the spatial frequencies above the 
Nyquist frequency in the input image are not accurately represented in the output image. It is 
not possible to remove aliasing from an image, although it is possible to reduce aliasing by 
adjusting the design of the imaging system. A smaller pixel pitch will increase the Nyquist 
frequency as will blurring if introduced into the imaging system before sampling occurs. 
Both of these changes have the effect of reducing the signal above the Nyquist frequency 
and thus aliasing.
2.3. Signal transfer properties
To produce valid results for quantitative analysis, whether for simple measurements 
such as uniformity or more complex measurements of modulation transfer function (MTF), 
the system must have a linear or at least linearisable response. According to linear system
theory the imaging system must follow the rules of additivity and homogeneity to make 
meaningful calculations (Smith 2003). The signal transfer property (STP) relates an output 
parameter (usually a pixel value which is unitless) to the input signal and is the first step in 
any form of quantitative image quality analysis. An image can be linearised by applying the 
inverse of the STP function. For systems with linear (with or without an offset), logarithmic 
and power response (typically square root), the STPs and their respective inverses are:
Piin = a b K  K  = P - a (2.4a)
Pjog = a ln(/T) + b=>K = exp| ^  ^ | (2.4b)
=aK^ + c ^ K  = (  * (2.4c)power
\  ^ y
where a, b and c are constants, P  is pixel value and K  is detector air kerma (pGy).
The pixel values are linearised to air kerma incident to the detector in equations 2.4(a- 
c). However, the image can be linearised to any parameter that it is directly related to the 
signal incident on the detector such as energy per unit area, number of photons or kerma area 
product. To produce an accurate assessment of the STP, sufficient images must be obtained 
to cover the range of doses relevant to the tests being performed. For a system known to 
have a straight line STP five dose levels will generally be sufficient to specify the STP. For 
systems with a non-straight line response, the International Electrotechnical Commission 
(lEC) recommends that the ratio between adjacent dose steps is a maximum of 1.26 (lEC 
2007). With careful measurement the coefficient of correlation {R^) of the STP should be 
greater than 0.99. It is important to measure the STP for each individual system rather than 
use a value measured elsewhere.
2.4. Modulation transfer function
2.4.1. Definition o f modulation transfer function
The MTF in essence describes how faithfully an imaging system will reproduce the
input image. More specifically the MTF describes how spatial frequencies transfer through 
the imaging system and it is considered a measure of the sharpness of an imaging system. 
The MTF {H) is the magnitude of the complex optical transfer function (OTF), where the 
OTF is the Fourier transform of the response of the system to a delta function (Giger and 
Doi 1984):
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;f(« ,v) = |OTF(w,v)| (2.5)
The MTF can also be defined as the ratio of the Fourier transforms of the signal out to 
signal in, in essence it describes how each spatial frequency is transferred through the 
imaging system:
(2 .6)
where 3  is the Fourier transform, I  is the image signal.
Fig 2.1 shows an example of a signal composed of four spatial frequencies with the 
same amplitude. The MTF is applied to the input signal and the four signals (with a reduced 
amplitude) are combined to form the output. The output is now a blurred version of the 
input. The MTF can be measured using a delta function as the input signal, in this case the 
denominator is equal to one at all spatial frequencies and so the Fourier transform of the 
output will equal the MTF.
INPUT
h
Apply MTF
Frequency
OUTPUT
,  W i )
v W V \
\/VlW
Fig. 2.1. Transfer of spatial frequencies (/} to/^) through an imaging system.
2.4.2. Digital modulation transfer function
For a valid MTF measurement, the system must be spatially invariant, i.e. the MTF
measured at any point on the detector will give the same result. However, this is not the case 
for a digital system and the response to the delta function varies spatially in relation to the 
pixel array. Technically, the MTF measurement is not valid for digital systems, but it is a
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useful concept for characterising the imaging properties of a detector. Hence, it was of 
interest to develop a digital version of the MTF. There are two versions of the digital MTF 
that are used:
Presampled MTF: The presampled MTF does not include sampling but it does include 
the blurring process within the convertor layer and the effect of the sampling aperture. 
As the effect of sampling is not included then the presampled MTF does not contain 
any aliased signal.
Expectation MTF: The expectation MTF is the average MTF over all the possible 
responses to the delta input function relative to the pixel array. This MTF includes the 
effect of aliasing.
Neither the presampled nor the expectation MTF can fully describe the transfer of 
information for an input containing a wide range of spatial frequencies e.g. mammography. 
Indeed, there is no method for measuring an input-independent system response in systems 
where aliasing can occur. Either definition of MTF can be used but the user must be aware 
of the definition of each. The presampled MTF is normally quoted in the literature and so is 
used in the simulation and is discussed extensively in this thesis (sections 2.4.3 to 2.4.6). 
Measurements of presampled MTFs for different detectors are shown in section 5.3. The 
presampled MTF is also used in the simulation of images (section 8.3.2).
2.4.3, Measurement ofpresampled modulation transfer function
As previously mentioned (Section 2.2.1) aliasing can be reduced by increasing the
sampling of an image. The presampled MTF is measured without aliasing by super-sampling 
the output obtained from the input of a delta function. There are different methods for 
creating an image with a delta function: point source (Fetterly et al 2002), edge (Samei et al 
1998) or slit (Fujita et al 1992). From a practical point of view, the edge method is normally 
used for measuring the MTF. There are a number of reasons that the edge is commonly used: 
it is simple to set up; does not necessarily involve very high tube loadings; an edge is 
relatively simple to manufacture; the measurements are reproducible (Marshall et al 201 la); 
and it provides good characterisation of low spatial frequencies (Cunningham and Reid 
1992). Normally, the presampled MTF is measured in two orthogonal directions when a 
detector is characterised. It is not easy to measure the two-dimensional MTF, but it can be 
estimated by using interpolation of the two orthogonal MTFs (Yip et al2Q \\).
During measurement of the MTF, the edge is placed close to the detector and imaged at 
a small angle (typically 2 to 5°) to the pixel array to measure the presampled MTF. This will 
in effect sample the edge spread function (ESF) over a range of points relative to the pixel
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array. The first stage in creating a super-sampled ESF is to find the edge in the image, this 
can be undertaken by either using a method of differentiating the columns perpendicular to 
the edge (Fujita et al 1992) or using a Hough transform (Samei et al 1998). The image is 
then converted to a one-dimensional representation of the ESF. Fujita et al (1992) suggested 
a simple technique of re-ordering the rows of pixel values to create the ESF, however this 
may create some small errors. An improvement is to calculate the distance of each pixel 
from the edge (Samei et al 1998):
s{i, j )  = Ax{j cos(6>) -  i sin(6>)) (2.7)
where j  is the distance of the pixel from the edge, z is the row number and j  is the column 
number.
The use of super-sampling is easier to demonstrate with a slit rather than an edge. An 
example of a super-sampled LSF is shown in fig. 2.2 from an image of a slit over the pixel 
array. The figure shows two LSFs, one column where the slit is directly over the centre of 
the pixel (green line) and the other when the slit crosses between two pixels (brown line). 
This shows that the system is not spatially invariant as the response to the input delta 
function is different. In the example, the supersampled LSF is created from four columns of 
data. Although derived from relatively little data, the Gaussian shape of the LSF is clearly 
seen. In this case the supersampled LSF will be the same irrespective of the location of the 
slit.
Column & 
associated 
LSF
Column & 
associated 
LSF
Pixel
array
0 * X ^ C  entre
4. -----4. --------4  of pixel
I
Super sampledDistance from sût 
to pixel centre
Fig. 2.2. Supersampling of line spread function of image of slit: The small circles 
represent the centre of the pixel. LSF with slit over centre of pixel (Green); LSF with 
slit crossing between two pixels (Brown) and composite LSF with green, brown and 
purple.
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To calculate the ESF from an image of an edge, the pixels are binned according to 
distance from the edge. Typically the binning distance is one tenth of the pixel pitch. This is 
a compromise between fine sampling of the ESF which may produce a noisy distribution 
and coarse sampling of the ESF which has less noise but may allow aliasing to be 
introduced. The ESF can then be differentiated to give the LSF. The presampled MTF is the 
amplitude of the Fourier transform of the LSF.
2.4.4. Edge spread function smoothing algorithms
To reduce the noise in the resultant ESF, the edge is imaged at relatively high dose,
typically up to five times the detector dose for clinical examinations. Nevertheless, further 
processing of the ESF is generally undertaken to reduce the noise. The smoothing process 
must be used carefully to ensure that information is not lost while minimising noise. There 
are a number of smoothing regimes that are used on the ESF:
Savitzky-Golay: The Savitzky-Golay method uses a moving fit over the ESF to smooth 
the data (Savitzky and Golay 1964), this can reduce the noise while having a minimal 
effect on the signal of interest. Samei et al (1998) used a fourth order polynomial moving 
fit over a window width (w) of pixels weighted with a Gaussian function (equation 2.8).
/ ( / )  = exp 4z (2.8)
where z is the local variable defined within [-(w-l)/2,(w-l)/2], Samei et al (1998) used 
w = \l.
Monotonie fit: Maidment and Albert (2003) suggested using a monotonie fit to the ESF. 
Carton et al (2005) showed that this gave a better result for the low frequency 
component of the MTF.
Simple smoothing: Marshall (2007) favours the ‘plain envelope’ method of minimal 
processing. A median filter of five pixels is applied to the image in the column or row 
perpendicular to the edge.
Gaussian extrapolation: Typically, most of the noise is present in the tails of the LSF. 
The tails can be replaced by a Gaussian extrapolation from parts of the LSF with low 
noise (Fujita et al 1992). This is rarely undertaken for processing of images of an edge 
but it is often used in processing of images of a slit. This is also used when there is 
partial transmission of x-rays through the leaves of the slit.
Smoothing in the centre of the ESF must be undertaken with caution as there is rapid 
change in signal. Smoothing at this point may adversely affect the MTF measurement.
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especially for some detectors for which the ESF can have a non-monotonic response, for 
example the transition point for the image of the edge using an amorphous selenium detector 
can have over and/or undershoot (Chowdhury et al 2006). Generally this can be avoided by 
not applying the smoothing to 1 mm of the central portion of the ESF. This is justified, as 
there is a large change in the ESF which is larger than the noise and so there is little 
advantage to smoothing.
In the scientific literature the Savitzky-Golay smoothing of the ESF is typically used in 
the calculation of the MTF. This method is robust and consistent and has been shown to 
work well for the majority of systems without difficulties. For this reason, it is very suitable 
for quality control measurements. The monotonie fit should be used when an accurate 
measurement of the low frequency component of MTF is required. However, the data may 
need some careful preparation if there is a gradient in the signal across the area of interest 
associated with the x-ray beam rather than the detector.
2.4.5. Size and location o f area to measure modulation transfer function
Another consideration is the location and area of the region of interest (ROI) used. It is
assumed that the MTF is a constant over the area of measurement, however there may be 
variations according to location on the detector. Hajdok and Cunningham (2004) showed 
that off-axis x-rays degrade the MTF. To reduce this effect, it is typical to measure the MTF 
with the detector a long distance from the x-ray tube. However, this is not possible in a 
clinical mammography set and so the measurement area is limited and set up to be close to 
the central ray of the x-ray beam.
Glare is long distance travel of the secondary quanta within a detector and will be 
discussed in-depth in section 2.9. The effect of glare on image quality can be included in the 
MTF as it affects the transfer of signal through the system. As glare is associated with long 
distance travel of secondary quanta within the detector, the area of irradiation needs to be 
sufficiently large to accurately represent glare in the MTF. It has been shown that the length 
of the irradiated area should be at least 80 mm (Samei et al 2006).A windowing function 
such as a Hanning window {w{n) - equation 2.9) can be applied to reduce the values at the 
end of the tails to zero and thus avoid discontinuities in the LSF. It is best to avoid using 
windowing functions unless absolutely necessary, as they can bias the MTF (Carton et al 
2005). With careful measurement and data processing a windowing function is not required.
w(«) = 0.5 l - c o s |^ - ^ ^ j j  (2.9)
where n is the n* pixel in the range of pixel values from 0 to N-1
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Scatter will degrade the MTF and so the area irradiated should also be collimated to 
reduce scatter reaching the area of interest. At the very least the collimation within the x-ray 
tube housing must be used and ideally there should also be external collimation, as specified 
in the lEC report (lEC 2007). Samei et al (2006) showed that at general radiographic 
energies the MTF increased on average by 7% by using proper collimation.
2.4.6. Comparison o f methods for measuring presampled MTF
The scientific literature contains a number of methods for calculating the MTF and each
has advantages and disadvantages. Samei et al (2005b) compared the methods for locating 
the edge, the methods for binning the ESF and the smoothing algorithms (Buhr et al 2003, 
Granfors and Aufrichtig 2000, Reichenbach et al 1991, Samei et al 1998, Saunders, Jr. and 
Samei 2003, Tabatabai and Mitchell 1984). They showed that the resultant MTF varied by 
1% at high spatial frequencies and up to 5% at low spatial frequencies for real images from 
different systems. When they tested the algorithms on synthetic images, the difference 
between the methods was less than 1%. This shows that measurements of the MTF using an 
edge are sensitive to noise. The issue is the differentiation stage on the ESF, and this will 
amplify noise (Cunningham and Reid 1992). There was no gold standard in this paper 
(Samei et al 2005b) to distinguish which method was the most accurate but the resultant 
differences are within the uncertainties expected (lEC 2003).
Unfortunately, Samei et al (2005b) did not evaluate the monotonie fit method 
(Maidment and Albert 2003). Carton et al (2005) did estimate the effect of different methods 
for reducing noise in the LSF, they found that the only method that did not introduce 
systematic errors was fitting the ESF with a monotonie fit. However, they did not compare 
the main method (Samei et al 1998) most often used. Cunningham (1992) used a theoretical 
model to compare the techniques of measuring MTF using a slit, edge and wire. He 
calculated that the slit is better for measurements of high spatial frequencies while 
measurements using the edge are better for low spatial frequencies. The wire technique is 
always inferior. Samei et al (2006) compared measurement techniques using slit, and edge 
(opaque and semi-translucent). They clearly showed that it is much simpler to align an edge 
correctly than a slit which has a tight tolerance on its location. Differences of up to 5% were 
found between the techniques. The opaque edge gave the lower values at low spatial 
frequencies, which confirms that this is the best method for measuring low frequency effects 
in the MTF. Low frequency drop is to be expected as there is always glare present in the 
measurement of MTF.
The edge method is robust and reproducible, providing that the measurement is 
undertaken carefully. It is important when using or comparing MTF measurements that the
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methods used in the calculation and measurement are well understood and explicitly 
described.
2.5. Noise power spectra
2.5,1. Definition o f noise power spectra
Noise is variations in the output from the detector that are not associated with the object
being imaged. Consequently, noise can obscure low contrast details in an image. Noise in 
images has been analysed from measurements of variance of the signal or of noise power 
spectra (NPS). The NPS is useful for characterizing the noise in radiographic images and is 
defined as the variance (per frequency bin) expected from multiple measurements of a given 
frequency.
The NPS (IT) is measured using flat field images, the analysis is undertaken on small 
sub-regions (/(x,y)) of dimensions of Nx and Ny with the average background signal { S )  
removed. The NPS is defined by:
(2.10)
V Jm=\
where M is the number of sub-regions. Ax, Ay are the pixel pitches in the x and y directions, 
Uj, Vk are the spatial frequencies.
The magnitude of the NPS will depend on the linerisation of the original images. To 
achieve a result that is independent of the linearization method the NPS is normalised by 
dividing by the square of the mean pixel values within the ROI.
2.5.2. Measurement o f noise power spectra
For any measurement of NPS the experimental conditions (such as beam quality and
dose) need to be chosen to be relevant to the test being undertaken. The beam quality is an 
important choice as the NPS is sensitive to beam quality (Marshall 2009). There are two 
main choices for an absorber to be placed in the x-ray beam for mammography: 2 mm Al 
which is a reproducible method used in the lEC standard (lEC 2007), or a phantom such as 
polymethyl methacrylate (PMMA) which has attenuation properties that are closer to the 
breast than aluminium. The choice of beam quality for this work is discussed in section
4.2.2. The tube voltage and anode/filter should also be chosen to be representative of the 
factors used to acquire clinical images. The exposure is generally set at the typical exposure 
level of the mammography system, though it is often of interest to make measurements at 
low and high exposures values.
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There are inaccuracies in the measurement as only a limited number of images can be 
acquired. The choice of sampling size and number of images is a compromise between high 
sampling of the NFS and reducing the uncertainty in the measurement. Typically regions of 
size 128 X 128 are used although sizes of a factor of two above and below are also used. The 
coefficient of variation (cov) associated with the NFS can be calculated (Sandrik and 
Wagner 1981):
cov = l / V Â ^  (2.11)
where is the number of independent pixels used in the measurement of NFS.
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Fig. 2.3. Moving and overlapping sub-ROIs for measurement of NFS, in this case the 
overlap is N/2.
The use of overlapping sub-ROIs (fig. 2.3) has been used to increase the number of sub- 
ROIs in the calculation of NFS, typically half of the size of the sub-ROI is used as the 
overlap. Although the number of calculations increases, the uncertainty of the overall 
measurement will be the same as non-overlapping ROIs (Dobbins, III et al 2006), unless the 
number of independent pixels increases. The lEC (2007) recommend that the NFS is 
measured with a minimum of sixteen million independent pixels to obtain an error less than 
5%.
It is very difficult to measure the zero frequency associated with image intensity of the 
NFS and so the value is generally ignored. If there is a gradient in the image then this may 
cause discontinuities in the signal during the Fourier transfonn and ringing artefacts may 
appear in the NFS. There are two possible methods for ensuring that there are no 
discontinuities in the sub-ROIs. A two dimensional 2"^  order polynomial can be removed 
from the sub-ROI to ensure that the image is relatively flat. Alternatively a two dimensional 
Hanning filter can be applied to the sub-ROI, which reduced the pixel values of the image 
edge of the sub-ROI to zero. The resultant NFS has to be corrected for the compressed 
signal. Both of these methods produce very similar results.
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There are many factors such as detector technology, air kerma at the detector and beam 
quality of the incident x-ray beam that will affect the measured NFS and many papers 
(Evans et al 2002, Mackenzie and Honey 2007, Workman and Cowen 1993) have been 
dedicated to the analysis of noise and the sources of the noise. Not only can the NFS charac­
terize the noise, it has also been shown (Bath et al 2005) that the NFS can be converted into 
a real image of noise that can be used to simulate dose reduction in images. This method is 
used to simulate images acquired with a different detector and dose, more details are in
6.4.1.
The calculated NFS is a two dimensional array, typically it is displayed as a one 
dimensional curve. The data are binned for different directions, such as the x and y 
directions, the NFS data are averaged over a number of rows or columns either side of the 
axes (typically ±5). The axes themselves are not used in the calculation. In addition, a radial 
average of the whole NFS can be calculated. Fig. 2.4 shows the typical areas that are used 
and an example of the resultant one dimensional NFS curves. Often the NFS is isotropic but 
in this case image processing has been applied and the curves are different in each direction.
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Fig. 2.4. Conversion of two dimensional NFS to one dimensional representation in the 
different directions for Fuji Amulet system at 370 pGy (image linearised to air kerma).
2.6. Noise equivalent quanta
If the noise in a flat field image is assumed only to be Foisson noise then the number of 
photons per unit area could be calculated, this is the noise equivalent quanta (NEQ). A 
frequency based NEQ can be calculated from (Dainty and Shaw 1974):
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If the detector is ideal and so the noise is transferred perfectly then the NEQ will equal 
the number of input photons per unit area ( 0 .  As detectors are not ideal then there are other 
noise sources and less than 100% efficiency, this concept can be used as a measure of a 
detectors efficiency -  detective quantum efficiency.
2.7. Detective quantum efficiency (DQE)
The detective quantum efficiency (DQE) measurement of a system describes the ability 
of a system to transfer the input to output signal-to-noise ratio compared to that of an ideal 
detector (Dainty and Shaw 1974). The DQE is defined as the square of the ratio of the output 
to input signal-to-noise ratios (SNR). According to Poisson statistics the standard deviation 
of the noise associated with the incident x-rays is the square root of number of photons per 
unit area ( 0 .  It is simple to show that the square of the input SNR is Q. The DQE can then 
be defined:
where P  is the average signal in the image
Ranger et al (2007) examined some of the factors that influence the measurement of 
DQE, in particular they compared the methods given by the lEC (2003) for the standard 
measurement of DQE for general radiography systems and other methods. They showed that 
differences of up to 12% can exist between the results from different methods. The largest 
differences in the measured DQE were due to:
• the use of collimation
• the beam quality
• the detrending method (removal of trends in the image such anode/heel effect)
• the MTF calculation method.
Variations in DQE values for frequencies less than 0.2 mm'^ are due to choice of ROI 
detrending method and size of sub-ROIs. The above authors stated that the use of 
collimation is not necessary for NFS measurements, which has the advantage of increasing 
the number of sub-ROIs and so fewer images would be required. This is not advisable for 
the measurement of a clinical mammography system the dose variations due to the anode
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heel effect are larger for mammography. The size of the area is a compromise between 
minimising dose gradients and increasing the number of pixels for the NFS calculation.
2.8. Interpretation of quantitative measurements
2.8.1. Contributions to the modulation transfer function
One of the useful features of the MTF is that the contributions to the MTF associated
with any blurring process in the imaging chain of an imaging system can be multiplied 
together to give the final MTF, for example:
H{u) = {u)H b {u)H  ^  (w) (2.14)
where H  is the MTF of the overall system, F/a is the sampling MTF, Hb is intrinsic blurring 
associated with the detector, Hfs is blurring associated with focal spot size, is the blurring 
associated with any movement of either the object being imaged or the x-ray tube.
The presampled MTF is primarily affected by the sampling and blurring in the detector. 
The fundamental limit on the MTF is due to sampling, it is related to the size of the read out 
area for an individual pixel (del). If it is assumed that the signal is evenly spread over the 
area, then the signal is a rectangular function and its associated Fourier transform is a sine 
function. So the MTF associated with the aperture function {H ^  is:
{u) = sinc(2;zwA) (2.15)
where A is the del size or pixel pitch. In reality, the del reads signal from the whole pixel 
area of the convertor either due to signal spread or focusing in an electric field, therefore for 
practical purposes the pixel pitch is generally used to estimate the aperture function.
Blurring and glare occur due to the spread of signal in the detector or occur during the 
readout phase. This is discussed further in chapter 3 for different types of detectors. There 
are other features that can affect the sharpness of the image. The finite size of the focal spot 
can affect the sharpness of an image. However, as the MTF is measured close to the detector 
the focal spot size does not affect the presampled MTF. If a system MTF (Samei et al 2009) 
is of interest, then the edge is imaged at a relevant distance from the detector. The MTF 
associated with size of a uniform focal spot can be quantified (Sandborg et al 1999) as:
H  (w) = s,mc{ms[m - 1]) (2.16)
where s is the size of the focal spot, m is the magnification (focus to edge distance/ focus to 
detector distance).
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Other factors such as tube movement in tomosynthesis can affect the system MTF 
(Mackenzie ef a/2013, Marshall and Bosmans 2012). In a clinical system, patient movement 
during the exposure will also contribute to the blurring of an image. In mammography, a 
compression paddle is used to keep the breast in a fixed position. Therefore, no gross 
movement of the breast is expected but there may still be internal movement due to blood 
flow and breathing and so exposure time should be kept as low as reasonable to minimise 
motion.
2.8.2. Source o f noise in the image
NFS measurements have been reported in the literature for a number of mammographie
detectors (Fetterly and Schueler 2003, Marshall et al 2011b, Monnin et al 2007). While the 
interpretation of MTF is relatively easy, the interpretation of the NFS is more complex and 
dependent on more factors. There are a number of different sources of noise in an image. 
The contributions to noise in a digital mammogram are: primary quantum noise, secondary 
quantum noise, Foisson excess noise, structure noise, additive electronic noise, and aliasing 
(Evans et al 2002). This section describes the noise sources. The individual sources of noise 
in an image and their relationship with air kerma and spatial frequency have been studied by 
various authors to gain a better understanding of NFS (Evans et al 2002, Mackenzie and 
Honey 2007, Workman and Cowen 1993).
Primary quantum noise: The primary quantum noise source is related to the number of 
x-ray photons absorbed and energy absorbed by the detector (Swank 1973). As this noise is 
blurred with the signal, the contribution to the total NFS will be proportional to the square of 
the presampled MTF for each spatial frequency.
Excess quantum noise: Further noise sources relate to the conversion of the x-ray pho­
tons to secondary quanta (e.g., light photons, electrical charge). The primary quantum noise 
does not fully describe the noise from primary absorption, as there are variations in the 
number of secondary quanta detected per interacting photon. Swank (1973) identified the 
causes of the extra noise as being due to the poly-energetic nature of the x-ray beam, the 
distribution of absorbed energy in the detector and the variation in the number of secondary 
quanta detected e.g., light photons, electrical charge. Lubberts (1968) showed that the NFS 
is related to the sum of squares of the MTF for each layer in the phosphor, which causes the 
DQE to decrease with increasing spatial frequency. Lubinsky (1987) proposed the excess 
noise factor to quantify the extra noise added due to LubbertsN (1968) and Swank’s (1973) 
theories. The primary and excess noises are assumed to be proportional to the square of the 
presampled MTF. Therefore, there is a simple ratio between excess noise and the primary 
quantum noise, which is called the Foisson excess noise factor («ex)-
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Secondary quantum noise: Secondary quantum noise is also Poisson noise and occurs at 
each stage of the imaging chain where the secondary quanta (e.g., light photons, electrical 
charge) are converted. It is proportional to the inverse of the number of secondary carriers 
produced at each stage. According to Cunningham (2000), the secondary quantum noise is 
negligible when the equivalent number of quanta per absorbed x-ray photon for each conver­
sion stage is greater than ten. Any stage that does not meet this criterion is known as a quan­
tum sink and significant secondary quantum noise will then occur.
Structure noise: Structure noise arises from structure within the detector either due to 
variations in the thickness of the detector, the detector coupling efficiency to the readout 
device or variations in amplifiers’ gains. Structure NFS is proportional to the square of the 
input signal.
Electronic noise: Additive electronic noise is introduced by electronic components in 
the system (e.g., dark current), and so may be present even when the detector has not been 
exposed. The NFS due to additive electronic noise is independent of the signal and so this 
noise source is most significant at low detector air kerma levels.
Aliased noise: Noise can be aliased as well as the signal. The noise sources described 
above may have signal above the Nyquist frequency before sampling and this noise will be 
aliased.
2.8.3. Lubinsky noise model
The NFS for each source of noise are additive and the relationship with the number of
photons incident per unit area on the detector ( 0  was written by Lubinsky (1987):
(  1V
W{u,v) = D{u,v) + riŒ\^ + n^^]p^(u,v) + — +S{u,v)(riQ) (2.17)
V ^  /
where is the excess noise factor comprising the amplification, storage and depth depend­
ence variation of secondary quanta; q is the fraction of x-ray photons absorbed in the phos­
phor; g  is the effective system gain; S{u) is the structure noise; and D{u) is the additive 
electronic noise. This model assumes the quantum noise is related simply to the Foisson 
noise associated with the number of photons detected, although Swank’s model (1973) is 
more accurate in this respect.
The next chapter discusses the types of detectors and how these noise sources affect the 
image quality. Chapter 5 shows measurements of NFS for a range of detectors, while chapter 
6 develops a model to estimate the NFS over a range of doses and beam qualities.
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2.9. Scatter and veiling glare
The contrast in an image is related the radiographic contrast of objects in the x-ray 
beam, which will be dependent on the radiographic factors and object composition relative 
to the background. Furthermore, image contrast is degraded by the presence of scattered 
radiation and glare in the image.
2.9.1. Scatter to primary ratio and glare to primary ratio
Scattered radiation arises from x-ray photons which are deviated from their original
direction due to interactions with the patient/test object and other objects in the x-ray beam. 
Veiling glare is caused by scattering of secondary quanta within the detector. Scatter and 
glare have similar effects on the image and are dealt with together. The primary photons 
produce the signal of interest while the scatter and glare add a signal and consequently noise 
across the whole image. The scatter-to-primary ratio and glare-to-primary ratio {Gp) can 
be defined:
(2 .18)
G p - J  (2-19)
where P  is signal from primary photons, G is signal from glare, S is signal from scatter
For screen film systems the main adverse affect of scatter is the loss of contrast in an 
image, which is quantified by the contrast degradation factor (CDF) and is given by:
= (2.20)
Unlike screen film systems, the contrast can be regained in digital systems. It is in fact 
the noise that degrades the image quality and so the contrast-to-noise ratio is the important 
parameter for image quality rather than contrast.
2.9.2. Measurement o f scatter-to-primary ratio and glare-to-primary ratio
Scatter-to-primary ratio (SPR) and glare-to-primary ratio (GPR) are measured using
essentially the same technique. The main method used is a beam stop technique, where a 
series of lead disks of different diameters are imaged. In the case of glare the disks are close 
to the detector and for scatter they are on top of the scatter material. It is assumed that the 
entire signal behind the lead is scatter or glare. The GPR or SPR can be measured behind 
each lead disk. The lead disks in themselves reduce the signal to the detector and thus the 
scatter or glare. Therefore, it is necessary to extrapolate the results back to a zero diameter. 
This technique has a long history in digital imaging for measuring scatter (Floyd Jr et al
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1991) and also for measuring glare (Seibert et al 1984). Measurements of scatter and glare 
have been undertaken for mammography (Carton et al 2009, Salvagnini et al 2012). In 
particular, Salvagnini et al (2012) examined different methods of measuring scatter: 
estimation using Monte Carlo, low frequency drop of system MTF, edge spread technique 
(Cooper III et al 2000) and direct measurement using beam stop techniques. They found a 
wide variation in results between the different methods, and stated that the beam stop 
method is likely to be the gold standard for this measurement. Although the beam stop 
method is a practical method, it is debateable if it can be considered a gold standard for 
measuring glare. There are a number of uncertainties in these measurements of glare and in 
particular the accuracy of the extrapolation back to the zero diameter is debatable. Both a 
straight line (Carton et al 2009, Salvagnini et al 2012) and a Gaussian fit (Seibert et al 1984) 
have been used for the extrapolation, but in reality there may not even be a smooth fit, as the 
process may be quite complex. This method can only be an approximate method. As 
Salvagnini discussed, measuring low levels of scatter is difficult even with the beam stop 
technique. One additional difficulty for measuring glare in a clinical system is that the 
detector has a cover, grid and breast support in close proximity. It is not normal to remove 
these for these measurements in clinical systems, and so the scatter produced from these 
object will be included in the glare measurement. From a practical point of view this is 
accepted as part of the glare for mammography (Carton et al 2009).
2.9,3. Scatter removal
Anti-scatter grids are designed to reduce the amount of scatter reaching the detector.
The traditional anti-scatter grid has strips of lead parallel to the primary x-ray beam with a 
low attenuation material between the lead strips. Scattered photons will generally have a 
different trajectory from the primary photons. The anti-scatter grid will then preferentially 
absorb scatter photons. Unfortunately the grid will also absorb some of the primary photons 
and grid design is a balance between removal of scattered photons and transmission of 
primary photons. There are other grid types (e.g. cellular structure) and other methods that 
are used in mammography such as scaiming systems employing a narrow x-ray beam and 
narrow detector, which cause scattered photons to miss the detector (section 3.6).
2.10. Threshold contrast detail detectability
2.10.1. Background
While it may be expected that a relationship between NEQ and clinical image quality
exists, the NEQ only quantifies the image quality associated with the detector part of the
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imaging chain. The threshold contrast detail detection test is commonly used as a measure of 
overall image quality which includes the effect of radiographic contrast, anti-scatter grid, 
focal spot size and scatter.
The threshold contrast test consists of imaging disks of different diameters each with a 
range of thicknesses. The test object is imaged in a configuration that is comparable with the 
clinical set up. The images are scored by observers and the last detail seen for each diameter 
is noted, this will relate the results to the threshold thickness or threshold contrast for that 
diameter. This type of test is routinely undertaken for quality control in fluoroscopy (Hay et 
al 1985), as well as for mammography (Bijkerk et al 2000). Before an abnomiality can be 
interpreted it must first be detected. Therefore, it is important to test which objects will be 
visible to an observer and so the contrast detail detection test is also used for optimisation 
and research purposes (Honey et al 2005, Young et al 2006). The clinical detection task is 
more complex and will depend on many factors most notably the image background. The 
second stage in the clinical task is interpretation, but this task is not easily encompassed in a 
routine test object. Therefore, physicists tend to use the detection task.
2.10.2. CDMAM test object
: :
Fig. 2.5. Photograph of CDMAM contrast detail test object
In mammography, tlireshold detail tests are often undertaken using the CDMAM test 
object (Artinis, Netherlands). The CDMAM test object (fig. 2.5) comprises gold disks of a 
range of diameters (2.0 to 0.06 mm) and thicknesses (2.0 to 0.03 pm) evaporated onto a 0.5 
mm thick sheet of aluminium. Each square in the test object (fig. 2.5) contains two disks, 
one in the centre of the square and the other in one of the comers. The observer has to locate 
the comer disk in the image for each column of disks until the disks are no longer visible. A 
correction system is applied to the results for incorrectly scored disks surrounded by 
correctly marked disks and isolated correctly marked disks.
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This test object was designed as a routine QC test object and not necessarily as a test 
object with a strict criterion for acceptance of equipment. The design and construction 
methods did not ensure consistency of manufacture for a type test tool. It is a known issue 
that individual CDMAM phantoms can be slightly different due to differences in the disks 
(Bijkerk et al 2000) and so will produce a range of threshold gold thickness results when 
imaging the same system (Young et al 2008). These differences can thus affect whether a 
marginal system will reach the required standards. From experience, systems are most likely 
to fail on the 0.1 mm diameter detail. Unfortunately the accuracy of the threshold gold 
thickness is reduced for the 0.1 mm detail as the limit is set close to the lowest sensitivity of 
the phantom. A new version of CDMAM (version 4.0) has recently been released which 
removes some of the issues found with the CDMAM 3.4.
The reading of images of the CDMAM test object is time-consuming and large inter 
and intra observer variability will be present (Van Metter et al 2006, Young et al 2008), 
even with a large number of images. Karssemeijer et al (1996) have developed automatic 
methods for reading images of the CDMAM test object to ensure more consistent reading. 
The automatic reading method allow larger numbers of images to be read for a particular 
imaging condition and allows more sophisticated methodology for the analysis of the output. 
Young et al (2008) developed a methodology which produced psychometric curves of the 
probability that a disk will be detected for each diameter and therefore allowed interpolation 
between thicknesses and produced more consistent reading. An alternative would be to use a 
mathematical model observer to evaluate the image quality. There have been attempts 
(Monnin efa /2011 , Segui and Zhao 2006) to link the quantitative measurements using a 
model observer to the subjective measurements of the CDMAM. These have been 
reasonably successful though the results match better for the smaller details than the larger 
details.
Table 2.1: Threshold gold thicknesses for the acceptable and achievable levels
Diameter
(mm)
Acceptable level 
(pm of gold)
Achievable level 
(pm of gold)
2 0.069 0.038
1 0.091 0.056
0.5 0.15 0.103
0.25 0.352 0.244
0.1 1.68 1.10
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An important step forward in ensuring the image quality of systems has been the setting 
of tolerances in the European Guidelines (EC 2006) on the image quality as measured by the 
CDMAM test object. Two levels of threshold gold thickness of the CDMAM test object 
were set: the acceptable level which matches the lower limit of image quality expected from 
the then dominant current technology of screen film imaging and the achievable level, which 
was equivalent to a good digital detector from that time (table 2.1). This was a very practical 
setting of tolerance for an imaging system and it also aimed to ensure that any new digital 
system was not inferior to the technology that was being replaced. This was a reasonable 
approach, but it should be realised that digital imaging offered a much wider range of image 
qualities than screen film both from the range of digital detectors and the dose levels. 
However, what is not known is the relationship between the measured image quality and the 
clinical task of cancer detection. It is an important contribution of this thesis to examine the 
link between cancer detection in mammography and the measured image quality using the 
threshold contrast test object.
2.11. Discussion and conclusions
The theories behind the measurements of image quality in digital systems are well 
documented. These measurements have been successfully used for characterising systems 
and for monitoring the performance of imaging systems and are used to decide on the 
acceptability criteria of mammography systems. The measurements can be used to optimise 
the imaging systems, although these methods primarily rely on improving the detection of 
very low contrast details. It is of interest to advance the optimisation process beyond the 
simple detection task to how the image quality of an imaging system will affect the clinical 
outcome, i.e. not only the detection of lesions but also their clinical interpretation.
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Chapter 3
Detector technology and 
image quality
3.1. Introduction
The aim of this thesis is to compare the effect of detector type in mammographie 
imaging systems on cancer detection. The previous chapter describes the modulation transfer 
function (MTF) and noise power spectra (NFS), while this chapter explains how the design 
of the detector will affect the noise and sharpness of images. The aim is to understand the 
effect detector design has on image quality. Ultimately this will be used for the simulation of 
images for undertaking a study on the effect of detector type on cancer detection.
3.2. Detector design
There are two main components in the basic design of a detector: a convertor and a read 
out device. The convertor absorbs the x-ray photons and produces secondary quanta 
(electrons and holes or light photons). Ideally the convertor will have a high atomic number 
to improve the efficiency of the absorption. The read out device collects the secondary 
quanta and converts them into a digitised signal.
The designs of detectors currently in use in digital mammography are described in 
detail in sections 3.3-3.6. Broadly the detectors can be grouped into computed radiography 
(CR), flat panel detectors and photon counting systems:
3.3. Computed Radiography
3.3.L Overview o f computed radiography
CR uses photo-stimulable phosphors (PSP) image plates that store part of the energy
from the x-ray photons in energy traps. Following exposure, the plate is scanned using a 
laser and the trapped energy is released in the form of visible light. The light is guided using 
light guide, lenses and/or mirrors to a photomultiplier tube and the output signal is digitised. 
The PSP is normally incorporated into a plate in powder form or crystalline structure. 
Initially this was an attractive digital technology as it is similar to screen film mammography 
(SFM) as both use cassettes and a separate reader. In addition, the existing x-ray set could be 
used for this technology.
3.3.2. Principles o f computed radiography
When an x-ray interacts with the PSP, an energetic electron is released that interacts
with the phosphor and creates electron hole pairs. Many of the electrons and holes will 
almost instantaneously recombine and emit light photons. However, some charge carriers 
fall into semi-stable energy traps. A latent image is created in the phosphor, where the 
density of trapped charge carriers in the PSP is proportional to the flux of incident x-ray 
photons. Light photons can stimulate the release of the energy traps. A red laser beam is 
scanned across the image plate by the optical system and blue light is produced in proportion 
to the density of trapped energy. The stimulated light is emitted isotropically and the light 
guide collects a portion of this light over a wide area. The light is then channelled to a photo 
multiplier tube (PMT). The image plate is simultaneously and continuously translated in a 
direction perpendicular to the direction of motion of the laser beam until the whole image 
plate is read. The direction of the laser reading is known as the scan direction, while the 
other direction is known as the sub-scan direction. In CR systems an anti-aliasing filter is 
applied to the analogue output of the PMT (Honey et al 2006b) (section 3.7.1). An analogue 
to digital converter (ADC) then digitises the signal.
The laser light cannot remove all the trapped charge from the image plate. The laser 
dwell time, i.e. the laser irradiation time at each point of the PSP, could be increased to 
improve the read out of signal from the image plate, but this would extend the image plate 
read out time. The image plate must be cleared of residual traps otherwise artefacts can 
appear in the next image. At the end of the read cycle, the plate is exposed to a high intensity 
white light, which will stimulate trapped charges in all possible energy states.
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3.3.3. Powdered phosphor computed radiography
A powdered phosphor is unstructured (sometime referred to as turbid phosphor) and
contains grains of the PSP such as BaFXiEu^^ (where X represents a halide or combination 
of halide elements). As the PSP has no structure the grains are suspended in a polymer 
binder material typically nitrocellulose, polyester, acrylic or polyurethane (Rowlands 2002).
3.3.4. Dual side read computed radiography
The standard read out method for CR, the laser scanning and light emissions occur on
the same side of the image plate. Generally the phosphor is attached to a reflective backing 
to maximise the light output from the phosphor, although there will be losses of the reflected 
light as it travels through the phosphor. Fuji Medical introduced a CR plate with a 
transparent backing, which allows the stimulated light to be read on both sides of the image 
plate. In principle, this will increase the light collected compared to the standard read out. 
The two images collected are not simply added together, the signal behind the phosphor will 
be naturally more blurred than the laser side of the phosphor and so they are summed in 
frequency space, with the laser side image being weighted to the high spatial frequencies and 
the other side of the phosphor being weighted to the low spatial frequencies (Arakawa et al
2000).
The DQE of the dual sided CR system has been shown to be higher than the single 
sided readout of CR, the peak DQEs were 36% and 21% for the dual and single sided 
reading respectively (Fetterly and Schueler 2003) at a relatively low beam quality of 25 kV, 
molybdenum / molybdenum (Mo/Mo) anode/filter combination with 2 mm A1 at the tube 
head.
3.3.5. Structured PSP image plates
Phosphors with a needle crystalline structure such as CsBr (Frankenberger et al 2005,
Leblans et al 2000, Rowlands 2002, Schaetzing et al 2002) are often referred to as needle 
image plates (NIP). The NIP has the advantage over the powdered phosphor of not needing 
packing material and so the packing fraction is close to 100% as opposed to around 60% for 
powdered phosphors. Thus the quantum detection efficiency of a NIP detector should be 
higher. The needle crystalline structure can also act as light channels, to reduce the spread of 
laser light (Rowlands 2002, Vandenbroucke and Leblans 2010) and thus improve the 
sharpness of the image.
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3.4. Flat panel detectors
Flat panel detectors are integrated into the mammography x-ray unit and the detector 
dimensions are usually up to 24 x 30 cm to cover the whole field. Flat panel detectors 
consist of a base of a thin film transistor (TFT) read out array plus a convertor layer that 
convert the x-ray photons to a signal.
3.4.1. Indirect detector: Phosphor
Phosphors are commonly used in digital detectors, the x-ray photons are absorbed in the
phosphor and light photons are then immediately emitted. The phosphor used in an indirect 
x-ray capture flat panel mammography system is normally thallium doped caesium iodide 
(CsI(Tl)) (fig. 3.1). When an x-ray photon is absorbed by the phosphor, generally over 1000 
fluorescent light photons are released. There may also be a reflective top surface of the 
phosphor to reduce the loss of photons.
X-ray photon
Stim ulated 
light
R ellective layer
B onding layer 
y /  Photodiode, T FT  
sw itches & data lines
G lass substrate
Fig. 3.1. Caesium iodide detector and TFT array; the stimulated light is emitted 
isotropically, diagram show effect of columnar structure on a few of the light photons
3.4.2. Direct x-ray capture detector: amorphous-selenium
Amorphous selenium (a-Se) is a photoconductor that produces electrons and holes
following absorption of an x-ray photon and is used for mammography detectors (Zhao and 
Rowlands 1995). This is advantageous as the x-ray photons are directly converted to 
electrical charge without the need for any intermediate energy conversion stage such as light. 
An electric field is applied across the a-Se layer such that the electrons are attracted to the 
top surface and the holes are attracted to the read out array (fig. 3.1).
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Fig. 3.2. Amorphous selenium detector with TFT read out
Amorphous selenium has a high detection fraction at mammographie energies (Zhao 
and Rowlands 1995). However, this type of detector is not used in general radiography due 
to the relatively low atomic number of selenium compared to other x-ray image detectors 
and consequently its sensitivity drops off rapidly with tube voltage (Lawinski et al 2005).
The fill factor (section 3.4.4) may be an indication of the proportion of signal that is 
lost. This is only true when the secondary quanta are light photons. For a-Se detectors, some 
of the initial holes produced will be trapped above the non-sensitive part of the TFT, 
however, this creates an electrostatic barrier and so the subsequent charge is repelled and 
moves to the read out electrodes. Zhao et al (2003) showed for a 85 pm pixel pitch detector 
that the effective fill factor was close to 100%.
There is an issue that some of the holes and electrons can become trapped in the bulk 
selenium, which can cause ghosting (Zhao et al 2005). Ideally the filled energy traps in the 
detector should be cleared before the next exposure or a ghost of the previous image may be 
seen. The traps are cleared by irradiating the detector with light from behind the TFT array 
after detector read out. An exception is in tomosynthesis, where there is not sufficient time 
to clear the detector between exposures and lag and ghosting effects can be measured 
(Mackenzie et al 2013).
3.4.3. Flat panel read out device
The electronics, consisting of a 2D array of elements sensitive to the secondary quanta
plus data and control lines, are laid on a glass plate using sold state manufacturing 
techniques. These sensitive elements of the physical detector are often referred to as pixels 
(picture elements) although technically this should refer to the display. The detector 
elements are either electrodes or photodiodes, depending on the secondary quanta to be 
detected. The charge produced is stored in a capacitor until the image is read out. There are 
rows of control lines and when a voltage is applied to a row the TFT switches on that row
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are activated and the stored charge is read out via columns of data lines to the external 
electronics. The signal is then amplified and digitised, before the next row of pixels is read 
out. The read out procedure is shown in fig. 3.3 where the control line of row 2 has a +10V 
applied and the data in that row is read out. The electronic components are manufactured 
using amorphous silicon (a-Si) technology and so these flat panels are often called a-Si/TFT 
arrays.
-5V
+ 10V
-5V
Data lines 
/  \%%%
1 1 1
_ / _ /
.Control line 3
I  Pixels to be read 
Pixels being read 
X ontrol line 2 I  Empty pixels
Control line
External Electronics
Fig. 3.3. Read-out mechanism of a-Si/TFT array. Control line 2 has been activated and 
the pixels in that row are read out. Control line 1 had been previously activated and the 
associated pixels emptied.
3.4.4. Pixel fill factor and size ofpixels
A proportion of the area of each pixel is taken up by electronics (TFT switch, control
and data lines) which reduces the space for detection of the secondary quanta. The
proportion of sensitive area to the area of the detector is known as the fill factor. The size of
the fill factor will depend on the pixel pitch and the design of the electronics, but figures of
75% for a 100 pm pixel pitch detector using caesium iodide (Csl) phosphor (Muller 1999)
and 70% for a 85 pm pixel pitch detector using a-Se photoconductor (Polischuk et al 1999)
have been reported. Generally the number of secondary quantum per absorbed x-ray photon
is large and so the loss of some of the secondary quanta does not necessarily adversely affect
the image quality. However, if smaller pixel pitches are required the fill factor will increase
which may adversely affect the image quality.
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3.5. Direct x-ray capture detector: amorphous-selenium with optical 
switch
The fill factor is not considered an issue for the pixel pitches used in current 
mammographie detectors but to reduce the pixel pitch the proportion of space taken by the 
electronics will increase and consequently affect the image quality. A detector has been 
introduced which has a different read out method and so could use a smaller pixel pitch of 
50 pm (Irisawa et al 2009). The detector has two separate layers of selenium where:
• the upper layer converts the x-rays to electrical charge
• the lower layer is the read out layer
The holes created in the upper layer are attracted to the top surface by the voltage 
applied and the electrons are stopped at the electron trapping layer. The electric field is then 
removed and the upper layer grounded. This effectively leaves a latent image of electrons at 
the electron trapping layer. The latent image will induce charge on the other side of the 
electron trapping layer. Amorphous selenium is a photoconductor and so the charge can be 
read out if the photoconductor layer is irradiated with light. This is undertaken using a long 
thin light source (50 pm wide) which is scanned behind the detector. The charge is collected 
at transparent electrodes which cover the length of the detector. The signal from the 
electrode is then sampled and so the pixel pitches of the x and y  directions depends on the 
distance between the centre of the transparent electrodes and the sampling rate and speed of 
the light source.
Bias electrode
Electron trapping layer
X-ray absorption 
PCL
Readout PCL
Scanning light 
source
Glass substrate^  ^  r fr
Opaque & transparent 
electrodes
Fig. 3.4. Dual layer a-Se photoconductor layer detector with optical switch
The space taken by the electronics is reduced by replacing the TFT switch and control 
lines by an optical switch and the transparent electrode replaces the charge collection and the
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data line. It would appear that the fill factor is of the order of 50% from diagrams in Irisawa 
et al (2009), although they did not provide an actual value. The effective fill factor will be 
higher and may be close to 100%. Rivetti et al (2009) have measured the peak DQE of this 
system to be 80%, which is a very high, so the effective fill factor must be greater than 
geometric fill factor and is probably close to 1.0.
3.6. Photon counter
The above detectors integrate the signal over the whole exposure and so the signal will 
be proportional to the absorbed energy, while photon counters detect the individual x-ray 
photons. Typically, these are scanning systems. There are two main systems that are 
described in the scientific literature: an x-ray convertor using a high pressure gaseous 
chamber (Francke et al 2001) and crystalline-silicon wafers (Danielsson et al 2000). The 
silicon wafer system is discussed here as it is used in the UK.
The detector consists of wafers of crystalline silicon with an electric field across the 
wafer. Holes and electrons are produced when an x-ray interacts with the silicon wafer. The 
electric field pulls the holes to the electrodes and the charge produced is collected (fig. 3.5). 
The signal is then read out as a pulse. The height of the pulse is proportional to the absorbed 
energy from the x-ray photon.
.X-ray photons '
Silicon wafer I +100RV
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m otion
Fig. 3.5. Silicon wafer array and a magnified slice of the wafer to demonstrate the 
charge collection method
The silicon wafers are incorporated into a linear detector, which is scanned across the 
breast in synchrony with a narrow x-ray beam to cover the whole breast. While scanning 
introduces some mechanical complexity compared with a fiat panel detector system, there 
are advantages as it does have good scatter rejection due to most of the scattered x-ray 
photons missing the detector. Therefore, it is not necessary to have an anti-scatter grid.
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There will be dead space between the silicon wafers (fig. 3.5) and so the system has pre and 
post collimator slits (fig. 3.6) which match the detector strips (Âslund et al 2007).
X-ray photons
Pre-collimator
Compressed
breast
Post-collimator
Silicon wafer 
detector w
Direction of detector &
x-ray beam motion 
Fig. 3.6. Pre and post-collimator for silicon wafer array
The downside of a scanning system is that the exposure is longer, which reduces the 
x-ray tube life. There is partial compensation by increasing the tube voltage to be able to 
reduce the tube current. The higher voltage will increase the transmission through the breast 
but will produce a lower contrast than more typical radiographic factors. There is a natural 
limit on the maximum dose that can be set and typically this is lower than doses from other 
digital mammography systems (Oduko et al 2010). There is another limit on the dose rate as 
the detector counts individual photons, the dose rate has to be chosen to avoid overlapping 
pulses from multiple x-ray interactions, which can cause dead time losses (Speller et al
2001).
Unlike other detectors, there is no loss in resolution with increasing height of the wafer. 
Therefore, the wafer can be relatively thick and can have high quantum detection efficiency 
even for the higher energy x-ray photons. A thick detector is also necessary as silicon has a 
relatively low atomic number compared with other detectors. Photon counting has a 
fundamental difference from an energy integrating detector. The photons will have equal 
weight in the image, while the signal recorded by energy integrating detectors is weighted 
toward higher energy which reduces image contrast (Cahn et al 1999). As the energies of the 
individual photons are known then it is possible to weight the signal from individual photons 
to optimise the image (Berglund et al 2014).
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3.7. Image quality associated with detector technologies
Sections 3.3 to 3.6 have described the technologies that are used for digital imaging for 
full field digital mammography in the UK. There are advantages and disadvantages to each 
of the technologies, the following sections describe and compare the effects the different 
technologies have on image quality,
3.7.1. Modulation transfer function
The modulation transfer function (MTF) is discussed in section 2.4 and is a measure of
sharpness. It is important to be able to distinguish fine details in mammography so MTF is 
an important image quality parameter. This section discusses the effect of detector design on 
the MTF
Aperture function
The aperture fiinction was discussed in section 2.8.1. Mammography has focused on the 
use of high resolution systems and so there may be advantages to using a smaller pixel pitch, 
as the MTF associated with the aperture function will be larger. It is relatively easy to reduce 
the size of the pixel pitch of CR systems, by adjusting the speed of movement of the plate 
and increasing the sampling in the scan direction. Generally, CR systems use a 50 pm pixel 
pitch for mammography, which is the smallest pixel pitches clinically used in mammogra­
phy. However, little is gained in the MTF as the other blurring processes are dominant. For 
flat panel detectors the size of the pixel pitch is fixed at manufacture, and the decision is a 
balance between the fill factor and noise characteristics (section 3.4.1).
Convertor/read out blur
Many secondary quanta (light or electron/holes) are created when an x-ray photon is 
absorbed by the detector. The spread of the secondary quanta over more than one pixel cre­
ates blur and degrades the MTF. Generally, the spread of secondary quanta will be larger for 
a thicker convertor.
Detectors that convert the x-ray photons directly to charge have an advantage in reduc­
ing secondary quanta spread, as the charge is collected by applying a voltage across the 
detector, this keep the spread of signal low. Some of these detectors may have so little 
spread that the MTF is close to the sine function associated with the aperture function (equa­
tion 2.15). It is more difficult to reduce the spread when the secondary quanta are light pho­
tons rather than charged particles. There are unstructured phosphors such as gadolinium 
oxysulphide, but these are not used in digital mammography as the resultant signal will be 
too blurred. Phosphors with a crystalline structure such as caesium iodide (Csl) have been 
used to improve resolution. The needle crystal nature of the Csl acts like fibre optics to re-
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duce the spread of the light photons (fig. 3.1). However, the light will still spread and so the 
MTF will still be worse for a thicker phosphor.
The stimulated light photons fi'om powdered phosphor CR will be emitted isotropically, 
as there is no structure in the phosphor. The signal is collected over a wide area but the 
spread of light will have no effect on the MTF. However, the issue for CR is that the inci­
dent laser light will diffuse as it travels through the PSP and stimulate photons away from 
the area of laser irradiation (Rowlands 2002), and this is the main process for blur within the 
powder phosphor CR detector. The use of needle crystal PSP will reduce the diffusion of the 
laser light and so improve the MTF compared to a powder phosphor CR. The NIP structure 
has been shown to have an improved MTF for the same phosphor thickness as a powder 
phosphor CR (Leblans et al 2000). So a crystalline detector can be thicker and keep the same 
MTF as a thinner powdered phosphor (Frankenberger et al 2005), with the associated benefit 
of improved absorption of incident x-ray photons.
The MTF along the direction of the silicon wafer photon counter is similar to that for a 
photo-conductor detector as both systems collect the secondary quanta in a high electric field 
(Marshall et a/ 2011b). However, the MTF in the scan direction is much lower as the tube 
and detector are moving (Âslund et al 2007, Honey et al 2006a).
MTF isotropy
Flat panel detectors using a TFT read out array have no measurable difference in 
resolution properties in longitudinal and lateral directions (Marshall et al 2011b). The 
measured MTFs in the scan and sub-scan directions for CR systems are different. There is a 
decay time for the emission of light following stimulation. Depending on the speed of the 
laser some of the delayed emissions could be detected in the next pixel and this causes a 
reduction in the MTF in the scan direction (Rowlands 2002). The application of an anti­
aliasing filter can also reduce the MTF in the scan direction. A large proportion of the high 
spatial frequencies contains aliased signal fi'om the secondary quantum noise (section 3.7.2). 
As the signal from the PMT is analogue, a low pass filter (e.g. Butterworth filter) is applied 
to the signal to reduce the signal above the Nyquist frequency and so reduce aliasing in the 
output image when the signal is digitised. It has been shown for one Agfa system that the 
signal decay time has a larger effect on the MTF than the anti-aliasing filter (Mackenzie and 
Honey 2007). Providing the cut-off frequency of the filter is above the Nyquist frequency 
there will be minimal effect on the MTF, but the filter can still have a large effect on the 
amount of aliased noise in the image. The exception is the Fuji CR system in which the anti 
aliasing filter cut-off fi-equency is below the Nyquist frequency, the effect of the filter is then 
seen clearly in the NFS (Marshall et al 201 lb).
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The signal exiting from the a-Se detector with optical switch is analogue and so there is 
an opportunity to apply an anti-aliasing filter to the signal, as is undertaken in CR systems. 
This could be particularly useful for an a-Se detector as the MTF can be very high there may 
be considerable signal and noise above the Nyquist frequency, which may appear as aliasing 
in the image unless it is removed. However, there are other filters (Rivetti et al 2009) that 
are applied to these images and so it is not clear if an anti-aliasing filter is applied by the 
manufacturer and it is not mentioned in the literature.
3.7.2. Noise
Electronic noise
Electronic noise arises from systems even when there is no input signal and its 
magnitude depends on the detector design.
CR systems can use either a PMT or charge coupled device (CCD) detector for 
detecting the light photons. There is negligible electronic noise associated with PMTs, 
although CCD detectors have a higher sensitivity than PMTs but introduce some electronic 
noise (Mackenzie and Honey 2007).
The photon counter described above has a pulse threshold below which the pulse is 
rejected as it is likely to be due to electronic noise rather than due to an x-ray photon being 
detected. Therefore, these systems have negligible electronic noise. This has been confirmed 
during an evaluation of the Philips Microdose L30 system (Oduko and Young 2013).
Flat panel detectors have a number of potential sources of electronic noise. Electronic 
noise can arise in the amplifiers of the detector. Also noise can arise due to the grid of 
closely positioned lines and TFT switches which form parasitic capacitances. The magnitude 
of the electronic noise relative to the signal could be reduced if the amplification was at the 
pixel so that extra noise from read out would be negligible (Karim et al 2004). The striping 
electrodes of the a-Se detector optical switch is another way to reduce the parasitic effect 
(Irisawa et al 2009) and thus reduce electronic noise.
Corrections are applied to the image to remove signal arising from the detector without 
an exposure. This is generally called a dark noise correction. This removes structure 
associated with the signal but does not remove the random variations of the electronic noise. 
There are no blurring processes to affect the electronic noise and so the electronic noise is 
usually white i.e. NFS is a constant at all spatial frequencies.
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Structure noise
Variations in the image which are not random and are associated with the imaging sys­
tem are known as structural noise. This may be caused by variations in the sensitivity of the 
detector, differences between amplifiers or the shape of x-ray field (anode/heel effect).
The sensitivity of a detector will vary spatially due to differences in thickness of the de­
tection medium and the efficiency of coupling between the convertor and the read out array. 
Powdered phosphor CR may have variations in sensitivity due to different concentrations of 
PSP grains in the binder material, which can cause the typical lumpy appearance of flat field 
images.
Structural noise can be reduced by a process called flat field correction. The flat field 
correction is measured using a beam quality typical for mammography. Normally a block of 
good quality polymethyl methacrylate (PMMA) (typically about 4 cm thick) is imaged mul­
tiple times at a high dose. Future exposures are then corrected for the change in sensitivity 
across the detector and variations in the x-ray field. For mammography this has the ad­
vantage of removing the gradient in the image due to the anode/heel effect as well as differ­
ences due to the detector.
A TFT read out device has many amplifiers, which can drift over time and are also 
temperature sensitive. If the flat field calibration is no longer suitable then a rectangular area 
covered by the amplifier can appear in the image. Therefore, it is important to have regular 
recalibration and good temperature control of the detector. The CR reader scans the image 
plate from a slightly different point each time and so the structure noise is not stationary 
between images. In CR systems, a flat field correction to remove this noise is not applied, 
although there may be a correction in the scan direction to compensate for sensitivity chang­
es due to light collection optics (Rowlands 2002).
Primary quantum noise
Ideally the only detector noise source in an image would be quantum noise and it is ex­
pected that this is the major noise source. As stated in section 2.8.2, the primary quantum 
noise is proportional to the number of photons absorbed and the energy absorbed per interac­
tion. This is true for the energy integrating systems but noise in the photon counting systems 
will have a Poisson distribution proportional to the square root of the number of x-ray pho­
tons detected per unit area. The magnitude of the primary quantum noise will be affected by 
the absorption characteristics of the detector and the spectrum of the incident x-rays. The 
values of the quantum noise for different types of detectors are calculated in section 6.3 and 
the effect of different beam quality on quantum noise is shown in section 6.5.
Chapter 3 : Detector technology 41
Secondary quantum noise
As described in chapter 2, secondary quantum noise is created at each conversion of 
quanta during the detection process. In CR systems, the secondary quantum sink is the de­
tection of secondary quanta at the light photon detector (Rowlands 2002). As there is no lag 
in the light detectors or cross talk between the pixels, this noise is considered to be spatially 
uncorrelated. The measured contribution of secondary quantum noise for CR systems is 
white (Hillen et al 1987, Workman and Cowen 1993), which corresponds with uncorrelated 
noise. As the signal from the light detector (normally PMT) is digitized, the NFS associated 
with secondary quantum noise should have the shape of the aperture function (Mackenzie 
and Honey 2007). Zhao and Rowlands (1997) proved that for an aperture limited function 
the sum of the digital NFS and the aliased noise is unity at all spatial frequencies. In reality 
this is only true in the sub-scan direction, as an anti-aliasing filter is applied to the analogue 
signal before digitization to reduce the aliased noise in the scan direction (this is described in 
section 3.7.1).
The trapped charge in CR systems can fall to the ground level spontaneously and 
randomly over time before the image plate is read. The decay rate of the trapped charge is 
approximately exponentially with time. The latent image decay has been measured on 
several CR systems and generally the rate was of decay was about 20% in 100 minutes 
(Honey et al 2006b). A natural concern is that the image quality will degrade with time 
delay before reading. It should be noted that the secondary quanta are decreasing and so the 
magnitude of the secondary quantum noise will increase. It is only if a very long time delay 
is used that the primary and excess noise will increase.
Excess noise
The magnitude of the excess noise is affected by many different factors and some mod­
eling of this has been undertaken (Hajdok et al 2006, Nishikawa and Yaffe 1990, Tkaczyk et 
al 2001). The Swank noise increases for photon energies just above the K-edge due to the 
escape of the fluorescent photon created following ejection of a K-shell photo-electron. As 
the energy increases, the average depth of interaction increases and so the loss of the pho­
tons is reduced thus decreasing the Swank noise (Hajdok et al 2006). Excess noise occurs 
due to variation in the number of secondary quanta and depth dependence of the interaction. 
None of these are an issue for the photon counter as all interactions have an equal weight. So 
it would be expected that there is little excess noise in the photon counter.
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3.7.3. Comparison o f image quality measurements between different detectors
There have been many papers published with data on various elements of image quality
for a range of detectors. However, these can be difficult to compare. As shown in the 
previous chapter, the measurement results will depend on the beam quality and calculation 
methods. There have been a number of publications comparing the image quality of different 
systems (e.g. Marshall et al 2011b, Monnin et al 2007). Also, the Public Health England 
(PHE) publishes a series of report on the evaluation of digital mammography systems 
(www.cancerscreening.nhs.uk/breastscreen/publications/mammography-equipment.html). 
These all use the same methodology and so the results are directly comparable.
Marshall et al (201 lb) measured the MTF and DQE of 11 different systems. There was 
a wide range of MTF values as expected. The photon counting system and the amorphous 
selenium systems had the highest MTF, while the CR systems had the lowest despite the 
small pixel pitch. The DQE varied from just over 30% for powder CR up to 80% for photon 
counting system. Monnin et al (2007) measured the MTF and DQE for six systems. The 
peak DQEs were between 20% and 70% at typical dose ranges though it was noted that the 
peak DQE for CR at high dose drops to 13%. At the low dose levels, the DQE of the FPD 
system drops due to the presence of electronic noise. Indeed at the very lowest dose levels 
the peak DQE is lower than for powder phosphor CR. Lazzari et al (2007) characterised five 
systems and showed similar results.
The majority of published results were obtained under research conditions, and so the 
equipment is likely to be reasonably new or at least recently calibrated. Such papers do not 
tell how the systems will respond in routine clinical service over many years. The use of 
MTF and NFS was recommended for quality control (QC) by a IFEM report (Mackenzie et 
al 2010). Marshall et al (2011a) showed that methods for measuring MTF and NFS were 
practical, reproducible and sensitive for quality control. In Ontario, Yaffe et al (2013) used 
MTF and NEQ as part of QC for a large number of systems. The results show the same 
trends as the results of Monnin et al (2007) and Lazzari et al (2007).
The FHE reports contain a wide range of measurements but the CDMAM test object is 
used for direct comparison between the systems. A useful method for displaying the results 
is to calculate the mean glandular dose (MOD) required for the system to meet the image 
quality standard set by the EC (2006) from measurements using the CDMAM test object. 
Results from the latest report on planar imaging systems (Oduko and Young 2013) is shown 
in fig. 3.7 and demonstrates a range in results to reach the acceptable and achievable limits.
The MOD values needed to reach a certain image quality level show a split between the 
CR and DR systems. The CR systems require a higher dose to reach the same image quality
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standard. In fact two of the CR systems cannot reach the achievable limit without exceeding 
the dose limit. It is clear that each system needs its own level set up differently, such that 
dose is received by the detector is sufficient to ensure that the image quality meets clinical 
requirements. The optimisation process is a balance between the risk of an exposure and the 
potential benefit from screening. It would seem appropriate that the first step in setting up a 
mammography system is to obtain sufficient image quality for the purpose of screening, 
before considering dose reduction. Although the risks for an exposure of a certain mean 
glandular dose can be calculated, there is still little evidence of what level of image quality is 
really required and how these physical measurements of image quality relate to clinical 
outcome. It is one of the aims of the thesis to investigate this area.
MGD required to reach acceptable limit
n n Powdered CR ESI a-Se / TFT
G 3 Dual sided CR [=□ Photon counter
NIP CR n a-Se with optical switch
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Fig. 3.7. Mean glandular dose (MGD) required for each system to reach the achievable 
and acceptable standards of the threshold gold thickness for the 0.25 mm disk (Data
from Oduko et al (2013))
3.8. Conclusions
There are a wide range of detectors available for use in breast screening. Currently, in 
the UK, all systems must be evaluated before being used in the NHSBSP. The results 
presented here show that CR systems have an inferior image quality and they are currently
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not allowed to be used in screening in the UK (Public Health England 2013), although it is 
still used in many countries. The NIP system does show promise but does not reach the same 
image quality as the DR detectors at the same dose. Chapter 4 will discuss studies 
comparing powder phosphor CR and DR systems but as yet no clinical studies are available 
to measure the effect of image quality of CR NIP. There is a need to be able to compare the 
performance of NIP systems and potentially of new detectors (e.g. Okada a/2013, Scott et 
al 2014) on the horizon without the use of large scale patient-based studies.
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Chapter 4
Clinical effectiveness of detector 
technologies
4.1. Introduction
The previous chapter discusses the comparison of detectors using physical 
measurements of image quality. The effect on clinical decisions is ultimately what matters, 
and so this chapter reviews studies evaluating the effectiveness of different detector types. 
There are a wide range of studies. Some use real mammograms either as part of a screening 
study or only use selected images. There are also studies involving changing acquired 
images by adding noise to simulate dose reduction and studies using clinically realistic 
phantoms. The advantages and disadvantages of different types of studies are discussed, 
with the aim of improving the observer study.
4.2. Observer studies for measuring the effect of detector technology 
on breast screening
4.2.1. Types o f studies
A number of different types of study have examined the effectiveness of mammography
as part of a screening program. The focus of this thesis is to study the effect of detector type 
on cancer detection and this section concentrates on studies comparing technologies. The 
studies are classified as:
Prospective screening studies
• Retrospective screening review studies
• Clinical studies with case selection
• Studies using breast like phantoms
• Simulation studies using mammograms
4.2.2. Detectors used in studies
This chapter reviews studies comparing detector technologies. The various types of
detector are described in chapter 3. The abbreviations that are used are summarised in table
4.1.
Table 4.1: Detector types
Detector
abbreviation
Detector technology Section
SFM screen film mammography not discussed 
in chapter 3
CR computed radiography with powdered phosphor 3.3.3
CRdual CR read on both side of the image plate 3.3.4
CRnip CR needle image plate (NIP) 3.3.5
Csl caesium iodide phosphor with thin film transistor (TFT) 
read out
3.4.1
a-Se amorphous selenium with TFT 3.4.2
a-Seoptical dual a-Se layers with optical switch readout 3.5
PCM photon counting mammography with silicon wafer 3.6
CCDscan an obsolete detector scanning technique using a phosphor 
coupled with a charge coupled device (CCD)
not discussed 
in chapter 3
DR digital radiography, this refers to the non-CR digital sys­
tems
Most of the studies undertaken so far involve comparison with SFM. Although the topic 
of this thesis is digital imaging, it is still worth reviewing these papers to see the strengths 
and weaknesses of different evaluation approaches. It also provides knowledge on the effect 
of introducing digital imaging to the breast screening program.
4.3. Prospective screening studies
Prospective studies are designed to follow cohorts that have been invited to participate. 
They may be randomly split into different study arms before the study starts or a paired 
study is undertaken where the participant is included in two or more of the study arms. In the 
studies of interest a group of women is followed through screening imaged using different 
detector technologies.
48
These prospective studies compared digital systems with the then dominant technology 
of SFM. It was clear that digital mammography had some advantages over SFM such as the 
wide dynamic range, the separation of acquisition and display media and the possibility of 
image processing to enhance an image. However, the resolution of the new systems was 
(and still is) inferior to SFM. It was necessary to run these studies to ensure that the new 
technology would be at least as good as SFM.
There were four large-scale prospective studies published using screening populations. 
A summary of these studies are in table 4.2. Three of the studies imaged each woman using 
two different detectors (paired study), while the women were randomised in the other. The 
paired studies should be statistically stronger as they remove the differences associated with 
women. The paired studies showed no significant difference in cancer detection but the 
randomised study did find the digital system had a statistically higher detection rate than 
SFM. Two of the studies found the recall rate significant higher for digital and one for SFM.
One of the benefits of a paired study is the ability to review the cancers that were only 
seen with one technology. There were a wide range of reasons for missed cancers from 
interpretation, positioning, and image quality (Lewin et al 2002). Skaane et al (2007) had 
one case due to positioning but mostly they thought that the cause was variability between 
radiologists. Even when the same women are used in a study there are variations in the 
lesion appearance due to different positioning of the breast under compression.
The downside of these studies is the time and cost of running them. The American 
College of Radiology Imaging Network (ACRIN) digital mammography screening trial 
(DMIST) was the largest of the prospective studies but it took many years to prepare and run 
and cost $26 million. It was important to organise these prospective trials to ensure that the 
new technology was at least comparable to the SFM. It was important to audit the use of 
digital imaging in mammography and many retrospective screening review studies were 
undertaken (section 4.4).
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4.4. Retrospective screening review studies
Retrospective screening review studies analyse data that have already been collected 
from routine breast screening programmes. Most of the studies compare digital imaging with 
SFM, the methodologies are of more interest than the results for these studies. The Ireland II 
study (Keavey et al 2012) was the first retrospective review of service screening data to 
include only digital imaging systems. Out of the 17 retrospective studies only four studies 
had multiple digital arms and two with digital only. I am not aware of any large scale 
prospective trials comparing planar digital technologies being currently undertaken. More 
inter-comparison between digital technologies is required, as there is limited data.
4.4.1. Cancer detection rate
The cancer detection rates found in the retrospective studies is included in table 4.3.
The cancer detection rate is higher for the prevalent round than the subsequent round 
irrespective of the imaging technology as expected. Although there are some large 
differences in the cancer detection rates between technologies, only 8 out of the 19 studies 
showed any significant differences. The trends in the data show that DR systems had the 
better cancer detection rates than SFM and CR, while CR was the worst.
Lipasti et al (2010) were the only authors to show that CR had a higher cancer detection 
than SFM. There is no information on dose, which may be a contributing factor to this result. 
It should be noted that the CR was compared to an old film technology.
4.4.2. Recall rate
The recall rate is an important performance measure for a screening program. The recall 
rates found in the retrospective studies is in table 4.3. The recall rates for the studies ranged 
from as low as 1% up to 12%. The values relate closer to geographical area rather than the 
detector type. In the majority of the studies the recall rate was higher for DR technologies 
compared to SFM, while CR had the lowest recall rate. Hambly et al (2009) showed that this 
was due to more lesions being seen using the digital technologies rather than the readers 
recalling more as they were unfamiliar with the new technology.
4.4.3. Populations and study size
The challenge for retrospective studies is to reduce bias due to different populations,
radiologists and screening unit practices between the different arms of the studies, but 
randomisation is not possible in a retrospective study. Effectively, randomisation of the 
screening population may have happened if the different technologies are used at the same
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site, but in many of the studies the different technologies were at different sites and so this 
increases the possibility of bias.
Ideally, studies should be undertaken at the same site and concurrently. However many 
studies acquired the arms of the studies consecutively (Juel et al 2010, Lipasti et al 2010, 
Sala et al 2011, Van Ongeval et al 2010, Vemacchia and Pena 2009, Vigeland et al 2008). 
Generally, the consecutive studies compared the first few years of digital imaging with the 
last few years of SFM. However, some studies compared to some SFM data over 8 years 
older than the digital technology (Lipasti et al 2010, Sala a/ 2011, Vigeland et al 2008). 
The prevalence of breast cancer is low and so studies with only a few mammographie units 
may not be large enough to produce significant results. The results in tables 4.2 and 4.3 
show that a study needs hundreds of cancers in each study arm to produce significant results. 
The solution is to use data from many centres, but this has the disadvantage of introducing 
more confounding factors. In a multi-centre study, each site would ideally have a similar 
output from each the different technologies being investigated and women randomised into 
cohorts of different technologies.
One well designed study (Bluekens et al 2012) replaced one SFM system with a digital 
system in each of three centres, thus expanding the numbers of women while reducing any 
bias with populations and radiologists. The downside of this study was that the digital 
systems were a mixture of a-Se and CR detectors. The size of studies has been increased by 
combining geographic areas, but there may be large differences in the screening frequency 
and techniques in the screening programs at different centres. The Spain study (Sala et al
2011) is a multi-region study and different practices were noted between the regions as there 
was a mixture of one and two view studies and double and single reporting.
4,4.4. Prevalence and subsequent screening rounds
In the prevalence round, the cancers found will be a mixture of fast and slow growing
cancers while mostly fast growing cancers will be detected in the subsequent rounds. So 
there are more cancers to be detected and so the cancer detection rate is higher in the 
prevalent round. In subsequent screening rounds, the readers have previous sets of images to 
compare and help identify any changes in the breasts. If any suspicious region is unchanged 
from the previous images then they are unlikely to be recalled and so the recall rate will be 
lower for the subsequent screening round.
Vemacchia et al (2009) audited the screening unit for the last year of SFM and the three 
subsequent years of only digital mammography. They showed a significant increase in 
cancer detection rate in the first year. In the second and third year of the use of digital the
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cancer detection rate was elevated from the SFM year but the rates were not significantly 
different. If a genuinely better system is introduced then an increase in cancer detection is 
expected as there will be extra subtle cancers found in the initial year(s). At the next round 
of screening there will be fewer cancers available to be detected due to the better detection in 
the previous round and so the cancer detection rate will decrease from the first year. 
Therefore, the subsequent cancer detection rate will depend not only on the technology 
being used but the technology used in the previous screening round. So only the prevalent or 
first round of subsequent screening will produce the most useful comparison of detectors. 
This further reduces the number of examinations that can be used for these studies.
4.4.5. Technologies
The studies have been discussed as if each of the detectors types has the same imaging 
characteristics. In reality, SFM technology will cover a wide range in image qualities 
depending on the speed, manufacturer and the quality control of the individual departments. 
Also digital technology has improved throughout the 15 years that these studies cover. Not 
only have the detectors improved but also the image processing, reporting monitors and 
workstations. Some of the publications compared an ‘end of life’ technology and a brand 
new system and so this is potentially unfair. Also as discussed in section 4.4.3, some of the 
SFM technologies were much older than the digital technology.
4.4.6. Variability o f  radiologists
It is well known that there is variability between radiologists (Elmore et al 1994),
ideally the radiologists would read all sets of images. Single centre studies (Karssemeijer et 
al 2009, Perry et al 2 0 \\, Vemacchia and Pena 2009, Vinnicombe et al 2009) have this 
advantage. However, in the larger studies then there will be a large number of radiologists, 
who may only read images from one imaging technology. Perhaps for the very large studies 
this effect will be averaged out. Both Scheuller et al (2008) and Hendrick et al (2008) 
commented that some of the variation in the studies may be due to radiologists.
4.4.7. Value o f digital mammography screening
From the studies quoted here there is little doubt that digital mammography has the
capability to detect more cancers than SFM albeit with a corresponding increase in false 
positive rate. However, further work is required to examine the overall benefits and potential 
harm of screening mammography. For example, there is potentially a long time for low 
grade DCIS to develop into an invasive cancer. However, with current techniques it is not 
possible to tell in many cases which women need treatment and those who would have
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remained symptomless for their whole life. Therefore, there may be little benefit from digital 
mammography if the extra cancers detected were all low grade.
The BdR study (Séradour et al 2014) showed more high grade DCIS and invasive 
cancers were detected using DR compared with SFM and CR, while other studies 
(Kerlikowske et al 2011, Vinnicombe et al 2009) found no difference in cancer grade 
between digital and SFM. Bluekens et al (Bluekens et al 2012) found higher grade DCIS 
during subsequent round for DR and more low grade invasive cancers in the prevalent round 
for DR compared with SFM. While the data is limited, it would appear that DR detectors do 
add value to the breast screening program.
4.5. Comparison of the detection of different lesion types using digi­
tal imaging
4.5.1. Screening studies: lesion type
Tables 4.2 and 4.3 show the overall cancer detection rate for prospective and
retrospective reviews. Many of the papers split the results by types of lesions. However, due 
to the smaller number of cases this decreases the statistical power of the studies. It is only 
worth splitting the data into invasive and in situ cancers.
• In-situ cancers are cancers that grow inside the breast ducts and lobules but do 
not spread into surrounding tissue. These are non-invasive cancers, though if 
the woman lives long enough they are all expected to become invasive. The 
most common in-situ cancer is the ductal carcinoma in situ (DCIS), but there is 
also lobular carcinoma in situ.
• Invasive cancers are cancers that have spread into the surrounding tissue. These 
are of more immediate concern as the cancer may spread across the breast and 
into other parts of the body.
The detection rates for the invasive cancers and DCIS using digital systems are shown 
in table 4.4. The first three studies are large studies covering a wide area and a range of 
systems. The cancer detection rates are lower for CR than DR. There is a trend that the PCM 
systems have a higher cancer detection rate than the other systems, despite operating at a 
low dose.
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Study Invasive 
Cancer detection rate 
(%)
% differ­
ence
DCIS 
Cancer detection rate 
(%)
% differ­
ence
DR CR DR CR
Belgium 0.42 0.44 2 0.11 0.08 -27
Ontario 0.40 0.29 -18* 0.10 0.05 -50
BdR 0.504 0.426 -15 0.158 0.075 -53*
Ireland 11
a-Se Csl a-Se Csl
0.58/0.44 0.65/0.43 12/-2 0.14/0.12 0.16/0.09 14/-25
a-Se PCM a-Se PCM
0.58/0.44 0.66/0.46
14/D
0.14/0.12 0.22/0.16 57/33
PCM Csl PCM Csl
0.66/0.46 0.65/0.43 -2/-7 0.22/0.16 0.16/0.09 -27/-44
Significant difference /><0.05; ' Prevalent/subsequent rates where quoted
4.5.2. Effect o f  patient dose on cancer detection
The number of calcifications detected is dependent on the patient dose (Warren et al
2012), and so it is important to quote the dose for each arm in the study. Unfortunately, the 
mean glandular dose (MGD) is quoted only in a few papers (tables 4.2 and 4.3). The MGD 
for the Belgium study (Bosmans et al 2013) was 60% larger for CR than DR, however the 
CR systems still had a non-significant drop of 27% for the DCIS detection rate. The other 
two comparable studies (Chiarelli et al 2013, Séradour et al 2014) had around a 50% drop in 
cancer detection for CR, the CR operated at a 17% higher dose than DR (Yaffe et al 2013) in 
the Ontario study, however the BdR study did not quote the doses. The dose increase for CR 
in the Belgium study has helped increase cancer detection rate for CR, but more dose was 
probably required.
4.6. Clinical studies with case selection
The prospective and retrospective screening studies compared imaging technologies in 
a screening type environment. These studies required many years to complete. Some studies 
were undertaken with selected images e.g. women known to have suspicious breast lesions. 
A summary of the studies are shown in table 4.5, despite the controlled nature of these 
studies the dose was reported in only three out of the seven studies. They are much smaller 
than the retrospective and prospective studies with up to only 200 cases.
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Table 4.5: Clinical studies summary
Study Digital
technology
No.
Women
No.
Lesions
MGD
(mGy)
Selection
criteria
Gottingen I SFM 130 55 >1.5 Proven tumours
(Obenauer et al Csl 130 55 1.5 and normals
2002)
Gottingen II SFM 55 57 - Known calcifi­
(Fischer et al 2002) Csl 55 57 - cations
Tübingen (Fisch­ SFM 199 0 1.45 Consecutive
mann et al 2005) Csl 199 0 1.63 cases
Leuven SFM 103 NA* 2.40 Recalled cases
(Van Ongeval et al CR 103 NA* 2.32
2006)
Vienna Csl 150 121 - Suspicious
(Schueller et al CR 150 121 - breast lesions
2008)
ACRIN DMIST CsI/SFM 120 48 - Proven cancers
(Hendrick et al CCDscan/SFM 115 42 -
2008) CR/SFM 98 27 -
a-Se/SFM 28 6 -
Malaysia CRdual 58 0 - Normal
(Chelliah e/ a/ 2013) a-Se 58 0 -
*Data not given, though masses and calcification clusters were present in the study
4.6.1. Clinical opinion on image quality
A number of studies were undertaken to qualitatively compare the image quality of
clinical images. Most of them imaged women who were recalled for a suspicious lesion or 
had a known pathology. The best studies imaged each woman using two imaging 
teclinologies (e.g. CR and DR) (Chelliah et al 2013, Fischer et al 2002, Obenauer et al 2002, 
Schueller et al 2008, Van Ongeval et al 2006, Yamada et al 2008), while Fischmann et al 
(2005) imaged each breast using a different technology.
CR versus SFM: Van Ongeval et al (2006) undertook a prospective trial where 100 
women who were recalled from screening for further investigation were imaged using SFM 
and CR under the same compression. The image quality of both images was scored by 
radiologists. The CR performed better for visualisation of masses but was inferior for 
calcifications.
DR versus SFM: Three studies have been undertaken comparing DR with SFM (Fischer 
et al 2002, Fischmann et al 2005, Obenauer et al 2002). Overall, they showed that the DR 
systems were superior to SFM for calcifications, but not for masses. Fischer et al (2002)
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showed that a Csl detector was better for classification of the calcifications. Also the DR 
systems had fewer artefacts than SFM.
CR versus DR: Two studies have been undertaken using only digital systems (Chelliah 
er a/ 2013, Schueller et al 2008). They both found that the DR systems were superior to the 
CR system especially in the visualisation and detection of calcifications. They also noted 
that there was a smaller gap between the chest wall and the detector for DR, which allows 
more of the pectoral muscle to be imaged.
4.6.2. Task-based analysis
The above studies are qualitative and may only give an indication of the outcome when
different technologies are used in screening. More information may be gained if the readers 
have to perform a task that is related to the screening task.
An interesting study (Hendrick et al 2008) used all of the images with cancers found in 
the DMIST trial (Pisano et al 2008). The radiologists read the images and the paired results 
of the digital detector and SFM were directly compared, but the digital detectors were not 
compared with each other. The a-Se detector was not evaluated as there were too few 
cancers in that group. No statistical differences were found between any of the detectors and 
SFM, although these systems have a large difference in quality. The authors did note that the 
observers shifted their operating point and so increased the cancer detection and recall rates 
compared with the readings of the images as part of screening.
4.7. Phantom studies
This section discusses the use of phantoms with a mammographie structure such as 
tissue background with inserted lesions. It does not discuss tests such as contrast-to-noise 
ratio or threshold contrast test objects such as CDMAM.
Kotre (1998) and Huda et al (2006) undertook studies examining the effect on detection 
of different sizes of lesions superimposed on a breast structure background. Kotre used a 
threshold contrast test and Huda used a four alternative forced choice study. The authors of 
both papers concluded that the detection of details larger than 1 mm was more affected by 
the background pattern and that the detection of smaller details was more affected by the 
quantum noise in the image.
Three studies have been undertaken using breast phantoms and simulated calcifications. 
Yakabe et al (2010) tested the effect of dose, and concluded that dose reduction was possible 
as they did not find a significant difference at half dose. In reality, a non-significant
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difference was found and it is likely that their study was not sensitive enough. Obenauer et 
al (2003) examined imaging with different beam qualities and showed that there is a 
possibility to increase the radiographic factors and keep equivalent image quality at lower 
dose. This is a usefiil process to optimise the image quality.
A weakness of these studies is that none included the search element of clinical 
reporting. A common theme in many of these types of studies was to reduce dose to the 
patient. In reality the first step of evaluation of an imaging system should be to ensure the 
image quality is sufficient to undertake the task e.g. cancer detection. These phantom-based 
studies may provide more realistic information than those using simple test objects, as they 
test how observers respond to different image qualities, types of backgrounds and detail 
sizes and shapes. They can guide deeper research but ultimately studies involving clinical 
images and radiologists needs to be undertaken, otherwise any change may have 
consequences on the detection of cancer.
4.8. Use of image simulation for evaluation of detector performance
The use of phantoms in studies is important for developing our understanding of the 
processes of cancer detection in mammography, but as discussed there are limitations. So it 
is vital that studies using radiologists in a realistic clinical scenario with clinical images are 
undertaken. However, it is difficult to obtain a controlled set of images for a clinical study 
from a screening program. It is of interest to obtain images with a range of image qualities 
associated with different detectors, but it may not be feasible or even ethical to image 
women multiple times. One solution is to adapt existing images.
The adaption of images has a long history and different methods have been used. Van 
Metter et al (1986) simulated images using knowledge of the characteristics of screen/film 
imaging receptors without reference to an original image. They added Poisson noise and the 
created image was blurred using convolution with a point spread function. If only unblurred 
Poisson noise is added to images then the variance of the noise in the images can be correct 
but a difference will be seen in the NPS between the simulated and real images (Veldkamp 
et al 2009). A more accurate method is to use a frequency-based measure of noise (such as 
NPS) to ensure that the correct correlation of noise is produced (Saito et al 2012, Saunders, 
Jr. and Samei 2003, Svalkvist and Bath 2010, Treiber et al 2003, Workman 2005, Yip et al 
2010). To simulate an image fully from an original image the sharpness of the image needs 
to be adapted. Saunders and Samei (2003) showed a method for adapting noise and 
sharpness from a high quality, highly sampled image. Generally, these methods have been
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successfully used to simulate dose reduction for a given detector and any validation was 
undertaken using the NPS. However, the NPS does not fully quantify image quality but may 
be sufficient where only noise is added to simulate a lower dose. A more complete 
validation of the image quality of simulated images can be achieved using contrast detail test 
objects (Smans et al 2010, Yip et al 2010).
Studies with real clinical images with inserted calcification clusters and masses have 
been undertaken by various authors (Ruschin et al 2007, Samei et al 2007, Timberg et al 
2006). In these studies, all of the images were effectively reduced in dose by the addition of 
noise. The results of the studies demonstrated that detection of the calcification clusters was 
sensitive to dose but that the masses were not. Samei et al (2007) showed the mass detection 
remained the same for a dose reduction to a quarter but the discrimination between 
malignant and benign lesions did significantly reduce. Saunders et al (2007) not only 
changed the dose but also the sharpness of the images and found that the noise has a larger 
effect on diagnostic performance. One weakness for two of the studies (Samei et al 2007, 
Saunders, Jr. et al 2007) is that they used the location known paradigm, and so misses the 
search element of the clinical task. It is necessary to include search for a full evaluation of 
the ability of a reader to detect and correctly interpret lesions in images (Chakraborty 2011).
Currently, the literature contains descriptions of methods for adding noise to simulate 
images at a reduced dose or uses modification of highly sampled images to simulate 
differences in sharpness properties (Saunders, Jr. and Samei 2003, Smans et al 2010, 
Svalkvist and Bath 2010, Treiber et al 2003, Van Metter et al 1986, Veldkamp et al 2009, 
Workman 2005, Yip et al 2010). However, there is no method to change acquired images to 
appear with a range of image qualities.
4.9. Discussion
4.9.1. Differences found between technologies
There are clear differences in the detection of calcifications clusters between detector
types. The detection of lesions without calcifications is less sensitive to image quality. Only 
a few of the above studies found differences for these lesions. This matches some of the 
studies using test phantom (Huda et al 2006, Kotre 1998, Saunders, Jr. et al 2007). However, 
there must be a detector effect on the detection of non-calcification lesions as a few studies 
did show differences for invasive cancers.
The results are clear that the cancer detection rate for powdered phosphor CR is inferior 
to DR. To mitigate this effect, the CR systems need to operate at much higher doses than DR
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to obtain equivalent detection rates. CR NIP has been measured to have a better image 
quality than powder phosphor CR (Young et al 2009), but no clinical studies have 
investigated the use of CR NIP. Yaffe et al (2013) discussed the need for a clinical study on 
this technology. Using current techniques, this will take a number of years either to organise 
a prospective trial or to obtain sufficient cancers in one geographic region to obtain 
significant results.
There have been many studies comparing SFM with one or two digital technologies, in 
reality these types of studies become less frequent as the number of suitable sites decreases 
as the decision to convert to digital technologies is made. Studies comparing digital 
technologies are of interest. Significant differences have been shown for good quality DR 
and powder phosphor CR, but it may be challenging to distinguish some real differences 
between some digital technologies using retrospective studies.
4.9.2. Ideal study
It is clear that clinical studies are required to provide information on cancer detection. 
However, screening studies require very large populations and a timescale of years to be 
undertaken. The challenges faced with these types of studies are the confounding factors, 
such as images of different women, and the effect of compression on the appearance of 
lesions. For studies into the effect of detector type on cancer detection, then grid type and 
radiographic factors used with different systems will increase the number of variables. In 
summary an ideal study would have the following features:
• Paired study (same women in each study arm)
• Same compression
• Same radiologists read all sets of images
• Sampled from same populations
• Known dose
• Realistic cancer prevalence
The study shown in chapter 8 meets these features apart from the realistic cancer 
prevalence. It is not practical to run this study with realistic cancer prevalence, however due 
to the reduction in variables the statistical power of this study is improved compared to 
published work.
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4.10. Conclusions
It is necessary to speed up the process to judge if a technology is appropriate for breast 
screening. The retrospective and prospective screening studies have a large number of 
confounding factors. Phantom studies can be undertaken relatively quickly, but this lacks a 
real link to clinical effectiveness, indeed most studies focus on the possibility of dose 
reduction rather than the clinical effectiveness. Studies that involve real clinical images may 
solve many of the issues of realism, though currently the literature only changes the dose for 
the images and there is no method for changing the sharpness or type of noise with a view to 
simulating particular detectors.
This thesis shows a method for the conversion of clinical images (chapter 7) and then 
applies it to a clinical study for four different mammography detectors (chapter 8). The aim 
of this work is to extend the simulation methodology by developing and testing a method to 
convert an image acquired using a standard digital mammography imaging system to appear 
as if acquired on a system with a different detector. The advantage is that clinical images 
acquired during routine screening can be converted to a wide range of image qualities for 
observer studies. This method will allow studies that meet most of the requirements for an 
ideal study, and speed up the clinical evaluation of new systems.
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Chapter 5
Characterisation of mammography 
detectors
5.1. Introduction
The first step to the understanding of the effect of image quality of mammograms on 
cancer detection is the characterisation the image quality of the different types used for 
mammography. The image quality measures are used in a simulation methodology to 
convert images to appear as if acquired on at different image quality.
This chapter sets out the detectors that will be characterised and the factors to be used. 
The measurements of sharpness and noise are described using modulation transfer function 
(MTF) and noise power spectra (NPS) There is particular discussion on veiling glare 
(described in section 2.9) and how that affects the MTF. Veiling glare adversely affects 
image quality, but very little has been published on veiling glare for digital mammography 
and it is demonstrated that this is an important factor for some detectors. The detective 
quantum efficiency (DQE) is a good overall measurement of image quality for the detector, 
while threshold gold thickness using the CDMAM test object characterises the overall 
imaging system. Both of the parameters were measured for different detector types. The 
chapter highlights some of the issues with current European guidelines on the acceptable 
levels of image quality for mammography.
5.2. Establishment of parameters for characterisation of detectors
5.2.7. Imaging systems
There are a wide range of systems and detectors that are commercially available, tables
5.1 and 5.2 show the systems evaluated as part of this work and shows the abbreviation that
is used throughout the thesis.
Table 5.1: Properties of flat panel detectors
System ASEh ASEs CSX
System name 
(Manufacturer)
Selenia
(Hologic)
Inspiration
(Siemens)
Essential 
(GE healthcare)
Convertor com­
position
a-Se a-Se Csl
Convertor 
thickness (pm)
200 200 250
Coverage 
(mg cm'^ )
85 85 113
Anode(s) Mo, Rh Mo, W Mo, Rh
Filters (thick­
ness pm)
Mo (30) 
Rh(25)
Mo (30)
Rh (25 with W anode) 
Rh (50 with Mo anode)
Mo (30) 
Rh (25)
Pixel pitch (pm) 70 85 100
Table 5.2: Properties of photostimulable phosphor plates
System CRc NIPa NIPc
Manufacturer Carestream Agfa Carestream
Image plate EHR-M2 HM5.0 SNP
Convertor com­
position
BaFBr(I):Eu 
Powder phosphor
CsBriEu CsBriEu
Convertor 
thickness (pm)
125-150 122 122*
Coverage
(mg.cm'^)
32-38 50 50*
Reader Direct view CR900 DX-M Direct view Elite CR
X-ray system GE Senographe 
DMR+
Siemens Mammomat 
3000 Nova
Siemens Mammomat 
3000 Nova
Anode(s) Mo, Rh Mo, W Mo, W
Filters (thick­
ness pm)
Mo (30) 
Rh(25)
Mo (30) 
Rh(25)
Mo (30) 
Rh(25)
Pixel pitch (pm) 50 50 50
* Assume Agfa HM5.0 is representative of Carestream SNP as it is the same absorber
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5.2.2. Choice o f beam qualities
The radiographic factors used for the testing of mammography systems are usually
those chosen by the automatic control system. Thus different systems are tested using 
different factors. However, for characterisation and comparison of different systems it is 
easier when common factors, such as tube voltage and anode filter combinations, are used.
For mammography, two main absorbers have been used for evaluation -  aluminium and 
polymethyl methacrylate (PMMA), although breast equivalent materials are also available. 
Aluminium has the advantage of being simple to handle, though it has been reported (Ranger 
et al 2005) that aluminium of very high purity can crystallise and cause structure to appear 
in the image. The current lEC guidance (lEC 2007) on measurement of noise, and MTF uses 
2 mm thick aluminium as the absorber. This lEC document is an industry standard and 
requires highly reproducible results. However, for this work a more clinically appropriate 
phantom would be better. The average atomic number of PMMA is lower than aluminium, 
and so produces more scatter but has the advantage that the spectra exiting the PMMA are 
more realistic for the spectra exiting a breast than aluminium. As is shown (section 6.5.3) the 
noise in an image is dependent on the x-ray spectrum. PMMA was chosen to be the standard 
absorber for the noise characterisation. It is more appropriate to use an absorber for 
mammography which is more clinically relevant than aluminium. The thickness of PMMA 
was chosen to be 45 mm which is equivalent to 53 mm of compressed breast thickness 
which is considered the average breast thickness in the UK.
Where possible the same radiographic factors were used to allow comparison between 
systems. For x-ray tubes with a molybdenum (Mo) anode the radiographic factors were 
based on a set mammographie images acquired from 100 women on the CRc system. The 
median value of the factors was 28 kV with a Mo filter. For tubes with a tungsten anode, 
clinical images were not available and the factors according were chosen according to the 
automatic factors from an image of 45 mm PMMA, the radiographic factors were 29 kV 
with a rhodium (Rh) filter.
5.2.5. Linearisation o f image
Images must comply with linear system theory (section 2.3) to give meaningful results
for quantitative measurements. Therefore, the pixel values must be linearised, i.e. 
proportional to the input dose. However, there are a number of parameters to linearise the 
image pixel values against e.g. air kerma, energy, mAs. Typically air kerma is used as this 
can be directly measured. However, the noise associated with the images will depend x-ray 
beam quality incident on the detector (Marshall 2009). The primary quantum noise in the 
image is related to the energy absorbed per unit area in the detector (Swank 1973), and
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ideally this should be the dominant noise source. Therefore, it is appropriate to linearise the 
image to absorbed energy per unit area. The advantage of this choice is that the linearised 
pixel value will be a good measure of absorbed energy per unit area irrespective of the 
incident beam quality. The signal transfer properties (STP) thus calculated for a given 
detector were therefore assumed to apply to any beam quality for that detector so that the 
pixel value was a measure of the energy absorbed per unit area for all beam qualities.
5.2.4, Modelling absorption o f energy in the detector
The energy absorbed per unit area in a detector cannot be measured directly. However,
the air kerma incident on the detector can be measured. The relationship between absorbed 
energy and incident air kerma can be estimated using knowledge of the composition of the 
detector and an estimation of the x-ray spectrum.
The first stage is to model the x-ray spectra from production and estimate how it 
changes as it passes through absorbers. This methodology is quite standard and is briefly 
covered here. The x-ray spectra can be estimated for a range of anodes and tube voltage 
(Boone et al 1997). The spectrum will change as it passes through absorbers. The attenuators 
in the beam were the x-ray tube window, filter, compression paddle, object being imaged 
(test phantom or breast) and breast support. The attenuation coefficients were estimated for 
each object in the beam using the data of Berger et al (1998). The thickness of the filter is 
nominal and thickness of window and paddle were estimated. To tie this to the real system, a 
additional virtual aluminium filter was added to the model, and its thickness was iteratively 
adjusted until the calculated half value layer (HVL) of the model matched the measured 
HVL for each system. The thickness of the aluminium was generally small but could be 
negative, however, it was useful to link the theoretical calculations with measurements of the 
real system.
It is possible to calculate the amount of energy absorbed in the first interaction of an 
x-ray photon within the detector. However, the interaction process is not simple and there 
may be secondary interactions. It is particularly difficult to estimate if characteristic x-rays 
produced during the photoelectric effect will be absorbed or leave the detector. It is more 
accurate to run a Monte Carlo study than to only use absorption coefficients. Oliver Diaz 
calculated the quantum detective efficiency and energy absorption efficiency (fig. 5.1) using 
the Géant Monte Carlo code (geant4.cem.ch/) for the detectors shown in tables 5.1 and 5.2.
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Fig. 5.1. Calculated energy absorption efficiency (left) and quantum detection 
efficiency (right) for four absorbers
The air kerma was ealculated using conversion factors (Cranley et al 1997), this was 
related to the absorbed energy per unit area in the detector. Thus the absorbed energy per 
unit area per air kerma was calculated for any beam quality for each detector. Table 2.1 
shows the half value layer of the system measured after the compression paddle and the 
beam conditions for the standard radiographic factors. Also it shows the beam quality 
measure of mean photon energy and the calculated absorbed energy per unit area per unit air 
kenna.
Table 5.3: Half value layer of system and calculated energy conversion factor 
{Ckm) for standard radiographic factors for 45 mm PMMA__________________
System Half value layer 
(mm Al)
Mean energy (keV) 
per photon (1)
Absorbed energy per unit area in 
detector per unit air kerma 
Ck,e{^) (keV mm'^ pGy'^)
28 kV, Mo/Mo
ASEh 0.37 20.4 104,200
CRc 0.37 203 74,040
CSI 0.35 203 97,720
29 kV,, W/Rh
ASEs 0.55 223 144,600
NIPa 0.55 223 110,300
NIPc 0.55 223 110,300
It must be appreciated that the accuracy results from the Monte Carlo methodology for 
a particular detector relies on manufacturer’s data and that the values are representative of 
the detectors actually used.
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5.2.5. Measurement o f signal transfer properties
For each system, flat field images were acquired for the STP measurements. An attenu­
ator comprising of a 45 mm thick PMMA slab was placed at the exit port of the tube. The 
standard radiographic factors (set out above) were used. The anti-scatter grid and breast 
support were removed where possible. The radiation field was collimated to about 100 mm x 
100 mm. The air kerma was measured using a Radcal Accu-Pro (Radcal Corp., Monrovia, 
CA) dosimeter at 6 cm from the chest wall and 10 cm above the position of the breast sup­
port. The detector air kerma (DAK) was calculated by correcting the measured air kenna to 
the incident air kerma at the detector plane using the inverse square law. For some systems it 
was not possible to remove the breast support for the measurement. In these cases a trans­
mission factor through the breast support was calculated with the assumption that the breast 
support was 1.2 mm carbon fibre. The air kerma was then converted to absorbed energy per 
unit area using the values in table 2.1. In accordance with lEC 62220-1-2 (lEC 2007), a fiat 
field image was acquired for at least 13 different air kerma values between 20 pGy and 500 
pGy for measurement of the STP for each system. Four additional images were acquired at 
DAK values close to 25, 50, 100, 200 and 400 pGy. The standard air kerma was set at ap­
proximately 100 pGy, which is typically used (Marshall et al 2011b). Monnin et al (2011) 
showed that the typical air kerma at the detector for imaging 50 mm PMMA under AEG 
control is between 52 and 104 pGy, and so 100 pGy is on the high side of this range. The 
STP curve was obtained by fitting an appropriate relationship between the mean pixel value 
and the absorbed energy per unit area in the detector. Though for systems that were tested 
later, the range of exposures was increased to improve the accuracy of the measurement of 
electronic and structure noise.
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Fig. 5.2. STP of the six detectors for an absorber of 45 mm PMMA of pixel value 
against absorbed energy per unit area
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Fig. 5.2 shows the STP of the six detectors. The regression coefficient (R^) of the fit of 
pixel value against absorbed energy per unit area was greater than 0.999 for all systems. 
Therefore, the inverse of the STP could be used to linearise the image data to absorbed ener­
gy per unit area.
5.3. Modulation transfer function (MTF)
The presampled MTF (section 2.4) was measured in both the x and y directions for each 
detector using the standard method with a straight edge. The procedure was as follows:
( 1) A 1 2 x 6 x 0,08 cm  ^ steel edge was positioned as close to the detector as 
possible. For the CR systems, it was placed on the system cassette; for the ASEh 
and ASEs systems it was placed on the breast support table and for the CSI 
system it was placed on the detector cover.
(2) The edge of the MTF phantom was placed at a shallow angle (2 to 5°) to the 
detector array.
(3) The beam was collimated to 100 mm %100 mm, with the edge covering half of 
the beam area.
(4) 2 mm thick aluminium was placed at the tube output port.
(5) The edge was then imaged at 29 kV with a Mo/Rh or W/Rh anode/filter 
combination, and without the anti-scatter grid in the beam. The parts of the 
detector not in the beam were shielded by lead.
(6) The area of interest (80 mm x 80 mm) in the resulting image was corrected for 
any gradients in the image due to the heel effect.
One of the challenges in undertaking this work was the measurement of the low spatial 
frequencies components of MTF and noise. It is later demonstrated (section 5.4.2) that 
measurements of the presampled MTF underestimate the drop in low frequency due to 
veiling glare. There are a number of techniques that can be used to improve the measurement 
of low frequency response of the MTF. The phantom was made of 0.8 mm thick steel, which 
absorbs all of the incident x-rays, rather than using a semi-transparent edge (Neitzel et al
2004), as scattered x-ray photons affect the low frequency drop of the MTF. An aluminium 
filter was used rather than PMMA at the tube head on the basis that the MTF in 
mammography was relatively insensitive to beam quality (Marshall 2009), while the use of 
PMMA would have increased scatter and degraded the MTF measurement.
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There were many ways of calculating the MTF from the same image (section 2.4), 
Maidment et al (2003) suggested fitting a monotonie curve to the edge spread function, this 
was shown to produce good results for the measurement of low frequency drop (Carton et al
2005). The monotonie fit method was used in this work. To obtain improved characterisation 
of the blur, the edge spread function was measured as far under the MTF phantom as was 
reasonable, typically this should be at least 40 mm (Samei et al 2006).
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Fig. 5.3. Average of orthogonal presampled MTFs of different detectors up to their 
Nyquist frequency
The presampled MTFs of the six systems are shown in fig. 5.3. As described in section 
3.7.1 the MTF is affected by the sampling aperture, detector material composition, signal 
collection method and detector thickness. The results show that the ASEh and ASEs systems 
have the best MTF, which is expected for an amorphous selenium detector. The MTFs of the 
CSI and CRc detectors are very similar up to the Nyquist frequency of the CSI detector. 
Turbid CR phosphors are known to have high blurring due to the method of reading, so it 
might be expected that the focusing effect of the crystal structure of caesium iodide (Csl) 
would improve the MTF. However the CSI detector has a pixel pitch twice the size of the 
CR readers’ pixel pitches and also the CSI detector layer is thicker. Both these effects will 
reduce the MTF.
The NIPc detector has a better MTF than the NIPa detector. The NIPa MTF was worse 
than that for the CRc detector. The reason for this is unknown.
72
5.4. Veiling glare
5.4.1. Measurement o f glare-to-primary ratio
The glare-to-primary ratio (GPR) is scattering of the secondary quanta within the
detector and is described in section 2.9.1. The GPR was measured with a test object 
comprising a series of 2 mm thick lead discs of diameter 1 -3 mm embedded in a 2 mm thick 
PMMA sheet (Carton et al 2009, Seibert et al 1984), which was placed on top of the breast 
support. The exposure was taken at 29 kV, Mo/Rh or W/Rh anode/filter combination with 
the anti scatter grid in place and a 2 mm Al filter placed at the tube port. The x-ray beam was 
collimated to 18 cm x 24 cm. Three images of the phantom were acquired, with the phantom 
shifted slightly between exposures. It was assumed that any signal behind the discs is glare. 
The image was linearised and the signals in the centre of each lead disc in the image and its 
surrounding background were measured. The GPR was calculated for each disc and the 
results fitted linearly against the disc diameter. The final GPR was calculated by 
extrapolating the measured results back to the zero diameter. Fig. 5.4 shows with results 
from the measurements for each detector. The calculated GPRs are in table 5.4 with the 
results of simulations described in section 5.4.3.
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Fig. 5.4. Measured glare-to-primary ratio for six systems
It is difficult to make accurate measurements of GPR. A major issue is that glare is 
really a special case of blur where the signal travels for long distance within the detector 
system. In theory glare should be measured as part of the MTF. However it is shown 
(section 5.4.2) that the glare is not fully encompassed within the measured MTF, but glare 
and blur cannot be truly measured separately.
With three images the random error of the glare to primary ratio was about 3%. 
However, the presence of scatter may have caused a systematic error, as scatter will have the 
same appearance as glare in the image. To reduce the scatter in the image the anti-scatter 
grid was used and an aluminium filter was used rather than PMMA. The beam was not
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collimated to ensure that glare was maximised, unfortunately this also had the adverse effect 
of increasing scatter. As discussed in section 2.9.2, the scatter will not only be created in the 
PMMA support of the test object but also originate within the breast support, grid and 
detector cover and for practical reasons this was counted as part of the GPR.
Despite the uncertainties associated with this measurement, from knowledge of the 
detector design the relative results between the different detectors were as expected. The a- 
Se systems have relatively low glare as would be expected as there was low spread of signal 
within the detector. The electric field applied to the a-Se layer reduced the spread of 
secondary quanta better than the columnar structure of Csl crystal. The largest glare was 
measured in the CR systems, with the CRc with a turbid phosphor with the largest glare. 
This was not surprising. During the reading cycle the laser beam is scattered within the 
phosphor (Rowlands 2002), and causes stimulation of the trapped signal at considerable 
distance from the initial irradiation area. Although the glare of the NIP systems was lower 
than the turbid phosphor, it is perhaps surprising that the columnar structure did not reduce 
the glare further. In addition to the glare within the detector, it may be reasonable to assume 
that the detector cover needs to be very robust for CR systems compared to the other 
detectors and so this could be a large source of scatter, which would be incorporated into the 
glare.
Salvagnini et al (2012) measured the GPR to be around 0.01 and 0.03 for the Hologic 
and Siemens systems respectively. This is lower than the measurements here, although there 
were a number of differences in the techniques. They used much larger lead discs of between 
4 and 30 nun, so they have a larger extrapolation than this work, which may increase the 
uncertainty. Fig. 5.4 shows the measured results and a straight line was a good fit for GPR, 
but these curves were not shown by Salvagnini et al (2012) to judge the fit of their data over 
such a wide range of diameters.
Glare can be a relatively large proportion of the signal within an image, in particular for 
CR systems. Considering the effect that this can have on image quality, it is surprising that 
little work has been undertaken in this area.
5.4.2. Comparison o f  M TF  low frequency drop and glare-to-primary ratio
Veiling glare affects how the input signal is transferred to output and therefore the
measurement of presampled MTF should include the effect of glare. As the glare affects the 
signal over long distances, it should be seen as a low frequency drop (LFD) in the MTF. Fig.
5.5 shows the measured low frequency component of the MTF and indeed a low frequency 
drop was present in the measured MTF of each of the detectors studied.
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Fig. 5.5. Measured low frequency MTF of systems studied, average over both 
directions.
The question therefore arises whether this LFD represents the glare measured for each 
detector (table 5.4). This was tested using a computer simulation. Glare is dependent on the 
irradiated area and ideally the irradiated area of the image and the irradiated area for the 
glare measurement should be similar for accurate simulation. Using MATLAB (Mathworks, 
Matwick, MA, USA), a 2048 x 2048 array with pixel value equal to one was created. A 
single disc was added to the centre of the image, the signal behind the disc was zero. A 
series of such images was created with the disc diameter varying from 1 to 3 mm in steps of 
0.5 mm. A two dimensional MTF was created from the x and y  one dimensional MTFs 
(section 5.3). At each spatial frequency in the 2D array, the MTFs were interpolated from 
the orthogonal one dimensional MTFs and weighted according to angle relative to the axes. 
The MTFs are assumed to be symmetric in the negative spatial frequencies. The spatial 
frequency at the edges of the array corresponded to the Nyquist frequency of the original 
image and zero spatial frequency was in the centre. Each image was multiplied by the 2D 
MTF for each detector in frequency space and then reconverted back to an image. The 
results were analysed as for the real images and the GPR calculated. The results are shown 
in table 5.4. For all of the detectors, the GPR calculated from the simulated images was 
lower than the measured GPR of the real images. In some of the cases it was less than half 
the real value. This size of difference could not be ignored and so the MTF will need to be 
corrected to account for glare. It is difficult to improve on the MTF measurement 
methodology on a system in clinical use. It may be that any glare which adds a signal evenly 
across the image will not be seen in the MTF as this signal is lost during the differentiation 
of the edge spread function. Also the measurement of MTF is collimated so there was less 
glare to be detected.
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Table 5.4: GPR calculated from real and simulated images compared to the low
System Measured GPR ((^) Low frequency drop GPR simulated from 
measured MTF
ASEh 0.0374 ±0.0008 0.020 0.026
ASEs 0.062 ±0.002 0.032 0.047
CSI 0.082 ±0.002 0.031 0.043
CRc 0.158 ±0.005 0.051 0.083
NIPa 0.147 ±0.007 0.052 0.062
NIPc 0.152 ±0.005 0.022 0.062
One effect of underestimation of glare in the MTF is that there may be an inaccuracy in 
the standard measurement of DQE. This is discussed in section 5.5.3.
5,4,3. Adaption o f MTF for veiling glare
It is important that the MTF was correctly characterized to enable accurate image con­
version. It was difficult to improve the measurement of low frequency component of the 
measured MTF. Therefore, it was necessary to adapt the MTF to match the GPR results 
measured using the beam stop technique. An empirical approach was to adjust the low 
frequency drop in the first tabulated MTF value after the zero frequency (w = 0.05 mm'^) to 
equal the measured GPR. The fraction of the total signal that is primary signal will equal 
\li\+Gp) and so the MTF is adapted using the equation as follows:
H ^ iu )  1
''^ "^  = iî'"(0 .05)(l + G ;)  (5.1)
77(0) = 1
where FT” is the measured presampled MTF and Gp is the measured GPR.
When the MTF is used to adapt images, it is necessary to interpolate the MTF between 
the spatial frequencies. The interpolation can be undertaken with confidence. However, the 
relationship between 0 and 0.05 mm'^ is not known, but they were estimate to all have the 
corrected value of F7(0.05) apart from 0 m m '\ which has a value of one. Using equation 5.1 
to modify the MTF, approximately corrected for differences in glare. A computer simulation 
of an image of a lead discs of different sizes in a uniform background was undertaken (as 
described in section 5.4.2) to verify that the adjusted low frequency drop in the MTF added 
the expected amount of veiling glare.
The results of the simulation of using the presampled MTF and the adapted MTF are 
shown in fig. 5.6 with the measured GPR. This adapted MTF gave a satisfactory result in 
that the calculated GPR was closer to the measured results than using the uncorrected 
presampled MTF. However, the simulated values tended to be higher and produced a flat
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result for the relationship between contrast and diameter rather than GPR reducing with 
larger diameters as expected. Nevertheless, it was used successfully in the conversion of 
images of CDMAM test object (Mackenzie et al 2012).
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Fig. 5.6. GPR calculated from real and simulated images for six detectors: Real images 
(green rhombus), simulated with (a) measured presampled MTF (blue circle), (b) LFD 
of MTF at 0.05 mm^ (blue triangle)
Other methods for adjusting the MTF were tried and none gave a good match across all 
of the disc diameters for all of the detectors. Although there is scope for further 
improvement of the model, the adapted method gave the best result as part of the image 
eonversion. It is clear that further work is required to fully understand the effect of glare and 
encompass it accurately in a model. Of all the mammography detectors, glare has the largest 
effect on CR systems. Fortunately CR is not widely used in the UK for mammography.
Chapter 5: Characterisation of mammography detectors 77
although it is much more common in other countries. In a wider context CR is widely used 
in general radiography in the UK and worldwide. Surprisingly there is very little in the 
literature about veiling glare in digital imaging.
5.5. Noise
5.5.1, Normalised noise power spectra
The normalised noise power spectra (NNPS) were used to characterise the noise from
each detector. . The NNPS was measured using the images acquired for STP using standard 
methods. The NNPS was calculated for each image using a 6 cm x 6 cm ROI centred 6 cm 
from the chest wall and linearised so that each pixel value corresponded to the absorbed 
energy per unit area. A two dimensional quadratic fit was subtracted from the ROI such that 
the mean pixel value was unchanged. This removed variation in the signal due to the anode 
heel effect. The NNPS was calculated using sub-regions of interest of size 128 pixels x 128 
pixels which overlapped by 64 pixels. For the dose levels with multiple images the NNPS 
were averaged. Following standard practice, the NNPS measurements were made without 
the use of an anti-scatter grid (lEC 2007), to allow accurate estimation of the absorbed 
energy per unit area and avoid the structure of the grid appearing in the NPS. In this 
geometry, the proportion of scattered radiation in the image was small as the absorber was 
near the tube head and the beam was collimated to reduce the scattered radiation.
The NNPS is the conventional method for displaying noise power spectra and allows 
easier comparison between systems than the NPS which depends on the linearization 
method. Fig. 5.7 shows the NNPS curves for each of the detectors for images acquired 
nominal air kerma at the detector values of 25, 50, 100, 200 and 400 pGy. The results have 
been radially averaged.
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Fig. 5.7. NNPS radially averaged for images acquired over an air kerma range of ~25 
fiGy to -400 nGy for each of the six detectors; a) ASEh, b) ASEs, c) CRc, d) CSI, e) 
NIPa, 0  NIPc
The ASE systems show the typical flat curve associated with detectors with very little 
intrinsic blur. These systems consequently have an MTF which is close to the aperture 
function and so MTF above the Nyquist frequency is much higher than other types of 
detectors. The primary noise would be expected to have a sine squared function but there 
will be aliased noise such that the NFS will be flat, and the noise will appear as white noise 
in real space (uncorrelated noise). The noise at the high spatial frequencies is mostly aliasing 
and it has been shown that for an MTF equal to the aperture function then the NFS will be
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the same at all spatial frequencies (Zhao and Rowlands 1997). The CSI system has the 
largest pixel pitch of these six systems and consequently a poorer MTF. This is seen in the 
rapid decrease of the NNPS with increasing spatial frequency. The CR and NIP systems 
have the smallest pixel pitch and thus their NNPS extend to higher spatial frequencies the 
furthest into the spatial frequencies. These systems also show the typical response of CR 
systems, the NNPS drops rapidly due to the poor MTF of the system and then levels off due 
to the presence of secondary quantum noise (Mackenzie and Honey 2007). The graphs here 
(fig. 5.7) do not become flat at high frequency, as the secondary quantum noise is more 
pronounced in the sub-scan direction of the CR reader while the NNPS is reduced by an 
anti-aliasing filter applied in the scan direction. The ASEh and NIPc results both have spikes 
in the NNPS. These are in the structure noise as the magnitude of the spikes increase with air 
kerma. The structure causing the spikes is likely to be the breast support or detector cover 
(Marshall 2007).
A key part of this research project is the modelling of the noise. A model is shown in 
chapter 6 that predicts the NPS for a range of doses and beam qualities for the six detectors.
5.5.2. Detective quantum efficiency (DQE)
As discussed in section 2.7, the DQE is a measure of the efficiency of the system. It is
defined as the square of the ratio of the output to input signal to noise ratios (SNR) 
(Tapiovaara and Wagner 1985). The input SNR can be calculated using the number of 
incident photons. The square of the input SNR of the incident x-rays is equal to the number 
of photon per unit area (0 .
DQE(u, v) = 2 (5.2)
QW{u, v) I E \
where W is the noise power spectrum linearised to absorbed energy, Ea is the absorbed 
energy per unit area in the detector. The conversion between air kerma and the Q values was 
calculated as 5600, 6590, 5550, 5510, 6580, 7020 photons mm'" pG y ' for ASEh, ASEs, 
CRc, CSI, NIPa, NIPc respectively.
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Fig. 5.8. DQE radially averaged for the six detectors over air kerma range of ~25 pGy 
to -400 nGy. a) ASEh, b) ASEs, c) CRc, d) CSI, e) NIPa, f) NIPc.
Fig. 5.8 shows a wide range of peak DQE values; the peak DQE values of the three flat 
panel detectors are between 60 and 70%, while the peak DQE of the two NIP systems are 
over 40% and CR is just above 30%.
The DQEs vary with dose and this is a clear indication that the electronic, quantum and 
structure noise sources are all present in these detectors. The structure noise will decrease 
the DQE at high doses and this is clearly seen in the NIPa, ASEh, CRc. It is expected for CR
Chapter 5: Characterisation of mammography detectors 81
type systems as they do not have any flat field correction to reduce structure noise, though 
the ASEh was higher than might be expected. At lower doses, the DQE can be lower due to 
electronic noise. The electronic noise is negligible in the CR systems but is seen in the flat 
panel systems of ASEh, ASEs and CSI.
5.5.3. DQE adjusted to match glare
The equation for DQE includes the MTF in the numerator. It is shown (section 5.4.2)
that measurements of MTF overestimate the low frequency values. In which case, the peak 
DQE should be lower than the standard measurements of DQE (lEC 2007), especially for 
CR which has high veiling glare. Therefore, the DQE was recalculated using the corrected 
MTF (section 5.4.3). The DQE calculated using the measured and adapted MTF are shown 
in fig. 5.9.
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Fig. 5.9. Radially averaged DQE for the six detectors acquired at an incident air kerma 
o f -100 pGy. a) DQE calculated with measured MTF and b) DQE with MTF corrected 
for glare
The results show a decrease in DQE when the MTF is corrected for glare for all 
detectors but the gap between the DQE between the CR systems and the flat panel detectors 
increases.
5.6. Overall image quality
The overall image quality of the six imaging systems was evaluated using the CDMAM 
test object (Artinis, Nijmegen, The Netherlands). Further discussion on CDMAM test object 
can be found in section 2.10. The CDMAM test object was imaged sandwiched between two 
2 cm thick PMMA slabs for each system. The standard radiographic factors chosen for the 
systems with a molybdenum anode was 29 kV with a rhodium filter and an anti-scatter grid 
for the tube loading (110 mAs), while the standard radiographic factors for the systems with
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tungsten anode were 31 kV with a Rh filter and an anti-scatter grid for the tube loading (140 
mAs). Sixteen images were acquired at the standard dose for all systems, in addition for the 
ASEh, CRc, CSI and NIPa images were acquired over a range of dose values from quarter to 
quadruple the standard exposure. The CDMAM test object was shifted slightly between each 
exposure.
The sets of CDMAM images were automatically read using CDCOM software version
1.6 (www.euref.org), and the output was analysed (Young et al 2008) to produce contrast 
detail curves for images of the CDMAM test object. All contrast detail curves were 
expressed in terms of the threshold gold thicknesses required for detail visibility at different 
detail diameters.
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Fig. 5.10. Threshold gold thicknesses of CDMAM test object for six systems, a) 29 kV, 
llOmAs, Mo/Rh; b) 31kV, 140 mAs, W/Rh
It is of value to assign a mean glandular dose to the measurement of image quality 
using the CDMA test object. This will allow results to be comparable for different systems 
and radiographic factors. The total attenuation of the phantom with 4 cm PMMA is
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equivalent to 5 cm of PMMA. To estimate the equivalent mean glandular dose for this 
exposure the attenuation of the phantom will equate to that of a compressed breast thickness 
of 6 cm. The dose was calculated using standard techniques (Moore et al 2005) using 
measurements of tube output and half value layer.
Fig. 5.10 shows acceptable and achievable limits, these are currently set in the 
European Guidance (EC 2006) for image quality acceptability (see section 2.10). The 
principle is that the results should be less than the threshold gold thickness acceptable curve 
and still be below the acceptable dose limits of 3.0 mGy for the compressed breast thickness 
(CBT) of 6 cm. Ideally, the systems should be lower than the achievable level, which was set 
for a good detector. The acceptable level in the guidelines was chosen to ensure that the 
replacement of screen film systems by digital imaging systems did not degrade performance 
of mammography imaging. However, there is a price difference between systems and many 
of the systems which perform close to the acceptable level are relatively cheap. There is a 
risk that systems which just pass the criteria may be purchased not only could this be a false 
economy (Cole et al 2008), but could adversely affect cancer detection rate due to the poorer 
image quality.
From the curves in fig. 5.10 only the CRc system fails the acceptability criteria and only 
the ASEh and CSI pass the achievable limit. It should be noted that the acceptable dose limit 
for a 6 cm CBT is 3 mGy and so there is scope to improve the threshold contrast. From 
experience, a system is most likely fail on the 0.1 mm diameter disc. Fig. 5.11 shows the 
values of the threshold gold thickness for 0.1 mm diameter disc for a range of MGD 
equivalent for a CBT of 60 mm with the EC guidance limits for threshold contrast and dose. 
This type of graph can be used to select the dose level at which a system should be operated.
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Fig. 5.11. Threshold gold thickness of CDMAM test object for 0.1 mm diameter disc 
for a range of doses
The CRc detector has a very tight tolerance on the setting up and barely passes the 
acceptable level for both image quality and dose. There is more leeway in setting up the dose 
level for the other three systems. The NIPa system can reach either the achievable limit for 
image quality or dose but not both. According to this data, there is considerable scope for 
dose reduction for the ASEh system, the system could operate at 0.4 mGy MGD and still 
meet the EUREF criteria for the 0.1 mm diameter size, but that is not necessarily advisable.
5.7. Discussion and conclusions
The results show a range of image quality measurements made on a range of 
mammography imaging systems. All of the systems characterised can pass the European 
Guidelines criteria, but the evidence in chapter 4 shows that the cancer detection rates 
associated with CR systems were lower than other technologies. It is therefore of interest to 
investigate the relationship with the image quality criteria and the clinical outcome. The 
setting of a clear standard of the image quality necessary is vital, but the current guidelines 
lack clinical evidence of the chosen tolerances. Although, a difference in image quality 
might be expected to imply a change in clinical effectiveness, there is little in the literature 
to link direct measurements with clinical effectiveness. But there are concerns that the level 
has been set too low. The results of the observer study (chapter 8) provide more data on the 
relationship between image quality measurements and cancer detection.
Chapter 5: Characterisation of mammography detectors 85
This chapter was essential to quantify the image quality of a variety of imaging 
systems. The measurements of noise and sharpness have shown a range of results for the six 
detectors has been shown. A new result was that the MTF is overestimated as veiling glare is 
not fully accounted for and this means that measured DQE values are higher than they 
should be. The results of NPS are measured for one beam over a range of incident air 
kermas, the aim of the next chapter is to create a model of noise such that the NPS can be 
estimated at any beam quality and incident air kerma. These measurements are a first step in 
creating a methodology to convert the image quality of acquired images to appear as if 
acquired on a different detector.
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Chapter 6
Characterisation and model for 
detector noise
6.1. Introduction
Chapter 5 shows how the different mammography digital detectors were characterised. 
To be able to adapt the image quality of acquired images it is necessary to be able to 
calculate the noise power spectra (NPS) at any dose and beam quality for each detector of 
interest. The method employed here is to model the NPS at one reference beam quality and 
then to adapt the model for other beam qualities (section 6.5). This chapter develops a model 
for the dependence of the NPS on beam quality and shows the methodology for creating a 
real noise image from the calculated noise power spectra (NPS). The detective quantum 
efficiency (DQE) is shown in chapter 5 at one beam quality for each detector, using the 
noise model the DQE was calculated for a range of beam qualities and doses.
6.2. Linearisation of the image
The noise model is based on the NPS and so the linearization method used for the 
image is important. The linearization of images is discussed in section 5.2.3. The images are 
linearised to absorbed energy per unit area in the detector.
6.3. Model of noise
63.1. Noise coefficients
A key requirement for the adaption of the image quality of an image is knowledge of
the magnitude and colour of the noise associated with each detector. It is assumed that there 
are three sources that contribute to the noise in an image: electronic, quantum and structure 
noise. Each has a different dependence on dose and spatial frequency (Evans et al 2002, 
Mackenzie and Honey 2007, Workman and Cowen 1993) and it is convenient to express the 
total NPS (IP) as a sum of three terms which show explicitly the dependence on absorbed 
energy per unit area {E^  and spatial frequency:
W(u,v) = co^(u,v) + CD {u,v) + (Dfu,v) (6 .1)
In this expression, cOe, coq and cOs (with units of mm^) are referred to as electronic, 
quantum and structure noise coefficients respectively at a reference absorbed energy per unit 
area (Eo). It is not essential that the three terms exactly quantify the electronic, quantum and 
structure noise sources, only that the NPS can be fitted by a quadratic of the form shown. 
Higher order terms were tried but do not improve the fit to the NPS. The value of Eg was set 
to 1 keV mm'^.
The electronic, quantum and structure noise coefficients were estimated by fitting equa­
tion 6.1 using a least squares method for each spatial frequency to the NPS data obtained at 
the different dose levels. The results of the noise separation for three systems have been 
published in Mackenzie et al (2011) and Mackenzie et al (2012).
6.3.2. Noise coefficients: global f it
Originally the fits to equation 6.1 were made separately for each spatial frequency. The
resultant noise coefficients cOe, cOg and cOs were quite noisy due to the limited number of 
measurements made. An improved fitting process was subsequently developed using a 
global fit to all data and the assumption that the variation of the coefficients with spatial 
frequency was smooth, with the possible exception of spikes in the structure noise coeffi­
cient. A measure of the goodness of fit was required to undertake the global fitting and a
reduced chi squared function (Zr ) was chosen, which is given by:
=
S S Z w(wa)
u V E. <j{u,v,Ef) 
N  -  p - \
(6.2)
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where IF'" is the measured NPS, fV-^is the fit of the NPS at Ea, G is the standard deviation of 
the measured NPS, N  is the number of data points used in the calculation, p  is the number of 
fitting parameters, w(w,v) is a weighting function, and is the number of weighting points.
The standard deviation was estimated from the calculated uncertainty of the NPS 
(Dobbins, 111 et al 2006) and the variability of the output between exposures (estimated as 
1%). The standard deviation will be smaller for the dose levels where multiple images were 
acquired, and so these will influence the fitting more than those with only one image. It was
necessary to weight the z l  function in equation 6.2 towards the low frequency for two 
reasons. Firstly, the result is naturally weighted towards the high spatial frequency as the 
number of points increases with the square of the spatial frequency up to the Nyquist 
frequency. Secondly, it is important to obtain an accurate fit of the low spatial frequencies, 
as this will have a greater influence on the conversion than the high spatial frequencies. The 
spatial frequencies which have a spike in the structural noise coefficient were not used in the 
fitting and the spikes were replaced in the structural noise at the end of fitting. Various func­
tional forms were tested for the noise coefficients in equation 6.1 before deciding that the 
functions in table 6.1 produced the best fit. The parameters {e„, q„, and s„) for each were 
iteratively adjusted to minimize the reduced chi squared function using the Nelder-Mead 
algorithm (Nelder and Mead 1965). The process was repeated many times with different 
starting points to obtain the best minimum available.
The noise fitting was applied to the measured NPS of six detectors described in the pre­
vious chapter (section 5.2.1). The best fitting functions found for each detector is shown in 
table 6.1. As the detectors were characterized with systems with different anodes, the coeffi­
cients were measured using reference beam qualities of 28 kV, molybdenum (Mo) anode/Mo 
filter (Mo/Mo), 45 mm PMMA for ASEh, CRc and CSI detectors and 29kV, tungsten (W) 
anode/ rhodium (Rh) filter (W/Rh), 45 mm PMMA for ASEs, NIPa and NIPc detectors.
Table 6.2 shows the chi squared function calculated for the raw fit as described in 
section 6.3.1. The global fit for each of the detectors improves the fit compared to the raw 
and fitted noise coefficients for most of the detectors. Only the NIPc produces a slightly 
poorer fit.
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Table 6.1. Fitting functions of noise coefficients for the six detectors at the 
reference beam quality
Sys­ Noise Function for noise coefficients
tem source
ASEh Electronic ®g(w,v) = ei
Quantum (Og{ti,v) = qi +q2 QX^-{u/q^f - i y l q ^ f ^ q s  exp(-(w/g6f )
Structure
0)^{u,v) = S^  +S2 exp(-(w/53)^ -(v/54)^)+55/(i + 56W^ +57V^)... 
+ S2,j{^  + +5loV^)
ASEs Electronic C0g{u,v) = ej + 62/(1 + )
Quantum C0qiu,v) = qi +^2exp(-(M/^3f -(v /^4)^)+^5 ex^-{u/q^f - { v /q j f )
Structure 0)^(u,v) = Si +S2 exp(-(m /53 - ( v /54)^)+5’5/(i + 5'6M^ +^'7^ ^)
CRc Electronic co^{u,v) = 0
Quantum C0g(u,v) = qi+q2Qxp[-{u/q2f - (v /^4f )+^5/(1 + + ^7^ ^)
Structure <y^ (M,v) = 5'i +5'2 exp(- / ^ 3 -(v/54)^)+55/(i + 5'6W^ +.^7^ ^)
CSI Electronic C7^ (w,v) = 6i
Quantum % (w, v) = + q2 exp(- (w / ^ 3 )^  “  (v/94)^)+ ^ 5 exp(- (m / q e f~  {v/qj f  )
Structure CD^ (u, v) = + S2 exp(- (w ! s ^ f  -{y!  ^ 4 Y  )+ 5’s /(l + + SjV^ )
NIPa Electronic o)^ (u, v) = 61 + 62 exp(- { u le ^ f- iy l  e^f  )
Quantum cD^ (u,v) = qi +qi exp{-(u/q3f ~ iy ! qAf]+(Is 1^ + + ^ 7^ ^)-
Structure
COfu,v) = i'l + 52 exp(- (w/53)^  -  (v/54)^)+ 55/(1 + + 57V^ )... 
+ -^s/  ^+ + ‘^10’^ )^
NIPc Electronic Ct)^ {u, v) = 6i + 62 exp(- {u ! e ^ f - i y  ! e^f)
Quantum 0)g{u,v) = q^+q2 exp(-(w/^3)^  ~(vl qAf)+Qs/i^ +^6^^ + ^ 7^ ^)-
Structure
CO^ {u,v) = Si +52 exp(- / 53 - ( v /54)^)+55/(1 + 557/  ^+ 57^^)... 
+ ‘^8/(l + ‘^ 9^  ^+ ‘^10'^ )^
where e„, q„ and s„ are constants
System Raw coefficient Global fit
ASEh 0.55 0.46
ASEs 1.05 0.46
CRc 0.94 0.73
CSI 0.73 0.45
NIPa 2.77 1.91
NIPc 1.15 1.31
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6.3.3. Noise coefficients at reference beam quality
The global fitted noise coefficients for the six detectors are shown in figs 6.1 and 6.2
for the two reference beam qualities used. The noise coefficients are equivalent to the NPS 
at 1 keV mm‘^  for each noise source. It should be noted, they are sealed to the energy 
absorbed per unit area and so the values of the input air kerma to the detector are different 
for each detector.
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Fig. 6.1. Noise coefficients using global fit at Fig. 6.2. Noise coefficients using global fit at 
28 kV, Mo/Mo, 45 mm PMMA a) electronic 29 kV, W/Rh, 45 mm PMMA a) electronic b) 
b) quantum c) structure quantum c) structure
Each of the detector systems has a different relationship with the three noise sources 
(figs. 6.1 and 6.2). The electronic noise for the CRc detector was too small to be measurable 
using this technique and so is not shown on the figure. The NIPa and NIPc detectors also 
have very low electronic noise. The ASEh, ASEs and CSI detectors have a TFT array
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readout and as the electronic noise is not affected by the MTF the electronic noise 
coefficients are a constant with spatial frequency. The value of the electronic noise for the 
ASEs detector is quite high and this adversely affects the DQE measured at low dose 
compared to high dose in fig. 5.8.
The quantum noise coefficient is affected by the MTF and decreases with spatial 
frequency. The ASEh and ASEs detectors have the highest noise at the high spatial 
frequencies due to their good MTF. For beam quality of 28 kV, Mo/Mo anode/filter 
combination, the peak quantum noise coefficient is highest for the CRc detector and that for 
the ASEh detector is just higher than for the CSI detector. For the 29kV, W/Rh beam quality 
the peak values of the quantum noise are similar but it must be remembered that the ASEs 
detector absorbs a higher percentage of the incident x-ray photons than the other two 
detectors.
The structure noise was found to be mostly present at low frequencies. The CRc system 
had the largest structure noise, due to the granular structure of the phosphor and the absence 
of a flat field correction. The NIP phosphors showed much smaller structure noise than the 
CRc detector. Although NIP detectors do not have flat fielding correction the manufacturing 
process ensures that the detector response is more even across the whole detector. It will be 
shown in chapter 8 that the powder phosphor CR systems can adversely affect cancer 
detection. However, Warren et al (2012) also demonstrated that the detection of calcification 
clusters is sensitive to dose and so reduced cancer detection associate with CR may be at 
least partially overcome by increasing the dose. Structure noise can limit the improvement in 
image quality with increased dose, but this is less of an issue for NIP detectors than 
powdered phosphor CR. The structure noise coefficients of the CSI and ASEs detectors were 
smaller than the other systems.
The value of x t  was improved by using the global fitting method compared to simply 
fitting each frequency individually. The quantum noise is dominant with smaller amounts of 
electronic and structure noise over a wide range of dose. So the uncertainty of the electronic 
and structure noise coefficients is high making it difficult to see the true relationship. For the 
systems that were characterised later, the range of doses was extended to improve the 
calculation of the structure and electronic noise. The electronic noise for the three flat panel 
systems is white noise. The structure noise of the ASEh detector show a bump in the curve, 
which is an artefact of the fitting but this variation is still within the expected results.
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6.4. Simulation of flat field images
6,4,1. Creation o f  noise images from model o f noise power spectra
The reason for creating a noise model is to be able to add noise of the correct magnitude
and colour in real space to images as part of the image simulation process. This is achieved 
by creating real space noise images from the calculated noise coefficients. This is essential 
in the adaption of images to appear with a different image quality. The first validation of the 
process was to simulate flat field images. The next chapter discusses the use of the model in 
the adaption of acquired images.
The method described by Bath et al (2005) was used to create a noise image 
corresponding to an absorbed energy per unit area Eo. First each 2D noise coefficient was 
interpolated to have the dimensions of the simulated image. The Fourier transform pair of 
the real noise array (J„(w,v)) was then calculated for each noise coefficient using:
dn («, = ^  ^ 0)„(u,v)e^ (6.4)
Ax
where n = e, q, or s, N  is the array dimension of the noise coefficient and Ax is the pixel 
pitch. Each element in the array for positive u had an amplitude calculated from the noise 
coefficient and a phase value (d(u,v)) selected randomly between ~n and n. Array elements 
for negative u were calculated from the values of positive u by applying the requirement that 
the real part of the array was symmetric and the imaginary part anti-symmetric. This ensured 
that simulated noise arrays calculated from the Fourier transforms of J„(w,v) were real.
An inverse Fourier transform was applied to each array (J„(u,v)) to convert it into three 
real images (A, f ,  A). As these images were intended to add noise and not signal, the mean 
pixel value of the resulting image was subtracted from each pixel. At this stage, each of the 
three noise images corresponded to an absorbed energy per unit area Eo. The final stage was 
to correct each noise contribution so that it corresponded to a fiat field image with a mean 
pixel value equivalent to the absorbed energy per unit area value of Ej. The electronic noise 
is a constant, the quantum noise will vary with the square root of the signal and the structural 
noise is proportional to the signal so that the total noise image f  is:
y ) =h  y ) + y)4ËJË~o + f  (x, y) Ej /  e  ^ (6.5)
The final fiat field image {f')  was created by adding this to the signal (£»:
/^ (x ,y )  = jE y+ /^(x ,y) (6 .6)
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6.4.2. Validation o f  the noise model
Flat field images were acquired for the characterisation of the six systems over a range
of doses in chapter 5 (section 5.5.1). The method described above for simulating image noise 
was validated by creating flat field images that match the doses for each detector. Twenty 
flat field images of 1024 x 1024 pixels were simulated for each of the detectors at nominal 
air kermas at the detector of 25, 50, 100, 200 and 400 pGy.
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Fig. 6.3. NNPS radially averaged for each of the six detectors for images acquired over 
the air kerma range of -25  pGy to -400 pGy for each of the six detectors; a) ASEh, b) 
ASEs, c) CRc, d) CSI, e) NIPa, f) NIPc
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Fig. 5.7 shows the NNPS of the simulated images created using the measured noise 
coefficients for electronic, quantum and structure noise compared to the NNPS of real 
images. The uncertainty of the NNPS at a given spatial frequency is proportional to the 
number of independent pixels used in the calculation. As there are many more independent 
pixels used in the simulated images, this uncertainty is considered to be negligible compared 
to the real images. The graphs show a close match between the simulated and real images. 
The average differences between the real and simulated results are shown in table 6.3. The 
average diffemce is small and was between -4.4% and 1.1%. It is interesting to note that the 
NNPS is generally lower for the simulated images for all of the systems and this may 
indicate a small discrepancy in the model. So it would appear that the method does not quite 
produce the same amount of noise as the image being simulated.
Table 6.3. Average difference between the NNPS of the real and simulated
System -25 jiGy -50 fiGy -100 jaGy -200 pGy -400 nGy
ASEh -1.3% -2.4% -1.1% -1.8% -1.2%
ASEs -2 .6% -2 .2% -1.0% -0 .2% 1.1%
CRc -2.4% -1.8% -E6% -1.5% -1.3%
CSI -2.3% -0.7% -4.4% -1.1% 0 .1%
NIPa 3.8% -1.5% -3.3% -2 .2% -1.7%
NIPc -4.4% -1.5% -0.4% 0.7% 1.1%
6.5. Noise and beam quality
6.5.1. Background
Ultimately, the noise model will be used for the simulation of images which may be 
acquired with different radiographic factors. So far, the modelling has been undertaken for 
one beam quality. Measurements of noise at different beam qualities for different systems 
have been reported (Garcia-Molla ef a/2011, Marshall 2009). These authors showed that the 
DQE changes with beam quality. However, they did not develop a model for noise. Ideally 
the measured noise coefficients at one beam quality should not be used to simulate noise at 
other beam qualities, but it is not practical to measure the noise coefficients for all of the 
beam qualities that may be required. Therefore, a model is required to estimate the noise for 
the range of beam qualities used clinically.
In-depth work on detector noise was undertaken by Tkaczk et al (2001), who showed 
how quantum detection efficiency (QDE), Swank factor, aliasing, and other factors affect the 
quantum noise in relation to the beam quality of the incident x-rays. They concluded that the 
QDE and transmission through the detector housing had the greatest effect on detective
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quantum efficiency (DQE). Some authors have built an entirely theoretical model of 
detectors to show how detector composition and thickness affect image quality (Liaparinos 
and Bliznakova 2012, Suryanarayanan et al 2005, Vedantham and Karellas 2010). These 
models examine not only primary quantum noise but estimate the excess noise sources such 
as the Lubberts effect (Lubberts 1968). They have been used in examining the effect of 
changes in the design parameters of detectors such as detector thickness and material. 
However, as the aim of the present work was to convert real images acquired on real 
detectors, the image conversion process described here uses real measurements rather than 
detailed theoretical modelling.
6.5.2. Model o f noise for different beam qualities
In this section a model for noise coefficients at all beam qualities is developed. The
approach used is based on measurements of the noise coefficients at a reference beam 
quality, which are then converted to the noise coefficients at any beam quality. For this 
purpose, it is assumed that each noise source is affected by beam quality as follows:
• Electronic noise is constant irrespective of beam quality. No correction to the noise 
coefficient is required.
• The proportion of photons and energy absorbed by the receptor depends on photon 
energy (Swank 1973) and so the primary quantum noise is related to the beam 
quality of the incident x-rays and the model will need to be adapted for quantum 
noise.
• Structure noise is proportional to the signal from the detector. No correction to the 
noise coefficient is required.
Equation 6.1 can then be re-written as:
W{u,v;X) = (ol(u,v) -t-Bq(w,v;X)o)  ^(u,v) ^ + of, (w,v) (6/%
where 5 g(u,v;2) is a dimensionless correction factor for quantum noise at beam quality X 
relative to the quantum noise at the reference beam quality, thus:
<y„(w,v)
B q {u , y , X )  =  — - — -  ( 6 .8 )
where coq is the quantum noise coefficient at beam quality X. There are a number of options 
for quantifying the beam quality. The mean photon energy in the x-ray beam incident on the 
detector has been chosen. Thus equation 6.7 is a model of the noise for a range of absorbed 
energy per unit area and beam quality.
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6.5.3. Confirmation o f noise model with beam quality
In the last section it was assumed that only the quantum noise coefficient was affected
by beam quality. This assumption was tested on three of the detectors (ASEh, CRc, CSI) by 
measuring the noise coefficients at three beam qualities (24 kV, Mo/Mo, 20 mm PMMA, 28 
kV, Mo/Mo, 45mm PMMA and 34 kV, Mo/Rh, 70 mm PMMA). The results are shown in 
figures 6.4 to 6.6.
24kV, Mo/Mo, 20mmPMMA 
28kV, Mo/Mo, 45mm PMMA 
34kV, Mo/Rh, 70mm PMMA
Z 5x10
8 120 4 “ ,
Frequency (mm )
b) 50n 24kV, Mo/Mo, 20mmPMMA 
28kV, Mo/Mo, 45mm PMMA 
34kV, Mo/Rh, 70mm PMMA
S
2
s
z
120 4
Frequency (m m ’b
8
xlO
24kV, Mo/Mo, 20mmPMMA 
28kV, Mo/Mo, 45mm PMMA 
34kV, Mo/Rh, 70mm PMMA
Z 2x10
8 124
Frequency (mm )
0
Fig. 6.4. Noise coefficients for ASEh at the different beam qualities, £„=! keV mm ; a) 
electronic noise, b) quantum noise, c) structure noise.
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Fig. 6.6. Noise coefficients for CSI at the different beam qualities, Eo=\ keV mm ;^ a) 
electronic noise, b) quantum noise, c) structure noise
The electronic noise was found to be negligible for CRc and is not shown. The 
measurements here are the reference beam quality plus a low and a high beam quality which
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would be at the extremes of images obtained during mammography screening. The quantum 
noise had the largest differences between beam qualities, while only small differences were 
seen in the electronic and structure noise. It is difficult to know whether these represent a 
real difference or are just due to inaccuracies in the measurement of these small values. It 
would be possible to improve the measurement of electronic and structure noise by using 
much smaller and larger doses for NFS measurement. However, this was not necessary for 
this work, as a model of the noise within normal dose ranges in mammography is required.
6.6. Quantum noise correction factor and absorbed energy per unit 
area per unit air kerma for different beam qualities
This section shows how the relationship between beam quality and the quantum noise 
correction factor (5g) and the absorbed energy per unit area per air kerma {Ck,e) was meas­
ured. For this work, the beam quality (A,) was defined by the mean photon energy incident to 
the detector. It was calculated using the same modelling as undertaken in section 5.2.4 using 
knowledge or assumptions of composition and thickness of all objects in the beam and 
radiographic factors. The values of 1 and Ck,eQ ^  are in table 5.3.
6.6.1. Acquiring images for measurement beam quality correction factor
To examine the relationship of B q  and C k ,e  with 1, a set of images were acquired over a
range of beam qualities. For five different detectors, PMMA blocks ranging from 10 mm to 
90 mm thickness at the tube head were imaged using a range of tube voltages and an­
ode/filter combinations. The range was chosen to cover the factors expected for breast 
screening. The tube loading was set to obtain a measured air kerma close to 100 pGy at the 
detector. At this dose, the quantum noise was the dominant noise source for each detector.
6.6.2. Absorbed energy per unit area per unit air kerma {Ck,e)
The signal transfer properties (STP) was measured for the reference beam quality (lo)
where a value for the was used to convert the air kerma to absorbed energy per unit
area. The values at other beam qualities were then calculated from the measurements
of the images of the PMMA block. The images acquired using different thicknesses of 
PMMA were linearised using the reference STP so that each pixel value was equal to the 
absorbed energy per unit area. The mean pixel value was measured over the same area as 
used previously in the STP measurements. As the mean linearised pixel value was equal to 
the energy absorbed per unit area in the detector and the air kerma incident on the detector 
was measured, could be calculated for each beam quality. A linear fit was made for
C k ,e  against 1 .
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The C k ,e  is  plotted against the mean x-ray photon energy incident to the detector in fig . 
6.7. The results allow a straight line fit  for each detector. The fit  was poorest for the ASEs 
detector, and it would appear that there are two separate groups of data and corresponding to 
each anode on this system (tungsten and molybdenum). One fit is used here for simplieity, 
but if more accuracy is required then separate fits for each anode may be required. The NIPc 
data also contained results for two anodes, but no separation in the results was seen. The 
ASE and CSI detectors have a similar response. The CRc system absorbs a smaller amount 
of the incident energy than any of the other systems.
3x10 -S
u
I 2x103 
>
1x103-
<
s
ASEh; 13.9x10^A.-17 5x10^R^=0.998  
ASEs; 20 .3x10^A.-286xl0^;R"=0.976 
CRc; 3.89x1 0^  >.-7.04x10^ R^=0.970 
CSI; 11.8xl0^À -140xl0^;R -=0.989  
NIPc; 7.53x10^ 7.-50.2x10^; R"=0.961
 1 1 ' 1 ' 1
^^7,- Mean x-ray photon energy (keV)
Fig. 6.7. The dependence of absorbed energy per unit area per air kerma {Ck,e) on 
beam quality for ASEh, ASEs, CRc, CSI, NIPc detectors
6.6.3. Quantum noise correction factor for a range o f beam qualities ( B q ( u , v M
The quantum noise correction factor B q { u , v ;X )  was calculated using images acquired in
section 6.6.1. The NPS was calculated at each beam quality and then the quantum noise 
coefficient was calculated using equation 6.7 as the NPS and the electronic and structure 
noise coefficients are known. The quantum noise correction factor was calculated for each 
beam quality using equation 6 .8. A linear fit was then made at each spatial frequency of the 
quantum noise correction factor against the mean photon energy (X). It was important that 
the global fitting method was used to determine the noise coefficients otherwise the noise in 
the measurement of Bq would have been too large. Fig. 6.8 shows the quantum noise 
correction factor rotationally averaged over a band of width 0.5 mm for a low spatial 
frequency of 0.5 mm ' and a high spatial frequency of Nyquist frequency minus 0.25 mm 'of 
each detector. Unfortunately, images were not acquired over a range of beam qualities for 
the NIPa due to time constraints and so the B q could not be calculated.
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Fig. 6.8. Comparison of measured quantum noise correction factor (^g)rotationaily 
averaged at low and high spatial frequencies for different detectors a) ASEh, b) ASEs, 
c) CRc, d) CSI, e) NIPc.
The quantum noise correction factor has a different relationship to the mean photon 
energy for each of the detectors. Fig. 6.8 shows an increase in quantum noise with beam 
quality except for the CRc and NIPc systems at high spatial frequencies, where a negligible 
change over the beam energy range occurs. It has been previously discussed (Rowlands 
2002) that secondary quantum noise is dominant at the highest spatial frequencies for CR
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systems with only a small contribution from primary quantum noise. The results in figs. 6 .8c 
and 6 .8e indicate that the magnitude of the secondary quantum noise is the same at all beam 
qualities at high spatial frequencies.
The relationship of the quantum noise correction factor against X is linear even when 
images were acquired with a mixture of anodes and/or filters. This is true even for the ASEs 
detector, which had shown a difference in the Ck,eQ^ for different anodes. There is no 
particular reason for this to be true. There is a possibility that the spectra could change to 
such an extent that the quantum noise correction factor relationship with A would change. 
This shows that mean photon energy is a good measure of beam quality for this work over 
the range of beam qualities of interest.
6.6.4. Validation o f  noise model with beam quality correction
A validation of the quantum noise correction factor calculated above was undertaken
for three systems (ASEh, CRc, CSI). The NPS was measured for a range of exposures at a 
tube voltage of 24 kV, with an anode/filter combination of Mo/Mo with 20 mm PMMA at 
the tube head and 34 kV, with anode/filter combination of Mo/Rh with 70 mm PMMA at the 
tube head for all three systems. The NPS for these beam qualities was then compared with 
the NPS calculated using the model for each detector.
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Fig. 6.9. NPS for real images measured at 24 
kV, Mo/Mo with 20 mm PMMA and the NPS 
calculated using the model with and without 
the 5g(«,v,X,) correction factor, a) ASE detec­
tor (1= 17.9 keV); b) CR detector (1= 17.9 
keV); c) CSI detector (1= 17.9 keV).
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Fig. 6.10. NPS for real images measured at 34 
kV, Mo/Rh with 70 mm PMMA and the NPS 
calculated using the model with and without 
the B q{u,v,X) correction factor, a) ASE detec­
tor (1= 26.0 keV); b) CR detector (1= 25.4 
keV); c) CSI detector (1= 26.0 keV).
The results are shown in figs. 6.9 and 6 .10.The figures show the calculated NPS from 
the model with and without the quantum noise correction factor. The model is improved by 
using the correction factor. The ASEh and CSI detectors have the best improvement, as 
these have the larger noise correction factor. Without the correction the error is up to 25%. 
The model (including Bg(w,v,X)) does not produce perfect results but the majority of the 
results are within 4% of the real results. An exception is the lowest dose for the CSI detector 
where the model overestimates the magnitude of the NPS by up to 22%. If this dose region 
is considered important for the CSI detector in a study, then lower dose images must be 
acquired for the noise calculation to improve the accuracy for the noise fitting.
Chapter 6: Model of detector noise 103
6.7. Detective quantum efficiency and beam quality
The DQE at a standard beam quality is shown in chapter 5 at a reference beam quality 
for six detectors using equation 2.16. The DQE can be estimated at any dose and beam 
quality using the noise model developed here. For this purpose, it is reasonable to assume 
that the MTF is independent of beam quality (Marshall 2009). The input SNR is required for 
equation 2.16 and can be calculated for any beam quality.
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Fig. 6.11. Contour maps showing the dependence of DQE at 0.5 mm'  ^ on beam qualities 
(mean photon energy) and detector air kerma for five detectors a) ASEh, b) ASEs, c) 
CRc, d) CSI, e) NIPc
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The DQE at 0.5 mm*^  was estimated for the five detectors for 20 to 200 |iGy and 
between mean photon energies 18 and 28 keV. Contour maps of dependence of DQE(0.5) on 
mean photon energy and air kerma for each detector are shown in fig. 6 .11. The DQE maps 
have a range of patterns due to the differences in the relative contributions of electronic or 
structural noise and variation in their behaviour with energy. The DQE drops for low air 
kerma for the ASEh, ASEs and CSI detectors as they have more electronic noise than the CR 
systems. This is especially noticeable for the ASEs detector. The ASEs detector has the 
highest DQE but only at high dose levels
6.8. Discussion
The aim of this chapter was to create a model for noise based solely on measurements. 
The conversion factor between air kerma and absorbed energy per unit area for the reference 
beam quality (Cx,e(K)) has been calculated using Monte Carlo techniques in chapter 5. This 
would appear to be against the principle of a fully measured characterisation of the system. 
In reality this value can be nominal, as it just scales the NPS and for measurements such as 
DQE, it does not influence the results. Also it does not affect the conversion methodology 
described in the next chapter. It was important to measure the relationship between beam 
quality with absorbed energy per unit area per unit air kerma and also the quantum noise.
There must be caution used with this methodology as the noise correction factors have 
been measured for specific beam conditions. It is possible to have the two x-ray beams with 
the same mean photon energy but quite different x-ray spectra and this can affect the NPS. 
For example, Nishikawa et al (2003) showed that in the extreme cases of mono-energetic 
and poly-energetic beams with the same mean photon energy, they will have different 
amounts of excess noise and so have different NPS.
The use of PMMA in producing the reference beam quality should be satisfactory for 
applying to studies with clinical images as the spectra exiting the breast and PMMA will be 
similar for the same total attenuation.
6.9. Conclusions
This chapter shows a practical method for creating an empirical model of image noise 
for a wide range of beam qualities and input dose. The method does not rely on 
understanding the noise sources and only requires that they can be measured. This method 
was applied to six detectors and the noise characterised for these detectors.
Chapter 6: Model of detector noise 105
The noise was linearised to absorbed energy per unit area and the quantum noise was 
corrected for beam quality using a quantum noise correction factor. The factors CK,d}) and 
B{u,v',X) can be estimated for any beam quality providing reasonable knowledge or 
assumptions are made of the composition and thickness of everything between the x-ray tube 
and the detector and of the radiographic factors used. The noise model has been measured 
using PMMA and should be applicable for other absorbers (such as breast tissue) that have a 
similar effect on the x-ray spectra.
The model is used for the image conversion described in chapter 7. The model is 
accurate within a few percent, but at the extremes the errors may be larger. For the 
conversion of clinical images assumptions will need to be made about the composition of the 
breasts and the variability associated with these assumptions are likely to be higher than the 
errors in the noise model.
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Chapter 7
Adaption of images to appear as if 
acquired using a different detector
7.1. Introduction
This chapter shows the methodology for adapting mammograms to appear as if 
acquired on a different detector. Using this methodology, it is only possible to degrade the 
image quality and so the noise equivalent quanta (NEQ) must be greater in the original 
image than the simulated image. The adaption method corrects for differences in image 
noise and modulation transfer function due to the use of different detectors in order to 
simulate images acquired using a different detector and/or dose. The methodology uses the 
noise model created in chapter 6 to estimate the extra noise required. One of the aims of this 
thesis is to change the image quality to correspond to that for a different detector. However, 
for validation purposes, the methodology also has to account for other differences between 
x-ray systems such as the different grid design and scattered x-rays. The validation of the 
adaption methodology was undertaken by converting images (edge, flat field, CDMAM 
phantom and anatomical breast phantom images) from one system to appear like images 
acquired on a different system. These simulated images were then compared with real 
images taken with the system being simulated.
7.2. Summary of methodology
Fig. 7.1 shows the two main streams to the modification process (1) image modification 
and (2) generation of additional noise. The symbols in the figure and detailed methodology
are explained as encountered in the sections that follow. The method relied on knowing the 
blurring and the noise of the image at all stages. The first stage of the image modification in 
stream (1) involved linearizing the original images such that the pixel values were equivalent 
to the absorbed energy per unit area in the detector. The linearised image was then blurred to 
match the sharpness characteristics of the target detector. A dose change factor was then 
applied to images to account for any required dose change, difference in absorbed energy per 
unit area between detectors and primary grid attenuation. The change in signal due to a 
difference in the amount of scatter was calculated. In stream (2) the noise was characterised 
using the NPS and separated into its three components (electronic, quantum and structure 
noise with quantum noise correction factor as described in chapter 6). The differences in 
expected noise for the three components between the target and original images due to 
differences in dose, detector and scatter were estimated. These noise differences were 
converted to real noise images for a reference absorbed energy per unit area {Eo). The noise 
images were scaled using the pixel values (absorbed energy per unit area) in the simulated 
image. Finally the modified image including signal from scatter from stream (1) was 
summed with the calculated additional noise.
(1) Image modification (2) Generation of extra noise
Linearize original image to absorbed energy 
per unit area: P
Separate NPS into electronic, quantum, structure 
coefficients for each detector: cOq, co^
Blur image E  using MTFs (adapted for veiling 
glare) : P
Blur noise coefficients o f  original image to match 
blurred image: cOg®, cOq®, tOg®
Apply dose factor R to image P  (dose change 
and primary grid attenuation): P
Calculate differences in noise coefficients due to 
dose factor and detector change: A ,^ A ,^ A,
Calculate signal change due to differences in 
scatter {P)  as fraction o f  mean o f  P
Combine differences in noise coefficents due to 
difference in scatter with A ,^ A ,^ A^ : Ag, Ay, A^
Convert Ag, Ay, A^to create real noise images
Create final simulated image: 
by summing P,  P ,  and P
Iq, Ij, I2 at absorbed energy per unit area
U se P  for dose values, to calculate noise to be 
added: P
Fig. 7.1. Flowchart of image conversion process
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7.3. Blurring the image
The image was first linearised to absorbed energy per unit area The sharpness of 
the original image { f )  was adjusted by blurring in Fourier space by the ratio of the MTFs of 
the original and target systems:
= (7.1)
In this equation f  is the simulated image with the correct blurring without correction of 
the noise, and i f  are the presampled MTFs of the original {O) and target (7) detectors, u 
and V are spatial frequencies, 3  is the Fourier Transform and 3'* is the inverse Fourier 
Transform. Prior to the use of equation 7.1, it was necessary to adapt the low frequency drop 
of the measured MTF for the veiling glare as described in section 5.3.
7.4. Applying a dose factor to an image
There are three reasons for changing the image signal by a dose factor:
• Change in dose for the purpose of the study {Rm, generally <1).
• Change in grid factor between systems
• Change in absorbed energy per unit area between detectors for the same input
air kerma.
The magnitude of scatter in each system will depend on the grid design. The change in 
scatter signal between the original system and target system is additive and is discussed in 
section 7.5.4. A correction was required to account for the difference between systems in the 
transmission of primary photons through the anti scatter grid and breast support. Let and 
be the measured primary transmissions factor for the original and target system 
respectively. The dose factor required is the ratio of the two values.
The absorbed energy per unit area for a given input air kerma at the detector was 
dependent on detector composition and thickness and beam quality. As the noise coefficients 
were scaled to absorbed energy per unit area a correction was required to account for 
differences in the absorbed energy per unit area for the same incident air kerma between the 
target and original detector. The image acquired on the original system (O) was therefore 
adjusted by the ratio of the absorbed energies per unit area per incident air kerma
( fic,E ^K,E (^)) to correct the signal to that for the target system (7). This change in
signal was combined with any other dose changes required for the image simulation such as
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the simulated dose change factor (Rm) chosen for the study and differences in absorption in 
the grid. The total dose factor (R) was given by:
The dose factor R was applied to f ,  the resultant image { f )  has been blurred and the 
magnitude of the signal corrected:
l'^(x,y) = l \ x , y ) R  (7.3)
7.5. Addition of noise to simulate target image quality
This section shows how noise was added to the simulated images to have the expected 
magnitude and colour of noise. The methodology takes account of
• Change in the MTF
• Any dose changes
• Change of detector
• Beam quality of x-ray beam incident on the detector
• Change in amount of scattered radiation
The method calculates the difference in noise between the target and the original system 
and uses this information to add noise to the image f .  It is not necessary that each process 
listed above adds noise, just that the total difference is positive. Therefore, it is possible to 
increase dose or reduce scatter, even though both of these changes would require a reduction 
of noise provided overall the noise is increased.
Currently, the radiographic factors of the simulated image must be the same as the 
original image. As described in chapter 6 , the electronic, quantum and structure noise 
coefficients for the noise model are measured at the reference beam quality. The images 
being adapted can be acquired with a different beam quality from the reference beam 
quality, as the reference quantum noise coefficient can be adjusted using the quantum noise 
correction factor (Rg(w,v,X,)) to match the beam quality of the image being converted.
7.5.7. Changing noise coefficients to match the blurred original image
The original image was blurred in equation 7.1, therefore the three original noise
sources were blurred by the square of the ratio of the two MTFs as shown in equation 7.4. In
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this equation, are the noise coefficients for the original image and co^  their blurred
equivalent (where n = e,q, or s).
(o‘ (u,v) = (0°{u,v) (7.4)
7.5.2. Adjusting the NPS for dose and detector
Of course, simply changing the amplification of an image by R does not correctly
simulate dose change. The noise in the image thus calculated will also change with dose 
factor R and the associated NPS by the factor R^. The NPS (ff^) of image f  with a pixel 
value of Fa is given by:
IT {u , v) =  cd^ { u , v)R  ■\-BQ{u,v',X)cOq{u,v)R  — ^  + o )^ { u ,v )
RE^
Eo y
(7.5)
where B q  is the beam quality noise correction factor (described in section 6 .6).
This expression shows the explicit dependence on the absorbed energy per unit area 
REa:, but because it was calculated by simple amplification, it does not give the true NPS 
corresponding to absorbed energy per unit area of REa- The target image quality may require 
a change in detector and/or dose change. Therefore, additional noise (AW) needs to be added 
to the image f(x ,y)  so that the noise in the simulated image is matched to that for the target 
image.
AfP(w,v) =
AW (u, v) = \œl (u, v) -  co  ^(u, v)R^ ] + [co^  (u, v) -  œ f (u, v)]f
\  J
(7.6)
(7.7)
+  \b I ( u , v ,X ) ( d I ( u , v ) - B q  ( u , v \ X ) c O q ( u , v ) ^
RE.
Eo
The delta noise coefficients (A„) due to changes in the detector and the dose for each 
noise source are thus:
A fu ,v )  =  col (w,v) -  0)^ (u,v)R^
Ag (w, v) = Bq  (w, v; Z)col (w, v) -  B q (u ,  v ;à )û )^  (u, v )R  
A fu ,v )  = (u,v) -  (of (u,v)
(7.8)
(7.9)
(7.10)
7.5.3. Addition o f noise to degrade the image quality
A method to create a noise image for a fiat field image was demonstrated in the last
chapter (section 6.4). Here delta noise coefficients have been used to create real noise
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images (he, hq, W - The final stage was to correct each noise contribution so that it 
corresponded to the actual absorbed energy (pixel value) on a pixel-by-pixel basis in the 
image / .  The corrected noise contributions were then summed to create a noise image ( f ) .  
The simulated imaged (I^) was then created as the sum of the image f  and noise image f :
l \ x , y ) = l , A x , y )  + I ^ { x , y ) p { x ,y ) l E „  + I ^ { x , y ) l \ x , y ) l  E., (7.11)
I ^ ( x , y ) = l \ x , y )  + I \ x , y )  (7.12)
7.5.4. Changing the scatter-to-primary ratio between the original and target sys­
tems
Image contrast was degraded by the presence of scattered radiation in the image as discussed 
in section 2.9. Equations 7.1 and 7.3 were used to adjust the signal from the primary photons 
and the veiling glare of the modified image ( / )  to match these two properties of the target 
image. So far, the simulated images contain the same proportion of scatter radiation as the 
original images, thus the change in signal and noise needs to be adjusted to match the scatter 
in the target system. The method describes the addition of extra scatter but the method 
described still works for a reduction in scatter, providing the reduction in noise can be 
corrected from other noise sources.
In order to allow for differences in scatter between the systems, a simplifying 
assumption was made that the scatter for both systems was a constant additional signal 
across the whole image. The change in signal level due to differences in the scatter-to- 
primary ratio (SPR) was calculated using the ratio Rs, given by:
f e + i )
" ' " W  (7.13)
Here the indices O and T  are used to label the SPRs (Sf) for the original and target 
systems respectively. The differences in signal ( f )  due to scatter could then be calculated 
as:
f = { R s - i ) f  (7.14)
where f  is the mean signal in image f{x ,y)  (equation 7.4).
Noise needs to be added to the simulated image ( f )  to account for the greater noise due 
to the additional scatter signal. The extra signal from scatter adds quantum noise and also 
increases the structure noise, but electronic noise is unaffected. The difference in noise 
coefficients associated with the addition of a constant signal (/  ^ ) was calculated from the 
difference in NPS (A lf^) between an image at absorbed energy per unit area RE a and an 
image with additional constant signal (RE^+7^):
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AW^(u,v) = B'^(u,v;à )o)1(u,v)
V
T. /  RE
^RE.,+ f ^ ^  r .  .+ 0)^  (w,v)
E„
f  RE.+7^  Y (7.15a)
B (u,v;X)œJu,v)
k Eo y
+ Û)^(u,v)‘' R E p
k Eo y
A W \u ,v )  = B^ {u , v ',X)(dI { u , v)
f j S \
kEo,
+ œ^{u,v)
f  jS  f
kEo,
(7.15b)
+ û)J(w,v) fËA
y E o  y
The delta noise coefficients due to differences in the magnitude of scatter radiation 
were calculated using equation 7.14 according to their relationship with Ea. The delta noise 
coefficients of AW^ for the addition of scatter were combined with the correction for 
detector and dose change in equations 7.7 to 7.9 to give:
Aq (u, v)  = Aco^  (u, v) + (u, v; X )o /  (w, v)—  + co] (u, v) (7.16)
A fu ,v )  = Acofu,v) + 2co, (w,v)—  
A2(w,v) = A6;^(w,v)
(T17)
(7.18)
The delta noise correction coefficients A q, A i and A2 serve a similar function to the delta 
noise correction coefficients Ag, Aq and A^ . from equations 7.7 to 7.9. The extra terms 
account for the noise associated with the addition of a constant signal from scatter. Thus the 
extra noise ( f )  added to account for changes in scatter was calculated in a similar way to 
before (equations 7.11 and 7.12) using delta noise images (7ao, Im and 1^2) created from the 
delta noise correction coefficients: A q, A i and A].
7^ (x, y) =  7ao (%, y) +  7ai (x, y ) + 7A2(Z,}')
7*(%,f) (7.19)
7.5.5. Correction fo r  negative values o f  noise coefficients
The above methodology can be directly applied if each Ak{k=Q, 1, or 2) in equations
7.16-18 is positive. However, if this is not the case, a negative value is an indication that the 
NPS for that particular noise source should be less, over part or all of the spatial frequency 
range, in the simulated image. Where necessary, this was approximately corrected by 
reducing the noise added from other sources, using a noise correction factor (NCF) which 
was applied to the noise image 7 .^ If any values of A^  were negative, then those values were
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set to zero for the conversion, resulting in a noise level in the simulated image which would 
be too high. Knowledge of the correct variance was therefore used to approximately correct 
the noise to the correct magnitude as follows. Firstly for each noise source, the positive and 
negative values of the delta noise coefficients were separately summed over all spatial 
frequencies to give and :
Ek = Y ,  where A*(w,v) <0 (7.20a)
U = - U f f  V = - U f ^
Vk = ^  2]|A^(w,v)|, where Ajt(w,v) >0 (7.20b)
U = - U j f  V = - M #
Here Ujv is the maximum frequency in At. Next and were used to calculate the 
corresponding contributions to the total variance by adapting equation 7.5. An estimate of 
the variance associated with each linearised pixel value was calculated using:
PF f  PF
V \ R E f }  = V ^ +  (7.21a)
v ~ (R E ,)= v , -  + V { ^ + r ,
o V o y
f  T>T7 f
E. \  Eq j
(7.21b)
and the noise correction factor NCF(EaK) was calculated as:
The NCF is dependent on the pixel value and will in general vary across the image. 
Finally, the additional noise image f  was approximately corrected using the NCF and added 
to the modified original image ( / )  with the additional scatter ( /) :
I ^ ( x , y )  = I^{x ,y )  + I ^ + l \ x , y ) N C F [ l ’‘(x,y))  (7.23)
The NCF was calculated separately for each point in the image f  according to its dose 
(or pixel) value.
7.6. Characterisation of the imaging systems
The validation of the adaption methodology was undertaken using three detectors types 
(ASEh, CRc, CSI). These are described in chapter 5 and the measurements of image quality 
are also included. Further characterisation was required to account for the differences 
between the x-ray system used to create the real target images and the x-ray system used to 
create the original images being modified. To facilitate this, the effects of grid attenuation
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and flat field correction were characterised. Differences in geometric blurring between the 
systems were not taken into consideration as measurements of the focal spot size and MTF 
showed that the difference was negligible for the systems considered.
7.6.1, Flat field correction
An unprocessed digital image has non-uniformities arising from the intrinsic detector
non-uniformity and the anode heel effect and the different path lengths when imaging 
uniform blocks. On some systems, a flat field correction is applied to the images by the 
imaging system to reduce these non-uniformities. To apply equation 7.19, it is necessary to 
know the real variation of the dose across the detector. The anode heel effect needs to be re­
applied to the image as it was removed during flat fielding. This is the case for the ASEh and 
CSI images but not for the CRc images. As the flat field correction map was not available, 
the correction was estimated by measuring the noise in the image. A large polymethyl 
methacrylate (PMMA) block, which had been used for the flat field calibration of the 
detector, was imaged five times using the same set up and factors that were used during 
calibration. The noise across the detector was calculated and expressed as a variance map 
(Marshall 2007). Providing the quantum noise is the dominant noise source, the variance 
map will be proportional to the inverse of the flat field correction applied to the image. A 2D 
fit was made to the map to only account for gross changes in signal due to the anode heel 
effect rather than any non-uniformities associated with the detector. The calculated flat 
fielding correction thus calculated was removed from the images to re-apply the anode heel 
effect. At the end of the conversion, if appropriate, the flat field correction can be reapplied 
to the simulated images.
7.6.2. Primary transmission factor o f grid and breast support
In order to correct for the use of a different grid and breast support, the primary
transmissions for the grid and breast support were measured for each system by imaging an 
appropriate attenuator at the tube exit e.g. a 40 mm block of PMMA and a 0.5 mm thick 
aluminium filter to be representative of the attenuation of the CDMAM test object. The x- 
ray beam was collimated to 10 cm x 10 cm at the detector. The mean pixel values of a 6 cm 
X 6 cm ROI centred 6 cm from the chest wall in images acquired with and without the anti­
scatter grid and breast support were used to calculate the transmission factor of the 
combined grid and breast support. The breast support of the ASEh systems was not 
removable and so the measured transmission factor only included the grid. For this case, the 
total transmission factor was calculated by combining the measured transmission factor with 
an estimated transmission factor of 0.89 for a 1.2 mm thick carbon fibre breast support.
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7.6.3, Scatter-to-primary ratio
The measurement of SPR was undertaken with lead discs placed on top of a 40 mm
thick PMMA phantom positioned on the breast support and with 0.5 mm thick AI at the tube 
head. The SPR was calculated for each disc and the results fitted linearly against the disc 
diameter. The final SPR was calculated by extrapolating the results to zero disc diameter. In 
this case, the measurement gave a combined glare and scatter-to-primary ratio of [(G^+1) 
% + l)-l]. The Sp factor was then calculated using the previously calculated value of Gp.
7.7. Practicalities of image conversion process
7.7.1. Differences in pixel pitch
ASEh to CRc: It was decided not to resample the converted image to produce an
image with the pixel pitch of the CRc image and so the target CRc image had a pixel pitch of 
70 pm instead of 50 pm. There was little to be gained in rescaling the image as there was no 
information in the original ASEh image above its Nyquist frequency. In reality the MTF of 
the CRc system at greater than 7 mm‘* was less than 0.05 and so there was little information 
in the real image above this spatial frequency, but there was some noise above 7 mm'^ in the 
CR systems.
ASEh to CSI: Down-sampling from the 70 pm pixel pitch of the ASEh system to
the 100 pm pixel pitch of the CSI system was not undertaken. However, the ASEh images 
contained spatial frequency information not present in the CSI images. A Butterworth filter 
was applied to the images with a cut off frequency of 5 mm'* to minimise the spatial 
frequency information and noise above the Nyquist frequency of the simulated CSI images.
7.7.2. Conversion methodology
In order to implement the above methodology each image was linearised to Ea and any
flat fielding correction that had been applied to the original images was removed. The image 
was then padded to a square array (No x Nj) of the next power of two above the largest 
dimension of the original image. The rim values of the padded image were set to equal the 
mean pixel value at the edges of the original image to avoid discontinuities during the 
Fourier transform. The intermediate values were calculated using a linear fit between the 
new image rim and the original image rim (Saunders, Jr. and Samei 2003).
A two dimensional MTF of array size No x No was also created from the MTF measured 
in the x and y directions (section 5.4.2). The image could then be blurred using equation 7.1. 
The electronic, quantum (adjusted for beam quality) and structure noise coefficients of array 
size 128 X 128 pixels were up-sampled to an array size of No x No. The extra noise was then
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calculated to account for differences in detector, dose and scatter and was added to the 
blurred image (equation 7.26). The final image was extracted from the resulting padded 
image and a flat fielding correction reapplied if appropriate.
7.7.3. Noise correction factor
The NCF is dependent on the signal in each pixel. Rather than calculating each value
explicitly, the NCF was calculated for 10 pixel values between the minimum and maximum 
pixel values. A fit was then made between NCF and pixel value, so the NCF could be simply 
estimated for any pixel value.
7.7.4. Example o f conversion process
Fig. 7.2 shows the appearance of part of an image of the CDMAM test object during the
conversion process. The noise in the image changes from the white noise expected in an 
amorphous selenium detector to the blotchy noise expected for a powder phosphor CR. The 
three noise sources have a different texture from each other and this is an indication that it is 
important to separate the noise sources to obtain the correct noise texture.
m m
(MTFofCRc)
RE+h
(CRc)
Sftk
Fig. 7.2. Images illustrating the conversion methodology showing one square of the 
CDMAM test object acquired on the ASEh detector and converted to CRc detector
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7.8. Validation of the conversion methodology
The validation of the conversion methodology was undertaken by converting real 
images (ASEh) to appear as if acquired on different systems (CRc, CSI). The following 
images were acquired on the original and target systems, and the image quality parameter in 
brackets was used to compare the simulated and real target images:
• Steel edge test object (MTF)
• Flat field image (NFS)
• CDMAM test object (Threshold gold thickness)
• Anthropomorphic breast phantom (Power spectra, see section 7.9)
7.8.1. Conversion o f images o f steel edge
The images of the steel edge that were used for the calculation of the MTF in chapter 5
were used. The ASFh images were converted to appear like CRc and CSI images. The 
presampled MTFs calculated from the real and simulated images showed a close match (fig. 
7.3). The difference in MTF seen at the highest spatial frequencies of the CSI system was 
probably due to the Butterworth filter applied to the high frequency content. However, the 
filter was used only the validation of the model but it is not necessary for the conversion of 
images for the observer study described in chapter 8.
a)
Simulated CRc 
T arget CRc
0 . 6 -
I
0 .4 -
0 .2 -
0.0
764 5320
1 . 0 -1
Simulated CSI
T arget CSI
0 . 6 -
I
0 .4 -
0 .2 -
0.0
76542 30
Frequency (mm" )
Frequency (mm" )
Fig. 7.3. Average of orthogonal presampled MTFs determined from simulated (from 
ASEh) and real images of an edge: a) CRc, b) CSI
7.8.2. Conversion offlat field images
Images that were acquired for the STP and noise measurements were used for this
validation. The images acquired for the ASFh system were converted to appear with the
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image quality of CRc and CSI detectors. The image conversion to CRc was undertaken with 
Rm=1 and for the CSI detector Rm = 0.5 was used.
a) 10"-,
^ 10"- 
I
c/5 0.
| i o -M
1 0 -
CRc Real images 
Simulated images
196 nGy
187 nGy
12
Frequency (mm )
CSI Real images 
Simulated images
183 nG f
120 4
Frequency (mm'*)
Fig. 7.4. NNPS determined from simulated (from ASEh) and real images of flat field 
images: a) CRc, b) CSI
The measured NNPS up to the Nyquist frequency of the simulated and target images for 
CRc and CSI are shown in fig. 7.4. Overall the NNPS of the simulated and real images 
closely match. The average percentage differences between them are shown in table 7.1. The 
differences are generally satisfactory, although the 25 pGy result for CRc has a difference of 
over 10%. Due to the difference in pixel pitch between the simulated and target images, the 
Nyquist frequencies are different. The decrease in the high frequency NNPS above 5 mm'^ 
of the simulated CSI images is due to the use of a Butterworth filter.
Table 7.1: Average difference between NNPS of simulated and real flat field
Detector -25 pGy -50 pGy -100 pGy -200 pGy -400 pGy
CRc 10.8% 6% 3.3% 3T94 2J%
CSI 3.7% -^4% -0.7% -1.9% -
7.8.3. Validation o f  image simulation using the CDMAM  test object
The CDMAM test object was discussed in chapter 2 and its use provides a good overall
assessment of the influence of noise, sharpness and scatter on image quality. Therefore, it is 
useful for testing the effectiveness of the conversion methodology. This section shows the 
conversion of images of the CDMAM test object from ASEh to CRc and CSI systems for a 
range of doses and beam qualities.
The CDMAM test object was placed on top of a 2 cm thick PMMA slab and imaged 
with three different thicknesses of PMMA: no extra PMMA, and with a further 2 cm and 4 
cm PMMA block placed on top of the test object. These images were repeated for the three
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systems. The standard radiographic factors were set for each total thickness of PMMA using 
the CRc system as the standard (table 7.2) and all images were acquired with an anti-scatter 
grid. The CDMAM test object was shifted slightly between exposures. Images were 
acquired over a range of doses: standard dose, quarter, half, double and quadruple dose with 
the standard configuration of a total of 4 cm added PMMA.
Table 7.2: Radiographic factors used for the acquisition of images CDMAM test
PMMA thickness Tube voltage Anode / Filter
(mm) (kV)
20 26 Molybdenum / molybdenum (Mo/Mo)
40 29 Molybdenum / rhodium (Mo/Rh)
60 34 Molybdenum / rhodium (Mo/Rh)
The reference beam quality for the noise coefficients was chosen to be 29 kV, Mo/Rh, 
with 40 mm PMMA and 0.5 mm Al. This was chosen to approximate the phantom 
construction and PMMA thickness that is typically used for quality control of 
mammography systems. To undertake a successful conversion the grid transmission factor, 
scatter and glare were measured and taken into account in the conversion model. Using the 
results in table 7.3, the images of the CDMAM test object acquired at the tabulated beam 
qualities were converted. The thickness of PMMA was the 20, 40 and 60 mm of added 
PMMA plus 3 mm PMMA from the CDMAM test phantom.
Table 7.3: Measured and calculated factors for conversion of images of 
CDMAM test object_____________________________________________________
Thick­
ness
PMMA
(mm)
I*
(keV)
( x W  
keV mm^ 
G y ')
Measured scat­
ter + glare 
(Gp+l)(Sp+l)-l
Estimated scat- 
ter-to-primary 
ratio
(Sp)
Grid prim ary 
transmission 
factor 
(F)
ASEh
23 18.8 8.44 0.039 0.005 0.65
43 21.5 12.2 0.084 0.049 0.67
63 26.1 19.8 0.17 0.132 0.69
CRc
23 18.8 6.66 0.27 0.103 0.66
43 21.2 7.55 0.35 0.173 0.70
63 25.5 942 0.50 0.303 0.73
CSI
23 18.7 8.40 0.13 0.053 0.64
43 21.4 11.2 0.22 0.137 0.68
63 26.0 15.9 0.35 0.258 0.70
* Mean photon energy incident on detector; ^Absorbed energy per unit area per unit air kerma
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The CDMAM images acquired using the ASEh system were adapted to appear as if ac­
quired using CRc and CSI detectors. The image conversion to CRc was undertaken with Rm 
=1 and for the CSI detector Rm = 0.5 was used. Each image conversion was repeated eight 
times, producing 128 simulated images for each target detector/dose combination.
Uncertain ties o f threshold thickness for CDMAM images
The overall random uncertainty in the threshold gold thickness is a combination of 
sampling uncertainties associated with measuring the CDMAM thresholds from real images, 
and the random uncertainties introduced by the added noise. The fonner has been 
determined by Young et al (2008) and the value of two standard errors of the mean (SEM) 
was on average 8% for 16 images for details with diameters between 0.1 and 1 mm. The 
uncertainty associated with the conversion was estimated using multiple conversions of a 
given set of CDMAM images and was between 10% and 13% for two standard deviations 
depending on the dose. The uncertainty was reduced to a maximum 4% by averaging 8 
realisations of each image set. This can be combined in quadrature to give an uncertainty of 
two SEMs equal to 9%.
Conversion o f  CDMAM at standard dose
The accuracy of the conversion process was evaluated by comparing the threshold gold 
thicknesses for the simulated images with those measured for images of the CDMAM 
phantom produced on the target system for a range of dose levels and detail diameters. The 
simulated CRc images gave slightly lower threshold gold thicknesses from 0.1 to 0.31 mm 
detail sizes at all dose levels as shown in fig. 7.5a. The simulated CSI images had threshold 
gold thicknesses which were closer to the target images as shown in fig. 7.5b and the 
differences were generally within the measurement error. The average difference between 
the threshold thickness for simulated and real images for CRc images was -4% (range of - 
14% to 9%) and 0% (range from -4% to 12%) for CSI images.
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1.0 0 -
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110 m As (sim ulated CRc) 
l lO m A s (target CRc)
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— I------1------- 1------ 1--------1-------1-------1------- 1-------r
0.1 0,130.16 0.2 0.250.31 0.4 0.5 0.63 0.8 1.0 
Diameter (mm)
^  2.00M
110 m A s (s im u la ted  C SI) 
110 m A s (T a rg e t CSI) 
220 m A s (A S E h )
1.0 0 -
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Ô  0 .1 0 -
 ^ 0.05-
0 .0 3 4
0.1 0.130.16  0.2 0.250.31 0.4 0.5 0.63 0.8 1.0
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Fig. 7.5. Measured threshold gold thickness curves for CDMAM images acquired at: 
29 kV, Mo/Rh with 4 cm PMMA. Results are shown for simulated and target (real)
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images obtained with the target detector and for the original ASEh images, a) CRc
(from ASEh 110 mAs) b) CSI (from ASEh 220 mAs)
Conversion o f CDMAM at range o f doses
Table 7.4 shows a summary of the accuracy of conversion for a range of doses for 4 cm 
of PMMA. The NCF for the median pixel value of the simulated CDMAM image is also 
shown. Table 7.4 shows that the average difference ranged from -2% to -11% across the five 
dose levels, though some individual points were up 25% different.
Table 7.4: Summary of results of conversion: NCF for median pixel value,
average percentage difference between threshold gold thicknesses for real and
Dose X% to x% X%tQX% X1 to X1 x2 to x2 x4 to x4
ASEh
change
NCF 0.987 0.998 0.998 0.997 0.996
to
CRc average % difference
-11% -8% -4% -8% -3%
Range -24 to 1% -18 to -8% -14 to 9% -23 to 3% -21 to 25%
Dose x% tox% xl to X% x2 to X1 x4 to x2
ASEh
change
NCF 0.954 0.942 0.913 0.840
to
CSI average % difference
-4% 1% 0% -3%
Range -16 to 17% -4 to 7% -4 to 12% -11 to 3%
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Fig. 7.6. Measured CDMAM threshold gold thicknesses across a range of mean 
glandular doses for simulated and target images for detail diameters 0.1 mm, 0.25 mm 
and 0.5 mm. a) Simulated CRc images without dose change from ASEh images b) 
Simulated CSI images with half dose change from ASEh images.
The conversion of ASEh images to CRc and CSI images at other dose levels was also 
tested. Fig. 7.6 shows the resulting threshold gold thicknesses for three detail diameters (0.1, 
0.25 and 0.5 mm) plotted against mean glandular dose for an equivalent breast thickness of
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60 mm. Overall, the conversion to CSI images produces better agreement than for 
conversion to CRc images. The CRc results were poor for the 0.1 mm detail, though for the 
CRc system this detail is nearer the edge of the test phantom than for the CSI system and 
this can increase the uncertainties. Unfortunately, the quarter, half, double and quadruple 
dose images were acquired on a different day from the standard dose images and there may 
have been some variability in the CR reader.
Conversion o f CDMAM at different beam qualities
The conversion of the CDMAM test phantom images with 2 cm and 6 cm PMMA was 
undertaken with and without the beam quality quantum noise correction factor being used.
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Fig. 7.7. Measured threshold gold thickness curves 
for CRc CDMAM images acquired at: 26 kV,
Mo/Mo, 32 mAs with 2 cm PMMA (top); 34 kV,
Mo/Rh, 130 mAs with 6 cm PMMA (bottom). Re­
sults are shown for simulated (with and without the 
quantum noise correction) and target (real) images 
obtained with the CR detector and for the original 
ASE images from which the CR images were simu­
lated.
0 .03-J
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Fig. 7.8. Measured threshold gold thickness curves 
for CSI CDMAM images acquired at: 26 kV, 
Mo/Mo, 20 mAs with 2 cm PMMA (top); 34 kV, 
Mo/Rh, 80 mAs with 6 cm PMMA (bottom). Re­
sults are shown for simulated (with and without the 
quantum noise correction) and target (real) images 
obtained with the CSI detector and for the original 
ASE images from which the CSI images were simu­
lated.
The threshold gold thicknesses of the original, simulated (with B q  being used), 
simulated (without B q  being used) and target images are shown in figs. 7.7 and 7.8. The 
results for the simulated images show a close match to those for the target images. The
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percentage differences in threshold gold thickness between the real and simulated images of 
the CDMAM test object are shown in table 7.5. Overall the conversion for the images was 
good and the average difference was less than 10% with a maximum of 17% for individual 
points. The use of the quantum noise correction factor had a marginal effect on the results of 
the simulation. Overall, the image simulation was successful for a wide range of beam 
qualities.
Table 7.5. Percentage differences threshold gold thickness for simulated images 
with and without the quantum noise correction factor compared to real images
Simulated Percentage dif­ 2 cm PMMA 6 cm PMMA
detector ference between 
real and simu­
lated images
with Bq(?i) without
Bq(^)
with Bq (1) without
Bq(X)
CRc Average -9% -7% -4% -9%
Range(%) -17% to-1% -11% to 2% -12% to 0% -15% to -4%
CSI Average -5% -5% 3% -1%
Range (%) -9% to 5% -8% to 2% -3% to 7% -13% to 5%
In the simulation of the images of the CDMAM test object shown here, the beam 
quality noise correction factor had only a small effect on the outcome. This may be expected 
as the correction factor for the original and target systems both tended to be larger or smaller 
than one. Also the correction was applied to the extra noise which was a small proportion of 
the noise in the image. However, if the noise model was used to simulate the whole of the 
noise as in the case of a mathematically created image, then the quantum noise correetion 
factor would be necessary or the noise level will not be realistic, as is seen in the previous 
chapter in figures 6 .9 and 6 .10.
7.9. Application of image conversion to breast images
The thesis has concentrated on creating and testing the conversion methodology using 
physics measurements. However, the conversion method will be applied to clinical images 
and a number of issues needed to be considered before undertaking the conversion. To test if 
the method was satisfactory for clinical images, conversions of images of anatomical breast 
phantom were undertaken.
7,9,1. Quantum noise correction factor
For the image conversion, the quantum noise correction factor ( B q )  is calculated using
the radiographic factors and an assumption of the objects in the beam. For breast images, the 
average glandularity can be estimated for the compressed breast thicknesses (CBT) and
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women’s age (Dance et al 2000). The beam quality correction factor can to a first 
approximation be calculated using the average glandularity. However, there are variations in 
glandularity across the breast and so the beam quality at the receptor will vary spatially. 
Consequently, the B q factor will also vary across the breast. The magnitude of this variation 
in B q was estimated for a 50 mm compressed breast thickness. The B q factor was calculated 
for the assumed value of 21% glandularity for a 50 mm CBT and for the extremes of 0% and 
100% glandularity. The three B q factors were then averaged over all spatial frequencies and 
normalised to the 21% glandularity value. It was assumed that the breast contains a thickness 
of 5 mm of adipose tissue at the top and bottom of the breast and that the glandularity refers 
to the fraction by weight of glandular tissue in the central region of the breast.
Table 7.6 shows the maximum difference in beam quality correction factors across the 
breast image. The difference is small and is up to 4% at the extreme at 100% glandularity. A 
narrower range of glandularities would be expected in the image.
Table 7.6. Average quantum noise correction factor for 0% and 100% 
glandularity relative to that for 21% glandularity for 50 mm compressed breast 
thickness
Simulated
detector
Radiographic
factors
0%
glandularity
100%
glandularity
ASEh 29kV, Mo/Rh 0.986 1.038
ASEs 29kV, W/Rh 0.992 1.029
CRc 29kV, Mo/Rh 0.994 1.026
CSI 29kV, Mo/Rh 0.993 1.027
NIPa 29kV, W/Rh 0.992 1.029
NIPc 29kV, W/Rh 0.992 1.029
7.9.2. Effect o f  method o f adjusting MTF for glare on conversion o f clinical imag­
es
The adaption of the low frequency drop of the MTF to account for glare in the system 
was described in section 5.4.3. This empirical solution was used successfully with the 
conversion of flat field images and images of the CDMAM test object. However, a 
mammogram contains not only signal behind the breast but also has high signal in areas with 
no breast. Using the corrected MTF in the image would mean that the glare from the 
unattenuated region will be disproportionally large within the breast region. To overcome 
this problem, the breast was segmented from the image, the pixel values representing the air 
only were replaced by the median pixel value of the image including the breast. This 
effectively reduces the signal variation and ensures that the glare in the breast region is close 
to the level expected.
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7.9.3. Power spectra o f image o f breast phantom
Before the methodology was applied to elinieal images, the realism of the conversion
was tested using the ‘Rachel’ anthropomorphic breast phantom (Gammex RMI, WI, USA). 
This phantom is designed to mimic a 5 cm compressed breast. An x-ray image of the phan­
tom is shown in fig. 7.9. The phantom was imaged using ASEh, CRc and CSI systems at 31 
kV, Mo/Rh with the anti-scatter grid in. The images were acquired at three dose levels. The 
ASEh images were converted to appear with the imaging characteristics of the CRc and CSI 
detector and x-ray system used. A dose reduction of 0.8 was applied to the simulated CSI 
images.
Fig. 7.9. X-ray image of Rachel Phantom.
The largest possible rectangular region of interest (ROI) away from the skin edge was 
extracted from the same location for the real and simulated CRc and CSI images. Smaller 
overlapping sub-ROIs of size 256 x 256 were extracted from this ROI and the power spectra 
measured from each of the sub-ROIs were averaged for each system. A 2D Hanning window 
was applied to the sub-ROIs to avoid discontinuities in the Fourier transform.
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Fig. 7.10. Power spectra of ‘Rachel’ phantom of target and simulated detectors a) CRc 
b) CSI.
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Importantly, no artefacts appeared in the images of the ‘Rachel’ phantom due to the 
conversion process. The power spectra of the real and simulated Rachel phantom images are 
shown in fig. 7.10 for the three dose levels. The differences between the power spectra of the 
simulated and real breast images are shown in table 7.7. There is a good match between the 
simulated and real images.
Table 7.7. Average differences in power spectra of real and simulated images of
Detector Low dose Medium dose High dose
CRc +7% +2% -1%
CSI +2% +7% -9%
7.10. Discussion on methods
7.10.1. Accuracy o f model
It is not necessary for the conversion methodology to produce a perfect match to the
target system. The simulated images just need to be representative of a particular class of 
imaging system rather than to exactly match a specific system. These results of the 
validation seem to be adequate for that purpose. The image quality of the simulated images 
can be quantified by converting images of the CDMAM test object.
It is highlighted that the purpose of the conversion methodology presented is to correct 
the image for differences in noise source and changes in average signal to appear as if 
acquired on a different detector. The beam qualities of the original and target images must 
be the same, although the reference beam quality for the measurement of the noise 
coefficients may be different. If necessary, the noise coefficients can be corrected to 
correspond to beam quality of the images to be converted. Conversion of an image acquired 
at one beam quality and to appear as if acquired at a different beam quality would require 
changes to the contrast within the image and this is beyond the scope of the present work.
The conversion method presented does not require that both the reference beam quality 
and beam quality of the image being modified are the same. Therefore, this method is 
suitable for adapting mammograms to appear with a different image quality, providing an 
estimate of the compressed breast thickness and average glandularity can be made. The 
results from the conversion of the images of the anatomical breast phantom indicate that this 
approach works with clinical images.
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7.10.2. Assumptions in the conversion methodology
There are image properties that the conversion model cannot correct. The ASEh system
in this study has a presampled MTF value of about 0.5 at the Nyquist frequency; this means 
that the signal and noise will be aliased in the image. The noise aliasing is included in the 
conversion as part of the noise power spectra, but cannot be corrected to match the expected 
aliasing in the target system.
In order to undertake the image conversion, a number of simplifying assumptions have 
been made. There are small variations in the MTF due to the change in the angle of 
incidence for the x-ray beam across the detector (Hajdok and Cunningham 2004). The model 
does not take this into consideration and it has been assumed that equation 7.1 is true over 
the whole detector. The MTF reduction is negligible up to 5 m m '\ Above this frequency the 
severest effects are at the furthest edge from the chest wall, so there will be minimal effect 
on mammograms.
It was assumed that the magnitude of the additional scatter was a constant across the 
detector and that the detector has the same response to scattered and primary x-ray photons.
The methodology has been designed for the addition of noise sources which are random 
such as quantum and electronic. However, the phase of the strueture noise will not be 
random and in fact the added structure using this model is in effect an average structure 
noise. The NFS of the simulated structure noise will be the same magnitude but the visual 
appearance could be different.
It has also been assumed that the beam qualities used for the original CDMAM images 
and for the noise coefficients measurements match. In the real CDMAM images there is a 
larger proportion of scattered radiation which lowers the average beam energy and the anti 
scatter grid will harden the beam. Overall, these are small changes in the beam quality and 
the changes in the quantum noise correction factor of the detectors will be small.
Despite the simplifying assumptions, a close match was found between the CDMAM 
threshold gold thickness for the simulated and target images for the conversions to CSI and 
CRc images. A particular difficulty with the method of validation was that the digital 
detectors were used with different imaging systems. Thus, the methodology also had to 
account for differences due to the x-ray system, and it is difficult to know whether the 
differences found between the simulated and the target images were due to corrections for 
the detector or the x-ray system.
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7.10.3. Advantages o f the adaption method
As part of the image degradation, noise needs to be added. The conversion method is
quite flexible and can allow processes such as a dose increase to the detector providing the 
added noise from other changes is greater. In some cases, it was not possible to compensate 
at all spatial frequencies and an NCF was used to correct the overall magnitude of the noise. 
This introduced slight errors at some spatial frequencies. For this to be a valid approach the 
NCF should be close to 1 and generally the NCF was a small correction (>0.84).
The quantum noise tends to be the dominant noise source in most situations. However 
at the dose extremes it is important to include the electronic and structure noise, especially 
for electronic noise in ASEs detector and structure noise for the CRc detector. This also 
applies to simulations of tomosynthesis images. To accurately simulate low dose 
tomosynthesis images the methodology needs to account for electronic noise.
It has been shown here that images can be suceessfully converted for doses covering a 
range of quarter to quadruple normal dose levels, providing that the image quality of the 
target image is lower than the original image. Validation of doses outside this range was not 
possible because of the limited range of detail thickness of the CDMAM test object.
7.11. CONCLUSIONS
This work has demonstrated how digital mammography images obtained with a 
particular system can be degraded in terms of noise magnitude and colour, sharpness and 
contrast to realistically simulate the appearance of images obtained by a different detector 
and anti-scatter grid. Images can be changed provided the NFS and MTF are known or can 
be estimated for the original and target systems.
This method is used in the next chapter as part of an observer study. The observer study 
converts mammograms which are normal or contain a cancer to appear as if acquired on four 
different types of detectors. This study is statistically strong as the number of variables has 
been reduced such as patient and positioning variability associated with acquiring patient 
images on different systems
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Chapter 8
Observer study: effect of detector 
type on cancer detection
8.1. Introduction
The previous chapters have built a methodology to convert elinieal images to appear as 
if they had been acquired on a different detector. This chapter uses the methodology to 
convert a set of clinical images containing cancers to appear as if acquired on four different 
detectors. An observer study was used to examine the effect of detector type on cancer 
detection. The advantage with this methodology is that the image quality is controlled and a 
comparison between the clinical effectiveness of each detector can be compared with 
physical measurements of image quality.
8.2. Detectors to be simulated in observer study
This study used high quality images and degraded the images to appear as if they had 
been acquired on different detectors. The original mammograms were acquired using seven 
Hologic imaging systems at the Jarvis Breast Screening Unit. More details on the image 
collection process are given in section 8.5. Note that these systems are different from the 
system that was characterised in chapter 5, and used for the validation of the conversion 
methodology in chapter 7. That Hologic unit was an older system with a molybdenum anode 
rather than the tungsten anode in later models. To provide four arms for the study, the 
original images were converted to image qualities based on the following four types of 
detectors:
Arm 1 : a-Se photoconductor with thin film transistor (TFT) array 
Arm 2: Csl phosphor detector with light diode / TFT array 
Arm 3: Needle image plate (NIP) computed radiography (CR)
Arm 4: Powder phosphor CR
Arm 1 was based on the average of all seven Hologic systems characterised in section
8.3. The other arms are characterised in chapters 5 and 6, where arm 2 was based upon the 
GE Essential x-ray system, arm 3 was based on the average of the Agfa NIP and Carestream 
NIP systems and arm 4 was based upon the Carestream 900 system with EHR2 image plates.
8.3. Characterisation of imaging systems used for acquiring mam­
mograms
The initial imaging systems (five Hologic Selenia x-ray systems in mobile vans [M l-5] 
and two Hologic Dimensions x-ray systems in fixed units [F1,F2]) were characterised using 
the methods described in chapters 5 and 6 to measure: signal transfer properties (STP), 
modulation transfer functions (MTF), noise power spectra (NFS) and glare-to-primary ratios 
(GPR).
8.3.L Glare-to-primary ratio
The GPRs of the seven systems were measured to be 0.050, 0.036, 0.031, 0.039, 0.038
for systems M l to M5 respectively and 0.028, 0.038 for systems FI and F2 respectively. The 
average GPR was 0.037, which is the same as measured for the Hologic Selenia with 
molybdenum anode discussed in chapter 5.
8.3.2. Modulation transfer function
Fig. 8.1 shows that the seven systems had a very similar MTF. Up to the Nyquist
frequency of 7.1 m m '\ the maximum difference from the mean value of the MTF at a given 
frequency was 0.015. The average of the maximum deviations from the mean MTF values at 
each spatial frequency was 0.009.
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Fig. 8.1. MTFs for the seven Hologic systems used in this study
8.3.3. Noise coefficients
Fig. 8.2 shows the measured noise coefficients for the seven Hologic systems. The
electronic noise coefficient with spatial frequency was flat and ranged from 0.9 x 10’^  to 1.8 
X 10"^  mm^. Although the variation in this parameter was relatively large, the effect on the 
image quality was small. The quantum noise coefficients of the Hologic Selenia Dimensions 
units (FI-2) were slightly different from those for the Hologic Selenia units (Ml-5). The 
quantum noise coefficients of the fonner were higher at low spatial frequency and then 
lower at the highest spatial frequencies. The spread of the values for the latter units (Ml-5) 
was less than 5% at the lowest frequencies and up to 15% at the highest spatial frequencies. 
The random error in this measurement depended on the dose measurement, and the variation 
of the output was about 5%. This indicates that there were some differences in the noise 
response between the detectors. All of the seven systems had a spike in the structure noise 
coefficient at the same spatial frequency, which is probably due to structure within the breast 
support. The spread of the structure noise between the systems started at about 6% 
difference from the mean at low frequency and increased up to 140% at high spatial 
frequencies. The averages of each of the three noise coefficients of the seven systems were 
used for ann 1.
Chapter 8: Observer study 133
2 .0 q  E lectron ic n o ise
E 1 .5 -
•3 1 .0 -
•iz
0 .0 -
M l
M2
M3
M4
M5
FI
F2
Frequency (mm" )
10
b)
Q u an tu m  n o is e
2.0
M l
M2
M3
M5
1086
(m
4 “ _j
Frequency m )
20
; • Structure noise M l
M2
M3
M4
MS
E
E
'Ü
£
S
z
1084 6
Frequency (mm )
20
Fig. 8.2. Noise coefficients of the seven Hologic systems used in this study a) electronic 
noise, b) quantum noise, c) structure noise
8.4. Quantification of image quality parameters for simulated detec- 
tors
This study used the measured characteristics of the above detectors to create a range of 
image qualities that were representative of the types of detector rather than an exact match to 
the characteristics of specific detectors. The advantage of this methodology is that there were 
no differences in the characteristics of the rest of the system (e.g. grids were the same).
8.4.1. Noise coefficients o f  sim ulated detectors
The pixel pitches of the systems measured for arms 2, 3 and 4 were different from the
Hologic system. However, the image simulation did not change the pixel pitch of the images 
and so the pixel pitch for all arms was 70 pm. The measured noise coefficients of each 
detector extended to different spatial frequencies due to the different pixel pitches. It was 
necessary to remove the noise eoefficients values at spatial frequencies that were present for 
the CR detectors with a pixel pitch of 50 pm but were not present in a detector with a 70 pm
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pixel pitch (arms 3 & 4). The GE detector had a pixel pitch of 100 pm, and so it was 
necessary to extrapolate the noise coefficients to match the spatial frequencies of a detector 
with pixel pitch of 70 pm for the arm 2 detector.
The noise characteristics of the Hologic systems and CR NIP systems were measured at 
a tube voltage of 29kV using a tungsten (W) / rhodium (Rh) anode/filter combination. The 
GE Essential system and the GE Senographe DMR+ (used for characterisation of 
Carestream CR900) did not have a tungsten anode and the noise characteristics of these two 
systems were measured using a beam quality of 28 kV, molybdenum/molybdenum 
anode/filter combination with 45 mm PMMA at the tube head. The quantum noise 
coefficients for arms 2 and 4, were adjusted using the quantum noise correction factor for 
the reference beam quality to be appropriate for 29 kV, W/Rh anode/filter combination.
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Fig. 8.3. Noise coefficients for the four arms of the study linearised to air kerma for a) 
electronic, b) quantum and c) structure noise
Fig. 8.3 shows the noise coefficients used for the four study anns. The noise 
coefficients were linearised to air kenna for the figure to show comparable results between 
the study arms. At typical doses, the main noise source would be quantum noise as it scales 
with dose and the electronic noise is fixed. At low frequencies ann 4 had the highest
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quantum noise and arm 1 had the lowest. Arm 1 had the highest quantum noise coefficient at 
high spatial frequencies due to the high MTF of the detector. The electronic noise in the CR 
systems (arms 3 and 4) was low or negligible.
8.4.2. Modulation transfer function for simulated detectors
It was relatively simple to adjust the MTF to account for a different pixel pitch between
the measured system and a study arm. However, this would have also required a change in 
the noise coefficients and it was not trivial to accurately change the noise coefficients, 
mainly due to the difficulties in estimating the change in aliased noise. Therefore, no 
adjustments were made to the MTFs for arms 2, 3 and 4 to account for the difference in pixel 
pitch. The MTFs used in this study are shown in fig. 8.4.
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Fig. 8.4. Modulation transfer function of the four study arms
8.4.8. Image conversion
In order to be able to have all four arms of the study at the same dose it was necessary
to simulate the images in arm 1 at a lower dose than the original images. This was because 
the noise of arm 2 images was too close to that for arm 1 at the same dose level. The MOD 
for the original images for breast thickness between 50 and 60 mm was 1.36 mGy, estimated 
using the IPEM protocol (Moore et al 2005). This is similar to the MOD of 1.44 mGy 
reported elsewhere for Hologic Selenia systems with a tungsten anode (Oduko et al 2010). 
Additional noise was added to all the images to simulate a 20% lower dose for all arms of 
the study so that the average MGD was 1.08 mGy for breast thicknesses between 50 and 60 
mm.
Chapter 7 described the methodology for converting acquired images. The image 
conversion was undertaken on the selected images and converted to appear with the imaging
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characteristics of the four detectors at a reduced dose of 20%. The aim was to create images 
where the only difference is the detector, and so no corrections were required for changes in 
scatter or grid design. The beam quality was estimated for each image using the exposure 
factors in the DICOM header. The glandularity for each breast was estimated using the data 
from Dance et al (2000) for the compressed breast thickness and the woman’s age. From 
these factors the mean photon energy (1) was estimated and thus the conversion factor 
between absorbed energy per unit area per unit air kerma (Qg^) and the quantum noise 
correction factor { B q { u , v ; X ) )  were obtained.
The flat field correction was removed from the original images before the image was 
adapted so that the dose was known at all points in the image. At the end of the conversion 
process the flat field correction was reapplied for arms 1 and 2 but not for CR systems (arms 
3 and 4).
8.5. Image collection and database
8.5.1. Image database and associated clinical information
A key stage in this project was the collection of mammograms. The original images
were acquired using seven Hologic x-ray sets at the Jarvis Breast Screening Unit, where both 
the unprocessed and processed mammograms have been routinely collected since March 
2011 (Patel et al 2014). The collection of the images did not influence the screening process 
and the women followed the normal screening procedures. If selected for collection, the 
images were anonymised prior to transfer to the image research database at NCCPM. All 
images for women with screen detected cancers were routinely collected. A random 
selection of normal and images containing biopsy proven benign lesions was also collected. 
Associated elinieal information was also collected with the images (Halling-Brown et al 
2014). Very experienced radiologists marked the location of lesions in the mammograms 
corresponding to any biopsies and classified the type and conspicuity (obvious, subtle or 
very subtle) of the lesions in each view. The process of collection, anonymisation and 
storage of images for research purposes had ethics approval.
8.5.2. Image selection for study
For each case that was selected, only one view (either CC or MLO) of both breasts was
used. Cases with implants, coils, or any feature that was particularly memorable were 
excluded from the study. The images were chosen as follows:
Normal images: Eighty pairs of images of women who had been classified as not 
requiring further investigation were randomly selected from the database. No routine follow
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up has been undertaken on these women, but they have not presented as symptomatic in over 
30 months since the image acquisition date. These images were classified as the normals for 
the study.
Insertion o f calcification clusters into images: Calcification clusters were inserted into 
normal images. Images of calcification clusters were acquired from thin slices of seven 
mastectomy specimens containing calcification clusters. The slices were imaged at high 
resolution and high magnification in a digital specimen cabinet. The clusters were extracted 
from the images of the mastectomy slices and inserted into normal images (Warren et al 
2012, Warren et al 2013b). Eighty pairs of normal images were randomly selected fi*om the 
database, excluding those already chosen for the normal set. The calcification cluster could 
be rotated or flipped and inserted into different tissue types to ensure that clusters inserted 
more than once had a different appearance. Each cluster template was rescaled and blurred 
to match the blurring expected to be seen in the Hologic system. Extra noise was added to 
compensate for the reduction in signal. Between one and three calcification clusters were 
inserted into either the left or right image of the breast. The final images were reviewed by 
an experienced radiologist to ensure realism.
Images containing malignant lesions (non-calcification): Eighty pairs of images were 
selected from the database with the criteria:
• The image contained at least one malignant lesion
• A malignant calcification cluster on its own would be excluded
• The lesion was described as subtle or very subtle in the view selected (it could be 
classified as obvious in the other view)
Images containing biopsy proven benign lesions: The image set is enriched with cases 
containing cancers. To redress the balance of the images, an additional 29 pairs of images 
with lesions that had been biopsy proven to be benign were added to the image set. No 
restriction on the subtlety of the benign lesions was used.
8.5.3. Types o f  lesions in database and used in observer study
The image database contained 1381 cancers for which the lesions location had been
marked. In addition there were 135 marked benign lesions. Normally more benign lesions 
would be expected compared to cancers but these were obtained as a representative 
randomly selected sample, while the intention was to collect all available cancers. Of the 
1381 cancers in the database (as of March 2014), 33% (456 cancers) were only seen as 
calcification clusters and 67% (925 cancers) were classed as non-calcifications. The observer 
study had 89 calcification clusters and 82 non-ealcification lesions. There is a higher
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percentage of calcification clusters in the observer study (52%) compared to frequency 
found in screening (33%), but the detection of these two types of lesions will be analysed 
separately.
Table 8.1: Types o f lesions classed as non-calcification lesions in observer study
Lesion type No. lesions in study No. lesions in database
Mass 42/82 (51%) 728/925 (79%)
Associated calcifications 5/82 (6%) 141/925 (15%)
Architectural distortion 21/82 (26%) 199/925 (21%)
Focal asymmetry 24/82 (29%) 217/925 (23%)
Table 7.3 shows the number of non-calcification lesions in the study and in the image 
database. Some of the lesions had multiple descriptions and so the total percentages will be 
greater than 100%. Within the non-calcifications there were more cancers marked as masses 
in the database than in the study.
8.6. Image processing
All of the images in the study were post-processed using Agfa Musica2 image 
processing. This software was designed to work for a variety of detectors and dose levels 
and so was suitable for each of the image qualities used in the study without any software 
adjustments. The variables in the study were reduced by using the same image processing, as 
each of the images will have similar presentation, irrespective of the underlying image 
quality. It should be noted that the initial real lesions were reported using a Hologic image 
processing package. Bias due to the image selection process may have been reduced by 
using a different image processing and dose from the original images.
Fig. 8.5. Example of an inserted calcification cluster converted to appear for the 4 arms 
of the study and processed using Agfa M usical
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Arm 4
Fig. 8.6. Example of a real mass (non-calcification lesion) in the 4 arms of the study and 
processed using Agfa M usical
Figs. 8.5 and 8.6 show examples of the four study arms for caleifications cluster and 
non-calcification lesions. The differences in the appearance of the non-calcification lesions 
are not obvious, but the appearance of the calcification clusters is clearly degraded in arm 4 
compared to arm 1
Each of the manufacturers of digital mammography has their own version of image 
processing. They can give a different appearance to the image but the benefits of each 
package are difficult to judge. On anecdotal experience many packages are set up on the 
preference of radiologists rather than any real evidence of benefit. Previous studies on the 
effect of image processing have been variable as to whether an effect was seen in cancer 
detection between different packages (Warren et al 2013a, Zanca et al 2009).
There is a risk that image processing may affect some images differently according to 
the image quality and the content of the image. After processing each of the arms was 
examined for artefacts and to ensure that the processing was acceptable. There were no 
noticeable issues with the images but that does not exclude the possibility of subtle adverse 
effects with some of the images.
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8.7. Observer study
8.7.L Observers
Seven experienced readers working for the National Health Service breast screening 
programme (NHSBSP) were recruited from two hospitals as observers for this study. Table 
2.1 shows the experience of the observers. The observers have been reporting on 
mammograms between 3 and 21 years and digital images between 2 and 9 years. They read 
between 3,500 and 11,000 eases a year. The observers had not seen any of the images as part 
of their elinieal workload. Between the observers they have experience with five 
manufacturer’s systems.
Table 8.2: Experience of each observer with different types of systems and
Observer
number
No. cases read 
per year
Years reporting 
mammograms
Years reporting digital 
mammograms
1. 11,000 8 2
2 . 4,000 3 3
3. 3,000 6 9
4. 3,500 14 3
5. 8,000 21 9
6 . 5,500 5 3
7. 8,500 4 4
8.7.2. Workstation and display o f images
The study was undertaken between August 2013 and January 2014. Each workstation
was a high specification PC with two high quality Barco MDMG 5MP monitors (Barco NV, 
Kontrijk, Belgium) at one hospital and Eizo Radiforce GS520 monitors (Eizo, Ishikawa, 
Japan) at the other hospital. Each workstation used software developed in-house called 
MedXViewer to undertake the study (Looney et al 2014). The study rooms met the lighting 
guidelines of a luminance of less than 10 lux (Samei et al 2005a).
During clinical reporting, the radiologists normally view the images at different 
magnifications as it can be advantageous to view larger cancers de-magnified and to see 
small calcifications at high magnification. The image viewer was set up for the observers to 
view the images in the following order: (1) Both breast images were displayed de-magnified 
to fit on one monitor; (2) The images were then sealed to fit one breast per monitor; (3) The 
images were shown in quadrant zoom at magnification 1.2. A magnifying tool was also 
available to show part of the image (800 x 800 pixels) at a magnification of 1.2. The 
observer could pan the image. No other controls were available to the observer.
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The image set contained 1076 cases (269 image pairs at four image qualities). The 
images were randomised into 24 groups of 45 image pairs, the restriction on the 
randomisation was that in each group there was an even spread of study arms and types of 
lesions and normals. To reduce bias due to learning and memory effects each observer 
viewed the image groups in a different order and the images within each group were also 
viewed in a random order. The observers were told that the images may contain zero, one or 
multiple lesions. The reading time was flexible but there were restrictions so that the 
minimum time for a reading session was one hour and a maximum of three hours reading in 
one day. The observers were also required to take a break after one hour. To reduce memory 
effects there was a minimum of 14 days before the same image with a different image 
quality would be seen by the same observer. The software automatically controlled which 
images were to be seen and checked that restrictions on image viewing were followed. The 
underlying purpose of the study was not explained to the observers and they were not 
informed of the prevalence of cancers in the study.
8.7.3, Observer study task
The observers were shown each image pair and were required to mark the centre of any
lesions. The observers were expected to mark any masses, asymmetries, distortions, 
calcification clusters or any suspicious lesions. For practical reasons, observers were asked 
not to mark single benign calcifications and obvious cysts. A calcification cluster needed to 
have a minimum of three calcifications to be marked. The locations of the marks and the 
responses were automatically recorded and sent to the central database. The following 
questions were asked for each lesion marked.
Q l: What type of feature is this?
• calcification cluster
• non-calcification (mass, 
architectural distortion, focal 
asymmetry)
• both, contains both types of 
lesions
Q2. Indicate whether you would recall this 
patient on the basis of this lesion, along with 
your confidence in this decision, i.e. your 
confidence that a recalled lesion will be 
malignant.
No, very confident 
No, moderately confident 
No, slightly confident 
Yes, slightly confident 
Yes, moderately confident 
Yes, very confident
The observer could revise their scores or delete a mark during the reading of a case, but 
not once they have moved onto the subsequent case. Once all suspicious regions have been
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marked for that case, the observer was asked for their clinical interpretation of the case 
according to the British Society of Breast Radiology (BSBR) classification system (table
Table 8.3: BSBR case classification
Code
M l
M2
M3
M4
M5
Normal; there is no significant imaging abnormality.
Benign findings; the imaging findings are benign, and further Not recall 
investigation purely on the basis of the imaging findings is not
indicated.
Indeterminate/probably benign findings; there is a small risk of 
malignancy, and further investigation is indicated.
Findings suspicious of malignancy; there is a moderate risk of [ Recall 
malignancy and further investigation is indicated.
Findings highly suspicious of malignancy; there is a high risk 
of malignancy and further investigation is indicated.
8.8. Free response analysis
8.8.1. Introduction
In traditional observer studies, the observer gives a rating to the overall case e.g. from 
definitely negative to definitely positive. The data are then analysed using the receiver 
operating characteristic (ROC) methodology. An issue with this type of study is that an 
observer can correctly identify a case as positive but for the wrong reason. To overcome this 
limitation a free response method for reading images was introduced, where the observer 
marks the location of the lesion and gives the mark a rating. A region of interest (ROI) is 
defined to cover the area of the each lesion in the image. A mark within the ROI is 
considered as a lesion localisation (LL), while marks outside the ROIs are considered as 
non-lesion localisations (NLL). A review of analysis methods for free-response receiver 
operating characteristics (FROC) and methods for presenting the data was published 
(Chakraborty 2013). A FROC curve is a plot of lesion localisation fraction (LLF) against the 
non-lesion localisation fraction (NLF) for a cumulative score of the LLF and NLF for each 
rating. An alternative FROC (AFROC) curve was proposed as closer to an ROC curve, 
where the LLF is plotted against the false positive fraction (FPF). The curve must end at FPF 
of 1 with LLF of 1. Normally the curve will finish before this point and the end of the 
measured curve is joined by a straight line to the comer value of (1,1). A straight line gives 
credit to the observer for not making false positives on the normal images and penalises 
unmarked lesions.
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FROC methods were chosen for this study as they use more of the information about 
the observers’ opinion about the lesions and better reflect radiological practice. There were 
also advantages for the experimenter to know the observers’ responses to lesions and 
suspicious regions in the images.
8.8.2. Data analysis
A mark was considered a lesion localisation if it was within the area of the malignant 
lesion and correctly categorised as a calcification or non-calcification lesion or ‘both’ was 
selected in answer to question 1. A figure of merit, which is equivalent to the trapezoidal 
area under the AFROC curve, for each arm of a study has been used (Chakraborty and 
Berbaum 2004) to enable comparison of results. The data for the calcification clusters and 
non-calcification lesions were analysed separately. The figure of merits were analysed using 
JAFROC 4.2 software (Chakraborty and Berbaum 2004). Within JAFROC, significance 
testing was performed using Dorfman-B erbaum-Metz (DBM) analysis of variance 
(ANOVA) (Dorfman et al 1992) for this multi-reader multi-case study. The analysis was 
performed for random readers and random cases, so the readers and cases were assumed to 
be random samples from their respective populations.
8.9. Observer study results
8.9.1. Interval between reading the same image
Table 8.4 shows the number of days between cases being seen again at a different
image quality by the same observer. The minimum time interval between a case being seen 
again was set at 14 days to reduce any memory effects. Ideally, this would have been longer 
but this would have increased the duration of the study. The median interval between 
readings was 21 days.
Table 8.4: Number of days between observers seeing the same image (range for
Mean Median Minimum Maximum
26 (19-33) 21 (17-33) 14 (14-22) 77 (25-77)
8.9.2. Global F-test
As part of the JAFROC analysis, a global test of the study was undertaken using the 
null hypothesis that all the arms were equal. The results of the F-test of the null hypothesis 
are given in table 8.5 and show that the differences between the arms were not purely 
random.
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Table 8.5: F-test for null hypothesis that all study arms were the same
Lesion F -v a lu e /7-valu e
Non-calcification 7.97 0 .0002*
Calcification cluster 18.09 <0 .0001*
* Significant difference (p<0.05)
8.9.3. Observer averaged results o f  free-response marks
Fig. 8.7 shows the AFROC curves for the recall question for calcification clusters and
non-calcification lesions.
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Fig. 8.7. Observer averaged AFROC curves for the recall question, a) calcification 
cluster b) non-calcification lesions
The areas under the AFROC curves in fig. 8.7are shown in table 8.6 for the 
calcification and non-calcification lesions and Table 8.7 shows the differences in AUC 
between the arms of the study. No significant differences were found between arms 1 and 2 
for any of the tests. There were significant differences between the DR detectors (anns 1 and 
2) and CR detectors (arms 3 and 4), for all of the questions. Between the two CR arms there 
was a significant difference for the calcifications clusters but not for the non-calcification 
lesions.
Table 8.6: Observer averaged area under the AFROC curve (standard error)
Arms Calcification clusters Non-calcification lesions
1 0.782 (0.022) 0.697 (0.027)
2 0.760 (0.025) 0.689 (0.026)
3 0.707 (0.022) 0.648 (0.030)
4 0.671 (0.027) 0.644 (0.033)
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Table 8.7; Difference in observer averaged AUC for the recall question of the
Arms
compared
Difference in AUC (p-values) 
Calcification clusters
Difference in AUC (p-values) 
Non-calcification lesions
1-2 0.022 (0.19) 0.0076 (0.58)
1-3 0.076 (<0.0001 *) 0.049 (0.0008*)
1-4 0.112 (<0 .0001*) 0.053 (0.0003*)
2-3 0.053 (0.0028*) 0.041 (0.0039*)
2-4 0.089 (<0.0001 *) 0.045 (0.0018*)
3-4 0.036 (0.037*) 0.0037 (0.79)
* Significant difference (p<0.05)
8.9.4. Lesion detection rate and false positives
The JAFROC figure of merit used all the NLL and LL data and so provided an overall
measure of quality of the images in each arm. It does have a downside in that some of the 
data are calculated from an extrapolation and only part of the AFROC curve is in the region 
where clinical decisions are made. There are other figures of merit such as the true positive 
fraction (TPF) for a specific false positive fraction (FPF), which can be more clinically 
relevant. Table 8.8 shows the TPF at 0.2 FPF, which follows a similar pattern to the AUC.
One of the strengths of this study was that the recall question had a natural operating 
point between recall and not recall. The percentage of lesions marked and percentage of 
lesions marked for recall are shown in table 8.8. For arm 1 about 70% of the cancers were 
marked for both calcification and non-calcification lesions. The differences between the 
numbers of correctly recalled cancers were tested using ANOVA statistics. There were 
significant differences for the recall of calcifications between all pairs of the arms except 
between arms 1 and 2. For non-calcifications lesions, there were significant differences 
between the DR (arms 1 and 2) and the CR (arms 3 and 4) systems. The significant 
differences are for the same pairs as using the observer averaged AUC.
Table 8.8 also shows the number of false positives per case for each study arm. The 
number of false positives per case was relatively high, but the observers had been 
encouraged to mark all lesions. The aim was to get a wide range of scores and examine if 
some lesions appeared more benign when imaged at a different image quality. There were 
more false positives for the non-calcification lesions than for the calcification clusters.
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Table 8.8: Summary of detection of cancers (standard error)
Lesions Arm 1 Arm 2 Arm 3 Arm 4
Calcification clusters
TPF at 0.2 FPF 0.693 0.657 0.556 0.497
Correctly marked 70.0 (3.1)% 66.1 (3.0)% 56.7 (2.8)% 47.4(4.1)%
Correctly recalled 56.5 (5.2)% 52.8 (4.7)% 40.6 (3.7)% 31.8(2.6)%
No. false positives / 
case 0.096 0.094 0.089 0.061
Non-calcification cancers
TPF at 0.2 FPF 0.498 0.466 0.422 0.448
Correctly marked 68.6 (2 .1)% 70.7 (2.7)% 63.4 (2.7)% 62.2(2.1)%
Correctly recalled 61.0(3.6)% 65.3 (3.8)% 57.0 (3.4)% 56.1 (3.4)%
No. false positives / 
case 0.33 0.35 0.34 0.31
Table 8.9 shows the summary of the benign lesions. There was a higher detection rate 
for the benign lesions than for the cancers. The set of benign lesions did contain lesions 
classified with a conspicuity of ‘obvious’. The number of benign lesions detected was 
affected by image quality.
Table 8.9: Summary of detection of benign lesions
Lesions Arm 1 Arm 2 Arm 3 Arm 4
Marked 80.8% 80.8% 77.2% 73.7%
Recalled 61.2% 62.9% 59.8% 53.1%
8.9.5. E ffect on comparison o f  detectors o f  calcifications associated with non- 
calcification lesions
The results of the previous section have shown significant differences between the arms
of the study for the calcification clusters and the non-calcification lesions. The differences 
were particularly strong for the calcification clusters. Five of the non-calcification lesions 
have associated calcifications and so there was the possibility that the difference seen for 
non-calcification lesions were due in part to the visibility of the calcifications in each arm, as 
was seen by Bluekens et al (2012). The five cases with non-calcification lesions with 
calcifications were removed and the data set re-analysed. There were only small non­
significant changes to the data by the removal of the five lesions with calcifications (table 
8.10). Therefore, these lesions did not significantly affect the results.
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Table 8.10: Effect of associated calcifications on detection of non-calcification 
lesions
Arms
compared
Difference AUC (p-values) 
All non-calcification lesions
Difference AUC (p-values) 
Non-calcification lesions without 
associated calcifications
1-2 0.0076 (0.58) 0.0056 (0.66)
1-3 0.049 (0.0008*) 0.047 (0.0006*)
1-4 0.053 (0.0003*) 0.046 (0.0007*)
2-3 0.041 (0.0039*) 0.041 (0.0023*)
2-4 0.045 (0.0018*) 0.041 (0.0025*)
3-4 0.0037 (0.79) -0.0004 (0.97)
* Significant difference (p<0.05)
8.9.6. Subtlety o f the lesions used in observer study
Warren et al (2013 a) indicated in their study that there were too many calcifications
that were never marked and too many non-calcification lesions that were always marked. To 
achieve good power in a study, it is necessary for it to include lesions that are neither too 
obvious nor too subtle. To investigate this for the present study, the number of marks made 
for each lesion was counted for each study arm. The number of lesions that were always or 
never marked is shown in table 8.11. The images and lesions used in the study appear to 
have been well selected as only 4 lesions were never marked and 10 lesions (mostly non­
calcifications) were always marked. It is believed that this helped to ensure that the study 
was sensitive to differences between detectors.
Table 8.11: The number of lesions that were never or always marked in all of
Study No. lesions in study Never marked Always Marked
Calcifications lesions 89 3 2
Non-calcifications 82 1 8
148
8.9.7. Analysis o f the BSBR case question
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Fig. 8.8. Observer average ROC curves for the BSBR case question
Since each case was graded using the BSBR scale it was possible to apply an ROC 
analysis. The data from the images containing calcification clusters and non-calcification 
lesions are combined for the ROC analysis, as the images may be classified as for recall for 
either type of lesion. In particular it was not known if the reason for a false positive was due 
to a calcification cluster or a non-calcification cancer. The ROC curves for the BSBR case 
question are shown in fig. 8.8. The AUCs for the ROC curves are shown in table 8.12. Table 
8.13 shows the difference in AUC for the BSBR question and shows a similar pattern to the 
JAFROC analysis of the differences between study arms. There were significant differences 
between the results for DR and CR systems, but not between the two DR systems or between 
the two CR systems.
Table 8.12: Observer average AUC
Arm AUC
I 0.704 (0.023)
2 0.691 (0.024)
3 0.661 (0.023)
4 0.663 (0.024)
Table 8.13: Difference in AUC {p- 
valuQs) between study arms for
Comparison of 
arms Difference in AUC
1-2 0.013 (0.17)
1-3 0.043 (0.0001*)
1-4 0.041 (0.0001*)
2-3 0.029 (0.0043*)
2-4 0.028 (0.0063*)
3-4 -0.0014(0.88)
Significant difference (p-value<0.05)
8.9.8. Learning and memory effects
In these types of studies learning and memory effects may influence the results:
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Learning effect: The observer may improve their score for later images as they become 
more familiar with the task. Therefore, the observers participated in a pilot study before the 
main study to improve their familiarity with the task. Also the observers were asked to 
undertake a few practice cases before each session.
Memory effect: The observer may be able to remember some of the images and 
therefore the existence or even the location of lesions. A minimum interval of 14 days 
between seeing the same image was implemented to reduce this effect. Each observer was 
interviewed at the end of the study, and some of the observers stated they could remember 
some of the more memorable cases.
To reduce the effects of learning and memory on the results of the study, the observers 
viewed the images in a different order from each other. It is of interest to test whether the 
learning and memory effect can be measured in the data. The FROC data were reorganised 
such that the first set contains the results from the cases that each observer saw first and so 
on to the 4* set which was the last viewing of the cases. Each of these new sets will contain 
a mixture of image qualities and lesion types. The AUC for each set for the order of viewing 
the cases is in table 8.14. There is no obvious pattern to the results.
O rder of viewing Calcifications Non-calcifications
ist 0.696 (0.025) 0.659 (0.028)
2nd 0.705 (0.025) 0.650 (0.027)
3rd 0.695 (0.024) 0.653 (0.029)
4th 0.717 (0.025) 0.658 (0.028)
The F-test (table 8.15) showed that there are no significant differences between these 
sets. Therefore, if there were learning and memory effects on the results, they were too small 
to be measured with this data.
Study F-value /i-value
Calcifications 0.74 0.54
N on-calcifications 0.3 0.82
8.10. How would detector type affect the cancer detection rate in 
breast screening?
This section estimates the effect detector technology could have on cancer detection in 
a breast screening programme. The results cannot be used to estimate the cancer detection
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rate in a screening programme but can be used to estimate the differences in cancer detection 
rate for different detector types.
8.10.1. Differences between this study and reporting for breast screening
Clearly, there are differences between a screening programme and this study. The study
was undertaken with only one view rather than the standard two view mammography. The 
main reason for this was that the calcification template was two-dimensional and so could 
not be accurately inserted into two views of the same breast. Mammography reporting using 
two views is the standard in the breast screening in the NHS. The observers did state that 
they missed having a second view and that this resulted in a number of lesions that were 
marked, but probably would not have been if the second view had been available. Also 
during reporting, the reader has access to any previous images to check on changes to the 
breast and so this study can be considered equivalent to the prevalent round of screening. 
Due to time and financial constraints, it was necessary with this type of study to have a high 
prevalence of cancers compared to the standard screening process. It has been shown that for 
these types of study, that both the detection rate and false recall rate are higher than if the 
images had been seen during screening (Evans et al2Q\2>, Hendrick et al 2008). This effect 
has been attributed to the prevalence effect i.e. the observer is expecting to mark a lot of 
cancers and so would mark cancers that they would not have recalled during screening. To 
aid the analysis and statistics, the observers were asked to make marks on any suspicious 
area even if they believed that the lesion was unlikely to be malignant. This may have also 
increased the cancer detection rate in the study.
8.10.2. Published comparisons o f breast cancer detection for DR and CR detectors
Studies reviewing screening data firom breast screening programmes are discussed in
detail in chapter 4. There are three papers (Bosmans et al 2013, Chiarelli et al 2013, 
Séradour et al 2014) that compare DR detectors (equivalent to a combination of arms 1 and 
2) and powder phosphor CR detectors (equivalent to arm 4) in large screening programmes. 
Table 8.16 shows a summary of the difference in cancer detection for DCIS and invasive 
cancers, where DCIS are mostly seen as calcification clusters and invasive cancers are 
mostly seen as non-calcification lesions.
The results show that CR had a much lower cancer detection rate than DR, but the 
difference can be reduced by using higher doses for CR (Bosmans et al 2013). Warren et al 
(2012) have shown that the detection of calcification clusters is sensitive not only to the 
detector but also to the dose. So the relative doses for the DR and CR in the Ontario and 
BdR studies are important. The Ontario study was undertaken over 2008 and 2009. In 2009 a 
dose survey showed that the mean of the average glandular doses was only 17% higher for
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CR than DR (Yaffe et al 2013). The BdR study did not state the dose of the systems. 
However, all of the systems were tested using the EC guidelines (EC 2006), and it might be 
expected that the CR would have been set up with a higher dose.
Table 8.16: Published data on the difference in cancer detection in screening
Study DCIS Invasive Lesions CR dose
cancers combined relative to DR
Belgium (Bosmans et al 2013) -27% +2% -3.5% 1.6
Ontario (Chiarelli et al 2013) -50% -18% -29% 1.17
BdR (Séradour et al 2014) -53% -15% -23% NA
8.10.3. Relevance o f this study to detection o f cancers in a screening programme
The cancer detection rate in this study for each detector type is shown in table 8.8
(correctly recalled). However, this is relevant only to a proportion of the lesions found 
during screening. The non-calcification lesions in the study were all classified as subtle or 
very subtle and so were not representative of lesions with a conspicuity classed as obvious in 
at least one view. It is not known how the conspicuity of the ‘obvious’ lesions would be 
classed if shown with the different image processing, detectors and dose. Therefore, it is not 
known how each observer would respond to lesions for which one or both of the views of a 
lesion were classified as obvious for each image quality. The image database was 
interrogated to estimate the proportion of obvious lesions. It was found that 74% of the non­
calcification lesions were marked as obvious in at least one view. Therefore, 26% of non- 
calcification lesions in the screened population were comparable to the non-calcification 
lesions used in this study. The calcifications required separate estimation as they are 
artificial and not in the database. Warren et al (2014) showed that individual inserted 
calcifications were representative of the calcifications seen in real mammograms. The 
inserted calcifications clusters are representative of approximately 60% of calcification 
clusters seen in the database.
8.10.4. Estimating the difference in cancer detection rates between DR and CR 
detectors
Based on the above section, it can be assumed that the data in this study apply up to 
26% of the non-calcification lesions and 60% of calcification clusters in a screening unit. 
For the remaining lesions, two alternative assumptions were made: the lesions were always 
marked irrespective of the image quality or that they are marked in the same proportions as 
in the observer study. Using these two choices, the range of cancer detection rate for each 
lesion type could be calculated. In addition, 67% of the cancers appear with as a non­
calcification lesion and 33% with only calcification cluster, so the overall screening
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programme could be calculated. The reduction in cancer detection rates in this study for CR 
systems compared to DR systems are shown in table 8.17 for each lesion type. The table also 
shows the estimated difference expected by screening a population with CR rather than DR. 
These results can be compared with equivalent results for the published screening data (table 
8.16).
Table 8.17: Range of differences in cancer detection for CRnip and CR
Study Calcification clusters N on-calcification Overall screening
arm lesions
CRnip -15.4% to -26% -2.5% t o -9.8% -6.7% t o -15%
CR -25% to -42% -2.9% t o -11.2% -10.1% t o -21%
The majority of the cancers found during screening are non-calcification lesions. 
However, the detection of calcification clusters was more sensitive to detector type and so 
calcification clusters had a larger contribution to differences in the overall cancer detection 
than the non-calcification lesions. A drop in cancer detection rate between 10% and 21% 
would be of concern. However, the drops in cancer detection rates shown in table 8.17 are 
smaller than the results shown in table 8.16 for actual screening programmes
It has been assumed that the Ontario and BdR studies are the most appropriate studies 
to be used for a comparison, as the Belgium study had a large difference in dose between the 
DR and CR images. The observer study was undertaken at the same dose for all arms, the 
Ontario study and probably the BdR study were undertaken at a higher dose for CR detectors 
than DR detectors. Therefore, the difference in cancer detection found in this observer study 
seems to underestimate the difference in cancer detection between the CR and DR detectors. 
This suggests that there may be other factors involved. It is clear that CR systems need more 
care as there are a large number of faults that can develop. There were more technically 
inadequate mammograms using CR detectors compared to DR detectors or SFM in the BdR 
study (Séradour et al 2014). Also Yaffe et al (2013) noted a number of dust and dirt artefacts 
in CR in Ontario. It could be that the presence of dust in images may have affected the 
number of lesions recalled. The systems in this observer study can be considered to be 
equivalent to new systems for each detector type and does not take into account detector 
degradation or artefacts that may occur due to the system ageing. In the study here the 
sophisticated Hologic grid design was used with each detector. In practice less effective grid 
designs may be used with CR systems reducing further the image quality.
For practical reasons the prevalence of cancers was high in the study. The observers 
were not told of the prevalence but they would have realised that the prevalence rate was 
very high and would be alert to very subtle cases that may have been missed in screening. It
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is believed that in studies of high prevalence, the observers shift their operating point so that 
they detect more cancers but also have more false positives. The effect was examined by 
shifting the operating point ‘Yes, slightly confident’ to a stricter ‘Yes, moderately 
confident’. The detection rate and false positive rate decreased as would be expected. The 
effect on screening is shown in table 8.18.
Table 8.18: Range of differences in cancer detection for CRnip and CR 
compared to DR for each lesion type and overall screening population for a
Study Calcification clusters Non-calcification Overall screening
arm lesions
C R nip -13 to -22% 3.3% to -12.6% -6.4 to -15.5%
CR -29 to -48% -8.6 to -33% -15.2 to -37.9%
Using this shifted operating point, the overall decrease in cancer detection of CR 
compared to DR was estimated to be between 15 and 38%. The drops in the cancer detection 
rate shown in table 8.16 are closer to the range estimated in this study with a stricter 
operating point. If this is considered reasonable, the results of the observer study are in good 
agreement with real clinical situations. Therefore, this study has also been used to estimate 
the effect of using C R nip detectors on cancer detection in a screening programme. The 
results in table 8.18 indicate that the cancer detection rate may drop by between 6 and 16% 
for CR NIP detectors compared to DR detectors when operating at the same dose.
8.11. Comparison with image quality standards
8.1 LL Introduction
It is of great interest to test if physical measurements of image quality and clinical
outcome are related. As discussed in chapter 2, the threshold gold thickness is a good overall 
measurement of image quality and is used as the standard for acceptability of a digital 
mammography system. It is worth investigating whether this is indeed a relevant parameter 
to use as a standard. The threshold gold thickness for Images of the CDMAM test object 
were adapted to appear with the same image quality as each study arm. These result were 
then compared the AFROC AUC.
8.11.2. Image quality o f  the four study arms
Images that have been adapted do not exactly match the image quality of the target
detectors. The image quality as the adapted can be quantified using the CDMAM phantom. 
High dose images of the CDMAM test phantom were acquired on the two Hologic fixed 
units (FI & F2) using 31 kV, W/Rh and 250 mAs. The images were converted using the
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above methodology (section 8.4.3) to match the image quality of the four arms of the study 
at equivalent MOD of 1.08 mGy at equivalent to a CBT of 60 mm. Fig. 8.9 shows the 
threshold gold thicknesses for the CDMAM phantom determined from simulated images 
corresponding to each arm of the study. The results show a spread of values. Arm 4 was 
below the acceptable level and Arm 3 was worse than the acceptable level (EC 2006) only 
for the 0.1 mm diameter disc. Arms 1 and 2 were better than the acceptable level (EC 2006). 
Arm 1 was better than the achievable standard for the smallest diameter details.
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Fig. 8.9. Threshold gold thickness measured with the CDMAM (v3.4) test object for the 
original images and the four simulated arms of the study
8.11.3. Comparison o f 0.1 detail against mean glandular dose
The acquired high dose images of the CDMAM test object were also converted to
correspond to a range of MGDs for each of the arms. A system is most likely to fail the 
image quality criteria with the 0.1 mm detail diameter discs for the CDMAM test object. 
Fig. 8.10 shows the resulting threshold gold thickness for the 0.1 mm diameter disc. The 
MGD at equivalent to 60 mm CBT for the arm 4 detector would have needed to have been 2 
mGy to reach the acceptable limit. It would not have been possible to run the study for an 
MGD of 2 mGy, as the starting images had a MGD of 1.36 mGy.
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Fig. 8.10. Threshold gold thickness of CDMAM test object for 0.1 mm diameter disc 
for a range of equivalent MGD
8.11.4. Relationship o f  results o f  observer study and threshold gold  thickness fo r  
each study arm
As discussed in chapter 4 the detection of calcifications is related to the noise in the 
image and so a relationship with image quality is expected. The average diameter for a 
calcification was 0.26 mm (Warren et al 2014), and so the 0.25 mm detail diameter was a 
suitable disc size to use. The detection of non-calcification lesion is based on its contrast in 
an image and the visualisation of fine details such as spiculations. The non-calcification 
lesions are larger than the largest diameter disc on the CDMAM test phantom and so there is 
no obvious detail size for comparison, so the 0.25 mm was used as well, and in reality the 
actual diameter is irrelevant.
Fig. 8.11 shows the observer averaged AUC of the AFROC curve was plotted against 
the threshold gold thickness for one detail size from the CDMAM test object for 
calcification clusters and non-calcification lesions. The results show a clear trend between 
AUC of the calcification clusters and threshold gold thickness of the 0.25 mm disc. For non­
calcification lesions, the differences between the arms were small and in fact non-significant 
between arms 1 and 2 and also between arms 3 and 4. It is not surprising that there is no 
strong relationship between AUC and threshold gold thickness as the interpretation of non- 
calcification lesions was more complex than for calcifications. It may be that the difference 
here is more associated with the glare in the image, as both arms 3 and 4 had more glare in
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the image than anns 1 and 2. Thus the lesions will have a lower contrast to noise in the 
image. The MTF at high spatial frequencies is less likely to have an influence on non- 
calcification lesions, as many of these lesions are most easily seen in demagnified mode, 
where high frequency details are blurred out.
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Fig. 8.11. Observer averaged AFROC AUC against the threshold gold thickness of one 
disk diameter for arms 1 to 4 a) calcifications clusters, b) non-calcification lesions.
8.12. Discussion
This study showed significant differences in the recall of lesions between the four 
different detector types. In particular, it should be noted that the detection of calcification 
clusters was found to be more sensitive to detector type than the detection of non­
calcification lesions. The integrated detectors (arms 1 and 2) had a significantly better 
AFROC AUC for the reeall for both types of lesions than the CR detectors (arms 3 and 4).
Needle phosphor CR is an improvement on the powder phosphor CR, although it does 
not reach the performance for the DR detectors. Warren et al (2012) measured the detection 
rate of calcifications at MGD of 0.52, 1.05 and 2.09 mGy using an observer study. The 
deteetion of calcification clusters increased markedly over this dose range. Therefore, it may 
be possible to increase the calcification detection by increasing the MGD from 1.08 mGy (as 
measured for 50 to 60 mm thick breasts) to closer to the UK national reference level of 3.5 
mGy (Department of Health 2007). The results for the characterisation of the two CR 
systems indicate that the potential improvement at higher MGD in powder phosphor CR will 
be limited due to the amount of structure noise present in these images.
The use of the CDMAM test object in the European Guidelines does seem to be a 
relevant test. However, there is an issue as a screening service that uses powder phosphor 
CR systems will likely have a lower cancer detection rate than other centres, but these
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systems can still pass the acceptable criterion. It would seem that the image quality criteria 
need to be reviewed.
8.13. Conclusions
The methodology used here for comparing technologies is statistically strong, as 
confounding factors such as different women, observers, x-ray systems, grid and scatter have 
been removed. The difference in performance between the detectors has been compared in 
an observer study which used subtle lesions and clinically relevant detection task. Clear 
differences in the detection of lesions were found. The study confirmed the large drop in 
cancer detection found in screening for CR compared to DR detectors. There were no 
clinical results for the use CR NIP and the study showed that the eancer detection was better 
than for powder phosphor CR. The detection rate of calcification clusters and possibly non- 
calcification lesions associated with a particular detector can be improved by increasing the 
dose to the detector and consequently the woman. The results indicate that the current 
guidance on mammography image quality may need to be reviewed to encourage the use of 
higher image quality levels using higher dose levels where necessary.
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Chapter 9
Conclusions and future work
9.1. Summary and conclusions
The change from screen film mammography (SFM) to digital mammography is close to 
completion within the National Health Service breast screening programme (NHSBSP). 
Digital imaging systems have a much larger set of variables to be considered by the user 
compared to SFM and this has brought many challenges to ensure that the quality of breast 
screening remains high. Each of the digital detectors available for purchase has different 
imaging characteristics, as described in chapter 3. Physical measurements of image quality 
of these detectors show a wide variation, but the relationship of measured image quality with 
clinical outcome such as cancer detection needs to be studied.
A few studies have reviewed mammography cancer detection rates with different types 
of digital detectors in breast screening programmes (Bosmans et al 2013, Chiarelli et al 
2013, Keavey et al 2012, Séradour et al 2014). There were a large number of confounding 
factors in these studies such as different populations, readers, radiographic practice, 
screening centres and equipment. Nevertheless, it appears that the cancer detection rates for 
powder phosphor computed radiography (CR) systems are much lower than other digital 
systems. These studies were limited and fiirther study on the effect of the use of CR 
detectors on the detection of different types of lesion was required. Needle image plate (NIP) 
phosphor CR has been developed for mammography, but there has been no information on 
how cancer detection using NIP CR compares to other technologies.
The main aim of this thesis was to test the effect of detector types on cancer detection. 
To avoid the issues of the previous studies, a method was developed to adapt images to
appear as if they had been acquired using a different detector. This approach minimises the 
number of confounding factors and improves the statistical power of observer studies.
9.1.1. Characterisation o f image quality
Chapter 5 showed the characterisation of image quality for six detectors covering four
different technologies used in mammography. The noise power spectra (NPS), modulation 
transfer function (MTF), glare-to-primary ratio (GPR) and detective quantum efficiency 
(DQE) were measured. The results were consistent with those for these detectors found in 
previous studies. Additionally, the low frequency drop in the measured MTF was found not 
to match the results from the measured GPR using lead disks. To ensure that the conversion 
methodology was accurate, the low frequency drop in the MTF needed adjusting. Therefore, 
DQE may be overestimated using the standard method for measuring DQE as the MTF may 
be too high where systems have significant veiling glare.
9.1.2. Creation o f a noise model for a range o f beam qualities and dose
An empirical model of the noise for a range of beam qualities and doses was required
for adapting images. The electronic, quantum and structure noise contribution to the NPS 
was calculated by fitting a quadratic polynomial at each spatial frequency of the NPS against 
absorbed energy per unit area. This noise model was extended to include beam quality by 
including a quantum noise correction factor for beam quality. The quantum noise correction 
factor was measured using different thicknesses of PMMA imaged at different radiographic 
factors. The quantum noise correction factor was different for each detector and dependent 
on the spatial frequency. The noise model was used in the image adaption methodology.
9.1.3. Development o f image adaption methodology
Previously, methods have been developed to adapt images to appear as if obtained at a
lower dose. This methodology was extended in this thesis to account for image sharpness, 
separate noise components, scatter and glare. The method was designed to adapt images to 
appear as if acquired using different types of detectors. The method was shown to 
successfully convert images of an edge phantom, a flat field, a CDMAM test object and an 
anthropomorphic breast phantom. This methodology is very flexible and allows a range of 
variables to be adjusted separately. Most importantly it can be used to adapt clinical images.
9.1.4. Observer study to measure the effect o f  detector type on cancer detection
The conversion methodology was applied to a set of clinical images acquired using
Hologic amorphous selenium detectors. The set of images had images without cancers, 
normal images with inserted calcification clusters, images containing real non-calcification
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cancers and images with biopsy proven benign lesions. The study was designed to examine 
the effects of four types of detectors on cancer detection:
• a-Se photoconductor with thin film transistor (TFT) array
• Csl phosphor detector with light diode / TFT array
• CRNIP
• Powder phosphor CR.
No significant differences were found between the a-Se and Csl detectors. The two CR 
systems had significantly lower detection rates than the DR detectors for both calcification 
clusters and non-calcification lesions. There was significantly higher detection of the 
calcifications clusters for the CR NIP detector than for the powder phosphor CR. If the
results were applied to a breast screening programme, it was estimated that the cancer
detection rate using powder phosphor CR would be between 15 to 38% lower than for DR 
detectors. The cancer detector rate of CR NIP detector would be between 6% and 16% lower 
than for DR detectors. Published results for powder phosphor CR (Chiarelli et al 2013, 
Séradour et al 2014) are consistent with these estimates.
9.1.5. Use o f computed radiography in screening mammography
The UK screening interval is three years, while in other countries screening is
undertaken annually or biennially. Therefore, it is particularly important to reduce the 
number of missed cancers in the UK as the cancers will have three years to grow before the 
woman is next screened. This is of concern for departments that use CR detectors for 
mammography. Warren et al (2012) showed that the detection of calcifications is sensitive 
to dose. So, the cancer detection rate can be increased by increasing the signal to the detector 
but this has to be balanced with the increase in patient dose. It is clear that the patient dose 
for women imaged using CR systems needs to be higher than is generally used. An increase 
in dose will increase the cancer induction risk, but this may be preferable to invasive cancers 
not being detected.
9.1.6. Image quality standards
In the last section it was recommended that the dose needs to be increased for CR
detectors to improve the image quality. However, the correct level is not certain. In 2006, the 
European commission published a tolerance on the acceptable image quality for 
mammography using measurements on images of the CDMAM test phantom (EC 2006). 
The image quality tolerance was set using a practical level relative to SFM and not from 
knowledge of how image quality affects cancer detection rates in digital detectors. The work 
in chapter 8 and also by Warren et al (2012) showed that there is indeed a relationship
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between cancer detection and the measured threshold gold thickness using the CDMAM test 
object. So the results of the CDMAM test object can be used as a surrogate measure for 
clinical performance of a mammography system.
The digital mammography systems in Belgium (Bosmans et al 2013) and Bouches du 
Rhône (Séradour et al 2014) were set up using the European Guidelines and they showed 
that a large number of cancers were missed using CR. This could indicate that the criterion 
has been set too low and thus needs reviewing to be stricter. It is not the purpose of this 
thesis to suggest an appropriate minimum level of image quality for digital mammography. 
This thesis only examined the effect of detector type on cancer detection but other factors 
would need considered such as recall rate, the value of the extra caneers found and the dose 
to the women. So the setting of the quality criterion is potentially a complex calculation 
taking into account the benefits and the harm from mammography.
9.2. Limitations of work
It is not possible to perfectly match the image quality of a target detector using the 
image adaption methodology. There are a number of differences that cannot be accounted 
for such as aliasing of the signal, and the detector pixel pitch. The main aim of the adaption 
was to broadly simulate different detectors rather than create an exaet model. The validation 
work has shown a close match between simulated images and the target image quality and so 
the model is usable for simulating a range of image qualities.
It was shown that veiling glare was not fiilly incorporated in the MTF measurement. 
For the conversion method to work successfully, it was necessary to adjust the MTF using a 
relatively simple correction method. This adaption works well when the image is relatively 
uniform, but a breast image has a wide range of pixel values when imaging a range of 
materials from glandular tissue to air. A solution for mammograms was to process the breast 
part of the image separately from air. However, it would be better to improve the model of 
glare and apply this to the MTF.
There are also limitations to studies using real images. Ideally, the simulation would 
start with an image acquired at a high dose, but the choice of images is restricted to those 
that are acquired clinically. This is also true of the radiographic factors, currently the 
adaption method cannot change the tube voltage, anode or filter. Therefore, the simulated 
image will appear as if  it had been acquired using the same tube voltage and anode/filter 
combination as the original image. This may be an issue as the optimal radiographic factors 
may be different between the original and simulated detectors.
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9.3. Future work
The work in this thesis was undertaken as part of the OPTIMAM project at the Royal 
Surrey County Hospital. This work will continue as part of the 0PTIMAM2 project funded 
by Cancer Research UK. There are two main areas for future work:
• Improvements and development of the conversion model
• Use of the conversion model in image quality studies
9.3.L Development o f model
Glare in mammography is not adequately characterised and as is stated above an
accurate model for glare is required. The range of diameters of lead disks used in chapter 5 
for the GPR measurement was good for measuring the magnitude of the GPR. But to fully 
characterise the glare the use of some larger lead discs would provide more information on 
the glare photons which have travelled a long distance. Ultimately, this characterisation 
should feedbaek into the best method to correct the MTF.
As part of 0PTIMAM2 project, the conversion methodology will be developed to 
adjust the tube voltage and anode/filter combination of the simulated image. This will allow 
more appropriate radiographic factors to be used in studies and the calculation of optimal 
radiographic factors. The current methodology would need to be adapted to change the 
contrast within the mammogram according to the density of the tissues and x-ray spectra. 
The method will have to account for a change in contrast across the image, the detector 
response and a change in scatter. It will be possible to add noise to account for these changes 
but it is likely that a dose reduction will also need to be applied to ensure that there is noise 
for accurate image conversions.
9.3.2. Use o f conversion model
National co-ordinating centre for the physics of mammography (NCCPM) have a
mathematieal model of the CDMAM test object. The image adaption methodology could be 
applied to simulate acquisition modes of images of the CDMAM test object for any tube 
voltage, dose and detector. The first step would be to test if the simulated images match 
acquired images. It would be of interest to test the published experimental uncertainties of 
the threshold gold thickness associated with the images of the CDMAM test phantom. The 
uncertainties published by Young et al (2008) were measured using 64 images of the test 
phantom at one dose. The measurement of uncertainties could be undertaken using a much 
larger number of simulated images and at different doses. This may be of interest as it is 
suspected that the uncertainties of the phantom are greater when the threshold details are 
near the edge of the phantom.
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The conversion methodology could also be applied to mammographie images generated 
from mathematical models (Bakic et al 2002, Bliznakova et al 2003). It is possible to apply 
sharpness and noise characteristics to these computer generated images using the 
methodology developed here. This will be used in two projects described below:
• There has been a trend to use higher energies for the x-ray beam for planar 
digital mammography imaging compared to SFM. Physical measurements such 
as contrast-to-noise ratio have suggested that this use is optimal but ideally a 
more clinical study should be undertaken to test if these radiographic factors 
are really optimal. An 0PTIMAM2 study will be undertaken to investigate the 
effect of radiographic factors on the detection of inserted lesions using 
mathematical breast phantoms (different compressed breast thicknesses and 
glandularities). Planar images of the phantoms can be simulated for a range of 
tube voltages, anodes and filters. A quantitative measure of the visibility of the 
lesion can be used such as contrast-to-noise ratio. This study will investigate 
the optimal set up of an AEC for different detectors.
• The use of mathematical breast phantoms can also be extended to include the 
assessment of digital breast tomosynthesis (DBT) by simulating projection 
images and using these to construct tomosynthesis planes. Elangovan et al 
(2014) have recently developed techniques to completely simulate planar and 
tomosynthesis images from a Hologic Dimensions system. They undertook a 
validation of the process by comparing simulated images of test objects and 
real acquired images of the test objects. The method for adapting images shown 
in this thesis was used in this work for the simulation of the projection images. 
There are many possible configurations for undertaking DBT. The aim of the 
project will be to simulate the different configurations using the different breast 
phantoms. A study will be undertaken to test which methods produce the best 
detection of the lesions.
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Appendix B
Abbreviations used in thesis
ANOVA analysis of variance
BSBR British Society of Breast 
Radiology
CBT compressed breast thickness
CCD charge coupled device
CNR contrast-to-noise ratio
CR computed radiography
DAK detector air kerma
DBT digital breast tomosynthesis
DCIS ductal carcinoma in situ
DQE detective quantum efficiency
DR digital radiography
ESF edge spread function
FPF false positive fraction
FROC ffee-response receiver oper­
ating characteristics
GPR glare-to-primary ratio
HVL half value layer
LFD low frequency drop
LL lesion localisation
LLF lesion localisation fraction
MOD mean glandular dose
MTF modulation transfer function
NCCPM National co-ordinating cen­
tre for the physics of mam­
mography
NCF noise correction factor
NEQ noise equivalent quanta
NHSBSP National Health Service 
breast screening programme
NIP needle image plates
NLF non-lesion localisation frac­
tion
NLL non-lesion localisations
NNPS normalised noise power 
spectra
NPS noise power spectra
OTF optical transfer function
PMMA polymethyl methacrylate
PMT photo multiplier tube
PSP photo stimulable phosphor
QDE quantum detection efficiency
ROC receiver operating character­
istic
ROI region of interest
SFM screen film mammography
SNR signal-to-noise ratios
SPR scatter-to-primary ratio
STP signal transfer properties
TFT thin film transistor
TPF true positive ffaetion
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