ABSTRACT The modeling and optimization method (MAOM) proposed in this study finds the best combination of parameters for a multi-layer convolutional neural network (MCNN). This study emphasizes that in addition to the importance of the MCNN structure, the parameter design within the layers is also very important. After determining the structure of the MCNN, the parameter optimization in the layer can improve the performance of the MCNN. The MCNN parameters for convolutional layers include filter size, number of filters, padding, and filter stride. Parameters for max-pooling layers also include pooling size and pooling stride. After the MCNN architecture is designed, the major challenge is finding the combination of parameters that enhances the MCNN performance. The proposed MAOM optimizes the MCNN parameters by integrating uniform experimental design (UED), multiple regression (MR), and optimization method. After the MCNN architecture is designed, UED is used to design the MCNN parameters. The parameter layout obtained by the UED is then used in experiments to collect data that can be used for modeling. Next, MR is performed using the parameters with the average correct rate to build an MCNN parameter model. Finally, a full-factorial search algorithm is used to find the best combination of the MCNN parameters for obtaining the maximum average correct rate. Images from the modified National Institute of Standards and Technology (modified NIST or MNIST) resources, Fashion-MNIST, and PhysioNet databases are used to test the performance of the architecture and parameters of the MCNN. The experimental results demonstrate the excellent performance of the MAOM in obtaining the best combination of MCNN parameters and maximum average correct rate. The main advantage of the proposed MAOM is its systematic method of finding the best combination of the MCNN parameters for image identification and obtaining high correct rate.
I. INTRODUCTION
Convolutional neural networks (CNNs) have been highly effective in various real-world applications, including identification of images [1], speech [2] , and sounds [3] - [7] .
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Compared to its predecessors, the main advantage of a CNN is that it automatically detects important features without human supervision. A CNN model can be conceptualized as a combination of two components: a feature extraction component and a classification component. The convolution and pooling layers perform feature extraction. The convolution layers are the key component of a CNN model.
Automatically detecting meaningful features given only an image and a label is a difficult task. For example, the first layer detects edges, the second layer combines them to detect shapes, and the third layer merges this information to infer features. Fully connected layers learn how to use features produced by convolutions in order to classify images correctly and to assign a probability for the input image. The underlying principle of CNN designs (e.g., VGG [8] , GoogleNet [9] , and ResNet [10] is that the deepest layers have the highest capability to process complex and large-scale data [11] . Therefore, the trend in CNN variants is increasing depth of their architectures. As the depth of a multi-layer convolutional neural network (MCNN) increases, the number of parameters increases. Conventional methods typically optimize MCNN parameters by trial and error or by referring to data obtained in previous research. A major challenge is finding the parameters that optimize the image identification performance of an MCNN.
The authors have extensive experience in improving system performance by applying methods of parameter design, modeling, and optimization (See, e.g., Tsai et al. [12] - [15] ). Therefore, this study proposes a modeling and optimization method (MAOM) that integrates uniform experimental design (UED), multiple regression (MR), and an optimization method to optimize the parameters of an MCNN. After the MCNN architecture was defined, UED was used to design the combination of MCNN parameters. Experiments were then performed to collect data for modeling, and MR was used to build the MCNN parameters model. Finally, a full-factorial searching algorithm was employed to search the best combination of MCNN parameters for obtaining maximum average correct rate. Samples of images from the modified National Institute of Standards and Technology (modified NIST or MNIST) resources [16] and Fashion-MNIST databases were tested and discussed. The experimental results demonstrated that the proposed MAOM indeed obtained the best combination of MCNN parameters and maximum average correct rate. This paper is organized as follows. The research problem is described in Section 2. Related works of the study is briefly discussed in Section 3. Section 4 presents the use of MAOM to optimize the combination of parameters for the MCNN. Section 5 shows and discusses the example study results in two sets of images from MNIST and Fashion-MNIST datasets. Section 6 concludes the study. Figure 1 shows that an MCNN consists of an input layer, an output layer, and multiple hidden layers. The hidden layers of an MCNN typically consist of convolutional layers, normalization layers, pooling layers, and fully connected layers.
II. PROBLEM DESCRIPTION A. TYPICAL MCNN MODEL
Convolutional layers perform a convolution operation at the input and pass the result to the next layer. The convolution emulates the response of an individual neuron to visual stimuli. The convolution operation provides a solution by reducing the number of parameters so that the depth of the network increases but uses fewer the number of parameters. Normalization layers normalize the activations and gradients propagating through a network, which simplifies the optimization problem of network training. Batch normalization layers between convolutional layers and nonlinearities are used to speed up network training and reduce the sensitivity to network initialization. Pooling layers combine the outputs of neuron clusters in one layer into a single neuron in the next layer. For example, max pooling uses the maximum value from each cluster of neurons in the prior layer. The fully connected layer combines the features to classify the images. The output size parameter in the last fully connected layer is equal to the number of classes in the target data.
B. PROBLEMS TO BE SOLVED
A specific MCNN structure plus parameter optimization within the layer allows the researcher to flexibly design the MCNN that solves the image identification problem. The MCNN parameters for convolutional layers include filter size, number of filters, padding, and filter stride. Max-pooling layers also have pooling size and pooling stride parameters. As the depth of the MCNN increases, the number of parameters increases. Finding the combination of parameters that maximizes the performance of the MCNN is a challenging problem. As the number of MCNN parameters increases, the difficulty of optimizing them increases.
III. RELATED WORKS
The UED method developed by Wang and Fang [17] - [19] uses space filling designs to construct a set of experimental points uniformly scattered in a continuous design parameter space. Because it only considers uniform dispersion and not comparable orderliness, UED minimizes the number of experiments needed to acquire all available information.
The uniform layout (UL) is represented by U a (a b ), where U is the UL symbol, a is the number of levels and experiments, and b is the number of parameters. The UL is created by using the method of good lattice point. The steps of constructing UL are: Let a be the number of experiments. Find out the positive integers h that are smaller than a. The greatest common divisor between h and a is 1. The following equation is used to compute element u i,j of the UL:
where
In UED method, the UL has (a-1) columns, when a is a prime number. The UL has less than (a-1) columns, when a is not prime number, and, in this case, Wang and Fang [17] suggested removing the last row of the UL to construct the UL. For example, the ten-level UL of U 10 (10 10 ) is obtained by deleting the last row of the eleven-level UL of U 11 (11 10 ).
When the number of design parameters is less than that of the selected UL, what factors should be chosen. Thus, each UL has a table that indicates what factors should be selected for the design parameters. That is, those experimental points can be uniformly distributed in good lattices. The centered L 2 -discrepancy (CL 2 ) is considered by an appealing property that it becomes invariant under reordering the runs, relabeling factors, and reflections of the points about any plane passing through the center of the unit cube and parallel to its faces. The latter is equivalent to the invariance of replacing the ith coordinate x i by 1-x i for some i = 1, . . . ., s. The uniformity of UED is confirmed by CL 2 . For analyzing CL 2 , Hickernell [20] proposed the following mathematical expression:
Due to CL 2 , the design points of UED are uniformly scattered in the experimental domain. For example, Table 1 shows an eleven-level UL of U 11 (11 10 ) , and Table 2 is the table used for U 11 (11 10 ). Therefore, the UED is very suitable for solving problems involving multiple factors with multiple levels.
Regression analysis is used to analyze the experimental results and the fit relationships between dependent variable Y and independent variables x, after completing the UL experiments. The general regression equation is showed below and is used to search for the best combination of variables x for obtaining the best value of variable Y. where σ 0 is a constant; where σ i1 , σ i2 , . . . , σ im are the respective coefficients for x i , x 2 i , . . . , x m i ; where σ ij2 is the coefficient for x i x j ; and where ε is error.
IV. USE OF MAOM TO OPTIMIZE THE COMBINATION OF PARAMETERS FOR THE MCNN
The MAOM proposed in this study integrates UED, MR, and optimization method. First, the architecture of the MCNN is selected, and UED is used to design parameters. After UED is used to design the parameter layout, experiments are performed to collect modeling data. Third, the MR is applied to model the MCNN parameters, which is the relationship between the design parameters and the average correct rate. Finally, a full-factorial searching algorithm is employed to search the best combination of MCNN parameters for obtaining maximum average correct rate. Figure 2 shows the flowchart of the MAOM.
The steps of the proposed MAOM are as follows.
A. UED FOR DESIGNING THE COMBINATION OF MCNN PARAMETERS
The parameters for convolutional layers of the MCNN include filter size, number of filters, padding, and filter stride. Max-pooling layers also have pooling size and pooling stride parameters. (11 10 ). (11 10 ).
The output image size for the convolutional layer is calculated as follows.
where W 2 is the width of the output size, H 2 is the height of the output size, W 1 is the width of the input size, H 1 is the height of the input size, Fc is the filter size, P is the padding, and Sc is the stride. The output image size for the max pooling layer is computed as follows.
where W 4 is the width of the output size, H 4 is the height of the output size, W 3 is the width of the input size, H 3 is the height of the input size, Fp is the pooling size, and Sp is the pooling stride. To collect sufficient data for modeling, U 11 (11 10 ) in Table 1 was used to set the design parameters for the MCNN. Table 2 is the table used to select the columns of U 11 (11 10 ). The experimental output was the average correct rate. The constraints used for parameter optimization were
Since the initial weights of the MCNN were randomly set, the correct rate of each run differed. Therefore, the parameter combination for each row of the U 11 (11 10 ) was performed five times. The output value of each parameter combination was the average correct rate in five experiments. Since U 11 (11 10 ) had eleven parameter combinations, eleven output values were collected for use as training data during modeling. Additionally, five parameter combinations were randomly generated, and their output values were collected for use as testing data during model validation.
C. MR FOR BUILDING MCNN PARAMETERS MODEL
The MR was used to build the MCNN parameters model, which is the relationship between the design parameters and the average correct rate. The design parameters were the row combinations of U 11 (11 10 ) , and the output was the average correct rate. For considering over-fitting, three linear regression models, including linear, pure quadratic, and quadratic models, were used for data fitting in comparisons with each other. Stepwise regression was used to obtain the model of MCNN parameters. The selected model has smaller rootmean-square error (RMSE) and mean absolute percentage error (MAPE) for training and validation sets.
D. Full-FACTORIAL SEARCHING ALGORITHM FOR FINDING THE BEST COMBINATION OF MCNN PARAMETERS
The full-factorial searching algorithm was employed to search the best combination of MCNN parameters for obtaining maximum average correct rate. The detailed steps were as follows.
Step 1: Set available values of each design parameter as the input values. Designate the average correct rate as the output value.
Step 2: Calculate all combinations of design parameters.
Step 3: Find the maximum average correct rate by entering all combinations of design parameters into the MR equation.
Step 4: Display the best combination of parameters and the maximum average correct rate.
V. RESULTS AND DISCUSSION
The proposed MAOM was employed to optimize the MCNN parameters. This study used three sets of images from MNIST, Fashion-MNIST, and PhysioNet datasets for performance tests of the MCNN. The first dataset comprised handwritten digits, the second dataset comprised fashionrelated images, and the third dataset comprised human electrocardiogram (ECG) recordings. The MNIST database of handwritten digits has a training set of 60,000 samples and a test set of 10,000 samples. Each digit image has been size-normalized and centered in a 28 × 28 grayscale image associated with a label from 10 digits. Figure 3 shows a random selection of the MNIST database of handwritten digits. The Fashion-MNIST dataset developed by Zalando consists of a training set of 60,000 samples and a test set of 10,000 samples. Each picture is a 28 × 28 grayscale image associated with a label from 10 classes. Figure 4 shows a random selection of images from the Fashion-MNIST dataset. The human ECG recordings obtained from PhysioNet databases [21] - [23] include three groups of people: 96 recordings from persons with cardiac arrhythmia (ARR), 30 recordings from persons with congestive heart failure (CHF), and 36 recordings from persons with normal sinus rhythms (NSR). Each picture is a 224 × 224 RGB image associated with a label from 3 classes. Figure 5 shows a random selection of images from the ECG dataset. Since Matlab R2018 developed by the MathWorks is a well-known commercial software, the provided example with its parameters are one of the state of the art approaches. Therefore, the results of the MAOM are compared with those obtained by the Matlab example. The experimental environment was Matlab R2018 and its toolboxes. The network training options for the MCNN were provided by the Matlab toolbox, e.g., 'sgdm' (stochastic gradient descent with momentum optimizer), 'MaxEpochs' (maximum number of epochs), 'ExecutionEnvironment', and 'InitialLearnRate'.
Example 1 (The MNIST Database of Handwritten Digits):
The architectures of the MCNN included 8-layer and 16-layer CNNs for identifying images. The 60,000 samples of handwritten digits were used to build the MCNN parameters model. The 10,000 samples of handwritten digits were used to compare performance among MCNNs with different combinations of parameters.
The four design parameters for the 8-layer CNN architecture were filter size (Fc), number of filters (Nf), pooling size (Fp), and pooling stride (Sp). Padding (P) was set to 0, and filter stride (Sc) was set to 1. Each digit image was a 28 × 28 grayscale image. The architecture of the 8-layer CNN was shown below. The UL of U 11 (11 4 ) was used to design the combinations of the MCNN parameters (Fc, Nf, Fp, and Sp). Additionally, the number of levels for parameters Fc and Nf was set to 11. Table 3 shows U 11 (11 4 ) , the eleven-level UL used to assign the four design parameters among eleven levels. The values for factor Fc ranged from 5 to 15. The values for factor Nf ranged from 20 to 30. The values for factor Fp ranged from 2 to 7. The values for factor Sp were 1 and 2. Table 4 shows the level values of the four design parameters for the architecture of the 8-layer CNN. Table 5 shows the eleven experimental parameter combinations that combine the values of Tables 3 and 4. Table 5 also shows the correct rates for the four design parameters in identifying digits in 60,000 samples of handwritten digits in the 8-layer CNN. The eleven data of the average correct rate were used to build the MCNN parameters model. Five parameter combinations were randomly generated, and five average correct rates were collected for use as test data during validation of the MCNN parameters model. Table 6 shows the correct rates for the four design parameters when the 8-layer CNN was used to identify digits.
The datasets in Tables 5 and 6 where y is the average correct rate, x 1 is the value for factor Fc, x 2 is the value for factor Nf, and x 3 is the value for factor Fp. (11 4 ) used to allocate the four design parameters with eleven levels. The RMSE and MAPE were 3.4 × 10 −4 and 0.029%, respectively, for the training sets (Table 5) , and 7.3 × 10 −4 and 0.064%, respectively, for the validation sets (Table 6) . That is, the MCNN parameters model accurately predicted the results of parameter combinations that appeared in Table 6 . The MCNN parameters model was then used to find the maximum average rate by entering all combinations of design parameters in Eq. (5.1). The best combination of parameters was 10 for Fc, 30 for Nf, 2 for Fp, and 1 for Sp; the highest average correct rate was 99.86%. The best combination of parameters and the training set of 60,000 samples of handwritten digits were used to train the 8-layer CNN. The average correct rate in five runs was 99.79%, which approached the 99.86% rate obtained by the MR model. The trained MCNN was used to classify handwritten digits in the test set of 10,000 samples. The average correct rate in five runs was 98.91%. The parameter combination given by the Matlab example was also used in performance comparisons with that obtained by the MAOM. The combination of parameters given by the Matlab example was 5 for Fc, 20 for Nf, 2 for Fp, and 2 for Sp. Table 7 compares the correct rates obtained for identifying digits when the best combination of parameters obtained by the MAOM and the combination of parameters given by the Matlab example were used in the 8-layer CNN. The data show that the average correct rates for the combination of parameters obtained by MAOM were higher than those for the combination of parameters given by the Matlab example. Moreover, the standard deviations (SDs) of the correct rates for the best combination of parameters obtained by MAOM were lower than those for the combination of parameters obtained given by the Matlab example. That is, the best combination of parameters obtained by the MAOM was more robust than those given by the Matlab example.
The four design parameters for the16-layer CNN were filter size (Fc), number of filters (Nf), pooling size (Fp), and pooling stride (Sp). Padding (P) was set to 1, and filter stride (Sc) was set to 1. Each digit image was a 28 × 28 grayscale image. The architecture of the 16-layer CNN was set as follows. (11 4 ) was used to set the combinations of the MCNN parameters (Fc, Nf, Fp, and Sp). The values for factor Fc ranged from 2 to 4. The values for factor Nf ranged from 14 to 18. The values for factor Fp ranged from 2 to 4. The values for factor Sp were 1 and 2. Table 8 shows the level values of the four design parameters for the 16-layer architecture of the MCNN. Table 9 shows the eleven experimental parameter combinations, which combined the values in Tables 3 and 8. Table 9 also shows the correct rates obtained for the four design parameters when the 16-layer CNN was used to identify digits in 60,000 samples of handwritten digits. The eleven data of the average correct rate were used to build the MCNN parameters model. Five parameter combinations were randomly generated, and five average correct rates were collected for use as testing data in validation of the MCNN parameters model. Table 10 shows the correct rates obtained for the four design parameters when the 16-layer CNN was used to identify digits.
Image Input
The datasets in Tables 9 and 10 were used for training and validating the MCNN parameters model, respectively. Stepwise regression was used in MR to obtain the model shown below. where y is the average correct rate, x 1 is the value for factor Fc, x 2 is the value for factor Nf, x 3 is the value for factor Fp, and x 4 is the value for factor Sp.
The RMSE and MAPE are 1.66 × 10 −5 and 0.0013%, respectively, for the training sets (Table 9) , and 5.07 × 10 −4 and 0.0421%, respectively, for the validation sets (Table 10) . That is, the MCNN parameters model accurately predicted the results of the parameter combinations that appeared in Table 10 . The MCNN parameters model was then used to find the maximum average correct rate when all combinations of design parameters were entered into Eq. (5.2). The best combination of parameters was 4 for Fc, 18 for Nf, 4 for Fp, and 2 for Sp, and the maximum average correct rate was 100%. The best combination of parameters for the training set of 60,000 samples of handwritten digits was used to train the 16-layer CNN. The average correct rate in five runs was 99.94%, which approached the 100% obtained by the MR equation. The test set of 10,000 samples of handwritten digits was used to test the digit classification performance of the trained MCNN. The average correct rate in five runs was 99.43%. The parameter combination given by the Matlab example was also used for performance comparisons of the MAOM. The combination of parameters obtained by Matlab was 3 for Fc, 16 for Nf, 2 for Fp, and 2 for Sp. Table 11 shows correct rates for identifying digits when the best combination of parameters obtained by MAOM and the combination of parameters given by the Matlab example were used in the 16-layer CNN. The data show that the best combination of parameters obtained by MAOM had higher average correct rates. The SDs of the correct rates for the best combination of parameters obtained by MAOM were also lower than those for the combination of parameters given by the Matlab example. That is, the best combination of parameters obtained by MAOM was more robust than those given by the Matlab example. Figure 6 shows the training and validation processes in identifying digits using the best combination of parameters obtained by the MAOM and the combination of parameters given by the Matlab example.
Furthermore, based on performance in classifying the test set of 10,000 samples of handwritten digits (Tables 7 and 11 ), the average correct rate for the 16-layer CNN (99.43%) was superior to that for the 8-layer CNN (98.91%). The deeper MCNN had better recognition capability. Therefore, using the proposed MAOM to optimize the combination of parameters for a deep MCNN increased the effectiveness of the MCNN in identifying handwritten digits in the MNIST database.
Example 2 (Fashion-MNIST Dataset):
The architectures of the MCNN included 8-layer and 16-layer CNNs for identifying mages. The 60,000 Fashion-MNIST samples were used to build the MCNN parameters model. The 10,000 Fashion-MNIST samples were used to test the performance of an MCNN with different combinations of parameters.
The four design parameters for the architecture of the 8-layer CNN were filter size (Fc), number of filters (Nf), pooling size (Fp), and pooling stride (Sp). Padding (P) was set to 0, and filter stride (Sc) was set to 1. Each Fashion-MNIST image was a 28 × 28 grayscale image. The architecture of the 8-layer CNN was as shown below. The UL of U 11 (11 4 ) was selected for designing the combinations of the MCNN parameters Fc, Nf, Fp, and Sp.The values for factor Fc ranged from 5 to 15; the values for factor Nf ranged from 20 to 30; the values for factor Fp ranged from 2 to 7; the values for factor Sp were 1 and 2. Table 4 shows the level values of the four design parameters for the architecture of the 8-layer CNN. Table 12 shows the eleven experimental parameter combinations of values in Tables 3 and 4. Table 12 also shows the results for correct rate in identifying Fashion-MNIST images when the four design VOLUME 7, 2019 parameters were used with the 60,000 samples of Fashion-MNIST in the 8-layer CNN. The eleven data of the average correct rate were used to build the MCNN parameters model. Five parameter combinations were randomly generated, and five average correct rates were collected for use as testing data to validate the MCNN parameters model. Table 13 shows the correct rates for identifying Fashion-MNIST images when the four design parameters were used in the 8-layer CNN.
The datasets in Tables 12 and 13 where y is the average correct rate, x 1 is the value for factor Fc, x 3 is the value for factor Fp, and x 4 is the value for factor Sp. The RMSE and MAPE for the training sets (Table 12 ) were 1.9 × 10 −3 and 0.18%, respectively, and the RMSE and MAPE for the validation sets (Table 13 ) were 6.7 × 10 −3 and 0.61%, respectively. That is, the MCNN parameters model accurately predicted the results of the parameter combinations shown in Table 13 . The MCNN parameters model was then used to find the maximum average correct rate by entering all combinations of design parameters in Eq. (5.3) . The best parameter combination (Fc = 5, Nf = 20, Fp = 2, and Sp = 1) had a maximum average correct rate of 94.79%. When the training set of 60,000 Fashion-MNIST samples was used to train the 8-layer CNN, the best parameter combination had an average correct rate of 93.94% in five runs, which approached the 94.79% rate obtained by the MR equation. The test set of 10,000 Fashion-MNIST samples was used to test the image classification performance of the trained MCNN. The average correct rate in five runs was 90.11%. Performance was also compared between the combination of parameters given by the Matlab example and that obtained by MAOM. The combination of parameters given by the Matlab example was Fc = 5, Nf = 20, Fp = 2, and Sp = 2. Table 14 shows the correct rates obtained by the 8-layer CNN when the best combination of parameters obtained by the MAOM and the combination of parameters given by the Matlab example for were used to identify Fashion-MNIST images. The table shows that the average correct rates for the best parameter combination obtained by MAOM were higher than those for the combination of parameters given by the Matlab example. Moreover, for the training set, the SDs of the correct rates for the best parameter combination obtained by MAOM were lower than those for the parameter combination given by the Matlab example.
The four design parameters for the 16-layer CNN architecture were Fc, Nf, Fp, and Sp. The Pwas set to 1, and Sc was set to 1. Each Fashion-MNIST image was a 28×28 grayscale image. The 16-layer CNN had the following architecture.
The UL of U 11 (11 4 ) was used to design the combinations of the MCNN parameters Fc, Nf, Fp, and Sp.The values for factor Fc ranged from 3 to 5. The values for factor Nf ranged from 16 to 20. The values for factor Fp ranged from 2 to 4. The values for factor Sp were 1 and 2. Table 15 shows the level values of the four design parameters for the 16-layer CNN architecture. Table 16 shows the eleven experimental parameter combinations, which combined the values in Tables 3 and 15. Table 16 further shows the correct rates VOLUME 7, 2019 for the four design parameters when the 16-layer CNN was used to identify 60,000 samples of Fashion-MNIST images. The eleven data of the average correct rate were used to build the MCNN parameters model. Five parameter combinations were randomly generated, and five average correct rates were collected for use as testing data in validation of the MCNN parameters model. Table 17 shows the correct rates in identifying Fashion-MNIST images when the four design parameters were used in the 16-layer CNN.
The datasets in Tables 16 and 17 were used for training and validating the MCNN parameters model, respectively. Stepwise regression performed in MR obtained the model shown below.
where y is the average correct rate, x 2 is the value for factor Nf, x 3 is the value for factor Fp, and x 4 is the value for factor Sp. The RMSE and MAPE for the training sets (Table 16 ) were 8.03 × 10 −4 and 0.0741%, respectively, while the RMSE and MAPE for the validation sets (Table 17) were 2.1 × 10 −3 and 0.2082%, respectively. That is, the MCNN parameters model accurately predicted the results of parameter combinations shown in Table 17 .
The MCNN parameters model was used to find the maximum average correct rate by bringing all combinations of design parameters into Eq. (5.4). The best combination of parameters was Fc = 3, Nf = 20, Fp = 2, and Sp = 1, and the maximum average correct rate was 96.47%. The best combination of parameters for the training set of 60,000 Fashion-MNIST samples was used to train the 16-layer CNN. The average correct rate in five runs was 96.57%, which approximated the 96.47% obtained by the MR equation. The test set of 10,000 Fashion-MNIST samples was used to test the image classification performance of the trained MCNN. The average correct rate in five runs was 91.68%. Additionally, performance was compared between the parameter set given by the Matlab example and the parameter set obtained by MAOM. The combination of parameters given by the Matlab example was Fc = 3, Nf = 16, Fp = 2, and Sp = 2. Table 18 shows the correct rates when the 16-layer CNN was used to identify Fashion-MNIST images using the best combination of parameters obtained by MAOM and the combination of parameters given by the Matlab example. The table shows that the best combination of parameters obtained by MAOM achieved higher average correct rates. Moreover, the correct rates for the best combination of parameters obtained by MAOM had lower SDs compared to the correct rates for the combination of parameters given by the Matlab example. That is, the best combination of parameters obtained by MAOM was more robust than that given by the Matlab example. Figure 7 shows the training and validation processes in identifying images of Fashion-MNIST using the best combination of parameters obtained by the MAOM and the combination of parameters given by the Matlab example. Tables 14 and 18 further show that the average correct rate in classifying the test set of 10,000 Fashion-MNIST samples was higher for the 16-layer CNN (91.68%) than for the 8-layer CNN (90.11%). In principle, as the number of MCNN layers increases, the number of features that can be used for image classification increases, and the recognition capability increases. Therefore, using the proposed MAOM and an MCNN to find the optimal parameter combination for a deep MCNN increased effectiveness in identifying Fashion-MNIST images. The four design parameters for the 16-layer CNN architecture were Fc, Nf, Fp, and Sp. The Pwas set to 0, and Sc was set to 1. Each ECG picture was a 224 × 224 RGB image. The 16-layer CNN had the following architecture. The UL of U 11 (11 4 ) was used to design the combinations of the MCNN parameters Fc, Nf, Fp, and Sp.The values for factor Fc ranged from 3 to 5. The values for factor Nf ranged from 16 to 20. The values for factor Fp ranged from 2 to 4. The values for factor Sp were 1 and 2. Table 15 shows the level values of the four design parameters for the 16-layer CNN architecture. Table 19 shows the eleven experimental parameter combinations, which combined the values in Tables 3 and 15. Table 19 further shows the correct rates for the four design parameters when the 16-layer CNN was used to identify 130 samples of ECG images. The eleven data of the average correct rate were used to build the MCNN parameters model. Five parameter combinations were randomly generated, and five average correct rates were collected for use as testing data in validation of the MCNN parameters model. Table 20 shows the correct rates in identifying ECG images when the four design parameters were used in the 16-layer CNN.
The datasets in Tables 19 and 20 were used for training and validating the MCNN parameters model, respectively. Stepwise regression performed in MR obtained the model shown below.
where y is the average correct rate, x 1 is the value for factor Fc, x 2 is the value for factor Nf, x 3 is the value for factor Fp, and x 4 is the value for factor Sp.
The RMSE and MAPE for the training sets (Table 19 ) were 4.12 × 10 −4 and 0.034%, respectively, while the RMSE and MAPE for the validation sets (Table 20) were 0.0271 and 2.57%, respectively. That is, the MCNN parameters model accurately predicted the results of parameter combinations shown in Table 20 . The MCNN parameters model was used to find the maximum average correct rate by bringing all combinations of design parameters into Eq. (5.5). The best combination of parameters was Fc = 3, Nf = 20, Fp = 2, and Sp = 2, and the maximum average correct rate was 100%. The best combination of parameters for the training set of 130 ECG samples was used to train the 16-layer CNN. The average correct rate in five runs was 99.69%, which approximated the 100% obtained by the MR equation. The test set of 32 ECG samples was used to test the image classification performance of the trained MCNN. The average correct rate in five runs was 85%. Additionally, performance was compared between the parameter set given by the Matlab example and the parameter set obtained by MAOM. The combination of parameters given by the Matlab example was Fc = 3, Nf = 16, Fp = 2, and Sp = 2. Table 21 shows the correct rates when the 16-layer CNN was used to identify ECG images using the best combination of parameters obtained by MAOM and the combination of parameters given by the Matlab example. The table shows that the best combination of parameters obtained by MAOM achieved higher average correct rates. Moreover, for the training set, the correct rates for the best combination of parameters obtained by MAOM had lower SDs compared to the correct rates for the combination of parameters given by the Matlab example. That is, the best combination of parameters obtained by MAOM was more robust than that given by the Matlab example. Figure 8 shows the training and validation processes in identifying ECG images using the best combination of parameters obtained by the MAOM and the combination of parameters given by the Matlab example.
Remark: A deep MCNN is superior for dealing with large amounts of data. In principle, as the depth of an MCNN increases, the number of features it can use to classify images increases [8] , [11] , [24] . The experiments in the two samples in this study demonstrated this principle. Therefore, a deep MCNN should be used with the best combination of parameters obtained by the proposed MAOM to achieve the best image identification performance. About time complexity of the proposed MAOM, the Big-O is O(
, where i is the index of a convolutional layer, d is the number of convolutional layers, n i−1 is the number of input channel of the i-th layer, W i is the spatial size of the output feature map, F i is the spatial size of the filter, and n i is the number of filters in the i-th layer [25] . Compared to the Matlab example, the three examples of the study have the same time complexity as the Matlab example.
VI. CONCLUSIONS
By integrating UED, MR, and an optimization method, the proposed MAOM effectively optimizes the parameters of an MCNN used for image identification. The main contribution of this study is the development of the MAOM for rapidly obtaining the best combination of parameters for an MCNN used for image identification. Two practical applications showed that the MAOM with a deep MCNN rapidly obtains the best combination of parameters for obtaining maximum average correct rate. Experiments using the MNIST database of handwritten digits showed that the 16-layer CNN achieved average correct rates of 99.94% and 99.43% for a training set of 60,000 samples and a test set of 10,000 samples, respectively. In another test of performance in identifying Fashion-MNIST images when the best combination of parameters was used in the 16-layer CNN, the average correct rates were 96.57% and 91.68% for a training set of 60,000 samples and a test set of 10,000 samples, respectively. In the test of performance in identifying ECG images when the best combination of parameters was used in the 16-layer CNN, the average correct rates were 99.69% and 85% for a training set of 130 samples and a test set of 32 samples, respectively. In the three cases, the average correct rates and SDs for the best combination of parameters obtained by MAOM were superior to those for the combination of parameters given by the Matlab example. The best combination of parameters obtained by MAOM was also more robust than that given by the Matlab example. Therefore, we conclude that the proposed MAOM is an effective systematic method of finding the best combination of parameters in terms of average correct rate for an MCNN used to identify images.
