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Input Book a ticket from Boston to Denver 
Slots o o o o source o target 
Intent Book a flight 
Domain Airline travel 
𝑓𝑖 ∈  ℝ










ℎ⃗ 𝑡 = 𝐻(𝑊𝑥ℎ⃗ 𝑥𝑡  +  𝑊ℎ⃗ ℎ⃗ ℎ𝑡−1  +  𝑏ℎ)
ℎ⃖⃗𝑡 = 𝐻(𝑊𝑥ℎ⃗⃖𝑥𝑡  +  𝑊ℎ⃗⃖ℎ𝑡−1  +  𝑏ℎ)
𝑏𝑜𝑐 = [ℎ⃗  , ℎ⃖⃗ ]
𝑏𝑜𝑙 = 𝑊𝑏𝑜 ℎ⃗  ℎ⃗
  +  𝑊𝑏𝑜 ℎ⃗⃖ ℎ⃖⃗𝑡 + 𝑏𝑦
𝑊 𝑊𝑥ℎ 𝑏
𝑏ℎ 𝐻 𝐻





𝑇 ℝ𝑃 𝑃 𝑥𝑖 𝑖 = 1 𝑇
x ℝ𝑃×𝑇 𝑓 𝑊𝑓  ∈  ℝ
𝑃×𝑓
𝑃 𝑡
𝐹𝑀 𝑡  =  𝐹(𝑊𝑓  •  x 𝑡 ∶𝑡+𝑃−1  +  𝑏𝑓 )   
x 𝑡 ∶𝑡+𝑃−1 ∈  ℝ
𝑃×𝑓 𝑖 𝑡ℎ 𝑥𝑖  ∈  ℝ
𝑓 𝑏 𝑓 ∈  ℝ •
𝐹
𝐹𝑀 ∈  ℝ𝑇 𝑐𝑜





𝑏𝑜𝑙 = (𝑏𝑜𝑙1, … , 𝑏𝑜
𝑙
𝑇) 𝑐𝑜 = (𝑐𝑜1, … , 𝑐𝑜𝑇) 𝑏𝑜𝑡 . 𝑐𝑜𝑡 ∈ ℝ
𝑄 𝑡 = 1 𝑇









?̂? =  ∑ 𝑐𝑜𝑇𝑡=1 =  (∑ 𝑐𝑜𝑡,1
𝑇
𝑡=1 , … , ∑ 𝑐𝑜𝑡,𝑄
𝑇
𝑡=1 ) 
𝑧 =   (𝜎(?̂?)  ⊙ 𝑏𝑜1, … , 𝜎(?̂?)  ⊙ 𝑏𝑜𝑇)
𝑤 =   (𝜎(?̂?)  ⊙ 𝑐𝑜1, … , 𝜎(?̂?)  ⊙ 𝑐𝑜𝑇)
𝑦𝐶𝐴𝑀 = [𝑧 , 𝑤 ]


















                             (12) 


















74.4% 70.1% 24.5% 15.0% 8.8% 88.3% Euclidean 
73.8% 69.8% 47.9% 86.2% 1.6% 80.2% Manhattan 
77.9% 16.5% 10.1% 87.4% 5.9% 91.6% Cosine 













21.4% 22.4% 33.1% 10.5% 17.1% 22.8% Euclidean 
20.6% - 35.7% 1.4% - 20.8% Manhattan 
46.4% 17.4% 49.9% 19.2% 10.1% 34.6% Cosine 

















70.0% 66.6% 24.5% 10.9% 15.6% 88.0% Euclidean 
86.5
% 
60.8% 40.2% 77.2% 16.5% 75.2% Manhattan 
77.2% 25.2% 15.1% 85.1% 8.8% 80.4% Cosine 













29.3% 22.4% 25.1% 12.5% 10.4% 20.0% Euclidean 
39.5% - 38.4% 43.0% - 21.1% Manhattan 
35.0% 17.4% 30.9% 8.8% 11.1% 34.5% Cosine 






25.4% Topic model 
20.7% CDSSM vector 









13.8% 14.9% 100 
13.1% 15.6% 500 
13.7% 15.6% 1000 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
