Abstract. Let M = I or M = S 1 and let k ≥ 1. We exhibit a new infinite class of Polish groups by showing that each group Diff k+AC + (M ), consisting of those C k diffeomorphisms whose k-th derivative is absolutely continuous, admits a natural Polish group topology which refines the subspace topology inherited from Diff k + (M ). By contrast, the group Diff 1+BV + (M ), consisting of C 1 diffeomorphisms whose derivative has bounded variation, admits no Polish group topology whatsoever.
Introduction
We are motivated by the following question: let M be a compact one-dimensional manifold (i.e. the interval I or the circle S 1 ) and let G be a group of orientationpreserving homeomorphisms of M defined by some smoothness assumption which is stronger than C k but weaker than C k+1 . Then, is it possible to topologize G in such a way that it becomes a Polish group 1 
?
More concretely, let A be an algebra of real-valued continuous functions defined on M which contains all C 1 maps, and which satisfies the following closure properties: (1) whenever f ∈ A and f is everywhere positive then 1 f ∈ A, and (2) whenever f ∈ A and g ∈ Diff 1 + (M) then f • g ∈ A. Then for any integer k ≥ 1, by iterating the chain rule, product rule, and inverse rule for derivatives, it is straightforward to verify that the collection
comprises a subgroup of Diff k + (M). We list some significant examples of such algebras A below:
• CBV (M), the space of all continuous functions of bounded total variation; • AC(M), the space of all absolutely continuous functions; , where both containments are strict, and as dense subsets. So these groups G are in some sense natural interpolations between the C k diffeomorphism groups, which are well-known to be Polish groups in their respective C k topologies. In the cases of AC(M) and Lip(M), one can also drop below C 1 regularity, and define the groups Homeo AC + (M) and Homeo Lip + (M), consisting of those maps which together with their inverse lie in AC(M) or Lip(M) respectively. In this way we obtain groups which interpolate between the Polish groups Homeo + (M) and Diff 1 + (M), i.e. between C 0 and C 1 . Such "intermediate smoothness" conditions have risen to prominence in the study of one-dimensional dynamical systems, because such assumptions have sharp consequences on the dynamics of maps satisfying them. This connection traces back at least to the classical Denjoy theorem, which asserts that C 1+BV circle diffeomorphisms with irrational rotation number do not admit exceptional minimal invariant sets (see [12] for this and many other results of a similar flavor).
In [3] , Kallman and the author investigated the Polishability problem for several of the groups mentioned above, and it turns out that Homeo (M) are all examples of a peculiar phenomenon: they are continuumcardinality groups whose algebraic structure precludes the existence of any Polish group topology whatsoever 2 . This puts them in somewhat curious company, alongside free groups and free abelian groups on continuum-many generators ( [4] ); the automorphism group of the category algebra of R ( [6] ); the homeomorphism groups of the rationals and the irrationals ( [15] ); and very few other known examples (although this list seems to be growing recently, see [7] , [10] , [13] ).
Contrariwise, Solecki has proven in [17] that the group Homeo AC + (I) of absolutely continuous interval homeomorphisms, which have absolutely continuous inverse, does indeed carry a Polish group topology, and moreover this topology is strictly finer than the natural Polish topology inherited from Homeo + (I), and strictly coarser than the natural Polish topology on Diff 1 + (I). We remark here that if a group of homeomorphisms of M = I or M = S 1 is sufficiently rich in the sense that it is locally moving 3 , and if it carries a Polish group topology, then this topology is necessarily unique by results of Kallman ([8] ), and it generates the same Borel σ-algebra as given by the subspace topology inherited from Homeo + (M) (see [3] Lemma 1.5).
Our first main result may be viewed as an extension of Solecki's theorem for Homeo AC + (I) to higher degrees of smoothness:
2 The group Diff 1+Lip + (M ) is not mentioned explicitly in [3] , but the arguments given for Diff 1+ǫ + (M ) hold just as well for ǫ = 1, which implies the result described. 3 A subgroup G of Homeo + (M ) is called locally moving if whenever U ⊆ M is open, there is a non-identity f ∈ G whose support is contained in U . . The results of Solecki, Kallman and the author, and those of the present work seem to suggest that absolute continuity is the "right" intermediate smoothness condition to impose as opposed to Lipschitz/Hölder conditions or bounded variation, at least from the viewpoint of topological group theory. We once again emphasize this contrast with our secondary result, which builds upon the work of [3] :
Then there is no Polish group topology on Diff
A summary of the Polishability results of [17] , [3] , and the present work is diagrammed in Figure 1 .
The fact that Diff (M), we know in advance that such a strategy is doomed to fail because a Polish group topology on these groups does not exist. On the other hand, Diff 1+BV + (M) is a bit of an isolated case here: a priori, our theorem above (non-existence of Polish group topology) does not necessarily imply that the strategy will fail for Diff 1+BV + (M)-since CBV (M) fails to be separable (see Corollary 4.4) the topology, were it group, would not be Polish anyway. However, group multiplication does indeed fail to be continuous in this topology. As an aside, we take the time to prove this (possibly folklore) fact:
where d M is the metric on M and · BV is the usual norm on the Banach space CBV (M). Then for each g ∈ Diff
In Section 3 we will recall the definition and properties of absolutely continuous maps and present our Polishability results for Diff k+AC + (M), and in Section 4 we will
. . . Figure 1 . The descending chain of subgroups of Homeo + (M 1 ) which satisfy "intermediate" smoothness conditions. A solid green box enshrines a Polish group; while a dotted red box contains a group with no compatible Polish group topology. As one proceeds down the chain of Polish groups, the associated topologies become strictly finer. review maps of bounded variation and show non-Polishability of Diff 1+BV + (M). For background regarding absolute continuity and bounded variation, we found Leoni's book [9] to be a wonderful resource, and we refer the reader there for additional reading.
We remark that historically, the notions of absolute continuity and bounded variation tend to arise in duality. While functions of bounded variation satisfy certain very weak regularity properties, if one desires stronger conclusions, then the necessary strengthening of the bounded variation hypothesis often turns out to be exactly absolute continuity. This trend is epitomized by the fact that functions of bounded variation are almost everywhere differentiable but need not satisfy the fundamental theorem of calculus; those functions which do so are precisely the absolutely continuous functions (see Section 3). Similarly, for a bounded variation function g and its translation g h by a real distance h > 0, the total variation of the difference g h − g is bounded above by twice the variation of g, but need not tend to 0 as h → 0; it turns out this variation tends to 0 with h if and only if g is absolutely continuous (see [18] ). Our Theorems 1.2 and 1.1 seem to echo this classical duality: the group Diff 1+BV + (M) consists of maps which satisfy important and desirable dynamical properties, but the group cannot be given a nice natural topology; by refining to the subgroup Diff 1+AC + (M) we achieve this goal.
Preliminaries and notation
For our purposes in this article, the difference between the interval and the circle is mostly inconsequential. For this reason, we will choose some notational conventions that allow us to blur the distinction, and deal with both cases simultaneously.
We imagine S 1 as the topological quotient space I/E, where E is the equivalence relation on I identifying 0 and 1. We define the distance d S 1 in the circle via a natural parametrization, say,
where the norm is taken in C. Whenever x ∈ R and 0 ≤ x ≤ 1, we adopt the habit of identifying x with its equivalence class [x] , and understanding x ∈ S 1 or x ∈ I interchangeably. To each homeomorphism f : S 1 → S 1 we associate its unique lift mapf : R → R, which satisfies: (1)f (0) ∈ [0, 1); (2)f (x) + 1 =f (x + 1) for all x ∈ R; and (3) f (x mod 1) =f (x) mod 1 for all x ∈ R. We say such a homeomorphism f is of class C k if and only iff is of class C k . Inclusion of a circle homeomorphism f in the class C k necessarily implies thatf
, and each 1 ≤ j ≤ k. Thus we imagine each f (j) as a member of C(I) which takes the same value at 0 and 1. It is straightforward to check that the usual chain rule, product rule, and inverse rule are still valid when we view the derivatives in this way.
Naturally, we consider a circle diffeomorphism f to be of class C k+AC if f (k) is absolutely continuous, and of class C k+BV if f (k) is continuous and of bounded variation.
From now until the end of this article, unless we specifically indicate otherwise, we allow M to denote either I or S 1 . It is well known that the diffeomorphism group Diff k + (M) is a Polish group when endowed with the metric
and we make reference to this metric in several proofs.
Polishability in the absolute continuity case
Recall that a continuous function f : I → R is said to be absolutely continuous if for every ǫ > 0, there exists δ > 0 such that
is absolutely continuous. The collection AC(I) of all absolutely continuous real-valued functions on I is closed under pointwise sums, differences, products, and reciprocals provided the function being reciprocated is everywhere positive. If u : M → M is a Lipschitz (or C 1 ) homeomorphism, and F ∈ AC(I), then F •u ∈ AC(I). As we mentioned in the introduction, AC(I) consists of exactly those maps which obey the fundamental theorem of calculus; that is, if F ∈ AC(I) then F is almost everywhere differentiable and
Conversely if a map satisfies the above relation then it is absolutely continuous. By λ we denote the Lebesgue measure on R, or the normalized Lebesgue measure on S 1 or on an interval [a, b] ⊆ R, where the underlying space will be clear from the context. We denote by L 1 ([a, b]) the space of (equivalence classes up to almost everywhere equality of) λ-integrable real-valued functions on [a, b]. We denote the standard norm by · L 1 , so
Any time we employ a norm · without a subscript, it means the uniform norm applied to a continuous function F ∈ C([a, b]), i.e.
We need the following lemma which can be found in much more general form as Theorem 3.54 and Corollary 3.57 in [9] .
, and the change of variables formula holds:
We must adapt the preceding lemma to respect our notational conventions for circle diffeomorphisms.
Lemma 3.2 (Change of variables for circle maps). Let g ∈ L 1 (I) and let u :
Proof. Letũ : R → R denote the lift of u with u(0) ∈ [0, 1) and set p =ũ(0),
are both increasing C 1 diffeomorphisms and thus by the previous lemma we have
Proof. Fix u ∈ Diff 1 + (M), and let ǫ > 0. Let h be a continuous function so that g − h L 1 < ǫ/3. Using the continuity of h, find δ such that if v ∈ Diff
as well, and thus applying Lemma 3.2 we have
Proof. Fix f ∈ L 1 (I) and a ∈ C(I). Let ǫ > 0 and choose δ > 0 small enough so that
Next we give a technical argument due to Solecki, which we have extracted from his proof of the Polishability of Homeo AC + (I) in [17] . We will apply the argument in a very similar fashion later, to show the convergence of a certain sequence in L 1 .
Lemma 3.5. Let (f n ) be a sequence in Diff 1 + (M), and let f 0 ∈ Diff
uniformly. Then for every ǫ > 0, there exists δ > 0 with the property that whenever E ⊆ I is a Borel set with λ(E) < δ and (f n i ) is a subsequence of (f n ), then there is a further subsequence (f n i ℓ ) with
Proof. First check that since f ′ n → f ′ 0 uniformly, given any ǫ > 0, we can find δ > 0 with the property that whenever E ⊆ I is a Borel set with λ(E) < δ, we will have λ(f n (E)) = E f ′ n < ǫ for every n ≥ 0. Fix ǫ > 0. Choose δ so that λ(f 0 (E)) < ǫ/3 whenever E is a Borel set with λ(E) < δ. For each ℓ ≥ 1, find ǫ ℓ such that ℓ ǫ ℓ < ǫ/3, and choose δ ℓ such that λ(f n (E)) < ǫ ℓ for each n, whenever E is a Borel set with λ(E) < δ ℓ .
Now let E be a Borel set with λ(E) < δ and let (f n i ) be any subsequence. Let (K ℓ ) be an increasing sequence of compact subsets of E such that λ(E\K ℓ
We now define a new metric d on Diff Proof. First we will establish that Diff k+AC + (M) is topologically a Polish space, then we will verify that the group operations are continuous.
Separability. Clearly the metric d is chosen so that the map
is an isometry. Since the codomain is separable, (Diff
Completely metrizability. Since Diff
It is clear that ρ is compatible with d, and we claim ρ is complete. If (f n ) is a ρ-Cauchy sequence in Diff
) is a Cauchy sequence in L 1 (I). By the completeness of the former group and the latter Banach space, we can find g ∈ Diff
These convergences, together with the absolute continuity of f n , imply that for every x ∈ I we have
is absolutely continuous, whence
Continuity of inversion. By separability, it suffices to show that whenever (f n ) is a sequence in Diff n ), for n ≥ 0 we compute that
almost everywhere, where P (z 1 , ..., z k ) is some polynomial in k variables, independent of the choice of f n . Since f
0 ) uniformly as well. In addition, f n → f 0 uniformly implies that f
uniformly. Combining these facts, we see that
uniformly.
This uniform convergence implies convergence in L 1 . So to finish our argument, it remains only to see that [(f
uniformly, by Lemma 3.4 it suffices to prove:
Proof of claim. We appeal to the following fact which can be found in [16] , Exercise 17(b) with a hint:
n , let us prove that conditions (i) and (ii) above hold for some subsequence of (g n ). For (i), observe that by Lemma 3.2 (change of variables) we have
′ uniformly, we may associate to ǫ 1 a number δ > 0 with the property described in the statement of Lemma 3.5.
Since f
pointwise almost everywhere. By Egorov's theorem ([16] Chapter 3 Exercise 16 with a hint), we may find a Borel subset E ⊆ I with λ(E) < δ and such that (f
on I\E. By our choice of δ (using Lemma 3.5), we may pass to a further subsequence (n i ℓ ) so that if
Thus g n i ℓ converges to g 0 pointwise on I\A 1 , where λ(A 1 ) < ǫ 1 . Let us now relabel (g n i ℓ ) ℓ≥1 as (g 1 ℓ ) ℓ≥1 . By repeating the argument above with (g 1 ℓ ) in place of (g n ), we can find a subsequence (g 2 ℓ ) of (g 1 ℓ ) which converges to g 0 pointwise on I\A 2 , where λ(A 2 ) < ǫ 2 , for arbitrary ǫ 2 .
Letting ǫ p → 0 and iterating the argument, we may find sequences (g . If x / ∈ p A p , then there is a fixed p such that x / ∈ A p , whence g ℓ ℓ (x) → g 0 (x), because a tail of (g ℓ ℓ ) is a subsequence of (g p ℓ ). Since
1 , by the fact mentioned above. The argument we applied above to the sequence (g n ) applies just as well to any of its subsequences; that is, every subsequence of (g n ) admits a subsequence converging to g 0 in L 1 . Consequently g n → g 0 in L 1 , completing the proof of the claim.
Our arguments earlier, together with the claim, show that inversion is continuous with respect to the metric d.
Continuity of multiplication.
. Applying a classical theorem of Montgomery ([11] ), this suffices to conclude that the group multiplication is jointly continuous, since we have already shown that Diff k+AC + (M) is Polish as a topological space. So we need only check that right multiplication by a fixed element g is continuous.
We must show that if
By iterating the chain and product rules we compute that (
where Q(z 2 , z 3 , ..., z k , w 1 , w 2 , ..., w k ) is some polynomial in 2k − 1 variables. For short, let us refer to this function polynomial on the right-hand side of the expression above as Q n . Since f
• g uniformly as well, and therefore Q n → Q 0 uniformly. Thus Q n → Q 0 in L 1 . So to finish checking continuity of multiplication, we need to check that (f
This convergence holds because by Lemma 3.2,
For the second convergence, we have
Thus multiplication on the right is continuous, and Diff 
where the supremum is taken over all finite partitions c = x 0 < x 1 < ...
returns finite values for every F ∈ CBV ([a, b]), and satisfies the following properties:
If c = a and d = b, then we drop subscript and superscript, and call V (F ) the total variation of F . CBV ([a, b]) becomes a Banach space when equipped with the norm
Lemma 4.1 (Invariance of total variation under composition with circle maps). Let F ∈ CBV (I) and let u : S 1 → S 1 be an orientation-preserving homeomorphism. Then
A non-constant real-valued function G is called singular if G ′ (x) = 0 almost everywhere. The Lebesgue decomposition for functions of bounded variation states that every function G ∈ CBV (I) decomposes uniquely into a sum G = α + γ, where α is an absolutely continuous function and γ is a continuous singular function.
We will require the following lovely theorem of Wiener and Young ([18] Sections 2 and 3) for singular functions. Following an observation of Adams ([1]), we can now deduce the following fact, which easily implies that CBV (I) is a non-separable space in its given norm · BV . Corollary 4.4. Let r > 0 be arbitrary, and let B r = {F ∈ CBV (I) : F BV ≤ r} be the closed r-ball in CBV (I). Then there exists a subinterval J ⊆ R, and an uncountable family {F h ∈ CBV (I) : h ∈ J} such that
• F h ∈ B r for each t ∈ U;
• F h (0) = F h (1) = 0 for each t ∈ U; and
Proof. Let g : R → R denote the monotone function described in Theorem 4.3. Define F : I → R by:
]. For each h ∈ J we let F h : I → R be defined by
− h, 5 6 − h], and F h (x) = 0 otherwise. Each F h is nondecreasing on [0, 1 2 − h] and nonincreasing on [ 
Thus F h ∈ B r . On the other hand, if h 1 , h 2 ∈ J are distinct, then
Similarly we compute V 2 1/2 (F h 1 − F h 2 ) = r, and thus V (
It is a folklore fact that Diff 1 + (I) is homeomorphic to the Banach space {F ∈ C(I) : 
Using Lemma 3.3, and the continuity of α, we can take the term being subtracted from 2ǫ in the last line above to be less than ǫ, for large enough n. Therefore g • f n − g BV ≥ ǫ for sufficiently large n, and g • f n → g.
Lastly we will show that Diff 1+BV + (M) has no compatible Polish group topology whatsoever. The argument is based in part on the following key lemma which we present without proof here. The lemma is stated explicitly and proved for the case M = I as Lemma 2.3 in [3] ; for the case where M = S 1 , it may be easily extrapolated from the proof of Theorem 3.3.2 in [5] . (M) has some topology which makes it into a Polish group; by the previous lemma, the topology on Diff By Corollary 4.4, there exists an uncountable family {F h ∈ CBV (I) : h ∈ J} such that V (F h 1 −F h 2 ) = 4n 0 +1 whenever h 1 , h 2 ∈ J are distinct. Let {f h ∈ Diff 1+BV + (M) : h ∈ J} be such that log f ′ h − log f ′ h (0) = F h . Since J is uncountable, there must be some integer k 0 and some pair of distinct indices h 1 , h 2 ∈ J such that f h 1 and f h 2 both lie in A 2n 0 g k 0 . Therefore
2n 0 ⊆ A 4n 0 , and we have
On the other hand,
