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多くの種類がある最適計画の中で，実務においてはD最適計画が最も使われている．
そこで奥村 [6]は A，D，I の 3つの最適計画を取り上げ，応答曲面の観点から比較を行
い，D最適計画が最も良いという結論に至った．本論文では別の観点である E，G最適
性の観点から評価を行い，D最適計画の有用性の再検討を行う．評価の結果，E 最適性
の観点からは A最適計画が最も良く，G最適性の観点からは D 最適計画が最も良いと
いう結果となった．また，各計画が選択する実験点の特徴としては，A最適計画は実験
空間の内側，D 最適計画は外側を中心に取っていたのに対し，I 最適計画は外側が主で
はあったものの内側も取っていた．I 最適計画は計画の性質としてはD最適計画に近い
が A最適計画の良さもあり，総合的に安定性があるという結論を得た．
1 はじめに
実験計画法は効率的にデータの収集を考える方法であり，実験での時間とコストを節約
でき，開発速度を上げることができる．実験計画法の分野の１つに最適計画がある．最適
計画はモデルを基に計画を評価する基準を定めて，その基準で最適化して求めた計画であ
る．計算機の発達により最適計画は実用化され，実務においても使われるようになってお
り，中でもD最適計画が最も使われている．しかし，最適計画はモデルに合うように収集
されたデータにより最適化するため，基準によって結果が異なる．したがって，どの最適
計画が良いかを別の観点から評価する必要がある．
奥村 [6] は応答曲面の観点から最適計画 (A，D，I) の評価を行い，D最適計画が最も良
いという結論に至った．しかし，奥村 [6]が行っていない視点から基準の評価を行うことで
結論が変わる可能性もある．本論文では，奥村 [6]の最適計画 (A，D，I)の評価法にまだ
使われてない E，G最適性を評価指標とし，D最適計画の有用性を再検討する．
2 実験計画法
実験計画法とは，取り上げる対象の結果とそれに影響を与えると思われる因子 (実験者が
設定できるパラメータ)の関係を効率的に調べる統計的方法である．因子が 2つ以上ある
場合，交互作用が発生する．実験計画法の利点は少ない実験回数で因子と交互作用の影響
を見ることができることである．また，実験回数を減らすことで，技術者の実験ミスを未
然に防ぐことも可能である．実験計画法の流れは，因子とその水準数を決定した上で計画
に基づく実験を行い，その結果をデータ解析し，最適な水準を決定するというものである．
(永田 [5]参照)
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3 応答曲面法
応答曲面法とは，実験計画に従ってデータを収集し，それを解析することで応答と因子
の関係を探索する方法である．実験回数を nとして，i = 1，  ，nに対して応答変数 yi，
p個の因子 xi = (1，xi1，  ，xip)T，誤差 "i とし次のモデルを考える．
yi = x
T
i β + "i (1)
ここで，β = (0，1，  ，p)T は回帰係数と呼ばれる未知の定数である．また，E(yi) = xTi β
であり，"iは互いに独立でN(0，2)に従うと仮定する．応答と因子の関係を表現するE(yi)
について，式 (1)以外にxiのどのような関数型も考えることが可能である．ここでは，E(yi)
を 2次式にした
yi = 0 +
pX
j=1
jxij +
p 1X
j=1
pX
k=j+1
jkxijxik +
pX
j=1
jjx
2
ij + "i (2)
で表現できるものとして解析を行う．式 (2)は 2次モデル，E(yi)は応答曲面と呼ばれる．
jxij は因子 xij の 1次の効果，jjx2ij は因子 xij の 2次の効果を表す．jkxijxikは因子 xij
と xik の「1次1次の交互作用」を表す．理論的にはより高次の因子や交互作用を考える
ことが可能であるが，実用面では 2次までで十分な場合が多い．(Atkinson and Donev[1]，
山田 [9]参照)
4 最適計画
最適計画は，実験回数 n，計画領域，モデルを与え，計画の良さを測る基準（最適性）を
決め，その基準で最適化するように構成された計画である．最適計画は因子や水準数，実
験回数など形式に制限がなく柔軟に実験計画を組める利点がある．しかし，与えるモデル
が妥当ではない場合，再現性のない結果となる．(Atkinson and Donev[1]，山田 [9]参照)
4.1 基本概念
yを n 1の応答ベクトル，X を n (p+ 1)の計画行列とする線形回帰モデルの最小二
乗推定量 β^は残差平方和 (y  Xβ)T (y  Xβ)を最小にする
β^ = (XTX) 1XTy (3)
である．このとき，β^の分散共分散行列は以下のようになる．
V (β^) = 2(XTX) 1 (4)
(XTX) 1が小さくなるように計画を組むことで，式 (4)の V (β^)を小さくでき，信頼性の
ある統計的推測が可能となる．V (β^)を総合評価するための最適性がこれまで多く提案され
ている．最も有名なものにD最適性があり，A最適性や I 最適性も良く用いられる．計画
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行列X が連続である場合，計画領域 R(x1，  ，xp)の確率測度  によって表記できる．計
画が計画領域 Rの n回の実験なら以下のように表記できる．
 =
(
a1 a2 : : : an
w1 w2 : : : wn
)
(5)
1行目は計画点 ai，2行目は各計画点の重み wi(i = 1，  ，n)を表す． は確率測度なのでR
R
dx = 1である．全ての iに対して 0 wi 1となる．測度  から情報行列M は以下の
ように表せる．
M() =
Z
R
xxT dx = E(xxT )
=
nX
i=1
xix
T
i wi (6)
本論文の情報行列は，重み wi が全て等しいと考え，以下のように定義している．
M =
XTX
n
(7)
最適計画は，情報行列M をある基準で最適化したときの計画行列 X である．(Atkinson
and Donev[1]，山田 [9]参照)
5 最適性の種類
5.1 A最適性
A最適性は情報行列の逆行列の対角成分の和 (trace)に着目して小さくし，回帰係数の推
定値 V (β^)を小さくする立場からの基準であり，h
tr(M 1)
i
=
h
tr
n
(XTX=n) 1
oi
(8)
で表される．A最適性が最小になるように最適化して求めた計画X が A最適計画である．
情報行列M の固有値を用いて A最適性を定義することも可能である．すなわち，M の
固有値を 1，  ，p とするとき，M 1 の固有値は 1=1，  ，1=p となり，M 1 の固有値
の総和である
pX
i=1
1
i
(9)
という基準として定義できる．(Atkinson and Donev[1]，Wit，Nobile and Khanin[8]参照)
5.2 D最適性
D最適性は最適計画が研究され始めた当初からあることや式の構造上使いやすいことか
らよく用いられている．XTX の行列式を大きくし V (β^)を小さくする立場からの基準で
あり， M  = XTX=n (10)
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で表される．D最適性が最大になるように最適化して求めた計画X がD最適計画である．
情報行列M の固有値を用いてD最適性を定義することも可能である．すなわち，M の
固有値を 1，  ，p とするとき，その固有値の積である
pY
i=1
i (11)
という基準として定義できる．(Atkinson and Donev[1]，JMP10[3]，山田 [9]参照)
5.3 I最適性
I 最適性は予測分散 V (xTi β^) =2xiT (XTX) 1xi を小さくする立場からの基準である．
これらの立場の基準は，V (xTi β^)に 2，実験回数 nを用いて標準化を行った
d(xi) = n
V (xTi β^)
2
= xTi M
 1xi (12)
を用いて最適化を行う．I 最適性は予測値の標準化分散 d(xi)(i = 1，  ，n)を平均した値
を小さくする基準であり，
1
n
nX
i=1
d(xi) =
1
n
nX
i=1
xTi M
 1xi
=
1
n
nX
i=1
xTi (X
TX=n) 1xi (13)
で表される．I 最適性が最小になるように最適化して求めた計画 X が I 最適計画である．
文献によっては V 最適性とも呼ばれる．(jvbraum/AlgDesign[4]，Package `AlgDesign' [7]，
山田 [9]参照)
5.4 E最適性
E最適性は情報行列の最小固有値を最大化する基準であり，V (β^)を小さくする立場から
の基準である．情報行列M の最小固有値を min(M)とするとき，E 最適性は
min(M) = min(X
TX=n) (14)
として定義される．(Atkinson and Donev[1]参照)
この値が大きいほど E 最適性があると言える．
5.5 G最適性
G最適性は予測値の分散 V (xTi β^)を小さくする立場からの基準であり，計画領域での標
準化分散 d(xi)(i = 1，  ，n)を用いた基準
max
i
d(xi) = max
i
xTi M
 1xi
= max
i
xTi (X
TX=n) 1xi (15)
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として定義される．
この値が小さいほどG最適性があると言える．G最適性の達成度合いを評価する指標が
ある．それは p個の未知パラメータを含むモデル，計画領域，実験回数が与えられたとき
のG最適計画に対して，同一モデル，計画領域，実験回数に関する計画X がどの程度効率
的に G最適性を達成できているかを標準化分散 d(xi)(i = 1，  ，n)を用いて
Geff =
p
maxi d(xi)
(16)
のように定義したものである．この指標はG効率（G-eciency）と呼ばれ値が大きいほど
G最適性が達成できている．(Atkinson and Donev[1]，山田 [9]参照)
本論文で述べる G最適性はこの G効率を利用した．
6 計画の評価方法
統計解析ソフト「R」のパッケージの 1つである AlgDesignを導入し，A，D，I 最適性
でそれぞれの最適計画を作成できるようにした．今回は，AlgDesignで生成した最適計画
(A，D，I)を評価する指標に E，G最適性を用いる．E，G最適性は計画を生成するのに
用いるのではなく評価としてのみ用いる．E，G最適性の観点から A，D，I 最適計画のう
ち，どの計画が最も良いのか判断する．
6.1 扱うモデルについて
奥村 [6]にならい，モデルは 3因子 2次モデル (p = 10)，水準数は 3水準から 5水準の範
囲，各水準の値は 3水準 ( 1 0 1)，4水準 ( 3  1 1 3)，5水準 ( 2  1 0 1 2)，計画数は
完全要因の計画数以下とする．
6.2 解析手順
手順 1，2は奥村 [6]を参照している．
手順 1 初期計画として完全要因計画のフル行列を生成し，それらを行方向にランダムに並
び替える．(ランダム化を行うのは実際に評価値を計算する際，初期計画の並び方
でわずかに計算結果が変わるので，それらも考慮した上で評価を行う必要があると
考えたためである)
手順 2 モデルと基準 (A，D，I)の最適性に合うように，初期計画から指定した計画数分
の行ベクトル xi を選択し，最適計画 (A，D，I)を生成する．
手順 3 生成した最適計画 (A，D，I)をそれぞれ情報行列MA，MD，M I に変換し，E，
G最適性の評価値を求める．
手順 4 手順 1～3を 100回繰り返す．繰り返しで求めた，E，G最適性の評価値の平均を
出す．
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7 E最適性での計画評価
生成した最適計画 (A，D，I)を E 最適性で評価する．E 最適性は情報行列の最小固有
値を用いる基準である．そのため各計画の評価値はA，D，I 最適性でそれぞれ最適化した
計画の情報行列M の最小固有値
min(M
A) min(M
D) min(M
I)
を求め，その値が大きい計画を E 最適性の観点においてベストな計画とする．ベストの計
画に 1点，ベストの計画が 2つある場合，同点とし両方に 1点とする．3つ同点である場合
は引き分けに 1点とする．なお，値の差が 0:001未満の場合，同点とする．水準が (4，4，
4)の場合の結果を表 1に示す．
表 1: 水準 (4，4，4)の E 最適性平均値とベストな計画
計画数 A D I ベスト
12 0.255 0.081 0.141 A
24 0.341 0.088 0.130 A
48 0.231 0.108 0.131 A
60 0.186 0.140 0.140 A
表 1から水準が (4，4，4)の場合，Aが 4点で Aが最も良くなる傾向があることが分か
る．水準が (3，3，5)の場合の結果を表 2に示す．
表 2: 水準 (3，3，5)の E 最適性平均値とベストな計画
計画数 A D I ベスト
12 0.123 0.070 0.078 A
22 0.156 0.086 0.087 A
33 0.125 0.081 0.097 A
40 0.112 0.092 0.092 A
表 2から水準が (3，3，5)の場合，Aは 4点でAが最も良くなる傾向があることが分かる．
以下同様にして，水準パターンは，3つ全て等しい場合は 13通り，3つのうち 2つが等
しい場合は 25通り，3つ全て異なる場合は 4通りの全 42通りとなる．全水準パターンで評
価した得点の結果を表 3にまとめる．
表 3から総計で Aが 41点，引き分けが 1点となり，E 最適性の観点からは A最適計画
が最も良くなる．A最適計画は最小固有値が 3つの計画の中で最も大きい計画であるとい
える．表 3ではD，I は同点となったため 2つに絞った結果を表 4に示す．
表 4からDよりも I の方が良い結果であることが分かる．最終的なE最適性の観点から
の序列はD<I<Aとなる．よって固有値は全て非負なのでD最適計画は固有値が 0に最も
近く，逆行列を考える際に最も不安定さがあるといえる．
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表 3: E 最適性のベスト数の比較
水準 A D I 引き分け
3つ全て等しい 12 0 0 1
2つ等しい 25 0 0 0
3つ全て異なる 4 0 0 0
総計 41 0 0 1
表 4: E 最適性のベスト数の比較 (Aを除く)
水準 D I 引き分け
3つ全て等しい 0 10 3
2つ等しい 1 21 3
3つ全て異なる 0 4 0
総計 1 35 6
7.1 A最適計画とD最適計画の固有値の動向
A，D最適性は基準の性質上，式 (9)，(11)のようにそれぞれ固有値の和と積で定義が可
能である．水準が (4，4，4)で計画数を 24に指定した場合の固有値に着目する．
表 5: 水準 (4，4，4)，計画数 24の固有値比較
A D I
定義 固有値の和 固有値の積 定義なし
最小固有値 0.341 0.088 0.132
最大固有値 96.165 147.279 130.706
表 5から最小固有値は Aが最も大きいが，最大固有値は Dが最も大きいことが分かる．
D最適計画は固有値の積を最大化するように計画を考える．そのため最小固有値が積に影
響が出てしまうことを避け，和を用いる A最適計画よりも大きくなると思っていたが，実
際は A最適計画の方が大きくなっており予想と反した結果となった．その代わり，D最適
計画は最適性を保つためにそれ以外の固有値，特に最大固有値を大きくとり，バランスを
保っていることが分かった．A最適計画は固有値の逆数の和を最小化するように計画を考
える．そのため他の計画よりも最小固有値を大きくとることで和の最小化に最も寄与して
いるといえる．注目した水準列以外でもこれらの傾向が見られた．
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8 G最適性での計画評価
次に生成した最適計画 (A，D，I)をG最適性で評価する．G最適性は d(xi)の最大値を
用いた基準である．評価値は A，D，I 最適性でそれぞれ最適化した計画の情報行列M を
用いて
max
i
xTi M
A 1xi max
i
xTi M
D 1xi max
i
xTi M
I 1xi
となる．その値が小さい計画をG最適性の観点においてベストな計画とする．しかし，今回
は「R」パッケージ内の計算結果と合わせるため，式 (16)のG効率を評価値とする．G効
率が最も大きい計画をベストな計画とする．水準が (5，5，4)の場合の結果を表 6に示す．
表 6: 水準 (5，5，4)の G効率平均値とベストな計画
計画数 A D I ベスト
14 0.351 0.747 0.664 D
30 0.468 0.728 0.648 D
50 0.419 0.694 0.615 D
70 0.429 0.552 0.552 D I
90 0.438 0.491 0.491 D I
表 6から水準が (5，5，4)の場合，Dは 5点，I は 2点でDが最も良くなる傾向がある
ことが分かる．水準が (3，4，5)の場合の結果を表 7に示す．
表 7: 水準 (3，4，5)の G効率平均値とベストな計画
計画数 A D I ベスト
12 0.315 0.564 0.520 D
36 0.487 0.716 0.655 D
48 0.504 0.620 0.608 D
53 0.503 0.573 0.581 I
表 7から水準が (3，4，5)の場合，Dが 3点，I が 1点でDが最も良くなる傾向がある
ことが分かる．評価した得点の結果を表 8にまとめる．全水準パターンで評価に用いた水
準パターン，点数付けについては E 最適性と同様である．
表 8から総計ではDが 37点，I が 14点，引き分けが 1点となり，G最適性の観点から
は D 最適計画が最も良い結果となった．最終的な G最適性の観点からの序列は A<I<D
となる．結果を出す前は，G最適性と予測分散を小さくする立場が同じである I 最適計画
の方が結果が良くなると予想していたがD最適計画の方が良い結果となった．D最適計画
の予測分散の安定性はそれなりに高いのではないかと考えられる．
21
表 8: G最適性のベスト数の比較
水準 A D I 引き分け
3つ全て等しい 0 9 5 1
2つ等しい 0 24 9 0
3つ全て異なる 0 4 0 0
総計 0 37 14 1
9 計画ごとの選択する実験点の特徴
A，D，I 最適計画で選ばれた実験点の特徴を見る．実務において最良の実験点の位置を
事前に検討できない場合がほとんどであるため，バランス良く実験点を取ることが重要であ
る．本論文は 3因子で計画を構成しているため，実験空間を立方体として考えることができ
る．実験点の特徴の把握しやすさを考え，3つの水準が全て 3水準の場合と全て 5水準の場
合を取り上げる (4水準は中心となる点がないため省く)．3水準の全ての実験点 33（= 27）
点は，頂点 8，辺 12，面 6，中心 1の位置に区分できる．5水準の全ての実験点 53(= 125)
点は頂点 8，辺 36，面 54，中央 (中心付近)26，中心 1の位置に区分できる．それぞれの水
準で，初期計画から計画数を指定すると計画ごとにどの位置の実験点を選択する傾向があ
るかを見ていく．
表 9: 水準が (3，3，3)，計画数が 15，18，21
15 18 21
位置 A D I A D I A D I
頂点 8 8 7 7 8 8 8 8 8
辺 0 4 5 6 9 6 6 12 9
面 6 3 3 4 1 4 6 0 3
中心 1 0 0 1 0 0 1 1 1
表 9から全て 3水準の場合は，Aは中心や面付近を取り，D，I は計画数がある程度多く
ならないと中心を取っていない傾向があることが分かる．Dは頂点や辺を他の計画と比べ
て多く取る傾向がある．特に Aとの違いは顕著である．I は頂点や辺付近を取る傾向はあ
るが，面もそれなりに取っている．計画数が増えるにつれ，Aは面，Dは頂点，辺を先に
全部取ろうとする傾向がある．
表 10から全て 5水準の場合は，Aは中央が他の計画と比べて圧倒的に多いことが分かる．
Aは 3水準の場合は面を最も多く取る傾向があったが，5水準で新たに中央という中心付近
の位置が追加されたことで面ではなく，そちらを取る傾向に変わった．Dは計画数が増え
るにつれ，頂点，辺，面の位置の実験点を多く取る傾向がある．逆に中央は計画数が増え
てもほとんど取っていない．I は 5水準の場合だとDの傾向がより強いと思われる．その
理由として中央を Aと比較するとほとんど取っていないためである．
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表 10: 水準が (5，5，5)，計画数が 30，60，90
　　 30 60 90
位置 A D I A D I A D I
頂点 8 8 8 8 8 8 8 8 8
辺 3 20 13 19 36 36 25 36 36
面 9 0 6 9 13 9 30 43 39
中央 9 1 2 23 2 6 26 2 6
中心 1 1 1 1 1 1 1 1 1
表 9，10から全体的にバランス良く実験点を取れていたのは，Aと I であった．また E，
G最適性での計画評価の結果を踏まえると面や中央が多いと固有値が大きく解析的に安定
し，それ以外の外側付近が多いとモデルを用いた予測精度が上がるといえる．
10 まとめ
別の観点から計画の評価を行った結果，D最適計画は特別優れた計画ではないと思われ
る．E 最適性の観点からの評価は A最適計画が最も良いという結果となった．G最適性の
観点からの評価はD最適計画が最も良いという結果になった．各計画が選択する実験点の
特徴を見たところ，A最適計画は与えれた実験空間の内側を多くとる傾向がある計画とい
える．D最適計画は A最適計画とは対象的に頂点や辺などの実験空間の外側付近を多く取
る傾向がある．I 最適計画は外側が主ではあったものの内側も取っていた．よって，最小固
有値を小さくとる解析的な不安定さや実験点を外側中心に取る傾向からD最適計画だけに
頼るのは良い実験計画を考える上で不十分であると考える．今回どの観点からでも中立的
な立ち位置であった I 最適計画が取り上げた 3計画の中で最も万能であると思われる．I 最
適計画は計画の性質としてはD最適計画に近いがA最適計画の解析的な安定さもある．ま
た実験点を選択するときは，D最適計画と比べて部分的に集中しすぎず，実験点のバラン
スがとれている．これらを総合的に判断すると I 最適計画が最も安定性がある良い計画で
あるといえる．
11 おわりに
本論文を通して，それぞれの最適計画の性質を別の観点から評価できた．当初は評価指
標にどの最適性を用いるかで時間を使い，他の基準に変えて評価することも検討していた
が，満足いく結果が出たと思う．しかし，評価の観点はまだ残されているため，本論文と
は異なる観点から評価を行うことでまた新規性のある結果が得られる可能性はある．観点
の候補としては，今回評価指標に用いていない他の最適性での評価やモデル選択などから
の評価が考えられる．
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