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Abstract: We present results of computational modeling of the formation of uniform spherical 
silver particles prepared by rapid mixing of ascorbic acid and silver-amine complex solutions in 
the absence of a dispersing agent. Using an accelerated integration scheme to speed up the 
calculation of particle size distributions in the latter stages, we find that the recently reported 
experimental results — some of which are summarized here — can be modeled effectively by 
the two-stage formation mechanism used previously to model the preparation of uniform gold 
spheres. We treat both the equilibrium concentration of silver atoms and the surface tension of 
silver precursor nanocrystals as free parameters, and find that the experimental reaction time 
scale is fit by a narrow region of this two-parameter space. The kinetic parameter required to 
quantitatively match the final particle size is found to be very close to that used previously in 
modeling the formation of gold particles, suggesting that similar kinetics governs the 
aggregation process and providing evidence that the two-stage model of burst nucleation of 
nanocrystalline precursors followed by their aggregation to form the final colloids can be 
applied to systems both with and without dispersing agents. The model also reproduced semi-
quantitatively the effects of solvent viscosity and temperature on the particle preparation. 
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I. Introduction  
Highly dispersed uniform particles are widely used presently in various areas of 
technology and medicine and are likely to be incorporated into many other applications in the 
future. One of the most versatile methods for preparing such systems is by chemical 
precipitation in homogeneous solutions. While theoretical and computational modeling of 
chemical synthesis of colloids and nanoparticles has advanced recently, more progress needs to 
be made in understanding the complex phenomena involved, which take place over multiple 
length and time scales. In this study, we report computational modeling of the size distribution 
of secondary polycrystalline colloid particles produced by aggregation of primary nanosize 
crystalline precursors.  
Although initially colloidal dispersions of narrow size distribution were widely thought 
to consist of monocrystalline particles,1,2 experimental evidence eventually accumulated3-13 
showing that, in many cases, the final particles are in fact polycrystalline. Since aggregation of 
diffusing particles generally produces a widening size distribution, this presented a theoretical 
challenge to explain the narrow size distribution. Several aggregation models were proposed 
that could produce narrow size distributions.14-21 In particular, a model was proposed which 
produced size distributions with narrow (relative) width by a two-stage process, coupling an 
initial nucleation of primary nanocrystals with the aggregation of these nanocrystals into 
secondary nanoparticles.22 In this model, the initial strong nucleation of nanocrystals leads to a 
sizeable peak of small secondary aggregates. If the nucleation rate of nanocrystals then 
decreases in time with the proper profile, as occurs naturally in the nucleation process, then the 
initial peak of secondary aggregates grows to larger sizes, while few additional secondary 
aggregates are formed. Thus a well-defined peak of secondary particles grows with its average 
size increasing at least as rapidly as its width, resulting in a narrow size distribution.  
An important simplification was to approximately account for the growth of primary 
particles after nucleation, as well as the absorption of monomers (atoms, molecules) by the 
secondary particle distribution, with the assumption that the aggregating primary particles were 
of an (experimentally determined) uniform size throughout the process. In addition, from 
experimental observations, the secondary particles were assumed to consolidate rapidly into 
spheres with the bulk density, on time scales much faster than that of the diffusive processes. 
This allowed the Smoluchowski rate23 s s 14K R Dπ= for the diffusive capture of smaller 
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particles with diffusion constant D1 by a larger particle with radius Rs, under the assumption of 
diffusion limited process, i.e., “instantaneous” reaction/merging of the smaller particles with 
the larger particle, to be used as a basis for the aggregation rates of primary particles.  
In general, with ( )sN t  the concentration of secondary particles containing s primary 
particles, the rate equations for aggregation of secondary particles can be written  
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where 2s  refers to the greatest integer less or equal to 2s , and where the first sum is 
understood to be zero for 1s = . The Smoluchowski rate for two spherical particles is 
defined23,24 as ( ), 4 ( )i j i j i jK R R D Dπ= + + , with, under the instantaneous reaction 
assumption, the kinetic coefficients , 1i jf =  for i j≠ , but , 1/ 2i jf =  for i j= .  
 However, it has been observed experimentally and argued theoretically that larger 
secondary particles almost never merge,22,24-27 presumably because of the relatively small area 
of potential contact between their surfaces and kinetic factors, suggesting that ,i jf  can be taken 
to be zero for ,i j  both above a certain size. In addition, the merging of small primary particles 
(generally ~ 10 nm) does not fully comply with the assumptions behind the Smoluchowski 
rates both because the concept of a depletion zone becomes suspect in the case of small 
equally-sized particles, and because one can easily imagine that encounters between such 
particles may not always results in a merger (violating the instantaneous reaction assumption). 
Thus, the smallest secondary particles may also require adjusted kinetic factors ,i jf .  
 Here we consider experimental data for synthesis of spherical silver colloid particles. 
The experimental details were reported in Ref. 28, and pertinent results are reproduced here. 
We then use the model of only singlet (precursor nanocrystal) capture by larger aggregates,22,24-
27 which would correspond to taking , 0i jf =  unless 1i =  or 1j = . This assumption of singlet-
dominated aggregation is explained shortly. It was also made in the first application of the two-
stage model to the formation of gold nanoparticles.22 Our aim in this work is to further develop 
and test the model, as well as establish that the newly studied silver colloid system is described 
by the same approach used previously for modeling of gold. 
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 In its initial application to the gold system,22 the model produced a distribution with 
small relative width, but with an average size 3-5 times too small, indicating that too many 
secondary particles were produced. A second modeling effort for the gold system25 
demonstrated that reducing the kinetic parameter 1,1f  to values significantly less than 1, as 
relaxing the instantaneous reaction assumption for singlet-singlet aggregation would suggest, 
reduced the number of produced secondary particles and increased the average size of the final 
secondary particle distribution. We note that the kinetic parameters 1, jf  for 1j >  are kept at 
their diffusion-limited values, 1. An application of the model to the synthesis of CdS particles26 
found that a value of 41,1 5.0 10f
−= ×  produced good agreement with the average size of the 
experimental CdS particle distribution, and that the same value also produced reasonable 
agreement for the gold system of Refs. 22 and 25.  
A second approach was taken with the CdS system,27 in which the assumption of singlet 
dominance was relaxed, and a cutoff size maxs  for secondary particle aggregation was 
introduced as a parameter, with  
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It was found that a value of the parameter max 25s =  produced a similar effect in the CdS 
system as the parameter 41,1 5.0 10f
−= × had for the CdS system in Ref. 26. Both adjustments to 
the coefficients ,i jf  serve to limit the number of secondary particles produced, and it seems 
likely that physically realistic modeling of the aggregation process would entail some 
combination of the two approaches — values of ,i jf  less than those associated with 
instantaneous reaction, and a cutoff size above which the merging of two secondary particles is 
strongly suppressed. Here, in order to more fully explore the parameter space of the model in 
applying it to the silver system, we have used the less computationally intensive, singlet-
dominated formulation. For simplicity, beginning in Sec. II, we will refer to the parameter f1,1 
as f. 
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The paper is organized as follows. In Sec. II, we summarize the experimental procedure 
and results reported recently28 for the production of uniform silver spheres. In Sec. III, we 
describe the two-stage model for particle growth previously applied to understand the synthesis 
of gold and cadmium sulfide nanoparticles, and describe the implementation of a computational 
technique enabling accelerated integration of the two-stage model to longer time scales. In 
Sec. IV, we revisit the application of the two-stage model to the gold system, using the 
accelerated integration technique. In Sec. V, we apply the model to silver nanoparticle 
production, performing a simultaneous fit of the surface tension and equilibrium concentration 
parameters. We then compare the value of the kinetic parameter required to match the 
experimental size distribution to the value required in the gold system, and study the effect of 
solution viscosity and temperature. 
 
II. Experimental System 
 We apply the two-stage model here to chemical synthesis of uniform silver spheres via 
reduction of silver-polyamine complexes with iso-ascorbic acid. This experimental system was 
described and characterized in detail recently.28 The system has commercial relevance as a 
straightforward way to produce uniform dispersed silver particles that are useful in the 
production of silver conductive structures in the electronics industry. Several methods, 
including photoreduction, spray pyrolysis, and precipitation in homogeneous solutions or 
reverse micelles, are available for the preparation of silver particles. Precipitation in 
homogeneous solutions remains the most versatile approach, due to the possibility of using a 
broad range of solvents and a large variety of reducing, dispersing, and complexing agents. 
Depending on the experimental conditions chosen, the precipitation method investigated in 
Ref. 28 yields spherical silver particles of a narrow size distribution, with an average diameter 
ranging from 80 nm to 1.3 µm. From the applications point of view, this method is favorable, 
because, in contrast to most precipitation protocols, it generates dispersed silver spheres in 
concentrated systems in the absence of a dispersing agent. As a result, the particles are free of 
the organic residues that adversely affect their performance in most electronic applications. 
From the modeling point of view, the dispersing agent should not impact the dynamics of the 
aggregation of nanosize precursors, because the precursors (as well as the monomers) are 
below the size range affected by such agents. The results presented in this paper, specifically 
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the similar value of the kinetic parameter, f, required to achieve agreement between the 
computed and experimental average particle size in the gold and silver systems, support this 
expectation.  
As in the previously studied colloidal gold system,22 here both electron microscopy and 
X-ray diffraction have shown that the silver spheres were composed of smaller crystalline 
subunits. The field emission scanning electron microscopy (FESEM) images in Fig. 1, which 
correspond to the T = 60 C case in Ref. 28, reveal the presence of subunits with an approximate 
size of 12-20 nm. The size of the subunits was also calculated from X-ray diffraction 
measurements, see Fig. 1(c), using the Scherrer formula.29 The calculated size of 18-20 nm (as 
obtained from several diffraction peaks) agreed with the size observed by FESEM, providing 
strong evidence that the final silver spheres formed by an aggregation process and that the two-
stage model should be applicable. The succession of vivid colors during the early stages of the 
precipitation confirmed the presence of the dispersed subunits and growing aggregates. 
 A lower magnification electron micrograph of the silver particles produced at T = 60 C 
is shown in Fig. 2a. Their size distribution (Fig. 2b) was obtained by direct measurement of 
over 200 particles from FESEM images. In Ref. 28, the effects of varying a number of 
experimental parameters on the reduction process were examined. In Fig. 3, FESEM images of 
the particles produced at 60 C in both aqueous solvent and in diethylene glycol (DEG), which 
is considerably more viscous, are shown. In Fig. 4, FESEM images of particles produced at 
temperatures T = 40 C, 60 C, and 80 C are presented. In Sec. V, we will evaluate the extent to 
which the two-stage model can explain the results in solvents of different viscosity and at 
varying temperature. 
  
III. Two-Stage Model of Particle Growth 
 The two-stage model for particle growth was developed to explain the narrow size 
distribution occurring in synthesis of gold nanoparticles.22,25 The model was motivated by 
experimental observations22 that the uniform gold particles were actually polycrystalline, 
formed by aggregation of many smaller crystalline subunits. As mentioned in the Introduction, 
a polycrystalline structure in uniform colloids had been observed in many other systems as 
well.9-19,26-28 In the model, an initial process of nucleation of clusters (primary particles) is 
described by standard burst-nucleation theory. The reduction process results in a supersaturated 
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solution with monomer (here, aqueous neutral metal atom) concentration c . Driven by thermal 
fluctuations, small nanoclusters (embryos) are produced, whose size distribution is controlled 
by the free energy of an n-monomer embryo, of the following form,22,25,30  
  ( ) ( ) 2 2 /30, ln 4G n c nkT a nc c π σ∆ = − +  ,     (3) 
where k  is the Boltzmann constant, T  is the temperature in Kelvin, 0c  is the equilibrium 
concentration of monomers, and σ  is the effective surface tension. The first term is the free-
energy contribution of the “bulk” of the embryo. The second term represents the surface free-
energy, proportional to the surface area of the embryo, and therefore to 2 /3n . The effective 
solute radius a , chosen so that the radius of an n-solute embryo is 1/3an , is defined by 
requiring that 34 3aπ  is the “unit cell” volume per monomer (including the surrounding void 
volume) in the bulk material crystal structure. 
At small cluster sizes, the surface term dominates, creating a free-energy barrier to the 
nucleation of a thermodynamically stable cluster. The peak of the nucleation barrier occurs at 
the critical cluster size, 
  ( )
32
0
8
3 lnc
an
kT c c
π σ =    
 .       (4) 
For cn n< , the concentration ( , )P n t  of n-monomer nanoclusters is assumed to follow a 
thermal distribution,  
  ( , )( , ) exp G n cP n t c
kT
−∆ =     .        (5) 
The rate of production of supercritical clusters is then given22 by 
  ( ) ( )2 ,( ) , exp
c c
c
n c n
G n
t K P n t K
kT
cc cρ −∆ = =   
 ,    (6) 
where 
  ( ) ( )1/ 3 1/ 3 1/ 3atom atom atom4 4nK a an D D n an Dπ π−= + + ≈     (7) 
is the rate constant in the Smoluchowski description of diffusive capture of particles.23 These 
expressions involve various approximations described in earlier works.22,25,30 A key quantity is 
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the rate at which monomers are consumed by the growing supercritical clusters, thereby 
reducing the supply of monomers available to constitute the thermal distribution Eq. (5), 
  ( )c
dc n t
dt
ρ= −  .        (8) 
The nucleation rate ( )tρ  from Eq. (6) is then used as input to a kinetic model for the 
aggregation of the primary particles into secondary, polycrystalline aggregates. The master 
equation for the aggregation process under the assumption of singlet-dominance takes the form 
 1 1 1 1 , for 2 ,s s s s s
dN K N N K N N s
dt − −
= − >     (9) 
where ( )sN t  is the time-dependent number density (per unit volume) of secondary particles 
consisting of s primary particles (the expressions for s = 1, 2 will be given shortly). The 
attachment rate, sK , is modeled using the Smoluchowski rate for diffusive capture, already 
encountered in the Introduction, of the form 
  ( )1 14 ( )s s sK R R D Dπ= + +  .       (10) 
Here 1/31.2sR rs= is the radius of a secondary particle containing s primary particles, with the 
factor 1.2 calculated as ( ) 1/30.58 1.2−  , where 0.58 is the typical filling factor for random 
loose packing of spheres.31 The diffusion constant of a secondary particle containing s primary 
particles is given by 1/31sR D s
−= . The average radius r of the primary particles is available 
experimentally (from X-ray diffraction), from which the primary particle diffusion constant can 
be calculated using the Stokes-Einstein relation: 1 / 6D kT rπη= . Note that in Ref. 22, the 
attachment rate was approximated as 14s sK R Dπ= , which corresponds to the limit 1s . Here 
we follow Ref. 25 and use the full expression Eq. (10). 
 For the case 2s = , the master equation was taken in Ref. 25 to be 
  22
1 1 2 1 2
dN fK N K N N
dt
= −  .       (11) 
As discussed in the Introduction, for the assumption of instantaneous reaction (diffusion- 
limited kinetics), the kinetic parameter f would be 1/2. Here, using the singlet-dominated 
approach of Eq. (9), we will eventually use 1/ 2f   to limit the number of secondary particles 
produced. The evolution of the singlet (s = 1) population is given by 
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  1
2
( ) j
j
dNdN t j
dt dt
ρ ∞
=
= − ∑  .       (12) 
 To make the model numerically tractable, the diffusive growth of already-nucleated 
primary particles is not explicitly included, but is incorporated by the use of the experimentally 
determined primary particle size. In combination with Eq. (8), this can lead to the conservation 
of matter being violated. Thus, the final resulting distribution Ns(t) is regarded as relative,22,25 
and must be normalized to correspond to the total amount of matter initially present, given by 
the initial monomer concentration, ( 0)c t = . 
 
IV. Simulation Results for Gold 
In Ref. 26, it was found that kinetic parameter 45.0 10f −= ×  produced approximate 
agreement with the experimental average particle size at saturation for both CdS and Au 
systems. Here, we will compare the present Ag system with the Au system of Refs. 22 and 25. 
With the benefit of the accelerated integration scheme (detailed in Appendix A) to access 
longer time scales, we adopt an explicit criterion for saturation. In this section, we thus re-
examine the Au system in our more explicit numerical framework, to enable a direct 
comparison with the Ag system. 
We first illustrate what we mean by the “saturation” of the secondary particle 
distribution. In Fig. 5, the secondary particle distribution is shown at times t = 0.1, 1.0, 5.0, and 
10.0 s, for parameter values 15 30 1.0 10 mc
−= ×  (taken from the literature32 in Ref. 22) and 
0.555 N/mσ = . The distribution moves outward toward larger sizes between t = 0.1 s and t = 
5 s, and then begins to move more slowly between t = 5 s and t = 10 s. With the supply of 
primary particles to feed the secondary distribution nearly exhausted, the distributions at times 
t > 10 s (not shown) are found to lie almost on top of the distribution at t = 10 s. It is in this 
sense that the distribution is said to saturate at a time scale of approximately 10 s. (We note that 
in Ref. 25, because a rough criterion for the saturation time was used, a somewhat different 
value of 0.51N/mσ =  was identified as best fitting the experimental time scale.) 
The distributions in Fig. 5, as well as in our other calculations presented later, have been 
normalized so that the total amount of matter, including monomers, primary particles, and the 
secondary distribution, is constant in time and equal to the initial monomer concentration 
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c(t=0). The right vertical axis is given in units of concentration per unit diameter 
( 3 4m /m = m− − ), so that the integral of the distribution 
0
( ) d ( 0)N D D c t
∞ = =∫  has the correct 
units of concentration ( 3m− ). The left vertical axis expresses the total concentration, over a 
diameter interval of 1 nm, in the more commonly used units of mol/L. 
Here we have adopted the following numerical criterion for the saturation time. First, 
we use a highly accelerated integration scheme, based on the treatment in Ref. 33, to 
approximate the average size of the particle distribution as a function of time. These equations 
are presented at the end of Appendix A. The average size at full saturation, fulld , is recorded at 
the first time, fullt , for which the average size at earlier time full / 2t  is greater than full0.995d . 
We then integrate the system a second time, using the accelerated scheme presented in the first 
part of Appendix A. This scheme is slightly more accurate and still much faster than using the 
full system of Eqs. (6)-(12), and furthermore, it yields the actual size distributions. The 
simulated time satt , to be compared to the time of the end of observable color changes of the 
solution in experiment, is then set to when the average size reaches 90% of the value at full 
saturation, i.e., ( )sat full0.9d t d= . Other criteria for correspondence with the experimentally 
observed saturation time are possible, but would not change our main conclusions.  
Using the criterion for saturation described above, the saturation time was found to be 
satt = 7.5 s, in approximate agreement with the experimentally observed saturation time of 
~ 10 s. With kinetic factor f = 1/2, the average particle size at full saturation was 
full 0.624 0.02 md µ= ± , as compared to the experimentally observed final size 
expt 2.0 0.2 md µ= ± . Using f = 10–4, the saturation time was unchanged at satt = 7.5 s, but the 
diameter increased to sat 1.973 0.035  md µ= ± , in close agreement with experiment.  
 
V. Simulation Results for Silver 
In applying the two-stage model to the experimental Ag system described in Sec. II, we 
found that the available literature values34 for equilibrium concentrations of Ag (in highly 
purified, neutral, degassed water) were in the range 20 30 1.4-2.0 10 mc
−= × . Given the large 
difference from the value for gold quoted above ( 15 30 1.0 10 mc
−× ), as well as the evidence 
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for surface contamination by surface oxides, adsorbed O2, and/or dissolved O2, in the 
experiments for silver cited in Ref. 34, we decided to treat not only the surface tension but also 
the equilibrium concentration as a free parameter. A series of simulations were run at different 
values of the two parameters ( 0,cσ ), using kinetic parameter f = 0.5. The following parameters 
were used, appropriate for the 60T C=  case in aqueous solvent described in Sec. II: 
25 3( 0) 5.576 10 mc t −= = × , 60 333T C K= = , 101.60 10 ma −= × , 91 8.7 10 mr −= × , 
9 2 1
atom 3.63 10 m sD
− −= × , 11 2 11 5.97 10 m s .D − −= ×  The diffusion constants atomD  and 1D  
were calculated using the Stokes-Einstein relation with viscosity 
2H 0 0.4666 mPa sη =  at 60 C, 
and with the approximate hydrodynamic radii 10atom 1.44 10 mr
−= ×  and 91 8.7 10 mr −= × , 
respectively. 
 The results are illustrated in Fig. 6, which combines a contour plot of the saturation time 
with a representation of the average particle sizes (at full saturation) on a regular grid of points 
( 0,cσ ). Interestingly, the saturation time — determined using the criterion ( )sat full0.9d t d=  
described above — depends in a systematic way on both the surface tension and the 
equilibrium concentration. It varies over an enormous range, from 10–5 s in the lower left 
corner of the figure to 1013 s in the upper right corner. We caution, however, that the 
assumption of the dominance of the singlet-cluster attachment process becomes suspect for 
saturation times above ~ 300-500 s, at which point the processes of cluster-cluster attachment 
and Ostwald ripening become relevant. Thus the saturation time of ~ 1013 s for parameter 
values 20 300.55N/m, 10 mcσ −= = , while accurate for the mathematical model, would likely 
be much lower in experiment.  
The diameter fulld  at full saturation also varies widely, from 70.7 nm at 
17 3
00.40 N/m, 10 mcσ −= = , to 17.8 mµ  at 20 300.55 N/m, 10 mcσ −= = . For the particles 
shown in Fig. 2, the experimentally observed time scale for saturation was ~ 100 s. This time 
scale can be reproduced in simulation by using values of ( 0,cσ ) drawn from anywhere along 
the 100 st =  contour in Fig. 6. A previous study35 of the surface tension of silver nanoparticles 
reported the surface tension in colloidal solution as 0.525 N/mσ = . We therefore provisionally 
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identify the joint parameter values 18 300.525N/m, 1.15 10 mcσ −= = × , which results in a 
saturation time sat 96.7 st = , as the best fit to our experimental results. However, it is important 
to note that the value 0.525 N/mσ =  is at the lower end of a wide range of values for the 
surface tension of silver particles reported in the literature.35 Our main finding at this point is 
not that the parameter values 18 300.525N/m, 1.15 10 mcσ −= = ×  are precisely correct, but that 
the joint values of ( 0,cσ ) must be drawn from the relatively narrow 100 st =  contour region. 
 The particle size distribution as a function of time, for the best-fit parameter values 
18 3
00.525N/m, 1.15 10 mcσ −= = × , and kinetic parameter f = 0.5, is shown in Fig. 7 (the left 
data series). The average size at full saturation is full 0.349 0.008 md µ= ± , which is smaller 
than the experimentally observed particle size expt 0.967 md µ= . Using kinetic parameter f = 
45.0 10−×  leaves the saturation time unchanged, but increases the average size at full saturation 
to full 0.970 0.003 md µ= ± , in quantitative agreement with the experimental results. Thus, the 
value of the kinetic parameter, f = 45.0 10−× , required to match the experimentally observed 
final particle size in this silver system is quite close to the value f = 41.0 10−× which was 
required in Sec. II to match the experimental size in the gold system. In addition, the value is 
equal to that found in Ref. 26 to be required to match the experimental particle size in the CdS 
and Au systems. This suggests that the kinetic parameter represents similar physics at work in 
the three systems. 
 We next investigate the degree to which the two-stage model reproduces the effects of 
varying the solvent used in synthesizing the Ag particles. As illustrated in Fig. 3, the use of a 
more viscous solvent than water, namely diethylene glycol (DEG), with36 DEG 7.64 mPa sη =  
at T = 60 C, resulted in a much smaller final particle size. The saturation time was observed to 
be quite close to the aqueous system (~ 100 s). Using several reasonable assumptions, we can 
account semi-quantitatively for this significant decrease in the final particle size. First, we 
assume that the diffusion constants atomD  and 1D  of both individual silver atoms and primary 
particles in DEG are related to those in water by the hydrodynamic relation 
( )2 2DEG H O H ODEGD Dη η= . To achieve a saturation time ~ 100 s, it is then necessary to 
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decrease slightly the value(s) of σ  and/or 0c , which is consistent with the fact that alcohols are 
usually found to have lower equilibrium concentrations than water. We chose the values 
0.505N/mσ =  and 18 30 1.0 10 mc −= × .  
 As shown in Fig. 8, using kinetic parameter 45 10f −= ×  resulted in an average size at 
full saturation full 0.693 md µ=  and a saturation time sat 77.1 st = . However, it is reasonable to 
suppose that the kinetic coefficient f in DEG is somewhat larger than that in water, since the 
increased rotational viscosity of DEG may result in a higher probability of an encounter 
between singlets (primary particles) producing a permanent merger of the two particles —
 indeed, rotational diffusion was identified as a contributing factor to the suppression of the 
formation of dimers in protein crystallization in solutions.37 As illustrated in Fig. 8, increasing 
the value of f to 0.005 or 0.05 brings the average size at saturation closer to the experimental 
value of 80 nm. Still, the remaining factor of 3-4 indicates that our model does not completely 
capture the behavior in the DEG solvent. Resolving this discrepancy may require a more 
accurate understanding of the kinetic coefficients ,i jf  in Eq. (1). 
 Finally, we investigate the effect of the temperature on the final size distribution, 
attempting to model the experimental results shown in Fig. 4. Table I shows the saturation 
times and the average sizes at saturation at the three temperatures T = 40, 60, and 80 C, as well 
as the saturation time and average size (at full saturation) in simulation, using the best-fit 
parameters 18 300.525 N/m, 1.15 10 mcσ −= = × , and kinetic parameter f = 45.0 10−× . The 
calculated average diameters are in reasonable agreement with those from experiment. The 
saturation times show the same trend as in the experiment, decreasing from T = 40 C to 
T = 80 C, but vary over a much larger range in simulation than in experiment. As noted above, 
the simulated saturation time sat 12530 st =  at T = 40 C would be expected to be shorter in 
experiment, due to competition from other kinetic processes of ripening and broadening past 
~ 300-500 s. The discrepancy in the predicted time scale at T = 80 C is more difficult to 
understand, but may result from the (slight) dependence of both σ  and 0c  on temperature. As 
seen in Fig. 6, even small changes in these parameters can significantly affect the time scale. 
The actual size distributions at each temperature are shown in Fig. 9. 
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 In conclusion, we have used the two-stage model previously applied to Au and CdS 
systems to model the production of uniform spherical silver particles. The use of an accelerated 
integration scheme applicable to later times enabled the exploration of the parameter space of 
both the surface tension 0c  and equilibrium concentration 0c , with the conclusion that they 
play a comparable role in determining the saturation time for particle production. We 
determined that the kinetic parameter f in the singlet-dominated aggregation scheme does not 
noticeably affect the saturation time in the model, and that the value of f required to match the 
average final particle size in the Ag system is very similar to that required in the Au and CdS 
systems. This provides further evidence that the model captures important aspects of the 
kinetics of aggregation in chemical synthesis across different experimental systems. With 
parameters optimized for T = 60 C in aqueous solution, the model was found to account semi-
quantitatively for experimental results at different temperatures and in the solvent diethylene 
glycol (DEG). It seems likely that a more accurate model for the kinetics of aggregation at 
small primary particles size, intermediate between the singlet-dominated approach with 
f  1/2 and the approach of Ref. 27 involving a cutoff size for primary particle aggregation, 
may be required to produce quantitative agreement with experiment over a range of 
temperatures and solvents. 
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Appendix A. Accelerated Integration Schemes for the Two-Stage Model 
 The numerical integration of Eqs. (6)-(12) slows down considerably at later times, as 
the size of the largest secondary particle, and therefore the size of the array storing the 
distribution ( )sN t , increases. Moreover, as illustrated in Sec. 4, the size distribution approaches 
its saturated form very slowly, in “logarithmic” time. These two factors combine to make the 
total computational time needed to reach saturation, using the full system of Eqs. (6)-(12), 
extremely long. Large-scale numerical simulations of Ref. 26 thus used a complicated adaptive 
numerical rediscretization scheme (in both the time and cluster-size variables). 
Fortunately, it is possible to perform a useful approximate integration of the system. 
Once the loss of singlet secondary particles due to production of new doublet secondary 
particles becomes significantly smaller than the loss due to absorption by the entire secondary 
distribution, one can assume33 that no new doublet particles enter the secondary particle 
distribution. The other key assumption33 is to write Eq. (9) in continuous form, and to neglect 
the “diffusive” second-derivative term as well as higher-order terms. While this approximation 
scheme underestimates the width of the evolving distribution, the average size of the 
distribution can be approximated very well, and the scheme is quite efficient. 
 Combining Eqs. (11) and (12), one finds 
  21 1 1 1
2
( ) 2 j j
j
dN t fK N N K N
dt
ρ ∞
=
= − − ∑  .     (A1) 
The system of Eqs. (6)-(12) can typically be integrated fairly quickly to a time 1t t=  where new 
doublet production is insignificant, i.e., where 1 1
2
2 1j j
j
fK N K N
∞
=
Ξ ≡ ∑   in Eq. (A1). For 
example, for the simulation at 0.5f =  shown in Fig. 7, with time step 62.0 10 st −∆ = × , we 
found 43 10−Ξ ≈ ×  at 2.0t = s. The integration to 2.0t = s required less than 10 min on a 1.6 
GHz Intel Core 2 Duo processor. For the other simulation shown in Fig. 7, at 45.0 10f −= × , a 
similar value 57.7 10−Ξ ≈ ×  was reached at t = 0.2 s, in less than 5 min of computation time. 
In the development of the approximation scheme,33 it is then suggested to assume that 
0Ξ =  by setting 1 0K = . However, we have found numerically that there is a delicate 
numerical balance on the r.h.s. of Eq. (A1), with 
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  21 1 1
2
( ) 2j j
j
t N K N fK Nρ ∞
=
− ≈∑  ,      (A2) 
and furthermore with 21 1 12
dN fK N
dt
 . Thus it is best to maintain the term 1 12 fK N  in Eq. (A1) 
to accurately determine the evolution of the singlet concentration 1N . The assumption that 
doublet production has stopped is still explicitly applied, by propagating the size distribution 
(starting from the chosen time 1t t= , where 1Ξ ) to larger sizes, without introducing any 
new secondary particles into the shoulder of the distribution. This propagation is modeled by a 
continuous version of Eq. (9), with only the first-order (“drift”) term retained, 
  [ ]1( , ) ( ) ( ) ( , )dN s t N t K s N s tdt s
∂= − ∂  .      (A3) 
Eq. (A1) becomes 
  [ ]21 1 1 1
0
( ) 2 ( ) ( ) ( , )dN t fK N N t ds K s N s t
dt
ρ
∞
= − − ∫  .    (A4) 
The solution to Eq. (10) can be written in terms of the auxiliary variable,33 
  1
0
( ) ( )
t
t dt N tτ ′ ′= ∫  .        (A5) 
One also introduces the associated function ( , )u s τ , defined by the relation 
  
( , ( ))
( )
( )
s
u s t
dst
K sτ
τ ′= ′∫  .         (A6) 
Eq. (A6) implies the following relationship between the differentials, 
  
( ) ( )
ds dud
K s K u
τ = −  .         (A7) 
 Using Eqs. (A5) and (A7), one can verify after some algebra that Eq. (A3) is solved by 
  ( ) ( )( , ( )( , ) ( , ( ),0
( )
K u s t
N s t N u s t
K s
τ τ=  ,     (A8)
 
which relates the secondary particle distribution at time t to the distribution at time t = 0, i.e., 
the distribution at the final time 1t t=  of the integration of the full set of Eqs. (6)-(12). The 
function ( , ( ))u s tτ  corresponds to the initial position of the secondary particles located at 
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position s at later time t. One can also define the inverse function ( , ( ))s u tτ  implicitly from 
Eq. (A6). Since the initial distribution starts at u = 0, the distribution ( , )N s t  of Eq. (A8) starts 
at min ( , ( ))s u tτ , defined by 
  
min ( , ( ))
0 ( )
s u t ds
K s
τ
τ ′= ′∫  .        (A9) 
 The integral on the r.h.s. of Eq. (A4), 
  [ ]
0
( ( )) ( ) ( , )F t ds K s N s tτ
∞
≡ ∫  ,       (A10) 
can be re-expressed in the form 
  [ ]
0
( ( )) ( ( , ( )) ( ,0)F t du K s u t N uτ τ
∞
≡ ∫  .      (A11) 
The distribution ( , ( ))s u tτ  at a fixed value of u can be propagated forward using Eq. (A7), 
which in this case becomes 
  1( ( , ( )) ( ( , ( )) ( )ds K s u t d K s u t N t dtτ τ τ= =  .     (A12) 
The integration of Eq. (A4) must be carried out with a sufficiently short time step t∆ , in order 
to avoid a numerical instability associated with the delicate balance of terms on its r.h.s. The 
required size for the time step depends on the model parameters — once the time step is 
lowered enough to avoid the numerical instability, no accuracy is gained by reducing it further. 
However, we found that for the form of ( )K s  used in the two-stage model, cf. 
Eq. (10), Eq. (A12) could be integrated with a longer time step t′∆ , because of the slow change 
of 1/ 3( )K s s∼ and 1( )N t  with respect to s and t, respectively. We determined empirically that 
no significant increase in accuracy was achieved by taking t′∆  lower than 2000 t∆ . 
 The accelerated integration scheme can be summarized as follows: 
1. Integrate the full system Eqs. (6)-(12) up to a time 1t t=  at which the ratio 
1 1
2
2 1j j
j
fK N K N
∞
=
Ξ = ∑  . We found 410−Ξ ≈ to give sufficient accuracy. 
2. Use the final values 1 1 1( ), ( ),c t N t  and 1( )uN t  from step 1 as initial conditions in the 
following set of equations: 
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  ( )c
dc n t
dt
ρ= −  ,  21 1 1 1( ) 2 ( ) ( ( ))dN t fK N N t F tdt ρ τ= − −  ,   
            (A13) 
  1
d N
dt
τ =  ,  1( , ( )) ( ( , ( )) ( )
u
ds u t K s u t N t
dt
τ τ=  . 
 The variables , , andcn ρ ( ( ))F tτ  are defined in Eqs. (4), (6), and (A11), 
respectively. 
3. Perform the integration of 1, ,c N  and τ  using a sufficiently small time step t∆ , as 
discussed above. However, do the integration of ( , ( ))s u tτ , for each u  in the initial 
distribution ( ,0)N u , using a much longer time step t′∆ , e.g., 2000t t′∆ = ∆ . 
4. At any desired time, calculate the evolved distribution ( , )N s t  using Eq. (A8). 
 
 If one only needs the average size and width of the evolving distribution under the 
above approximation, and not the actual distribution ( ( , ( ))N s u tτ , it is possible to estimate 
these even more efficiently, with only slightly less accuracy.33 We have used the method 
described below to estimate the “fully saturated” size of the distribution required for our 
criterion for saturation. 
 The expression for the average size, found by differentiating 
  2 2
2
( , ) 1 ( , )
( , )
j
t j
j
j N j t
s j N j t
MN j t
∞
∞=
∞ =
=
= ≡∑ ∑∑       (A14) 
applying Eq. (12) (conservation of matter), and integrating, is 
  1 10
0
1 (0) ( ) ( )
t
ts s N N t t dtM
ρ ′ ′= + − +   ∫  .     (A15) 
After the initial integration with the full set of Eqs. (6)-(12) up to 1t t= , we found empirically 
that 1
0
( ) ( )
t
N t t dtρ ′ ′∫ , a condition fulfilled even more strongly at later times. Thus we can 
neglect 1( )N t  in Eq. (A15), and estimate ts  simply by finding ( )tρ  via Eq. (8). 
 The standard deviation of the distribution in the accelerated scheme, i.e., ignoring 
further production of doublets and neglecting second- and higher-order terms in the continuous 
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version of Eq. (9), can be estimated with the use of Eq. (A8). We define the width ( )W t , an 
approximation to the standard deviation, by the relation 
  ( ), ( )t t tM s N s t s W t=  ,      (A17) 
which leads directly to 
  
( )
( )0
,0
( ) (0)
,t
N s
W t W
N s t
=  .       (A18) 
Making the approximation ( )0 , ( )ts u s tτ≈ , we can apply Eq. (A8) to Eq. (A18) to find 
  
( )
( )0( ) (0) (0) .
tK sW t W W
K s
≈ >       (A19) 
We emphasize again that the width estimated by Eq. (A19) is systematically lower than that 
produced in the full integration of Eqs. (6)-(12), which includes second-order and higher 
“diffusive” terms. 
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Experiment Simulation 
T ( C) tsat (s) dfull (nm)  tsat (s) dfull (nm) 
40 320 1490 12530 1730 
60 100 967 96.7 970 
80 30 475 1.4 699 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1. Experimental and simulated saturation times and average diameter at saturation 
for the silver system at temperatures T = 40, 60, and 80 C. For the simulation, the best-fit 
values 18 300.525 N/m, 1.15 10 mcσ −= = ×  and kinetic parameter 45.0 10f −= ×  were 
used. 
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Figure 1.  (a) Field emission scanning electron micrographs (FESEM) of final silver particles 
obtained by rapidly adding 60 cm3 of an aqueous solution of iso-ascorbic acid (0.44 mol dm–3) 
to 440 cm3 of an aqueous solution of Ag-Ethylenediamine complex (0.1 mol dm–3) at 60 C. (b) 
Higher magnification FESEM image of silver particle surface, suggesting the presence of 
subunits of diameter ~ 12-20 nm. (c) Diffraction peaks measured from X-ray powder 
diffraction analysis of silver particles. 
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Figure 2.  (a) FESEM image of spherical silver particles produced at 60 C by the method of 
Ref. 28. (b) Histogram of particle diameters taken from the FESEM images. The Lorentzian 
fit28 to the histogram had mean value 967 6 nm±  and width 255 23 nm± . 
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Figure 3.  FESEM images of silver particles produced at temperatures (a) 40 C, (b) 60 C, and 
(c) 80 C. Each of the images is shown on the same scale. 
 
 
 
– 26 –  
 
 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  FESEM images of silver particles produced at T = 60 C, in (a) aqueous solvent and 
(b) diethylene glycol (DEG). 
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Figure 5. Secondary particle size distributions for two-stage model of particle growth applied 
to gold nanoparticles. The parameters used were 150 1.0 10 N/mc = ×  and 0.555 N/mσ = , with 
the primary particle radius 81 2.1 10 nmr
−= ×  taken from experiment (cf. Ref. 22). The 
distributions are shown for two values of the kinetic parameter f, at times t = 0.1, 1.0, 5.0, and 
10.0 s. For f = 0.5, sat 7.5 st =  and full 0.624 0.02  md µ= ± . For 410f −= , again sat 7.5 st = , 
but full 1.973 0.035 md µ= ± , in agreement with experiment. See text for an explanation of the 
units used on the vertical axes. 
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Figure 6. Contour plot of the saturation time for simulated Ag secondary particle growth, using 
kinetic parameter 0.5f = , as a function of the surface tension  and the equilibrium 
concentration c0. The experimental time scale of the 60T C=  case in aqueous solution can be 
fit by any pair of parameter values ( 0,cσ ) drawn from the 100st =  contour. Our best estimate, 
based on a surface tension value from the literature,35 0.525N/mσ = , is 18 30 1.15 10 mc −= × . 
The circles represent the average particle diameter at saturation on the regular grid of ( 0,cσ ) 
values shown, as well as for the best-fit parameters (shaded circle). The scale is such that the 
shaded circle corresponds to diameter full 0.349 md µ= . With kinetic parameter f = 45.0 10−× , 
the diameter for the best-fit parameters is full 0.970 md µ= , in agreement with the experimental 
value expt 0.967 md µ= . 
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Figure 7. Size distribution of Ag nanoparticles vs. time, for best-fit parameter values 
0.525 N/mσ =  and 18 30 1.15 10 mc −= × , corresponding to the shaded circle in Fig. 6. 
Distributions are shown for two values of the kinetic parameter, f = 0.5 and 45 10f −= × . With 
σ  and 0c  chosen to match the experimental time scale, the value of the kinetic parameter 
required to produce agreement with the experimentally measured Ag particle size is close to 
that found in Fig. 5 for Au nanoparticles. 
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Figure 8. Simulated particle size distributions for Ag nanoparticles in aqueous solvent (labeled 
H2O) and in diethylene glycol (labeled DEG). The simulations were both run at T = 60 C, using 
best-fit parameter values 0.525 N/mσ =  and 18 30 1.15 10 mc −= × , and kinetic parameter 
45 10f −= × . 
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Figure 9. Simulated particle size distributions leading up to saturation, for Ag nanoparticles at 
the three temperatures T = 40, 60, and 80 C. In each case the best-fit parameter values 
0.525 N/mσ =  and 18 30 1.15 10 mc −= ×  were used, with kinetic parameter 45 10f −= × . 
 
