We present a quantum parameter estimation theory for a generalized Pauli channel Γ θ :
Introduction
Since almost every quantum protocol assumes a priori knowledge of the behavior of the quantum channel under consideration, there is no doubt that identifying the channel is of fundamental importance in quantum information theory. It is, however, not very long since the quantum channel identification problem was directed proper attention, and the theory of finding an optimal estimation scheme has not been investigated so far, with only a few exceptions [1] [2] [3] [4] . This paper addresses the problem of finding an optimal estimation scheme for a generalized Pauli channel, based on noncommutative parameter estimation theory [5] [6] and information geometry [7] . In view of applications, generalized Pauli channels form a reasonably large class of quantum channels, including many important submodels such as the bit flip channel, the phase damping channel, and the depolarizing channel [8] .
Let S(H) be the set of density operators on a Hilbert space H. A Pauli channel Γ : S(C 2 ) → S(C 2 ) acting on a two dimensional quantum system is defined by
where p = (p 0 , p 1 , p 2 , p 3 ) is a probability vector, σ 0 = I, and σ 1 , σ 2 , σ 3 are the Pauli matrices. For mathematical simplicity, we assume that the probability vector p is strictly positive (p > 0), i.e., p i > 0 for all i. Obviously there is a one-to-one correspondence between the set of Pauli channels and the three dimensional open probability simplex: 
Here ω is the primitive dth root of unity, and the subscript of the basis is understood modulo d. Note that
Letting θ = (θ λ ) 1≤λ≤d 2 −1 be a global coordinate system of the probability simplex P d 2 −1 , one can specify a generalized Pauli channel Γ by the corresponding coordinate θ, whereby we can denote Γ = Γ θ . For example, the components of probability vector p = (p ij ), with p 00 removed (since
by a regular affine transformation of this coordinate system [7] . For notational simplicity, we identify the pair of indices (i, j) with the integer k := d i + j, and use it as a new index:
We are interested in estimating the true value of the parameter θ, given an unknown (generalized) Pauli channel Γ θ . The general scheme of estimating an unknown quantum channel is as follows [1] [3] : one inputs a well-prepared state
⊗n and estimate the parameter θ by applying a certain measurement M (n) on the output state (id ⊗ Γ θ ) ⊗n (τ (n) ). The problem thus amounts to finding an optimal pair of input τ (n) and (unbiased) estimator M (n) for the parameter θ.
) be the SLD (symmetric logarithmic derivative) Fisher information matrix of the output states (id ⊗ Γ θ ) ⊗n (τ (n) ). For notational simplicity, the superscript (n) representing the degree of extension will be omitted when n = 1. The main result of this paper is the following.
Theorem 1.
For all
where
is an arbitrary maximally entangled state. As regards the corresponding SLD Cramér-Rao inequality [1] and [4] .
The paper is organized as follows. Section 2 is devoted to the proof of main theorem. Section 3 explores a systematic treatment of parameter estimation for submodels of generalized Pauli channels, based on information geometry. Further discussions and remarks are presented in Section 4. In order for the exposition to be reasonably self-contained, we present a brief account of quantum information geometry in Appendix.
Proof of Main Theorem
Let H be a D-dimensional Hilbert space, and let Λ θ : S(H) → S(H) be a smooth parametric family of quantum channels defined by
where U k are fixed unitary operators that satisfy Tr U *
is a probability measure parametrized by θ = (θ λ ). We assume that p k (θ) > 0 for all k and θ. Let us explore the estimation theory for the parameter θ in which we make use of the extension id ⊗ Λ θ :
S(H ⊗ H) → S(H ⊗ H).
Given an arbitrary unit vector ψ ∈ H ⊗ H, there are orthonormal bases (e i ) 1≤i≤D and (f j ) 1≤j≤D of H and a probability vector α = (α i ) 1≤i≤D such that
This is sometimes referred to as a Schmidt decomposition. When we are concerned only with the dependence of some property on the degree α of entanglement, we will not specify the Schmidt bases (e i ) i and (f i ) i . For example, we denote the vector (3) 
Thus (4) gives a simultaneous spectral decomposition of the family {ρ 
where ρ θ := ρ u θ and
The A α is invertible for α > 0, and the RLD with respect to the λth parameter θ λ is given by
. Now by using the spectral decomposition (4), we have
Further it is easily verified that for each k
Thus we obtain
This is nothing but the classical Fisher information of p(θ), which will be denoted byĴ θ . In particular, it is independent of α and the Schmidt bases.
Lemma 4.
For each θ, the SLD Fisher information matrix J θ (τ ) of the output states id ⊗ Λ θ (τ ) takes the maximumĴ θ when the input τ is a maximally entangled pure state τ u .
Proof For a pure state input τ = τ α with α > 0, we have
Here the inequality follows from the well-known fact that the SLD Fisher metric is not greater than the real part of the RLD Fisher metric (see, for instance, [11] ), the next equality from Lemma 3, and the last equality from Lemma 2. Further, by a continuity argument, the above established inequality
holds for any probability vector α.
be a pure state decomposition. Then the convexity of the SLD Fisher metric [1] and the inequality (5) show that
as desired.
Proof of Theorem 1 Let Γ θ be the generalized Pauli channel defined by (1) . By a suitable rearrangement of the constituent Hilbert spaces 
Thus the channel Λ θ := (Γ θ ) ⊗n is of the type (2) with H = (C d ) ⊗n . As we have rearranged the constituent Hilbert spaces, the i.
The first part of Theorem 1 then follows immediately from Lemma 4.
On the other hand, according to the spectral representation (4), one can identify the totality of output states {id⊗Γ θ (τ M E )} θ with the probability simplex P 3 ∇ e -autoparallel submodels Theorem 1 implies that one can identify the family of generalized Pauli channels with the probability simplex P
. This identification further allows us to treat submodels of generalized Pauli channels in a unified manner. According to Theorems 2.5 and 3.12 in [7] , each ∇ e -autoparallel submanifold M of P [7] , the treatment of which is a standard one in classical statistics. We summarize these observations by the following
Theorem 5.
With the canonical embedding
submodel of generalized Pauli channels admits an efficient estimator if and only if the submodel is
An illustrative example of a ∇ e -autoparallel submodel is the family of depolarizing channels:
which has a one dimensional parameter η ∈ R that describes the magnitude of depolarization. The above equation can be transformed into the form (1), where
The complete positivity condition for Γ η , i.e., p k ≥ 0 for all k, is reduced to
Geometrically, the family of depolarizing channels form the straight line connecting the vertex (1, 0, . . . , 0) and Figure 1 ). According to Theorem 6 below, this line is not only a ∇ m -geodesic, but also a ∇ e -geodesic. As a consequence, the ∇ m -affine parameter η of the depolarizing channel has an efficient estimator. This completely solves the open problems posed in [1] and [4] .
Let m and n be integers satisfying 2 ≤ m ≤ n, and let {A 0 , A 1 , . . . , A m−1 } be a partition of the set {0, 1, . . . , n − 1} into disjoint subsets. To each A i , associate an n-dimensional probability vector
An embedding of this type is sometimes referred to as a Markov map [12] [13]. For example, the abovementioned straight line of depolarizing channels in P d 2 −1 can be regarded as the image of a Markov map f : The family of depolarizing channels for d = 2, embedded in the probability simplex P 3 of Pauli channels. It is not only a ∇ m -geodesic but also a ∇ e -geodesic of P 3 .
Theorem 6.
The image
Proof Observe that the image f (P m−1 ) is the interior of the convex hull of the points Q 0 , . . . , Q m−1 . Take arbitrary points 
where t (∈ R) is the ∇ e -affine parameter and
is the normalization factor. Eq. (6) shows that the ∇ e -geodesic connecting two arbitrary points in f (P m−1 ) runs through f (P m−1 ). In other words, f (P m−1 ) is totally ∇ e -geodesic, and hence is ∇ e -autoparallel [14, Chapter VII, Theorem 8.4] since the exponential connection ∇ e of P n−1 is torsion free.
Let us return to the analysis of the depolarizing channel Γ η , and demonstrate the simplest case d = 2 in more detail (see also [1] ). Let τ M E = |ψ〉〈ψ|, where
The corresponding output states
can be represented in the form of a (commutative) exponential family [7, Theorem 7.6] :
and
Thus the "observable" T gives the efficient estimator for the parameter η (= γ ′ (η)/β ′ (η)). In fact, it is easy to check the unbiasedness Tr ρ η T = η and the efficiency
) for all η ∈ [−1/3, 1]. Needless to say, the optimal input and estimator for the nth extension (id
Discussions
We have presented the parameter estimation theory for a generalized Pauli channel Γ θ :
⊗n , the SLD Fisher information matrix for the output states takes the maximum when the input is the n-tensor product of a maximally entangled state
, and that there is an efficient estimator for the corresponding quantum Cramér-Rao inequality if and only if the parameter θ is ∇ m -affine in P further allowed us to investigate submodels of generalized Pauli channels in a unified manner.
There is an alternative view for Theorem 1 [15] . Given K unitary operators {V k } 1≤k≤K and a density operator τ on H, let A be a K-dimensional commutative * -algebra, and define the map Λ : A → B(H) by (θ) )) as we have seen in Section 2.
Nevertheless, our approach allows us to proceed to a more detailed analysis: let us prove that there is no input state but a maximally entangled state τ M E that is optimal in view of Theorem 1. For a pure state input
where 
be the simultaneous spectral decomposition of the commutative family {ρ θ } θ , where
, and is further equivalent to
On the other hand, by a direct calculation
We thus have α i = α j for all i, j, which proves the claim. These observations sharpen Theorem 1, in that the optimal input is unique up to the Schmidt bases. It should be noted that for models that lie in the boundary set of P 
Geometrically, this model corresponds to the side connecting the vertices (1, 0, 0, 0) and (0, 0, 0, 1) in P 3 (see Fig. 1 ), and η is a ∇ m -affine parameter. Then by a continuity argument, one can deduce from Theorems 1 and 5 that a maximally entangled state τ M E is an optimal input, and η has an efficient estimator. Now let
Then the corresponding output state ρ
Since 〈φ α 0 |φ α 1 〉 = 0, Eq. (7) implies that for all α ∈ [0, 1], the family {ρ α η } η is commutative, and is isomorphic to a coin flipping in which "heads" occur with probability η. This shows that the SLD Fisher information J η (τ α ) is independent of α, and is identical to the classical Fisher information 1/η(1 − η). As a consequence, for estimating a phase damping channel, the inputs τ α = |φ i . For example, the components of density matrices ρ (∈ S), with one diagonal entry removed (since Tr ρ = 1), form a ∇ m -affine coordinate system of S. On the other hand, S does not always have a ∇ e -affine coordinate system, since ∇ e -torsion does not always vanish because of the noncommutativity of operators.
A submanifold M of S is called autoparallel with respect to a connection ∇ of S if ∇ X Y ∈ T ρ M for all ρ ∈ M and X, Y ∈ T ρ M. In particular, a one-dimensional ∇-autoparallel submanifold is called a ∇-geodesic. When M is ∇-autoparallel in S, M has a vanishing embedding curvature with respect to ∇, and one can regard ∇ as a connection of M, just by restricting ∇ onto M. For example, a maximal commutative subset P of S is autoparallel with respect to both ∇ m and ∇ e , so that one can naturally induce a dualistic structure on P from that of S. In fact, the geometrical structure thus induced on P is isomorphic to that of the classical probability simplex P D−1 . Such an isomorphism is usefully exploited throughout the paper. For more information, see [7] . A generalization to manifolds of non-faithful (i.e., degenerate) quantum states is discussed in [18] .
