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Abstract
In this paper we first give a necessary condition for general nonlinear systems to have rational first
integrals. Then by using the so-called Kowalevsky exponents we present a criterion for nonexistence of
rational first integrals for semiquasihomogeneous systems.
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1. Introduction
Consider a system of differential equations
x˙ = f (x), x = (x1, . . . , xn) ∈ Cn, (1)
where f (x) = (f1(x), . . . , fn(x)) is a vector-valued function of dimension n.
System (1) is called integrable if it has a sufficiently rich set of first integrals such that its
solutions can be expressed by these integrals. Here a single-valued function ϕ(x) is called a first
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tiable, then this definition can be written as the condition〈
dϕ
dx
,f (x)
〉
= 0,
where 〈·,·〉 denotes the standard scalar product in Cn. If system (1) does not admit any nontrivial
first integrals, then it is certainly nonintegrable.
There are many practical and theoretical reasons that we would like to know if a given system
of differential equations possesses a first integral in some given function spaces, such as poly-
nomial, analytic, rational, algebraic. . . In fact many works have been done in this direction, see
[2–6,8,9,13,14].
If system (1) admits a quasihomogeneous group of symmetries, then we call it a quasiho-
mogeneous one. The interest of such systems lies in the existence of particular solution in the
quasihomogeneous ray form. Yoshida [12] considered the algebraic integrability problems for
quasihomogeneous systems. Using a variety of singularity analysis he was able to derive neces-
sary conditions for algebraic integrability. Inspired by Yoshida’s ideas Furta [1] presented some
criteria for nonexistence and partial existence of analytic first integrals for general semiquasiho-
mogeneous systems (the definition is given below). Following this way we further considered
the nonexistence and partial existence of analytic integrals [3,8] and Laurent polynomial inte-
grals [10] for semiquasihomogeneous systems.
The function space we are interested in this paper is the space of rational functions. The plan
of this paper is as follows. In Section 2 we give a necessary condition for general nonlinear
systems to have rational first integrals. Some elementary definitions and results for semiquasiho-
mogeneous systems are stated in Section 3. In Section 4 we present a criterion of nonexistence of
rational first integrals for semiquasihomogeneous systems. Some examples are given in Section 5
to illustrate our results.
2. Nonexistence of rational integral for nonlinear systems
Assume that f (x) is analytic and f (0) = 0. Let A denote the Jacobi matrix of the vector field
f (x) at x = 0. Then system (1) can be rewritten as
x˙ = Ax + f˜ (x) (2)
near some neighborhood of the origin x = 0, where f˜ (x) = o(x).
Theorem 1. Let Λ = (λ1, . . . , λn) be eigenvalues of A. If system (2) has a rational integral, then
there exists a nonzero integral vector k = (k1, . . . , kn) ∈ Zn such that 〈Λ,k〉 = 0.
Proof. Since after a nonsingular linear transformation A can be changed to a Jordan canonical
form, for simplicity we can assume A is a Jordan canonical form, i.e.,
A =
⎛⎜⎜⎜⎜⎝
J1
J2
. . .
Jm¯
⎞⎟⎟⎟⎟⎠ , Jr =
⎛⎜⎜⎜⎜⎝
λr 1
. . .
. . .
. . . 1
λr
⎞⎟⎟⎟⎟⎠ ,
where Jr is a Jordan block with degree equal to ir , i1 + · · · + im¯ = n.
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polynomials F(x) and G(x) which are relatively prime such that
Φ(x) = F(x)
G(x)
= Fl(x) + Fl+1(x) + · · · + FL(x)
Gm(x) + Gm+1(x) + · · · + GM(x) ,
where l,m,L,M ∈ N ∪ {0}, Fi(x) and Gj(x) are homogeneous polynomials of degree i and j ,
respectively.
Without loss of generality we assume that Fl(x)
Gm(x)
≡ c = constant. Otherwise we consider the
function Φ∗(x) = Φ(x) − c, which is also a rational integral of (2) with F ∗l (x)
G∗m(x)
≡ constant.
We make the transformation x = εy. Then system (2) can be rewritten as
y˙ = Ay + εf˜ (y, ε). (3)
We can also rewrite the integral Φ(x) of system (2) as
Φ˜(y, ε) = Φ(εy)
= εl−m Fl(y) + εFl+1(y) + · · · + ε
L−lFL(y)
Gm(y) + εGm+1(y) + · · · + εM−mGM(y)
= εp
(
Φp(y) +
∞∑
j=1
εjΦp+j (y)
)
, (4)
where p = l −m, Φp(y) = Fl(y)Gm(y) , Φp+j (y) is a homogeneous rational function of degree p+ j .
Obviously Φ˜(y, ε) is a rational integral of system (3). Therefore〈
dΦ˜
dy
(y, ε),Ay + εf˜ (y, ε)
〉
≡ 0. (5)
Substitute (4) into (5) and equate all the terms of the same order with respect to ε zero and
consider the first nonzero term in (5). We get〈dΦp(y)
dy
,Ay
〉
≡ 0.
This means that Φp(y) is a rational integral of the linear system
y˙ = Ay. (6)
Make the following transformation of variables
y = Cz, (7)
where
C =
⎛⎜⎜⎜⎜⎝
C1
C2
. . .
Cm¯
⎞⎟⎟⎟⎟⎠ , Cr =
⎛⎜⎜⎜⎜⎝
1
μ
.. .
μir−1
⎞⎟⎟⎟⎟⎠
and μ > 0 is a constant.
Under the transformation (7) system (6) can be rewritten as
z˙ = (B + μB˜)z, (8)
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B =
⎛⎜⎜⎜⎜⎝
B1
B2
. . .
Bm¯
⎞⎟⎟⎟⎟⎠ , Br =
⎛⎜⎜⎜⎜⎝
λr
λr
. . .
λr
⎞⎟⎟⎟⎟⎠ ,
B˜ =
⎛⎜⎜⎜⎜⎝
B˜1
B˜2
. . .
B˜m¯
⎞⎟⎟⎟⎟⎠ , B˜r =
⎛⎜⎜⎜⎜⎝
0 1
. . .
. . .
. . . 1
0
⎞⎟⎟⎟⎟⎠ .
We can easily see that Ψ (z,μ) = Φp(Cz) is an integral of the linear system (8). Thus〈
∂Ψ
∂z
(z,μ), (B + μB˜)z
〉
≡ 0. (9)
Note that Ψ (z,μ) has the form
Ψ (z,μ) = Φp(Cz) = Fl(Cz)
Gm(Cz)
= F
0
l (z) + μF 1l (z) + · · · + μl
′
Fl(z)
G0m(z) + μG1m(z) + · · · + μm′Gm(z)
, (10)
where F il (z) and G
j
m(z) are homogeneous polynomials of degree l and m, respectively. For
simplicity we assume that F 0l (z) and G0m(z) are relatively prime and
F 0l (z)
G0m(z)
≡ constant.
Now substitute (10) into (9) and equate all terms of the same order with respect to μ zero and
consider the first nonzero term in (9). We get〈
d
dz
F 0l (z)
G0m(z)
,Bz
〉
≡ 0
or equivalently
〈 dF 0ldz ,Bz〉
〈 dG0mdz ,Bz〉
= F
0
l
G0m
.
Since F 0l and G0m are relatively prime, there exists a constant a such that〈dF 0l
dz
,Bz
〉
= aF 0l ,
〈
dG0m
dz
,Bz
〉
= aG0m. (11)
We rewrite F 0l (z) and G0m(z) as a sum of elementary monomials
F 0l (z) =
∑
|l|=l
F 0l1···lnz
l1
1 · · · zlnn ,
G0m(z) =
∑
|m|=m
G0m1···mnz
m1
1 · · · zmnn ,
where |l| = l1 + · · · + ln, |m| = m1 + · · · + mn. By (11) we have
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|l|=l
(〈Λ, l〉 − a)F 0l1···lnzl11 · · · zlnn = 0,∑
|m|=m
(〈Λ,m〉 − a)G0m1···mnzm11 · · · zmnn = 0.
Thus for any nonzero coefficients F 0l1···ln and G
0
m1···mn ,
〈Λ, l〉 − a = 0, 〈Λ,m〉 − a = 0.
Let k = l − m. Then
〈Λ,k〉 = 0.
This completes the proof. 
3. Quasihomogeneous and semiquasihomogeneous systems
Consider a system of differential equations
u˙ = g(u), u = (u1, . . . , un) ∈ Cn, (12)
where g(u) = (g1(u), . . . , gn(u)) is smooth in a neighborhood of the origin u = 0.
Definition 1. System (12) is called quasihomogeneous of degree m with exponents s1, . . . , sn ∈Z,
m > 1, if for any ρ ∈ Z+ and u = (u1, . . . , un),
gj
(
ρs1u1, . . . , ρ
snun
)= ρsj+m−1gj (u1, . . . , un), (13)
i.e., ρE−Sg(u) = (ρ1−s1g1(u), . . . , ρ1−sngn(u)) is quasihomogeneous of degree m. Here E is
the unit matrix, S = diag(s1, . . . , sn) and ρE−S = diag(ρ1−s1 , . . . , ρ1−sn).
Definition 2. We say that system (12) is semiquasihomogeneous if
g(u) = gm(u) + g˜(u),
where gm(u) is a quasihomogeneous vector field of degree m with exponents s1, . . . , sn and
ρE−Sg˜(u) is the sum of quasihomogeneous polynomials of degree all greater than m or all less
than m. In the former case (respectively latter), we say that (12) is positively (respectively nega-
tively) semiquasihomogeneous.
Let system (12) be semiquasihomogeneous. Then under the transformation
u → ρSu, t → ρ−αt, α = 1
m − 1 , (14)
it becomes
u˙ = gm(u) + g˜(u,ρ), (15)
where g˜(u,ρ) is a formal power series either with respect to ρ (positive semiquasihomogeneity)
or respect to ρ−1 (negative semiquasihomogeneity) without any constant term.
Firstly we consider the quasihomogeneous cut of system (12)
u˙ = gm(u). (16)
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u0(t) = t−Hξ,
where H = αS and the coefficients ξ ∈ Cn are given by the algebraic equation
Hξ + gm(ξ) = 0.
For a given g(u) there may exist different sets of values ξ which are called different balances.
Make the change of variables
u = t−H (ξ + x), t = ln τ. (17)
Then system (16) is
x′ = Kx + f˜ (x), (18)
where prime means the derivative with respect to τ , K = H + ∂gm
∂u
(ξ) is the so-called Kowalevsky
matrix associated to the balance ξ and f˜ (x) = Hξ + gm(ξ + x) − ∂gm∂u (ξ)x = o(x).
The following statement was shown in [12].
Lemma 1. λ = −1 is an eigenvalue of the matrix K and η = Hξ is a corresponding eigenvector.
Without loss of generality we assume that λn = −1.
4. Nonexistence of rational integral for semiquasihomogeneous systems
Let system (12) be semiquasihomogeneous system with balance ξ .
Lemma 2. If system (12) has a nontrivial rational first integral Φ(u), then the shortened sys-
tem (16) has a quasihomogeneous rational integral Φp(u), i.e.,
Φp
(
ρSu
)= ρpΦp(u).
Proof. Assume that system (12) has a rational first integral Φ(u) = F(u)
G(u)
, where the polynomials
F(u) and G(u) are relatively prime. F(u) and G(u) can be rewritten as
F(u) = Fl(u) + Fl+1(u) + · · · + FL(u), l  L, l,L ∈ Z,
G(u) = Gm(u) + Gm+1(u) + · · · + GM(u), mM, m,M ∈ Z,
where
Fl+i (u) =
∑
k1s1+···+knsn=l+i
Fk1···knu
k1
1 · · ·uknn , i = 0,1, . . . ,L − l,
Gm+j (u) =
∑
k1s1+···+knsn=m+j
Gk1···knu
k1
1 · · ·uknn , j = 0,1, . . . ,M − m.
Obviously Fl+i (ρSu) = ρl+iFl+i (u),Gm+j (ρSu) = ρm+jGm+j (u).
Without loss of generality we assume that Fl(u)
Gm(u)
≡ c = constant. Otherwise we consider the
function Φ∗(u) = Φ(u) − c, which is also a rational integral of (12) with F ∗l (u)∗ ≡ constant.Gm(u)
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Φ˜(u,ρ) = F(ρ
Su)
G(ρSu)
= ρ
lFl(u) + ρl+1Fl+1(u) + · · · + ρLFL(u)
ρmGm(u) + ρm+1Gm+1(u) + · · · + ρMGM(u) .
So Φ˜(u,ρ) is an integral of the system (15).
In the case of positive semiquasihomogeneity we rewrite Φ˜(u,ρ) as
Φ˜(u,ρ) = ρl−m Fl(u) + ρFl+1(u) + · · · + ρ
L−lFL(u)
Gm(u) + ρGm+1(u) + · · · + ρM−mGM(u)
= ρp
(
Fl(u)
Gm(u)
+
∞∑
j=1
ρjΦp+j (u)
)
,
where p = l − m,Φp+j (u) is a quasihomogeneous rational function of degree p + j . Note that
this integral exists for any value of ρ. Thus the shortened system (16) admits a rational integral
Φp(u) = Fl(u)Gm(u) .
In the case of negative semiquasihomogeneity we rewrite Φ˜(u,ρ) as
Φ˜(u,ρ) = (ρ−1)L−M FL(u) + ρ−1FL−1(u) + · · · + (ρ−1)L−lFl(u)
GM(u) + ρ−1GM−1(u) + · · · + (ρ−1)M−mGm(u)
= (ρ−1)p( FL(u)
GM(u)
+
∞∑
j=1
(
ρ−1
)j
Φp+j (u)
)
,
where p = L−M , Φp+j (u) is a quasihomogeneous rational function of degree p+ j . Similarly
this integral exists for any value of ρ−1. Thus the shortened system (16) admits a rational integral
Φp(u) = FL(u)GM(u) . 
Lemma 3. If system (16) has a quasihomogeneous rational integral Φp(u), then the augmented
system
x′0 = −αx0, x′ = Kx + f˜ (x) (19)
has a rational integral P(x0, x).
Proof. Under the transformation (17) system (16) becomes (18) and the integral Φp(u) becomes
Φp(u) = t
−αlFl(ξ + x)
t−αmGm(ξ + x) = t
−αpΦp(ξ + x)
so that t−αpΦp(ξ + x) is a nonautonomous integral of system (18).
Let x0 = t−α be a new auxiliary variable. Then P(x0, x) = xp0 Φp(ξ + x) is a rational integral
of the augmented system (19). The lemma is proved. 
Let Λ = (λ1, . . . , λn) be eigenvalues of Kowalevsky matrix K associated to the balance ξ .
By Theorem 1 we know that, if system (19) has a rational integral, then there exists a nonzero
integral vector k′ = (k0, k1, . . . , kn) ∈ Zn+1 such that
−αk0 +
n∑
kiλi = 0. (20)
i=1
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m−1 and λn = −1, the resonance equalities (20) can be rewritten as(
k0 + (m − 1)kn
) · (−1) + n−1∑
i=1
(m − 1)kiλi = 0.
Therefore we have the following result:
Theorem 2. Let system (12) be a semiquasihomogeneous system with balance ξ and Λ =
(λ1, . . . , λn) be eigenvalues of Kowalevsky matrix K associated to the balance ξ . If system (12)
has a rational integral, then there exists a nonzero integral vector k = (k1, . . . , kn) ∈ Zn such
that
〈Λ,k〉 =
n∑
i=1
kiλi = 0.
Remark 1. In general, the balance of (12) is not unique. According to Theorem 2, if we can find
a balance such that 〈Λ,k〉 = 0 holds for any nonzero integral vector k ∈ Zn, then it is enough to
conclude that system (12) has no rational first integrals.
5. Examples
Example 1. Consider the following third order system [7] which models three-wave interactions
in plasmas with quadratic nonlinearities⎧⎪⎨⎪⎩
x˙ = ax + by + z − 2y2,
y˙ = −bx + ay + 2xy,
z˙ = −2z − 2xz,
(21)
where a, b are real constants.
In the case a = −1 and b = 0 system (21) admits two independent first integrals
I1 = e3t yz, I2 = e2t
(
x2 + y2 + z).
Therefore it is integrable [11].
Now we can apply our result to system (21) to get some condition for nonintegrability.
Obviously (x, y, z) = (0,0,0) is an equilibrium point of system (21) and the Jacobi matrix of
the vector field at this point is
A =
⎛⎝ a b 1−b a 0
0 0 −2
⎞⎠ .
This matrix has the following eigenvalues
λ1 = −2, λ2 = a + bi, λ3 = a − bi.
According to Theorem 1 system (21) does not have any rational integral if
−2k1 + (k2 + k3)a + (k2 − k3)bi = 0 (22)
for any k1, k2, k3 ∈ Z, |k1| + |k2| + |k3| = 0. Note that, if
b = 0, a /∈ Q (rational numbers),
then the inequality (22) holds.
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u˙i = aiui + ui(ai1u1 + ai2u2 + · · · + ainun), i = 1,2, . . . , n, (23)
where ai, aij are real constants.
On the one hand by Theorem 1 we know that, if for any nonzero integral vector
(k1, . . . , kn) ∈ Zn,
k1a1 + · · · + knan = 0,
then system (23) does not have any rational integral.
On the other hand system (23) can be treated as a negative semiquasihomogeneous system
with exponents s1 = s2 = · · · = sn = 1. Note that, if ajj = 0, then system (23) has a balance
ξ = (0, . . . ,− 1
ajj
, . . . ,0), and thus (23) has a particular solution u(t) = (0, . . . ,− 1
ajj t
, . . . ,0).
For simplicity we consider the case that j = n. In this case the Kowalevsky K matrix has n eigen-
values:
λ1 = 1 − a1n
ann
, λ2 = 1 − a2n
ann
, . . . , λn−1 = 1 − a(n−1)n
ann
, λn = −1.
By Theorem 2 system (23) does not have any rational first integral if there no resonance
condition,
k1
(
1 − a1n
ann
)
+ · · · + kn−1
(
1 − a(n−1)n
ann
)
− kn = 0, kj ∈ Z,
n∑
j=1
|kj | 1,
is fulfilled. This is equivalent to
k˜1a1n + k˜2a2n + · · · + k˜nann = 0, k˜j ∈ Z,
n∑
j=1
|k˜j | 1.
Proposition 1. If for some 1 j  n, a1j , a2j , . . . , anj are Z-independent, then system (23) does
not have any rational first integrals.
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