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ABSTRACT
We propose and discuss an alternative pulsar radio emission mechanism that relies
on rotation-driven plasma oscillations, rather than on a beam-driven instability, and
suggest that it may be the generic radio emission mechanism for pulsars. We identify
these oscillations as superluminal longitudinal waves in the pulsar plasma, and point
out that these waves can escape directly in the O mode. We argue that the frequency of
the oscillations is ω0 ≈ ωp(2〈γ〉)
1/2/γs, where γs is the Lorentz factor of bulk streaming
motion and 〈γ〉 is the mean Lorentz factor in the rest frame of the plasma. The
dependence of the plasma frequency ωp on radial distance implies a specific frequency-
to-radius mapping, ω0 ∝ r
−3/2. Escape of the energy in these oscillations is possible
if they are generated in overdense, field-aligned regions that we call fibers; the wave
energy is initially refracted into underdense regions between the fibers, which act as
ducts. Some implications of the model for the interpretation of pulsar radio emission
are discussed.
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1 INTRODUCTION
In an accompanying paper (Melrose, Rafat and Mastrano
2019, referred to here as Paper 1), we argue that none of the
three most widely favored pulsar radio emission mechanisms
is viable as a generic mechanisms for all pulsar radio emis-
sion: these are coherent curvature emission (CCE), relativis-
tic plasma emission (RPE) and anomalous Doppler emission
(ADE). It is highly desirable that an alternative radio emis-
sion mechanism be identified, one that avoids the severe con-
straints imposed by the assumption that the initial stage in
the emission process is a resonant (e.g., beam-driven) insta-
bility. The emission mechanism we propose here is related
to the electrodynamics of a rotating magnetic dipole. The
possibility of such an alternative mechanisms has already
been suggested in the literature (e.g., Beloborodov 2008;
Lyubarsky 2009; Timokhin 2010; Timokhin & Arons 2013):
large-amplitude oscillations (LAOs) are set up as the plasma
attempts to screen the parallel component of the inductive
electric field (Levinson et al. 2005). Our objective in this
paper is to explore the suggestion that smaller-amplitude
counterparts of such oscillations (SAOs) may lead directly
to escaping radiation, and to propose this as the generic
pulsar radio emission mechanism.
The assumption that pulsars are powered by rotational
energy is widely accepted. In the forms of CCE, RPE and
ADE discussed in Paper 1, the transfer of rotational en-
ergy is circuitous: first it is partly transferred to particles
through acceleration by the rotation-induced parallel elec-
tric field, E‖ , with the accelerated particles emitting gamma-
rays that decay into pairs, resulting in a pair cascade; beams
of accelerated particles are assumed to form and to lead to
growth of waves, which ultimately leads to the radio emis-
sion. The waves that result from beam-given wave growth
are necessarily subluminal, defined here to mean phase speed
z = ω/k ‖c < 1, where ω is the frequency of emission and k ‖
is the component of the wave vector k parallel to the pul-
sar magnetic field. The difficulties identified in Paper 1 with
beam-driven mechanisms are connected with the formation
of beams and the very restricted range of subluminal phase
speeds allow for waves in a pulsar plasma. It is desirable to
identify an emission mechanism that involves a more direct
transfer of rotational energy and that avoids the limitations
imposed by the requirement of beam formation and the re-
striction to subluminal phase speeds.
The idea that the radio emission can be driven di-
rectly by the rotational energy is not new, although the
specific form discussed here is new. An earlier model is
based on the suggestion that it is possible in principle for
the centrifugal acceleration in a corotating magnetosphere
to lead to an energy transfer to waves. Based on an ideal-
ized (bead-on-wire) model for the effect of the centrifugal
force, Machabeli & Rogava (1994) argued that the motion
of a particle on a corotating magnetic field line implies an
oscillatory motion, which leads to a (parametric) plasma in-
stability (Osmanov et al. 2002; Machabeli et al. 2005, 2016).
The parametric instability is non-resonant, avoiding the re-
striction to subluminal phase speed. This parametric mech-
anism, which has also been suggested for active galactic nu-
clei (Gangadhara & Lesch 1997; Rieger & Mannheim 2000;
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Rieger & Aharonian 2008). However, it has not received
wide support as the basis for a pulsar radio emission mecha-
nism (e.g., Lyutikov 2009), and we do not discuss it further
here.
The emission mechanism proposed here is based on the
following five ideas. First, in an oblique rotator, the plasma
attempts to screen the time-varying parallel component of
the inductive electric field. The fields around a rotating mag-
netic dipole are discussed in Section 2, and are written down
in Appendix A. This screening effect is familiar in a labora-
tory plasma where oscillations at the plasma frequency at-
tempt to screen the imposed E‖ , with overshooting resulting
in nearly temporal LAOs; purely temporal oscillations cor-
respond to z = ∞. Second, the LAOs lead to acceleration of
charges to above the threshold for pair creation, which leads
to the polar-cap regions being populated with highly rela-
tivistic pair plasma. Third, we assume that small-amplitude
oscillations (SAOs) arise, due to the same process, much
more widely within the polar-cap region, and that it is these
SAOs that produce the observed radio emission. Fourth, we
emphasize the importance of the dispersive properties of the
pulsar plasma on these smaller-amplitude oscillations, as-
suming that they are in the L mode at superluminal phase
speeds, z > 1. Fifth, we point out that waves in the super-
luminal L mode can escape directly, becoming O mode as
they propagate away from their source; the frequency of the
escaping radiation is then equal to the frequency, ω0 say, of
the SAOs. This suggestion for the emission mechanism is not
entirely new: Beloborodov (2008) suggested a radio emission
mechanism based on similar ideas, arguing that the energy
in the oscillations is partially converted into Alfve´n waves
and then into escaping radiation in an “emission region”
well-separated from where the Alfve´n waves are generated;
Lyubarsky (2009), Timokhin (2010) and Timokhin & Arons
(2013) also suggested that rotation-driven oscillations might
be relevant to the emission process.
In Section 2 we discuss the generation of the oscillations
associated with incomplete screening of E‖ . In Section 3 we
appeal to the properties of wave dispersion in pulsar plasma
to estimate ω0. In Section 4 we estimate the residual parallel
electric field, resulting from incomplete screening, attribut-
ing it to a form of current starvation, and appeal to it in es-
timating the frequency spectrum of the resulting emission.
In Section 5 we discuss propagation of the SAOs, empha-
sizing the role of refraction due to local density gradients in
allowing radiation to escape. In Section 6 we discuss the sug-
gestion that all pulsar radio emission is due to this emission
mechanism. We summarize our conclusions in Section 7.
2 ROTATION-DRIVEN OSCILLATIONS
In this section we start by commenting on the fields around
a rotating magnetic dipole, and then discuss the develop-
ment of rotation-driven, nearly-temporal oscillations due to
the partial screening of the parallel component, E‖ , of the
inductive electric field.
2.1 Screening of E‖
The electromagnetic field around an obliquely-rotating mag-
netic dipole, m, may be separated into three magnetic com-
ponents, B = Bdip + Bind + Brad, and two electric compo-
nents, E = Eind + Erad. The magnetic fields are its dipo-
lar,
Bdip ∝ 1/r3, inductive, |Bind | ∝ 1/r2, and radiative,
|Brad | ∝ 1/r, components, and the electric fields are its induc-
tive, |Eind | ∝ 1/r
2, and radiative, |Erad | ∝ 1/r, components.
The radiative components, for both B and E, dominate at
r/rL ≫ 1, where rL = cP/2pi is the light cylinder radius.
We are interested in regions r ≪ rL, where only the leading
components, Bdip and Eind are important..
The parallel component E‖ind = bˆ · Eind along bˆ =
B/|B | ≈ Bdip/
Bdip, for r/rL ≪ 1, is nonzero and chang-
ing as a function of time at the pulsar rotation frequency,
ω∗ = 2pi/P, where P is the period of the pulsar. Except
when E‖ind is perfectly screened, it accelerates electrons and
positrons in opposite directions causing the parallel current,
J‖ = bˆ · J, to change as a function of time. Screening of an
inductive field, Eind, by a potential electric field, Epot, due
to a charge density ρ = ε0∇ · Epot, is not possible in prin-
ciple,1 but it is possible to screen the parallel component
E‖ind. Perfect screening corresponds to the parallel compo-
nents being equal and opposite E‖pot +E‖ind = 0. The sum of
the two electric fields is then equal to the corotation field,
Eind + Epot = Ecor = −(ω∗ × x) × B, where x is the posi-
tion vector. Corotation requires a nonzero charge density
ρcor = ε0∇ · Ecor.
Any mismatch, ρ − ρcor , 0, between the actual, ρ,
and corotation, ρcor, charge densities, implies E − Ecor , 0,
where E is the actual electric field, and the parallel com-
ponent of this mismatch field tends to drive (longitudinal)
oscillations at the relevant natural frequency in the plasma.
A temporally-dependent mismatch is driven by the time-
varying inductive electric field. Such primarily temporal os-
cillations are the basis of the emission mechanism proposed
here.
2.2 Temporal oscillations
In the early literature, the formation of a stationary region
with E‖ , 0 was attributed to the fact that the corotation
requirement ρ = ρcor cannot be satisfied everywhere along a
field line due to charges originating from the stellar surface.
The region with E‖ , 0 was assumed to be confined to a sta-
tionary pair formation front (PFF), with the pairs created
in the PFF screening E‖ above the PFF. In the stationary
case, electrodynamics reduces to electrostatics, and a model
for a PFF is based on a 1D version of Gauss’ equation. Sim-
ilarly, for an oblique rotator ρ = ρcor cannot be satisfied
everywhere, and the mismatch ρ − ρcor , 0 becomes time
dependent, with ρcor changing periodically at the rotation
frequency ω∗ = 2pi/P.
Large-amplitude oscillations (LAOs)
The 1D forms of Ampe`re’s equation (Levinson et al. 2005;
Beloborodov & Thompson 2007a,b; Timokhin 2010) and
1 For example, the integral of the inductive electric field around
any closed path is nonzero, and is unchanged by screening due
to charges, which produce a potential field for which the integral
around the closed path is zero.
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Gauss’ equation are, respectively,
∂E‖
∂t
= −
J‖ − J0
ε0
,
∂E‖
∂s
=
ρ − ρcor
ε0
, (1)
where s denotes distance along the magnetic field line. The
term J0 arises from the parallel component of curl B and
is assumed to include an average part determined by the
global requirements of the electrodynamics (Shibata 1997).
The term J0 is also assumed to include fluctuating terms
that arise from time-dependent boundary conditions, as sug-
gested by the derivation of the first of equations (1) given by
Timokhin (2010). The model based on equations (1), com-
plemented by a kinetic equation that describes acceleration
by E‖ , leads to oscillations. LAOs correspond to oscillations
with a large enough amplitude for the potential drop due to
the oscillating E‖ to exceed the threshold required to trigger
a pair cascade. As with models based on PFFs, effective pair
creation is assumed to be confined to local regions (“inner
gap”, “outer gap”, “slot gap”, etc.). The mismatch ρ , ρcor
may be regarded as driving the LAOs in these local regions,
although the LAOs result from the interplay of all three
equations.
Numerical models leading to LAOs (Levinson et al.
2005; Beloborodov & Thompson 2007a,b; Timokhin 2010)
are based on (1) with additional assumptions relating the
current to the particles, and including the effect of pair cre-
ation. Although there are differences in the details, the mod-
els show that the amplitude of E‖ builds up initially, reach-
ing a stage where E‖ develops into a LAO with pair creation
limiting the amplitude; the LAOs reach a quasi-steady state
in which the threshold for pair creation is marginally satis-
fied, allowing the difference ρ − ρcor to remain small. This
state is only “quasi-steady” in the sense that ongoing os-
cillations occur in a manner described as a limit cycle by
Timokhin & Arons (2013).
Small-amplitude oscillations (SAOs)
Here we are concerned with oscillations that develop more
widely through the magnetosphere once this quasi-steady
state is reached. We refer to these as small-amplitude oscil-
lations (SAOs). Unlike LAOs, which we assume to develop in
charge-starved regions where a LAO triggers a pair cascade
to provide the additional charges needed for screening, we as-
sume that SAOs develop in regions where the pulsar plasma
is present, and we suggest below that they are associated
with current starvation rather than charge starvation. The
concept of current starvation was discussed by Usov (1994)
in connection with GRBs, and Melatos & Melrose (1996)
discussed the idea in connection with a pulsar wind; Melatos
(1997) extended current starvation to magnetospheres in-
cluding relativistic streaming and Compton drag.
In formulating a model for SAOs we assume that the
oscillating E‖ , J‖ and ρ are described by δE‖ , δJ‖ and δρ, and
we look for three equations relating these wave quantities.
Two of these equations are modified forms of equations (1)
and the third equation needs to describe the response of
the plasma that determines the dispersive properties of the
oscillations, which we identify as L-mode waves.
We assume that equations (1) are replaced by
∂δE‖
∂t
= −
δJ‖ − δJ0
ε0
,
∂δE‖
∂s
=
δρ
ε0
, (2)
to describe the oscillating quantities, with δJ0 a source term
associated with time-dependent boundary conditions. Equa-
tions (2) need to be complemented by an additional (1D)
equation relating δJ‖ and δE‖ .
2.3 Response of the plasma
The additional relation between δJ‖ and δE‖ describes
the response of the plasma, which involves the relativistic
plasma dispersion function (RPDF) z2W(z) (e.g., Rafat et al.
2019, denoted RMM1 here), where z is the phase speed of the
wave. The parallel response in the rest frame of the plasma
reduces to
∂δJ‖
∂t
= ε0ω
2
0δE‖, (3)
with ω2
0
= ω2pz
2W(z). As discussed in RMM1, the RPDF has
a sharp peak at z = zm, 1− zm ≪ 1, that has a major effect on
resonant beam-driven instabilities. This peak is not directly
relevant here, where we are interested in superluminal phase
speeds, z > 1.
Combining equations (2) and (3), the equation satisfied
by the oscillations becomes[
∂2
∂t2
+ ω20
]
δE‖ =
1
ε0
∂δJ0
∂t
. (4)
where the right hand term is regarded as the source term for
the oscillations. A system described by equation (4) tends
to oscillate at frequency ω = ω0. By Fourier transforming
equation (4), it is evident that the source term can drive such
oscillations provided that the Fourier transform of ∂δJ0/∂t
is nonzero for ω = ω0. We assume that the driving term
includes fluctuations in the boundary conditions, associated
with the field-aligned currents to and from the stellar surface
required to provide cross-field current closure, as discussed
below.
3 CHARACTERISTIC FREQUENCY
The frequency ω0 in equation (3) plays a central role in the
proposed emission mechanism. It is identified as the char-
acteristic frequency of the SAOs and is equated to the fre-
quency of the observed radio emission, subject to an impor-
tant proviso: these identifications apply in appropriate in-
ertial frames. In this section we estimate the characteristic
frequency ω0 assuming that the SAOs satisfy the dispersion
relation for superluminal L waves in a pulsar plasma.
3.1 Two inertial frames
We assume that the radio emission originates somewhere
along open field lines where the pulsar plasma is streaming
outward at speed βs with Lorentz factor γs = (1−β
2
s )
−1/2 ≫ 1.
Two inertial frames are relevant: the rest (unprimed) frame
of the plasma K, and the pulsar (primed) frame K ′ in which
the plasma is streaming. The wave dispersion is most easily
treated in K, where the dispersion relation for the L mode
is ω = ωL(z) with ω
2
L
(z) = ω2pz
2W(z), where ωp is the plasma
frequency (without any Lorentz factors) and z2W(z) is the
RPDF in K. In Appendix B analytic approximations to
z2W(z) for superluminal phases speeds are given for a plasma
MNRAS 000, 1–?? (2017)
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Figure 1. The relation (6) between z′ and z is plotted for βs =
0.9, corresponding to γs ≈ 2.3. The subluminal range corresponds
to the curve inside the the box enclosed by the dashed lines at
z, z′ = ±1. For a more realistic value of βs, corresponding to γs ≫ 1,
the curves approach straight lines at z = −1 and z′ = 1 except near
where they would cross at z = −z′ = −1.
with 〈γ〉 ≫ 1 in K. Over the superluminal range the RPDF
decreases from z2W(z) ≈ 2〈γ〉 at z2 = 1 to z2W(z) = 〈γ−3〉
at z2 = ∞, with 〈γ−3〉 ≈ 1/〈γ〉 (Melrose & Gedalin 1999).
The frequency range for superluminal L waves in K is
ω1 ≥ ω ≥ ωx, with ω
2
1
= ω2
L
(1) ≈ 2〈γ〉ω2p and ω
2
x ≈ ω
2
p/〈γ〉.
We treat the wave dispersion in K ′ by Lorentz transforming
the wave properties from K.
A Lorentz transformation between the two frames im-
plies the relations
ω′ = γs(ω + k ‖cβs), k
′
‖
c = γs(k ‖c + ωβs), k
′
⊥ = k⊥, (5)
where k ‖ and k⊥ are the parallel and perpendicular
wavenumbers, respectively. The phase speeds, z = ω/k ‖c,
z′ = ω′/k ′
‖
c, are related by
z′ =
z + βs
1 + βsz
, z =
z′ − βs
1 − βsz′
,
z + βs
z
=
1
γ2s
z′
z′ − βs
. (6)
The ratio of the frequencies in the two frames is
ω′
ω
= γs
z + βs
z
=
1
γs
z′
z′ − βs
. (7)
We assume that the (superluminal) waves of interest
are propagating outward, z′ > 1, in K ′. However, these may
correspond to wave propagating either outward, 1 < z < ∞,
or inward, −∞ < z < −1/βs, in K. The relation between z
and z′, given by (6), is plotted in Figure 1, which is for an
artificially small value of γs ≈ 2.3. For larger values of γs,
the curves approach two straight lines at z′ = 1 and z = −1,
deviating sharply away from each other near (z, z′) = (−1, 1).
In Figure 1 the superluminal range is described by three
separate sections, which correspond to {z, z′} > 1, {z, z′} <
−1 and z < −1 with z′ > 1, respectively. The third section
of the superluminal waves in Figure 1, for γs ≫ 1, separates
into a nearly horizontal arm and a nearly vertical arm.
3.2 Nearly temporal oscillations in K and K ′
Physical arguments are needed to determine the frequency
range of the SAOs in K ′. Two limiting cases are strictly
temporal oscillations in K, corresponding to k ‖ = 0 or z = ∞,
and to strictly temporal oscillations in K ′, corresponding to
k ′
‖
= 0 or z′ = ∞. We define “nearly temporal oscillations”
in K and K ′, as the nearly horizontal arm and the nearly
vertical arm, respectively, on the section with z < −1 with
z′ > 1 in Figure 1.
Strictly temporal oscillations in K have ω = ωx in K,
and this transforms to ω′ = γsωx in K
′. Strictly temporal
oscillations in K ′ have z = −1/βs and ω = ωL(1/βs) ≈ ω1 in
K, and this transforms to ω′ ≈ ω1/γs in K
′. The potential
range of interest is between these two limiting cases. This
range is −∞ < z ≤ −1/βs and ωx < ω . ω1 in K and is
1/βs ≤ z
′ < ∞ and γsωx < ω
′ . ω1/γs in K
′.
3.3 Temporal oscillations in K ′
Temporal oscillations in K might appear to be the most
obvious generalization of the oscillations at ωp in a nonrel-
ativistic plasma. (The frequency ωx is sometimes referred
to as the relativistic plasma frequency.) However, there is a
strong argument for the oscillations being nearly temporal
oscillations in K ′: the driver is attributed to time-varying
fields in the pulsar frame, that is in K ′. This driver is in K ′,
leads one to expect that the temporal oscillations induced
in the plasma have k ′
‖
≈ 0, z′ ≈ ∞.
3.4 Stationary wave energy in K ′
For L waves in K ′ the dispersion relation may be written in
the form
ω′ = γsωp
[
(z + βs)
2W(z)
]1/2
, (8)
where we use (7) and with the right hand side an implicit
function of z′ through (6). The condition for the wave energy
to be stationary in K ′ may be written as dω′/dz′ = 0. This
derivative may then be evaluated using
∂ω′
∂z′
=
dz
dz′
∂ω′
∂z
,
dz
dz′
=
1
γ2s (1 − βsz
′)2
= γ2s (1 + βsz)
2. (9)
The condition dω′/dz′ = 0 may then be reduced to d[(z +
βs)
2W(z)]/dz = 0, which may be re-expressed as βg = −βs, for
negative z, using results given in Appendix B. The condition
βg = −βs can apply only for waves that are propagating
inward in K and (being convected) outward in K ′, that is,
on the section of the curves in Figure 1 with z < −1 and
z′ > 1. It is shown in Appendix B that βg in K increases with
decreasing z2 from βg = 0 at z
2
= ∞ to βg ≈ 1 − 1/12〈γ〉
2 at
z2 ≈ 1. Approximating βg by its value at z
2
= 1 and with βs ≈
1 − 1/2γ2s , the condition βg = −βs is satisfied for γ
2
s ≈ 6〈γ〉
2.
This condition requires a ratio γs/〈γ〉 that is smaller than is
usually considered plausible, based on PIC models for pair
cascades. Even if the condition βg = −βs is not satisfied, it
is clear from this discussion that a favorable case for build
up of wave energy is for nearly temporal oscillations in K ′
that are propagating inward in K. We assume this to be the
case in estimating ω0.
3.5 Estimated value of ω0
The assumption that SAOs correspond to nearly temporal
oscillations with small group speed inK ′ implies that the fre-
MNRAS 000, 1–?? (2017)
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quency in K ′ is close to ω1/γs. We assume that the frequency
of SAOs, and hence of the escaping pulsar radio emission is
ω0
2pi
≈ 0.4ζ MHz, (10)
ζ =
[
〈γ〉
102
κ
105
(
102
γs
)3 ( ÛP/P3
10−15 s−3
)1/2 (
r/rL
0.1
)−3]1/2 (
1 s
P
)
, (11)
where we use the expression for ωp from Paper 1.
3.6 Parameters for observed range of frequencies
In Figure 2 we present plots of ω0/2pi, given by (10) with
(11), to illustrate the observed radio emission, which we as-
sume to be 0.1 GHz . ω0/2pi . 5 GHz. We consider three
values for 〈γ〉 ≈ 1.7 (TOP), 10 (MIDDLE) and 100 (BOT-
TOM); we suggest that the plausible range is 1.7 . 〈γ〉 . 10,
with the bottom panel corresponding to an extreme rela-
tivistic case. We present plots that cover the observed range
of pulsar periods, from P = 0.1 s (solid), 1 (dashed) to 10
(dotted). In each figure, each pair of lines corresponds to
0.1GHz (upper) and 5GHz (lower). The thin vertical dot-
ted line corresponds to γ2s = 6〈γ〉
2. Each line runs from the
stellar surface to r/rL = 0.1. In all cases we assume a multi-
plicity κ = 105 and ÛP/P3 = 10−15 s−3.
Although there is considerable uncertainty in the emis-
sion height, as discussed in Paper 1, most estimates are in
the range from r/R∗ ≈ 4 to r/R∗ ≈ 200 (with a mean value of
r/R∗ = 20−50) (Mitra 2017). In all cases, our model implies
that the height increases with increasing pulsar period, con-
sistent with observation (Johnston et al. 2008). The height
decreases with increasing γs, and is nearly independent (in-
creasing slowly) of 〈γ〉 for given γs. Note however, that mod-
els for pair-cascades suggest a modest to large ratio γs/〈γ〉;
for example, if one assumes γs = 10〈γ〉, this fixes γs = 17,
102 and 103 in the three figures, respectively.
Based on these plots, we suggest that the most favorable
cases are for small values of 〈γ〉 and modest values of γs/〈γ〉.
For example, if the emission height is assumed very close
to the stellar surface then 〈γ〉 = 2–3 and γs ∼ 10 would
allow ω0/2pi to account for pulsar radio emission. We do
not discuss the details of possible choices here. A detailed
discussion would need to include possible ranges of κ and
ÛP/P3. However, it is clear that there are plausible ranges
of the various parameters for which the frequency in our
model is compatible with the observed frequency range for
all pulsars.
4 CURRENT STARVATION AND E‖ , 0
In this section we outline an argument that implies E‖ , 0
widely in the pulsar magnetosphere. We appeal to the value
of E‖ to estimate the maximum amplitude of the SAOs and
the frequency spectrum of the radio emission.
4.1 Corotation fields
The corotation model for the electric field, charge and cur-
rent densities for an obliquely corotating magnetosphere is
summarized Section 2 and in Appendix A. This corotation
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Figure 2. Plots of ω0/2pi corresponding to radio emission,
0.1 GHz . ω0/2pi . 5 GHz, for 〈γ〉 ≈ 1.7 (TOP), 10 (MIDDLE)
and 100 (BOTTOM); and P = 0.1 s (solid), 1 (dashed) and 10
(dotted). In each figure, each pair of lines correspond to 0.1GHz
(upper) and 5GHz (lower); and the thin vertical dotted line cor-
responds to γ2s = 6〈γ〉
2. Each line runs from the stellar surface to
r/rL = 0.1. We use κ = 10
5 and ÛP/P3 = 10−15 s−3 for all plots.
model leads to an inconsistency that we refer to as cur-
rent starvation, implying that E = Ecor, E‖ = 0 cannot be
maintained instantaneously and continuously anywhere in
the magnetosphere. The corotation charge density is deter-
mined by Gauss’ equation and the corotation current density
is determined by Ampe`re’s equation, cf. (1).
Ampe`re’s equation may be separated into three parts:
a part, curl B0 = µ0J0 say, independent of the displacement
current, a part c2curl Bind = ∂Eind/∂t, that involves only the
(inductive) fields generated by the rotating magnetic dipole,
and a part Jcor = −ε0∂Epot/∂t, that involves only the fields
generated by the charge density ρcor.
The corotation current density, Jcor, satisfies the conti-
nuity equation ∂ρcor/∂t + div Jcor = 0. We note that the cur-
rent density, ρcor(ω∗× x) associated with the rotating charge
density, also satisfies this continuity equation. It follows that
MNRAS 000, 1–?? (2017)
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Jcor may be written as
Jcor = ρcor(ω∗ × x) + J
′
cor, (12)
with div J ′cor = 0. An explicit expression for J
′
cor is given in
Appendix A. An interpretation of (12) is that Jcor may be
separated into two parts both of which correspond to closed
current lines. The current lines corresponding to ρcor(ω∗× x)
are circles centered on the rotation axis; this part includes a
steady current density ∝ m cos α(3 cos2 θ − 1) which produces
a perturbation in the magnetic field equal to cos α times
the corresponding magnetic perturbation in the aligned case.
The current lines of J ′cor are also closed within the magne-
tosphere, with no sources or sinks. As a consequence, this
current necessarily has components both along and across
magnetic field lines.
4.2 Current starvation
The requirement that J ′cor has a component across the mag-
netic field lines cannot be satisfied in general, invalidating
the corotation model. Cross-field current flow in a magne-
tosphere may be attributed to drift motions, with the elec-
tric drift giving ρcor(ω∗ × x). However, the pressure-gradient
and grad B drifts are zero in a pulsar plasma, due to the 1D
motion of particles, and the curvature drift cannot produce
an arbitrary cross-field current. We refer to the fact that
the cross-field current density cannot be satisfied as current
starvation.
Cross-field current closure is possible in another way:
by the cross-field current in the magnetosphere being re-
placed by field-aligned current to and from the stellar sur-
face, with cross-field closure there due to the finite conduc-
tivity. This possibility is familiar in the case of the Earth’s
magnetosphere, where it is referred to as a current wedge
(McPherron et al. 1973), and also in the case of a labora-
tory plasma (Simon 1955). An additional feature in the pul-
sar case is that this form of closure introduces a time delay
≈ 2r/c for r ≫ R∗ (Melrose & Yuen 2016), which corresponds
to a (rotational) phase delay ∆ψ ≈ 2r/rL as this current at-
tempts to maintain ρcor at its instantaneous (time-varying)
value. (There is also a phase delay associated with the re-
tarded time, t − r/c, which applies to all fields, and ∆ψ is
an additional phase delay.) Qualitatively, this phase delay
tends to smooth out the periodically varying part of ρcor, cf.
equation (A1), causing the local rotation velocity to differ
from exact corotation, and leading to imperfect screening on
E‖ .
4.3 Force-free requirement
The electromagnetic force density in the corotation model
is ρcorEcor + Jcor × B = J
′
cor × B. For the model to be valid,
this force density must be balanced by some other force or
by inertia. There is no other relevant force that can provide
such balance. Let η be the effective mass density; then the
inertial force density in the model is of order ηrω2∗ , where
rω2∗ is the centripetal acceleration. However, one finds that
ρcorEcor + Jcor × B is of order β
2
A
times this inertial force
density, with β2
A
≫ 1 in a pulsar magnetosphere (Paper 1).
The force-free condition leads to a related inconsistency
in the corotation model, and this may be regarded as an al-
ternative argument for current starvation. The cross-field
component of J ′cor cannot be balanced, and hence cannot
be maintained by the magnetospheric plasma. The current-
wedge model for closure avoids this inconsistency, but intro-
duces a phase delay.
4.4 Phase delay due to current wedge
The corotation electric field Ecor may be written as the sum
of the inductive electric field, Eind, plus the potential field
Epot due to ρcor. In the absence of the phase delay due to
the current wedge, one has E‖ = Eind‖ +Epot‖ = 0. The phase
delay does not affect the vacuum-field Eind, but introduces a
delay in the time-dependent part of ρcor and hence in Epot.
The cancelation due to Epot‖ = −Eind‖ is then not exact due
to the phase delay of Epot‖ relative to Eind‖ . The imbalance
may be equated to the difference between Eind‖ at ψ and at
ψ+∆ψ. Let this difference be denoted by a tilde, so that one
has
E˜‖ = −∆ψ
∂
∂ψ
Eind‖ . (13)
Using explicit expressions for Eind‖ and Jcor‖ given by (A2),
equation (13) gives
E˜‖ = ∆ψ
Jcor‖
ε0ω∗
, (14)
with ∆ψ ≈ 2r/rL. An alternative expression is
E˜‖ = −∆ψ
µ0mω∗
4pir2Θ(θb)
sinα cos α sin θb sin φb, (15)
where the notation is defined in Appendix A.
4.5 Interpretation of E˜‖
The unbalanced parallel electric field E˜‖ in the form (15)
depends on the point in the magnetosphere, described by
r, θb, φb. The dependence on sin φb implies E˜‖ = 0 for points
in the plane containing the rotation and magnetic axes, with
the maximum value at points orthogonal to this plane. The
dependence on sin θb implies that the maximum value of E˜‖
is at the magnetic equator, sin θb = 1. In the next section we
consider the escape of radiation, and argue that this requires
inhomogeneities that are plausible only on open field lines,
that is, within the polar-cap region. Assuming that the last
closed field line corresponds to r = rL sin
2 θb, the polar-cap
region corresponds to sin θb ≤ (r/rL)
1/2. An estimate of the
maximum value of E˜‖ , at the edge of the polar cap, is then
E˜‖ = −
(
r
rL
)3/2
µ0mω∗
4pir2
sin α cos α sin φb, (16)
where we make the approximation Θ(θb) ≈ 2 for θb ≪ 1.
4.6 Frequency spectrum of escaping radiation
The energy density in the unbalanced parallel electric field
is ε0E˜
2
‖
/2. We assume that this energy density provides an
estimate of the energy density in SAOs driven in response to
E˜‖ . A fraction of this energy can escape directly, as discussed
in the next section. The maximum possible power, assuming
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all the SAOs escape, is then cε0E˜
2
‖
/2 times the area of the
source region. With r⊥ = r sin θb the cylindrical distance from
the magnetic axis, we assume an annular area, 2pir⊥∆r⊥, of
width ∆r⊥ just inside the last closed field line. With sin θb ≈
(r/rL)
1/2, this area corresponds to 3pir2∆r/rL.
The frequency-to-radius relation ω ∝ r−3/2 allows one to
relate the power as a function of r to the frequency spectrum.
Assuming that the fraction that escapes is independent of
r, this implies a maximum power ∝ r∆r ∝ ω−7/3∆ω. This
frequency spectrum is steeper than for pulsars on average. If
the fraction, η(ω) say, of the energy in SAOs that can escape
is included, the power is multiplied by η(ω). This modified
spectrum would reproduce the typical observed spectrum
if η(ω) were an appropriately increasing function of ω. A
detailed model is required to discuss this point further.
5 PROPAGATION OF O MODE RAYS
In this section we discuss the conditions under which SAOs
initially in the L mode can escape as O mode waves. We start
by summarizing analytic approximations for the O mode
dispersion relation in pulsar plasma, Hamilton’s equations
for a ray, and the constraint that the frequency ω′ is constant
in a frame in which the plasma is time-independent.
5.1 Dispersion relation for the O mode
The dispersion relation for the O mode is K is (RMM1, with
b ≈ 1)
ω2 = ω2O(z, θ) =
(z2 − z2
A
)ω2
L
(z)
z2 − z2
A
− tan2 θ
. (17)
For tan θ = 0, this dispersion relation reduces to that for the
L mode, ω = ωL(z) for z
2 > z2
A
, and to that for the parallel
Alfve´n mode, z2 = z2
A
for ω > ωL(z). For tan
2 θ & 1 − z2
A
≈
1/β2
A
, the O mode is entirely superluminal.
It is helpful in the interpretation of the dispersion rela-
tion (17) to compare it with the dispersion relation from
transverse waves in an isotropic plasma. This dispersion
relation may be written either as n2 = 1 − ω2p/ω
2 or as
ω2 = ω2p + k
2c2. When the latter form is rewritten in the
notation used in (17) it becomes ω2 = z2ω2p/(z
2 − 1 − tan2 θ).
The denominator in this case is the same as the the de-
nominator in (17) in the limit β2
A
→ ∞, z2
A
→ 1. Escape of
transverse waves from an isotropic plasma, such as the solar
corona when the magnetic field is neglected, requires that
the frequency of the wave remain constant along a ray path
over which ω2p decreases to a negligible value. This requires
that the denominator z2−1− tan2 θ decreases to a small value
along this ray path in order for ω2 to remain constant. Sim-
ilarly, for an O mode wave to escape, the denominator in
(17) must become small along the ray path.
In discussing escape of waves, one needs to transform
from K to the pulsar frame K ′. Using (7), the dispersion
relation (17) transforms into
ω′ = ω′O(z
′, θ′) = γs
z + βs
z
ωO(z, θ), (18)
with z, θ implicit functions of z′, θ′ on the right hand side,
given by (6) and
tan θ′ =
tan θ
γs(1 + βsz)
, tan θ =
tan θ′
γs(1 − βsz′)
. (19)
5.2 Hamilton’s equations for a ray
In order to discuss how escape occurs we need equations
that determine how z′ and θ′ change along a ray path in the
pulsar frame due to spatial gradients in ωp.
Hamilton’s equations for a ray in K ′ are
ds′
dt
=
∂ω′
∂k ′
‖
,
dx′
dt
=
∂ω′
∂k ′⊥
,
dk ′
‖
dt
= −
∂ω′
∂s′
,
dk ′⊥
dt
= −
∂ω′
∂x′
,
(20)
where s′ and x′ denote distance along and across (in the
plane of the gradient) the magnetic field, respectively. We
regard ω′ as a function of z′, θ′, s′, x′, with k ′
‖
= ω′/cz′, k ′⊥ =
(ω′/cz′) tan θ′. Then the first two of equations (20) become
ds′
dt
= −
cz′2
ω′
∂ω′
∂z′
,
dx′
dt
= −
cz′2 cos θ′
ω′ sin θ′
∂ω′
∂z′
+
cz′ cos2 θ′
ω′
∂ω′
∂θ′
,
(21)
with ∂ω′/∂z′ and ∂ω′/∂θ′ found by differentiating equation
(18) with (17). The remaining two of equations (20) are re-
placed by
dz′
dt
=
cz′2
ωp
∂ωp
∂s′
,
dθ′
dt
= −
cz′ cos θ′
ωp
∂ωp
∂x′
+
cz′ sin θ′
ωp
∂ωp
∂s′
.
(22)
Formally, t in equations (20)–(22) is an affine parameter
that is sometimes interpreted as time. One may replace t
by the physically meaningful parameter s′ by dividing by
ds′/dt using the first of equations (20), with the right-hand
side interpreted as the group velocity. For propagation in
the pulsar frame K ′ one has
dz′
ds′
≈
z′2
β′gωp
∂ωp
∂s′
,
dθ′
ds′
≈ −
z′ cos θ′
β′gωp
∂ωp
∂x′
+
z′ sin θ′
β′gωp
∂ωp
∂s′
.
(23)
Due to the factors 1/β′g, the effect of refraction is greatly
enhanced in the neigborhood of the stationary-energy con-
dition β′g = 0.
5.3 Parallel-propagating waves
Consider first the case in which the gradient in ωp is along
the field lines (∂ωp/∂x
′
= 0), with ωp decreasing outward.
Initially parallel-propagating waves then continue to propa-
gate parallel to the field lines. For an initially parallel propa-
gating wave to remain parallel propagating and to escape, it
must follow the dispersion curve ω = ωL(z) to z = zA, where
the parallel O mode becomes the parallel Alfve´n mode, and
along the dispersion curve z = zA to arbitrarily large ω/ωp.
This cannot occur in practice, and a wave can escape only
when refraction across field lines, due to ∂ωp/∂x
′
, 0, near
the source is taken into account, as we now argue.
The constant-frequency condition requires dω′/ds′ = 0
along the ray path. The spatial dependence of the dispersion
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relation, ω′2 = ω2pz
′2W ′(z′) = ω2p(z + βs)
2W(z), includes the
dependence of ωp on s
′, described by the gradient ∂ωp/∂s
′,
and an implicit dependence through the spatial gradient in
z′ along the ray path, determined by (23). Together these
imply, after some algebra,
1
ω′
dω′
ds′
=
1
ωp
∂ωp
∂s′
β′g
β′g − z
′
=
1
ωp
∂ωp
∂s′
γ2s (βg + βs)(1 + zβs)
βg − z
.
(24)
There are only two special cases where the frequency is con-
stant. One case is β′g = 0 or βg = −βs, which corresponds to
the wave energy being stationary in K ′, as discussed above.
In this case ω′ does not change with s′ because there is no
energy propagation (and hence no ray) in K ′. This case is
obviously of no direct interest in connection with escape of
wave energy. The other case is z′ = ∞, z = −1/βs, that is,
strictly temporal oscillations in K ′. This case corresponds
to the transition between inward and outward propagating
waves in K, and is also of no direct relevance to the escape
of wave energy.
More generally, one concludes from (24) that the fre-
quency ω′ of an initially parallel propagating wave cannot
remain constant while the wave remains parallel propagat-
ing. Put another way, in the presence of a spatial gradient
in ωp that is strictly along field lines, the change in z
′ (or
z) required for the frequency ω′ to remain constant is in-
compatible with the wave remaining on the dispersion curve.
Specifically, it is not possible for a parallel-propagating wave
to move (from say z′ = ∞, z = −1/βs) along the portion of
the dispersion curve that follows ω = ωL(z) to z = −1 or to
z = −zA. For a wave to escape, there must be a cross-field
gradient in the source region that causes the ray to refract
into a neighboring lower-density region.
5.4 Qualitative discussion of escape of O mode
radiation
The escape of radiation (in the O mode) from the pulsar
magnetosphere requires that it follow a ray path to a re-
gion where ωL(z) is arbitrarily small. Along the ray path,
the frequency ω′ is assumed to remain constant, with the
dispersion relation in K ′ given by (18), and with the disper-
sion relation in K given by (17). By inspection of (18) with
(17), it is apparent that these two conditions can be sat-
isfied only if the denominator in (17) becomes sufficiently
small as the ratio ω2
L
(z)/ω2 becomes small. This requires
that z2 − z2
A
− tan2 θ becomes small, which may be rewrit-
ten as −z2(n2 − 1 − 1/z2β2
A
) ≈ 0. In this case, using (17),
one finds that the refractive index of the O mode may be
approximated by
n2 ≈ 1 −
ω2
L
(z) sin2 θ
ω2
+
cos2 θ
β2
A
. (25)
Thus the escape requirement that the wave propagate along
a ray path to a region with ω2 ≫ ω2
L
(z), corresponds to the
refractive index approaching unity, with n2 → 1 in K also
implying n′2 → 1 in K ′.2 The final term in (25) gives the
2 The formal requirement that the refractive index for a wave
in any medium must approach unity from below for ω → ∞ is
dispersion relation for Alfve´n waves in the limit sin2 θ → 0,
but is unimportant for obliquely propagating waves, and is
neglected in the following discussion.
We separate the propagation leading to escape into two
parts: near the source, and over large distances.
A cross-field gradient is essential in the source region to
allow the waves to refract away from parallel propagation.
As discussed above, for a gradient that is strictly along the
field lines, the waves remain parallel propagating, but it is
not possible (except in the two special cases identified) for
a spatial decrease in ω2p to be balanced by an increase in
z′2W ′(z′) to keep ω′2 constant. A cross-field gradient leads
to refraction away from parallel propagation, and this allows
the decrease in ω2p to be balanced by an increase in frequency
due to nonzero θ. This is possible because the dispersion
relation (17) implies that ω2/ω2p increases as tan
2 θ increases
for superluminal waves, z2 > 1. Consider an SAO generated
in a locally overdense region: a cross-field gradient allows
the wave to become oblique and to propagate towards a
lower-density region. We assume that this occurs and the
approximate dispersion relation (25) applies after this initial
stage in the propagation.
A qualitative understanding of how escape occurs on a
large scale may be based on Snell’s law: waves refract to-
wards the direction of increasing refractive index. Provided
that the approximate dispersion relation (25) applies, the
propagation is analogous to more familiar cases, such as the
escape of radiation generated near the plasma frequency in
the solar corona.
5.5 Cross-field gradient
A plasma generated by pair cascades in a pulsar magneto-
sphere is likely to be highly inhomogeneous, structured both
along and across magnetic field lines. Suppose that pairs are
created in “clouds” each of which is in a narrow range of
cross-field displacement x. In such a model, there are large
gradients ∂ωp/∂x on the scale of an individual cloud. One
expects little mixing of plasma across field lines to reduce
these gradients.
The curvature drift can lead to some mixing, as may be
understood as follows. The curvature of the field lines causes
charges to drift across field lines at vc , with
vc
c
= β2γ
c
RcΩe
≈ 0.7 × 10−6γ
(
r
rL
)5/2
, (26)
where Rc is the radius of curvature. Because vc is pro-
portional to γ, the drift speed is different for different γs.
This dependence leads to a γ-dependent gradient across field
lines, with the lowest energy particles nearest to the initial
field line and the highest energy particles furthest from it. If
these relative drifts were to cause charges to separate by a
distance larger than the separation between clouds, these ef-
fects would tend to smooth out cross-field inhomogeneities.
This drift is small for r ≪ rL, and we assume that it does
not necessarily satisfied here for θ = 0; there is no inconsistency
because our formulae for the wave dispersion are derived in the
limit ω ≪ Ωe, precluding ω → ∞.
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not smooth out the large cross-field gradients in the pulsar
plasma.3
5.6 Emission in dense fibers
Consider a model in which the density of pairs is largest in
elongated regions along field lines, which we call fibers, and
lower in the region between fibers. (This is similar to a model
proposed for type I solar radio bursts (Bougeret & Steinberg
1977).) Let the density within a fiber vary across field lines
over a characteristic length Lx: ∂ωp/∂x = −ωp/2Lx. The gra-
dient along the field lines, ∂ωp/∂s = −ωp/2Ls, is assumed to
be much smaller. Specifically, for a dipolar model, one has
Ls ≈ 2r/3. We assume Lx ≪ r.
With these assumptions, equation (23) for dθ′/ds′ may
be approximated by
dθ′
ds′
≈
z′ cos θ′
2Lx
, (27)
with z′ > 1 for the waves of interest. Equation (27) implies
that θ′ increases such that the waves refract away from the
overdense region, in which they are assumed to be generated,
towards the underdense region between fibers. Once a ray is
in an underdense region, the region acts as a duct with rays
refracting away from overdense edges towards the density
minimum. (A similar ducting models models was proposed
Duncan (1979) for escape of fundamental plasma emission
from the solar corona.) With low-density regions between
fibers acting as ducts, an O mode wave is guided outward
until the density in the surrounding region is too low for the
ducting to continue to be effective. Thereafter the ray path
may be approximated by a straight line.
5.7 Escape only from the polar-cap region
It is conventional to distinguish between the polar cap re-
gions, in which the plasma needs to be continually replaced
through pair creation, and the closed-field region, in which
there is no such requirement. It follows that the foregoing
ducting model is plausible only on open field lines. In the ab-
sence of strongly field-aligned density structures, the SAOs
cannot escape. We assume that this is the case in the closed-
field regions. Although the field E˜‖ , as given by (16) for ex-
ample, applies in both the open- and closed-field regions, we
assume that the fraction of the wave energy in SAOs that
can escape is non-zero only in the open-field regions.
6 DISCUSSION
The pulsar radio emission mechanism suggested here over-
comes the major difficulties (discussed in Paper 1) with ex-
isting mechanisms (CCE, RPE and ADE) that have reso-
nant wave growth as an essential ingredient. Resonance is
possible only for subluminal waves, and the dispersive prop-
erties of pulsar plasma imply such severe constraints on the
3 We note that this mixing effect increases with increasing r ,
which is equivalent to decreasing ω here. In principle, such mixing
decreases the efficiency of escape with increasing r , or increasing
ω, implying that η(ω) is an increasing function of ω, the signifi-
cance of which is discussed above.
wave growth that we regard these mechanisms as untenable,
as least as generic mechanisms for all pulsar emission. The
alternative we explore is based on the oscillations that arise
naturally (Levinson et al. 2005; Beloborodov & Thompson
2007a,b; Timokhin 2010; Timokhin & Arons 2013), as the
plasma attempts to screen the time-varying parallel induc-
tive electric field E‖ associated with an obliquely rotating
magnetic dipole. Large-amplitude oscillation (LAOs) lead
to acceleration of high-energy particles that trigger pair cas-
cades, populating the magnetosphere with plasma. Our sug-
gestion is that smaller-amplitude versions of these oscilla-
tions (SAOs), regarded as waves in the pulsar plasma, occur
more widely in the magnetosphere, and that some of the en-
ergy in the SAOs can escape directly as the observed radio
emission.
An important implication of this model is that the fre-
quency of the observed emission is equal to the frequency,
ω0, of the SAOs in the pulsar frame K
′ in the source region.
The identification of ω0, estimated in (11), as the observed
frequency of pulsar radio emission is an important impli-
cation of the model. The argument for this value of ω0 is
as follows. The excitation of the SAOs implies that they
are nearly temporal oscillations. Although purely temporal
oscillations in the rest frame K of the plasma have a fre-
quency ωx ≈ ωp/〈γ〉
1/2, the driver is in the pulsar frame,
K ′, and purely temporal oscillations in this frame have a
frequency near ω1 in K and hence near ω1/γs in K
′, imply-
ing ω0 ≈ (2〈γ〉)
1/2ωp/γs in K
′.
The prediction that the frequency of pulsar radio emis-
sion has the specific form (11) has several implications.
(i) Equations (10) and (11) imply a radius-to-frequency
mapping of the form ω/2pi ∝ r−3/2.
(ii) In Figure 2 we plot the height r/R∗ versus the stream-
ing Lorentz factor γs for the emission, in the range 0.1 GHz .
ω0/2pi . 5 GHz, for various values of 〈γ〉 and P. The plots
show that the height of emission increases with increasing
P, consistent with the dependence of height with P inferred
from observation (Johnston et al. 2008).
(iii) The plots in Figure 2 allow one to identify favorable
cases for the model to account for the observed emission; for
example, modest values of 〈γ〉 and of the ratio γs/〈γ〉 are
generally favored.
(iv) In principle, the dependence on pulsar parameters
in (11) coupled with statistical data for a sufficiently large
sample of pulsars may allow constraints on the parameters
κ, γs, 〈γ〉 to be inferred from the radio data.
In Section 4 we develop a semi-quantitative model for
the amplitude of the SAOs, based on what we refer to as cur-
rent starvation. The idea is that the screening of the induc-
tive E‖ cannot be perfect because of a phase delay between
the unscreened Eind‖ and the screening field Epot‖ needed to
maintain the time-dependent part of the corotation charge
density at its instantaneous value. We calculate the resid-
ual E˜‖ in (13)–(16), and suggest that it be identified with
the maximum amplitude of the SAOs, such that the maxi-
mum power per unit area is ε0 |E˜‖ |
2c/2. In an idealized model
in which the dominant emission is from an annular region
just inside the last closed field line, this model implies a fre-
quency spectrum for the emitted radiation I(ω) ∝ η(ω)ω−7/3,
where η(ω) is the fraction of the power in the SAOs that can
escape.
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We discuss the escape in Section 5. The SAOs are as-
sumed to be generated as parallel-propagating L waves. A
novel feature of dispersion in a pulsar plasma that L-mode
waves are on the same dispersion curve as O mode waves and
hence, in principle, L-mode waves may evolve in to O-mode
waves, which can escape, without involving any nonlinear
or mode-coupling process. However, refraction away from
parallel propagation is essential to allow escape. We sug-
gest a model in which the plasma is inhomogeneous across
field lines, such that the density contours are nearly field-
aligned. Near the source SAOs generated in locally overdense
regions, which we refer to as fibers, get refracted towards
lower-density regions, and thereafter are ducted outwards
with the fibers acting as walls to the ducts. We further ar-
gue that these fibers are to be expected in plasma produced
through pair cascades, and that they are confined to the
open-field regions. We argue absence of such fibers in the
closed-field regions explains the absence of radio emission
from these regions. The dependence of E˜‖ on θb then fa-
vors emission just inside the last closed field line. We also
argue that mixing across field lines, due to the curvature
drift, may reduce the cross-field gradient with increasing r,
implying that η(ω) is an increasing function of ω, and hence
that the predicted spectrum of the emission is flatter than
the idealized case, I(ω) ∝ ω−7/2, when η(ω) is neglected.
The model predicts that the escaping radiation is in the
O mode. It is well established that the observed polarization,
at least in some pulsars (with elliptical polarization or or-
thogonal modes) is strongly affected by propagation effects.
The observed polarization is assumed to be characteristic of
wave properties in a so-called polarization limiting region,
beyond which the plasma is ineffective in further modifying
the polarization. In such a model, observed elliptical polar-
ization is attributed to cyclotron effects in the polarization
limiting region, such that the polarization on escape can be
substantially different from that at the point of emission
(e.g., Beskin & Philippov 2012).
We suggest that the proposed mechanism is a favorable
candidate as the generic radio emission mechanism for all
pulsars. However, there are various aspects of the emission
mechanism that require further investigation and develop-
ment. We argue that the proposed emission mechanism is
most favorable for modest values of the ratio γs/〈γ〉, and
the conditions on the pair cascades for this to be the case
need to be explored. A specific weakness in our model is the
lack of a quantitative treatment of the probability, η(ω), of
escape of the energy in SAOs from any point in the magne-
tosphere.
7 CONCLUSIONS
We suggest that pulsar radio emission is generated as a
consequence of oscillations set up as the plasma attempts
to screen a residual parallel component of the (inductive)
electric field due to the obliquely rotating magnetic dipole.
The oscillations are superluminal L mode waves that be-
come O mode waves as they propagate outwards. A notable
prediction of this model is the frequency of the waves, which
is given by equation (11), is equal to the frequency of the
observed emission. This explicit form for the frequency gives
a specific formula for frequency-to-radius mapping, allowing
this and other features to be compared with observation.
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APPENDIX A: FIELDS DUE TO A ROTATING
MAGNETIC DIPOLE
Explicit forms for fields relevant to the corotation model in
terms of spherical polar coordinates r, θ, φ and unit vectors
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rˆ, θˆ, φˆ and the rotational phase ψ = ω∗t are
Bdip =
µ0m
4pir3
{2[cos α cos θ + sinα sin θ cos(φ − ψ)]rˆ
+ [cos α sin θ − sin α cos θ cos(φ − ψ)]θˆ
+ sinα sin(φ − ψ)φˆ},
Eind = −
µ0ω∗m sin α
4pir2
[
cos(φ − ψ)θˆ − cos θ sin(φ − ψ)φˆ
]
,
Ecor = −
µ0ω∗m
4pir2
sin θ{[cosα sin θ − sin α cos θ cos(φ − ψ)] rˆ
− 2[cos α cos θ + sin α sin θ cos(φ − ψ)] θˆ},
Φcor =
µ0ω∗m
4pir
sin θ[cos α sin θ − sin α cos θ cos(φ − ψ)],
ρcor = −
2ω∗m
4pir3c2
[cos α(3 cos2 θ − 1)
+ 3 sin α sin θ cos θ cos(φ − ψ)],
Jcor = −
ω2∗m sinα
4pir2c2
[sin θ cos θ sin(φ − ψ) rˆ
− (cos2 θ − sin2 θ) sin(φ − ψ) θˆ
− cos θ cos(φ − ψ) φˆ].
(A1)
The parallel component of Eind and Jcor are
Eind‖ = −
µ0ω∗m sinα
4pir2Θ(θb)
[cos α sin θ cos(φ − ψ) − sinα cos θ]
Jcor‖ =
ω2∗m
4pir2c2Θ(θb)
sin α cos α sin θ sin(φ − ψ),
(A2)
with Θ(θb) = {1 + 3[cos α cos θ + sin α sin θ cos(φ − ψ)]
2}1/2.
APPENDIX B: DISPERSION FOR
SUPERLUMINAL WAVES Z2 > 1
We summarize some analytic approximations that apply for
superluminal waves, z2 > 1, based on the RPDF z2W(z) (e.g.,
Melrose & Gedalin 1999), evaluated in the rest frame of a 1D
Ju¨ttner distribution with 〈γ〉 ≫ 1. We write
z2W(z) =
〈
z2(z2 + β2)
γ3(z2 − β2)2
〉
≈ z2(z2 + 1) f (z2, 〈γ〉) (B1)
where we assume z2 + 1 ≫ 1/γ2 and define
f (z2, 〈γ〉) =
〈
1
γ3(z2 − 1 + 1/γ2)2
〉
. (B2)
The wave properties of interest are the dispersion relation
ω = ωp[z
2W(z)]1/2, the ratio of electric to total energy,
RL(z) = −
W(z)
zdW(z)/dz
≈ −
(z2 + 1) f (z2, 〈γ〉)
z[2z f (z2, 〈γ〉) + (z2 + 1) f ′(z2, 〈γ〉)]
,
(B3)
with f ′(z2, 〈γ〉) = ∂ f (z2, 〈γ〉)/∂z, and the group speed,
βg(z) =
d[z2W(z)]/dz
z dW(z)/dz
= z[1 − 2RL(z)]. (B4)
For z2 ≫ 1 the only relevant average is 〈γ−3〉 ≈ 1/〈γ〉,
and one finds
f (z2, 〈γ〉) ≈
1
(z2 − 1)2〈γ〉
, f ′(z2, 〈γ〉) ≈
−4z
(z2 − 1)3〈γ〉
. (B5)
These give
RL(z) ≈
z4 − 1
2z2(z2 + 3)
≈
1
2
(
1 −
3
z2
)
, (B6)
where the second approximation applies for z2 ≫ 3, and
βg(z) ≈
3z2 + 1
z(z2 + 3)
≈
3
z
(
1 −
8
3z2
)
, (B7)
where the second approximation applies for z2 ≫ 3. These
approximations generalize the wave properties for z2 = ∞,
corresponding to strictly temporal oscillations in K, to finite
z2 ≫ 1.
For strictly temporal oscillations in K ′ one has z′2 = ∞,
z2 = 1/β2s ≈ 1 + 1/γ
2
s . In this case we need f (z
2, 〈γ〉) and
f ′(z2, 〈γ〉) at z2 = 1/β2s ≈ 1 + 1/γ
2
s :
f (1/β2s , 〈γ〉) ≈
〈
γ
(1 + γ2/γ2s )
2
〉
,
f ′(1/β2s , 〈γ〉) ≈ −4
〈
γ3
(1 + γ2/γ2s )
3
〉
. (B8)
For z2 = 1 one has f (1, 〈γ〉) = 〈γ〉, f ′(1, 〈γ〉) = −4〈γ3〉 =
−24〈γ〉3, where we use 〈γ2〉 ≈ n!〈γ〉n for 〈γ〉 ≫ 1, and hence
RL(z) ≈
1
24〈γ〉2
, βg ≈ 1 −
1
12〈γ〉2
, (B9)
to lowest order in an expansion in 1/〈γ〉2. The limit z2 → 1
corresponds to the minimum value of RL and the maximum
value of βg for z
2 ≥ 1. (We note that although this limit
corresponds to retaining only the leading term in an ex-
pansion in γ2/γ2s of the denominators in (B8), this expan-
sion appears not to converge due to nth term in the ex-
pansion being proportional to (−)n(n + 1)〈γ2n+1〉/γ2ns and
(−)n(n + 1)(n + 2)〈γ2n+3〉/2γ2ns , respectively, with 〈γ
2n+1〉 =
(2n + 1)!〈γ〉2n+1, 〈γ2n+3〉 = (2n + 3)!〈γ〉2n+3, cf. Appendix D
of RMM1.
The group speed in K ′ is
β′g =
βs + βg
1 + βsβg
≈ 1 −
1 + 3〈γ〉2/γ2s
48γ2s 〈γ〉
2
, (B10)
where we use (B9) so that γ2g ≈ 6〈γ〉
2.
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