Abstract. We show that a noncompact manifold with bounded sectional curvature, whose ends are sufficiently Gromov-Hausdorff close to rays, has a finite dimensional space of square-integrable harmonic forms. In the special case of a finite-volume manifold with pinched negative sectional curvature, we show that the essential spectrum of the p-form Laplacian is the union of the essential spectra of a collection of ordinary differential operators associated to the ends. We give examples of such manifolds with curvature pinched arbitrarily close to ;1 and with an infinite number of gaps in the spectrum of the function Laplacian.
Introduction.
In this paper we consider Riemannian manifolds of finite volume and pinched negative sectional curvature. We give results about the kernel of the differential form Laplacian and about its essential spectrum.
Our first result is the finite dimensionality of the space of square-integrable harmonic forms for a more general class of Riemannian manifolds, which can be roughly characterized as those with bounded sectional curvature and with ends that are sufficiently Gromov-Hausdorff close to rays. Let M be a complete connected n-dimensional Riemannian manifold with a basepoint m. Let 2 min (p,n;p) , and when p = n 2 and b a satisfies a certain inequality for which we refer to [4] .
The other results in this paper concern manifolds M as in Corollary Theorem 2 was previously known in the case when M is a finite-volume rank-1 locally symmetric space [11] .
As an example of Theorem 2, we consider the case of the Laplacian on functions. It is well-known that if M is a noncompact finite-volume hyperbolic manifold then the spectrum of its function Laplacian is the union of h (n;1) 2 
, 1
with a finite subset of h 0, (n;1) 2 4 . In particular, there is a finite number of gaps in the spectrum. We show that for manifolds with sectional curvature pinched close to ;1, the situation can be very different. Acknowledgments. I am grateful to Lizhen Ji for suggesting this line of research and for many helpful discussions. I thank the IHES for its hospitality while this research was performed. From [14, Theorem 2] , N I is diffeomorphic to an infranilmanifold. The proof of [14, Theorem 2] uses the collapsing results of Cheeger, Fukaya and Gromov, as given for example in [1] . In particular, it uses Fukaya's fibration theorem, along with the fact that U I is Gromov-Hausdorff close to a ray which passes through it. Strictly speaking, as in the proof of [14, Theorem 2] , one may have to shrink U I a bit in order to apply the fibration theorem.
Proof of Theorem 1. The vector space
In fact, [1] describes a model metric which is uniformly C 0 -close to that of U I . However, reduced L 2 -cohomology is bi-Lipschitz invariant (see, for example, [9, Proposition 1] [0, 1) . In what follows we will allow ourselves to reduce the end by making finite shifts of the interval [0, 1), without change of notation.
There is a canonical flat connection r aff on TN I coming from the flat connection on TN I for which left-invariant vector fields are parallel. Let E I be the 
The operators b d, b d and b 4 are diagonal with respect to the decomposition 
Proof. With our conventions, @ s h = ;2S. Given !, 2 Ω (N I ), let h!, i 2 C 1 (N I ) be the inner product constructed using h(s). One can check that @ s h!, i = hX!, i, where X = 2 P 
with respect to s gives
As ! and are arbitrary, it follows that
The lemma follows.
Here V is also diagonal with respect to the decomposition (2.3). It follows from Malcev's theorem that the harmonic forms on (N I , h(s)) are parallel with respect to r aff . In particular, b 4 is invertible on E ?
I is also independent of s.) Let G denote the corresponding Green's operator, which is the inverse of b 4 on E ? I and which vanishes on E I .
LEMMA 2. One has
Proof. Differentiating the equations
and PG = GP = 0 (2.12) with respect to s gives
This proves the lemma.
Let e(ds) denote exterior multiplication by ds.
(2.17)
(In this last equation, P acts fiberwise.)
Proof. Using the fact that
This proves the lemma. is a second-order ordinary differential operator, the solution space of (2.21) is finite-dimensional. This proves the theorem.
Geometry of finite-volume negatively-curved manifolds.
We review some results from [6] and [7] . Let (M, g) be a complete connected Riemannian manifold of finite volume whose sectional curvatures satisfy ;b 2 K ;a 2 , with 0 < a b. Then M is diffeomorphic to the interior of a smooth compact connected manifold-with-boundary M. The boundary components of M are diffeomorphic to infranilmanifolds. If N is such a boundary component then there is a corresponding end E of M. Let s be a Busemann function for a ray exiting E. Then after changing s by a constant if necessary, there are a neighborhood U of E and a C 1 -diffeomorphism F: (0, 1) N ! U so that F ;
where for s 2 (0, 1), h(s) is a Riemannian metric on N. We will think of s as a coordinate function on U. The slices N(s) = fsg N are projections of horospheres in the universal cover e M. A priori, the Busemann function is only C 2 -smooth on M and the Riemannian metric h(s) is only C 1 -smooth on N. Given n 2 N, the curve s ! (s, n) is a unit-speed geodesic which intersects the slices orthogonally. All of the rays in M which exit E arise in this way.
As s is C 2 -smooth, the second fundamental form S (3.2) and the metric h(s) satisfies e ;2bs h(0) h(s) e ;2as h(0). i=1 be local coordinates on N I and write the metric on U I as ds 2 + P i,j h ij dx i dx j . We think of s = x 0 as another coordinate. Let S ij be the second fundamental form of fsg N I . We let Greek letters run over f0, : : : , n ; 1g and we let Roman letters run over f1, : : : , n ; 1g. The nonzero Christoffel symbols are
(s) of N(s) exists and is continuous on N(s). From Jacobi field estimates, it satisfies ah(s) S(s) bh(s)
Let E denote exterior multiplication by dx and let I denote interior multipli- show that .6) is bounded. Let be the circle of radius c 1 b around the origin in C , oriented counterclockwise. From Proposition 1, (N I (s))) ). We note that the Hilbert space structure on (N I (s) ))) depends on s, but the underlying topological vector space structure on (N I )) ) does not. Hence it makes sense to differentiate (5.7) with respect to s, giving
Boundedness of the off-diagonal operators. Given I, consider N I to be an infranilmanifold which is
where V is as in (2.5).
As P 1 (s) = 1 ; P 0 (s), it follows from differentiating P 2 0 (s) = P 0 (s) that 
It follows that
Using (5.8) and (5.11), in order to prove the proposition it suffices to show that as 0 runs over unit-length eigenforms of (
, one has a bound on the norm of
which is uniform in s. Writing
we know from (2.5) and Proposition 1 that we have bounds on V 0 and V b d 0 given by const.b and const.b 2 , respectively. Hence it suffices to show that the operators
have uniform bounds on their operator norms. where "const." in this proof will denote something that is independent of c. Hence it suffices to consider jdJj 2 
have the same essential spectra. To show this, from [12, Vol. IV, Theorem XIII.14] it suffices to show that ; 4 0 + kI ;1 ; (L + kI) ;1 is compact for some k > 0.
We put ! = 4 0 + kI. provided that the sum converges. We will show that X is compact and that the sum norm-converges if k is large enough, which will prove the theorem. which in turn implies that Let p be an even periodic element of C 1 (R ) which is not real-analytic. Let has an infinite number of gaps in its essential spectrum. Hence it has an infinite number of gaps in its spectrum. One can check that as ! 0, the sectional curvatures of the new metric become pinched arbitrarily close to ;1.
Remark. It seems likely that by taking p to be almost-periodic, one can find similar examples in which the essential spectrum is a Cantor set.
