Aluminium foils (99.99% purity) and single crystals (99.999% purity) were charged with hydrogen using a gas plasma method and electrochemical methods, resulting in the introduction of a large amount of hydrogen. X-ray diffraction measurements indicated that within experimental error there was a zero change in lattice parameter after plasma charging. This result is contradictory to almost all other face-centred cubic (f.c.c.) materials, which exhibit a lattice expansion when the hydrogen enters the lattice interstitially. It is hypothesized that the hydrogen does not enter the lattice as an interstitial solute, but instead forms an H±vacancy complex at the surface that diffuses into the volume and then clusters to form H 2 bubbles. Small-and ultra-small-angle neutron scattering (SANS, USANS) and small-angle X-ray scattering (SAXS) were primarily employed to study the nature and agglomeration of the H±vacancy complexes in the Al±H system. The SAXS results were ambiguous owing to double Bragg scattering, but the SANS and USANS investigation, coupled with results from inelastic neutron scattering, and transmission and scanning electron microscopy, revealed the existence of a large size distribution of hydrogen bubbles on the surface and in the bulk of the Al±H system. The relative change in lattice parameter is calculated from the pressure in a bubble of average volume and is compared with the experimentally determined value.
Introduction
Although studies of the solubility of hydrogen in molten and solid aluminium in the temperature range 573±1473 K (Ransley & Neufeld, 1948; Ichimura et al., 1988; Lin & Hoch, 1989; Ichimura et al., 1992; Ichimura & Sasajima, 1993) have been carried out, little is known of the solubility of hydrogen in aluminium at room temperature. The diffusivity and permeability of hydrogen in aluminium has been studied in the temperature range 285±328 K (Ishikawa & Mclellan, 1986) , but no independent measurement of the solubility was made. Recent measurements of the solubility of hydrogen in aluminium (Birnbaum et al., 1997) at room temperature showed that very large concentrations [>1000 atomic parts per million (a.p.p.m.)] of hydrogen were introduced into the aluminium matrix using electrochemical, chemical and ultrasonic waterbath charging techniques. However, it has since been demonstrated that owing to the formation of an Al(OH) 3 layer on the surface of the Al during the cathodic and chemical charging procedure, the concentration of H in the bulk is <800 a.p.p.m. (Buckley & Birnbaum, 2000) . It was shown that accurate measurements of the H concentration in the cathodically and chemically charged samples are only obtained after careful cleaning of the Al surface after charging. In the present paper, the state of H in Al is investigated using a variety of complementary techniques. To avoid spurious concentration measurements, a hydrogen gas plasma charging method was used to introduce H into Al, resulting in concentrations of up to 3000 a.p.p.m. H concentrations were measured using gas extraction and prompt gamma activation analysis (PGAA) (Lindstrom, 1993) . X-ray diffraction showed that within experimental error the introduction of H into the Al matrix results in a zero change in lattice parameter, in contrast to other f.c.c. metals, where a lattice expansion of approximately 2.9 Â 10 À3 nm 3 per H atom is exhibited (Peisl, 1978) . The structural aspects of H were investigated using small-angle X-ray scattering (SAXS), which suggested either scattering from platelet-shaped inhomogeneities (Birnbaum et al., 1997) or double Bragg scattering (DBS). To resolve the ambiguity, small-angle neutron scattering (SANS) experi-J. Appl. Cryst. (2001) . 34, 119±129 ments were carried out at wavelengths such that DBS could not occur. Further experiments using ultra-small-angle neutron scattering (USANS), transmission and scanning electron microscopy (TEM and SEM), inelastic neutron scattering (INS) and precision density measurements, revealed the existence of a large size distribution of H 2 bubbles in the plasma-charged samples (Buckley & Birnbaum, 1998) . These results are discussed in terms of the mechanism of H entry and clustering in Al.
A method for calculating the relative change in lattice parameter from the SANS and USANS data is presented. In this method, the bubbles are assumed to be spherical and the relative change in lattice parameter is determined from the calculated values of the pressure in a bubble of average volume and the volume concentration of bubbles (Hirth & Lothe, 1968) . Since the experimentally determined relative change in lattice parameter is an average value, our method uses an expression for the average volume of the bubbles to determine the pressure and the relative change in lattice parameter. Good agreement is obtained between the calculated and experimentally determined values for the volume concentration of bubbles and the relative change in lattice parameter. The analysis also calculates the number of vacancies per H atom created by the initial 1 keV ions.
Experimental
A variety of experimental techniques were used to study the H concentration and structure in Al. While the specimen requirements for each technique precluded using identical specimens for all measurements, every attempt was made to ensure comparable H concentrations and distributions for all of the techniques used. Possible loss of H and changes in the distribution were considered since the time scale and specimen procedure differed for the various techniques. Repeated H concentration measurements showed that there was no loss of H from the Al over the time periods needed for the various experiments. It was not possible to make a direct determination of whether the H distribution changed over this time period, but considerations based on the diffusivity of Al and experience from other defect studies suggest that there should be no change in distribution at room temperature.
For the SAXS experiments, specimens were cut from single crystals grown from the 99.999% aluminium in vacuum by a Bridgman technique. Prior to charging, the single crystals were oriented using a conventional back-re¯ection Laue X-ray technique, such that their faces were oriented parallel to the crystallographic h110i normals. The crystals were then cut by spark erosion, followed by polishing to a thickness of $70 mm. All specimens were given a ®nal anneal at 833 K in a vacuum of 10 À4 Pa. Several of these specimens were set aside as reference samples (not hydrided). The remaining specimens were then electrolytically charged with H using current densities in the range 0.5±50 mA cm À2 . The H concentration was measured on identical samples charged in parallel with the samples used for SAXS measurements (Birnbaum et al., 1997) .
The SAXS experiments were performed at the Center for Small Angle X-ray Scattering Research (CSASR) at the Oak Ridge National Laboratory (Wignall et al., 1990 ) using a wellcollimated Cu K beam, 2.0 mm in diameter at the sample position. Scattered beams were detected by a 20 Â 20 cm area detector at a distance of 5.119 m from the specimen, resulting in a resolution of 6.25 Â 10 À4 radians. The samples were mounted on a three-axis goniometer, allowing the scattering from H±vacancy platelets habitating the {111} or {112} planes to be studied as a function of tilt angle. The data were corrected for the detector background using empty chamber runs and for non-uniform sensitivity using 55 Fe standards. The corrected data were converted to absolute intensity using a pre-calibrated secondary standard of cross-linked polyethylene, provided by CSASR (Russell et al., 1988) .
For the neutron scattering and electron microscopy experiments, polycrystalline Al foils of 99.99% purity and $130 mm thickness (foil sets A, B and C) and foils of 98.6% purity and $50 mm thickness (foil set D), were annealed for 24 h in a vacuum of 10 À4 Pa at 833 K. Reference samples (not hydrided) for foil sets A, B, C and D were kept aside. The remaining foils from sets A, B, C and D were then charged with H at room temperature for 72 (A), 76 (B), 78 (C) and 25 h (D) using an H 2 plasma charging technique with acceleration voltages ranging from 1 to 1.2 keV and current densities of 0.66 (A), 0.68 (B), 0.81 (C) and 0.58 mA cm À2 (D). Plasma charging was used instead of electrolytic charging to avoid Al(OH) 3 forming on the surface during charging (Buckley & Birnbaum, 2000) . The H concentrations for the four sets of foils were determined by PGAA and gas chromatography to be 2500 (A), 2100 (B), 2880 (C) and 2500 (AE50) a.p.p.m. (D). The integrated number of protons impinging on foil B during the plasma charging was 1.41 Â 10 21 cm À2 . Given that the concentration of H atoms in foil B was 2.1 Â 10 À3 , only 0.12% of the protons diffused into the bulk. The distribution of the H and the point defects created by 1 keV H + ions impinging on the Al foil were calculated using the TRIM code (Ziegler et al., 1985) . The average depth of the implanted H ions and the point defects created by the H ions was found to be $19.4 nm (see Fig. 1 ), which is 0.015% of the specimen thickness. The same TRIM code was used to calculate the depth distribution of vacancies introduced by the plasma charging.
Lattice parameter measurements were made after charging foils C and D, and on reference samples from foil sets C and D, using step scans of the X-ray peaks obtained with Cu K radiation. Since the polycrystalline foils were highly textured, only one peak appeared in the diffraction data and hence the lattice parameter was calculated from the 400 re¯ection with the precision in a/a 0 estimated to be 5 Â 10 À5 . The precision was calculated by making repeated measurements on a control specimen (including insertion in the specimen holder) and calculating the standard deviation of the measurements.
The SANS experiments were conducted on foil set B and reference samples utilizing the 30 m SANS instrument at the National Institute of Standards and Technology (NIST) Centre for Neutron Research (NCNR), using a wavelength of 0.8 AE 0.15 nm and three sample-to-detector distances (SDD):
1.3, 4.5 and 13.17 m (Buckley & Birnbaum, 1998) . DBS is not possible in Al at this wavelength, since the cut-off wavelength ! c = 2d max is $0.47 nm, where d max is the largest spacing between lattice planes. The intensity I(q) was measured over the q range 0.019 < q (nm À1 ) < 3.2, where q = 4% sin /!. Ultrasmall-angle neutron scattering (USANS) was performed on foil set B and reference samples at the double crystal diffractometer (DCD) at the Geesthacht Neutron Facility (GeNF) (Bellmann et al., 1998) using a wavelength of 0.44244 AE 0.00036 nm. The absolute neutron wavelength of the DCD is determined by rocking a graphite crystal with a mosaic spread of 0.8 through the beam at the sample position. The resolution of the DCD is determined by the Darwin width of Si crystals, resulting in Á!/! = 0.0018%. This value is very small compared to the SANS wavelength resolution, which depends upon the velocity selector helical slot dimensions. Since the wavelength used in the USANS experiment is very close to ! c (! c = 0.47 nm for Al), DBS is expected to be negligible. The scattering vector range was 1.0 Â 10 À5 q (nm À1 ) 4.0 Â 10 À3 , but since the range 1 Â 10 À5 q (nm À1 ) 1.3 Â 10 À4 includes overlapping of the scattering with the primary beam, q min 9 1.3 Â 10 À4 nm À1 . There is a q region (q = 4.0 Â 10 À3 to 1.94 Â 10 À2 nm À1 ) where neither SANS nor DCD data were collected (broken line in Fig. 2 ), as this q region was not accessible because of insuf®cient scattering intensity at higher q values (DCD) and the limitations of the SANS experimental setup at lower q values. However, the DCD data cannot simply be linked to the SANS data, because DCD data are slit-height smeared, while SANS is measured using a point-like collimation. Therefore, the DCD data are ®tted (solid line in Fig. 3 ) indepen-dently of the SANS data, on the basis of a size distribution of spherical particles. The ®tting procedure (Staron & Bellmann, 2001) accounts not only for the smearing caused by the DCD primary beam, but also for multiple small-angle scattering (Schelten & Schmatz, 1980) . The results of the ®tting procedure are the size distribution (inset in Fig. 3 ) and the corresponding unsmeared scattering cross section (solid line in Depth pro®le of hydrogen and point defects implanted and created by H ions on an aluminium target at an accelerating voltage of 1 keV, calculated using the TRIM code (Ziegler et al., 1985) .
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Figure 2
The differential small-angle scattering cross section over a wide q range as a result of SANS (circles) and USANS measurements. The dashed lines indicate the q region where no data were collected. For both sets of data, the experimental errors arise from the statistical errors of the measured intensities. The errors are $1% at low q and $10% at high q for the USANS data and $5% in the low-q region of the SANS data.
Within experimental error there is excellent agreement between the lowq region of the SANS data and the high-q region of the USANS measurements. H concentration using the PGAA method. It was found that the concentration of H in the foil was comparable with the quantity originally measured (2100 AE 50 a.p.p.m.).
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Inelastic neutron scattering (INS) measurements were performed on 22.5 g of foil D and $4.5 g of foil B, and reference samples of foils B and D, using the Fermi-chopper time-of-¯ight spectrometer (Copley & Udovic, 1993) at the NCNR, with an incident neutron wavelength of 0.48 nm. Sample temperature was regulated using a top-loading liquid-He-cooled cryostat.
TEM and SEM images of foil A and reference samples were taken on a Phillips 420 TEM with an operating voltage of 120 keV, and a Hitachi S 800 ®eld emission SEM at The Materials Research Laboratory, University of Illinois. SEM specimens required no preparation, while TEM samples were electrochemically thinned in a solution of 5% perchloric acid and 95% methanol.
Precision density measurements were conducted on foil B and a reference sample using a standard four-digit balance with a precision of 0.1 mg, yielding a density precision of 0.01.
Results and discussion
The two-dimensional SAXS measurements from a high-purity single crystal of Al that was cathodically charged with H were highly anisotropic (streaks in the h111i or h112i directions), which is indicative of scattering from a platelet-shaped inhomogeneity or from DBS (see Fig. 4 ). This type of scattering could arise from platelet-shaped H±vacancy complexes habitating the {111} or {112} plane. In an effort to differentiate between DBS and scattering from plates, the crystal was oriented perpendicular to the [110] direction and tilting experiments were conducted to ®nd the orientation that maximized the magnitude of the streaks on the scattering pattern. An f.c.c. crystal oriented perpendicular to the [110] direction will not produce DBS, but tilting of the crystal by >2 could excite a Bragg re¯ection and hence at certain tilt angles DBS may occur. The situation is further complicated by the fact that the primary DBS directions are also h111i. The directions of the DBS for the experimental tilt angles were calculated and these were compared with the experimental scattering pattern.
SAXS was also conducted on reference samples (not hydrided). Some reference samples exhibited isotropic patterns, whereas other reference samples exhibited one or two streaks, the appearance of which was dependent on the tilt angle of the goniometer. Other hydrided samples exhibited isotropic scattering patterns as well as patterns exhibiting one, two, three, four, ®ve and six streaks per pattern. The appearance of the streaks was also dependent on the tilt angle of the goniometer. The results from both the reference and hydrided samples showed enough ambiguity to suggest the need for an experiment in which the DBS would be de®nitively eliminated.
DBS cannot occur if the wavelength is larger than the Bragg cut-off wavelength, (! > ! c ); this was utilized in SANS experiments conducted using ! = 0.8 AE 0.15 nm. SANS was conducted on reference (not hydrided) and hydrided samples of foil set B, and the cross sections (dAE/d) for the reference sample were subtracted from the cross sections for the hydrided samples. Since foil set B is a polycrystalline sample, the SANS results recorded on an area detector for both the reference and the hydrided foils were radially symmetric around the primary beam. Fig. 5 shows a log±log SANS plot of dAE/d versus q over the experimental q range of the data for the reference sample and the hydrided sample, with the reference-sample cross sections subtracted. It is clear that the cross sections for the hydrided sample are at least an order of magnitude larger than the reference-sample cross sections, indicating excess scattering from particles in the bulk of the hydrided sample that are not present in the reference sample. The two slopes drawn through the data for the hydrided sample indicate scattering from a wide distribution of particle sizes. Since a slope of À2 is indicative of scattering from platelet shapes, the slope of À2.75 over most of the q range suggests that the scattering is not from plates, but rather from either a very broad distribution of cluster sizes (approximately spherical) or from fractal-shaped clusters. The slope of À4.27 at small q is indicative of scattering from particles up to several micrometres in size (Buckley & Birnbaum, 1998) . The q range of the SANS data, coupled with the upturn in slope at low q, is indicative of scattering from particles ranging in size from <2 nm up to several micrometres. Although there is a large Two-dimensional SAXS pattern (lines of equal count rates are shown in the range of 1 to 10 3 s À1 ) for a high-purity single crystal of aluminium electrolytically charged with hydrogen to an average concentration of $1000 a.p.p.m.. The horizontal axis is q x and the vertical axis is q y . The highly anisotropic streaks in the h111i or h112i directions are indicative of scattering from a platelet-shaped inhomogeneity or from double Bragg scattering (DBS). spread of intensities at high q, a slope of À4 is not obtained at high q; therefore, the standard Porod (1951) analysis cannot be applied to the high-q region of the scattering curve. Evidence from SEM, TEM and INS (see Figs. 6±11) supports the conclusion from the SANS results that the scattering is not from platelet-shaped inhomogeneities.
Evidence for scattering from particles in the size range of the order of micrometres is seen in the DCD measurement (Fig. 3 ). The solid line in Fig. 2 is the cross section resulting from a ®t of the DCD data (solid line in Fig. 3 ). The resulting size distribution for the DCD measurement is based on cubic B-splines with hRi = 5800 nm, full width at half-maximum (FWHM) = 4120 nm and a volume fraction of 3.8%. Cubic Bspline functions are chosen because these functions are exactly zero at the limits of a de®nite interval. For both the SANS and USANS data, the experimental errors arise from the statistical errors of the measured intensities. The errors are $1% at low q and $10% at high q for the USANS data, and $5% in the low-q region of the SANS data. Note the excellent agreement between the SANS cross section and the scattering cross section derived from the DCD data. The USANS results can be interpreted on the basis of scattering from particles with radii in the range 0.8 r (mm) 12.1 [4 Â 10 À3 q (nm À1 ) 1.3 Â 10 À4 ]. Some additional scattering may arise from the rough surface of the Al foils caused by the charging process. The USANS technique does not distinguish between scattering particles in the bulk and scattering particles on the surface, since it is the same scattering process. In contrast to the hydrided foils, the reference Al foils, which have a clean surface structure, showed no additional scattering compared with the rocking curve of the empty beam.
X-ray diffraction conducted on foils C and D indicated a small lattice contraction (foil D) and expansion (foil C), but the magnitudes of these are within experimental error. The texture of the Al foils will not affect the relative change in lattice parameter, but will affect the precision with which it can be measured. The precision in a/a 0 was estimated to be 5 Â 10 À5 by calculating the standard deviation of repeated measurements on a control specimen. Within experimental error, a/a 0 values for foils C and D are equal to zero, while Table 1 shows that measurable lattice expansion would result if H, at the concentrations measured, entered the lattice interstitially. The zero change in lattice parameter is in contrast to other hydrided f.c.c. elements, which normally exhibit an expansion of 2.9 Â 10 À3 nm 3 per H atom (Peisl, 1978) . The zero change in lattice parameter suggests that H does not enter the lattice interstitially, but instead forms H± vacancy complexes at the surface and then diffuses into the volume. Microscopic examination using SEM and TEM techniques revealed the existence of large vacancy clusters, i.e. bubbles, at the surface, as well as in the interior (see Figs. 6 and  7) . The features were identi®ed as bubbles from the observation that the surface depressions in the SEM images often had`lids' and that some of these`lids' were ruptured by the internal pressure of the bubbles. The small bubbles in the TEM images were identi®ed as such from studies of the fringe contrast in the case of isolated bubbles. The density of bubbles in the TEM images appears higher than the actual density as a result of overlap of images in the projected view characteristic of TEM images. The large size distri- bution and the variability of the density from region to region precluded any detailed study of the size distribution from the SEM and TEM images. The features seen in Figs. 6, 7 and 8 are similar to those seen by other TEM, SEM and optical microscopy investigations of H implantation in Al (Kamada et al., 1987 (Kamada et al., , 1988 Kamada, 1989; Wei et al., 1987; Milacek et al., 1968) . The TEM image in Fig. 7 shows a region where the bubbles are densely packed, whereas Fig. 8 shows a region containing only two bubbles with radii of $250 nm and 3 mm. Fig. 9 is an SEM image of foil A (H concentration C H = 2500 a.p.p.m.), which has been electrochemically thinned to a thickness of 100±500 nm. This view of the interior of the specimen shows that the bubbles seen on the surface of an Hcharged specimen are present in the interior of the specimen (i.e. $65 mm from the irradiated surface) and that these bubbles have had their lids removed during the thinning process. The presence of bubbles in the region being thinned to electron transparency resulted in multiple holes bounded by little or no electron-transparent volume. In contrast, the control samples only formed one hole, which was bounded by an abundance of electron-transparent volume. This can be seen in Fig. 10 , which shows a hydrided sample with several holes approximately 5±20 mm in diameter and a control sample (not hydrided) with only one hole formed during the thinning process. This behaviour was characteristic of all charged and uncharged specimens examined. None of the features visible in Figs. 7, 8 and 9 was seen in the control samples. The SEM and TEM studies clearly show that the H is inhomogeneously distributed throughout the volume of the sample and that there is a very large range of bubble sizes in the bulk of hydrided Al. None of the TEM images of the bubbles showed any signi®cant generation of dislocations in the vicinity of the bubbles as might be expected if the volume increase caused by the formation of the bubbles was accommodated by plastic deformation. The absence of a high dislocation density in the vicinity of the bubbles suggests that the volume increase needed to form them is not obtained by plastic processes but rather by a diffusion mechanism. Since it is expected that the interstitial H enters as a part of a vacancy cluster (Buckley & TEM micrograph of foil A (C H = 2500 a.p.p.m.) showing a large and a smaller bubble with radii of $3 mm and 250 nm, respectively. There are no heavily dislocated regions, which suggests that H does not enter the Al lattice interstitially, but instead couples to vacancies to form H±vacancy complexes, which then cluster to form H 2 bubbles. Magni®cation 18500Â.
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Figure 9
SEM image of an electrochemically thinned sample of foil A (C H = 2500 a.p.p.m.). The surface of this image is approximately in the centre of the foil of thickness 130 mm. The craters on the surface of the thinned area represent large bubbles in the bulk that have had their`lids' removed during the thinning process. This image indicates that micrometre-size bubbles are present in the bulk of the sample. Birnbaum, 1998) , it appears that the vacancies agglomerate to form the bubbles inside which the H`precipitates' as H 2 . This process is driven by the decrease in enthalpy from the annihilation of the vacancies and from the solid-solution enthalpy of interstitial H.
Inelastic neutron scattering (INS) experiments were carried out to determine the form of the H in the Al. These studies show that H is in the form of H 2 molecules, as seen from the neutron time-of-¯ight spectrum of 2500 a.p.p.m. H in Al at T = 6 K shown in Fig. 11 . The prominent feature near 14 meV is characteristic of the ortho-to-para rotational transition of solid molecular H, and the smaller feature near 8 meV is caused by the solid H 2 translational modes. The elastic peak resolution is 0.14 meV FWHM, and at highenergy gains the resolution increases linearly with energy, resulting in a resolution of $1 meV FWHM at 14 meV neutron energy gain. The spectra at higher temperatures are indicative of the phase change from solid H 2 to liquid H 2 . The majority, if not all of the hydrogen signal in the elastic peak (after correcting for the contribution from Al scattering) becomes quasielastically broadened when the solid H 2 transforms into a liquid between 6 and 30 K. This dramatic quasi-elastic broadening (especially at higher q) is caused by translational diffusion in the liquid H 2 phase. If chemisorbed or physisorbed H atoms were present in signi®cant amounts, we would clearly see a sharp elastic component (because the absorbed H atoms would be essentially immobilized at these low temperatures) arising from the non-diffusing fraction of H. We do not see any signi®cant amount of such a sharp component. Therefore, the behaviour of the elastically scattered neutron peak in the temperature range T = 6±30 K is consistent with most if not all H being trapped in the Al matrix as molecular H 2 . The measurements did not cover the higher energy-transfer range in which Al±H normal-mode vibrations resulting from the possible presence of some monatomically bound H atoms would be observed. A measurement to help determine a more precise lower limit on the amount of monatomic H present will be conducted in the near future.
The long-range diffusive behaviour of H indicated by the elastic peak at the higher temperatures strongly suggests that we are dealing with bulk liquid H 2 (i.e. an agglomeration of H 2 molecules); the motions of trapped single H 2 molecules would most likely not be`long-ranged'. Also the inelastic features at 6 K near 8 meV (H 2 translational modes) and near 14 meV (ortho±para H 2 rotational transitions) are strongly suggestive of bulk solid H 2 . This would suggest that the H 2 molecules are concentrated in bubbles and are not in the bulk as isolated H 2 molecules. It is also known that while vacancy trapping is substantially stronger in the transition metals Fe and Ni, H 2 bubble formation is favoured in Al, with a binding enthalpy of 0.71 eV compared to 0.52 eV (Myers et al., 1989) . Studies of the solubility of H in metals, and in particular in Al, show that it is present as interstitial H atoms and that there are negligible concentrations of molecular H 2 (Ransley & Neufeld, 1948; Ichimura et al., 1988; Lin & Hoch, 1989; Ichimura et al., 1992; Ichimura & Sasajima, 1993 Figure 10 Low-magni®cation TEM images of a region of foil A, which has been hydrided (image on left) and a reference sample of foil A (image on right). The hydrided sample has formed several holes, approximately 5± 20 mm in diameter, during the thinning process, whereas the reference sample (not hydrided) has only formed one hole during the thinning process. The hydrided sample forms several holes during the thinning process because several large bubbles have their`lids' chopped off almost simultaneously. The reference sample only forms one hole because it has no bubbles in its bulk. Several reference samples and hydrided samples were subjected to the thinning process and in all cases the above behaviour occurred. cates that after charging, H is present as H 2 molecules, we conclude that the bubbles shown in Figs. 6 and 7 are bubbles that contain molecular H 2 .
The volume concentration of vacant sites (C v ) was determined from precision density measurements and the result 3.3 Â 10 À2 AE 1.0 Â 10 À2 was, within experimental error, equal to C v calculated from the SANS and USANS experiments (Buckley et al., 1999) . It is assumed that the volume of the bubbles is formed from the vacancies created by the initial 1 keV ions, hence C v = C b , the volume concentration of bubbles. Although Figs. 6±11 show unambiguous evidence that H 2 bubbles are in the bulk and on the surface of the Al foil, there is no evidence that the bubbles are homogeneously distributed in the sample. In fact it was found that certain regions of foil C were preferentially hydrided compared with other regions. Inspection of the foils after charging showed the surface of the foils to be inhomogeneously coloured (dark and light regions), indicating regions of high and low concentrations of H. This was veri®ed by measuring the H concentration (using gas chromatography) on two halves of a foil, which had been plasma charged under the same conditions as foil C. A higher H concentration was measured for the portion of foil which contained predominantly darker regions. Hence the H concentration of foil C (2880 a.p.p.m.) is an average value, with the darker regions of the foil containing a higher H concentration and the lighter regions having a lower concentration than the average value. A darker region of foil C (2 Â 2 cm portion of the sample) was chosen for the X-ray diffraction measurement to ensure that the relative change in lattice parameter was measured on a hydrided region of foil C containing an H concentration of at least 2880 a.p.p.m.
Evidence for the bubbles being distributed inhomogeneously throughout the sample can be found in the slope at low q, of À4.27, from the SANS measurements (see Fig. 5 ). Schmidt (1991) showed that for a porous material, when the density change at the surface is not sharp, but instead is continuous, the scattering intensity decreases more rapidly than with q À4 . In our experimental situation the porous material can be represented by the H bubbles/vacancies in Al, and the density change at the surface will be caused by the diffusion of vacancies and the formation and migration of H± vacancy complexes. The decrease in slope is steeper than expected (< À4) because the interface between the micrometre-size H bubbles and Al is not sharp, but instead is interlaced with a variety of smaller bubbles (see Fig. 7 ) resulting from the competing processes of the diffusion of H± vacancy complexes and the plasma bombardment of H ions. The slope of À4.27 in the low-q region of the SANS experiment points to the bubbles being inhomogeneously distributed throughout the sample.
In the following analysis, the integrated intensity Q 0 , the relative change in lattice parameter a/a 0 , the average pressure in the bubbles p, the volume concentration of bubbles C b , and the ratio of the number of vacancies to the number of H atoms, are calculated from the SANS and USANS data. The results for a/a 0 and C b are compared with the experimental results.
The pressure of the H 2 gas in a spherical bubble of volume " V b will cause a relative change in the lattice parameter given by (Hirth & Lothe, 1968 )
where C d is the number of bubbles per unit volume, B is the bulk modulus (77 GPa for Al), " is the shear modulus (26.5 GPa for Al), " V b is a bubble of average volume, and p is the pressure of a bubble of average volume. It is important to note that in (1), a/a 0 is calculated from the pressure in a bubble of average volume. The experimental value for a/a 0 can be compared with that calculated from (1) because the experimentally determined relative change in lattice parameter is an average value. C b can be expressed as
where V is the volume of the irradiated portion of the sample, V vt is the total volume of vacant sites and V bt is the total volume of bubbles. Equation (1) can now be written in the form aaa 0 pC b 3B 4"a3B 2 X 3 A lower limit of C b can be determined from the SANS and USANS data by calculating the integrated intensity (Q 0 ) of the two sets of data and relating it to C b . Note that Q 0 is calculated from a combination of SANS and USANS data including the extrapolated region between the two data sets (see dashed line in Fig. 2 ). Since C b ( 1, Q 0 is given by (e.g. Epperson et al., 1974 )
where Á is the scattering-length density difference between the matrix and the particle given by Á = B À Al , where B = N H b H /N V v vac and Al = b Al /v Al . B is the scattering-length density of the bubble, Al is the scattering-length density of Al, Table 1 Lattice parameter measurements for samples charged using the gas plasma method compared with uncharged samples.
Within experimental error, a/a 0 for foils C and D are equal to a zero change in lattice parameter. The calculated (a/a 0 ) H only designates the relative change in lattice parameter (expansion) given that the H enters the lattice interstitially.
Sample H/M (a.p.p.m.) a (AE8 Â 10 À6 nm) a/a 0 (AE5 Â 10 À5 ) Calculated (a/a 0 ) H only Foil D: uncharged Al foil (purity 98.6%) 160 0.404914 Foil D: Al foil (98.6% pure; t = 65 h; J = 0.57 mA cm À2 ) 1300 0.404898 À4 Â 10 À5 7.6 Â 10 À5 Foil C: uncharged Al foil (purity 99.99%; thickness 130 mm) 460 0.405028 Foil C: Al foil (99.99% pure; t = 75.65 h; J = 0.68 mA cm À2 ) 2880 0.405031 7 Â 10 À6 1.68 Â 10 À4 b Al is the scattering length of Al (0.3446 Â 10 À12 cm), b H is the scattering length of H (À0.3740 Â 10 À12 cm), N H is the number of H atoms, N V is the number of vacancies, v vac is the relaxed atomic volume of a vacancy, v Al is the atomic volume of Al (1.66 Â 10 À23 cm 3 ) and v vac = 0.65v Al (Seeger, 1973) . The SANS, USANS, SEM, TEM and INS results are consistent with a large distribution of bubble sizes with radii of approximately 2 nm to 12.1 mm. Therefore, B will not be a constant, but in reality will be pressure dependent (Carsughi, 1994) . However, we are interested in calculating a/a 0 , and comparing it with the experimental value, which is an average value and hence independent of the pressure distribution. Therefore, the assumption of a constant contrast should be a reasonable approximation. The total volume of irradiated sample can be expressed by
where N b is the number of bubbles, N m = N H /C H is the number of metal atoms in the sample and C H = 2100 a.p.p.m., measured using the PGAA technique (Lindstrom et al., 1993) , is the concentration of H atoms in the sample. From (5) the number of H atoms per average bubble volume is
where n H 2 is the number of moles of H 2 per bubble and A v is Avogadro's number (6.022 Â 10 23 atoms mol À1 ). From (6) and (2), the ratio of the number of H atoms to vacancies can be determined:
Since N H /N V is not known, C b is found by rearranging (4) and the expressions for Á, and substituting (8) into the expression for B , resulting in C b being the solution to a quadratic equation,
The pressure of H 2 in a bubble of average volume is calculated by substituting (7) into the Virial equation
where R is the gas constant (8.3144 J K À1 mol À1 ), T is the temperature (K), B 1 (T) = 8.14 Â 10 À11 T 2 + 7.28 Â 10 À8 T + 1.03 Â 10 À6 and B 2 (T) = À1.0 Â 10 À12 T + 6.9 Â 10 À10 (Dymond & Smith, 1969) . Since the second and third term in (13) are 3.62% and 0.25% of the total pressure, they can be neglected and hence the ideal gas equation can be used. Finally, a/a 0 is calculated by substituting p from (13) and C b into (3). Table 2 represents a comparison between the experimental and the calculated values of a/a 0 and C b , and also lists the calculated values of the pressure in a bubble of average volume and the number of vacancies per H atom, N v /N H . The experimental and calculated values of C b and N v /N H , and the calculated pressure are determined for foil B (C H = 2100 a.p.p.m. and C b = 3.3 Â 10 À2 from precision density measurements). The experimental value of a/a 0 is determined for foil C, and a/a 0 is calculated for foils C (C H = 2880 a.p.p.m.) and B (C H = 2100 a.p.p.m.). Since the values of C H for foils B and C are similar, it is assumed that C b for foil C will also be (1 (as is the case for foil B) and therefore the calculation of a/a 0 will be independent of C b [substitute equation (7) into (13) and the ®rst term of (13) into (3)] for both foils B and C. Hence an experimental measurement of C b was not required to calculate a/a 0 for foil C. The error in the calculated values of a/a 0 comes from the experimental errors in C H , ", B, T and v Al , and the main source of error in the calculated values of C b , p and N v /N H is the calculation of Q 0 [see equation (4)], which is derived from the experimental SANS and USANS data. The experimental and calculated values of a/a 0 are within experimental error equal to zero, and this result agrees with the hypothesis that hydrogen does not enter the lattice interstitially, but instead forms an H± vacancy complex at the surface, which diffuses into the volume and then clusters to form H 2 bubbles. The calculated value of C b is within experimental error equal to the precision density measurement. The low value for the calculated average molecular pressure is also consistent with the formation of bubbles by the clustering of H±vacancy complexes (Condon, 1993) .
It is stressed that the calculated pressure is the pressure in a bubble of average volume. The SANS, USANS, INS, TEM and SEM results indicate that the hydrided samples contain a large distribution of bubble sizes with radii of approximately 1 nm to 12.1 mm, resulting in a pressure distribution of approximately 0.1 MPa to 1.72 GPa. This distribution is calculated from p = 2/r, where r is the radius of a spherical bubble and = 0.86 Nm À1 is the surface tension of Al. Since the experimental value of a/a 0 is an average value, it will be independent of the true pressure distribution; therefore the method of calculating a/a 0 need only rely on an expression which is dependent on a pressure in a bubble of average volume [see equations (3) and (13)]. The agreement between experimental and calculated values of a/a 0 indicates that the calculation of the pressure in a bubble of average volume is a reasonable assumption.
The large value of N V /N H = 30 is also indicative of a low average molecular pressure. For every H atom that diffuses into the bulk with a vacancy, on average 30 vacancies are created. The H 2 bubbles are formed by H±vacancy complexes clustering together with the resulting internal pressure being relieved by the compressive ®eld of the H 2 bubbles attracting extra vacancies created by the initial 1 keV ions. The additional vacancies are probably created near the surface by the H + ion impacts (see Fig. 1 ).
The calculation of a/a 0 and p does not rely on a knowledge of the average volume of the bubble. The important parameter is n H 2 / " V b . The above method allows one to calculate p and hence a/a 0 without having to determine " V b from the radial or volume distribution functions calculated from the SANS and USANS data. The wide distribution of bubble sizes and the fact that the contrast will be size dependent (Carsughi, 1994) makes the task of calculating an accurate and unambiguous size distribution of the bubbles from a combination of the SANS and USANS data an extremely dif®cult one. The distribution function for the SANS data was calculated (Buckley et al., 1999) using the termination corrector method (Brill et al., 1968; Brill & Schmidt, 1968 ) and the recurrence numerical corrector method (Mulato & Chambouleyron, 1996) . Both methods employed the analytical expression of Fedorova & Schmidt (1978) for the distribution of hard spheres. The recurrence numerical corrector method was also modi®ed by incorporating smearing effects (Barker & Pederson, 1995) into the algorithm. The distribution functions calculated by both methods returned a poor ®t to the experimental SANS data, and were not consistent with the TEM and SEM results. The calculation of a/a 0 in the present work does not require knowledge of the SANS and USANS distribution function since we are only interested in calculating an average experimental quantity. However, work is in progress to calculate a distribution function for the SANS data using the indirect transform method (Svergun et al., 1988) and the maximum-entropy method (Potton et al., 1988) . The distribution function for Fig. 2 could then be determined and compared with data from further TEM work, which is in progress.
Conclusions
Results from initial SAXS experiments on Al single crystals that were cathodically charged with hydrogen suggested scattering from platelet-shaped inhomogeneities habitating the {111} or {112} planes. However, this scattering could not be distinguished from DBS; therefore to eliminate the DBS, a SANS experiment using ! = 0.8 nm (i.e. ! > ! c ) was conducted on polycrystalline Al samples that were plasma-charged with hydrogen. The SANS and USANS experiment revealed scattering from a wide distribution of particle sizes and the SANS data suggested that the scattering was unlikely to be from platelet-shaped inhomogeneities. Further investigations using INS, TEM and SEM indicated that the scattering is from a large size distribution of hydrogen bubbles. These experiments coupled with X-ray diffraction measurements indicate that hydrogen does not enter the Al lattice interstitially, but instead couples to a vacancy at the surface and diffuses into the bulk; then the H±vacancy complexes cluster together to form hydrogen bubbles. The pressure in a bubble of average volume was calculated and from this result a/a 0 was calculated. It is found that within experimental error the calculated a/a 0 is equal to that determined experimentally from X-ray diffraction. The H 2 bubbles grow by accretion of vacancies to reduce the strain energy, resulting in approximately 30 vacancies per H atom. Table 2 Comparison of experimental and calculated values for a/a 0 and C b . Also shown are the calculated values for the pressure of a bubble of average volume and N V /N H for foil B. The calculated and experimental values of C b and N V /N H were determined for foil B and the experimental values of a/a 0 were determined for foil C. a/a 0 has also been calculated for foils B and C. C b P (MPa) a/a 0 N V /N H Experiment (3.3 AE 1.0) Â 10 À2 (foil B) ± 7 Â 10 À6 AE 5 Â 10 À5 (foil C) 25 AE 8 (foil B) Calculation (3.9 AE 0.3) Â 10 À2 (foil B) 6.44 AE 0.60 (foil B) (2.3 AE 0.2) Â 10 À6 (foil C) 30 AE 3 (foil B) (1.7 AE 0.2) Â 10 À6 (foil B)
