This paper describes a variational approach for estimating a discontinuous optical ow from a sequence of images. De ned as the apparent motion of the image brightness pattern, the optical ow is very important in the computer vision community where its accurate estimation is strongly needed. After a fast overview of existing methods, we present a new variational method that we study in the space of Bounded Variations. We rst present an integral representation of the optical ow problem which appears to be not lower semicontinuous. The relaxed functional is then calculated. We conclude by challenging questions about the possible numerical analysis of the abstract results.
sentation of the optical ow problem which appears to be no lower semicontinuous.
This article is organized as follows :
In section 1, we de ne the problem and propose a variational approach to solve it. The general idea is based on a conservation law of the intensity along the trajectories. We will have to deal with an ill-posed problem that we will solve by regularizing the unknowns.
Section 3 presents some general recalls about the space of Bounded Variations (noted BV ( )). Classically used for problems coming from Computer Vision, this space permits to get discontinuities along curves (in dimension 2).
In section 4, we concentrate on the meaning of the energy we de ned. This will permit us to consider some integral representation results of the duality pairing of an integrable function with a measure. Same kind of results have been proved by Anzellotti 3] and we will extend them under weaker assumptions. This will enable us to obtain a fully developed expression for energy that we have to minimize.
Unfortunately, the proposed energy is not lower semi continuous for the weak topology of BV ( ). Section 5 is devoted to the computation of the relaxed functional.
This part is mainly technical and is based on ideas developed by Bouchitt et al 14, 13 ].
Finally we prove in section 6 that there exists a solution in BV( ) for the relaxed formulation.
2. The optical ow problem : de nition and modelisation. 2.1. De nition. As shown in gure 2.1, we can modelize a camera as a simple projective model. Consequently, the rst idea is to say that the 2D velocity eld in the
The camera image corresponds to the projection of the 3D velocity eld of the objects. However, variations of intensity due to shadows do not correspond to any real motion. The importance of the light source can be seen towards other phenomena. For instance, if the object is sparkling, the re ected luminosity changes rapidly with the position. This is the case for bodywork, glasses,: : : Finally, notice the problem of noise in images The optical ow problem 3 which is unavoidable. This intensity variations may be interpreted as false motions which have no physical meaning.
Thanks to these remarks we will de ne the optical ow as the 2D velocity eld describing the changes in intensity between images. In many cases, it can be interpreted as an approximation of the projection of the 3D velocity eld which animates physical objects. We will see in the next section how we can traduce it mathematically.
2.2. A short overview. In this last decade, numerous methods have been proposed to compute optical ow. Several ideas have been used : working with regions, curves, lines or points. There is also a wide range of methodologies : wavelets, Markov random elds, Fourier analysis and naturally partial di erential equations 29, 28, 38, 50, 24, 37, 49, 27, 18, 40, 41] . We refer the interested reader to two (mainly computational) general surveys : -Barron, Fleet and Beauchemin 9] explain the main di erent techniques and perform numerical quantitative experiments to compare them (the database used for tests is also available).
- Orkisz and Clarysse 39] propose an updated version of the preceding one.
In this article we will concentrate upon the class of di erential methods (as named by Barron, Fleet and Beauchemin) which have been proved to be among the best one 9] . Their common point is the consistency intensity hypothesis of a point during its movement. More precisely, we will assume that :
The intensity of a point keeps constant along its trajectory (2.1) This hypothesis is called the optical ow constraint (noted in the sequel OFC). We can consider it as reasonable, almost along short times, for which changes of the brightness.
Let x(t) = (x 1 (t); x 2 (t)) 2 R 2 be the projection of the point X(t) 2 R 3 at time t (see Figure 2 .1,). For x 2 , we denote by u(t; x) the re ected intensity (the brightness) of the point x at time t. Let t 0 be xed. Using these notations, a natural way to express (2.1) is : u(t; x(t)) = u(t 0 ; x(t 0 )) (2.2) By di erentiating (2.2) with respect to t, we obtain, for t = t 0 : (x) Du(t 0 ; x) + u t (t 0 ; x) = 0 x 2 where we notably propose an overview of these di erent methods.
Our starting point will be the method proposed by Horn and 
where r ; h are positive constants, ( ) and c( ) to be precised. We refer the interested reader to 35, 6] for the detailed construction of this model. Let us describe brie y the main di erences :
(i) the term A is comparable to term A in (2.3). Here we choose the L 1 norm which must be interpreted in term of measures. As we will see in the sequel, since the data u belongs a priori to BV ( ), we cannot use the L 2 norm as done in (2.3).
(ii) the term B is again a regularization term. The functions ( ) has been chosen so that we can preserve discontinuities. The key idea is to forbid smoothing across discontinuities. Such idea have initially been proposed in the image restoration background 45, 20, 5, 7] and many functions have been proposed. Typically, admissible functions are convex functions with linear growth at in nity. For instance we will choose the minimal hypersurface function :
We mention that the term B will be interpretated as convex functions of measures.
(iii) Finally, the term C permits to handle with the homogeneous regions. Typically, c(x) is high for low spatial gradients of u (hence penalizing velocities in poor information zones) and low for high spatial gradients of u (no intervention).
3. General recalls. In this section we only recall main notations and de nitions.
We refer to 1, 22, 25, 23, 53] for the complete theory.
Let be a bounded open set in R N , with Lipschitz-regular boundary @ . We denote by L N or dx the N-Lebesgue dimensional measure in R N and by H the ?dimensional Hausdor measure. We also set jEj = L N (E), the Lebesgue measure of a measurable set E R N . B( ) denotes the family of the Borel subsets of .
We will respectively denote the strong, the weak and weak? convergences in a space . Spaces of vector valued functions will be noted by bold characters.
Working with images requires that the functions we consider can be discontinuous along curves. This is impossible with classical Sobolev spaces such as W 1;1 ( ). This is why we need to use the space of bounded variations (noted BV ( )) de ned by : (3.4) We nally mention that this function is lower semi-continuous for the BV ? w?-topology. 4 . The integral representation of the optical ow problem. 4.1. The precise formulation. This section is devoted to the mathematical study of the optical ow model proposed in section 2.3. Let us recall it. Without loss of generality, we will assume that r = h = 1. For u 2 BV (R ), the problem is to nd minimizing the following energy : 
Our aim is to extend his results for a more general class of product ( Du). We suppose :
where SBV ( ) is the space of special bounded variations (the Cantor part of Du is zero).
Remark The hypothesis (4.10) is quite general. We mention to the interested reader a more applied work where we only assumed that the data u is Lipschitz 6] . In that case, there is no problem to de ne the L 1 norm of the optical ow constraint and we proved existence and uniqueness of the minimization problem posed on BV( ). We also proposed a convergent algorithm to approximate the solution (using ?-convergence arguments) and showed some numerical results on synthetic and real sequences. |
The space X( ) is a Banach space endowed with the norm k k X( ) = k k L 1 ( ) + kdiv( )k L N ( ) and we can de ne a weak? topology on X( ) by
To make sense to the pairing ( Du), the rst idea is to de ne it by duality :
Remark that with hypotheses (4.9) and (4.10), the right-hand side of (4.11) is completely de ned. We can prove 3, 12] that ( Du) is a bounded measure, absolutely continuous with respect to jDuj.
Our aim is to nd an integral representation of that measure. To this end, we need to introduce the precise representation of , noted~ and de ned by :~
If is simply in L 1 ( ), the right-hand side limit exists L N a.e. and is equal to (x). However, if is also in BV( ), we can explicitely write the limit H N?1 a.e. using + , ? We have 52, 22] :
H N?1 a.e. on S (4.13)
Another interesting property of~ is that we have the following approximation result :~ (x) = lim "!0 " ? (x) H N?1 a.e.
(4.14)
where ( " ) are the usual molli ers : Before proving this result we mention a convergence result which can be demonstrated using arguments from 3]. ???* What remains to show is the permutation between the limit and the integral in (4.22) . To do this, we use the Lebesgue dominated convergence theorem. Classically, two requirements are necessary :
-the pointwise convergence of '(x) " (x) h(x) to '(x)~ (x) h(x). It comes from (4.14) . Notice that the pointwise convergence is true H N?1 -a.e. and consequently jDuj-a.e..
-nd a function which dominates the sequence. In fact, since is bounded, it is su cient to prove that the L 1 norm of '(x) " (x) h(x) is bounded uniformly by a constant. Since ' is in C 1 c ( ) and jh(x)j = 1, it is enough to show that there exists a constant C such that k " k L 1 Du( ) C. In fact we have :
where inequality ] is shown in 3]. Consequently, we can apply the Lebesgue dominated convergence theorem. This permits to pass to the limit in (4.22) as " ! 0, and we get (4.15). It is then an easy task to get (4.16) from (4.15), using the decomposition (3.2).
4.3. Application to the optical ow problem. Now that we have found an expression of the product ( Du), we give in the next proposition the integral representation of the functional E which will be used in the sequel. We will assume that : 
Notations and assumptions.
To simplify proofs and notations, we will assume in that section that N = 2 and that S u is a single C 1 curve as shown in gure 5.1 where main notations are introduced. Notice that the parameter corresponds to the distance between S u and S e; u (or S i; u ). We will also use the superscript i (resp. e) to mention that we are considering the restriction of the function to i i;0 (resp. e e;0 ). The Hausdor measure of dimension 1 is noted ds. Using these notations we rewrite the integral on S u of (4.26) which is : So, changing h 2 inh 2 permits to have a normal independent of u. We will use this expression easier to handle. To simplify notations, we will omit the tilda superscript for h 2 .
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lim n P( n ) P( ) but, we cannot say anything about the term L. The reason is that the functional L is de ned through traces and the trace application is not continuous for the weak?
topology of BV( ). Consequently, the functional E is not lower semi continuous for the BV ?w? topology. In such a situation, the idea is to study the relaxed functional.
We recall that for a functional F de ned over a topological metrisable space X, the relaxed functional, noted R(F), veri es : 8u 2 X; 8u n ! u: lim inf n F(u n ) R(F)(u) (5.7) 8u 2 X; 9u n ! u: lim sup n F(u n ) R(F)(u): (5.8) R(F) is in fact the higher lower semi-continuous functional less than or equal to F.
We refer the interested reader to 36, 16] for a complete overview of the relaxation properties and consequences.
Preliminary results. As it is usual when we have this kind of problems,
we need to introduce additional variables and some notations. Let us de ne the functionalsL and E 1 by : Moreover, since the relaxed functionals are lower semi continuous, existence results can be proved. Our aim is then to compute these relaxed functionals which is the main result of section 5. To this end, we will use the de nitions (5.7) and (5.8).
Di culties are twofold :
-the rst idea is that we must guess the expression of the functional which is a priori unknown. This will be done using the property (5.7) with some care; -to check that the guess is really the relaxed functional, we need to verify (5.8).
The main di culty is that we must nd the sequence (u n ) converging to a given u.
However, we will see how we can avoid this di culty.
We mention that the notion of relaxation is classical in many problems occuring in the Calculus of Variations : phase transition, fracture mechanics, plasticity,: : : For recent advances and bibliography, we refer to 10]. The speci city of this work is that the surface energy is de ned over a xed set independent of the unknown . Moreover, we give an explicit representation of the relaxed energy. We are going to establish that the functional E 1 de ned by : is the relaxed functional of E. The expression of E will be deduced from E 1 .
Before nding (5.13) and (5.14), we rst need to prove some preliminary results. The general idea is that, for technical reasons, we need to work with functions de ned on more regular spaces. This is why we introduce the functionals E 2 and E 2 de ned by : The justi cation of considering E 2 ; E 2 instead of E 1 ; E 1 is given by lemmas 5.2 and 5.3 where we prove that E j and E j (j = 1; 2) have the same relaxed functional for the topology L 2 ( i e )-fort M(S u )-faible M(S u )-faible. As this is equivalent to say that they have the same dual functional 13], we will use the expressions (5.16) and (5.17) to compute the dual functionals (Lemmas A.1, A.2) and to establish the main relaxation result. Let us present a version of the Slicing Lemma of De Giorgi that will be useful in the sequel. We proceed as the same way in e and we de ne the sequence ( n )-L 2 a.e. on by :
It is easy to check that n belongs to W 1;1 ( i e ). Using that sequence, we de ne the sequence of measures i n and e n de ned on S u by : i n = i n ds (5.25) e n = e n ds (5.26) Notice that since we have xed the traces of n on both sides of S u , the sequences Proof. This proof is inspired by the proof of the preceding lemma. The rst step is analoguous and the only di culty is to nd, for a given ( ; i ; e ) 2 BV( ) M(S u ) M(S u ), a sequence ( n ; i n ; en ) 2 W 1;1 ( i e ) L 1 (S u ) L 1 (S u ) such that : lim n!1 E 2 ( n ; i n ; en ) = E 1 ( ; i ; e ) (5.27) Construction of the sequence n uses the same arguments as in Lemma 5.2, that is to say the use of Theorem 5.1 on i and e . We recall that the traces of n on both sides of S u are constant. where the measure is de ned by (5.10). It is easy to check that the functional H is homogeneous, so that using 14], we can nd a sequence i n ; en in L 1 (S u ) such that lim n H(x; i n ; en ; i ; e ) = H(x; i ; e ; i ; e ) Consequently, the constructed sequence ( n ; i n ; en ) permits to get (5.27) which concludes the proof. We can verify that we have R(E 1 ) E 1 and that they are equal as soon as e = e ds and i = i ds.
Proof. To simplify notations, we will note the topology L 2 ( i e )-fort M(S u )-faible M(S u )-faible and d the topology L 2 ( i e )-faible C 0 (S u )-fort C 0 (S u )-fort. Notice that we will also use the notation M to denote a universal constant appearing in uniform bounds. This value may change from one line to another but we will always write M.
We rst remark that using Lemma 5.2, permits us to work on a more regular space, that is to say with E 2 . R(E 2 ) is the relaxed functional of E 2 (or equivalently of E 1 , thanks to Lemma 5.2) if and only if, for all ( ; i ; e ) 2 W 1;1 ( i e ) M(S u ) M(S u ), we have the two conditions :
(i) for all ( n ; i n ; e n ) ! ( ; i ; e ); then liminf n!1 E 2 ( n ; i n ; e n ) R(E 2 )( ; i ; e ) (5.29)
(ii) there exists ( n ; i n ; e n ) ! ( ; i ; e ) such that limsup n!1 E 2 ( n ; i n ; e n ) R(E 2 )( ; i ; e ) (5.30)
The purpose of the two steps below is to establish that R(E 2 ) = E 2 First step: This part is devoted to prove that liminf n!1 E 2 ( n ; i n ; e n ) R(E 2 )( ; i ; e ) for all the sequences ( n ; i n ; e n ) converging to ( ; i ; e ). Let ( ; i ; e ) 2 W 1;1 ( i e ) M(S u ) M(S u ) and a sequence ( n ; i n ; e n ) 2 BV( ) M(S u ) M(S u ) converging to ( ; i ; e ) for the ?topology such that : E 2 ( n ; i n ; e n ) M where M is a constant. Then, thanks to (4.3), we deduce that :
On S u we have i n = i n ds e n = e n ds so We study both parts separately. The set K has been introduced so that all the integrals that we are going to write below are well de ned. All the problem now is to estimate the limit of the right-hand side. To this end, we rst integrate by parts the same term, but on . We have : Moreover, if we consider q Gj r n j as a measure, for ' 2 C 1 c ( ), we have by (4. Since this inequality is true for all q G = (q G1 ; q G2 ) 2 K K, it is still true when we take the supremum in q G . This supremum is taken for q G1 ; q G2 2 K de ned by (5.37). Next, we introduce the set :
C(x) = Closuref(q i (x) n(x); q e (x) n(x)); (q i ; q e ) 2 Kg which can be rewritten as :
C(x) = Closuref(z i ;z e ) 2 R 2 such that 9(' i ; ' e ) 2 C 0 (S u )] 2 =' i (x) = z i ; ' e (x) = z e ; 9(q i ; q e ); kq i k 1 1; kq e k 1 1; div(q i ) and div(q e ) 2 L 2 ( ); q i (x) n(x) = ' i (x); q e (x) n(x) = ' e (x) ; x 2 S u q(x) n = 0 x 2 @ :g Finally, taking the supremum in (5.42) with respect to q Gj i ,q Gj e , and using (5.44) permits to have : liminf n!1 E 2 ( n ; i n ; e n ) E 2 ( ; i ; e ) (5.45) where E 2 has been previously de ned in (5.17). The functional E 2 is then a candidate to be the relaxed functional of E 2 . It remains to show the second condition (5.30) (with R(E 2 ) = E 2 ) which is the aim of the second step. for all (f; ' i ; ' e ) 2 L 1 ( i e ) C 0 (S u ) C 0 (S u ) there exists (f n ; ' i n ; ' e n ) ! d (f; ' i ; ' e ) such that liminf n!1 E 2 (f n ; ' i n ; ' e n ) R(E 2 ) (f; ' i ; ' e ); (5.46) where the superscript denotes the conjugate functionals. This result is due to 8] (see also 13] where this idea has been used).
Naturally, the di culty is to compute the conjugate functional of E 2 and E 2 . This is done in the Lemmas A.1 and A.2 of the appendix. We have shown that :
where the minimum is computed for q = (q ; q G1 ; q G2 ; q u ; q T1 ; q T2 ; q Su ) in (L 1 ( i e )) 3 L 1 ( i e ) (L 1 (S u )) 2 L 1 (S u ) verifying the conditions (A.2)-(A.10) (which de nes the set A(f; ' i ; ' e ))), and E 2 (f; ' i ; ' e ) = inf J(q) q2A(f;' i ;' e ) when the minimum is computed for q = (q ; q G1 ; q G2 ; q u ; q T1 ; q T2 ; q i ; q e ; q Su ) in (L 1 ( i e )) 3 L 1 ( i e ) (L 1 (S u )) 4 L 1 (S u ) verifying conditions (A.13)-(A.24) (which de nes the set A(f; ' i ; ' e )). For more details about the de nitionss of J; J; A(f; ' i ; ' e ) and A(f; ' i ; ' e ), we refer to Lemmas A.1 and A.2.
Let (f n ; ' i n ; ' e n ) a sequence such that : liminf n!1 E 2 (f n ; ' i n ; ' e n ) M (5.47) where M is a constant. Then, for each n and using the de nition of the conjugate function associated to E 2 (Lemma A.1), there exists a q n 2 A(f n ; ' i n ; ' e n ) so that : E 2 (f n ; ' i n ; ' e n ) J(q n ) ? 1 n (5.48) Since E 2 (f n ; ' i n ; ' e n ) is uniformly bounded thanks to (5.47), it is easy to check that we can nd an element q 2 A(f; ' i ; ' e ) such that the sequence q n converges to q for the weak topology of this space that is to say the topology : (L 1 ( i e )) 3 weak L 1 ( i e )weak (L 1 (S u )) 2 weak L 1 (S u )weak As the function J is lower semi continuous for this topology, we have : R(E 2 ) = E 2 which is the desired statement. Proof. This proposition is a direct consequence of the proposition 5.4 and we will just sketch the proof. Let us de ne G( ) = inf E 1 ( ; i ; e ) ( i ; e )2M( )
:
By classical arguments, we prove that the functional G is lower semi continuous, less than E, and also greater that R(E), so in fact :
G( ) = R(E)( ):
We deduce the nal result from a Rockafellar theorem 42, 44] which permits to permute the in mum and the integral.
6. Existence for the relaxed functional. Proof. The functional R(E) is a convex function of measures which is l.s.c. by construction. Moreover, it is coercive so we can uniformly bound minimizing sequences and deduce by classical arguments the existence of a solution.
The above theorem proves an existence result for the relaxed functional associated to the optical ow problem. The main di culty came from the product ( Du) for which we found an explicit integral representation. It will be interesting to study more general functionals involving terms of the form f(( Du)). This question will be considered in a forthcoming paper.
Another challenging problem is the numerical analysis of these abstract results. This induces several di culties. One of the rst is to characterize the solution. No Euler equations can be written but some partial answers have been given using variational 4] or dual 51] formulations. Then, it will be necessary to propose some suitable discretizations to take into account the discontinuities of the solution. These problems will be considered in the future.
Appendix A. The dual functionals E 2 and E 2 . We give in the two lemmas below the detailed expressions of the dual functions associated to E 2 and E 2 .
Lemma A. 
