In this paper, we are concerned with the reliability assessment of redundant multi-channel systems having multiple controllers with overlapping functionality -where all controllers are required to respond optimally to the non-faulty controllers so as to ensure or maintain some system properties. In particular, for such redundant systems with small random perturbation, we study the relationships between the exit probabilities with which the state-trajectories exit from a given bounded open domain and the value functions corresponding to a family of stochastic exit-time control problems on the boundary of the given domain. Moreover, as the random perturbation vanishes, such relationships provide useful information concerning the reliability of the redundant multi-channel systems arising from the large deviations problem in connection with the asymptotic estimates of exit probabilities with respect to some portions of the boundary of the given domain. Finally, we briefly comment on the implication of our results on a co-design technique using multi-objective optimization frameworks for evaluating the performance of the redundant multi-channel systems.
I. INTRODUCTION
In this paper, we are concerned with the reliability assessment of redundant multi-channel systems having multiple controllers with overlapping functionality. Specifically, we consider a redundant system with multi-controller configurations -where all controllers are required to respond optimally, in the sense of best-response correspondence, i.e., a reliable-by-design requirement, to the non-faulty controllers so as to ensure or maintain some system properties.
Here we are mainly interested in a systematic understanding of the relationships between the exit probabilities with which the state-trajectories exit from a given bounded open domain and the value functions corresponding to a family of stochastic exit-time control problems on the boundary of the given domain. As a consequence of such relationships, we obtain useful information concerning the reliability of the redundant multi-channel systems arising from the large deviations problem as the random perturbation vanishes in connection with the asymptotic estimates of exit probabilities with respect to some portions of the boundary of the given domain.
Moreover, we also comment on the implication of our results on a co-design technique using multi-objective optimization frameworks for either evaluating the performance or finding an appropriate set of redundant controllers for the multi-channel systems with respect to some prescribed portions of the boundary of the given domain.
It is worth mentioning that some interesting studies on the exit probabilities for the dynamical systems with small random perturbation have been reported in literature (see, e.g., [1] , [2] , [3] and [4] in the context of large deviations; see [5] , [6] , [7] and [8] in connection with optimal stochastic control problems; and see [5] or [9] via asymptotic expansions approach). Note that the rationale behind our framework follows, in some sense, the settings of these papers -where we establish a connection between the asymptotic estimates of the exit probabilities and the stochastic exit-time control problems on some portions of the boundary of the given domain. However, to our knowledge, such a connection has not been addressed in the context of multi-channel systems with multi-controller configurations having "overlapping or backing-up" functionality, and it is important because it provides a framework that shows how the asymptotic estimates on the exit probabilities can be systematically used to obtain useful information concerning the reliability of the redundant multi-channel systems. 1 The rest of the paper is organized as follows. In Section II, we present some preliminary results that are useful for our main results. In Section III, we briefly discuss a family of boundary value problems for the multi-channel system in the presence of small random perturbations. In Section IV, we provide asymptotic estimates on the exit probabilities on the positions of the state-trajectories at the first time of their exit through some portions of the boundary of the given domain. This section also provides connections between such asymptotic estimates and the value functions corresponding to a family of stochastic exit-time control problems on the boundary of the given domain. Moreover, we use such asymptotic estimates to obtain useful information on the reliability of the redundant multi-channel systems. Finally, Section V provides some further remarks.
II. PRELIMINARIES
Consider the following continuous-time multi-channel systeṁ
where
is the state of the system, u i (t) ∈ R r i is the control input to the ith -channel in the system.
In what follows, we consider a particular class of stabilizing state-feedbacks that satisfies
Remark 1: We remark that the above class of state-feedbacks is useful for maintaining the stability of the closed-loop system both when all of the controllers work together, i.e., A + n i=1 B i K i , as well as when there is a single-channel controller failure in the system, i.e., 1 In this paper, our intent is to provide a theoretical result, rather than considering a specific numerical problem or application.
2 Sp(A) denotes the spectrum of a matrix A ∈ R d×d , i.e., Sp(A) = s ∈ C | rank(A − sI) < d .
Moreover, such a class of state-feedbacks falls within the redundant/passive fault tolerant multi-controller configurations with overlapping functionality (see, e.g., [10] or [11] for such a reliable-by-design requirement in multi-channel systems).
Consider the following family of stochastic differential equations
and
where σ ∈ R d×d is a diffusion term, W (with
ǫ is a small positive number, which represents the level of perturbation in the system.
Let Ω ⊂ R d be a bounded open domain with smooth boundary (i.e., ∂Ω is a manifold of class
. Then, the second-order elliptic differential operators L (ǫ,j) that correspond to the above family of stochastic differential systems are given by
is nonnegative definite and σ(x) satisfies a global Lipschitz condition. Hence, the operators L (ǫ,j) are uniformly elliptic for fixed ǫ > 0.
be the space of all ϕ ∈ C [0, ∞), R d such that ϕ(t) is absolutely continuous and
Let us associate portions of the boundary Γ j ⊂ ∂Ω for j = 0, 1, . . . , n,
with different operating conditions of the redundant system (for example, Γ 0 with the nominal operating condition and Γ j for j = 1, 2, . . . , n, with any of single-channel failures in the system).
Then, as ǫ → 0, we investigate the behavior of the solutions for the second-order elliptic equations corresponding to a family of boundary value problems (see equation (12)) with respect to those portions of the boundary Γ j ⊂ ∂Ω for j = 0, 1, . . . , n (see [12] for discussions on the first boundary value problem with small parameter). In general, such asymptotic estimates involve finding a family of minimum functionals I j ϕ, τ j , i.e.,
where the infimum is taken among all ϕ ∈ H 1 [0, T ] and τ j ≥ 0 (where τ j is the first exit-time
Furthermore, if we let ϕ(0) = x 0 in the domain Ω, then, for any Γ j ⊂ ∂Ω, the infimum in (7), when subjected to an additional condition ϕ(τ j ) ∈ Γ j , will attain
which implicitly depends on the initial condition x 0 and the boundary Γ j . Note that such information, which is based on (8), will be used to identify the exit positions on the boundary Γ j ⊂ ∂Ω under additional assumptions on the behavior of the state-trajectories of the unperturbed systems x ǫ,j , when ǫ = 0, as t → ∞.
In Sections III and IV, we establish relationships between the exit probabilities with which the state-trajectories exit from a given bounded open domain and the value functions corresponding to a family of stochastic exit-time control problems on the boundary of the given domain. More specifically, we provide asymptotic estimates for the exit probabilities on the positions of the state-trajectories x ǫ,j (t), for each j = 0, 1, . . . , n, at the first time of their exit from a bounded open domain Ω ⊂ R d (i.e., estimating bounds on the exit probabilities of the state-trajectories
x ǫ,j (t) from the given domain Ω through a portion or section of the given boundary Γ j ⊂ ∂Ω (see Proposition 1)). Such asymptotic estimates (i.e., the asymptotic estimates on the exit probabilities
, as ǫ → 0, conditioned on the initial point x 0 ∈ Ω) can be linked to finding probabilities for the state-trajectories x ǫ,j (t) that do not deviate by more than δ from a smooth
. 5 Moreover, for small δ > 0, the exit
III. BOUNDARY VALUE PROBLEM
For the family of stochastic differential equations in (3) and (4), consider the following family of boundary value problems
where Φ j is class C 2 function, with Φ j ≥ 0. Then, there exists a set of unique solutions
where τ j is the exit-time of x ǫ,j (t) from the domain Ω. Note that if we further introduce the following logarithmic transformation (see, e.g., [6] or [7] for such logarithmic connections between large deviations and stochastic optimization problems)
Then, J (ǫ,j)
Φ (x) satisfies the following second-order elliptic differential equation
5 Note that the behavior of −ǫ log P where
Further, note that there is a duality between H j x, · and L j x, · , for each j = 0, 1, . . . , n, such that
Hence, it is easy to see that J
on ∂Ω, to the dynamic programming in (12) , where the latter is associated with the following stochastic exit-time control problem
and η (j) (t) satisfies the following stochastic differential equation
for j = 0, 1, . . . , n (see, e.g., [13] ).
In the following section, i.e., Section IV, we exploit this formalism to prove the asymptotic bounds (cf. Proposition 1) for the exit probabilities on the position of state-trajectories at the first time of their exit from the given portion or section of the boundary of the domain Ω (cf.
Proposition 2).
IV. MAIN RESULTS
In this section, we present our main results, i.e., the asymptotic estimates bounds on the exit probabilities of the state-trajectories x ǫ,j (t) from the given domain Ω through the given portion (or section) of the boundary Γ j ⊂ ∂Ω for j = 0, 1, . . . , n. Further, for Γ j ⊂ ∂Ω for j = 0, 1, . . . , n, and x 0 ∈ Ω, let
where τ j is the first exit-time of x ǫ,j (t) from the domain Ω. Moreover, let
where the infimum is taken among all ϕ ∈ H 1 [0, T ] and τ j ≥ 0 such that ϕ(0) = x 0 , ϕ(t) ∈Ω for t ∈ [0, τ j ∧ T ] and ϕ(τ j ) ∈ Γ j . Then, we have
Remark 2: Note that the functional
is lower semicontinuous with respect to ϕ and τ j ∧ T . Furthermore, the set level
Hence, the infimum in (18) attains a minimum on Ψ (see, e.g., [14, pp. 332, Corollary 1.4] or [7] ).
Next, we introduce the following assumption about the domain Ω, which is useful in the sequel.
Consider again the stochastic control problem in (14) (together with equation (15)). Suppose that
when Φ j = Φ M , then we have the following lemma.
Lemma 1:
Suppose that Assumption 1 holds, then we have
Let Γ
• j denote the interior of Γ j relative to ∂Ω and letΓ j =Γ
• j . Then, we have the following proposition.
Proposition 1:
Suppose that Assumption 1 holds, then, for j = 0, 1, . . . , n, we have
uniformly for all x 0 in any compact subset Λ ⊂ Ω.
Proof: For any fixed j ∈ {0, 1, . . . , n}, it is suffices to show the following conditions
uniformly for x 0 ∈ Ω and for any Γ j ⊂ ∂Ω withΓ j =Γ
• j .
Note that I j x 0 ,Γ 19) ), then the upper bound in (22) can be verified using the Ventcel-Freidlin estimate (see [14, pp. 332-334] or [1] ).
On the other hand, to prove the lower bound in (23), we introduce a penalty function Φ M (with Φ M (y) = 0 for y ∈ Γ); and write
for each M. Hence, using Lemma 1 and noting further J
, the lower bound in (23) holds uniformly for all x 0 ∈ Λ. This completes the proof. ✷
In the following, using Proposition 1, we provide additional results on the exit positions of the state-trajectories x ǫ,j (t) through the portion of the boundary Γ j for j = 0, 1, . . . , n.
For x, y ∈Ω, we consider the following
where the infimum is taken among all ϕ ∈ H 1 [0, T ] and τ j ≥ 0 such that ϕ(0) = x 0 , ϕ(τ j ) = y and ϕ(t) ∈Ω for all t ∈ [0, τ j ∧ T ]. Then, using (17), we have
for x 0 ∈ Ω and Γ j ∈ ∂Ω.
Next, we will assume, in addition to Assumption 1, the followings (cf. [14, pp 359-360] ).
Assumption 2:
. . , n, where γ(y) is the unit outward normal to Ω at y ∈ ∂Ω.
(b) For all j ∈ {0, 1, . . . , n}, let there exist a compact subset Λ ⊂ Ω such that:
(ii) Let Λ δ denote the δ-neighborhood of Λ, and Ω δ = Ω \Λ δ . Then, there exists c δ that tends to zero as δ → 0 such that
where the minimum functional I Ω δ j is with respect to Ω δ (cf. equation (7)).
Notice that the statements in Assumption 2(b) imply the following
Hence, for each j = 0, 1, . . . , n, if we let
Then, we immediately obtain the following proposition.
Proposition 2:
Suppose that Assumptions 1 and 2 hold. Then, for any δ > 0, dist x ǫ,j , Σ j → 0 in probability as ǫ → 0 for each j = 0, 1, . . . , n.
Proof: For any fixed j ∈ {0, 1, . . . , n}, let S be open, with smooth boundary, and Λ ⊂ S ⊂ Λ δ (where δ > 0 is small enough such thatΛ 2δ ⊂ Ω). Further, let Ω ¬S = Ω \S and let Γ j ⊂ ∂Ω be closed with Σ j ⊂Γ
• j andΓ
• j = Γ j . Then, for any x 0 ∈ Λ, there exits κ > 0 such that
Note that, from Assumption 2(b), one can choose small δ > 0 such that
where the minimum functional I Ω ¬S j is with respect to Ω ¬S .
Then, from Proposition 1, we have the following
uniformly for all z ∈ ∂Λ 2δ . For x 0 ∈ Ω (with x ǫ,j (0) = x 0 ), let us define the following random time processes
Next, we consider the following events
Then, from the strong Markov property, we have
and where w i 's are the weighting factors and the vector γ is given by [γ 1 , γ 2 , . . . , γ n ] T . Moreover, I 0 (ϕ * , τ * 0 , K * ), which corresponds to the nominal operating condition (i.e., without any fault in the system), is given by
where the I i x 0 , Γ i 's (together with the boundary conditions x ǫ,i (τ i ) ∈ Γ i for i = 1, 2, . . . , n)
are assumed to satisfy the optimization subproblems in (26) (cf. equation (40)). Note that such class of stabilizing state-feedbacks can further be restricted to satisfy additional assumptions.
Here, we remark that the max-min problem in (42) for the exit probabilities has been studied in the past (see, e.g., [8] in the context of differential games for a general admissible class of controls; and see also [6] or [7] via viscosity solution techniques).
Remark 3: Finally, we remark that the composite optimization problem in (41) is useful for selecting the most appropriate n-tuple of stabilizing state-feedbacks from the set K * ν ∈ K that confines the state-trajectories x ǫ,j (t) to the prescribed domain D for a certain duration, while the system performances are, in some sense, associated with those portions of the boundary of the given domain (i.e., Γ j ⊂ ∂Ω, j = 0, 1, . . . , n). Such a composite optimization problem, although computationally demanding, can be sub-optimally solved by relaxing some of the constraints.
