Thermodynamics and kinetics of hydrogen storage in magnesium hydride: a theoretical study of catalyst-dopant, defect, and size effects by Reich, Jason
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2013 Jason M. Reich 
  
 
 
 
 
 
THERMODYNAMICS AND KINETICS OF HYDROGEN STORAGE IN MAGNESIUM HYDRIDE: 
A THEORETICAL STUDY OF CATALYST-DOPANT, DEFECT, AND SIZE EFFECTS 
 
 
 
BY 
 
JASON M. REICH 
 
 
 
DISSERTATION 
 
Submitted in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy in Chemical Physics 
in the Graduate College of the  
University of Illinois at Urbana-Champaign, 2013 
 
Doctoral Committee: 
 
Professor Duane Johnson, Chair 
Professor Nancy Makri 
Professor Ralph Nuzzo 
Professor David Ceperley 
ii 
 
 
ABSTRACT 
 
With their high capacity, light-metal hydrides – like MgH2 – remain under scrutiny as reversible 
H-storage materials. A key question persists: Is there a means to enhance the hydrogen 
desorption/adsorption properties of this “simple” hydride by decreasing size (e.g., creating 
nano-sized particles by ball-milling) and/or adding catalyst dopants? Thus, we need to 
determine accurately both the enthalpy and kinetic barriers controlling desorption, but for 
realistic, defected cases. Employing density functional theory (DFT) and simulated annealing, 
we studied initial H2 desorption from nanoclusters and semi-infinite stepped surfaces with and 
without transition-metal “catalyst” dopants (Ti or Fe). The large 450-atom supercell of the 
(   ) ( ̅  ) single stepped terrace permits the study of the effects of catalytic dopant with 10 
unique dopant sites at step edges, kinks sites, and terrace sites. Extensive DFT-based simulated 
annealing studies were performed to find the dopants site preference and mechanism for 
catalyst-enhanced release of hydrogen, with additional detailed understanding from the spin-
polarized electronic-structure (density of states) and charge densities. Different kink 
environments at the stable (   ) ( ̅  ) interface were explored to model the stability of 
diffusion of H to the dopant before desorption. For the most stable initial and final (possibly 
magnetic) states, extensive Nudged Elastic Band (NEB) calculations were performed to explore 
the potential energy surface (desorption enthalpies and kinetic barriers). A moment transition 
NEB calculation was created whereby each image was initialized to its most stable magnetic 
state and then images along the transition path were allowed to relax according to the NEB 
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algorithm. This approach provided the lowest energy activation states.  Together the DFT-based 
simulated annealing and NEB simulations determined the enthalpy change and transition-state 
(kinetic barrier) for desorption (H2 release to vacuum). Although small nanocluster (we focused 
on Mg31H62) structures are disordered (amorphous), the semi-infinite surfaces and nanoclusters 
have similar single, double, and triple H-to-metal bond configurations that yield similar H-
desorption energies. Hence, we find that there is no size effect on desorption energetics with 
reduction in sample size, but dopants (as observed, e.g., Ti) do reduce the energy and kinetic 
barrier of H2 desorption.  Overall, our results compare well with desorption experiments and 
elucidate the controlling chemistry for doped-MgH2 and its efficacy for use as a storage 
material. Notably, the same techniques used and developed here can be used for more 
complex hydrides or hydride reactions. 
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CHAPTER 1 
 
Introduction 
 
 
Automobiles powered by fuel cells running on H2 are a route toward eliminating 
vehicle emission problems caused by internal combustion engines.1  Essentially, such a 
fuel cell creates current from H electrons and then reunites protons and electrons with 
incoming oxygen to form water.  And because, in principle, hydrogen for this technology 
can be separated from oxygen using only energy from the sun2, or, more immediately 
practical, with nuclear energy technology3 or steam reforming of natural gas (or 
gasification of coal) with carbon sequestration4, one can see the potential for an energy 
cycle that would reduce greenhouse gas emissions associated with transportation while 
curbing our dependence on oil. There are, of course, formidable roadblocks to this 
picture. Creating an infrastructure to distribute liberated H2 to fueling stations and 
staying ahead of consumer H2 demand must be accomplished without causing the very 
environmental problems that this whole process was meant to avoid.5 
Because of the benefit commercially viable fuel cell cars will provide for our 
future, we address from a theoretical perspective a subset of the major obstacle in this 
challenge – the materials challenge for the onboard storage of H: what material has a 
 2 
 
good desorption enthalpy that provides reasonable operational temperatures of the 
fuel cell and good kinetics for reasonable recharging time?  These questions directly 
involve the charge and discharge chemical reaction cycles, and key material effects, e.g., 
surface reactions, defects (point defects, such as vacancies or catalytic dopants, or 
planar defects, such as stepped surfaces),  and size effects, potential controlling surface-
to-volume effects and surface reaction rates.   Klebanoff et al., in a recent summary of 
the previous five years of hydrogen-storage research within the Department of Energy 
(DOE) Metal Hydride Center of Excellence, made it clear that the problem of storing H 
onboard the fuel cell automobile is still an open one.6 
This dissertation centers around first-principles calculations using DFT based 
methods that were performed on candidate, solid-state hydrogen-storage materials 
(HSM) to understand the key basic science controlling the onboard storage for hydrogen 
fuel cell cars. Specifically, for prototype light-weight storage materials, such as MgH2 
and related metal hydrides, the hydrogenation/dehydrogenation reaction enthalpies 
and kinetics barriers are determined for bulk, semi-infinite surface, and nanoparticle 
case studies. These calculations detail key chemistry issues affecting materials stability 
and kinetics, especially the effects of size, surface defects, and catalytic dopants – all of 
which are being scrutinized experimentally for direct comparisons. 
In what follows, we discuss the current interest in hydrogen fuel cell cars, and 
the requirements for a commercially viable HSM, which motivates the research into 
HSM. We review the primary bottlenecks to making hydrogen fuel cell cars 
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commercially viable, and the Department of Energy targets that establish how the HSM 
system must behave to satisfy these targets. 
To make direct correspondence between our calculated results and relevant 
experimental data, we provide a short overview of how thermodynamics and kinetics of 
a candidate HSM are measured, including how such data is used to assess if a candidate 
material will be able to deliver hydrogen (H2) to the fuel cell at the desired temperature 
in the allotted time. We then discuss how theoretical total-energy and potential energy 
surface calculations can predict the same thermodynamic and kinetic properties that 
the experimentalists measure, and demonstrate the correct formalisms for making 
direct comparisons between our validated calculations and the experimental data. 
 
1.1 Background on Storage Material Needs 
The first solution that probably comes to mind is storing H2 gas in a tank on the 
vehicle. However, compressing H2 gas to a volume sufficiently small to leave acceptable 
room for passengers and cargo requires high-strength, expensive, lighter-weight carbon 
reinforced tanks. Hence, the challenge to make a cost-effective tank that is both light 
enough and small enough to compete with current performance standards but heavy 
enough and large enough to safely hold enough fuel for the distances (250 to 300 miles) 
we have come to expect to drive on a tank of gas. Liquid hydrogen or cryogenic 
compressed hydrogen tanks (CCHT) are options that are also being considered. 
However, one must keep in mind the energy needed to liquefy H and the possible loss of 
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H from boil-off. Nonetheless, these technologies, as well as physical adsorption systems 
[e.g., carbon nanotubes, metal-organic framework] and off-board refueled chemical H-
storage systems, are being explored as possible solutions.7-9 Figure 1.1 shows many 
candidate materials and their concomitant H2 mass and volume densities. 
 
Figure 1.1. Various hydrogen storage materials shown along with their values for H2 
mass per volume (vertical axis) and H2 mass per total mass (horizontal axis). Adapted by 
permission from Macmillan Publishers Ltd: NATURE Schlapbach, L.; Zuttel, A. Nature 
2001, 414, 353, copyright 2001.10 
 
Solid-state metal-hydrides, the materials addressed in this thesis, do not have 
the dangers associated with the extreme temperatures and pressures that are present 
for the liquid and gas H-storage systems.11 However, a better understanding is needed 
of the kinetics and thermodynamics involved in charge and discharge reactions from 
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solid-state hydrogen-storage applications. In the Klebanoff et al. summary6 (page 4560) 
of research for the DOE’s Metal Hydride Center of Excellence, it is stated that: 
“Our theoretical understanding of the kinetics of solid-state reactions in the 
hydrogen storage arena is poor in general.  It is important that detailed 
theoretical methods be developed to predict and account for kinetics of model 
solid-phase hydrogen-storage reactions.”6  
Later in this dissertation, we will discuss detailed quantum mechanical NEB studies that 
we have performed on relevant mechanisms of hydrogen desorption from the canonical 
solid-state hydrogen-storage system MgH2. 
Studies of hydrogen-storage reactions found in the literature also aim to monitor 
the stability of the materials undergoing hydrogen capture and release: if the conditions 
required for cycling destroy the reacting species, then the hydrogen-storage material is 
not a viable one.11-17 Also, monitoring for additives that stabilize the reaction products 
will, in effect, destabilize the reactant, thereby reducing the enthalpy of desorption of a 
hydrogen-storage material. This “materials destabilization” approach that decreases the 
reaction enthalpy can, of course, introduce a larger gap between the final state and the 
activation energy, increasing refueling time by increasing the reaction barrier. An 
example of a destabilization study is shown in Figure 1.2. 
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Figure 1.2. Schematic, as presented by Satyapal et al.,18 of a destabilized HSM from 
introduction of species that reduce the energy of the desorption reaction product. 
Desorption energy for a metal hydride (a) without and (b) with a destabilizing agent 
present to create an alloy for the alloy dehydrogenated final state. 
 
 The proton exchange membrane (PEM) fuel cell, powering the fuel cell car, runs 
with an incoming hydrogen pressure of 1-10 atm. The heat given off by the operation of 
the fuel cell can keep the hydrogen storage area in the range of 25-120 °C.7 A HSM that 
can discharge below the temperature from fuel cell heat output and, simultaneously, 
discharge at a pressure high enough for operation of the proton exchange membrane 
[of the fuel cell] will require little if any energy other than the waste heat generated by 
the fuel cell itself to maintain functional discharge during vehicle operation. Several of 
the current Department of Energy targets for onboard hydrogen storage are shown in 
Table 1.1.    
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  Units 2017 Ultimate 
System Gravimetric Capacity kg H2/kg system 0.055 0.075 
System Volumetric Capacity Kg H2/L system 0.040 0.070 
Operational Cycle Life cycles (1/4 full to 
full) 
1500 1500 
Fill Time min (for 5kg ) 3.3 2.5 
Minimum Full Flow Rate (g/s)/kW 0.02 0.02 
 
Table 1.1. Current Department of Energy targets for the storage of H on light-duty 
vehicles (extensive footnotes in DOE source not shown here).6,19 
 
1.2 Assessing Enthalpies and Kinetics 
Assessing the materials properties and whether they meet the required 
standards can be done both by experiment and theory. In experiment, kinetics are 
assessed with pressure versus time data; also heating rates and temperatures of heat 
flow drop off gives experimental activation energy prediction through the Kissinger 
equation16 to get the apparent activation barrier. Thermodynamics are assessed with 
pressure-concentration isotherms, which can easily be converted to thermodynamic 
results via the van’t Hoff plot [log(p) at pressure-concentration isotherm plateaus versus 
1/T in Kelvin]. The van’t Hoff plot (derived via the Classius-Claperyon equation) contains 
the ΔH and ΔS corresponding to the enthalpy and entropy changes when transforming 
from an uncharged metal, e.g., Mg to a charged metal hydride, e.g., MgH2.
20-24  
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With theory, we can assess the kinetics using so-called NEB calculations. NEB 
methods determine approximate activation energies of reactions that lead to rate 
predictions, which can be compared to experiment by way of transition-state theory.25 
And we can obtain thermodynamic results by using energy/enthalpy differences from 
DFT calculations and making comparisons to experiment via the slope from the van’t 
Hoff plots. 
Pressure-concentration isotherms for an arbitrary metal hydride are shown in 
Figure 1.3(a). This information is ubiquitous in experimental studies of HSM.10,24,26,27  An 
important aspect of these isotherms is that they set the operational window where 
charge/discharge of the metal host can occur onboard (along the horizontal section of 
an isotherm). Another important use of the isotherms is that the pressure and 
temperature values at the plateaus give the information needed to build a van’t Hoff 
plot, Figure 1.3(b). 
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Figure 1.3. (a) Schematic of pressure-concentration isotherms with concomitant phases. 
To construct the points that build the van’t Hoff plot in Figure 1.3(b), the values 
   (     ) are used. The horizontal axis quantifies the change in hydrogen density in 
the metal. Phases are a solid solution of metal with dissolved H atoms in interstitials 
(PX), a coexistence of the solid solution and the metal hydride (PX+PY), and a solid 
solution of the metal hydride with H atoms in interstitials (PY). (b) Schematic of van’t 
Hoff plot corresponding to the pressure-concentration isotherms of Figure 1.3(a). We 
have taken the reference pressure from the van’t Hoff equation (Equation 1.1) to be 1 
atm. 
 
The van’t Hoff plot allows for direct comparison of experiment to 
thermodynamic predictions from theory. This is because the van’t Hoff equation 
  (
 
  
)  ( 
  
 
) (
 
 
)  
  
 
                               (1.1) 
for equilibrium pressure p, reference pressure p0, enthalpy change ΔH, gas constant R, 
temperature T, and entropy change ΔS offers a linear relationship between the log of 
the pressure and the reciprocal of the temperature where     (for slope ) gives the 
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enthalpy change for charging from the metal to the metal hydride and    (for y 
intercept  ) gives the entropy change for the same. 
During charging, a metal becomes a metal hydride via gas phase H2 adsorbing on 
the metal surface, dissociating into H atoms, and then diffusing into the metal to first 
create a solid solution of the metal with H dissolved in it and then, eventually, to form a 
metal hydride as this latter phase is seeded and begins to grow. A schematic showing 
the different stages in this process is shown in Figure 1.4. This discussion and associated 
figures follow the well-known thermodynamics presented by Schlapbach et al.21 
 
Figure 1.4. Rendering showing the phases found on the pressure-composition isotherms 
(Figure 1.3(a)) that lead to the van’t Hoff plot (Figure 1.3(b)). 
 
To facilitate further discussion, the next chapter will provide a brief background 
on the methods used within this thesis, including DFT, permitting quantum-mechanical, 
total-energy calculations required for thermodynamic and kinetic predictions, and 
theory for the NEB method. NEB is used to calculate minimum energy paths (MEP) along 
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the potential energy surface (PES). (Note that the PES is defined by the total energy of 
the system at each point in configuration space, i.e. each choice of positions for all 
atoms in the system; and the MEP is the steepest descent path along the PES from the 
activation barrier/saddle point we wish to find down to the basins containing the initial 
and final states.) We also include a section on the supercells used to establish the 
surfaces, defect structures (e.g., steps) and isolated nanostructures. This information 
will be relevant for understanding the figures in this dissertation. Note that the 
computational details (such as plane-wave kinetic energy cut-off or Brillouin zone k-
point mesh sizes) are not the same for the different supercells that represent different 
case studies. Therefore, we present the computational details for each of the case 
studies as they are covered in the subsequent chapters.  
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CHAPTER 2 
 
Theoretical Methods 
 
 
To assess computationally the viability of a hydrogen-storage system, total 
energies for configurations concomitant with the hydrogen desorption/adsorption 
process are required.28  DFT methods are well suited for such total-energy calculations, 
including PES estimation to assess kinetic barriers. How DFT leads to the electronic 
ground-state energy is addressed in many publications.29-33  My exposition here on 
obtaining the ground-state energy of a system using DFT follows that of Sholl et al.34  
After discussing DFT, we will turn to a discussion on NEB and to the theory behind the 
work we have done to find the activation energy of various H desorption mechanisms 
relevant to onboard discharge for the hydrogen storage system. The discussion on NEB 
follows Henkelman et al.35 and their instructions given for VASP TST Tools.36 That will 
lead to a brief section on relevant aspects of solid-state theory (drawing partly on 
Ashcroft and Mermin37, Rössler33, and Sholl et al34). Then, a short description is made for 
plane wave basis sets used by the DFT package (VASP) for calculating with energetics 
(enthalpies) and barriers. In that section, we will also touch upon pseudopotentials used 
in VASP for representing core electrons and nuclei. Finally, we will address a key 
concept, supercells, arising many times in the subsequent chapters used to establish the 
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surfaces, defect structures (e.g., steps) and isolated nanostructures. In particular, the 
present work addresses less common cases, such as non-ideal surfaces with steps and 
terraces that include catalytic dopants, where care has to be taken to exclude image 
effects from periodic boundary conditions (PBC), including images across a vacuum 
region. The concepts of defect density, slab density, and isolated nanocluster density 
(i.e., requisite vacuum size) will explain the need for the large supercells employed. 
 
2.1 DFT 
 Hohenberg and Kohn’s first theorem38 shows that the ground-state quantum-
mechanical energy can be uniquely determined via a functional of the electron density, 
n(r), having implicit dependence on the nuclei location {  }, i.e.,  (  {  }). Their 
second theorem provides “that the electron density that minimizes the energy of the 
overall functional is the true electron density corresponding to the full solution of 
Schrodinger’s equation”.  Therefore, a variational minimization of the energy functional 
with respect to electron density will provide the relevant electron density, when the 
energy from the functional is minimized.  Or, if the ground-state density were known, it 
could be plugged into the energy functional to calculate directly the ground-state 
energy.  The energy functional is 
 [{  }]   
  
  
∑ ∫  
      
    ∫ ( ) ( ) 
   
  
 
∬
 ( ) (  )
|    |
             
   [{  }]  (2.1) 
and the electron density for M electrons is given by 
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 ( )  ∑ |  ( )|
  
   .                                       (2.2) 
The terms in Equation (2.1) represent (from left to right) the electron kinetic energy, the 
electron-nuclear interaction, the electron-electron interaction, the nuclear-nuclear 
interaction, and the exchange-correlation functional. 
Relevant to the functional application of DFT, Kohn and Sham29 provided a way 
to move iteratively toward a converged value of n(r) by using the following set of 
equations until self-consistency is established: 
[ 
  
  
    ( )   ( )     ( )]  ( )      ( ),   (2.3) 
where, in particular, the Hartree (electronic) potential is 
  ( )   
 ∫
 (  )
|    |
    .     (2.4) 
The first term is the kinetic energy operator; the second term is the potential 
representing the interaction between the [pseudo] electron under consideration and 
the nuclei/ions; the third term is the Hartree (electronic) potential, which is a solution of 
the Poisson equation,     ( )      ( ); and the last term is the DFT exchange-
correlation potential that approximates the effects of electron exchange and correlation 
and, potentially, corrects for the electronic self interaction introduced by the assumed 
form of the Hartree potential. 
Within DFT, the exchange-correlation functional Exc can be assumed to be 
dependent only on the local density (the local density approximation or LDA, as in the 
original Kohn and Sham paper)29 or, as is now more common, also include some non-
local corrections, dependent on the density and its spatial gradient, as used within the 
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Generalized Gradient Approximation (GGA) (PBE39; and PW9140).  More variants with 
greater complexity have been developed, such as hybrid functionals (Becke, B3LYP41) 
and LDA+U42,43 where a Hubbard U (on-site electronic repulsion energy) is added to the 
DFT Hamiltonian to include Coulomb correlation effects for localized electrons, 
improving description of Hund’s rules, for example. 
We use Perdew-Wang generalized gradient approximation (PW91)40 for the 
exchange-correlation functional. The same exchange-correlation functional has been 
used to predict hydrogen-storage reactions44 and structure45 that match observation. A 
report on GGA in VASP on many metal-hydrides, one of which was MgH2, showed that 
GGA yields results that compare well to experimental formation enthalpies.46 The bulk 
lattice parameters and formation energy (including zero-point (ZP) energy) for rutile 
MgH2 calculated in DFT-PW91, see Table 2.1, are in very good agreement with 
experiment47,48, other DFT44,49 and quantum Monte Carlo50,51 (in principle, exact) 
calculations. For structural energy differences at fixed stoichiometry, e.g., from 
relaxation or configurational changes, the effects of ZP energy effectively cancel 
(essentially because they have similar vibrational (environmental bond) character). 
Trends from PW91 versus size (cluster to bulk) without ZP energy are identical to QMC51 
but lower by ~10 kJ/mol-H2. Thus, with energy differences most important for assessing 
H-storage materials issues, the error is irrelevant. 
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 ZP System a (Å) c/a x ΔEf  
(kJ/mol-H2) 
Expt.   4.50 0.669 0.304 75† 
DFT-PW91 
yes rutile bulk 4.51 0.668 0.304 52.7 
no rutile bulk    64.3 
no Mg31H62    70 
DFT-LDA yes rutile bulk    85.1* 
DFT-B97 yes Mg30H60    72.5** 
diffusion-QMC yes Mg31H62    77* 
 
Table 2.1.  Calculated and observed bulk lattice parameters and formation energy (ΔEf) 
with(out) ZP energy for rutile MgH2 at 0 K. ΔE
f for amorphous Mg31H62 is also given. 
†See 
Ref. 48, this is an average desorption enthalpy at 683 K.  *See Ref. 51. **See Ref. 52 
 
The other computational details are straight forward and often system-size dependent. 
Therefore, they will be presented as we show the results in the following chapters. 
 
2.2 Potential Energy Surfaces and the Nudged Elastic Band Algorithm 
The initial and final states of the reaction of interest are both relaxed at 0 K to a 
local minimum using the conjugated gradient method. The atomic coordinates of the 
initial and final configurations will be denoted by    and     , respectively. The 
dimension of an image-vector   is 3N, with N being the number of atoms involved in the 
reaction. For a j+1 image run, images         are updated during the NEB calculation. 
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These intermediate images provide information on atomic configurations representing 
the operative mechanism to progress the system from the initial to final states (in 
particular, desorption of 2H from surface to vacuum as H2). The initial guess of the 
images         are made in the following way. The n
th image is initialized with 
    
       
   
. For a j+1 image run, the range of n goes from 1 to j and makes up the 
structures that are updated during the NEB run according to the three equations that 
follow. 
     
          (  )       (2.5) 
Equation 2.5 shows that the forces on the atoms in the nth image are made from two 
contributions.  One contribution is the spring forces of Equation 2.6 – in the  ̂  direction 
(parallel to the band): 
  
      (|       |  |       |) ̂ .                (2.6) 
The other contribution to the overall NEB force is the projection of the gradient of the 
energy from the electronic problem onto the direction normal to the band 
     (  )       (  )  (     (  )   ̂ ) ̂ .              (2.7) 
The spring force contribution (  
    ) prevents the images from collapsing into the 
valleys of the initial and final configurations. The projected gradient force (     (  ) ) 
causes the images to relax from the faces [of maxima] adjacent to the saddle point of 
interest and onto the minimum energy pathway (the path of steepest descent into the 
valleys on either side of the saddle point).53 Figure 2.1 shows the directions of the 
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vectors in Equations 2.5 through 2.7 for a schematic representing a particular 
generalized potential energy surface and image/band placement. 
 
 
Figure 2.1. This is meant to give a clear picture of a non-converged path -K in pane (a)- 
relative to a converged minimum energy path -L in pane (a)- and a feeling for the 
different forces on an image as shown in pane (b). This is, of course, not drawn from 
data from a real system and so directions such as normal to a contour curve are not 
rigorous in the schematic.  Figure follows schematic for the same forces in the NEB 
section of Sheppard et al.53 
 
Figure 2.1 uses a schematic representative of the system hypersurfaces to show 
an example of the forces in an NEB run. Path L shows a minimum energy path from a 
saddle point to two basins. Path K represents a non-converged path from the middle of 
an NEB. Pane (b) of the Figure shows the forces on image 1 that the algorithm would 
enforce in order to make path K move toward path L. Note that the art used in pane (b) 
does not contain perfect geometric correspondence to the art in pane (a). In this 
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schematic the contour plot suggests 3N-1 dimensional equipotential hypersurfaces. The 
points represent images between the initial and final state. The forces update the 
positions of the atoms in each image so that the path eventually converges to the 
minimum energy path. 
We have used the climbing-image NEB algorithm35 that uses the above NEB 
formalism with the following modification. The image found to have the highest energy 
after the first several updates of ionic positions is taken to be the climbing image 
(labeled      below). The following equation is used to force that image to climb 
upward along the band to the saddle point. 
            (     )        (     )   ̂     ̂        (2.8) 
Note that Equation 2.8 causes image      to drift toward the local maximum along the 
 ̂     direction, the direction in which the saddle point provides a local maximum at the 
activation energy (i.e., it identifies the transition state barrier). 
 
2.3 Solid-State Basics 
Given three translation vectors  
   ∑   
  
    ̂       {     }                                      (2.9) 
a Bravais lattice can be defined as  
   ∑   
  
             ,                                         (2.10) 
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where   
  is an [∞,3] matrix that generates all permutations of integer triplets causing    
to fill    with linear combinations of   . Now, for points in space,  , surrounding a 
particular lattice point   , 
{|    |  |    | |         }                                    (2.11) 
defines a set of points known as the Wigner-Seitz cell (or, more generally, convex 
Voronoi polyhedra that can have differing inscribed sphere radii54) of the lattice. It is 
clear that contiguous non-overlapping Wigner-Seitz cells will fill   . We will populate 
the space with atomic positions: 
   ∑   
  
           ,                                            (2.12) 
where   labels each atom in the system. Then, the full crystal structure is: 
             .                                                     (2.13) 
Now we will take three new translation vectors  
   ∑   
  
    ̂       {     }                                        (2.14) 
and use them to create a second lattice 
   ∑   
  
             ,                                             (2.15) 
where the   
  work the same as in Equation 2.10. Now, under the following restrictions:  
     
     
 
                                                            (2.16) 
with cyclic permutations of      , and      (     ), it then follows that 
             .                                                       (2.17) 
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Now, with the    defined as in Equation 2.16, the new lattice,   , becomes the 
reciprocal lattice to the Bravais lattice    (recall the Bravais lattice has basis   ). The 
Wigner-Seitz cell of the reciprocal lattice is known as the Brillouin zone. 
 Bloch’s theorem states that the wavefunction of the Hamiltonian    
    
  
 
 ( ) for a particle in a periodic potential,  ( )   (    ), can be written as 
    (    )   
         ( ).                                             (2.18) 
Recall that the    vectors go from any point on the Bravais lattice to any other point on 
the Bravais lattice. This gives us explicit instruction on how to construct the phase factor 
      to change the wave function for a particle at one point in the crystal into the wave 
function for the same particle at a point separated by a linear combination of the 
Bravais lattice translation vectors from the original point. This suggests that if we know 
the wavefunction for a particle at all points within the Wigner-Seitz cell (or any other 
unit cell for that matter, even a large cell or “supercell”), we then know the 
wavefunction for that particle throughout the whole crystal. 
 
2.4 Plane Waves and Pseudopotentials 
A restatement of Bloch’s theorem is 
    ( )   
       ( )                                                              (2.19) 
where    ( )     (    ). To see that Equation 2.19 is equivalent to Equation 2.18, 
rewrite 19 as            (    )      ( ) and introduce a common factor to both 
sides:                  (    )   
         ( ). Writing this in a more suggestive way: 
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          ( )   
    (    )    (    ),                                       (2.20) 
it is now clear that the left hand side of Equation 2.20 is equivalent to    ( ) from 
Equation 2.19. So apparently, from viewing Equation 2.20,    ( ) does not change 
when a linear combination of lattice vectors is added to its input r. 
 We can now expand    ( ) in a complete basis of plane waves ( 
    ). But since 
   ( ) must have the periodicity of the lattice, we will choose each element of the 
plane wave basis to itself be a plane wave that has the periodicity of the lattice. Note 
that in Equation 2.21 we have done just that by using   , the reciprocal lattice vectors, in 
the exponentials. This is because, according to Equation 2.17,      (    )        . By 
doing this, it follows immediately that a linear combination of these plane waves must 
have the desired periodicity. 
   ( )  ∑    
                                                                 (2.21) 
Substituting this expansion of     ( ) into Equation 2.19 we have 
    ( )  ∑    
    (    )     .                                                   (2.22) 
Because each basis function is a plane wave with kinetic energy 
 
  
|    |
 
, for 
practical calculations in VASP, we choose a kinetic energy cut off          and only terms 
for Equation 2.22 where  
 
  
|    |
 
          are used by VASP for expanding the 
orbital.55 
Clearly plane waves are not an efficient way to represent the core electrons near 
the nucleus that are well represented by atomic orbitals for a central potential. To avoid 
the need for a tremendous number of plane waves to represent the core electrons, 
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pseudopotentials are used to represent the presence of the core electrons and the 
nuclei. The core electrons are so tightly bound that they are mostly unaffected by the 
interatomic chemistry of a solid. Therefore, in plane-wave DFT the valence electrons are 
treated quantum mechanically and a Hamiltonian is constructed with valence electrons 
are interacting with one another (via a mean field) and with an array of 
pseudopotentials (effectively ions where the nucleus is shielded by the core electrons56). 
Needless to say, this simplification saves computational time relative to full-potential 
linearized augmented plane wave (FLAPW) calculations,57 in which all of the electrons 
are treated quantum mechanically (so-called all-electron method). With a large energy 
cut-off the accuracy of DFT calculations with pseudopotentials in many cases will not be 
limited by the pseudopotential, rather by the choice of the exchange correlation 
functional).56 Finally, having a plane-wave basis set is a good choice for valence 
electrons in a periodic array of ions, but, an even better choice for the treatment of 
vacuum regions (think of the superposition of plane waves creating the [wave-packet] 
wave function that solves the quantum free particle problem: 
 (   )   
√  
⁄ ∫  ( )
 
  
  (    
   
  
 )  ;58 local functions such as gaussians or spherical 
harmonics would be a very expensive way to represent states in vacuum). 
 
2.5 Supercells for bulk, semi-infinite surfaces, and nanoparticles 
The Born-von Karman boundary conditions can be applied to many copies of a 
cell so that if, for example, we take C copies of the cell for large C to create a 
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macroscopic sample, then an edge of the macroscopic sample can be mapped to the 
opposite edge so the space of the problem becomes cyclic. To enforce this condition we 
must have the same result for a given point in the space after a full cycle through the 
space which brings us back to the same point. Taking    to be the number of copies of 
the translation vector    needed to return to the same point implies:  
    (      )   
   (    )    ( )=    ( ) .                                     (2.23) 
This means that, to enforce the constraint, we must choose   such that 
          .                                                                        (2.24) 
Expanding   in the basis of the reciprocal space lattice vectors we have 
  ∑     
 
    .                                                                      (2.25) 
Then, enforcing Equation 2.20 to make 2.19 hold, we have 
                  .                                                              (2.26) 
Equation 2.25 asserts the obvious fact that for a choice of   {     } we must have the 
product of      come out to be an integer for Equation 2.24 to hold. The subscript,  , in 
   is just an artifact that says we must have an integer for the product      and we are 
naming it   . But now we have: 
   
  
  
;                                                                        (2.27) 
and one can see that for a macroscopic crystal, when     , the allowed values for 
  ∑     
 
    approach a continuum.  
With this formalism in mind, it is easy now to picture a cell that is repeated many 
times, schematically shown in Figure 2.2, or the stepped surface discussed later, shown 
in Figure 2.3. Note that VASP will actually treat the external potential (the effective 
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potential that an electron feels due to not only the pseudopotentials but also the 
vacuum region) of the full supercell as the periodically repeating potential addressed by 
Bloch’s theorem. This may appear surprising after carefully introducing the “clean” array 
of nuclei in the Bravais Lattice as the periodic potential to picture when deriving Bloch’s 
theorem. However, the external potential through the whole supercell is, in fact, one 
that repeats (see Figures 2.1 and 2.2) and, therefore, the orbitals do obey     (  
  )   
         ( ). Now    takes a test point from a given point in one supercell to the 
same point in a neighboring supercell. 
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Figure 2.2. (a) Schematic showing two copies of a supercell. One supercell is made up of 
a 10 bilayer (atomic layer of red atoms plus atomic layer of white atoms) slab and a 
vacuum region above it containing no atoms. The PBCs create an infinite array of 
contiguous supercells in all directions. (b) Supercell translations vectors   , and supercell 
shown (atoms not explicitly shown to encourage focus on supercell translations). Placing 
the origin of the supercell as shown, the full system generated under periodic boundary 
conditions represents copies of the supercell at             {     }   . 
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Figure 2.3. Effect of PBC. Two of the three vectors (black arrows) that make up the 
supercell; the third supercell translation vector is normal to the paper. A 2x2 extension 
of the supercell is shown. Red circles draw attention to the translations used to “center” 
the steps for viewing. Note the single H2 molecule in the supercell, in vacuum. 
 
The phase factor        from Bloch’s theorem (Equation 2.18), which is the only 
change in the wave function from one cell to another, disappears when evaluating 
probability. Therefore, the spatial distribution probabilities and energies of the electrons 
do not change from cell to cell. When we present results for a supercell (for example, 
energy per cell) we are presenting results for a full system.  
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 Similarly, when we create a slab to model a surface, we must create a supercell 
that has a large amount of empty space in the direction normal to the slab so that 
charge from the top of the slab does not interact with charge from the bottom of the 
slab above it. Often we freeze the bottom layers of such a slab at their bulk locations. 
We are only studying surface at the top of our slab; the bottom of the slab is meant to 
model infinite bulk, hence the motivation for freezing the bottom layers in bulk 
positions. Alternatively, one can treat both ends as surface models and enforce the 
frozen bulk position condition on the layers in the center of the slab. However, we chose 
the former to favor small system size over the possible symmetry benefits that come 
from double surface slabs, which can be lost during simulated annealing.  
Convergence can be tested by increasing the size of the vacuum region until a 
property such as the surface energy or desorption energy of a particle off the surface 
converges, suggesting that there is negligible interaction between the slabs. We also 
must test that the slab is sufficiently thick that the bottom layers can be frozen in bulk 
positions, the middle layers can relax, and the top layers can properly model the semi-
infinite surface. The tests for convergence with respect to slab thickness are similar: 
increasing the thickness of the slab until surface energy or desorption energy from the 
surface are converged. 
 When we model a single nanostructure, we must create a large amount of 
vacuum space in all directions surrounding the nanostructure so that no charge wraps 
around and interacts with charge from the opposite side of the system. By “large” we 
mean that the supercell has become large enough that making it any larger would not 
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change the energies involved. As results are presented we will describe the details of 
the supercell size and where the vacuum region is. This will simultaneously inform the 
reader as to what type of system we are modeling. 
In many of the following calculations, we present a supercell with 149 Mg, 1 Ti, 
and 300 H. Note that similar considerations apply to this situation. Placement of the 
catalytic dopant might cause a certain amount of local reconstruction and this Ti 
environment will in fact interact with its own image (the same Ti environment in the 
neighboring supercell) if the supercell is not big enough. Placing a dopant in a smaller 
supercell effectively models a higher dopant concentration. In our example, we have 
less than 1 atomic % Ti. 
Finally, a word about references to hydrogen used throughout the text; we have 
often used H without “ ‘s “ even when we wish to invoke the plural. Please be aware 
that the price for the less cumbersome notation is awareness that the context will make 
clear if we mean one H or many H. 
 
2.6 Conclusion 
With this background in place, we now go on to explore the thermodynamics 
and kinetics of candidate hydrogen-storage systems. We have done comprehensive 
simulated annealing to find the most relevant structures for MgH2 surface both with and 
without step and kink sites and with and without catalytic dopants. Exhaustive searches 
were performed for favorable reaction mechanisms for H desorption, exploring different 
spin degrees of freedom along the way (with Ti present as a catalytic dopant) to see if 
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there are H coordination number (and concomitant magnetic moment) changes in the 
material during desorption mechanisms. We have studied MgH2-based nanostructures 
and found interesting geometries not reported in the literature to date. We did 
statistical analysis on the nanocluster to see how the pair correlation nearest-neighbor 
distance for the nanocluster compared to the bulk nearest-neighbor distance. We 
explain that there are no size (nano versus bulk) effects on the thermodynamics when 
going from semi-infinite surface to nanoclusters of MgH2. Additionally we have studied 
density of state to determine the electronic-structure basis behind the site preference 
of Ti on the stepped surface. Details on all of these results follow in the subsequent 
chapters. 
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CHAPTER 3 
 
Surface and particle-size effects on H2 desorption from catalyst-
doped MgH2 
 
 
3.1  Introduction 
At 7.6 wt% H, magnesium hydride (MgH2) is a natural system to study in the 
search for an on-board solid-state H-storage material for fuel cell automobiles.59 
However, in light of the following U.S. Department of Energy (DOE) criteria, there are 
two immediate issues with MgH2 for such application. The DOE has set thermodynamic 
and kinetic targets for on-board hydrogen storage;6,19,60,61 the targets correspond to a 
hydrogen-desorption enthalpy of ~30 kJ/(mol-H2), and a hydrogen recharging time of 
under 5 minutes. The first issue, then, is that a temperature of 300°C is required for 
MgH2 and a solid solution of H in Mg to coexist under a gaseous H2 pressure of 1 bar, 
which, with the other temperature/pressure coexistence points, corresponds to a 
desorption enthalpy of 76 kJ/(mol-H2),
21,62 well above the desired target. Second, with a 
hydrogen pressure of 10 bar, it takes ~50 minutes to reach half of Mg’s storage capacity 
at 300°C, well outside the target recharging time.63 Sufficient insight to tune the 
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thermodynamic and/or kinetic behavior of the MgH2 prototype (or related systems) 
compatible with H-storage material targets for automotive use remains open (see 
recent reviews11,60,64), and is the focus of the present study of equilibrium properties. 
Various directions have been explored for solid-state H-storage systems in 
efforts to meet the on-board H-storage targets. One approach is to develop either a 
means to destabilize the reactants (the fully hydrated solid in the tank) or to stabilize 
the products24,65 – both serve to decrease the enthalpy of H2 release. However, with 
more exotic mixtures it becomes increasingly likely that unexpected intermediate 
species will appear during sorption reactions; one must watch for a particularly stable 
intermediate that impacts or prevents recycling.28 Also, including additives into energy-
dense storage systems creates a tradeoff between introducing heavy atoms and the 
high H-energy density.66 
A second approach adds new species to the system to improve the kinetics of H 
sorption.67,68 Here the same tradeoff applies between introducing heavy atoms and H-
energy density; of course, as the former goes up, the latter goes down. In practice, 
depending on the type of additive and its concentration, there might be an impact on 
the kinetics, on the thermodynamics, or on both. Finally, one can explore if any size or 
geometric changes in the storage material influences its thermodynamic or kinetic 
properties.66,69 
Here, to address some of the outstanding issues that remain for MgH2 
systems,11,64,70 we directly address H-desorption enthalpies, and the energetics for 
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breaking H-metal bonds within MgH2 with(out) catalytic dopants. To assess size effects, 
e.g., relevant to ball-milled samples, we report these results for stable nanocluster 
geometries (found via first-principles simulated annealing) and for semi-infinite bulk 
surfaces – both on a terrace and step-edge. 
 
3.2  Computational Details  
We perform DFT total-energy calculations with the Vienna Ab-initio Simulation 
Package (VASP)71-74 employing a plane-wave basis-set and the projector augmented 
wave (PAW) method.75  We used a 400 eV kinetic energy cut-off and 8×8×12 (1×1×1, or 
Γ) k-point mesh for bulk (cluster) calculations. For Mg31H62 clusters, calculations were 
done using a (20 Å)3 supercell with a minimum vacuum spacing of at least 5 Å. For all 
calculations, forces were converged below 0.02 eV/Å. Spin-polarized calculations were 
performed for systems with transition-metal dopants. Perdew-Wang generalized 
gradient approximation (PW91)40 was used for the exchange-correlation functional; the 
same has been used to predict hydrogen-storage reactions44 and structure45 that match 
observation. A study of GGA in VASP using many metal-hydrides, including MgH2, 
showed that this choice of exchange-correlation yields results that compare well to 
experimental formation enthalpies.46 The bulk lattice parameters and formation energy 
(including zero-point (ZP) energy) for rutile MgH2 calculated in DFT-PW91, see Table 2.1 
in chapter 2, are in very good agreement with experiment47,48 and other DFT44,49 and 
quantum Monte Carlo50,51 (which, in principle, are exact) calculations. For structural 
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energy differences at fixed stoichiometry, e.g., from relaxation or configurational 
changes, the effects of ZP energy effectively cancel. Trends from PW91 versus size 
(cluster to bulk) without ZP energy are identical to QMC51 but lower by ~17 kJ/mol-H2, 
see Figure 3.1. 
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Figure 3.1. Reprinted (adapted) with permission from Wu, Z. G.; Allendorf, M. D.; 
Grossman, J. C. J Am Chem Soc 2009, 131, 13918. Copyright 2009 American Chemical 
Society. 
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For simulated annealing, the following process was repeated iteratively. To 
explore the large configurational space for possible low-energy structures, we 
performed ab initio molecular dynamics (MD) for 200 steps with a time step of 10 
femtoseconds using the Nose-Hoover thermostat at 1000 K. All atomic masses were set 
to 195 a.u. to explore coordinate arrangements efficiently. Low-energy candidate 
configurations obtained from the potential energy versus time were fully relaxed at 0 K 
with proper masses. Low-energy configurations found in this way were then used as 
input for the next iteration, which provides reliable convergence towards lowest-energy 
structures.76 
To provide detail the simulated annealing process, the potential energy versus 
time result from such a run is shown in Figure 3.2. Configurations corresponding to 
energy minima from Figure 3.2 were then fully relaxed with their proper atomic masses 
at 0K. The lowest energy structure from the relaxation runs can be used to create 
another energy versus step graph, ultimately creating a routine that convergences 
towards the lowest-energy structures.76 
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Figure 3.2. Potential energy versus time for each configuration generated during ab 
initio MD. The minima (arrows) are candidate global minima. Sets of candidate 
structures are relaxed at 0 K and the lowest energy structure of a set can be used as the 
beginning point of a new iteration. 
 
A semi-infinite surface slab was used to model rutile MgH2 (110) surface, which 
can be viewed as the stacking of H-Mg-H trilayer (TL) units in the <110> direction; three 
TLs were used.  All of these (110) surface calculations were done in a (4×2) supercell 
with atoms in the bottom TL fixed to their bulk-terminated positions. The vacuum 
spacing between the neighboring slabs is at least 12 Å. The dipole energy correction for 
the rutile MgH2 (110) surface was negligible at 0.06 meV. 
Simulated annealing was applied to search for low-energy reconstructed 
configurations for Ti-doped MgH2 (110) surface. We found a low-energy structure with a 
triply–bonded surface H (the Ti was swapped with Fe after annealing).76  For the step 
edge, a (4×2) supercell containing 5 TLs was used.  No atoms were frozen and the step 
was created by the intersection of a (110) terrace and an (001) surface. The vacuum 
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spacing on the step edge is 13 Å. The simulated annealing procedure was critical in 
finding low-energy stable configurations for desorption calculations. 
For bulk-terminated Mg31H62 the inner part of the cluster has a rutile structure, 
and the surface had additional H added to saturate the dangling bonds and maintain the 
proper stoichiometry. Simulated annealing on this structure reveals that it is unstable to 
the amorphous cluster. 
For clusters, all single-site H-desorption energies reported were calculated as  
   
     [            ]  
 
 
 [  ]   [          ] ,    (3.1) 
where X = Mg, Ti, or Fe. For the cluster, n is 31; for the semi-infinite (step edge) surface 
supercell with periodic boundary conditions, n is 48 (80). Depending upon the number 
of the local H-to-metal bonds, H-desorption energy can be significantly different. The 
bulk formation energy (see Table 2.1 in chapter 2) is calculated as 
        [  ]   [  ]   
      [    ].             (3.2) 
Table 2.1 in chapter 2 also shows the total H-desorption energy for Mg31H62 calculated 
from 
     [    ]     [  ]   [       ].    (3.3) 
Wagemans et al.52 reported a DFT value with ZP energies of 70 kJ/(mol-H2) for complete 
desorption from Mg30H60, roughly that for bulk MgH2, see Table 2.1 in chapter 2. We 
found a similar result for desorption (energy difference). We also confirmed a less than 
12 kJ/(mol-H2) effect from ZP energies on bulk MgH2. As such, to avoid the 
computational cost for each such calculation, we report our results without ZP energies. 
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3.3  Results 
To understand the controlling factors for hydride recycling properties, we 
present the effect of size and doping on the H-desorption. To accomplish this, we first 
present results from semi-infinite surfaces in section 3.3.1, i.e., both a terrace (where H 
is bonded to multiple metal atoms) and a step (where H is bonded to one metal atom); 
then we present results from stable amorphous nanoclusters in section 3.3.2. In section 
3.3.3, we discuss the effects of size for (un)doped cases. In section 3.3.4, we discuss 
technical issues that result in spurious exothermic desorption energies when using 
finite, bulk-terminated clusters as representatives for stable nanoparticles, as done 
recently77 for (un)doped MgH2. In each section, we also address how dopants affect H-
desorption energy on cluster or semi-infinite surfaces.  
 
3.3.1  Desorption from Stepped Surface 
To explore effects of size when moving to nanoscale MgH2, we need semi-infinite 
surface results as a reference. Du et al.78 have studied H-desorption on MgH2(110), but 
not for stepped surfaces, which is more relevant to experiment and nanoclusters 
exhibiting singly-bonded H. Therefore, we calculated the H-desorption energies from 
MgH2 step edge formed between a (110) and a (001) surface, see Figure 3.3, with H 
singly-bonded to Mg. Before H-desorption the curved arrows on the stepped structure 
indicate how two singly-bonded H’s are oriented to create a stable step edge.  The 
second (110) terrace is formed by a step-translation vector of the lower terrace.  The H-
desorption energy for the singly-bonded H on this step edge is 140 kJ/(mol-H2). 
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A doubly-bonded H exists on the lowest-energy (110) surface of MgH2, the 
terraces of a stepped surface. Figure 3.4 shows a doubly-bonded H leaving from 
(un)doped (110) surface, with desorption energies of (231) 193 kJ/(mol-H2). 
 
 
 
Figure 3.3. Before (left) and after (right) desorption of a singly-bonded H from the 
(110)/(001) step edge for rutile MgH2, from a (110) surface and (001) orthogonal face. 
Green (white) spheres stand for Mg (H) atoms. Pictured is a 480-atom [double] supercell 
generated with one cell-translation vector to show the step.  The (4×2) supercell is 5 TLs 
deep with 50% coverage, via bridging H sites. Curved arrows before desorption show 
where two singly-bonded H’s were moved to create an initial stable structure that does 
not collapse during H-desorption. Circled H was removed to create the final state.   
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Figure 3.4. Desorption of a doubly-bonded H from (110) surface of MgH2 (a) undoped 
and (b) Ti-doped (red atom).   
 
We find a triply-bonded H on the Fe-doped reconstructed (110) surface, Figure 
3.5, yielding a H-desorption energy of 199 kJ/(mol-H2). We have reported elsewhere 
testing showing the preference for a Ti dopant to occupy a surface site on MgH2 
surface.79 Dopants on surface sites allow comparison to H-desorption from a doped (93 
atom) nanocluster. For Fe-doping, we used a Ti-doped simulated-annealing result, 
replaced Ti by Fe, and then performed a full ionic relaxation. As we show below, triply-
bonded H is also found in Fe-doped amorphous Mg31H62.  For the step edge and terraces 
on rutile (110) surfaces, we synopsized the (un)doped H-desorption energies in Table 
3.1 for each bonding configuration. 
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Figure 3.5. Desorption of a triply-bonded H from a Fe-doped (orange) MgH2 (110) 
surface.  
 
  Semi-infinite 
surfaces 
Amorphous  
cluster 
Bulk-
terminated 
cluster 
MgH2 s 140* 148 143** 
d 231 252, 240, 231, 260 unstable 
Ti-doped MgH2 d 193 188 unstable 
Fe-doped MgH2 t 199, 255 208, 234 unstable 
 
Table 3.1.     
    in kJ/(mol-H2) for singly- (s), doubly- (d) or triply- (t) bonded H in semi-
infinite surfaces, step edges*, and clusters of (un)doped MgH2. Ti-doping significantly 
reduces the doubly-bonded H-desorption energy. Bulk-terminated (mostly unstable) 
clusters were explored by Larsson et al.77 **Only case of H-desorption not inducing 
significant structural change in unstable bulk-terminated cluster (see 3.3.4). 
 
3.3.2  Globally stable amorphous clusters 
The stable Mg31H62 clusters found via simulated annealing tend to have 
interesting amorphous structures, as found here and in another group.80 Figure 3.6, a 
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simulated annealing result, shows four different views of a Mg31H62 amorphous cluster 
(one with a singly bonded H that will be compared to the singly bonded H at a step). This 
Mg31H62 amorphous structure is 4.86 eV lower than its bulk-terminated counterpart, see 
section 3.3.4.  Observe that the cluster has “crowns” topping off “pockmarks” on the 
surface of the particle.  For recharging, assuming an amenable time scale and inclusion 
of necessary catalytic dopants, the positive curvature of the pockmarks – in this or 
related structures – may provide helpful steric influences on the H2 absorption.  
We highlighted several of the crowns in Figure 3.6.  Although the pockmarks 
have no symmetry and the overall structure certainly appears amorphous, the local 
structure (focus on a single surface H) reveals a doubly–bonded bridging H not unlike 
that found for the doubly–bonded H on the MgH2(110). The local rutile bonding feature 
is preserved even in the amorphous structure.  The calculated Mg-H pair distribution 
function for Mg31H62 shows Mg-H bond lengths between 1.731 and 2.78  , with an 
average value of 1.96  , versus 1.869   for the bulk rutile. 
The Mg-H pair distribution function is shown in Figure 3.7 for the amorphous 
Mg31H62 cluster with | ⃑    ⃑ |      .  The first nearest-neighbor shell is clearly visible 
and 2.68 Å was taken as the cut-off distance for the Mg-H bond lengths. Mg-H bond 
lengths for the cluster are between 1.7 and 2.7  , compared to 1.869   for the bulk 
rutile structure. 
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Figure 3.6. Four different doubly-bonded H’s in Mg31H62 from simulated annealing. 
“Crowns” on the surface are indicated (red lines) with the desorbing H (red circle) and 
the two Mg initially bonded to the desorbing H atom (black circles).  Different geometric 
environments of the two Mg are revealed by different “crowns” on Mg31H62, (i.e., 4-7 
membered rings of Mg). Coordinates are provided in Appendix A (section A.2); viewing 
software is required to appreciate the depth of the “pockmarks”.  (The distribution of 
   
   associated with these four H are in Figure 3.11 and Table 3.1). 
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Figure 3.7. Mg31H62 pair correlation binning. Of the 1,922 H to Mg pair lengths within the 
amorphous Mg31H62 cluster, the 390 shortest are shown (corresponding to distances ≤ 
4.3 Å). The first nearest-neighbor Mg-H bond distances are with ~2.68 Å. 
 
In Figure 3.8(a), one of the many doubly-bonded H’s is shown and it has a    
    
of 252 kJ/(mol-H2); due to different local environments, the doubly-bonded H-
desorption energies studied on this structure range from 231-260 kJ/(mol-H2), similar to 
the bulk surface value of 231 kJ/(mol-H2). However, one of the H’s atop the “craters” of 
this cluster breaks the pattern; this singly-bonded H, see Figure 3.9, has a    
    of 148 
kJ/(mol-H2), which also compares well with the singly-bonded H desorption from the 
bulk step edge surface of 140 kJ/(mol-H2). Hence, for undoped cases, the amorphous 
cluster and the bulk surface have no significant difference in    
   . 
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Figure 3.8. Desorption of a doubly-bonded H from amorphous Mg30XH62, where X 
denotes Mg (green) or Ti (red). 
 
 
Figure 3.9. Desorption of a singly-bonded H from the amorphous Mg31H62 cluster. 
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Figure 3.10. Desorption of a triply-bonded H from the Fe-doped (orange) Mg30FeH62. 
 
For Ti and Fe-doped MgH2, shown in Figure 3.8(b) and 3.10, respectively, the 
lowest-energy structure we found is also amorphous with locally rutile bonding features 
on the “crowns” causing the majority of those H’s to be doubly-bonded.  Figure 3.8(b) 
shows that desorption of one of the doubly-bonded H’s from the Ti site has a desorption 
energy of 188 kJ/(mol-H2), a reduction of 58 kJ/(mol-H2) or 24% from the average of the 
undoped samples.  For the Fe-doped amorphous cluster, Figure 3.10, the average triply-
bonded H desorption [from the Fe site] value is 221 kJ/(mol-H2), which is lower than the 
average for the undoped samples by 25 kJ/(mol-H2), a reduction of 10%.  Clearly doping 
with Ti is effective in affecting the local bonding. 
 
3.3.3 No size effect: cluster versus semi-infinite surface 
Figure 3.11 summaries all the H desorption energies from various cluster and 
surface structures considered in this study. The H-desorption energy is plotted versus 
the local bonding coordination for the desorbing H.  Pure MgH2  systems are shown in 
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black, and the Ti (Fe)-doped systems are shown in green (red). The data for these three 
groups are listed in Tables 3.1 and A.1 (Table A.1 appears in section A.1 of Appendix A). 
 
Figure 3.11.    
    of singly-, doubly- and triply-bonded H from various Mg31H62 
structures. “Mg Trmntd Bulk NP” is bulk-terminated after relaxation (Figure A.1 from 
Section A.1 of Appendix A). “Mg/Ti/Fe Amorph. NP” refers to the stable amorphous 
clusters (Figures 3.6 and 3.8-3.10). “Mg Surface” refers to (110)/(001) step edge and 
(110) surface (Figures 3.3 and 3.4, respectively).  “Ti (or Fe) Surface” is the relaxed (110) 
surface with a single Ti (Fe) substituting Mg, see Fig. 3.4 (Fig. 3.5).  
 
The three cases showing desorption of singly-bonded H from pure MgH2 are 
amorphous cluster, step-edged surface, and bulk-terminated clusters. The singly-
bonded H desorption from pure MgH2 was the exceptional case where the bulk-
terminated structure did not collapse (see Section 3.3.4). All three cases show about the 
same desorption value of 142 kJ/(mol-H2).  They differ from one another by less than 10 
kJ/(mol-H2).  This small change in H desorption energy shows little or no size effect.  
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Four doubly-bonded H’s, chosen from the many doubly-bonded H’s on the amorphous 
Mg31H62, are shown to have desorption energies close to that of the doubly-bonded H 
from (110) surface.  The fact that H-desorption energy for (110) surface is at the lower 
bound of the four values from the amorphous cluster shows that the maximum 
difference of desorption energies within the same cluster is greater than or equal to the 
difference between the semi-infinite surface value and a cluster value.  The difference 
between the average value from the clusters and the value from (110) surface is smaller 
than 15 kJ/(mol-H2).  This size effect is very small, on the order of zero-point energy.   
The results from the Ti-doped amorphous cluster and Ti-doped (110) surface are 
very close, indicating no size effect in doped MgH2 systems. But, comparing the undoped 
and Ti-doped amorphous cluster, there is a reduction in desorption energy of 58 
kJ/(mol-H2), a 24% drop.  So, the catalytic dopant has a significant effect on the local 
metal-H bonding. 
Lastly, for Fe-doped systems, the triply-bonded H on the amorphous cluster and 
the reconstructed (110) surface both have a spread in desorption energies.  The average 
in each case is close to the same value of 225 kJ/(mol-H2).  This shows no size effect 
from another viewpoint: a large spread in each case indicates that the H bonding is 
indeed a local feature, explaining why only shrinking the overall size of the system from 
semi-infinite surface to a finite cluster has little effect on the local H bonding. 
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3.3.4  Bulk-terminated clusters: spurious exothermic results 
The “stable” bulk-terminated, 31-atom formula-unit cluster previously used to 
model77 a MgH2 nanocluster is, in fact, inherently unstable to an amorphous form, 
which, as shown above, is 4.86 eV lower in energy.  As such, energy differences between 
an initial and final state from a bulk-terminated cluster do not reflect the physical 
desorption energetics, and spurious exothermic results can arise due to large relaxations 
associated with H desorption from clusters that are in a high-energy metastable state 
before desorption.  For completeness, we reproduced these results and detailed their 
origin. To save space and focus on our key results, full details on this matter are 
provided in a section of the same name in Appendix A.  
 
3.4 Kinetic Barriers and Future Calculations 
When the local bonding effects are explored in structures that are global 
minima, e.g., amorphous clusters, the desorption of a single H from the MgH2 (stepped) 
surfaces or clusters, regardless of size, and with(out) a catalytic impurity, are 
consistently endothermic. How the kinetic barriers change (hopefully decrease) with 
dopant and size are key for altering the properties favorably for storage and release. 
What remains is the comparison of kinetic barriers from MgH2, which is taken up in 
chapter 4.  
For bulk Du.78 studied the kinetic barriers involving desorption from a bridging H 
site (BH) and an in-plane H site (PH) on MgH2(110) surface and found a barrier of 1.78 -
eV. We have calculated79 the desorption barriers (activation energies) on (un)doped 
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MgH2(110) and found a BH-PH barrier of 1.83  eV for the undoped case, and a 22% 
barrier reduction to 1.42 eV with Ti-doping. The decrease of the H2 desorption barrier by 
0.41 eV due to a Ti dopant (2 at.%Ti) agrees with a recent experiment23 reporting a 
decrease of 0.46 eV (an 18% reduction) for ball-milled MgH2 mixed with 1 at.%Ti. Hence, 
we have a very good representation of not only the thermodynamics but also the 
kinetics of desorption from MgH2. 
The amorphous Mg31H62 has numerous indentations with positive curvature. 
Identifying the class of structures and storage materials with similar curvature may be 
beneficial.  Along with the appropriate catalytic impurities, these structures might be 
tuned for capturing H2 during recharging, due to the steric influence in the indentations.  
Also, with a little reflection, one can see that any small cluster (up to a few hundred 
atoms) with a surface made up of indentations of positive curvature cannot have many 
atoms in its center, which reduces the diffusion distance for H. 
 
3.5 Conclusion 
We have provided a very good representation of the thermodynamics and 
kinetics of H desorption from MgH2. We have given examples of stepped surfaces and 
nanoclusters, as well as full H-desorption, as compared to experiment. Using DFT 
simulations, we demonstrated that local bonding controls the initial H-desorption 
energy from any stable MgH2 surface or stable cluster configuration. The desorption 
energy is ruled not by whether H is removed from semi-infinite surfaces or an 
amorphous nanocluster, but instead by how many metal atoms to which the desorbing 
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H is attached; namely, for undoped singly-bonded (doubly-bonded) H the desorption 
energy is ~140 kJ/mol-H2 (~240 kJ/mol-H2). Kinetic barriers also remain similar between 
undoped bulk and nanoclusters, i.e., ~1.83 eV. Hence, for removing a single surface H 
from MgH2, there is generally no effect from sample size on desorption energy – the 
utility of ball milling is that it increases surface-to-volume and distributes added 
dopants. For doped cases, e.g., Ti, we find a reduction on desorption energetics (–24%) 
and barriers (–22%) as observed, showing that transition-metal dopants do provide a 
catalytic effect on H desorption.  
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CHAPTER 4 
 
H2 Desorption from Stepped, Catalyst-doped MgH2 Surface 
 
 
4.1 Introduction 
 We have already outlined the interest in MgH2 as a possible on-board H storage 
material and the work being done to control the charge/discharge thermodynamics and 
kinetics.81-86 The poor kinetics of MgH2 is a primary reason this promising material 
cannot be used as a commercially viable automobile fuel-cell material for on-board 
hydrogen storage.87-89 Recently, DFT-based results were validated to show that the 
energetics of H2 adsorption/desorption in MgH2, including the transition state energies, 
agree with experimental assessments (Ref. 90 and 79 contain discussions on this)79,90; 
furthermore, it is clear that catalysts are needed at the surface of MgH2 to reduce the 
high activation energy of desorption (Ref. 79 from our group has extended experimental 
references).78,79,91,92  To improve kinetics of desorption from the surface of MgH2, it is 
critical to study mechanisms with model structures that replicate those relevant to 
experiment. In particular, defected surfaces, such as step and kink sites, are critical 
components in non-ideal MgH2 surface as seen in experiment. 
23 Such defects must be 
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properly incorporated into theoretical models to accurately predict or reproduce 
experimental results. 
 Here we develop a framework for studying desorption from a catalytically doped 
surface site of MgH2 with a (   ) ( ̅  ) stepped surface defect, one of the low-energy 
steps found in our studies. Using a large 18.1 Å x 16 Å terrace, we model systems with 
low dopant content needed to keep a high gravimetric density for the storage material. 
We did an exhaustive search for the most stable Ti sites and found that the above 
structure is lowest in energy with configurations with Ti dopant on the terrace, step 
edge, or kink sites. We then performed NEB calculations35,53 and found several of the 
desorption mechanisms involving catalyst-doped MgH2 for H removal from the Ti sites 
at the stepped surface. Our group had previously found that for catalyst-doped MgH2, 
the transition states had activation energies equal to or below what we found for 
perfect surfaces with a single terrace (here, our NEB results for R3 sites are compared 
directly to that work); and that only Ti (and, sometimes V) dopants reduce the activation 
energy of desorption, so only on Ti were focused on, which are the catalyst dopants 
predominantly used experimentally. 79 
Our results show decreases in barrier of 15% (  
 ), 14% (   ), 9% (   ), and 5% 
(  ), all discussed in detail below, relative to the undoped pure MgH2 case. And, one 
particularly stable Ti site, the   
  case discussed in this chapter, actually releases H at a 
higher barrier than the undoped case. Our     barrier is 1.53eV, a 14% or 0.24 eV 
reduction due to the presence of a single Ti dopant in the cell (0.67 atom % Ti).     and 
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   can be compared to the study by Wang and Johnson79 where they worked with a 
smaller slab offering a pristine (110) rutile MgH2 surface. For that work, the desorption 
activation energy went from 1.83 eV for removal of a bridging H and a contiguous in-
plane H in the pure MgH2 case, to 1.42 eV for desorption after Ti was added. The 
decrease of the activation energy by 0.41 eV is a 22% reduction due to the addition of a 
single Ti dopant in the simulation cell (2 atom % Ti). 
It has been assessed experimentally that an 18% reduction in activation energy is 
present for ball-milled MgH2 mixed with 1 atom % Ti (a 0.46 eV reduction of barrier from 
2.58 eV to 2.12 eV).23 Clearly, then, our DFT results predict well both the 
thermodynamics and kinetic barriers associated with H2 adsorption/desorption. 
 
4.2 Computational Details 
Again, we perform DFT total-energy calculations using the Vienna Ab-initio 
Simulation Package (VASP)71-74 that employs a plane-wave and projector augmented 
wave (PAW) basis-set.75  For the moment transition nudged elastic band results 
presented below, we used a 400 eV kinetic-energy cut-off; otherwise, for total energies 
and simulated annealing, we used a 250 eV kinetic-energy cut-off which only differed 
from the high-energy cut-off results by energies on the order of DFT error. We used a 
1x1x1 k-point mesh (or Γ-point only) for calculations on the large 450-atom supercell to 
model a (   ) ( ̅  ) stepped surface of MgH2.  The supercell dimensions are 18.1 Å x 
16 Å in the plane of the step (with a 3.2 Å step face), and 28.7 Å in the direction normal 
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to the step. The vacuum direction is normal to the step plane and the vacuum spans ~13 
Å. The stepped slab was made 5 trilayers deep with 4 Mg rows making the terrace, each 
row consisting of 6 Mg atoms. Bottom trilayer atoms were frozen to bulk positions. In 
chapter 3 we outlined that the dipole energy correction is negligible [at 0.06 meV for 
the rutile MgH2 (110) pristine surface]. 
Figure 4.1 shows the supercell used. The choice of where to place the 
(   ) ( ̅  ) step is not unique. In Figure 4.1(a) it can be seen that the kink Mg are 
below atop H (greater distance in the z-direction to the attached H), while in Figure 
4.1(b) the kink Mg are below bridging H. 
Because the orientation of the step and the frozen atoms at the bottom of the 
slab break the symmetry of bulk rutile, we have explicitly defined viewing directions at 
the bottom of Figure 4.1(b). Figure 4.1(a) shows the three primitive lattice vectors 
  ⃗⃗⃗⃗    ⃗⃗⃗⃗    ⃗⃗⃗⃗  of the MgH2 rutile bulk unit cell bulk. Rutile has a tetragonal lattice; all three of 
the primitive lattice vectors are mutually orthogonal. In Figure 4.1(b) we have listed 
several directions (using the basis defined by   ⃗⃗⃗⃗    ⃗⃗⃗⃗    ⃗⃗⃗⃗ ) to aid in the description of the 
movements in the reaction mechanisms that follow. All mechanisms will be described in 
the same viewing orientation presented in Figure 4.1 (although many of the surrounding 
atoms will be cut out for clarity). The supercell translation vectors will not be used in 
this chapter; nonetheless, we show one supercell translation vector in Figure 4.1 – the 
one connecting one step to the next. (The supercell vectors not shown are the ones 
normal to the step plane to create the vacuum in the cell and the supercell vector 
normal to the (   ̅) plane.) Multiple copies of the supercell are shown in Figure 4.1. 
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Note that the bottom of the structure is frozen in bulk positions to simulate bulk. The 
top of the structure where we are modeling surface behavior is allowed to relax. 
To relax the structures at 0 K, forces were converged below 0.02 eV/Å. 
Calculations were performed with and without spin-polarization as detailed in the 
results. Perdew-Wang generalized gradient approximation (PW91)40 was used for the 
exchange-correlation functional; the same has been used to predict hydrogen-storage 
reactions44 and structure45 that match observation. In Chapter 3 we addressed in detail 
the cancelation of zero point energy and the accuracy of this exchange correlation 
functional for MgH2. Please refer to the computational details section of that chapter for 
the details. 
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Figure 4.1.  (   ) ( ̅  ) stepped surface of MgH2. Cross section in (   ̅) plane shown. 
Green (white) corresponds to Mg (H). Mg at the intersection of the terrace and step face 
has (a) atop H and (b) bridging H’s above (along z), as seen from the (a) long or (b) short 
distance of the H above the Mg. One supercell translation vector is shown (step to step).  
At the bottom of (a) are the principle lattice vectors   ⃗⃗⃗⃗    ⃗⃗⃗⃗   and   ⃗⃗⃗⃗  (bulk rutile) with the 
concomitant directions at the bottom of (b). 
 
 For the NEB calculations we used the quick-min (QM) optimizer to move the 
system under the NEB forces toward the minimum energy path (MEP).53 The climbing 
image algorithm was also used with the NEB calculations to move the highest energy 
image toward the saddle point along the reaction coordinate.35 Eleven images in total 
were used to explore the potential energy surface along the MEP. A spring force 
constant of 5 eV/ Å2 was used. Forces were converged below 0.05 eV/Å. It is reported 
elsewhere that an [activation] energy difference within a tenth of DFT error was found 
by improving the force convergence criterion from 0.05 eV/ Å to 0.02 eV/Å on a smaller 
MgH2 surface supercell for which the higher cut off is more practical (but unnecessary).
79 
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To implement simulated annealing and explore the large configurational space 
for possible low-energy structures, we performed ab initio molecular dynamics (MD) for 
200 steps with a time step of 10 femtoseconds using the Nose-Hoover thermostat at 
1000 K, 700 K, and/or 400 K. All atomic masses were set to 195 a.u. to explore 
coordinate arrangements efficiently. Low-energy candidate configurations obtained 
from the potential energy versus time were fully relaxed at 0 K with proper masses. 
Low-energy configurations were either found to be sufficiently stable at this point or 
used as input for the next iteration, which provides reliable convergence towards 
lowest-energy structures.76 
To include the direct effects of changing magnetization along a transition path, 
we developed a Moment Transition Nudged Elastic Band (MTNEB) formalism whereby 
the influence of the magnetic moment on the atoms participating in the mechanism is 
included directly for each image along the NEB trajectory (step along the MEP on the 
PES). Our MTNEB routine, built by adding ideas to a 2012 work by our group,79 calls for 
(1) explicit constrained moment NEB runs for the lowest energy magnetic states, 
followed by (2) a so-called MTNEB run, where each NEB image is initialized to have the 
moment associated with the lowest energy for that step (from the moment-constrained 
NEB results) along the reaction coordinate. For this final iteration the moment is no 
longer constrained and the system relaxes to the MEP under the NEB forces from the 
most stable spin-polarized states at each image along the path.  
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4.3 Results 
4.3.1 Unique Catalytic Dopant Sites 
Table 4.1 shows the results of simulated annealing on the stepped terrace (the 
site labels in the first column of Table 4.1 are defined in Figure 4.2). Each unique site for 
the catalytic dopant was treated with a separate simulated annealing routine. The 
results are compared in Table 4.1 (see figure caption for the definition of each structure 
name from the first column). The list appears in ascending order of energy (see column 
three, “Initial State”) starting with the lowest energy structure used as the zero 
reference. The total magnetic moment of the 450 atom supercell is given in the second 
column. The activation energy and final state energy for the desorption mechanism of 2 
H leaving from the Ti catalyst are given for all cases that have a sufficiently low energy 
initial state. We found that Ti prefers to be on the surface or in a kink site and so 
mechanisms for subsurface Ti were not performed. A previous study in our group79 
found that Ti doped (110) rutile MgH2 is lowest in energy when the total magnetic 
moment of the cell is 0 μB or 2  μB. So here we focus on these two magnetic states. 
For the six mechanisms treated with MTNEB, it is shown below that there are 
either one or zero transition states with energies that are on the order of the difference 
between the initial and final state. Therefore, for clarity, only the largest barrier along 
the reaction coordinate is reported for each mechanism in Table 4.1. 
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Figure 4.2. Unique sites for Ti catalytic dopant within the top 2 trilayers of Figure 4.1(a). 
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 Most Stable Magnetic State Higher Energy Magnetic State 
Site M* 
[μB] 
Initial 
State 
[eV] 
Activation 
Energy 
[eV] 
 
Final 
State 
[eV] 
M* 
[μB] 
Initial 
State 
[eV] 
Activation 
Energy 
[eV] 
 
Final 
State 
[eV] 
  
  2 0 7 2.03 6 1.64 6 0 0.47 7 1.58 6 1.58 6 
  2 0.07 7 2.17 6 1.71 6 0 0.32 8 1.99 6 1.71 6 
    0 0.17 8 1.56 6 1.55 6 2 1.43 8 0.75 8 -0.06 6 
   2 0.29 7 1.87 5 1.38 6 0 0.32 8 Nb - 1.77 6 
   2 0.32 6 1.96 4 1.56 5 0 0.47 8 1.75 6 1.74 6 
   2 0.41 7 1.55 5 1.55 5 0 0.49 7 Nb - 1.57 5 
    2 0.41 7 1.62 5 1.60 5 0 0.49 7 Nb - 1.86 5 
   2 0.40 6 - - - - - - - - - - - 
   2 0.49 6 - - - - - - - - - - - 
   2 0.50 6 - - - - - - - - - - - 
   2 0.53 6 - - - - - - - - - - - 
   2 0.54 6 - - - - - - - - - - - 
   2 0.56 6 - - - - - - - - - - - 
   2 0.68 6 - - - - 0 1.24 6 - - - - 
  
  0 0.93 8 1.51 6 1.11 7 2 1.08 8 1.93 6 0.85 6 
 
Table 4.1. Simulated annealing results with Ti at unique sites (*M=total moment of cell). 
Site labels are given in Figure 4.2. Step and kink sites from Figure 4.1(b) are denoted by 
a “b” subscript; “m” subscript refers to a manually built structure. A numerical 
superscript signifies different Ti HCN’s for multiple results with Ti at the same site. When 
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multiple studies were done for a given site with differences in the choice of H removed, 
the cases are distinguished by prime/double prime, etc. For the NEB studies, we down 
selected to only low-energy initial state structures with a higher HCN; however, all kink 
and step sites were studied. The energy of   
 ’s most stable magnetic state is -1320.72  
eV for the 450 atom supercell (the reference for all initial states in the table). The 
activation energy and final state are referenced to each site’s initial state for a given 
moment. HCN for Ti is shown at the right of each energy. “nb”, for no barrier, was 
written if the largest energy along the mechanism was the final state.  
 
The 10 unique sites (Figure 4.1(a)) for the catalyst dopant in the (   ) ( ̅  ) 
single-stepped terrace structure were studied in detail to understand site preference for 
low at.% dopant. We also studied the step and kink site from Figure 4.1 (b). For this 
work, simulated annealing showed that the structure is most stable with Ti on the 
surface, on the step edge, or at a kink site. Figure 4.2 gives the naming convention used 
for each site. We find cases where Ti is below the surface (in the second trilayer) are 
higher energy. The stable Ti sites demonstrate a total magnetic moment of 2 μB for the 
supercell in all but two cases (Table 4.1). 
With the prevalence of stable states showing a magnetic moment we went on to 
study the electronic structure to see if maps of the spin density and density of states 
could help target where the moment resides and if the moment could play a role in the 
desorption mechanism this study aims to uncover. 
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4.3.2 Electronic Structure Surrounding Catalytic Dopant 
Spin-polarized, site-projected DOS (Figure 4.3) shows a contribution to the 
moment from the Ti 3d-orbitals peaks just below the Fermi level. From the DOS,   
  
clearly has a larger moment on Ti than   . This can be understood by viewing the 
localized spin density on the Ti of   
  in the cross-section shown in Figure 4.4 relative to 
the more delocalized spin density of      (  -like structure) in the cross-section shown 
in Figure 4.9. The vacancies left by the in-plane H from the second trilayer of the   -like 
structure now contribute to the moment. 
By studying spin density isosurfaces and cross sections of spin density for the full 
cell, we can confirm that the moments are centralized around the dopant and there will 
be a need for MTNEB to explore properly the influence of the magnetic moment on the 
H in the vicinity of Ti during desorption. The cross section of the spin density in Figure 
4.4 clearly shows the largest contribution to the moment on   
  coming from the area 
immediately surrounding the Ti.93,94  
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Figure 4.3. Spin-polarized, site-projected DOS on Ti 3d-orbitals for   
  and    
configurations, showing majority [minority] spin manifolds on the positive [negative] 
vertical axis. Fermi level is shifted to 0 for both systems. Peaks at –0.5 eV have no 
minority spin complement producing a moment (both are 2 μB per cell). 
 
 
Figure 4.4. For   
  structure, cross section of the spin density, viewed along the [   ] 
direction, using a linear color map ranging from red for 0.05 to dark blue for 0 e/Å3 
(shown above 0.002 e/Å3; dark blue at zero not shown). 
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In Figure 4.5 spin density isosurfaces are shown for the same   
  structure. Here, small 
areas of negative spin density (-0.002 e/Å3) can be seen on the outer region surrounding 
Ti. We have shown multiple copies of the step along with a cross section of the supercell 
(black rectangle) to clarify the size/shape of the structure. Figure 4.6. shows the spin 
density isosurfaces of  
  viewed along the [ ̅ ̅ ] direction. 
 
Figure 4.5. shows spin density isosurfaces viewed along the [   ] direction: dark purple 
is for 0.02 e/Å3, light blue is for 0.002 e/Å3, and pink for -0.002 e/Å3. Rectangle shows 
cross-section of supercell used.  
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Figure 4.6. For   
  structure, spin density isosurfaces viewed along the [ ̅ ̅ ] direction: 
dark purple is for 0.02 e/Å3, light blue is for 0.002 e/Å3, and pink for -0.002 e/Å3. 
 
A side view of the     structure is shown in Figure 4.7. The spin density 
isosurfaces viewed along the [   ] direction clearly show a larger moment closest to Ti 
(dark purple surface at 0.02 e/Å3). Further out we find light blue spin density isosurface 
at 0.005 e/Å3. We will show later that this structure contains vacancies in the second 
trilayer in-plane H sites where 2 H diffused upward to be closer to Ti. Very small pieces 
of spin density are even visible on the bridging H of the third trilayer. Figure 4.8 shows 
the same structure/isosurfaces but from the top view. Finally, in Figure 4.9, we see a 
cross section of spin density that reinforces that the highest spin density (0.05 e/Å3) is 
closest to Ti. 
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Figure 4.7.  For     structure, spin density isosurfaces viewed along the [   ] 
direction: dark purple is 0.02 e/Å3 and light blue is 0.005 e/Å3.  
 
Figure 4.8.  For     structure. Spin density Isosurfaces, viewed along the [ ̅ ̅ ] 
direction: dark purple is 0.02 e/Å3 and light blue is 0.005 e/Å3. 
 69 
 
 
Figure 4.9. For     structure, spin density cross section with a linear color map ranging 
from red for 0.05 e/Å3 to dark blue for 0 e/Å3 (the dark blue for zero is not shown and 
the cross section ends at 0.005 e/Å3).  Viewed along the [   ] direction. 
 
We have shown that the moment is always on Ti or slightly delocalized to include 
H and H-vacancies surrounding the Ti. This suggests that whenever a magnetic moment 
is present, it will interact with the H desorbing from the Ti [catalytically active] site. 
Therefore, it is necessary to test all relevant magnetic states for low-energy 
configurations along the reaction coordinate. In the next section, we study the results of 
performing NEB to find the MEP along the potential energy surface, exploring all of the 
possible magnetic states seen.  
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4.3.3 Catalyzed Reaction Mechanisms and Activation Energies 
Extensive testing was done on the relative stability of final states (by choosing 
different desorbing H pairs) to inform which mechanism had the smallest lower bound 
on the activation energy. This provided us with highly relevant NEB final states. 
Figure 4.10 shows snapshots of the mechanism for H desorption from    . In 
the initial configuration (see close up embedded in graph on Figure 4.10; H’s are blue, Ti 
is red), the Ti has a HCN of 8 and the H are in positions reminiscent of the vertices of a 
square anti-prism. The surface of     has rearranged so the 2 bridging H and the 2 in-
plane H around the Ti all become equal participants in the top square of the square anti-
prism (of course one easy way to see that the 4 H are not equivalent is to note that 
there is a step face in the [  ̅ ] direction and a step cliff in the [ ̅  ] direction). 
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Figure 4.10. DFT-based NEB transition path for     with 0μB/2μB low-energy total 
moment (M) states enforced (black/red curve) and total moment free to relax (blue 
curve). Roman numerals on H (left) show numbering of H used on states (right), which 
show MTNEB results for the desorption of   H’s from the catalytic site of    . The 
MTNEB moments are 0μB for images 0 through 5 and 2μB for images 6 through 12. 
 
The initial state (image 0), transition state (image 5), and final state (image 12) 
are shown, as well as image 2 to highlight that early in the mechanism H coordinated to 
Ti rotate counterclockwise along the [   ̅] axis (normal to the page) to accommodate 
the upward movement of H.I (see roman numeral labels in figure for H coordinated to 
the Ti). H.I and H.VIII were in-plane H from the second trilayer that migrate to the 
surface (see initial state). This is clearly a precursor to desorption as we observe that the 
H near Ti diffuse toward the Ti to replace H that desorbed. In addition, this completed 
the square anti-prism like arrangement of H around the Ti. 
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Starting with image 5, the transition state (after the desorbing H’s have broken 
their bond with Ti), we see H.VI, H.VII, and H.VIII begin a clockwise rotation. Here H.VI 
and H.VII begin replacing vacancies left by the desorbed H. Note that H.I continues to 
migrate upward throughout the entire transition pathway, also filling in part of the 
vacancy left by the desorbing H. This mechanism is how Ti reloads its H-coordination 
during desorption, requiring only bulk diffusion with its small diffusion barrier 
(approximately half the barrier for desorption from surface). A similar process where H 
is re-populated via diffusion at an Fe site in MgH2, after Fe loses H to desorption, has 
been seen in a recent theoretical work.77 
The desorption mechanism for S’ shown in Figure 4.11 is endothermic; however, 
the energy increases at every step (from images 7 to 8 there was a decrease, but within 
DFT error) so there is no barrier. Nonetheless we are still interested in the low energy 
path the atoms took while an H2 molecule was formed as this is relevant for determining 
the affect Ti has on shuttling the H to the surrounding atmosphere during discharge. 
 Notice at the initial state we see H.VI and H.V reaching toward the vacuum to fill 
“vacancies” that would be filled by in-plane H if the terrace continued. In this reaction, 
H.III and H.IV move toward [ ̅  ] to fill in the space created by the desorption and H.II 
moves upward to fill in the space left by H.III and H.IV. One other key feature of the 
mechanism is that the in-plane surface H.I moves down to be closer to Ti. This again 
shows the flux of H toward the catalyst after desorption from the site begins. All of 
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these effects can be seen by in this straight forward mechanism shown in Figure 4.11 by 
comparing the initial and final states. 
 
Figure 4.11. NEB results for S’ with 0μB/2μB low-energy total moment (M) states 
enforced (black/red curve) and total moment free to relax (blue curve). The MTNEB 
magnetic moments are 2μB for all images. 
 
Figure 4.12, S’’, represents a mechanism with the same initial configuration as 
Figure 4.11, S’. Here H.  and H. I are removed (see inset on graph of Figure 4.11).  For 
S’’, there is not a barrier providing a transition state upon which to focus.  For that 
reason and to encourage observation that S’ and S’’ are simply different choices of H 
pairs for desorption, we will just mention without adding clutter to Figure 4.12 that S” 
desorption is an extremely straightforward mechanism where H.I, H.III, and H.IV (see 
Figure 4.11 inset) all drift toward [ ̅  ] to compensate for the “vacancies” left by H.V 
and H.VI (H.III, and H.IV move just to the [ ̅  ] side of the step face and H.I moves along 
[ ̅  ] to a point above the initial positions of H.III, and H.IV). 
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Figure 4.12. NEB results for S” with 0μB/2μB low-energy total moment (M) states 
enforced (black/red curve) and total moment free to relax (blue curve). The MTNEB 
magnetic moments are 0μB for image 2 and 2μB for images 0, 1, and 3 through 12. 
 
Figure 4.13 shows snapshots of the mechanism for H desorption from   . The 
initial configuration embedded in the graph shows the H (blue) attached to the Ti and 
the numerical values we will use for them as we discuss the mechanism for desorption 
from this site. In this reaction, H.III (bridging H) and H.VII (in plane H) combine to form 
H2. The initial state (Image 0) shows that the configuration around the Ti is very close to 
that of a pure (110) rutile semi-infinite bulk structure of MgH2. The main differences are 
that H.V and H.VI are shifted in the [ ̅  ] direction and that H.II is shifted toward [110]. 
With H.II, we see again the beginning of bulk H feeding the catalytic site, driving the 
discharge forward. By image 3 H.VIII has already migrated along [110] to replace H.VII 
which is leaving its in-plane surface site. We also see Ti sinking away from the surface to 
be closer to the in-plane H’s from the second trilayer (H.II and H.VIII) and H.VI moving 
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toward [ ̅  ] to replace the vacancy being created by H.VII. As the mechanism 
proceeds, H.VI will move along [  ̅ ] and cross the ( ̅  ) plane containing the bridging 
H around Ti as H.IV crosses the same plane moving in the opposite direction to finally 
take a position in the final state where it comes as close as it can to replacing the 
vacancies left behind. The main difference between image 3 and the transition state at 
image 5 is that Ti moves even closer to the H in the second trilayer. In fact, bonds can be 
seen between Ti and H.11/H.VII in image 5 that were not present in image 3. 
 
Figure 4.13. NEB results for R3 with 0μB/2μB low-energy total moment (M) states 
enforced (black/red curve) and total moment free to relax (blue curve). The MTNEB 
moments are 0μB for images 1 through 5 and 2μB for images 0, and 6 through 12. 
 
Figure 4.13, corresponding to   , is for Ti in a terrace site, as in Figure 4.4 from 
an earlier study by Wang and Johnson.79 Note that the MTNEB activation energy of    is 
only 0.31 eV higher than its final state. Our results correspond closely to the difference 
between the activation energy and final state of Figure 4.4 in Wang et al.79 and confirm 
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those results. We have concluded that the difference in absolute activation energies is 
an artifact of the significantly different supercell constructions (here the cell is much 
larger and also has introduced a step edge) and possible differences in simulated 
annealing. The difference in activation energies from equivalent sites of MgH2 (110) 
rutile using NEB79 is within 0.05 eV to that of Du et al.,78 the difference mainly coming 
from use of a different exchange-correlation functional.79 We confirm that addition of Ti 
to the MgH2 (110) terrace brings the activation energy for desorption down to 1.42 eV (a 
linear interpolation of NEB results was used  by Wang and Johnson,79 where the MTNEB 
eliminates the need for this assumption). 
Because the    mechanism is similar to the one from perfect terraces, where the 
1.42 eV barrier was found, the relevant energy scale for this supercell shows catalytic 
activity for all cases in Table 4.2 except   
 .   Table 4.2 shows the activation energy of 
each MTNEB run.  
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Site                 
    
  
MTNEB 
Initial State 
[eV] 
0.17 0.41 0.41 0.29 0.93 0 
MTNEB 
Activation 
Energy 
[eV] 
1.53 nb 1.61 1.69 1.50 1.95 
MTNEB 
Final State 
[eV] 
1.21 1.55 1.60 1.38 0.99 1.64 
Final – Initial 
[eV] 
1.04 1.14 1.19 1.09 0.06 1.64 
 
Table 4.2. Activation energies for the MTNEB runs. As in Table 4.1, the initial states are 
all reported relative to   
  but the activation energy and final state for a given site is 
relative to the initial state for that site. “nb” means no barrier, energy increases after 
each step (any decrease within DFT error). See Figure caption for each mechanism for 
detail on the magnetic moment at each step along the MTNEB. 
 
Table 4.2 shows that the lowest activation energy, 1.53 eV, found for desorption 
for a Ti site on the (   ) ( ̅  ) stepped surface is in the     structure (we neglect the 
  
  case with its 1.50 eV activation energy because its initial state is up to 0.93 eV higher 
than the more stable initial states of the other structures). Note that after initial 
constrained moment NEB tests we down selected the ones that had lower activation 
barriers for MTNEB testing. However, we report in Table 4.1 the initial state energy of all 
of our structure so it can be seen that the MTNEB provided are on systems with 
thermodynamically relevant initial states. 
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We also tested desorption of H from the (   ) ( ̅  ) stepped surface supercell 
but with Mg put back in place of the Ti dopant (i.e., the pure MgH2 stepped surface). We 
created the stepped surface cut from ideal bulk positions, relaxed the structure, and 
then performed desorption of a bridging H and a contiguous in-plane H. The first image 
of the pure MgH2 NEB gave the minimum along the reaction path (-0.008 eV). Image 4, 
the highest energy image, was 1.77 eV above the energy from the first image. Taking 
this activation energy of 1.77 eV from our pure MgH2 stepped surface relative to our 
    barrier of 1.53eV for the doped system, we see a decrease of 0.24 eV by addition a 
single Ti dopant in the cell (0.67 atom % Ti) a 14% reduction. We use the activation 
energy of 1.77 eV from our pure MgH2 stepped surface, as described above, for the 
undoped reference for all cases determining the extent of barrier changes with the 
addition of Ti. For     and     we see, respectively, a 9% and 5% decrease in the barrier 
due to the presence of a single Ti dopant in the cell (0.67 atom % Ti). The outlier cases 
  
  and   
  (upon adding a Ti, the   
  barrier decreases by 15% and the   
  actually 
undergoes an increase in barrier) will be discussed below; we will see that the former 
has a highly unstable initial state contributing to its low barrier and the latter is a highly 
stable structure with a high barrier for desorption. 
These results can be compared to the study discussed above by Wang and 
Johnson,79  where they worked with the smaller slab offering a pristine (110) rutile 
MgH2 surface. For that work, the desorption activation energy went from 1.83 eV for 
removal of a bridging H and a contiguous in-plane H in the pure MgH2 case, to 1.42 eV 
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for desorption after Ti was added. The decrease of the activation energy by 0.41 eV is a 
22% reduction due to the addition of a single Ti dopant (2 atom % Ti). 
It has been assessed experimentally that an 18% reduction in activation energy is 
present for ball-milled MgH2 mixed with 1 atom % Ti.
23 Hence, clearly, our DFT results 
predict well both the thermodynamics and kinetic barriers associated with H2 
adsorption/desorption. From experiment a 0.46 eV reduction of barrier from 2.58 eV to 
2.12 eV was found. Lu et al. discuss that they have activation energies on the high end 
possibly due to their use of low energy ball-milling. 
 Our DFT formalism is showing a slightly smaller fractional reduction in barrier 
than experiment when we use a Ti concentration smaller than that used in experiment; 
and Wang and Johnson, using a very similar DFT formalism with differences in annealing 
and supercell size, as discussed above, obtain a slightly larger fractional reduction in 
barrier than experiment when using a Ti concentration larger than that used in 
experiment.  
The last two MTNEB runs, Figures 4.15 and 4.16, show the desorption 
mechanisms for   
  and   
 . There is a trade-off at play in these two systems which we 
will highlight before discussing their mechanisms. Recall from Table 4.1 that   
  and   
  
are the lowest and highest energy structures found, respectively; and in Table 4.2 it 
showed that    
  and   
  have the highest and lowest activation energies, respectively. 
Figure 4.14(a) shows that the stability of   
  can be understood in terms of the 
reconstruction (in the absence of two bulk-nearest-neighbor directions) that the step-
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atoms are free to undergo to stabilize the Ti site. However, it is clear that   
 , Figure 
4.14(b), is perturbed from equilibrium rutile sites considerably more (note the arrow 
pointing to a vacancy site in the sub-trilayer providing an extra H around the Ti) causing 
the energy of the initial state to go up. The higher coordination number and lower 
stability of   
  creates to the low activation energy observed during desorption from 
that structure. 
 
Figure 4.14. (a)/(b) show a comparison of   
 /  
 . There is noticeably more distortion 
around the Ti in  
  in addition to the sub-trilayer vacancy in  
  indicated by the arrow. 
 
Figure 4.15 shows the   
  NEB results where, unlike the other mechanisms in 
which the action was mainly limited to H coordinated to the Ti, we see H over 6 Å away 
moving considerably between the initial state and transition state. We focused in on 3 H 
(colored black in the 3 reaction snapshots to the right in Figure 4.15) that all moved 
during the reaction (other remote H moved also), the movement of the rightmost black 
H is the easiest to see. This delocalized rearrangement that seems to come with this 
mechanism might be related to its high activation energy. The lowest activation energy 
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we found for this case was in fact for one of the H (H.VIII from Figure 4.15) coming from 
Mg and not Ti. The other H to leave was H.III. 
Briefly, the activity locally around the Ti was such that at image 1 Ti moves up 
and H.VIII moves down creating a bond with Ti (which temporarily has a HCN of 8). At 
image 2, H.VII goes below the surface to accommodate H.VIII as it continues to move 
downward. And atom H.I moves up toward  [   ] and H.II to the [ ̅  ] direction. For 
image 3, H.VIII and H.IV leave and H.III immediately move to fill the "vacancy" as does 
H.VII by moving back up to its original location. At image 4 H.III moves back toward 
[  ̅ ]. For image 5, H.II moves toward [  ̅ ] and H.I moves back to its original in-plane 
location. After image 5 the H do not rearrange much. At the end of the mechanism the 
two Mg that H.VIII was bonded to have moved closer to the Ti. 
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Figure 4.15.   
  NEB results with 0μB/2μB low-energy total moment (M) states 
enforced (black/red curve) and total moment free to relax (blue curve). The MTNEB 
moments are 0μB for images 1 through 3 and 2μB for images 0 and 4 through 12. Note: a 
structure essentially identical to   
  but 0.03 eV lower in energy was produced during a 
NEB that ultimately led to a high activation energy [for a different choice of H for 
desorption] of 2.24 eV. Therefore,   
  is still used as the zero of energy; the atoms in the 
new structure undergo a fairly rigid shift leaving the bonding motif unchanged. 
 
The initial configuration of the mechanism in Figure 4.16 (i.e.   
 ) is actually 
quite close to that of    : the Ti has a HCN of 8 and the H are in positions reminiscent 
of the vertices of a square anti-prism, although, understandably, the distortion here is 
more pronounced with the Ti being on a kink site. After the first step of the mechanism 
(see image 1), H.VII has moved up toward [110] in order to allow H.VIII to do the same 
so that H.VIII has a clear trajectory to the vacuum space. H.VI moves toward [   ]̅ to 
make room. At image 2, H.VI has taken the space originally held by H.VIII and by image 3 
H.VII and H.VIII have moved into the vacuum. After the transition state the mechanism 
shows very little movement other than H.VI moving in the [   ] direction to fill in 
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vacancy left by the H that desorbed. Note that by the transition state, Ti has a HCN of 6 
giving an octahedral-like geometry around the Ti. 
In the   
  mechanism, one H 3.6 Å away from Ti moved during the desorption, 
but the mechanism was not delocalized nearly to the extent that   
  was where the 
radius of H movement from Ti was 6 Å. 
 
Figure 4.16.   
  NEB results with 0μB/2μB low-energy total moment (M) states enforced 
(black/red curve) and total magnetic moment free to relax (blue curve). The MTNEB 
magnetic moments are 0μB for images 0 through 3 and 2μB for images 4 through 12. 
 
4.3.4 Implementing the Moment Transition Nudged Elastic Band 
We conclude this section with some details for those interested in the 
implementation of MTNEB. The MTNEB runs were initialized with the structures of 
lower energy taken from the converged state of each image after the NEB runs enforced 
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at 0μB/2μB. For example, in Figure 4.15 the 6
th image shows that the 2μB configuration is 
about 0.25 eV lower in energy than the 0μB configuration. Therefore, image 6 of the 
MTNEB run was initialized to the final state from image 6 of the 2μB NEB run. However, 
an exception was made for   
 : because the transition from lower energy 2μB state at 
image 1 to the lower energy 0μB state at image 2 was causing the MTNEB to move into a 
state with very high forces on atoms near the Ti, the MTNEB became unstable with 
extremely high energies. We observed that the higher energy 0μB state at image 1 
offered a configuration spatially more similar to the ones used in image 0 and image 2 
and therefore was used to allowing the MTNEB to be well behaved. For   
 , the MTNEB 
converged to the same moment each image was initialized to. 
For   , images 1 and 3 were initialized to 0μB; however, both images were more 
stable at 2μB after MTNEB, see Figure 4.11.  For     in Figure 4.12, the MTNEB converged 
to the same moment each image was initialized to. For  , image 5 was initialized to 
2μB; however, it was more stable at 0μB after MTNEB, see Figure 4.13. For   
  in Figure 
4.16, the MTNEB converged to the same moment each image was initialized to. For    
in Figure 4.10, image 5 was initialized to 2μB; however, it was more stable at 0μB after 
MTNEB, see Figure 4.10. 
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4.4 Conclusion 
To improve upon the poor kinetics of MgH2, we have, from theoretical methods, 
provided a thorough understanding of H adsorption and desorption in the MgH2 system. 
We have detailed the role of Ti catalysts in reducing the energy barrier for desorption. 
We created a defected surface (step and kink sites) to model practical non-ideal MgH2 
surface, as studied in the laboratory. 
 Through simulated annealing “experiments,” we found that the (   ) ( ̅  ) 
stepped surface of MgH2 structure is lowest in energy when Ti is on the terrace, step 
edge, or step kink site. Following annealing, a detailed electronic structure analysis was 
performed to determine the origin for stability and magnetic moment formation; in all 
cases the moment resides in the area immediately surrounding Ti and therefore any 
desorption of H bonded to Ti will be affected by the moment in this system. 
To account for magnetism related to the catalyst-dopant, which impacts the 
determination of the kinetic barrier, we improved the current implementation of the 
NEB method by extending it to a Moment Transition Nudged Elastic Band. The MTNEB 
enforces the most stable magnetic moments throughout separate NEB runs, and then 
used the lowest energy structure with its associated magnetic moment from each image 
to initialize a new NEB run where the moments are free to relax. MTNEB showed the 
lowest activation energy transition states; several competitive desorption mechanisms 
(for H removal from the Ti sites of the stepped surface) were found. The activation 
energies followed the trend found in experiment and in our previous theoretical work 
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on the smaller pristine surface79 where we showed that catalytically doping MgH2 
reduces that activation energy of desorption seen in pure MgH2. 
Using MTNEB, in the     cell we found a decrease of 0.24 eV in the activation 
energy with doping of 0.67 atom % Ti (a 14% reduction), whereas a 22% reduction was 
found for 2% Ti on a perfect terrace. We reported barrier reductions from 5% to 15%, 
and a case where the barrier went up (  
 ). Our results compare well with experiment 
where an 18% reduction in barrier was seen for ball-milled MgH2 mixed with 1 atom % 
Ti.23 In the experiment there was a higher dopant concentration along with the larger 
fractional barrier reduction.  
  
 87 
 
CHAPTER 5 
 
Future Directions 
 
 
Finally, as possible future work, we point to interesting structural motifs that 
appear in MgH2 nanoclusters, as well as improving kinetics by solving particle separation 
issues, such as via nanoconfinement. The emergence of a high-symmetry structure with 
structural basins around the surface of a nanocluster of MgH2 seems possible after our 
extensive simulated annealing study, as in Figure 5.1. The structures will have bridging H 
along the rims of the basins reminiscent of the bridging H we have shown on the semi-
infinite surface of (110) rutile MgH2.  Moving forward, one might be able to deduce 
mathematically the possible networks, describing rules leading to so-called magic 
numbers, i.e., system sizes, where the high-symmetry results are allowed.  
The numerous indentations with positive curvature that we observed could offer 
control for capturing H2 during recharging.  Another advantage of the geometry of these 
small structures is that the entire structure is essentially surface area (see Figure 5.1).  
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Figure 5.1. Lowest-energy structure found from simulated annealing on Mg15H30. Left: 
Mg15H30 is shown without the H and with exaggerated bond lengths to reveal the rings 
of Mg and the central Mg. Right: Full structure showing doubly bonded bridging H exist 
along the rings, reminiscent of bridging H from semi-infinite rutile MgH2 (110) surface. 
 
Figure 5.2 contrasts the semi-infinite (110) surface of rutile MgH2 to the surface 
we observed on the Mg31H62 nanocluster. 
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Figure 5.2. Geometric surface schematic showing a transition from (110) rutile MgH2 to 
nano-scale Mg31H62. The nanocluster surface is more similar to the surface of a sphere; 
but here a flat projection is used for convenience. The 2-D manifold of the spherical-like 
surface of the whole cluster should not be confused with the 1-D manifold of the rings. 
Although the general motif of the nanocluster surface is shown, careful inspection of the 
full cluster (not shown) reveals that there are minor breaks in this pattern, such as a 
case where a Mg is participating in 4 rings. Here, each Mg not on the perimeter is 
participating in only 3 rings. 
 
Having a hydrogen storage material that is essentially all surface area clearly has 
an impact on kinetic considerations given that the system requires no diffusion if 
exposed to H2 atmosphere in all directions. However, a macroscopic collection of the 
nanoparticles in direct contact with one another would cause self-interference during H2 
charging; with this and the related issue of the loss of nanoclusters to agglomerates and 
cold welding, there is work to do in efforts to maintain the kinetic benefits of 
nanostructuring over the storage material’s lifetime of charge/discharge cycling.95,96 
A possible solution to particle separation, nanoconfinement may be a useful 
means to change desorption properties in a favorable way.  This may be accomplished, 
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for example, by introducing H-storage materials within carbon aerogels or in more 
ordered, self-assembled matrices (direct H absorption by porous material is also of 
interest).97-101 We have done some conceptual testing with MgH2 confined in aerogel to 
study the effects, where, in a possible scenario, pressure effects decrease the enthalpy 
difference between initial hydride and final dehydrided states, thereby reducing the 
energy required for discharge. The effect is similar to that involving chemical 
destabilization, represented in Fig. 1.2. This could provide another starting point for 
interesting and perhaps useful future work. 
 With increases in computational power and algorithmic efficiency to come, it 
will be practical in the future work to treat many energetic degrees of freedom quantum 
mechanically for larger supercells with lower symmetry over longer reaction 
coordinates, allowing for more detailed reports on hydrogen desorption properties 
found in experiment. 
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CHAPTER 6 
 
Conclusion 
 
 
The material problem of storing hydrogen onboard remains the major obstacle 
to making fuel cell vehicles financially viable.  The Department of Energy requirements 
placed on the future H-storage material have motivated our detailed thermodynamic 
and kinetic studies of materials-specific properties.  Some reversible H-storage materials 
such as the light-metal hydride MgH2 can store a large amount of H while introducing a 
relatively small mass and volume. Ongoing studies aim to find new ways to tune H-
desorption properties through decreasing size (ball-milling) and/or adding catalysts.  
DFT based simulated annealing and NEB, along with trends in electronic structure, 
reveal the effect of size, shape, defects, and catalytic dopant on initial H2 desorption 
from MgH2. 
Using many different initial states and possible reaction configurations, we used 
detailed quantum-based theory to understand the controlling effects and to address 
specific material desorption properties, such as good desorption enthalpy and 
acceptable kinetics – providing reasonable operational temperatures of the fuel cell and 
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an acceptable recharging time.  Also important were surface reactions that were 
affected by point defects (vacancies/catalytic dopants), or planar defects, such as 
surface steps. Size effects with potential surface-to-volume effects were also studied, as 
well as surface reaction rates. 
We showed that solid-state metal-hydrides, such as MgH2, do not have some of 
the problems that come with extreme temperatures and pressures seen in liquid and 
gas technologies used for hydrogen storage.11   Furthermore, we discussed that a HSM 
that can undergo H desorption below the temperature set by fuel cell heat output while 
discharging at a pressure high enough for the proton exchange membrane [of the fuel 
cell] to function will require minor, or no, energy input other than the output heat 
generated by the fuel cell itself to maintain discharge during vehicle operation. 
We saw that to find if a material meets the specified requirements, pressure 
versus time measurement can be used to study the kinetics information, and pressure-
concentration isotherms provide thermodynamics by way of the van’t Hoff plot.  From 
DFT calculations using NEB estimates of the potential energy surface for desorption, we 
explained kinetics with activation energies leading to rate predictions.  We also 
calculated thermodynamics using DFT enthalpy differences for direct comparison to 
experiment via the slope of the van’t Hoff plot. 
Of course, we carefully validated our choice of DFT exchange correlation 
functional. In particular, we showed that the exchange-correlation functional we used 
(Perdew-Wang generalized gradient approximation (PW91)40), has been used to predict 
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hydrogen-storage reactions 44 and structure.45 It has been reported that using GGA with 
VASP and calculating many different metal-hydrides (including MgH2) gives results 
comparing nicely to formation enthalpies found experimentally.46  For example, in Table 
2.1, it was shown that DFT-PW91 results for the bulk lattice parameters and formation 
energy including zero-point energy for rutile MgH2 agree very closely with 
experiment,47,48 other DFT 44,49 and quantum Monte Carlo50,51 (which are, in principle, 
exact). We showed that energy changes arising from different structural arrangements 
at a given stoichiometry (such as relaxation or configuration changes), do not change 
zero-point energies much, and they essentially cancel due to minor changes in 
vibrational [environmental bond] behavior. 
We showed that Mg31H62 structures are disordered (amorphous) but that they 
have similar single, double, and triple H-to-metal bond configurations that yield similar 
H-desorption energies as seen in the semi-infinite surfaces and nanoclusters. As a result, 
there is NO size effect on desorption energetics with reduction in sample size, and all of 
desorption energies are endothermic.  Nonetheless, dopants where shown to reduce 
the H-desorption energy. 
We also studied the effect of stepped, catalytically doped surface, including with 
vacancies, such as might be found in a ball-milled sample used in experiments.  The 
most stable (   ) ( ̅  ) single-stepped terrace had a 450-atom supercell with 10 
unique dopant sites (throughout step, kink, and top two trilayers of terrace) with 
doubly-bonded H [on the pure MgH2 relaxed (   ) ( ̅  ) step], while the double 
trilayer step used had a stable singly-bonded H coordinated to a step site, permitting 
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connection to nanocluster results. All results could be explained easily by bonding 
motifs and hydrogen coordination with Ti. Most importantly, catalyst dopant, such as Ti 
or Fe, was found to prefer specific surface locations and provide the largest reduction in 
enthalpy. Kinetic barriers for desorption were reduced by the presence of Ti; in chapter 
4, we showed how our trends for activation energy reduction by Ti addition to MgH2 
agreed quantitatively with experiment. We outlined the robust and fast mechanism 
around dopant that provided a means to recharge the surface hydrogen via bulk H 
diffusion, i.e., subsurface. 
With this information, we performed first principles studies of the electronic 
energy at several snapshots along the course of many H desorption mechanisms, i.e. 
NEB calculations were performed on the most relevant cases.  Based on these potential 
energy surface studies and paths of steepest descent from saddle points between the 
beginning and ending states of desorption, adjustments were made to the mechanism if 
the initial linear interpolation between the initial and final image locked the reaction 
into high energy paths along the potential energy surface. 
We also examined spin-polarized density of states and spin isosurfaces to study 
the effect that the magnetic moment would have on the course of the mechanism. We 
saw, as expected, the moment resides on/around the Ti atom. Therefore, to explore the 
impact the magnetic moment (including possible changes in the magnetic moment 
during desorption) would have on desorption of H’s that were initially attached to the 
Ti, we performed individual NEB calculations where for each NEB run, all images were 
frozen into one of the most stable magnetic states we observed, 0  or   μB. This showed 
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the relative stabilities for each magnetic state at each point studied on the reaction 
coordinate. 
To tie these results together, we used moment transition NEB calculations. Each 
image was put in its most stable magnetic state at the beginning of the final NEB run. 
Then the whole string of images was allowed to relax under the NEB algorithm with the 
magnetic moment free to change, to model the true desorption path. This strategy 
consistently resulted in energy versus image outputs with the lowest activation energy 
states for given choices of H pairs in desorption of two H to form H2 in vacuum. We 
observed a decrease in the desorption barrier of 0.24 eV for the     cell by addition of 
0.67 atom % Ti, a 14% reduction, whereas a 22% decrease was found for a 2% Ti doping 
on a pristine terrace.79 We saw barrier reductions ranging from 5% to 15% with a single 
case where the barrier increased (for a system with a highly stable initial state). Our 
results compare well with experiment where an 18% reduction in barrier was seen for 
ball-milled MgH2 mixed with 1 atom % Ti.
23 Within the theory, we spanned the doping 
used in experiment and bracketed the resulting decrease in activation barrier. 
This work shows that first principles DFT methods can be used to reproduce 
trends in hydrogen storage thermodynamic and kinetic experimental results and predict 
the effects of morphological changes, vacancies, defected surfaces, downsizing to 
nanoscale, and adding catalytic dopants on tuning the bonding between H and the 
underlying storage matrix.  Thus, we provide a way to predict computationally what 
materials will meet a given set of strict thermodynamic and kinetic specifications. Our 
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findings, along with future work that can build upon these approaches, will hopefully 
bring us to effectively powering automobiles with fuel cells run on H2. 
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APPENDIX A 
 
Surface and particle-size effects on hydrogen desorption from 
catalyst-doped MgH2 
 
 
A.1  Bulk-terminated clusters: spurious exothermic results 
Recently, Larsson et al.77 addressed desorption from “stable” bulk-terminated 
clusters using quantum chemistry methods. Unfortunately, bulk-terminated Mg31H62 
before desorption is inherently unstable to their amorphous form. Energy differences 
between an initial and final state from a bulk-terminated cluster then do not reflect the 
physical desorption energetics, and spurious exothermic results arise due to large 
relaxations associated with desorption from clusters that are in a high-energy 
metastable state before desorption. Fortunately, we showed that it is straightforward to 
represent nanoclusters or semi-infinite surface with(out) steps using periodic boundary 
conditions, employing simulated annealing to find low-energy initial states for the 
nanoclusters. However, for completeness, we reproduce the spurious bulk-terminated 
results from high-energy metastable states.  
Figures A.1 and A.2 show the structures before and after the desorption of a 
singly-bonded and doubly-bonded H for (un)doped bulk-terminated Mg31H62, 
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respectively.  Table A.1 lists the bulk-terminated cluster H-desorption energies using 
relaxations with a symmetry constraint either off or on. Also listed for comparison are 
the H-desorption energies from Larsson et al.77 
Testing the clusters with symmetry on and off allows us to compare constrained 
results and demonstrate the extent of structural collapse even under a symmetry 
constraint. For the symmetry on bulk-terminated cases, the point group symmetries 
were C1h – before and after desorption – with the exception of the undoped Mg31H62 
before desorption, which was C2v.  
 
 singly-bonded H doubly-bonded H 
 Mg Ti Fe Mg Ti Fe 
*Larsson et al.77 150 72 -142 -98 18 -146 
present, symmetry on 143 1 -155 -120 -187 -200 
present, symmetry off 143 -459 -154 -120 -187 -200 
 
Table A.1.     
    in kJ/(mol-H2) for removing a singly- and doubly-bonded H from a 
(un)doped site (labeled columns) in the unstable bulk-terminated clusters. (*Numbers 
inferred from a bar chart.) 
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Figure A.1. Desorption of a singly-bonded H from bulk-terminated Mg30X1H62 to form 
Mg30X1H61 and 
 
 
H2, where X denotes Ti (red), or Fe (yellow).  All clusters shown here 
were relaxed with symmetry-constraint on, except in (c). Structure (a), with little 
structural change upon desorption of singly-bonded H, is rotated to show the rutile 
structure.  Structures (b), (c), and (d) are produced by substituting Mg with dopants on 
the edge of the cluster. They are viewed from <001> to show the extent of structural 
change upon desorption, as in the order, (c) > (b) > (d) > (a). The point group symmetry 
before (after) H-desorption is C2v (C1h) for (a), C1h (C1h) for (b) and C1h (C1h) for (d). 
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Figure A.2. Desorption of a doubly-bonded H from bulk-terminated Mg30X1H62 cluster to 
form Mg30X1H61 and 
 
 
H2. See Figure A.1 for color definitions.  All clusters were relaxed 
with symmetry-constraint on and show significant structural change upon desorption. 
The point group symmetry before (after) H-desorption is C2v (C1h) for (a), C1h (C1h) for (b) 
and C1h (C1h) for (c). 
 
Starting with the Ti-doped bulk-terminated structures, Figure A.1 (b,c), note the 
significant distortions after H-desorption, with the magnitude depending on whether 
the symmetry constraint is used.  With symmetry on, Figure A.1(b), the removal of H 
induces buckling on the (110) facets and a H-desorption energy of 1 kJ/(mol-H2), which 
is quite different from the 72 kJ/(mol-H2) reported by Larsson et al., where their 
structure was fixed close to the bulk-terminated structure even after desorption.  With 
the symmetry off, Figure A.1(c), the distortion is much larger and the H-desorption 
energy now becomes exothermic, −459 kJ/(mol-H2).  For Fe-doped bulk-terminated 
clusters, Figure A.1(d), there is small distortion after H desorption and a concomitant 
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exothermic desorption energy of −155 kJ/(mol-H2), close to that of Larsson et al., see 
Table A.1. For desorption of singly-bonded H, the bulk-terminated Mg31H62 (Fig. A.1a) 
has very small structural changes (the only case showing no collapse/buckling upon H-
desorption); so then, the desorption energy of 143 kJ/(mol-H2) agrees well with the 140 
kJ/(mol-H2) from the stepped surface, and the 150 kJ/(mol-H2) found by Larsson et al. 
Similar behaviors are also observed for desorption of doubly-bonded H, as 
shown in Figure A.2 and Table A.1.  For (un)doped, bulk-terminated Mg31H62, the 
structures have significant distortion after the desorption of the doubly-bonded H.  The 
result is exothermic desorption energies in all three cases whether the symmetry is on 
or off, and arise only because the initial reference state is incorrect. 
Generally then, the bulk-terminated cluster structure is unstable and, as a 
surface H desorbs, the nano-structure collapses away from the unfavorable state giving 
an exothermic energy, ~100 kJ/(mol-H2) is released.  In contrast, the single-H desorption 
from a stable (amorphous) cluster always yields an endothermic desorption energy; for 
the removal of the surface H from the amorphous nano-structures, ~100 kJ/(mol-H2) is 
taken in.  No spurious (exothermic) energetics are found in desorption from the stable 
amorphous structures (Figures 3.8, 3.9, and 3.10); the action corresponds only to 
breaking the local bond between H and the metal atom(s). Thus, there is no effect of 
size on the H-desorption energies within MgH2 (only for clusters with less than 19 
formula units does    
    start to differ from the bulk values52); only local bonding 
governs desorption. 
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A.2  Amorphous Mg31H62 Coordinates 
Mg 15.689620 7.249220 9.809010 
Mg 13.225260 8.884390 6.563460 
Mg 7.478330 12.779130 6.585760 
Mg 9.890470 15.958960 9.839730 
Mg 10.679190 8.102300 5.225230 
Mg 12.721710 9.191660 10.320730 
Mg 8.485290 9.979040 5.434160 
Mg 12.880670 11.356060 8.191240 
Mg 5.804140 10.304580 6.510770 
Mg 10.408130 13.358850 8.753250 
Mg 10.512960 5.528140 6.927930 
Mg 14.641100 7.787210 12.896490 
Mg 10.415750 8.412540 8.353930 
Mg 14.061920 10.530810 13.425470 
Mg 7.946320 10.806750 9.257860 
Mg 12.938570 12.572810 11.544150 
 103 
 
Mg 4.387560 10.410850 9.335210 
Mg 10.774880 14.568310 12.530180 
Mg 13.096190 6.523450 8.390810 
Mg 10.209660 11.465590 11.297150 
Mg 7.643890 14.904850 8.459140 
Mg 9.814810 5.575720 12.204120 
Mg 9.409310 8.601930 11.423990 
Mg 6.947010 11.606060 12.505570 
Mg 5.673280 13.247000 9.927270 
Mg 8.999130 5.204320 9.329400 
Mg 11.594650 7.041290 13.960330 
Mg 7.154070 6.450570 11.318260 
Mg 11.091930 10.263320 14.182230 
Mg 5.610850 8.933450 11.512510 
Mg 9.294590 12.868100 14.313290 
H 17.236040 7.521850 9.080250 
H 9.020250 13.590440 7.500200 
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H 10.322690 16.088590 11.608570 
H 9.471600 9.026320 4.169670 
H 13.336240 11.266610 10.023140 
H 6.722100 9.345410 5.276250 
H 11.866100 12.730200 7.764330 
H 14.310660 8.607270 9.633860 
H 13.902140 10.587390 6.886430 
H 11.174210 15.139620 8.875100 
H 12.347860 8.856560 4.944890 
H 8.469790 11.806860 5.321680 
H 5.782890 12.057290 6.145950 
H 10.288000 6.279830 5.270860 
H 15.655760 7.016750 11.693950 
H 11.830520 7.555210 9.558940 
H 13.306060 9.096590 12.193340 
H 7.528860 10.544630 7.398680 
H 11.345570 12.921490 10.538780 
 105 
 
H 4.466270 9.773610 7.623770 
H 8.533010 16.565810 8.787520 
H 14.151630 7.465690 7.149730 
H 11.971510 9.694050 8.365960 
H 7.066310 12.537380 8.842350 
H 6.829380 14.509050 6.844290 
H 11.633330 7.634110 7.028380 
H 14.416890 5.915360 9.465540 
H 9.706310 9.114440 6.682150 
H 11.834150 11.344270 12.500900 
H 6.222690 10.071030 9.903370 
H 9.720310 12.920860 12.442350 
H 12.150130 5.151170 7.613580 
H 15.338010 9.248550 13.777990 
H 9.688970 11.621890 9.323050 
H 14.462610 11.998350 12.442150 
H 4.225470 12.219190 9.419510 
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H 8.954900 14.268750 9.906810 
H 10.016390 4.475610 10.742110 
H 10.940440 9.720780 10.747870 
H 8.226450 11.088060 11.203370 
H 6.082500 14.951870 9.533950 
H 9.410380 4.266310 7.744320 
H 13.406750 6.866430 13.870030 
H 9.616220 6.694160 8.184310 
H 12.853040 10.530480 14.742680 
H 8.991770 9.116990 9.478190 
H 12.552820 14.159270 12.461670 
H 3.914770 9.380160 10.730870 
H 10.017380 14.566730 14.275930 
H 10.826110 5.373950 13.783250 
H 10.653190 7.434660 12.346940 
H 7.575880 12.369160 14.056250 
H 9.077870 6.786760 10.696830 
 107 
 
H 7.556350 8.393290 11.739390 
H 5.853860 10.184190 12.821100 
H 7.231710 5.323820 9.831010 
H 11.028800 8.504050 14.859080 
H 5.432130 7.098570 11.467160 
H 10.248110 11.599070 15.153260 
H 8.030620 5.625730 12.714990 
H 9.730040 10.054950 12.809160 
H 5.955950 12.875200 11.673390 
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APPENDIX B 
 
Site Projected Spin Polarized Density of States on Ti for Stable 
Catalytic Surface Sites 
 
 
 Figures B.1 through B.9 show the comparison of the site projected density of 
state (SP-DOS) on Ti between the kink site and a higher energy Ti site. Table B.1 shows 
the total energies that came with the density of state runs on these 9 structures along 
with the Fermi level which can be used to see the shifts that were performed to align 
the Fermi level of all systems at 0 eV. 
  
 109 
 
Total 
Magnetic 
Moment [μB] 
Energy [eV] 
Relative to the 
Lowest Energy 
Structure 
Ti site H 
Coordination 
Number of 
Ti 
Fermi Level 
[eV] 
2.00 0 Kink 7 0.33 
2.00 0.19 R3 surface 7 0.29 
2.00 0.26 R1 surface 7 0.49 
1.99 0.31 Step 7 0.30 
2.00 0.33 R4 surface 6 -0.13 
2.00 0.43 R4 below 6 -0.35 
2.00 0.43 R2 below 6 -0.31 
2.00 0.47 R1 below 6 -0.05 
2.00 0.48 R3 below 6 -0.15 
2.00 0.50 R2 surface 6 0.12 
 
Table B.1. Total energies corresponding to structures from site projected DOS graphs. 
Fermi smearing was used for these calculations and the moments were left free to relax 
during the runs. 
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Figure B.1. Site projected DOS on Ti for the r3 surface Ti site relative to the kink Ti site, 
the lowest energy case of the structures [considered for these DOS examples] is shown 
in Table B.1 where the Fermi levels are also provided to show the shift used for each 
case to enforce Ef=0.  The insert zooms in on the relative densities contributed by the d 
orbital peaks just below the Fermi level. The axes on the insert are the same as those on 
the larger graph. 
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Figure B.2. Site projected DOS on Ti for the r1 surface Ti site relative to the kink Ti site, 
the lowest energy case of the structures [considered for these DOS examples] is shown 
in Table B.1where the Fermi levels are also provided to show the shift used for each 
case to enforce Ef=0.  The insert zooms in on the relative densities contributed by the d 
orbital peaks just below the Fermi level. The axes on the insert are the same as those on 
the larger graph. 
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Figure B.3. Site projected DOS on Ti for the step Ti site relative to the kink Ti site, the 
lowest energy case of the structures [considered for these DOS examples] is shown in 
Table B.1where the Fermi levels are also provided to show the shift used for each case 
to enforce Ef=0.  The insert zooms in on the relative densities contributed by the d 
orbital peaks just below the Fermi level. The axes on the insert are the same as those on 
the larger graph. 
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Figure B.4. Site projected DOS on Ti for the r4 surface Ti site relative to the kink Ti site, 
the lowest energy case of the structures [considered for these DOS examples] is shown 
in Table B.1 where the Fermi levels are also provided to show the shift used for each 
case to enforce Ef=0.  The insert zooms in on the relative densities contributed by the d 
orbital peaks just below the Fermi level. The axes on the insert are the same as those on 
the larger graph. 
  
 114 
 
-8 -6 -4 -2 0 2 4 6 8
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1
2
3
4
-0.8 -0.6 -0.4 -0.2 0.0
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
6
7
 E-E
f
 (eV)
T
o
ta
l 
S
P
-D
O
S
 E-E
f
 (eV)
T
o
ta
l 
S
P
-D
O
S
 kink
 r4 below
 
 
Figure B.5. Site projected DOS on Ti for the r4 below Ti site relative to the kink Ti site, 
the lowest energy case of the structures [considered for these DOS examples] is shown 
in Table B.1 where the Fermi levels are also provided to show the shift used for each 
case to enforce Ef=0.  The insert zooms in on the relative densities contributed by the d 
orbital peaks just below the Fermi level. The axes on the insert are the same as those on 
the larger graph. 
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Figure B.6. Site projected DOS on Ti for the r2 below Ti site relative to the kink Ti site, 
the lowest energy case of the structures [considered for these DOS examples] is shown 
in Table B.1 where the Fermi levels are also provided to show the shift used for each 
case to enforce Ef=0.  The insert zooms in on the relative densities contributed by the d 
orbital peaks just below the Fermi level. The axes on the insert are the same as those on 
the larger graph. 
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Figure B.7. Site projected DOS on Ti for the r1 below Ti site relative to the kink Ti site, 
the lowest energy case of the structures [considered for these DOS examples] is shown 
in Table B.1 where the Fermi levels are also provided to show the shift used for each 
case to enforce Ef=0.  The insert zooms in on the relative densities contributed by the d 
orbital peaks just below the Fermi level. The axes on the insert are the same as those on 
the larger graph. 
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Figure B.8. Site projected DOS on Ti for the r3 below Ti site relative to the kink Ti site, 
the lowest energy case of the structures [considered for these DOS examples] is shown 
in Table B.1 where the Fermi levels are also provided to show the shift used for each 
case to enforce Ef=0.  The insert zooms in on the relative densities contributed by the d 
orbital peaks just below the Fermi level. The axes on the insert are the same as those on 
the larger graph. 
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Figure B.9. Site projected DOS on Ti for the r2 surface Ti site relative to the kink Ti site, 
the lowest energy case of the structures [considered for these DOS examples] is shown 
in Table B.1 where the Fermi levels are also provided to show the shift used for each 
case to enforce Ef=0.  The insert zooms in on the relative densities contributed by the d 
orbital peaks just below the Fermi level. The axes on the insert are the same as those on 
the larger graph. 
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