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Abstract For a manifold M we dene a structure on the group action of Di(M)
on C
1
(M) which reduces to the usual dierential geometry upon dif-
ferention at zero along the one{parameter groups of Di(M) . This
\integrated dierential geometry" generalises to all group actions on as-
sociative algebras, including noncommutative ones, and denes an \inte-
grated de Rham cohomology," which provides a new set of invariants for
group actions. We calculate the rst few integrated de Rham cohomolo-
gies for two examples:- a discrete group action on a commutative algebra,
and a continuous Lie group action on a noncommutativematrix algebra.
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1. Introduction.
A problem with blending C*{algebras and dierential geometry as in the var-
ious approaches to noncommutative dierential geometry [1,2,3,4,5], is that C*{
algebras deal best with bounded information, whilst dierential geometry contains
unbounded information expressed innitesimally. Connected to this is the fact that
C*{algebras are appropriate to the category of continuous function spaces with
homeomorphisms, whilst dierential geometry is appropriate to smooth function
spaces with dieomorphisms. This suggests that one should look for a larger \in-
tegrated" structure on a manifold, denable on its continuous functions, which
can be \dierentiated at zero" on the smooth functions to reproduce the usual
dierential geometry associated with the manifold. This larger structure can then
be generalised to noncommutative C*{algebras with greater ease, thus avoiding
derivations of dense *{algebras [4,6].
This paper runs as follows. In Sect. 2 we set up integrated dierential forms
on a manifold, and generalise this to noncommutative algebras in Sect. 3. On the
set of these, we dene an \integrated" dierential
^





= 0 and reduces to the usual dierential in the case of an algebra of
smooth functions on a manifold, when we dierentiate at zero on one{parameter
subgroups of Di(M) . This denes then an \integrated de Rham cohomology"
of which we calculate the rst two for an example in Sect. 5 consisting of the shift
automorphism acting on an algebra of sequences. In Sect. 6 we work out the rst
\integrated de Rham cohomology" for the algebra M
2
(C) under the action of
the identity component of its automorphism group.
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2. The Basic Set{Up. Commutative Case.
Let M be an n{dimensional manifold, not necessarily compact. Now the vec-






(M) =: A , subscript 0 indicates functions vanishing at innity) need not be
complete (i.e. integrable). However, dierential forms are fully dened on the
vector elds of compact support X
c
(B) , and the latter are indeed complete, and
form a Lie ideal of X (B) which is a B{module . For X 2 X
c
(B) , denote its
ow by '
X
: IR! DiM which in turn denes a one{parameter automorphism












(m)) 8 f 2 C
0
(M); t 2 IR; m 2M
which clearly preserves B .
Consider the one{forms of M , but instead of using the usual denition of
B{linear maps from X
c















2 B . Now
for all X 2 X
c
(B) , m 2M :























































This suggests the following:
Denition: An integrated one{form e! of ! 2 

1











= !(X)(m) 8X 2 X
c
; m 2M




















will be an integrated one{form for ! . We now limit our attention to those







Denition: Given the set of one{parameter groups  : IRX
c




































(M) is a surjective
B{linear map, i.e.  (fe!) = f  (e!) for all f 2 B , but since ! =  (e!) is
B{linear , we also have that
 (e!)(fX)(m) = f(m)   (e!)(X)(m) 8X 2 X
c
(B); f 2 B ;
and this expresses locality w.r.t. M (which may be lost in the noncommutative
case, cf. [5, 1]). First, let us generalise away from the smooth structures on M
to the merely continuous:
Denition: Given any set of one{parameter groups  : IR I ! AutA ( I is an






of total one{forms of  consists of all maps



















:= (t; X) ).














, where the extra elements




2 AnB . Clearly the map  will only be denable





) is dierentiable in t at zero for all X 2 X
c
(B)









is an A{module , and depends on the choice of  .
(3) Since  : D
1
( ) ! 

1
(M) maps integrated one{forms of the type
e!(t; X) = 
X
t
(f) to exact one{forms, we will later want to identify the
exact integrated one{forms as those of this type.















2 B . Then















































































! B for ! is





























In general the full set of integrated k{forms are:
Denition 2.2: Given the set of one{parameter groups  : IR  X
c






































; : : : ; X
k
)(m)












^    ^ df
k
i






































is the permutation group of k objects and 











is a B{linear space and we have as above, the surjective B{linear





































; : : : ; fX
i
; : : : ; X
k
)(m) = f(m)   (e!)(X
1
; : : : ; X
k









is the domain of  .
Next we generalise the previous denitions away from both the smooth structures,
and from the one{parameter groups (hence derivations):
Denition: Given an indexed set of group actions  : G  I ! AutA ( I is an






of total k{forms consists of all maps
e! : (G I)
k










































2 A , g
i
2 G , X
i







is a left and right A{module , hence an A{linear space, and






is specied as a map e! : (G  I)
k
! A , so
may have dierent representations in the form () .
(2) Clearly there are canonical choices for  , e.g. G = AutA and I = f1g .
If there is more than one non{dieomorphic dierential structure for M ,










are not in the same automorphism class, then G can be the
dieomorphism group with respect to either of these.
(3) We lose locality information by allowing any group G .
3. Noncommutative integrated dierential forms.
Maintain the concepts and notation of the last section. In this section we would
like to generalise the total k{forms of the last section to noncommutative algebras
A . We remark that in the literature noncommutative dierential forms have
already appeared, cf. [1,2], but here we follow a dierent route. We rst examine
the algebraic context of the integrated dierential forms. Following the line of
thought above, observe that a reasonable \integrated covariant k{tensor" will be
a map ' : (G  I)
k































and such maps form an algebra T
k
(A) under pointwise multiplication:

























We also have the usual N{graded product ? given by:

























where ' is a k{tensor and  an (m   k){tensor . However, we will not
need the ?{product much. Note that inside T
k
(A) the symmetric tensors
is a subalgebra whilst the antisymmetric tensors (the k{forms) is a subspace.
Now for the noncommutative generalisation, we henceforth assume A to be any
associative *{algebra.
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Denition: Given the *{algebra A and a xed subgroup G  AutA , let
M
k
(G; A) be the space of maps ' : G
k
! A and make it into a















; : : : ; 
k












2 G , ` 2 f1; : : : ; kg . Then we dene T
k
(A) as the *{algebra
generated in M
k







A 2 A ; ` = 0; : : : ; k
	
.
Notes (1) We think of the elements of T
k
(A) as maps ' : G
k
! A of the form
'(
1




































A are xed and s
i
: f1; 2; : : : ; L
i
g !




A is A if it has an identity, and
it is A with the identity adjoined otherwise. So T
k









(A) . Clearly T
0
(A) = A . Note that the
same tensor ' 2 T
k
(A) may have more than one representation (3.1), given
that it is dened as a map.
(2) To recover the tensor algebra T
k
(A) of above, for A the continuous func-
tions on a manifold, we let G = DiM  AutA , and identify the one{
parameter groups of the compactly supported vector elds in G .




(A) for 0  r  k where a ' 2 T
k r
(A)
is realised as a k{tensor e' 2 T
k

























































































. Dene the sym-
















(A) as the integrated k{forms over A with respect to














































{graded *{algebra in T
k
(A) .
(2) When A = C
0
(M) , we regain the total k{forms of the last section by
replacing in the expression
!(
1

































































(3) When G = AutA , on a choice of one{parameter subgroups  : IR I !






), but we need to specify in what topology the limits of
the dierentials should be taken. Possible choices are the C*{topology, weak
operator topology of some representation of A , weak *-topology w.r.t. some
set of states etc. Note that by the denition of the integrated k-forms, as
maps from G
k
to A , there will be some automatic continuity inherited
from continuity of the action of G on A . In the case where we have
a C*{dynamical system in which the group is locally compact, this will be
useful.
{9{
4. The integrated noncommutative de Rham complex.


























into a dierential complex.
We want furthermore for the commutative case A = C
1
0
(M) that  
^
d be
the usual exterior derivative for dierential forms. We will not expect
^
d to be a





, to enforce that is the work of
 when it exists.
Consider the case when A = C
1
0




















^    ^ df
k
i
. So if we take as in denition










































then it seems reasonable to dene
e














































and then we have that  
e
d = d , the usual derivative. However, a quick cal-




6= 0 . This will be xed below, but we




(A) where A is noncommutative, and also
ensure that
e
d is well{dened. Assuming now that A is a general *{algebra,
let ' 2 T
k
(A) have the representation
'(
1






















where G  AutA is xed and 
`

































However, due to the possible nonuniqueness of the representation above for the
map ' : G
k
! A , it is not clear that
e
d is well{dened. We rewrite the last
{10{

















































and clearly (4.1) is independent of the representation chosen for ' , so we hence-






(A) , which is obviously
well{dened. Now
e










































































































































































; : : : ; 
k+1
) :
Thus it is independent of 
k+2
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Note that (4.3) is a linear combination of terms, each dependent on only k + 1
of the k + 2 variables 
1
; : : : ; 
k+2
.























; : : : ; 
k
)










Note that a tensor ' 2 T
k







' = 0 . If ' is independent of any one of its arguments, then 
(k)
' =
0 . When it is obvious what degree tensor we are dealing with, we will omit


















we have by antisymmetry:
(!)(
1








; : : : ; 
k
)       !(
1
; : : : ; 
k 1
; e)
































Proof: (i) By denition ( )(
1
; : : : ; 
k
) =  (
1
; : : : ; 
k
)+ terms in which
some of the 
i
's have been replaced by e . The latter terms are in
Ker , so clearly
( )(
1
; : : : ; 
k
) = ( )(
1
; : : : ; 
k
) 8 2 T
k
(A) :





; : : : ; 
k
) =  (
1
; : : : ; 
k
)  [ (e; 
2
; : : : ; 
k
) +   +  (
1
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; : : : ; 
(k)
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; : : : ; 
(k)
)
since the sums are over all possible single replacements or pairs of re-










































































; : : : ; 
k
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; : : : ; 
k+1
) , so it produces a sum with terms, each depending













 is a sum of













= 0 . This can also be done by explicit
calculation.
{13{
Remarks: (1) By this theorem we have obtained a new chain complex, hence cohomology
theory which can be associated to any group action on an associative algebra
A . Since AutA is an intrinsic group action for A , the cohomology of
A w.r.t the group AutA is an invariant of A .
(2) In the case where A = C
0
(M) , and G = AutA = Homeo(M) , we thus
have obtained a cohomology theory for any topological space M , indepen-
dent of dierential structures. In particular, let M be a space having more
than one dierential structure, e.g. IR
4







 A corresponding to nondieomorphic dierential struc-




M resp. Then the
integrated de Rham cohomologies for M are simply the restrictions of the





i = 1; 2 and under the corresponding {maps these map to the de Rham
comomologies. So the integrated de Rham cohomology of A with AutA
is some sort of \universal receptacle" for all the de Rham cohomologies asso-
ciated with M .





; : : : ; 
k
) = 0 if any 
i










Ker!  feg G    G [    [ G    G feg
	















(M) for each k , such
that  
^
d = d   , where d is the usual exterior derivative.
(ii) Denote the (integrated de Rham) cohomology produced by











(A) , then there is a sur-







(M) for each k .











(A) , and dene
(!)(X
1










































! + terms depending on fewer than k variables. Then since  is



















































; : : : ; X
k+1
)(m)
where the last equality is already known. Thus  
^
d = d   .
(ii) This part follows from (i) , since clearly if
^
d! = 0 then d(!) =
0 , hence  maps closed forms to closed forms, and by the explicit
formulae above for forms, we see that any closed de Rham form is an
image under  of a closed total form. Moreover if ! is exact, i.e.
! = d' = d e' =  
^






. Thus  respects cohomology classes, so  lifts






Notes (1) These two theorems establish the claim that the current constructions
produce a cohomology theory which generalises de Rham cohomology. It is




(A) are nontrivial for some A ,
or else ^ will not map onto de Rham cohomology.
(2) Observe that the kernel of  contains all forms which are invariant in some





, as an algebra under pointwise operations,





, k  2 , invariance in one slot
automatically implies that such forms vanish by antisymmetry.
(3) This cohomology is relevant for actions, hence it can be used to study a
single automorphism by letting G  AutA be the group generated by
that automorphism. Thus it can be used to study operators on linear spaces





(X) if X is locally compact) without recourse to measure theory.





with a wedge product in the obvious way, we do
not expect it to be a dierential algebra with respect to
^
d . That can only
{15{
be expected at the innitesimal level, once we have a map  as in theorem
4.5. Some homomorphic property of
^
d remains, cf. (6.0) below.





in the case of a Lie group action G  AutA it may be easier to calculate

































are one{parameter groups in G . To make sense
of this, some topology on A must have been given. The {map then





. This will be done in the second example below in Sect.6.
5. Examples: A Discrete Action on a Commutative Algebra.








for some concrete examples, but before
doing so, rst need the general formulii for closed and exact forms.
Lemma 5.1. Let A be an associative algebra, and G  AutA given. Then






(i) exact i !() = (A)  A for all  2 G and some xed
A 2 A (depending on ! )





















)) + !() :










) = 0 for all ; 
0



























































































































































































is exact if ! =
^























')(e) = (A)  A
Notes: (1) Observe that if a one{form is invariant (i.e. !() = !(e) ), then it
is closed, but obviously the only exact invariant one{form is zero. So the




(A) , corresponding to














2 A are always closed, as we can check from (5.1ii).





= A is closed i (
^
d')() = (A)  A = 0 , i.e.














































































































































































Proof: (i) Now ! is exact i ! =
^








































































































































































































































which proves (i) .



















which we omit as straightforward algebra.


















) = 0 : (5:3)
Another kind of closed form (of all orders) can be deduced from the repre-
sentation (3.1) of forms, when the A
`
i
are all G{invariant. At the level of




























2 G , in which case
e
d! = 0 and so
^
d! = 0 . For the case in
theorem 4.5, these closed forms map under  to the exact de Rham forms.
Now we are ready to do examples.
Example 0:
Let  : H ! AutA be a trivial action on an associative algebra A , i.e.




























(A) = 0 for all k  2 .
Example 1:
{18{
Here we want to study a single homeomorphism T : X ! X of a locally compact
space X . Let A = C
0
(X) and dene the automorphism (f)(x) := f(Tx)
for all f 2 A . Let G be the group generated by  in AutA , which




































2 A . Closed forms must satisfy 5.1ii, i.e.















































































(f)   f .
In particular, let us work out the rst and second cohomology classes for the shift
operator on Z . That is, we set X = Z , T : Z ! Z by Tn = n + 1 , so
A = C
0




which go to zero at both ends,










in A . Note that




















































































































































8 i; j 2 Zi.e.
Note that this condition is also sucient for ! to be closed. Thus the closed























































A 2 A; n 2 Z
	
: (5:4)















































































g 2 A .









and has nonempty intersection




. We only need to show that an








such that ! =
^




























, so on substitution



















so that in the limit n ! 1 we nd g
i
= 0 = k
i






















































































= f0g . Choose an ! of the form (5.7) which
is exact: ! =
^



























for all i; n 2 Z . For n = 0 we see k
i


































) = 0 8 i; n 2 Z :











= 0 , hence g
i





(A) , we start with the exact two{forms (5.2i). Since a general











































































































































2 A . Observe that by regrouping we can read-
just the r{s part to make the u{v part exact, and that the r{s and t{parts are






























































































































































































































































































































where we think of S
3
























which is idempotent. On
comparing equation (5.11) with the closure equation above for ! , we see that
{22{
(5.11) is also sucient for ! to be closed. (Note that if one of f; h or g is























is symmetric with respect to some pair of indices in fi; j; kg , so a closed


































































where the added exact form takes care of the u{v part in the original expression.





we want to write an ! in terms of products of exact one{forms (having (5.7) in
mind). A small calculation shows that by absorbing the cross{terms into the r{s

























































































Notice that each of the square brackets is an exact form. Denote the space of two{
forms having an expression as in (5.12) by Q . Then we show there is a linear








= f0g . Let





























) 8n; m 2 Z :






















































































































. Thus if ! is exact, t
`
i









) = 0 , and (5.13) can only be zero when
^
d' = 0 .
So we have proven:





6. Examples: (II) A Lie Group Action on a Noncommutative Algebra.
Next we wish to do a simple noncommutative example, but since the exact one{
forms
^
dA played such an important role in (5.7) and (5.12), want to exploit









^    ^ dg
n
i
and in Connes' dierential envelope over an algebra A , an n{form is a linear


















2 A , we can convert it to this form using the assumption that d is a
graded derivation on the dierential envelope. In the present integrated dierential
geometry, we wish to get as close as possible to such an expression of a general n{





























which can be thought of as an integrated form of the Leibniz rule. This rule has













































































(cf. (3.1)) can be written in the form (6.1), we conclude that every one{form
has an expression (6.2), which comes close to the expression of a one{form for





we have likewise that they can be
expressed in the form:
!(
1





























: f1; 2; : : : ; L
i
g ! f1; 2; : : : ; ng is a map and L
i
 n .
Exact one{forms are of the type !() = (A)   A , A 2 A , so if we use











































































































































































































































for all ; 
0
2 G . This equation for closure of one{forms has an interesting
resemblance to the closure condition for ordinary one{forms in dierential geom-






















































































































The closure equation for two{forms in canonical form is very messy, and we omit
it.




(A) in a simple noncommutative
case. Let A =M
2







, the connected compo-
nent of the identity of the automorphism group. Because G is a Lie group, we
will be able to use dierentiation at zero on the one{parameter groups, to obtain




(A) to innitesimal cohomology for A . The action of G

























where ; ; r;  2 IR . Since r can be absorbed into the t , we will set r = 1





, we have obviously
U
t
















= +  , E
2
=
    where  :=
1
2






+ 4 2 [1; +1) . So on























  1 sin t  i cos t

(6:7)








































































































) and q = 
 2















































































  1] . Now




) in powers of t has lowest order one.
On substitution of an ! of the form (6.3) into the closure relation (6.4), we nd



























































which can be expressed as a polynomial in s and t with constant matrix




that the coecient must vanish.
























































we nd from (6.9) that
b = c = y = 0 and q = (d  a)=
2
















































= 0 . Similarly we obtain
from (6.11) the same conclusion. Now for the coecient of the st{term in (6.12),
using A
0




























































0 b(   )
c(   ) 0
































































are type 1, (6.13) only produces an identity. For the rest, we collect





























Claim 6.15. With notation above we have that





















































































































) , is exact.




to the closed forms of
the type























be type 1 and 
s


















































































































































































































































































































so on cancelling we obtain (6.15i), which would also have followed from

































































) from which we deduce (6.15ii). When


















for all  , from which we deduce (6.15iii).
Similarly by expanding (iv) we obtain (6.15iv).
Next, we consider the case where e
t
is type 1 and 
s
is type 3 in
(6.13). Note rst from (6.14) that type 2 is converted to type 3 by the
substitutions  !  +  and q !  q
0
. On application of these to














































































































































) we nd they are already satised by


























































































































































































































































































for all ; e; ;
e
 . On setting  = e = 1 we obtain (6.15v), and on
substituting it back and using (6.15i) we obtain (6.15vi). Now it is a
straightforward verication to check that the set of equations (6.15i{vi)
guarantee that the matrix equation () is satised for all its entries,





both type 3 or one type 2 and the other type 3; we nd that the set
{31{
of equations (6.15) are also sucient for (6.13) to hold. We omit the
calculations.
(ii) From part (i) we know that a closed one{form has expression









































satisfy equations (6.15). Now observe from (6.10)
and (6.11) that when 
t



















































































) we see by eqs






















































































































































) , which is therefore true for all  2 G . Thus the rst
order term in
^
d for a closed one{form ! is exact.
(iii) We already know that by the preceding parts of the claim, there is
a closed form of the type (6.16):





















in each cohomology class. We only need to show that such a closed
one{form is exact i it is zero. Observe from (6.9), (6.10) and (6.11)
that for all types of 
t
, the power series of !(
t
) in t has no rst




) must necessarily have




) = exp(ad itB)(A)  A
{32{
that its higher order terms are also zero. Thus a one{form of the type
(6.16) is exact i it is zero.




as the linear space of closed
one{forms of the type (6.16). We will not here work out the conditions






, n  2 to ensure that such an ! is
closed.










= 0 , hence





First some comments on relating integrated de Rham cohomology to existing co-
homologies for algebras and groups.
(i) Hochschild cohomology for algebras is constructed from cochains consisting
of n{linear maps from an algebra A to an A{module X . This is quite dif-
ferent from the cochains of integrated de Rham cohomology, consisting of maps
! : G
n
! A where G acts on A , so there seems to be little connection.
Moreover, Hochschild cohomology is intrinsic to algebras, regardless of any group
actions.
(ii) Group cohomology starts from cochains which are maps ' : G
n
! Y where
G is a group and Y is a coecient group on which G acts. So given an action
G  AutA on an algebra, we can regard A with its additive structure as such
a coecient group. In this case we can regard the cochains of integrated de Rham
cohomology ! : G
n
! A as a subset of the cochains of group cohomology with
coecient group A . However which particular subset it will be, depends on the
algebraic structure of A . Moreover, the group coboundary operator is relatively
insensitive to the action of G on A , whilst
^
d is extremely sensitive to the
action. So again, there seems to be little connection.
(iii) In Connes' dierential envelope over an algebra A , there is no reference
to a group action. One may try to take care of this, using tensor products and
homomorphisms, but this is unlikely to succeed for the following reasons:
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are the basic objects, whilst in our case, the maps ! : G
n
! A are basic,
and the same map may have dierent expressions
!(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b) The expression () in the dierential envelope for an n{form has precisely
n factors da
i






a factors which can occur for an n{form.




(iv) Cuntz in [3] denes an algebra of formal dierences in which the basic ob-
jects do satisfy (6.0) and the algebra consist of formal products of these. There is
no reference to a group action, and it also appears dicult to connect to integrated
dierential geometry for reason (a) above.
The rest of the machinery of dierential geometry is quite easy to dene in
integrated dierential geometry, for instance it has been done for push{forwards,
pull{backs, Lie derivatives, principal bre bundles and connections on them. In
each case, the integrated object is dened in such a way that under the  map
on C
1
(M) it reduces to the usual object. The main application for such an
extension of dierential geometry would be to Hamiltonian mechanics and classical
gauge theories. Whilst we can easily imitate the formal structure of Hamiltonian
mechanics in integrated dierential geometry, what is really needed is a way of
doing actual Hamiltonian mechanics using only structures of integrated dierential
geometry (without reference to the innitesimal level, i.e. the map  ). That is,
from the Hamiltonian function and symplectic form (integrated), we should obtain
the same time evolution groups on C
1
(M) by such an integrated method, as
that obtained by the usual Hamiltonian mechanics. Thus far, such a method has
been eluding the author, and so we leave the further development of integrated
dierential geometry for a future project.
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8. Discussion.
Above, we have shown that for a manifold M , there is a larger \integrated
dierential geometry" structure dened on the action of Di(M) on C
1
(M)
such that when we dierentiate at zero along the one{parameter groups we obtain
ordinary dierential geometry. This structure generalised readily to all group
actions on associative algebras, and provided a chain complex from which we could
dene \integrated de Rham cohomology," thus establishing a set of new invariants















(C) under its automorphism group.
Of the many possible directions for developing this structure further, we note
a few;- rst, examining topological questions when G and A are endowed with
topologies; second, how this structure intertwines with the covariant representation





) . For comparison with Connes' approach in an example, a good
example would be the action of the permutation group on the algebra of functions
on a discrete set, cf. [7]. Apart from this, there is the development of integrated
Hamiltonian mechanics and gauge theory, as mentioned above.
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