We propose several Lagrange multiplier tests of logit and probit models, which may be inexpensively computed by means of artificial linear regressions. These may be used to test for various forms of model inadequacy, including the omission of specified variables and heteroskedasticity of known form. We perform a number of sampling experiments in which we compare the small-sample properties of these tests and of likelihood ratio tests. One of the LM tests turns out to have better small-sample properties than any of the others. We then investigate the power of the tests against local alternatives. Finally, we conduct a further series of sampling experiments to compare the power of various tests.
Introduction
The logit and probit models, together with their multi-response and multivariate generalizations, are now widely used in applied econometric work. Such models are typically estimated by maximum likelihood methods which require the numerical maximization of a loglikelihood function. Since this is usually much more expensive than, say, calculating ordinary least squares estimates for a linear regression model, investigators often display a natural reluctance to test the specification of the model as thoroughly as would normally be done in the regression case. There is thus a clear need for specification tests of logit and probit models which are easy to understand and inexpensive to compute.
In this context, it seems natural to investigate the use of Lagrange multiplier, or score, tests, because they require only estimates under the null hypothesis, and they can often be computed by means of artificial linear regressions. The literature on LM tests for logit and probit models is, however, remarkably limited. The recent survey of qualitative response models by Amemiya (1981) does not mention LM tests at all, and the survey of LM tests by Engle (1982) describes only one such test for logit and probit models, which appears to be new.
In this paper, we discuss several varieties of LM test for logit and probit models, each of which may be computed by means of an artificial linear regression. For a given alternative hypothesis, there turn out to be two different artificial linear regressions which generate five different, but asymptotically equivalent, test statistics. These procedures may be used to test both for omitted variables, which was the case examined by Engle (1982) , and for heteroskedasticity of known form. The latter is a serious problem in the case of logit and probit models, because it renders parameter estimates inconsistent.
We perform two sets of sampling experiments. In the first set, we examine the performance of six tests under the null: the five LM or pseudo-LM tests referred to above, and the Likelihood Ratio test. We find that one of the LM tests outperforms the other tests, in the sense that the small-sample distribution of the test statistic under the null more closely approximates the asymptotic distribution. Thus use of this test rather than any of the others will generally result in Type I error being known more accurately. We also find that different asymptotically equivalent tests based on the same artificial regression may behave very differently in small samples.
In the second set of sampling experiments, we investigate the power of two LM tests and the LR test. We compare the power of the tests both at fixed critical values and at estimated critical values based on the previous experiments, so as to control the level of Type I error. We also examine how closely the distributions of the tests approximate their asymptotic distributions under local alternatives, which is all that asymptotic theory has to tell us about the power of these tests. The approximation turns out to be quite poor in many cases.
LM Tests for Logit and Probit Models
The tests we shall develop are applicable to a fairly wide class of binary choice models, of which the logit and probit models are by far the most commonly encountered varieties. In models of this class, the dependent variable can take on only two values, which it is convenient to denote by 0 and 1. The probability that y t , the t th observation on the dependent variable, is equal to 1 is given by F x t (β) . F is an increasing function of x t which has the properties that F (−∞) = 0 and F (∞) = 1. x t is a possibly nonlinear function, which depends on X t a row vector of exogenous variables, and β, a column vector of parameters to be estimated. In the commonly encountered linear case, x t (β) = X t β.
The only difference between the logit and probit models is that they employ different functions for F . In the case of the probit model,
where Φ denotes the cumulative distribution function of the standard normal distribution. In the case of the logit model,
Note that, for both (1) and (2), F (−z) = 1 − F (z), a convenient property of which we shall make use below. Other binary choice models use other functions in place of (1) and (2); see Amemiya (1981) . Provided the functions also have this symmetry property, everything we say below will apply to them as well.
We shall denote by t (β; y t ) the contribution to the loglikelihood function made by the t th observation. It is easy to see that t (β; 1) = log F x t (β) , and
Thus the loglikelihood function is
In the linear case, this function is globally concave for both the logit and probit models, except in pathological cases where it is unbounded; see Amemiya (1981) . Thus ML estimates may be found in a straightforward fashion by maximizing it.
We shall denote the gradient of (4) with respect to β by the row vector g(β; y). Its i th component is
where
Here X ti (β) denotes the derivative of x t (β) with respect to β i ; in the linear case, this will simply be equal to X ti . f (z) denotes the first derivative of F (z), and we have made use of the fact that f (z) = f (−z). For the probit mode, f (z) = φ(z), the standard normal density. For the logit model,
The ML estimatesβ must of course satisfy the first-order conditions g(β; y) = 0.
The variance-covariance matrix ofβ may be consistently estimated in at least three different ways. We define the information matrix, I(β), as the matrix whose ij
This may of course be consistently estimated by minus the Hessian, evaluated atβ, but this estimator turns out to be inconvenient in this context.
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A more convenient estimator isÎ
where G(β) is the matrix with typical element G ti (β; y t ). The use of the "outer product of the gradient" estimatorÎ OPG for estimation and inference has been advocated by Berndt, Hall, Hall, and Hausman (1974) . The third way to estimate I(β) is simply to use I(β). It is easily derived that a typical element of I(β) iŝ
Notice that (10) depends on y only throughβ. This is not true for the other two estimators of the information matrix.
Strictly speaking, it is of course I ≡ n
I which is consistently estimated by minus 1/n times the Hessian. Here and elsewhere, we ignore this distinction when it is not important to the argument.
We are now ready to discuss LM tests. Suppose that we estimate the model subject to k distinct restrictions, where k is equal to or less than m, the dimension of β. For concreteness, the reader may wish to bear in mind the linear omitted variable case, in which
and the restrictions are that β 2 = 0. However, everything that we shall say is valid much more generally. We will denote the restricted ML estimates byβ; in the special case of (11),β = [β 1 0 ]. It follows from standard results (Engle, 1982) that the restrictions may be tested using the LM statistic
whereĨ is any consistent estimate of I(β), which depends onβ and may also depend directly on y. The dependence of g on y has been suppressed for notational convenience. Under the null hypothesis, this statistic will be asymptotically distributed as chi-squared with k degrees of freedom.
LM statistics based onĨ OPG and I(β) are particularly attractive, because they can easily be computed using an OLS regression package. We consider the former case first. Using (9) and the definition of g(β), the LM statistic (12) becomes
where ι denotes an n--vector of ones. Expression (13) is clearly just the explained sum of squares from the artificial linear regression
in which a vector of ones is regressed on the matrix G(β). This form of the LM statistic has been used by Godfrey and Wickens (1981) in a different context; it does not seem to have been suggested previously in the context of logit and probit models.
Regression (14) actually generates two valid test statistics. First there is the explained sum of squares, LM 1 , which in this case is also equal to n times the uncentered R 2 . Second, there is the statistic
the distribution of which approaches F (k, n − m) as n tends to infinity. This is calculated just like the ordinary F statistic for linear regression models: n is the restricted sum of squared residuals, and SSR is the unrestricted sum of squared residuals from regression (14). It is easily seen that F 1 is asymptotically equivalent to LM 1 , since k times the numerator of F 1 is equal to LM 1 , and the denominator tends to unity asymptotically under the null. This of course implies that when there is only one restriction, the t statistic on the column of G(β) corresponding to the restriction will provide an asymptotically valid test statistic.
We now turn our attention to LM statistics based on I(β). Let the matrix r(β) be constructed with typical element
and the vector r(β) be constructed with typical element
Now consider the artificial linear regression
the explained sum of squares from which is
Expression (19) is an LM statistic, because it is easily verified that r (β)R(β) = g (β) and that R (β)R(β) = I(β). The artificial regression (18) was suggested by Engle (1982) for the linear case. r r/n .
As Engle (1982) points out, plim(r r/n) = 1, so that (20) is asymptotically equivalent to LM 2 . Finally, there is the pseudo F statistic Note that equation (17) can be rewritten as
This expression for r t (β; y), which was not in either the working paper or published versions of this paper, may be slightly more convenient than (17).
which is analogous to F 1 in every respect: k times the numerator is equal to LM 2 , and the denominator tends to unity asymptotically, under the null. Once again, the fact that F 2 is valid implies that when there is only one restriction, the t statistic on the column ofR corresponding to the restriction will also be an asymptotically valid test statistic.
The specification of x t (β) as a nonlinear function allows the tests just described to be used for a variety of purposes. The most obvious one is testing whether one or more additional variables should be added to a linear logit or probit model. A somewhat less obvious application is testing for heteroskedasticity. Since heteroskedasticity causes parameter estimates from logit and probit models to be inconsistent, it is a serious problem. Moreover, because these models are usually estimated using cross-section data, it is a problem that is likely to be encountered quite often.
Consider first the following latent variable model:
Here Y t is an unobserved (latent) variable, X t and Z t are row vectors of observations on exogenous variables, and β 1 and β 2 are vectors of unknown parameters. To ensure that both β 1 and β 2 are identifiable, we must specify that Z t does not include a constant term. Clearly, when β 2 = 0, u t will be N(0, 1), and (22) will then yield the ordinary linear probit model. An LM test of the hypothesis that β 2 = 0 will test the ordinary probit model against the heteroskedastic alternative given by (22).
The above model implies that the probability that y t = 1 is
since for the probit model F (z) is defined to be Φ(z). It is clear that we can specify x t as in (24) for the logit model as well, which implies that
where P t is the probability that y t = 1. Since this logit specification involves no latent variable, expression (25) cannot properly be called a specification of heteroskedasticity. But it seems to be a reasonable specification nonetheless, and we shall for brevity use the term 'heteroskedasticity' to refer to it.
Given this specification of x t (β), it is now straightforward to use any of the LM or approximate LM tests discussed above to test for heteroskedasticity. For the benefit of practitioners, we note that
= X t , and
where these expressions are to be interpreted as row vectors. Using these results in equations (5) or (16) and (17) allows one to generate the artificial regressions (14) or (18) very easily.
Small-Sample Properties of Alternative Tests
In this section, we present the results of a number of sampling experiments designed to study the small-sample properties of the tests described above. The data generating process was either a logit or a probit model, with
where X t1 and X t2 were independent N(0, 1) variates (the same realizations being used in all experiments), and X t3 was a linear time trend. The sample size was always chosen as an integer multiple of 50, and the same sets of 50 observations on X 1 , X 2 , and X 3 were repeated the required number of times in order to ensure that the matrix n −1 X X did not change as the sample size increased The trend term X 3 was set equal to 0.10 + 0.01t for t = 1 to 50. We chose 50 as the smallest sample size to investigate because, in our experience, probit and logit models are rarely estimated using samples smaller than that (since smaller samples would rarely contain enough information to make estimation worthwhile). The largest sample size used in our experiments was 200. Because computational cost is roughly proportional to sample size, to have investigated substantially larger sample sizes would have been prohibitively expensive.
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The null hypothesis was that β 2 = β 3 = β 4 = 0, so that only β 0 and β 1 were estimated under the null. For the experiments reported in this section, the null was always true, with β 0 = 0 and β 1 taking on various values. Basically, β 1 was chosen so that the model predicted y t reasonably well, but not so well that X 1 was ever in danger of being a perfect classifier.
The test statistics examined in our experiments are LM 1 , F 1 , LM 2 , F 2 , and n times the R 2 from regression (18), as well as the likelihood ratio test statistic. We chose not To perform the numerical maximizations, we used NAG subroutine E04EBF, which employs analytical second derivatives. In two of the 18,000 replications performed, this routine failed to find a maximum for the null hypothesis. These two replications were replaced. to examine Wald test statistics because they are clearly unattractive in this context. Estimation of the null will here be easier than estimation of the alternative, and many investigators will wish to avoid the latter entirely by using one of the LM-type tests. If estimation of the alternative is undertaken, estimates under the null will normally already be available, so that calculation of the LR statistic will then be trivial, much easier than calculation of a Wald statistic. Moreover, just as there are several LM-type tests, so too are there several Wald-type tests, and attempting to deal with them all would have made reporting the experimental results quite difficult.
The results of eight experiments are presented in Tables 1 through 3. The hypotheses that β 2 , β 3 , and β 4 were zero were each tested separately. Since the resulting test statistics have only one degree of freedom, we transformed them into test statistics which would be asymptotically N(0, 1) under the null. This was done by taking their square roots and multiplying by minus one if the coefficient of the test regressor in the artificial regression (14) or (18) was negative, or, in the case of the LR test, if the unrestricted coefficient estimate was negative.
All of the test statistics turned out to have means acceptably close to zero; thus we do not report this information. On the other hand, the standard deviations of the various test statistics differed dramatically, and these are therefore presented in Table 1 . In this table, 'Hyp.' indicates which coefficient is being tested, and 'Exp.' indicates the sample size (50, 100, or 200), whether the logit or probit model was used, and the value of β 1 . The numbers under 'Std. Dev.' are the observed standard deviations of the various test statistics in 1000 replications, and the numbers in brackets following these are asymptotic t statistics for the hypothesis that the true standard deviation is unity.
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Several features of Table 1 are striking. The only test statistic which ever has an estimated standard deviation of less than one, and the only test statistic for which the hypothesis that the standard deviation is unity cannot be rejected most of the time, is LM 2 . Of particular interest is the performance of F 2 and nR 2 , which are based on exactly the same artificial regression as LM 2 ; the latter is n times the R 2 from regression (18). Nevertheless, they always have larger standard deviations than LM2, often so large that they will clearly yield highly unreliable inferences. There seems to be an explanation for this. Note that
the first factor here being a random variable with a plim of unity. Unless there is substantial negative covariance between this factor and LM 2 , nR 2 will have greater variance than LM 2 , which is exactly what we find in Table 1 , where s is the standard deviation, and N is the number of replications. Since N is always 1000, the normal approximation on which this statistic is based should be quite accurate.
to LM 2 by the equation
Sincer r is O p (n) while LM 2 is O p (1), under the null hypothesis, the first factor in (29) will tend to be very similar to the first factor in (28), so that kF 2 and nR 2 can be expected to be very close. Indeed, Table 1 shows that the standard errors of F 2 and nR 2 are always extremely similar, much more so than those of any of the other test statistics.
It seems clear from Table 1 that we would always wish to use LM 2 rather than the pseudo-LM statistics F 2 and nR 2 based on the same artificial regression. The choice between LM 1 and F 1 is not so clearcut, since the standard deviations of those two statistics tend to be very similar. However, close examination of Table 1 shows that the standard deviation of F 1 always exceeds that of LM 1 , which is in turn always greater than unity, so that LM 1 clearly dominates F 1 . This then leaves three test statistics which are worth examining more closely: LR, LM 1 , and LM 2 . Detailed results for these three statistics are presented in Tables 2 and 3 . Here 'Rep.' and 'Nobs.' indicate the number of replications and the sample size, respectively. Besides the standard errors, we report here the proportion of the time that the test statistics exceeded 2.576, 1.960, and 1.645 (the 0.01, 0.05, and 0.10 critical values of the standard normal distribution) under '0.01 tail', '0.05 tail', and '0.10 tail', respectively. These are followed by estimated asymptotic absolute t statistics for the hypotheses that these proportions are 0.01, 0.05, and 0.10.
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Finally, under '0.05 crit.' we report estimated critical values for tests with a size of 0.05, together with estimated 95% confidence intervals on these estimates.
6
Tables 2 and 3 are largely self-explanatory. It is evident that LM 2 is much the best behaved of the three test statistics in almost all cases, followed at some distance by LR, and at a long distance by LM 1 . This last always rejects the null hypothesis more often than it should, sometimes rejecting more than 10% of the time at a nominal 1% level. The performance of all the test statistics tend to improve as the sample size increases, and tends to worsen when β 1 is increased. Tests of β 2 = 0 and β 3 = 0 tend to be better behaved than tests of β 4 = 0, perhaps because of the greater nonlinearity involved in the heteroskedastic alternative.
The poor performance of LM 1 relative to LM 2 is not entirely unexpected. As we show in the Appendix, the random variable towards which all of the LM test statistics tend asymptotically, LM 0 , depends on y only through the gradient; the information matrix This t statistic is equal to (p − p)/ p(1 − p)/N 1/2 , wherep is the observed proportion and p is the expected proportion if the test statistic were really N(0, 1). Use of the normal approximation to the binomial is justified by the fact that N is always 1000.
Note that these confidence bounds, which are based on non-parametric inference, are not symmetric around the estimate. For details on their calculation, see Mood and Graybill (1963, 406-409 ). In contrast, LM 1 uses I OPG , which does depend directly on y and must therefore be a less efficient estimator than I(β). Since the asymptotic distribution of LM 0 depends on I(β 0 ) being nonrandom, we would expect that LM 2 , which uses a relatively efficient estimate of I(β 0 ), should more closely approximate the distribution of LM 0 than does LM 1 . For a similar argument, see Davidson and MacKinnon (1983) .
The results of these experiments are thus quite definite. One is least likely to make a Type I error if one uses LM 2 . Indeed, except for tests of β 4 = 0, where it tends to reject the null less often than it should, LM 2 seems to have a small-sample distribution that is remarkably close to its asymptotic one. The likelihood ratio test is less reliable than LM 2 , but it is still reasonably well behaved. However, LM 1 , F 1 , F 2 , and nR 2 are often very badly behaved; they may reject a true null hypothesis much too often.
Power of the Tests
In this section, we investigate the power of the tests dealt with previously. In order to do so, we first investigate the asymptotic distribution of the LM test statistic when the null hypothesis is false, but the data generating process, or DGP, is assumed to be 'close' to the null. On the basis of this asymptotic distribution, which is of course the same for all the LM and pseudo-LM tests and for the LR test, we know what the power of the tests should be asymptotically. We can then see how this compares with the actual power of the tests in small samples.
The parameter vector β may be partitioned into two column vectors, β 1 and β 2 , of lengths m − k and k, respectively. The 'true' value of β 1 is β 0 1 , and the 'true' value of β 2 is 0, where the meaning of 'true' should become clear in a moment. Thus β 0 is the vector whose first m − k elements are β 0 1 and whose last k elements are 0. The information matrix from a sample of size n is defined by
where the expectation in (30) is taken assuming that β = β 0 , and I represents the average information contained in one observation.
The DGP is characterized by the loglikelihood function
The numbers a t have the properties that
and
Each individual a t therefore becomes small like n −1/2 as n becomes large, so that the DGP approaches the null hypothesis in large samples.
This characterization of the DGP is unrelated to the alternative hypothesis against which the LM test is constructed. The standard case where the DGP is a special case of the alternative hypothesis is easily accommodated, however. Suppose that, for some scalar α of order n −1/2 , the probability that y t = 1 is F x t (β , can to that order be approximated by
where X tj (β 0 1 , β 2 ) denotes the derivative of x t with respect to the j th element of β 2 . If the a t were defined by (35), then the results of our analysis below would correspond with standard results for the case where the DGP is embedded within the alternative hypothesis.
Now define the 1 × m vector
where, as before, G t (β 0 ; y t ) is the contribution to the gradient g(β 0 ; y) made by the t th observation. From (5), we see that
where X t (β 0 ) (a row vector of length m) is the gradient of x t evaluated at β 0 .
The vector Λ and the information matrix I may be partitioned according to the distinction between β 1 and β 2 as follows:
It is shown in the Appendix that the asymptotic distribution of all the LM statistics is non-central chi-squared, with non-centrality parameter 
Now define the matrix R as the matrix with typical element R ti (β 0 ), where the latter was defined in (16), and partition it as [R 1 R 2 ]. In addition, define the n × 1 column vector r 0 by the equation
Clearly, I = R R, and Λ = n 1/2 r 0 R. In addition, make the definition
Then it is evident that
and that (I −1
this result follows immediately from (39). Making use of these results, we can reduce expression (38) for the non-centrality parameter to
This expression may readily be computed by means of artificial linear regressions.
The results we have just derived are strictly valid only in the limit, as the sample size tends to infinity and the DGP tends to the null hypothesis. If they are to be useful, these results should be approximately valid when the sample size is moderate and the DGP is some distance from the null. To see whether this is in fact the case, and to compare the power of alternative tests, we conducted a further series of sampling experiments, similar to the ones reported on in Section 3; the results are presented in Tables 4 and 5 .
In these experiments, x t (β) was given by (27), and one of β 2 , β 3 , or β 4 was always non-zero; which one, and its value, are indicated under 'Alt.' in the tables. With two exceptions, the value of the non-zero parameter was chosen so that when the hypothesis being tested (indicated under 'Hyp.') was the alternative which generated the data, λ, the square root of the noncentrality parameter, would be 1.96. The value of λ is shown under 'Root NCP' in the tables. Setting λ = 1.96 ensures that the power of a test at the 0.05 level should be approximately 0.5, since if the test statistic were distributed as N (λ, 1), it should be greater than 1.96 half the time (in addition, of course, it would be less than −1.96 a very small fraction of the time). The design of our experiments was such that λ was always very small when the alternative which generated the data was not also the hypothesis under test; for the most part, therefore, we report results only for the case where they were the same.
According to the asymptotic theory, each of the test statistics should be N(λ, 1); recall that they have been transformed so that they are asymptotically standard normal. We therefore report the means and standard deviations of the statistics, together with t statistics for the hypotheses that the mean is λ and the standard deviation is one; the t statistics are asymptotic in the latter case. It is evident from the tables that the asymptotic approximation is somewhat deficient. The mean is often significantly too small for LM 2 , and it is sometimes significantly different from λ (but not always too small) for LR and LM 1 . The standard deviation is often significantly different from unity, tending to be too small for LM 2 . Power using the asymptotic critical value of 1.96 is shown under 'Power (A)'. When the mean is less than λ, power suffers. In consequence, LM 2 always has less power using a critical value of The performance of all three tests is now quite similar, with LM 1 and LR tending to do slightly better than LM 2 in most cases. However, LM 1 has quite low power when testing the hypothesis that β 4 = 0. The reason for this appears to be that the standard deviation of LM 1 , although greater than one, is substantially less than it was when the null was true, so that the estimated critical values are too conservative.
By and large, the asymptotic results do not appear to be seriously misleading when the alternative which generated the data is β 2 = 0 or β 3 = 0, but when β 4 = 0, they can be misleading. In almost all cases when β 4 = 0, the actual mean of the test statistic is far less than λ. This discrepancy diminishes as the sample size is increased, and it diminishes even more strikingly when the value of λ is halved to 0.98; see Table 4 . The effect of each of these changes is to reduce the value of β 4 , so that the DGP is closer to the null hypothesis. This suggests that the poor performance of the asymptotic theory in this case is due to the nonlinearity of x t (β) with respect to β 4 .
The results of this section do not provide any clearcut guidance on the choice of tests. The fine performance of LM 2 under the null does not carry over to the alternative, although on a size-corrected basis it is rarely much less powerful than the other tests. The LR test generally performs quite well, and it would seem to be preferable to LM 1 because of its better performance against β 4 = 0 and under the null. Unfortunately, the LR test is expensive. In our experiments, calculating the three LR test statistics took more than ten times as much computer time as calculating both LM 1 and LM 2 for all three alternatives.
Conclusion
In this paper, we have discussed two forms of the LM test for logit and probit models. These were derived in the context of general nonlinear binary choice models. They may be used to test for both omitted variables and heteroskedasticity, among other things. In a series of sampling experiments, we compared these two forms of the LM test, along with several pseudo-LM tests based on the same artificial regressions, as well as the likelihood ratio test. We found that LM 2 tends to be the most reliable test under the null, but not the most powerful. We also found that pseudo-LM tests may behave very differently from genuine LM tests that are based on the same artificial regression.
Appendix
In this appendix, we show that, under local alternatives as specified by equations (31) to (34) in the text, both LM 1 and LM 2 tend asymptotically to the same random variable, LM 0 . We then work out the asymptotic distribution of LM 0 . Our specification of local alternatives is more general, and our results more explicit, than the treatments in standard references such as Engle (1982) .
We first derive an expression forβ = [β 1 β 2 ] , the vector of constrained parameter estimates.β 1 is defined by the likelihood equations
where g 1 and G t1 denote the gradients of and t with respect toβ 1 only. Taylor expansion of these likelihood equations yields
where H t is the contribution from the t th observation to the Hessian of the loglikelihood, and H t11 is the block corresponding to β 1 .
We must show that the Taylor expansion in (A2) is valid. First of all, we note that
). This follows from the facts that E 0 G t1 (β 0 ; y t ) = 0 and that the difference between the likelihoods used in calculating these two expectations
). The law of large numbers allows us to conclude that
Thus, from the central limit theorem and the standard result (the information matrix equality) which tells us that
we may deduce that
Consequently,
).
This is therefore not only O p (1) but also bounded away from zero, since asymptotic identifiability requires that I be strictly positive definite. From (A2), then,
), and the Taylor expansion is justified. In fact,
The LM statistic in any of its various forms may be written as
where nI −1 * is some estimator, consistent if β = β 0 , of n times the inverse of the information matrix. The choice of this estimator does not affect the fact that, under local alternatives, nI −1 * is asymptotically non-stochastic and equal to I −1 , because the likelihood differences a t introduce only terms of order n −1/2 . By (A4) and (A5),
where I k is the k × k identity matrix. 
The asymptotic term in (A8) is the random variable called LM 0 in the text; is evident that LM 0 depends on y only through the gradient g(β 0
; y).
The expectation of n
The equality here follows from the definition of Λ in (36) and from the fact that E 0 g(β
0
; y) = 0. By the argument used to derive (A4), it is evident that
It is now straightforward to compute that
Now let the random vector on the left-hand side of equation ( µ; see, for example, Hogg and Craig (1978, p. 413) . In this case, the rank of A is k (the dimension of β 2 ), and the non-centrality parameter is
which is equivalent to expression (38) in the text.
Although this calculation is strictly for the LM statistic, a similar calculation shows that (A12) gives the non-centrality parameter for the LR statistic as well. Figures in parentheses after standard deviations are asymptotic t statistics for the hypothesis that the true standard deviation is one.
In x/y/z, x is the number of observations, y = L if logit and y = P if probit, and z is the value of β 1 . Figures in parentheses after means and standard errors are t statistics for the hypotheses that, respectively, the mean is equal to Root NCP and the standard error is equal to one.
Standard errors for estimates under 'Power (A)' may be calculated as p(1−p)/500 1/2 , where p is the estimated power. Figures in parentheses after means and standard errors are t statistics for the hypotheses that, respectively, the mean is equal to Root NCP and the standard error is equal to one.
Standard errors for estimates under 'Power (A)' may be calculated as p(1−p)/500 1/2 , where p is the estimated power.
