Support vector machines (SVM) is a new machine learning method, and it has the ability to approximate nonlinear functions with arbitrary accuracy. Right setting parameters are very crucial to learning results and generalization ability of SVM. In this paper, parameters selection is regarded as a compound optimization problem and a modified differential evolution (MDE) algorithm is applied to search the optimal parameters. The modified differential evolution adopts a time-varying crossover probability strategy, which can improve the global convergence ability and robustness of the algorithm. Various examples are simulated and the experiment results demonstrate that this proposed approach has better approximation performance than other approaches.
Introduction
Artificial neural networks (ANN) have the ability to approximate nonlinear functions with arbitrary accuracy and which is validated since later 1980s [1] - [2] . Nevertheless the selection of structures and types of ANN dependents on experience greatly, and the training of ANN is based on empirical risk minimization (ERM) principle [3] , which aims at minimizing the training errors. So ANN faces some disadvantages such as over-fitting, local optimal and bad generalization ability.
Support vector machines (SVM) [4] is a new machine learning method deriving from statistical learning theory. Since later 1990s, SVM is becoming more and more popular and has been successfully applied to many areas ranging from handwritten digit recognition, speaker identification to function approximation and time series forecasting [5] - [7] . Established on the theory of structural risk minimization (SRM) [3] principle, compared with ANN, SVM has some distinct advantages such as globally optimal, small sample-size, good generalization ability and resistant to over-fitting problem [3, 6, 7] .
It is well known that the generalization performance of SVM depends on a proper setting of the hyper-parameters C , ε and the kernel parameters [8] .
However, there is not a thoroughly general way for parameters selection. In the [9] , existing practical approaches to parameters setting are summarized and practical recommendations for setting C and ε directly from the training data and estimated noise level are described. Indeed all those approaches (including [9] ) for setting parameters of SVM are all based on priori knowledge, user expertise or experimental trial, which can not ensure the parameters value are global.
In this paper, parameters selection is regarded as compound optimization problem and a modified differential evolution algorithm is proposed to select suitable parameters value. To improve the global convergence ability and robustness of the DE, a timevarying crossover probability strategy is proposed. The validity of the proposed approach is illustrated using several nonlinear functions. Simulations results show that the SVM whose parameters selected by modified differential evolution has better performance than ANN and the SVM whose parameters chosen in other ways.
The paper is organized as follows: Section 2 gives a brief introduction to the SVM approximation and parameters. Section 3 describes parameters selection based on modified differential evolution. In Section 4, simulations are illustrated for approximation performance. Finally, Section 5 gives summary and conclusions.
SVM approximation and parameters

SVM approximation
To introduce the subject we will begin by outlining SVM for function approximation. Let the given training data sets represented as
(1)
is an input vector, R y i ∈ is its corresponding desired output, and n is the number of training data. In SVM, the original input space is mapped into a high dimensional space called feature space by a nonlinear mapping ) (x g x → . Let ) (x f be the SVM outputs corresponding to input vector x .
In the feature space, a linear function is construct:
Where w is a coefficient vector, b is a threshold.
The learning of SVM can be obtained by minimization of the empirical risk on the training data. Where ε-intensive loss function is used for minimization of empirical risk. The loss function is defined as:
Where ε is a positive parameter to allow approximation errors smaller than ε, the empirical risk is:
Besides using ε-intensive loss, SVM tries to reduce model complexity by minimizing 
Subject to
Where C is a positive constant to be regulated.
By using the Lagrange multiplier method [3] , the minimization of (5) becomes the problem of maximizing the following dual optimization problem: 
There are some kernels, i.e. polynomial kernel
Where the Gaussian function is used as the kernel:
Replacing
, then the optimization of (6) to (7) is rewritten as:
The learning results for training data set D can be derived from equation (13) (15).
It should be noted that p is the number of SV ) (x f is calculated only from SV, and the constant b is expressed as:
SVM parameters
The quality of SVM models strongly depends on a proper setting of parameters and SVM approximation performance is sensitive to parameters. For Gaussian kernel, parameters to be regulated include hyperparameters C , ε and kernel parameter σ . The values of C , σ and ε are relate to the actual function model and there are not fixed for different data set. So the problem of parameter selection is complicated.
The values of parameter C , σ and ε affect model complexity in a different way. The parameter C determines the trade-off between model complexity and the tolerance degree of deviations larger than ε . The parameter ε controls the width of the ε-intensive zone and can affect the number of SV in optimization problem. The kernel parameter σ determines the kernel width and relates to the input range of the training data set.
Modified differential evolution
Basic differential evolution
In 1995, R. Storn and K. Price first introduced the differential evolution algorithm. It is one of the optimization techniques and a kind of evolutionary computation technique. The method has been found to be an effective and robust in solving problems with nonlinearity, non-differentiability, multiple optima, and high dimensionality [11] . There are several variants of DE [10] . In this paper, we use the DE scheme classified using notation as DE/rand/1/bin strategy [10] . This strategy is the most often used in practice.
A set of D optimization parameters is called an individual. It is represent by a D-dimensional parameter vector. A population consists of NP parameter vectors
NP is the number of members in a population. It is not changed during the evolution process. The initial population is chosen randomly with uniform distribution in the search space.
DE has three operations: mutation, crossover and selection. The crucial idea behind DE is a scheme for generating trial vectors. Mutation and crossover are used to generate trial vectors, and selection then determines which of the vectors will survive into the next generation.
3.1.1.Mutation
For each target vector 
The r 1 , r 2 and r 3 are randomly chosen indexes and } ,..., 2 , 1 { , ,
. Note that indexes must be different from each other and from the running index i so that NP must be a least four. F is a real number to control the amplification of the difference vector ) ( . According to Storn and Price [9] , the range of F is in (0,2] . If a component of a mutant vector goes off the search space, then this component is set to bound value.
3.1.2.Crossover
The target vector is mixed with the mutated vector, using the following scheme, to yield the trial vector u. 
Time-varying crossover probability strategy
From the crossover operator equation (15) we can see that if the crossover probability constant CR is larger then the Good search strategy should keep the population diversity to emphasize the global optima exploration in the beginning searching stage, and enhance the local optima searching ability to improve the optimization precision in the later stage. Based on this idea, a timevarying crossover probability constant strategy is proposed in this paper. That is, with the increasing of iteration times the CR becomes larger accordingly from a littler value, then the Suppose t is the current iteration and T is the maximum iteration times, the time-varying crossover probability constant CR is determined as the following equation (17). 
CR
is the minimum crossover probability constant and the maximum crossover probability constant respectively.
Objective function
For SVM approximation, the objective of parameters selection is to minimize deviations between the outputs of training data and the outputs of SVM. In this paper, the mean square error (MSE) is used as the performance criterion. 
Optimization procedures of modified differential evolution
The searching procedures of the modified differential evolution (MDE) were shown as below.
Step1: Specify the number of population NP, the difference vector scale factor F, the minimum and maximum crossover probability constant min CR and max CR , and the maximum number of generations.
Initialize randomly the individuals of the population and the trial vector in the given searching space.
Step2: Calculate the fitness value of each individual in the population using the objective function given by equation (19).
Step3: Compare each individual's fitness value and get the best fitness and best individual.
Step4: Generate a mutant vector according to equation (14) for each individual.
Step5: According to equation (15), do the crossover operation and yield a trial vector.
Step6: Do the selection operation in terms of equation (16) and generate a new population.
Step7: t=t+1, return to Step2 until to the maximum number of generations. Table 1 and Fig.1 show the MSE of SVM approximation. It can be concluded that the performance of SVM is sensitive to parameters value, and for various parameters value, the performance of SVM is somewhat different.
Simulation research
SVM sensitive to parameters
Expt.1 (As Fig. 1 (a) ) (δ=3.6, =0.05) Expt.2 (As Fig.1 (b) ) (C=5, ε=0.05) Expt.3 (As Fig. 1 (c) 
SVM approximation of nonlinear function
Here the Hermite function is also considered as the test function. 100 pairs training data The performance comparison was done between the proposed approach and other two approximation approaches, the ANN approximation (RBF neural network) and the SVM (1) approximation (parameters selected as in [9] ). The SVM based on MDE is called SVM (2) . The Table 2 is the statistical results of the comparison.
The Fig. 2 to Fig.4 illustrates the test results of these three approximation approaches respectively. In the Fig. 2(a), 3(a) and 4(a) , solid line shows 40 pairs test data, whereas dotted line shows approximation outputs of these three approaches respectively. The Fig. 2(b) , 3(b) and 4(b) illustrates the actual errors of these three approaches respectively. From these simulations, it can be seen that the SVM (2) whose parameters selected based on MDE has better approximation performance than other two approximation approaches. (a) Test data and SVM (2) approximation.
(b) Test error of SVM (2) approximation Fig.4 : Simulations of SVM (2) approximation.
SVM approximation of twodimensional function
A two-dimensional nonlinear function was also used to test the approximation performance of SVM based on the MDE. The function is defined as: 
Conclusions
Good setting parameters are very crucial to SVM learning results and generalization ability. In this paper, the parameters selection of SVM is considered as a compound optimization problem, and a modified differential evolution with time-varying crossover probability constant is proposed to optimize the parameters of SVM. Various examples are simulated to demonstrate the superiority of this proposed approach. The experiment results demonstrate that the SVM based on modified differential evolution has better approximation performance than the RBF ANN and the SVM whose parameters chosen in other ways. The modified differential evolution has good global convergence ability and high optimization precision, and it can widely used in other application areas.
