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Abstract
The continuous Galerkin ﬁnite element method for linear delay-differential equation with several terms is studied. Adding some
lower terms in the remainder of orthogonal expansion in an element so that the remainder satisﬁes more orthogonal condition in the
element, and obtain a desired superclose function to ﬁnite element solution, thus the superconvergence of p-degree ﬁnite element
approximate solution on (p + 1)-order Lobatto points is derived.
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1. Introduction
Delay-differential equations (DDEs) are a large and important class of dynamical systems. There are different kinds
of delay-differential equations. They often arise in either natural or technological control problems. The investigations
recorded in most of references were concentrated on Runge–Kutta method or some multi-step methods [7,8,10]. In this
paper we will study the continuous Galerkin ﬁnite element method for a class of linear delay-differential equation
u′(t) = a(t)u(t) +
m∑
l=1
bl(t)u(t − l ), t0, (1)
u(t) = (t), t0, (2)
where the quantities l are positive constants such that 0< 1 < 2 < · · ·< m < + ∞. We assume that the coefﬁcients
a(t), bl(t) are sufﬁciently smooth complex-valued functions such that Re(a)< 0,
∑m
l=1 |bl |< − Re(a). So for the
Eqs. (1) and (2) there is a unique complex-valued solution u ∈ H 1([0,+∞)) [11].
In 1989, Aziz and Monk solved the heat equation with continuous ﬁnite element method [1]. A kind of supercon-
vergence O(h2p+2) at the node points between time intervals was shown in [1] as well as in [6]. The basics of the cG
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methods as well as some references are also given in the textbook by Eriksson et al. [5]. In 2000, Chen proposed a new
idea on superconvergence research in ﬁnite elements [3]. Later Chen put the idea into structure theory of superconver-
gence of ﬁnite elements [4]. The idea is to add some lower degree terms in the remainder of orthogonal expansion in an
element so that the remainder satisﬁes more conditions in the element, and get a desired superclose function uI to ﬁnite
element solution uh. In 2001, by use of this new idea Pan and Chen derived several new superconvergence results for
the initial value problem of ordinary differential equation [9]. Based on above search we shall study superconvergence
of continuous Galerkin ﬁnite element for the delay-differential Eqs. (1) and (2) with several terms.
For our element orthogonal analysis, we introduce Legendre’s polynomials [4] in interval E = [−1, 1]
l0 = 1, l1 = s, l2 = 12 (3s
2 − 1), l3 = 12 (5s
3 − 3s), . . . , ln = 12nn!
dn
dsn
(s2 − 1)n, . . . , (3)
where the inner product (li , lj ) = 0 if i = j , otherwise (li , lj ) = 2/(2j + 1), l(±1) = (±1)j . ln(s) has n distinct roots
(n order Gauss points) in (−1, 1). Integrating ln, we get another family of polynomials [4]
M0 = 1,M1 = s,M2 = 12 (s
2 − 1),M3 = 12 (s
3 − s), . . . ,Mn+1 = 12nn!
dn−1
dsn−1
(s2 − 1)n, . . . , (4)
whichhas the followingquasiorthogonal property: (Mi,Mj ) = 0 if i−j=0or=±2, otherwise (Mi,Mj )=0.Obviously,
Mj(±1) = 0 for j2. Mn+1(s) has n + 1 distinct roots ((n + 1) order Lobatto points: −1 = z1 <z2 < · · ·<zn+1 = 1
in E. Here and below, denote Sobolev space and its norm by Wk,p(·) and ‖u‖k,p,·, respectively. If p = 2, simply use
Hk(·) and ‖u‖k .
In this paper we shall assume that the exact solution u is sufﬁcient smooth for our purpose.
For T > m, the interval J =[0, T ] is partitioned uniformly into N elements. Let h=T/2N1 denote half step-size
of this partition and Jn = [tn−1, tn] an element where tn = 2nh. Denote element midpoint by tn−1/2 = (tn−1 + tn)/2
and this partition by
Jh = {Jn|n = 1, 2, . . . , N}.
Deﬁne p-degree ﬁnite element space to be
Sh = {v ∈ C(J ), v|Jn ∈ Pp, n = 1, 2, . . . , N, },
where Pp(Jn) denotes the space of all polynomials of degree p in Jn. Finally denote set of (n + 1)-order Lobatto
points in all elements in partitionJh by
Z0 = {tj i = tj−1/2 + hj zi, j = 1, 2, . . . , N, i = 1, 2, . . . , n + 1}.
For the sake of argument, let 0 = 0, m+1 = +∞, b0(t) = a(t), bm+1(t) = 0, then Eq. (1) can be rewritten as
u′(t) =
m+1∑
l=0
bl(t)u(t − l ), t0. (5)
For some integer , 0m,  t < +1, in terms of initial condition (2), (5) yields
u′(t) −
∑
l=0
bl(t)u(t − l ) =
m+1∑
l=+1
bl(t)(t − l ). (6)
Multiplying by v(t) ∈ L2(Jn) = {v|
∫
Jn
|v|2 dt <∞} and integrating over the element Jn, we get
∫
Jn
[
u′(t) −
∑
l=0
bl(t)u(t − l )
]
v(t) dt =
∫
Jn
⎡
⎣ m+1∑
l=+1
bl(t)(t − l )
⎤
⎦ v(t) dt, ∀v(t) ∈ L2(Jn). (7)
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On element Jn, p-degree polynomial has p + 1 parameters. The value of left endpoint is known on the element Jn
for initial value problem, so the ﬁnite element on this element has p freedom degree. Now p-degree continuous ﬁnite
element approximate solution uh ∈ Sh of (1), (2) can be expressed as uh =∑(t)uh(t) ∈ Sh satisfying
∫
Jn
[
u′h(t) −
∑
l=0
bl(t)uh(t − l )
]
(t) dt =
∫
Jn
⎡
⎣ m+1∑
l=+1
bl(t)(t − l )
⎤
⎦ (t) dt ,
∀(t) ∈ Pp−1(t), t0, (8)
uh(t) = h(t), t0, (9)
where h(t) is some polynomial approximation of (t). Choosing v(t) = (t) ∈ Pp−1(t) in Eq. (7) and subtracting
(7) from (8) gives the following orthogonal relation of error:
∫
Jn
[
e′(t) −
∑
l=0
bl(t)e(t − l )
]
(t) dt = 0, ∀(t) ∈ Pp−1(t), t0, (10)
where the error, e(t) = u(t) − uh(t), satisﬁes initial condition e(t) = (t) − h(t) for t0.
Our main result about continuous ﬁnite element for linear delay-differential equation with several terms is the
following.
Theorem. Assume that the partitionJh of the interval J = [0, T ] is uniform and let uh ∈ Sh be p-degree continuous
Galerkin ﬁnite element approximate solution of Eqs. (1) and (2). Then, at z ∈ Z0, there is superconvergence estimate
|(u − uh)(z)| = O(hp+2). (11)
2. Construction of interpolated polynomial
Take the transformation t = tn−1/2 + hs, s ∈ E = [−1, 1] in any element Jn. For brevity we shall sometimes denote
still by f (s) the f (tn−1/2 + hs). Set again l = 2hkl − hl , 0 = k0 <k1k2 · · · km, 0l < 2, where kl’s are
integers, then Eq. (10) becomes the following formula:
∫ 1
−1
[
se(tn−1/2 + hs) − h
∑
l=0
bl(s)e(tn−kl−1/2 + h(s + l ))
]
(s) ds = 0, ∀(s) ∈ Pp−1(s), (12)
where  denote differential with respect to s. When −1s1− l , tn−kl−1/2 +h(s + l ) ∈ Jn−kl . When 1− ls1,
tn−kl−1/2 + h(s + l ) ∈ Jn−kl+1. Hence Eq. (12) can been rewritten as
∫ 1
−1
se(tn−1/2 + hs)(s) − h
∑
l=0
∫ 1−l
−1
bl(s)e(tn−kl−1/2 + h(s + l ))(s) ds
− h
∑
l=0
∫ 1
1−l
bl(s)e(tn−kl−1/2 + h(s + l ))(s) ds = 0, ∀(s) ∈ Pp−1(s). (13)
For sufﬁciently smooth function u(s) = u(tn−1/2 + hs) in Jn, expanding su(s) as a Legendre series, su(s) =∑∞
j=0 dj+1(n)lj (s), dj (n) = (j − 12 )
∫ 1
−1 su(s)lj−1(s) ds, j = 1, 2, . . . and integrating it in s, we get an M-type
series [2]
u(s) =
∞∑
j=0
dj (n)Mj (s), d0(n), d1(n) = 12 (u(−1) + u(1)), d0(n), d1(n) =
1
2
(u(−1) − u(1)).
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Using integration by parts, we have dj (n) = O(hj ). By use of these coefﬁcients, we can construct the p-degree
polynomial approximation of u in element Jn,
uI =
p∑
j=0
dj (n)Mj (s) −
p∑
j=2
d∗j (n)Mj (s), (14)
where d∗j (n) are the coefﬁcients in added lower order terms to be deﬁned below, then its remainder is
R(s) = (u − uI )(tn−1/2 + hs) =
p∑
j=2
d∗j (t)Mj (s) +
∞∑
j=p+1
dj (n)Mj (s). (15)
We denote again B(u, v) and Bn(u, v) by
B(u, v) =
∫ tn
0
[
u′(t) −
∑
l=0
bl(t)u(t − l )
]
v(t) dt ,
Bn(u, v) =
∫
Jn
[
u′(t) −
∑
l=0
bl(t)u(t − l )
]
v(t) dt ,
respectively.Obviously fromEq. (10),Bn(u−uh, )=0 for (t) ∈ Pn−1(Jn) andB(u−uh, )=∑nj=1 Bj (u−uh, )=0.
Decomposing error as u − uh = u − uI + uI − uh and setting R = u − uI ,  = uh − uI gives
Bn(, ) = Bn(R, ) =
∫
Jn
[
R′(t) −
∑
l=0
bl(t)R(t − l )
]
(t) dt
=
∫ 1
−1
sR(tn−1/2 + hs)(s) − h
∑
l=0
∫ 1−l
−1
bl(s)R(tn−kl−1/2 + h(s + l ))(s) ds
− h
∑
l=0
∫ 1
1−l
bl(s)R(tn−kl−1/2 + h(s + l ))(s) ds, ∀(s) ∈ Pp−1(s). (16)
Remark. When t0, we can take uI = h, then (t) = 0 holds for t0.
By use of mathematical induction, we show the estimate of d∗j (n)
d∗j (n) = O(hp+2), j = 2, 3, . . . , p. (17)
Step 1. When  = 0, i.e, 0< tn < 1, then
Bn(R, ) =
∫ 1
−1
sR(s)(s) ds − h
∫ 1
−1
a(s)R(s)(s) ds. (18)
Substituting (15) into below formula and taking (s) =∑p−1i=0 	i li (s) as test function, then we have
Bn(R, ) =
p−1∑
i=0
	i
⎡
⎣p−1∑
j=1
Cijd
∗
j+1(n) +
∞∑
j=p
Cij dj+1(n)
⎤
⎦ , (19)
where Cij =
∫ 1
−1 li (s)(lj (s) − ha(s)Mj+1(s)) ds. In terms of sufﬁciently smooth function a, this implies
Cii = O(1), Cij = O(h|i−j |), i = j . (20)
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In order to determine coefﬁcients d∗j (n), we request that following equations:
p−1∑
j=1
Cijd
∗
j+1(n) = −
∞∑
j=p
Cij dj+1(n), i = 1, 2, . . . , p − 1 (21)
hold. This is the system of linear equations about d∗j (n).When h is sufﬁciently small, its coefﬁcient matrix is diagonally
dominant where right side terms of any equation satisﬁes
−
∞∑
j=p
Cij dj+1(n) = O(h2p+1−i ), i = 1, 2, p − 1, p2.
Noting the diagonal terms in the matrix equations are O(1), we can derive following result
d∗j (n) = O(h2p+2−j ) = O(hp+2), j = 2, 3, . . . , p. (22)
Step 2. Assume that Eq. (17) is valid for all elements Jn such that Jn = [tn−1, tn] satisﬁes 0< tn <  for 1<m.
Substituting (15) into Bn(R, ) and taking (s) =∑p−1i=0 	i li (s) as test function, then we have
Bn(R, ) =
p−1∑
i=1
	i
⎡
⎣p−1∑
j=1
Cijd
∗
j+1(n) +
∞∑
j=p
Cij dj+1(n) +
∑
l=1
p−1∑
j=1
(Cij,l1d
∗
j+1(n − kl)
+Cij,l2d∗j+1(n − kl + 1)) +
∑
l=1
∞∑
j=p
(Cij,l1dj+1(n − kl) + Cij,l2dj+1(n − kl + 1))
⎤
⎦
. (23)
In order to determine coefﬁcients d∗j (n), we request the following equations:
p−1∑
j=1
Cijd
∗
j+1(n) = −
∞∑
j=p
Cij dj+1(n) −
∑
l=1
p−1∑
j=1
[Cij,l1d∗j+1(n − kl) + Cij,l2d∗j+1(n − kl + 1)]
+
∑
l=1
∞∑
j=p
[Cij,l1dj+1(n − kl) + Cij,l2dj+1(n − kl + 1)],
i = 1, 2, . . . , p − 1 (24)
hold. Combining now d∗j (n − kl) = O(hp+2), d∗j (n − kl + 1) = O(hp+2), l with
Cij,l1 = h
∫ 1−l
−1
b1Mj+1(s)li(s) ds = O(h), (25)
Cij,l1 = h
∫ 1
1−l
b1Mj+1(s)li(s) ds = O(h), (26)
gives that the right side of every equation is equal to O(hp+2). The coefﬁcientsCij still satisfy Eq. (20) and the diagonal
terms in the matrix equations are still O(1). So Eq. (17) is valid for all elements Jn which satisfy 0 tn < +1.
Together with steps 1–2 and in terms of mathematical induction, we prove that the coefﬁcients d∗j (n) satisfy Eq. (17)
for all elements Jn of tnT . This implies the following lemma.
Lemma. For any elementJn, n=1, 2, . . . , N , letd∗j (n)be the coefﬁcients of the added lower termsp-degree polynomial
approximation uI of u, deﬁned by (21) and (24). Assume that a, bl, l = 1, 2, . . . , N are sufﬁciently smooth. Then we
have
d∗j (n) = O(hp+2), j = 2, 3, . . . , p. (27)
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3. Proof of Theorem
In view of the above argument of Lemma in Section 2, Bn(R, ) may be written as
Bn(R, ) = 	0
⎡
⎣
⎡
⎣p−1∑
j=1
C0j d
∗
j+1(n) +
∞∑
j=p
C0j dj+1(n)
⎤
⎦
+
⎡
⎣ ∑
l=1
p−1∑
j=1
(C0j,lqd
∗
j+1(n − kl) + C0j,l2d∗j+1(n − kl + 1)
⎤
⎦
+
⎡
⎣ ∑
l=1
∞∑
j=p
(C0j,l1dj+1(n − kl) + C0j,l2dj+1(n − kl + 1))
⎤
⎦
⎤
⎦= 	0(I1 + I2 + I3). (28)
Application of Lemma yields I1 = O(hp+3), I2 = O(hp+3). From dj+1(n − kl + 1) = dj+1(n − kl) + O(hj+2),
C0j,l1 + C0j,l2 = h
∫ 1
−1 bMj+1 ds = O(hj+2) and C0j,l2 = O(h), we can easily obtain
C0j,l1dj+1(n − kl) + C0j,l2dj+1(n − kl + 1) = (C0j,l1 + C0j,l2)dj+1(n − kl) + O(hj+2)C0j,l2
= O(h2j+1) + O(hj+3),
which gives I3 = O(hp+3). Together estimates of I1, I2 and I3 imply
|Bn(R, )|Chp+3|	0|Chp+3
(∫ 1
−1
2 ds
)1/2
Chp+2
(∫
Jn
2 dt
)1/2
. (29)
Summing from 1 to n, we have
|B(, )| = |B(R, )|Chp+2
(∫ tn
0
2 dt
)1/2
.
Choosing now  = ′ ∈ Pp−1 and usingYoung inequality we get∫ tn
0
′2(t) dt
∫ tn
0
|a(t)′(t) dt +
m∑
l=1
∫ tn
0
|bl(t − l )′(t)| dt + Chp+2
(∫ tn
0
′2(t) dt
)1/2

∫ tn
0
′2(t) dt + C0()
∫ tn
0
2(t) dt +
m∑
l=1
Cl()
∫ tn
0
2(t − l ) dt + Ch2p+4. (30)
Since ∫ tn
0
2(t − l ) dt =
∫ tn−l
−l
2(t) dt =
∫ tn−l
0
2(t) dt
∫ tn
0
2(t) dt ,
we have∫ tn
0
′2(t) dt
∫ tn
0
′2(t) dt + C
∫ tn
0
2(t) dt + Ch2p+4. (31)
Taking  = 12 , omit the ﬁrst term on the right side, hence we obtain∫ tn
0
′2(t) dtC
∫ tn
0
2(t) dt + Ch2p+4.
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In terms of (0) = 0 and t tn, we have
(t) =
∫ t
0
′(
) d
T 1/2
(∫ t
0
′2(
) d

)1/2
T 1/2
(∫ tn
0
′2(
) d

)1/2
,
i.e. ∫ tn
0
′2(t) dt + |(t)|2C
∫ tn
0
2(t) dt + Ch2p+4. (32)
Application of discrete Gronwall inequality yields
‖′(t)‖ + |(t)|Chp+2. (33)
Finally, we decompose the error as u− uh = u− uI + uI − uh =R −  in Jn. Together Eq. (15) and Lemma imply
u − uh = dp+1(n)Mp+1(s) + O(hp+2),
taking s = sj as the roots Mp+1(s), i.e. (p + 1)-order Lobatto points, gives
(u − uh)(tn−1/2 + hsj )| = O(hp+2),
which completes the proof of Theorem.
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