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Abstract 
The traditional systems engineering (SE) methodologies for integration, verification, validation, test and evaluation (IVVT&E) 
throughout the lifecycle are focused on expected outcomes (behavior, capabilities), which may not necessarily apply for system 
of systems (SoS), where some emergent behavior and knowledge may be needed in untested scenarios (unknown environments).  
Next-generation SoS consisting of partially or fully decentralized systems are incorporating advances in computing, sensing, and 
communications operations to address uncertainty and emergence in SoS. Thus, current standardized and formalized IVVT&E 
methodologies will need to be modified, adapted, or an evolutionary IVVT&E framework for SoS is required to test and evaluate 
integrated SoS capabilities in unknown scenarios. This paper discusses several potential strategies and explores possible 
methodologies that may be applied to develop a SoS IVVT&E framework, as applied to an unmanned aerial system (UAS), 
based on existing architectural frameworks such as Department of Defense Architecture Framework (DoDAF). 
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1. Introduction 
 
Present-day systems are focused on performance measured through system level tests as it relates to its design 
specification and are limited by their ability to: (1) sense the surrounding operating environment, (2) predict future 
events, and (3) dynamically manage unexpected system behavior [Selberg and Austin, 2008]. The transition towards 
modern network-centric system of systems (SoS), made up of partially or fully decentralized constituent systems, 
has been made possible by advances in computing, sensing, communications technologies and processes.   
There are currently many research efforts on SoS engineering which focus on methodologies for the design, 
development, and deployment of SoS [Jamshidi, 2005; Sage and Cuppan, 2001; Luzeaux and Ruault, 2010]. The 
main purpose of this paper is to propose an Integration, Verification, Validation, Test and Evaluation (IVVT&E) 
framework for SoS. 
 
SoS Background and Challenges 
Most researchers agree that the SoS engineering approaches need to be different from the traditional systems 
engineering (SE) methodologies to account for the lack of holistic system analysis, design, verification, validation, 
test, and evaluation [Jamshidi, 2009; Brooks and Sage, 2006; and Luzeaux and Ruault, 2010]. According to 
Jamshidi (2005), the SoS exists when most of the following main attributes are present: (1) operational and 
managerial independence, (2) geographic distribution, (3) emergent behavior, and (4) evolutionary development.  
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Typically, as the number of systems, interconnections, and interface protocols grows over time, the system  
complexity increases and the resulting SoS becomes difficult to maintain.  Additionally, during the evolution, while 
each of the constituent systems may formally go through the development process and required documentation, the 
overall SoS analysis, development and corresponding requirements are generally not accounted for SoS evolution 
[Selberg and Austin, 2008].   
In the current IVVT&E phases, constituent system-level regression testing needs to be expanded to the SoS 
level to ensure that SoS is not affected by the constituent system upgrades or changes. Integration may happen 
asynchronously in constituent systems but networked facilities for integration are now commonly utilized for SoS 
IVVT&E activities [ODUSD, 2008]. Current research concentrates on methodologies for the SoS capabilities 
IVVT&E after the constituent systems are upgraded and delivered to integrate with the overall SoS.  
The validation process within the SoS capabilities is necessary to assess if new proposed SoS capabilities and/or 
implemented changes to the constituent systems meet the required SoS objectives
and evaluation (T&E) plans should align with and leverage the overall SoS IVVT&E plans. The scalability of the 
testing methodologies for the SoS is a major concern, in particular when large numbers of systems are involved and 
IVVT&E may be too costly or time-consuming to implement within a limited period of time. Macias (2008) 
acknowledged that T&E must be prepared to handle both certain and uncertain test requirements and would require 
new tools and methods to address SoS in action-based environments for uncertain operating scenarios.   
The proposed methodologies presented in this paper are an extension of SE principles to SoS and may help 
address some of the challenges mentioned above. This paper attempts to address these challenges, by utilizing a 
methodology that links different existing SE methodologies to jointly address the SoS IVVT&E challenges. The 
linked methodologies are: the Department of Defense Architecture Framework (DoDAF) to identify all relevant SoS 
entities and their interfaces [Dam, 2006], utilizing Design Structure Matrix (DSM) to optimize the information flows 
among the constituent systems [Eppinger and Browning, 2012] by clustering and sequencing of SoS processes. 
Graph theory will provide a graphic representation of the minimum links to test without affecting the SoS 
capabilities [Zapata et al., 2013]; and combinatorial testing strategies will be utilized for optimizing testing and 
evaluation of the SoS.  These strategies are applied to an UAS within an IVVT&E framework. 
 
2. Proposed Methodology for an IVVT&E Framework for SoS  
 
The conjunction of the known methodologies described above will help understand and map all logical and 
physical interfaces among the constituent systems, as well as the information flows required to perform a particular 
activity.  Interfaces will be scattered for different capabilities and the main idea is to identify the information flow in 
order to determine the minimum set of tests required to ensure that said capability operates as intended.  Figure 1 
illustrates the proposed framework that encompasses these methodologies to address IVVT&E challenges for SoS.   
Once all interfaces within the SoS are identified, DSM could then be utilized to optimize the information flows 
among the constituent systems and the sequences required for a particular verification and validation of the SoS 
capability.  Once the interfaces are optimized, graph theory could be utilized to understand the path needed to follow 
among the constituent systems for a particular test. The optimized clusters from the DSM and the minimum testing 
paths from graph theory are then utilized for the selection of combinatorial testing strategies required to verify and 
validate the SoS capabilities and the development of an executable model.  Finally, a decision has to be taken in 
order to determine if new behavior is acceptable or not. If the SoS continues to fulfil mission goals, the new 
behavior is allowed. However if the SoS does not align with the mission, the new behavior is not acceptable and 
changes have to be introduced, triggering new iterations in SoS requirements and architecture.     
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Figure 1. Proposed Methodology for IVVT&E Framework  
 
The next sections describe the various components of the proposed IVVT&E framework in more detail. 
 
2.1. Systems of Systems (SoS) 
2.1.1.  Architectural Frameworks 
The evolutionary IVVT&E framework for SoS would require adapting current framework to enable early 
identification of possible evolution and knowledge emergence during system design, to allow space for 
improvement on the requirements to respond to evolution and test for uncertainty.  Formal IVVT&E models benefit 
system design in two ways: (1) Concepts and algorithms can facilitate the communication of ideas in a methodical 
way, and (2) Formal methodologies allow system developers to analyze properties of a design by building design 
logic into requirements and using formal models for synthesis of architecture-level representations [Selberg and 
Austin, 2008].   
Department of Defense Architecture Framework (DoDAF) 
DoDAF is an architecture framework based on well-understood requirements, ensuring that all requirements are 
taken into consideration, and making the requirements traceable.  This implies that all system variables are well 
known and with the expected system behavior.  However, modern SoS may generate new knowledge or behave in 
unexpected ways (knowledge emergence, behavior emergence) that renders the SoS unpredictable for untested 
scenarios and thus, there is a need for IVVT&E methodologies hat deals with knowledge and behavior emergence. 
 
2.1.2.  Enablers, Controllers, and Inputs/Outputs 
To optimize the testing strategy for a SoS, it is necessary to identify all possible relationships among constituent 
systems. Enablers allow the realization of required SoS processes. Controllers assist in the appropriate process 
identification to ensure that all required processes perform their capabilities. Inputs/outputs monitoring keep track of 
the SoS capability and helps in understanding the system  behavior, both in the constituent system and the SoS as a 
whole.  
2.1.3.  SoS Interfaces 
Standard Interfaces 
Architecting the SoS around a set of standards will enable constituent systems to be replaced with minimal re-
architecting of system interfaces [Luzeaux and Ruault, 2010]. For this purpose, it is important to select standards 
that are broadly used rather using proprietary protocols and/or procedures for each constituent system. The inclusion 
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of standard interfaces in the architecture may help analyze the inclusion of new capabilities and functionalities 
among constituent systems within the entire SoS.  The architecture also needs to accommodate the need for 
improvements or upgrades of interfaces among constituent systems over time; in addition, since constituent systems 
are usually operated independently upgrades to Operations, Administration and Maintenance Procedures (OA&MP) 
are required to maintain Harmonization [Pineda 2010]. 
SoS Interface Layers 
To complement the standard interfaces and overcome its limitations, architecture frameworks that enable 
constituent systems to work with heterogeneous standards and interfaces need to be analyzed to improve the ability 
or tolerance of the SoS to work, in the presence of non-ideal operating conditions, as long as the overall SoS 
outcome is not compromised [Selberg and Austin, 2008].  The presence of interface layers in the architectural 
framework greatly assists in facilitating the integration of newly evolved systems or modeling the effects of 
knowledge emergence and operational uncertainties within existing SoS.  Any SoS can be decomposed into 
architectural layers and can assist in identifying the different interface layers required for facilitating the test and 
evaluation of SoS.   
 
2.2. Design Structure Matrix (DSM) 
As part of the evolutionary architectural IVVT&E framework, a system-modeling tool, known as the Design 
Structure Matrix is proposed.  In this paper, the DSM is applied to an UAS to obtain a graphical representation of 
and compact manner that is 
intuitively easy to understand [Eppinger and Browning, 2012].  The DSM has various data types that can be 
represented in the product, people organization, processes, and low-level processes in order to manage the SoS with 
proper harmonization and formalized IVVT&E standardization across all levels and entities, as well as allows for 
adaptive testing processes.   
In traditional IVVT&E, design activities are completed first, and the IVVT&E activities are usually performed at 
the end of the SoS lifecycle leading to major delays in the feedback received where the magnitude of delayed 
IVVT&E activities can cause the entire process to be repeated from the beginning to evaluate the imperfect design.  
The DSM implementation re-organizes iteration loops based on sequencing and clustering of the processes.  This 
improved method shows the impact of the reduced time for IVVT&E activities with early detection of design 
failures [Levardy and Browning, 2005].   
 
2.3. Network Graphs 
Graph theory allows the pictorial representation of the minimum links necessary to test the SoS. Constituent 
systems are represented as nodes and the links depict the communication element between the constituent systems. 
In graph theory, links (which connects nodes) have arrows that indicate the direction of the testing path and should 
not overlap another link. The areas surrounded by a collection of nodes and links are called regions [Zapata et al., 
2013], as shown in figure 2. This methodology will provide the optimized testing path through a determined region. 
 
Figure 2. Graph Theory Description 
 
2.4.  Testing Strategies 
Uncertainty is ubiquitous in all the stages of the SoS development and life cycle if any emergence is allowed in 
known scenarios and/or if the SoS is operating in unknown scenarios. But, design and development in 
uncertain/unknown/unexpected operational environments present tremendous challenges since information about 
uncertainty will never be complete or accurate. Addressing these challenges requires an efficient testing strategy, 
where once the formal model has been developed, an optimal set of combinatorial test scenarios is designed for the 
formal model to be evaluated [Zapata et al., 2013]. The uncertainty considered in this proposed testing strategy 
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limits our ability to state if a design is compliant; when a design works for all possible values: certain and uncertain 
(generated by combination) in the requirements specification.   
The constituent systems may be represented virtually with simulation, through a live data feed, or using 
combination of live and simulated data. Analysis of the critical failure modes helps to address non-determinism by 
establishing bounds on performance and quality of service. Test optimization and design of experiments helps 
reduce complexity by tailoring test strategies to focus on critical elements (e.g., key performance indicators-KPI, 
electromagnetic interference-EMI, failure modes, etc.). The testing techniques described in the next sections are 
intended to improve test efficiency by detecting potential design concerns and by maximizing the amount of 
validation that can be gain from a given test.  
 
Combinatorial/Pair-wise Testing 
Pair-wise testing is a combinatorial technique that has an exponential nature for building test suites. The National 
Institute for Standards and Technology (NIST) analysed experiment trends data [Kuhn et al., 2010] and found that if 
the system is tested without considering the interaction of values between variables about 30% to 70% of all the 
errors were identified; 70% to 97% if the interaction between two variables were considered, 90% to 99% if the 
interaction between three variables were considered, and 100% of all the errors by considering the interaction 
between six variables or more. There are mainly two stages for pair-wise testing: preparation and generation.  In the 
preparation stage the testing tool generates the set of all possible interactions between variables into a symmetric 
matrix called coverage matrix. The coverage matrix helps the testing tool to keep track of the pair interactions 
already covered in the test suite generation stage.  For example, Table 1 is a result from three variables with three 
values each A={1,2,3}, B={4,5,6}, C={7,8,9}.   
 
Table 1.  Pair-wise Testing 
 1 2 3 4 5 6 7 8 9 
1 0 0 0 1 1 1 1 1 1 
2  0 0 1 1 1 1 1 1 
3   0 1 1 1 1 1 1 
4    0 0 0 1 1 1 
5     0 0 1 1 1 
6      0 1 1 1 
7       0 0 0 
8        0 0 
9         0 
Since the matrix is symmetric, the lower half is discarded. The diagonal represents the interaction of a given 
value with itself so this is not considered a pair.  Additionally, interactions of values that are in the same variable are 
not considered a pair so they are marked as 0.  In this example, the total number of possible unique pairs would be 
27. In the second stage, generation, the testing tool creates a test suite that covers all possible pairs described in the 
coverage matrix. There are several algorithmic strategies: greedy, genetic, and statistical algorithms being the main 
ones. A possible test suite for this example based on a greedy approach would be the following set of ten executions: 
{1,4,7}, {2,5,7}, {3,6,7}, {2,4,8}, {1,5,8}, {1,6,8}, {3,4,9}, {1,5,9}, {2,6,9}, {3,5,8}. 
This test suite evaluates 30 pairs in a problem that only has 27, so there are some repetitions: (1,5), (1,8), and 
(5,8). The smallest test suite that covers all possible variable interactions is called a minimum test suite. The process 
of generating a minimum test suite is an optimization problem of high computational complexity. 
 
2.5. Executable Model 
Once the testing path is provided and the testing methodologies are applied, an executable model is obtained. The 
model has to be validated and verified to ensure that it is aligned with the SoS mission. If the model converges 
toward the SoS mission then, the new testing strategy can be implemented for testing the SoS. Otherwise, the model 
must return to the system architecture level and start a new iteration. 
 
3. Proposed IVVT&E Framework applied to UAS 
 
In this section, the proposed methodologies described above as part of the IVVT&E framework to analyse the 
communication platform for Unmanned Aerial System (UAS). The Department of Defense is addressing the 
national security threats with the use of an UAS. The UAS is mission-oriented and operates in unexpected scenarios. 
Unlike traditional systems (what is tested), the UAS is considered as a complex system (what MUST be tested) 
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because it functions in unpredictable and non-deterministic environments [Macias, 2008]. As UAS technology 
advances rapidly and UAS becomes more intelligent, there is a need to improve the IVVT&E activities by using an 
evolutionary methodology that addresses all possible scenarios and concept of operations.  
 
3.1. Architectural View of an UAS 
Figure 3 illustrates how a DoDAF OV-1 High Level Operational Concept can be applied to an UAS 
communication platform. It describes the interaction between the constituent system realized SoS capabilities. For 
example, an UAS communication platform is a result of the integration of Reconfiguration Mission  Payload, Flight 
Computer, Digital Camera, Other Sensors, Secure Communication and Flight Control Station, as seen in Figure 3. 
OV-1 depicts the communications among these constituent systems and what activities are involved in order to 
optimize the IVVT&E strategy. For instance, in order for the UAS to carry out surveillance mission; Sensors and 
Digital Camera acquired data that is transmitted to the Flight Computer. The Flight Computer transmits this data to 
the Flight Control Station using Secure Communication protocols. The Flight Control Station utilizes this data to 
send mission critical information to the Reconfiguration Mission and Payload system, which realigns the UAS 
operations via the flight computer.   
 
Figure 3. UAS High Level Concept of Operations 
3.2. Interfaces 
Interface layers enable the development of runtime environments where new SoS capabilities (with architectures 
that account for uncertainties and evolution) can be analyzed in parallel to an operating constituent legacy system 
(see Figure 4).    
 
Figure 4. SoS Interface Layers [adapted from Selberg and Austin, 2008] 
 
The constituent system (usually a legacy system) outputs can be relayed by the interface layer to the new system 
allowing the developers to analyze the effects of emergent SoS behavior during the testing phase. The interface layer 
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provides a single control point for switching operational authority between the legacy and new systems. Thus, the 
interface layer assists in quickly reverting back to the legacy system if unexpected behaviors are found. 
 
3.3. Design Structure Matrix (DSM): 
Maintaining reliable communication is of utmost importance in the UAS operations. In this case study, the DSM 
model is used to identify the communication platform data flow as applied to the main components of an UAS 
communication platform (as shown in Figure 3). Figure 5(a) illustrates the data flow among the different 
components of an UAS communication platform in the DSM model before sequencing (using a path search 
variable in the row depends on the variable in the column. For instance, the flight computer (Row 4 from Figure 
5(a)) depends on the data received from the digital computer, sensors, and the mission and payload system. Figure 
4b shows the DSM model after sequencing and clustering with an optimized outlook, which reveals the possible 
improvements to increase performance and reduce time. The enclosed red box in Figure 5(b) illustrates one cluster 
where optimized testing needs to be performed first. The three components: digital camera, sensors and flight 
computer are vital to send/receive data as initial point-of-contacts before being transmitted to the other 
communication systems. Therefore, the testing and evaluation of these components are prioritized and optimized to 
take precedence prior to testing the other systems.  
 
                 
(a)                                                                                              (b) 
Figure 5. UAS Communication Platform DSM Model (a) prior to sequencing, and (b) after sequencing 
 
3.4. Combinatorial Testing Strategies for UAS 
Every node and its interactions are mapped into a set of variables and value interactions from the DSM 
optimized model (see Table 2). For instance, Node 1: {a} a = etween 
nodes 1 and 4.  Similarly, Node 2: {b} b = (2,1); Node 3: {c} c = (3,2); Node 4: {d,e,f} d=(4,3), e=(4,5), f=(4,6); 
Node 5: {g,h} g=(5,4), h=(5,6); Node 6: {i} i=(6,5) 
 
Table 2.  Pair-wise Coverage Matrix from the DSM Optimized Model 
 a b c d e f g h i 
a 0 1 1 1 1 1 1 1 1 
b  0 1 1 1 1 1 1 1 
c   0 1 1 1 1 1 1 
d    0 0 0 1 1 1 
e     0 0 1 1 1 
f      0 1 1 1 
g       0 0 1 
h        0 1 
i         0 
Then the complete list of possible interactions is used {a,b,c,d,e,f,g,h,i} to study the whole set of possible 
combinations that need to be covered for the testing. To achieve this, a coverage matrix that describes which 
interactions have the possibility of forming a combination is built.  
This coverage matrix shows 32 possible pair interactions.  Once the coverage matrix has been developed, a very 
optimal test suite can be built using known combinatorial algorithms. The following test suite was computed using 
The Automatic Efficient Test Generator (AETG) [Cohen, 1997] (Numbers below refer to the interaction number 
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from the DSM matrix): Test 1: {a,b,c,d,g,i}; Test 2: {a,b,c,d,h,i}; Test 3: {a,b,c,e,g,i}; Test 4: {a,b,c,e,h,i}; Test 5: 
{a,b,c,f,g,i}; Test 6: {a,b,c,f,h,i}.   
For example, the execution of Test 1 would require the following tests as defined previously in the DSM model 
and the mapping between nodes and letters. 
 
a = test the interaction between nodes (1, 4) 
b = test the interaction between nodes (2, 1) 
c = test the interaction between nodes (3, 2) 
d = test the interaction between nodes (4, 3) 
g = test the interaction between nodes (5, 4) 
i =  test the interaction between nodes (6, 5) 
Where:  Node 1 is the communication system. 
Node 2 is the flight control station. 
Node 3 is the mission and payload system. 
Node 4 is the flight computer. 
Node 5 is the digital camera. 
Node 6 are the sensors. 
 
4. Conclusions 
 
Current IVVT&E methodologies focus on the constituent-system levels rather than the testing strategies at the 
SoS level.  This paper proposes an IVVT&E framework for a SoS and utilizes the communications platform of an 
UAS as an example.  The proposed framework allows the early identification of possible systems evolution and 
knowledge emergence during the system design phase.  In addition, the proposed IVVT&E framework is the result 
of the conjunction of several well-known methodologies, such as DSM, graph theory, and combinatorial/pair-wise 
testing, which are systematically integrated with a proposed methodology to optimize the IVVT&E activities of a 
SoS.  Future work will involve developing and applying the framework towards a comprehensive UAS operation, 
along with an executable model that should be verified and validated to meet the SoS mission requirements. 
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