We study the distribution regression problem: regressing to a real-valued response from a probability distribution. Due to the inherent twostage sampled difficulty of this important machine learning problem-in practise we only have samples from sampled distributions-very little is known about its theoretical properties. In this paper, we propose an algorithmically simple approach to tackle the distribution regression problem: embed the distributions to a reproducing kernel Hilbert space, and learn a ridge regressor from the embeddings to the outputs. Our main contribution is to prove that this technique is consistent in the two-stage sampled setting under fairly mild conditions (for probability distributions on locally compact Polish spaces on which kernels have been defined). The method gives state-of-the-art results on (i) supervised entropy learning and (ii) the prediction problem of aerosol optical depth based on satellite images.
Introduction
In multiple instance learning (MIL, Dietterich et al. (1997) ; Ray & Page (2001) ; Dooly et al. (2002) ) one is given a set of labelled bags, and the task of the learner is to find the mapping from the bags to the labels. Many important examples fit into the MIL framework: for example, different † The ordering of the second through fourth authors is alphabetical.
configurations of a given molecule can be handled as a bag of shapes, images can be considered as a set of patches, a video can be seen as a collection of images, or a document might be described as a bag of words. The difficulty of the MIL problem lies in capturing the variability of the instances within each bag.
One widely used and successful direction for capturing this variability is the prime instance assumption, where the label of a bag is determined by one or a small number of instances. Oftentimes, this is a fairly reasonable hypothesis: for example, in drug binding prediction only one or a small number of low-energy conformations of a molecule can bind to the target enzyme or cell-surface receptor. The prime instance assumption has been successfully applied in drug activity and binding prediction, document and image classification, stock market forecasting, and bankruptcy prediction. For a recent review on the area, see (Wang et al., 2012; Amores, 2013 ).
An alternative way of tackling variability is holistism: points in a given bag are assumed to follow the same behaviour, for example, they are i.i.d. (independent, identically distributed) samples from a distribution. This idea is introduced via the concept of set kernels (Gärtner et al., 2002) , where the similarity of two sets is measured by the average pairwise point similarities between the sets.
The notion of set kernels may be generalized to that of kernels between distributions, if we consider the case where the number of samples may increase and take the population limit (Gretton et al., 2012, Section 7.3) . Embeddings of distributions to RKHS (reproducing kernel Hilbert space) are well established in the statistics literature (Berlinet & Thomas-Agnan, 2004) . These have been widely applied in a range of areas, including hypothesis testing (Gretton et al., 2012) , Bayesian inference (Song et al., 2013) , and classification (Muandet et al., 2012) . Alternative approaches to learning on distributions may be via estimates of Rényi divergences, or by density estimation (Póczos et al., 2011; , which have been applied in classification, regression, manifold learning, and low-dimensional embedding. We focus on the regression problem, where the input is a probability distribution, and the output is a scalar derived from the distribution: this could be for instance a statistic such as skewness or entropy, or a hyperparameter of the distribution.
The formal definition of the problem is as follows. A regression problem with sample z = {(x i , y i )} l i=1 is considered, where y i ∈ R and each x i is a probability distribution i.i.d. sampled from a meta distribution M. Here we assume that y i = g(x i ) + γ i (i = 1, . . . , l) for some functional g, where γ i is a noise variable with mean 0. We do not observe x i directly; rather we observe a sample x i,1 , . . . , x i,Ni
. Our goal is to predict a new y l+1 from a new batch of samples x l+1,1 , . . . , x l+1,N l+1 drawn from a new distribution x l+1 . A significant source of difficulty in the analysis of these distribution problems is the presence of two-stage sampling: we only have samples ({x i,n } Ni n=1 ) from sampled distributions (x i ). Thus convergence rates will be a function not only of the number of distributions observed, but also the number of samples per distribution.
The regression algorithm we study is computationally very simple: we embed each empirical input distribution to a reproducing kernel Hilbert space (Gretton et al., 2012) , where the inner product between the distributions takes the form of the set kernel (Gärtner et al., 2002) . We then perform ridge regression to obtain the outputs. Our main contribution is an analysis of the consistency of this algorithm. This analysis builds on Caponnetto & De Vito (2007) 's results, where we account for the fact that our training samples are distributions, which are themselves represented by finite sets of samples. In particular, we show that the excess error converges to zero even when N = N i is polynomially smaller than l (see Consequence 2 of Theorem 1).
To the best of our knowledge, few papers have investigated the consistency of regression on distributions. Póczos et al. (2013) study the problem where the response variable is a scalar, and the covariates are nonparametric continuous distributions on R d . The exact forms of these distributions are unknown; they are available only through finite sample sets. Oliva et al. (2013) examines a slightly more general question when the response variables are also sample sets from unknown distributions.
Since the sampled distributions are known only through finite samples, Póczos et al. (2013) ; Oliva et al. (2013) estimated these distributions through a kernel density estimator (assuming these distributions to have a density) and then constructed a kernel regressor that acts on these kernel density estimates.
1 Using the classical bias-variance decomposition analysis for kernel regressors, they show the consistency of the constructed kernel regressor, and provide a polynomial upper bound on the rates, assuming the true regressor to be Hölder continuous, and the meta distribution M that generates the covariates x i to have finite doubling dimension (Kpotufe, 2011) . Due to the differences in the assumptions made and the loss function used, a direct comparison of our theoretical result and theirs remains an open question, however we make two observations: First, our approach is more general, since we may regress from any probability measure defined on a locally compact Polish space. Póczos et al.'s work is restricted to compact domains of finite dimensional Euclidean spaces, and requires the distributions to admit probability densities; distributions on strings, graphs, and other structured objects are disallowed. Second, density estimates in high dimensional spaces suffer from slow convergence rates (Wasserman, 2006 , Section 6.5). Our approach avoids this problem, as it works directly on distribution embeddings, and does not make use of density estimation as an intermediate step.
While the regression algorithm we study is remarkably simple (and indeed long-standing, in light of Gärtner et al., 2002) , it performs very well in experimental evaluation, when compared with recently published alternatives. We show that state-of-the-art results can be achieved in (i) supervised entropy learning, in comparison with ; and (ii) the prediction problem of aerosol optical depth based on satellite images, in comparison with a recently published algorihtm designed for the task (Wang et al., 2012) .
The paper is structured as follows: In Section 2, we formally introduce the distribution regression problem, and present our kernel regression estimator based on the RKHS embedding of probability measures. We present the consistency and rate of convergence of the proposed estimator in Section 4, based on certain mild assumptions on the kernel, which we detail in Section 3. Section 5 is devoted to the experimental benchmarks.
The Distribution Regression Problem
In this section, we define the distribution regression problem. In Section 2.1 some notations are introduced; the formal objective function is detailed in Section 2.2. 1 We would like to clarify that the kernels used in their work are classical smoothing kernels (extensively studied in nonparametric statistics, Györfi et al. (2002) ) and have nothing to do with the reproducing kernels that appear throughout our paper.
Notations
Let us assume that we are given an (X, τ ) topological space, the domain of the distributions, and let B(X) = B(τ ) denote the Borel sets of X. Let k : X × X → R be a kernel on X. M + 1 (X) is the set of Borel probability measures on the measurable space (X, B(X)). The RKHS of X → R functions uniquely determined by kernel k is H = H(k). Denote by
the set of mean embeddings of the distributions,
to the space H, and let Y = R.
In the distribution regression problem:
with
Our goal is to learn the relation between the random distribution x and scalar response y based on the observedẑ. For notational simplicity, we will assume that N = N i (∀i).
Objective Function
We express the intuition of distribution regression to an objective function. The function to describe the (x, y) random relation is constructed as a composition
In other words, the distribution x ∈ M + 1 (X) is first mapped to X ⊆ H by the mean embedding µ, and the result is composed with f , an element of the RKHS
Let f H be the optimal function from H in expected risk sense (E), i.e.,
where Z = X × Y is the product space, and ρ is the corresponding distribution on Z. The classical regularization approach is to optimize
instead of (1), based on samples z. Since z is not accessible, we consider the objective function defined by the observable quantityẑ,
. It is important to note that • the algorithm has access to the sample points only via their mean embeddings
• there is a two-stage sampling difficulty to tackle: The transition from f H to f λ z represents the fact that we have only l distribution samples (z); the transition from f λ z to f λ z means that the x i distributions can be accessed only via samples (ẑ).
Our objective function, (3) is a ridge regression cost. Algorithmically, ridge regression is quite simple (Cucker & Smale, 2002) : given training samplesẑ, the prediction for a new t test distribution is
. . .
In our paper, our goal is to study the excess error E f
e., the goodness compared to the best possible estimation from H, and to describe its behaviour as a function of the (l, N, λ) triplet.
Assumptions
In this section we detail our assumptions on the (X, k, X, Y, x, y, H) septet. Our analysis will rely on existing ridge regression results (Caponnetto & De Vito, 2007) which focus on the problem (2), where only a single-stage sampling is present; hence we have to verify the associated conditions. It is not immediately clear if these conditions are met, since they have to hold for the mean embeddings of the distributions (X = µ M + 1 (X) ). Our assumptions on the (X, k) pair are as follows:
• Domain X: locally compact, Polish (LCP; Polish:
separable, metrizable and complete) space.
• Kernel k: c 0 -universal (Sriperumbudur et al., 2011) .
In other words,
, where C 0 (X) denotes the set of X → R continuous functions, which vanish at infinity, i.e., for g ∈ C 0 (X), ∀ǫ > 0 the set {u ∈ X : |g(u)| ≥ ǫ} is compact.
The assumptions below on the (X, Y, x, y, H) quintet follow Caponnetto & De Vito (2007) 's requirements:
• X: Polish space.
• Y : separable Hilbert space.
• H:
where ρ(µ x , y) = ρ(y|µ x )ρ X (µ x ) is factorized into conditional and marginal distributions.
Our additional assumption on K:
• K: Hölder continuous canonical feature map on the mean embeddings 2 , i.e., L > 0, h ∈ (0, 1] such that
Notes on the assumptions:
The Polishness of X guarantees that M + 1 (X) with the weak* topology is Polish (Steinwart & Christmann, 2008) . Since X is LCP, and k is c 0 -universal, the mean embedding induced topology coincides (Sriperumbudur, 2013) with the weak* topology on M + 1 (X). Thus, X with the
• Y : R is a separable Hilbert space.
• H: H = H(K) is an RKHS by definition. X is Polish (as we have seen), specially it is separable. The separability of X and the continuity of K implies the separability of H (Steinwart & Christmann, 2008 ).
• Hölder continuity: in case of a linear K kernel
using the bilinearity of ·, · H and
we get that
Thus, Hölder continuity holds with L = 1, h = 1.
• For a linear K kernel, by the representation property of the mean embedding
and the CBS (Cauchy-Bunyakovsky-Schwarz) inequality, one can choose B K := B k in (4) (see the appendix).
• (µ x , y) / (iii): This is a condition on the noise of output y and is satisfied, e.g., if the noise is bounded.
Consistency Analysis, Convergence Rate
In this section, we derive a high probability upper bound on the excess error E f
, where f λ z is defined according to Eq. (3). In Eq. (3) the empirical mean embedding is
At a high level, our convergence analysis takes the following form: Having explicit expressions for f
1. Three of these terms will be identical to Caponnetto & De Vito (2007) 's terms, hence their bounds can be applied. 2. The two new terms, the result of two-stage sampling, will be upper bounded by making use of the convergence of the empirical mean embeddings.
These estimations will lead to the results:
For special ρ families, such as the P(b, c) class (as defined by Caponnetto & De Vito (2007) in Definition 1, or the appendix) the behaviour of A(λ), B(λ), N(λ) is known; this leads to the following consequences of Theorem 1:
By choosing λ appropriately as a function of l and N , the excess error E[f 
. 2,b) . In other words, N can be polynomially smaller than l, yet the excess error converges to zero. Even more specially, if
Specifically, if for example
In the consequences, we assume the conditions of Theorem 1. Proof. (Consequence 2, main idea; for further details, see the appendix) The third and fourth terms can be discarded in Consequence 1; they do not contribute in order. By making the first two terms equal, the value of λ is chosen as
. Plugging this expression back to the error bound we get the results.
Below we elaborate on the sketched high-level idea and prove Theorem 1. Let us define
as the 'x-part' of z andẑ, respectively. One can express (Caponnetto & De Vito, 2007) 
Since the only difference between the objectives (2) and (3) is that the µ xi -s are changed to µx i -s, one obtains for f
In Eq. (7)- (10),
It is known (Caponnetto & De Vito, 2007 ) that
. Applying this identity with f = f λ z ∈ H and a telescopic trick, we get
By Eq. (7), (9), and the operator identity
one obtains for the first term in Eq. (11)
Thus, we can rewrite the first term in (11) as
The second term in (11) can be decomposed (Caponnetto & De Vito, 2007) as
where
Using these f i notations, (11) can be upper bounded as
exploiting the relation
which holds 5 in normed spaces ( · 2 = · 2 H , n = 5). By introducing the
notations (for A(λ) see also Theorem 1), (12) can be rewritten as
Here, the third through fifth terms are estimated by Caponnetto & De Vito (2007) ; thus, it will be sufficient to deal with S −1 and S 0 . In particular, our analysis will continue as follows: Caponnetto & De Vito (2007) have shown probabilistic upper bounds for S 1 and S 2 under the following conditions (for A(λ) no probabilistic argument is needed):
Moreover, in this case, in both S 1 and S 2 one-one term can be upper bounded. 2. for any l, the other terms in S 1 and S 2 can be upper bounded with probability at least 1 −
we get
We next derive probabilistic bounds for the quantities S −1 and S 0 . Specially, for
H under the condition that the empirical mean embeddings are close to the real ones, i.e., µx i (∀i = 1, . . . , l) satisfies Eq. (17), we will get Eq. (18). This event has probability 1 − le −α , where α = Below, we present the details of these steps.
Convergence rate of empirical mean embedding:
It is known (Altun & Smola, 2006) 6 that
with probability at least 1 − e −α , where α =
Bound on gẑ − g z 2 H : By (8), (10), and the linearity of K,
Applying Eq. (13), the Hölder property of K, the homogenity of norms
assuming that y i is bounded (|y i | ≤ C), and using (17), we obtain
with probability at least 1 − le −α , based on a union bound.
Bound on
Using the definition of T x and Tx, and (13) with the · L(H) operator norm, we get
. (19) To upper bound the quantities
If we can prove that
then this implies T µu − T µv L(H) ≤ E. We continue with the l.h.s. of (21) using (20), (13) with n = 2, the homogenity of norms, the reproducing and Hölder property of K:
Let us now use the Neumann series of I − (T − Tx)(T + λ)
.
By the spectral theorem, the first term can be bounded as
, whereas for the second term, applying a telescopic trick and a triangle inequality, we get
2 with probability at least 1 − 
For fixed λ, the value of N can be chosen such that
In this case
Thus, we have obtained that
To sum up, if (i) the sample number N satisfies Eq. (24), (ii) (17) holds for ∀i = 1, . . . , l (which has probability at least 1 − le −α = 1 − e −[α−log(l)] = 1 − e −δ applying a union bound argument; α = log(l) + δ), and (iii) Eq. (15) is fullfilled, then
By taking into account Caponnetto & De Vito (2007) 's bounds for S 1 and S 2 S 1 ≤ 32 log
plugging all the expressions to (14), we obtain Theorem 1 via a union bound.
Numerical Experiments
In this section we provide numerical results to demonstrate the efficiency of the analysed ridge regression technique.
Simulated dataset. We compare our MERR (RKHS based mean embedding ridge regression) algorithm with Póczos et al. (2013) 's DFDR (kernel smoothing based distribution free distribution regression) method, on a benchmark problem taken from the latter paper. The goal is to learn the entropy of Gaussian distributions in a supervised way. We chose an A ∈ R 2×2 matrix, whose A ij entries were uniformly distributed on [0, 1] (A ij ∼ U [0, 1]). We constructed 100 sample sets from {N (0, Σ u )} 100 u=1 , where
T and R(β u ) was a 2d rotation matrix with angle β u ∼ U [0, π]. From each N (0, Σ u ) distribution we sampled 500 2-dimensional i.i.d. points. From the 100 sample sets, 25 were used for training, 25 for validation (i.e., selecting appropriate parameters), and 50 points for testing. Our goal is to learn the entropy of the first marginal distribution: H = 1 2 ln(2πeσ 2 ), where Figure 1 (a) displays the learned entropies of the 50 test sample sets in a typical experiment. We compare the results of DFDR and MERR. One can see that the true and the estimated values are close to each other for both algorithms, but MERR performs better. The boxplot diagrams of the RMSE (root mean square error) values calculated from 25 experiments confirm this performance advantage (Figure 1(b) ). A reason why MERR achieves better performance is that DFDR needs to do many density estimations, which can be very challenging when the sample sizes are small. By contrast, the MERR algorithm does not require density estimation. Aerosol prediction is one of the largest challenges of current climate research; we chose this problem as a further testbed of our method. Wang et al. (2012) pose the AOD (aerosol optical depth) prediction problem as a MIL task: (i) a given pixel of a multispectral image corresponds to a small area of 200 × 200m 2 , (ii) spatial variability of AOD can be considered to be small over distances up to 100km, (iii) ground-based instruments provide AOD labels (y i ∈ R), (iv) a bag consists of randomly selected pixels within a 20km radius around an AOD sensor. The MIL task can be tackled using our MERR approach, assuming that (i) bags correspond to distributions (x i ), (ii) instances in the bag ({x i,n } N n=1 ) are samples from the distribution. We selected the MISR1 dataset (Wang et al., 2012) , where (i) cloudy pixels are also included, (ii) there are 800 bags with (iii) 100 instances in each bag, (iv) the instances are 16-dimensional (x i,n ∈ R 16 ). Our baselines are the reported state-of-the-art EM (expectation-maximization) methods achieving average 100 × RM SE = 7.5 − 8.5 (±0.1 − 0.6) accuracy. The experimental protocol followed the original work, where 5-fold cross-validation (4 × 160 (160) samples for training (testing)) was repeated 10 times; the only difference is that we made the problem a bit harder, as we used only 3 × 160 samples for training, 160 for validation (i.e., setting the λ regularization and the θ kernel parameter), and 160 for testing.
To study the robustness of our method, we picked 10 different kernels (k) and their ensembles: the Gaussian, exponential, Cauchy, generalized t-student, polynomial kernel of order 2 and 3 (p = 2 and 3), rational quadratic, inverse multiquadratic kernel, Matérn kernel (with smoothness parameters). The expressions for these kernels Our results are summarized in Table 1 . According to the table, we achieve 100 × RM SE = 7.91 (±1.61) using a single kernel, or 7.86 (±1.71) with ensemble of kernels (further performance improvements might be obtained by learning the weights). Despite the fact that MERR has no domain-specific knowledge wired in, the results fall within the same range as Wang et al. (2012) 's algorithms. The prediction is fairly precise and robust to the choice of the kernel, however polynomial kernels perform poorly (they violate our boundedness assumption).
Conclusions
We have presented a convergence analysis of distribution regression in case of two-stage sampling, via distribution embeddings to an RKHS (reproducing kernel Hilbert space). Our approach is appealing by its generality and simplicity: it applies to any probability measures on general locally compact Polish domains, and it can be imple- To keep the presentation simple we focused on quadratic loss (E), real-valued label (Y ), and mean embedding (µ) based distribution regression. In future work, we will relax these assumptions. Another exciting open question is whether one can also prove lower bounds on convergence, and whether optimal convergence rates can be derived.
Appendix
Proof. (Suitability of B K := B k in condition (4) for linear K kernel) Making use of the representation property of the mean embedding, the triangle inequality, the reproducing property of k and the CBS inequality, we get
Definition 1 (P(b, c) class, (Caponnetto & De Vito, 2007) ). Let us fix the positive constants M , Σ, R, α, β. Then given b ∈ (1, ∞], c ∈ [1, 2], we define P(b, c) class, the set of probability distributions ρ on Z such that
is a basis of ker(T ⊥ )) N = +∞, and the eigenvalues of T sat-
Proof. (Consequence 2) Since constant multipliers do not matter in the orders of rates, we discard them in the (in)equalities below.
Our goal is to choose λ = λ l,N such that
In f (l, N, λ) we will require that the first term goes to zero log(l) N λ 3 → 0 , which implies log(l) N λ 2 → 0. Thus constraint (i) can be discarded, and our goal is to fullfill (ii). Since
The first two terms in f can be set to be equal in order by setting λ = λ l,N as
This means that the lim l,N →∞ λ l,N = 0 condition is satisfied if log(l) N → 0. Moreover, plugging the obtained formula for λ back to f , we get
Lemma 1 (Norm inequality). In a normed space
Proof. The statement holds since
where we applied
• the triangle inequality, and
• a consequence that the arithmetic mean is smaller or equal than the square mean (special case of the gener-alized mean inequality) with
Lemma 2 (McDiarmid's inequality (Shawe-Taylor & Cristianini, 2004) ). Let x 1 , . . . , x N ∈ X be independent random variables and function g ∈ X n → R be such that 
based on (i) the reverse and the standard triangle inequality, and (ii) the boundedness of kernel k. By using the McDiarmid's inequality (Lemma 2), we get Considering the E[g(S)] term: since for a non-negative random variable a the E(a) = E(a1) ≤ E(a 2 ) E(1 2 ) = E(a 2 ) inequality holds due to the CBS, we obtain
using that a 2 H = a, a H . Here,
applying the bilinearity of ·, · H , and the representation property of µ x . Thus, where we applied the triangle inequality, |k(t, t)| = k(t, t) ≤ B k and |k(t, t ′ )| ≤ k(t, t) k(t ′ , t ′ ) (which holds to the CBS), we get
To sum up, we obtained that
holds with probability at least 1 − e − ǫ 2 N 2B k . This is what we wanted to prove.
