The Lennard-Jones (LJ) potential is a cornerstone of Molecular Dynamics (MD) simulations and among the most widely used computational kernels in science. The LJ potential models atomistic attraction and repulsion with century old prescribed parameters (q = 6, p = 12, respectively), originally related by a factor of two for simplicity of calculations. We propose the inference of the repulsion exponent through Hierarchical Bayesian uncertainty quantification We use experimental data of the radial distribution function and dimer interaction energies from quantum mechanics simulations. We find that the repulsion exponent p ≈ 6.5 provides an excellent fit for the experimental data of liquid argon, for a range of thermodynamic conditions, as well as for saturated argon vapour. Calibration using the quantum simulation data did not provide a good fit in these cases. However, values p ≈ 12.7 obtained by dimer quantum simulations are preferred for the argon gas while lower values are promoted by experimental data. These results show that the proposed LJ 6-p potential applies to a wider range of thermodynamic conditions, than the classical LJ 6-12 potential. We suggest that calibration of the repulsive exponent in the LJ potential widens the range of applicability and accuracy of MD simulations.
The Lennard-Jones (LJ) potential is one of the centerpieces in Molecular Dynamics (MD) simulations, the key computational method for studying atomistic phenomena across Chemistry, Physics, Biology and Mechanics. Despite the widespread use of MD simulations, an often overlooked fact is that the classic LJ potential involves a century old and rather ad-hoc prescribed repulsion exponent. In this study we demonstrate that this parameter needs to be modified in order to enhance the predictive capabilities of MD simulations.
The structure of the LJ potential depends on the inter-atomic distance r ( ) and consists of two parts: an attractive term −r −q that models the Van der Waals forces and a repulsive term r −p that models the Pauli repulsion. While the exponent = q 6 has a theoretical justification 1 , the p = 12 exponent was chosen for computational efficiency as the square of the attractive term. In addition, two scaling parameters σ and ε control the shape of the potential. The ε and σ parameters have been the subject of numerous calibration studies [2] [3] [4] [5] and more recently the subject of Bayesian inference techniques 6, 7 . Bayesian Uncertainty Quantification (UQ) employs experimental data and provides a probability distribution of the parameters. The parameter uncertainty can then be propagated by the model in order to obtain robust predictions on a quantity of interest 7, 8 . In cases where the data sets correspond to different inputs for the system, e.g. different thermodynamic conditions, the use of Hierarchical Bayesian (HB) methods provides a stable method for UQ 9, 10 . Here we employ a HB method to infer the parameters p ( , , ) ε σ of LJ 6-p force-field. In the past, several values of the exponent p of the LJ 6-p potential, ranging from 10 to 20, have been considered 11 . The authors calibrated using pressure and viscosity data for various thermodynamic conditions and concluded that the exponent 12 is the best choice.
We perform the HB inference for the LJ 6-12 and LJ 6-p parameters of argon based on experimental RDFs of liquid argon and saturated argon vapor for six different temperature and pressure pairs, as well as on one dataset from quantum calculations, representing gaseous argon. We present a rigorous model selection process for the LJ 6-12 vs LJ 6-p potentials for each of the cases and perform robust posterior predictions for the diffusion coefficient and density.
We find that the most likely values for the LJ repulsive exponent for liquid argon are ≈ . p 6 5, strongly differing from the value of p = 12 that is being used, while the gaseous argon is simulated best with the exponent p 12 7 ≈ . , much closer to the conventional one. We remark that our results have been obtained in the case of a simple system. However, we consider that they offer significant evidence that the repulsive exponent should be reconsidered when the parameters of the LJ potential are being fitted to data.
Results
In our work, we perform several inferences of the parameters of the classical and modified LJ potentials for argon at different thermodynamic conditions. Here and further, ϑ denotes a set of parameters to be calibrated.
We first calibrate the parameters , ε σ of the classical LJ 6-12 potential, as well as the LJ model error parameter σ n , which accounts for the inadequacy of the LJ description, even with the best possible parameters, as compared to the physical reality. The parameter set ϑ is thus equal to { , , } n ε σ σ . We use RDF as data and denote this inference as B R 12, . Subsequently, we include the exponent p of the repulsion term into the parameter set (inference B p R , ) and perform model selection for the LJ 6-12 and LJ 6-p force fields.
We then perform a non-hierarchical and a hierarchical Bayesian inference for each of the potentials using the methodology from ref. 10 . In the non-hierarchical inference the parameters for each data set are being inferred completely independently with a common prior information, encoded in ϑ| p( )  , see Supplementary Fig. S1c . In HB inference the parameters corresponding to each data set are being connected to a hyper-parameter ψ, see Supplementary Fig. S1b . In this approach the prior information of the model parameters is data dependent,
, where d → denotes the set of all available data, allowing information to flow between the different data sets leading to more robust and accurate predictions for the model parameters. The aim of this procedure is to infer the hyper-parameters ψ governing the variability of the parameters ϑ between the different sets of data and to subsequently update the distributions of the parameters ϑ (see Supplementary Material S1 for details). These inferences are denoted HB 12,R and HB p,R .
The experimentally measured RDFs are taken from ref.
12
. The RDFs are computed for 6 temperature/pressure pairs T P ( , ). We denote the pairs as follows:
. , where L stands for "liquid" and V stands for "vapor". The corresponding datasets (RDFs) are denoted as R Li for liquid and R V for vapor.
Finally, we perform the inference with LJ 6-p using quantum dimer energy calculations from ref. 13 as data, which corresponds to the gaseous argon. We then compare the obtained parameter distribution with those computed for the liquid argon and saturated argon vapour from the RDF data. The quantum dimer dataset is denoted as Q and the corresponding inference is denoted as B p Q , .
Calibration of LJ 6-12.
We present results of parameter calibration for , , n ε σ σ , while p is fixed to 12. We use a wide enough uniform prior for each of the parameters and each of the datasets
). We observe that the values which were obtained in the calibration process are close to those found in literature (Table 1 ). In Fig. 1 the most probable values (MPV) of the parameters along with 5-95% quantiles is presented (light red). Notice that results are only presented for the four out of six datasets as the LJ 6-12 potential failed to simulate the liquid argon for conditions L 1 and L 2 . By "failed" we mean that there were no parameters for LJ 6-12 within the prior bounds which would produce liquid argon, the MD simulation was trapped in either gas or solid phase.
A large difference in the values of ε for liquid and vapor is observed, which implies that one cannot perform the simulations using the same parameters for the two phases. We define the uncertainty in a parameter as the ratio of the 5-95% quantile spread to the MPV. The uncertainty in ε varies from 14% to 20% depending on the dataset, while the value of σ is identified more precisely with uncertainty of 2-6%. This difference is attributed to the type of data used in the inference process: the location of the RDF peak, which gives the most significant contribution to the sum of squared errors (SSE) in the log-likelihood, is more sensitive to σ. On the other hand, ε affects the height of the RDF peak which has a smaller contribution to the log-likelihood. Despite the generally small uncertainty in σ, we observe it to be quite big for L 5 , as compared to the other liquid cases. The reason for this lies in the shape of the RDF for L 5 . Fig. 2 shows that the RDF for L 5 , unlike for the other liquid cases, is very Table 1 . LJ parameters for argon used in literature. The last row shows the data used for fitting. Notations:
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flat. The RDF peak location is controlled by σ, and since the peak is not well defined for L 5 , the sampling algorithm allows for a wide variety of σ values. Next, we infer the LJ parameters using the HB approach. We select the prior ϑ ψ | p ( ) i by using Bayesian model selection (see Supplementary Material S2 for details). The values of the LJ parameters are presented in Fig. 1 (dark red). The MPVs and the quantiles of the parameters are almost the same as in the B R 12, , which means that for each dataset
∈ … no information about the parameters can be extracted from the other datasets.
The full set of the MPVs and distribution quantiles for each dataset R Li , R V is given in Table 3 , while the full posterior distributions are shown in Supplementary Fig. S3 .
Calibration of LJ 6-p. Dataset R.
Here we include the LJ exponent p into the parameter set ϑ. As in the LJ ). Note that with LJ 6-p the sampling algorithm dictated much wider bounds for ε compared to the LJ 6-12 case. As will be seen later, this is due to a strong correlation between ε and p. We observe again the non-transferability of the LJ parameters from liquid to vapor simulations: the values of σ lie in disjoint domains for L i and V (Fig. 1) . Being a more flexible potential, LJ 6-p can simulate a wider range of thermodynamic conditions, including L 1 and L 2 , which result in the values of LJ parameters similar to those obtained for the other three liquid conditions. We observe that the 95% quantile of p, as well as its MPV, is for four out of six RDF datasets below .
7 5 and for all the datasets below 10, which is much smaller than the conventional 12. This can be explained by the fact that the repulsion energies predicted by the standard 6-12 LJ potential are very high for the liquids. The configurations with such energies happen with probability close to zero, and the MD simulation is not able to sample them. As in the LJ 6-12 case, the parameter ε exhibits significant variation within each dataset R Li , R V (uncertainty 110-216%, computed the same way as for LJ 6-12), while p and σ are well-defined with the uncertainty of 5-30% and 1-6%, respectively. In addition, ε differs substantially among the RDF datasets, but always in accordance with p: the higher the p, the lower the ε (see Fig. 3 ). We observe that the uncertainty in σ is once again bigger for L 5 , as compared to the other liquid cases, which is consistent with the LJ 6-12 inference.
Similarly with the inference of the LJ 6-12 parameters, we proceed by calibrating the parameters using the HB approach. Details for the selection of the prior can be found in Supplementary Material S2. The results of the inference are given in Fig. 1 . We observe that the uncertainty in ε gets significantly reduced for conditions L 1 , L 2 , L 5 and V indicating that the inference benefited from the information contained in the two remaining datasets R L3 and R L4 with narrow posterior distributions of ε (Supplementary Figs S2 and S4) . On the other hand, the uncertainty in ε for L 3 and L 4 increases adjusting to the wide ranges in the other four cases. A similar situation can be seen for p, where narrow distributions for L 1 , L 3 , L 5 , V shift the posterior values for L 2 and L 4 . The RDF is, as noticed before, very sensitive to the changes in σ, which controls the location of the LJ potential well, and therefore σ is well determined for each of the datasets R L i , R V and extracts almost no information from the other data sets. Dataset Q. We examine the suitability of the repulsion exponent 12 by performing a calibration using as data the calculated quantum dimer scans of argon. These data describe the behavior of the gaseous argon. We infer the LJ 6-p parameters by fitting the LJ potential to the binding energy of the quantum dimer (Fig. 1) . The resulting value of p is much closer to the conventional 12 ( Table 4 ), suggesting that for the gaseous argon, unlike for the liquid one, LJ 6-12 is a reasonable choice.
12,
The full set of MPVs and distribution quantiles of the LJ parameters for R Li , R V and Q is given in Table 4 and the full posterior distributions are plotted in Supplementary Figs S2, S4 and S5.
LJ 6-12 vs LJ 6-p: Comparison. Model selection.
We choose between the LJ 6-12 and LJ 6-p potentials by applying the Bayes selection criterion. We observe that LJ 6-p is significantly better than the LJ 6-12 for L 3 and L 5 ( Table 5 ). Recalling that LJ 6-12 is not able to produce a liquid for L 1 and L 2 , we conclude that LJ 6-p is preferred for four RDF datasets out of six. In the case of L 4 the two potentials provide results that are indistinguishable by the Bayesian model selection. The only dataset on which the LJ 6-12 potential produces better results (3 times more probable than LJ 6-p) is V, the vapor case. That brings us to the conclusion that LJ 6-p is either much better or not worse than LJ 6-12 for all the liquid cases considered. For the vapor case, the LJ 6-p is over parametrized, as compared to LJ 6-12.
LJ potentials. Studying the reasons for LJ 6-p being more plausible than LJ 6-12, we take a closer look at the inferred shapes of the potentials. We observe a very stable correlation in the p ( , ) ε subspace (Fig. 3 ) for all the datasets used. This result is expected as p regulates the strength of the repulsion and ε alters the strength of both repulsion and attraction simultaneously. The difference between the R i and Q datasets shows up in the region of the subspace which gets populated. The quantum dimer-based calibration prefers high values of p, which correspond to the tails of the distributions inferred using the RDF data. We performed a calibration with L 3 and narrow prior bounds ( ∈ p [12, 14] ) to see whether this is indeed a tail of the full posterior distribution ( Supplementary  Fig. S6 ). The narrow posterior values are below .
3 95, while the values of the full posterior start from 4 18 . , which explains why the tails of the full distributions for L i and V have a negligible number of samples in the region ∈ p [12, 14] preferred by the Q-based inference. As the parameters ε and p are highly correlated, one could expect that the inference will be able to recover values of ε for LJ 6-12 such that the resulting potential is close to the inferred LJ 6-p. However, the effect that p and ε have on the LJ potential is not entirely the same. As ε acts as a scaling factor for the whole potential, it is not able to make the potential less deep and at the same time flat enough to avoid switching to the gas phase (compare simulations with MPVs for L 5 , V in Fig. 4) . The same reasoning can be applied to explain the inability of LJ 6-12 to drive L 1 and L 2 to the liquid phase: the potential is too repulsive, frustrating the liquid packing, and the system behaves either like a gas or like a solid (note that L 1 is close to the argon triple point). The full set of the inferred LJ 6-12 and LJ 6-p potentials is given in Fig. 4 .
Robust posterior prediction. The quality of the pred ictions, made for a quantity of interest (QoI) different than the one used for the inference, quantifies the predictive power of the model (see Supplementary Material S1.2). We obtain robust predictions of the RDF, density ρ and diffusion coefficient D of argon by propagating the posterior LJ parameters uncertainty into these quantities. We measure the error Δg of the prediction of the scalar quantity g as
where N ≤ 6 is the number of thermodynamic conditions for which the prediction can be made, g k is the prediction made using the MPV and r k is the reference value. The reference values for ρ are experimental measurements taken from ref.
12
.
The reference values for D are computed analytically using the equations from ref.
14 . The accuracy of the fit for these computations is 0.7%. The error of the RDF is computed as an average over all the thermodynamic conditions of the mean squared error between the computed and the experimental RDF. The predictions are compared on three different sets of conditions: (1) the conditions which can be simulated using MPVs obtained in all the three inferences HB R 12, , HB p R , , and
the conditions which can be simulated using MPVs obtained in the inferences HB R 12, and
the conditions which can be simulated using MPVs obtained in the inference Table 6 . Errors of robust posterior predictions of RDF, density and diffusion coefficient using LJ 6-12 and LJ
(B p Q , and HB R 12, produce wrong phase).
The predictions made using the results of HB p R , are the most accurate for all the QoIs considered and for all but one case where HB R 12, gives a better result (see Table 6 ). On the other hand, the predictions made using the results of B p Q , are the least accurate for all the QoIs. Additionally, the inferences HB R 12, and B p Q , result in LJ potentials which cannot be used to simulate all the thermodynamic conditions. We conclude that the HB p R , produces a better LJ model than HB R 12, , and that B p Q , does not result in a good model for liquid argon or saturated argon vapor.
We note that the values of D differ by an order of magnitude for liquid and vapor which explains the huge deterioration of the predictions on the sets of conditions that include V.
The MPVs of D and ρ along with the corresponding quantiles are presented in Fig. 2 . The same values for RDF are given in Fig. 2 .
Discussion
We have performed a systematic study of the modified 6-p Lennard-Jones potential for liquid and gaseous argon using Hierarchical Bayesian inference with data from experiments and quantum mechanics simulations. Our results show that the value p = 12 of the repulsive exponent needs to be calibrated together with the other LJ parameters. In the case of liquid argon we obtain much better predictions with a smaller value p 6 5 ≈ . , while for the gaseous argon the classical = p 12 or a slightly bigger ≈ . p 12 7 results in a better agreement with the data. Our results contradict the conclusion of ref. 11 , where LJ potentials with p ranging from 10 to 20 with a step 2 were fit to viscosity and pressure data, and the potential with p 12 = showed better predictions for different thermodynamic conditions. Even though the conclusion of ref.
11 formally contradicts our findings, we still consider it a good match, for the following three reasons. Firstly, in ref. 11 , the average errors of pressure and viscosity predictions for argon strictly increase with the increase of the exponent from 12 to 20, which is consistent with our results (in the sense that exponents smaller than 14 are preferred by all our inferences). Secondly, for the exponents = p 10 and = p 12 the authors of ref. 11 report quite close errors of approximately 2% and 4%, respectively. Finally, different data was used in the calibration process, which may, at least partially, account for the observed difference.
Taking into account the differences in ε and σ ( Fig. 1) , as well as in p, we conclude that one cannot use the same values of the LJ parameters for liquid, saturated vapor and gas. This issue is attributed to the simplicity of the LJ description: the potential, and thus the underlying physical model of the intermolecular interactions is not flexible or accurate enough to allow for the transferability of the same parameters between different physical environments. The model can be potentially improved by including more complex physics in it, such as many-body interactions with geometrical considerations or quantum corrections. For argon however, the quantum corrections are not expected to be significant 15 . At the same time, including the triple-dipole interactions was found to provide better results than the LJ 6-12 for all thermodynamic states of argon 2 . We emphasize however that ab-initio derived forcefields including multi-body terms have also suffered from non perfect transferability of their parameters between gaseous and condensed phase environments. AMOEBA 16, 17 has been an example of a hybrid force-field that includes additional physics, and it was also calibrated using both quantum and experimental data. In the limit of a perfect model, perfect transferability should be anticipated between all physical environments. However, since all force field models are approximations to reality and QM interaction energies even at the Coupled Cluster Stochastic Dynamics (CCSD(T)) level are uncertain, we expect the same lack of transferability for their optimal parameters between different physical environments.
Smaller values of the repulsion exponent ( ∈ p (6, 9)) in the Lennard-Jones potential provide better predictions for RDF, density and diffusion data (Fig. 2) than the conventional p 12 = . Additionally, these new LJ exponents allow to simulate a larger variety of thermodynamic conditions, as compared to the classical 12.
We have also examined whether the smaller exponent allows for bigger time steps in MD simulations. However, it appears that the exponent is not a critical factor for the stability of the system. that is, the energy conservation and the RDF were unaffected by the increase of the time step from 1 fs to approximately 16 fs for both LJ 6-12 and LJ 6-6.5. Further increase of the time step lead to the crash of both MD simulations. We observed similar execution times for the simulations with MPVs of LJ 6-12 and LJ 6-p.
From the computational point of view, usage of low computational cost interpolation-based models replacing the real simulations (called surrogates) resulted in a speed-up of 28%.
Methods
Molecular Dynamics. We perform MD simulations of argon using LAMMPS package 18 . The argon atoms are modeled as spheres which interact with LJ 6-p potential: where r is the distance between the interacting atoms and p is the repulsion exponent usually taken to be 12. The parameters ε, σ and p are to be chosen according to the available measurements. As the Lennard-Jones interactions quickly decay with the distance, an additional computational cut-off parameter r c is usually introduced, after which the values of the potential are defined in a different fashion. As was shown in ref. 7 , the values of the cut-off are connected with the values of ε and σ. However, in our work we would like to focus on the effect of the repulsion exponent, and thus leave the value of the cut-off unchanged. We assign r 3 c σ = and set the LJ values for > r r c to 0. The thermodynamic state of the system is defined by the temperature and the pressure of the argon atoms. We ensure that argon is in the liquid/vapor state by checking the self-diffusion coefficient and the density. The simulation starts with energy minimization followed by × 5 10 6 steps, of 2 fs, in an NPT ensemble. Then the RDF is computed in the production run consisting of 10 5 NVE integration steps of 2 fs each. The boundary conditions are periodic in each direction, the domain contains 666 argon atoms. The self-diffusion coefficient is calculated via the mean-squared displacement of the atoms, the RDF is discretized using 100 bins. The units used in the current work are given in Table 2 .
Bayesian Uncertainty Quantification. This section presents a brief description of the Bayesian inference theory. The details are given in Supplementary Material S1. Here and further in the text, small bold letters represent vectors while big bold letters represent matrices. Each random variable ξ is assumed to be continuous with a probability density function (PDF) denoted as ξ.
Let 
