Abstract. The stochastic expansion of the marginal quasi-likelihood function associated with a class of generalized linear models is shown. Based on the expansion, a quasi-Bayesian information criterion is proposed that is able to deal with misspecified models and dependent data, resulting in a theoretical extension of the classical Schwarz's Bayesian information criterion. It is also proved that the proposed criterion has model selection consistency with respect to the optimal model. Some illustrative numerical examples and a real data example are presented.
Introduction
The generalized linear model (GLM, McCullagh and Nelder [25] ) is an extension of the linear regression model and has many applications and extensions; for example, actuarial science (Antonio and Beirlant [3] , Haberman and Renshaw [17] ), GLMixedM in risk management (McNeil and Wendin [26] ), and generalized additive models (Berg [5] , Hastie and Tibshirani [18] ).
We consider data (y j , x j ) n j=1 = (y j , x j,1 , . . . , x j,p ) n j=1 , where the y j 's and x j 's are realizations of the response variables Y n = (Y 1 , . . . , Y n ) and the explanatory variables X n = (X 1 , . . . , X n ) , respectively; here, the notation means the transpose. Furthermore, we will assume that the conditional distribution of Y n given X n is given by a GLM. Then, the conditional distribution is assumed to belong to an exponential family, for example, normal, binomial, or Poisson distributions. In this paper, a result is presented about the stochastic expansion of the marginal quasi-likelihood function associated with a class of possibly misspecified GLMs for dependent data. Based on this expansion, we propose the quasi-Bayesian information criterion, which is an extension of the generalized BIC given by Luv and Liu [23] .
The Bayesian principle for model selection is formulated as follows. Suppose that M Bayesian candidate models M 1 , . . . , M M are given. Each M m is described by p m , π m (θ), H m,n (θ) θ ∈ Θ m , where p m is the non-zero prior relative occurrence probability of the mth model of the M models, π m is the priorprobability density on Θ m , and H m,n is the logarithmic quasi-likelihood function. Here "quasi" means that a parametric model that may not include a true distribution of the observation data is considered. The conventional Bayesian principle of model selection for M 1 , . . . , M M chooses the model that is most likely in terms of the posterior probability, i.e., choosing the model that maximizes P (M m |y n ), where As explained in [23] , another interpretation of model selection is possible through the Kullback-Leibler divergence (KL divergence). The KL divergence between true conditional model g n and marginal quasilikelihood function Θm exp{H m,n (θ)}π m (θ)dθ is given by I g n ; Θm exp{H m,n (θ)}π m (θ)dθ) = E[log g n (Y n |X n )] + E − log Θm exp{H m,n (θ)}π m (θ)dθ ,
where the expectation is taken with respect to true distribution G n . Because of (1), − log Θm exp {H m,n (θ)}π m (θ)dθ is clearly an unbiased estimator of I g n ; Θm exp{H n (θ; ·)}π(θ)dθ except for a constant term free of θ. Hence, the Bayesian principle of model selection can be restated as choosing the model that minimizes the KL divergence of the marginal quasi-likelihood function from the true distribution. Note that (1) holds regardless of whether or not the set of candidate models contains the true model. In particular, assume that X n is absent and that H m,n (θ) = n j=1 log f m,n (y j ; θ) for the case of independent observations y 1 , . . . , y n with correctly specified exponential family models. Then, Schwarz [27] showed that the logarithmic marginal quasi-likelihood log( Θm exp{H m,n (θ)}π m (θ)dθ) admits the stochastic expansion log Θm exp{H m,n (θ)}π m (θ)dθ = n j=1 log f m,n (y j ;θ
withθ MLE m,n denoting the maximum likelihood estimator of θ, under some regularity conditions. Because of (2), we obtain the classical Bayesian information criterion for model selection:
log f m,n (y j ;θ MLE m,n ) + p log n.
In the past, many authors have investigated several kinds of information criteria for model selection in various settings; see, for example, Burnham and Anderson [7] for an account of these developments. Bozdogan [6] showed that the Akaike information criterion (AIC, Akaike [1] , [2] ) has a positive probability of overestimating the true dimension. Casella et al. [8] and Fasen and Kimmig [16] as well as the references therein studied the model selection consistency of the BIC. Moreover, various extensions of the AIC and BIC have been introduced; for example, the extended BIC for large model spaces (Chen and Chen [10] ), generalized information criterion (Konishi and Kitagawa [21] ), generalized BIC in misspecified GLMs for independent data (Lv and Liu [23] ), and information criteria for stochastic processes (e.g., Sei and Komaki [28] and Uchida [29] ).
The rest of the paper is organized as follows. In Section 2, we describe our working model, notations, and assumptions. We also discuss the asymptotic properties of the quasi-maximum likelihood estimator in possibly misspecified GLMs for dependent data. Section 3 presents the stochastic expansion of the logarithmic marginal quasi-likelihood and model selection consistency with respect to the optimal model (see Section 3.2 for the definition). In Section 4, we illustrate the performance of the model selection criteria in correctly specified and misspecified models. Section 5 presents a real data example. The proofs of our results are given in Section 6 and Supplementary Material.
Quasi-maximum likelihood estimation of dependent GLM
Let Y n = (Y 1 , . . . , Y n ) be the n-dimensional random vector and X n = (X 1 , . . . , X n ) be the n × p random time series. We write X j = (X j,1 , . . . , X j,p ) . We assume that the unknown true distribution of (X n , Y n ) has the density g n with respect to some dominating σ-finite measure:
where x n = (x 1 , . . . , x n ) , x j = (x j,1 , . . . , x j,p ) and y n = (y 1 , . . . , y n ) .
2.1. Model setup. We consider possibly misspecified M candidate models to estimate the true model G n . Assume that each candidate model is given by
with θ = (θ 1 , . . . , θ pm ) ∈ Θ m , where the mth parameter space Θ m ⊂ R pm is a bounded convex domain and p m ≤ p. Although the true structure is unknown, (3) means that the candidate models are given as if Y 1 , . . . , Y n are (X 1 , . . . , X n )-conditionally independent and each (X 1 , . . . , X n )-conditional distribution of Y j only depends on X j . The later condition is used to simplify the theoretical consideration and is not essential. Because (3) entails that the candidate distribution of X n does not depend on the parameter, only the conditional distribution of Y n given X n is considered. GLM M m is used as the working model, with respect to some dominating measure: M m is given by
where, for brevity, we write
. . , p} for any m. Further, b m (·) and c m (·) are determined by each assumed conditional distribution of Y n given X n , and b m (·) is a sufficiently smooth convex function defined on R. For example, b m (θ) = θ 2 /2 in the case of Gaussian regression and b m (θ) = log(1 + e θ ) in the case of logistic regression. We assume that
for simplicity, that is, only consider variable selection concerning X n . Because each candidate model M m is possibly misspecified and c m (·) of (4) is independent of θ, the logarithmic quasi-likelihood function H m,n can be defined by
The quasi-maximum likelihood estimator (QMLE) associated with H m,n is defined to be any maximizer of H m,n :θ
Clearly, when b m is differentiable,θ m,n is the solution to the quasi-score function
where
. From now on, we will omit the model index "m" from the notation for notational brevity.
2.2.
Asymptotic behavior of the QMLE. In this section, we will show the asymptotic properties of the QMLE. Fahrmeir and Kaufmann [15] studied the consistency and asymptotic normality of the MLE in correctly specified GLMs. Moreover, White [31] and Domowitz and White [12] investigated the properties of the QMLE in misspecified models and treated independent data and dependent data, respectively. The settings of Domowitz and White [12] are more general than the currently considered settings. In contrast, we will assume clearer conditions that are more tailored for the GLMs.
Denote by F j = σ(Y i , X i ; i ≤ j) the σ-field representing the data information at stage j. If a n and b n satisfy a n ≤ Cb n for some constant C > 0, we write a n b n . We assume the following conditions. Assumption 2.1. For some constant C ≥ 0 and C ≥ 0, (i) max i∈{1,2,3}
There exists a measurable function F :
for all k ∈ N, where
When Assumption 2.3 holds, {ζ j ; j = 1, 2, . . .} is called exponential α-mixing. In particular, Assumption 2.3 implies that
Assumption 2.4. There exists a non-degenerate probability measure ν such that the following holds:
where the notation P − → means the convergence in probability.
Assumption 2.5. There exists a function b :
(ii) for some constant λ 0 > 0, lim sup
the smallest eigenvalue of a given matrix.
These assumptions are explained below. Assumptions 2.1, 2.2, and 2.3 ensure the asymptotic properties (see Lemmas 6.1 and 6.2). Moreover, these assumptions facilitate the derivation of the consistency and asymptotic normality of the QMLEθ n , which are given in Theorems 2.8 and 2.10, respectively.
If Assumptions 2.1 and 2.2 hold, for some constants C ≥ 0 and C ≥ 0,
Because (6) gives the tightness of
under Assumptions 2.1, 2.2, and 2.4 (i). From Assumptions 2.1-2.3 and 2.4 (i), we have
The proof of the tightness of 1 √ n n j=1 ψ j used above is given in Lemma 6.1. Assumption 2.5 ensures the uniqueness of the QMLEθ n by the strict concavity of H n . Because Assumption 2.4 (ii) gives
for any θ, Assumptions 2.1-2.5 imply that the equation
admits a unique solution. The optimal parameter θ 0 may be defined as the unique maximizer of H 0 (θ):
The quasi-observed information is given by
satisfies the equation
Remark 2.6. The β-mixing coefficients of {ζ j } are defined by
If β(k) = O(e −ak ) for some a > 0 and for all k ∈ N, then {ζ j } is called exponential β-mixing (e.g.,
Davydov [11] and Liebscher [22] ). The exponential β-mixing property implies the exponential α-mixing property. When we replace Assumption 2.3 with the exponential β-mixing property of {ζ j } under some appropriate moment condition, the following conditions follow when an obvious discrete-time counterpart of Masuda [24, Lemma 4.3] is applied: (i) For some constant β 1 > 0 and
(ii) For some constant β 2 > 0 and q 2 > 0,
Because of the Borel-Canntelli lemma, if q 1 and q 2 can be taken large enough, we may deduce that almost surely
. . , X j ) for some m ≥ 1. Then, Assumption 2.4 (i) is modified. For example, in the case of m = 2, Assumption 2.4 (i) could be replaced by
where P is the transition function.
Theorem 2.8. Under Assumptions 2.1-2.5, the QMLE satisfieŝ
(ii) For some
Theorem 2.10. Under Assumptions 2.1-2.5 and 2.9, the asymptotic distribution of the QMLE is normal:
Theorems 2.8 and 2.10 are shown in Supplementary Material. Assume that Assumptions 2.1-2.5 and 2.9 (i) are satisfied. When the candidate model is correctly
). This is because the correctly specified model gives
, and
Remark 2.11. Suppose that Assumptions 2.2-2.5 and 2.9 (i) hold. The condition
implies Assumption 2.9 (ii), since it follows from this condition and Doukhan [13, Theorem 3] that we obtain
3. Quasi-Bayesian information criterion for dependent GLM 3.1. Stochastic expansion.
The next theorem shows the asymptotic behavior of the log marginal quasi-likelihood function.
Theorem 3.2. Assume that Assumptions 2.1-2.5 and 3.1 hold and that the following conditions are satisfied:
(ii) For every M > 0, sup
Then, we have the expansion
Remark 3.3. Suppose that we replace Assumptions 2.4 and 2.5 (ii) with the following conditions:
(iii) For some constant λ 0 > 0, P lim sup
Then, we can show that the log marginal quasi-likelihood function almost surely satisfies the expansion similar to Theorem 3.2, i.e., almost surely
Due to Theorem 3.2, we define the quasi-Bayesian information criterion (QBIC) and BIC by
respectively. Let QBIC (1) , . . . , QBIC (M ) be the QBIC for each candidate model. We calculate QBIC (1) , . . . ,
and select the best model M m0 having the minimum-QBIC value:
The best model can be selected using BIC in a similar manner. As directly seen by the definition, the QBIC have more computational load than the BIC. Since the QBIC involves the observed-information matrix quantity, which is directly computed from data, the QBIC would more effectively take data dependence into account. Furthermore, the penalty (second-term) of the QBIC consists of the second derivative of H n with respect to θ, so the dimension of the parameter affects the penalty. That is, the QBIC implicitly takes the complexity of the model into account.
3.2. Model selection consistency. This section is devoted to verifying the model selection consistency of the (Q)BIC. Let Θ i ⊂ R pi and Θ j ⊂ R pj be the parameter space associated with M i and M j , respectively. If p i < p j and there exist a matrix A ∈ R pj ×pi with A A = I pi×pi as well as a c ∈ R pj such
Under Assumptions 2.1-2.5, when m 0 satisfies
, we say that M m0 is the optimal model. 
This theorem implies that the probability that the optimal model is selected by using QBIC tends to 1 as n → ∞. The probability that BIC choose the optimal model can be handled analogously.
Examples and simulation results
This section presents the results of simulations to evaluate the finite sample performance of the model selection using QBIC, BIC, and formal AIC (fAIC). Because the theoretical part of AIC is not dealt with, we use the word fAIC as the AIC, i.e., the fAIC of the mth model is defined by
4.1.
Model selection in a correctly specified model. We assume that the explanatory variables X j,1 , ..., X j,4 are given by
where the error vector ( j,2 , j,3 , j,4 ) ∼ N (0, Σ) with Σ = (0.5 |k− | ) k, =1,2,3 . Moreover, the response variable Y j is obtained from the true model defined by the linear logistic regression model
where the true value θ * = (0, −3, 0, 1) and B(1, P ) is a Bernoulli distribution with success probability P .
The candidate models are given by the model (9) and consist of the following combination of X j :
Model 5 : X j = (X j,2 , X j,3 , X j,4 ); Model 6 : X j = (X j,1 , X j,2 );
Model 9 : X j = (X j,2 , X j,3 ); Model 10 : X j = (X j,2 , X j,4 );
Then, the optimal model is Model 10, and Models 1, 3, 5 contain the optimal model. The number of models selected using QBIC, BIC, and fAIC from among Models 1-15 over 10,000 simulations was counted. For example, in the case of Model 1, H 1,n , QBIC, BIC, and fAIC are given by
where the QMLEθ n = (θ 1,n ,θ 2,n ,θ 3,n ,θ 4,n ) maximizes H 1,n . For numerical optimization, we set the initial values to be random numbers generated from uniform distribution U (θ * − 1, θ * + 1).
Let us verify the assumptions for (Q)BIC. In the current case, the function b defined in (4) is given by b(θ) = log(1 + e θ ), and Assumptions 2.1 and 2.2 are satisfied with Table 1 summarizes the comparison results of the model selection frequency. Model 10 is selected with high frequency for all criteria and n. Moreover, the probability that Model 10 is selected by (Q)BIC increases as n increases. In Table 2 , the differences between the true values and the estimators in the specified models decrease when n increases. These results demonstrate the consistency of the estimators and the model selection consistency of QBIC and BIC.
Remark 4.1. In misspecified models, it may happen that optimal parameter θ 0 = θ * . Then, the estimators are not necessarily estimating the true values.
4.2.
Model selection in a misspecified model. We use the same conditions as in the previous section except that the response variable Y j is obtained from the true model defined by
2 )dt. Then, Models 1-15 are misspecified models. As with Section 4.1, we can show the validity of the assumptions for (Q)BIC.
From Table 3 , we obtain similar results even though the candidate models do not include the true model. Table 4 summarizes the mean and standard deviation of the estimators. Since the optimal 
parameter values are not given here, we can not see the differences between the optimal parameter values and the estimators, although the standard deviations decrease as n increases.
4.3.
Model selection in univariate time series model. Let X j = (Z j , Z j−1 , . . . , Z j−(p−1) ) be the explanatory vector for j ∈ {1, . . . , n}, where for every i ∈ {2, . . . , n}, Z i is given by
where i ∼ N (0, 1). The response variable Y j is obtained from the true model defined by
where the true value θ * = (3, −1, 2, 1). For simplicity, we here focus on the hierarchical models as the candidate models: 
Then, the optimal model is Model 4.
The number of models selected using QBIC, BIC, and fAIC from among the candidate models over 10,000 simulations were calculated. First, we calculate QBIC (1) and QBIC (2) . If QBIC (1) < QBIC (2) , Model 1 is selected as the best model. When QBIC (1) ≥ QBIC (2) , we calculate QBIC (3) and compare QBIC (2) with QBIC (3) . The same procedures are repeated until they are stopped at the best model. The cases of BIC and fAIC are calculated in a similar manner. Note that the validity of the assumptions for (Q)BIC can be checked using a method similar to that described in Section 4.1. Table 5 summarizes the comparison results of the model selection frequency. The best model is searched for among Models 1-12 for all cases. Model 4 is selected as the best model with the highest frequency. Moreover, the frequency that Model 4 is selected by (Q)BIC increases as n increases. This result demonstrates that QBIC and BIC have model selection consistency. In Table 6 , the differences between the true values and the estimators in the specified models (Models 4-6) decrease as n increases, and the standard deviations behave similarly. Hence, the consistency of the estimators can be observed. Remark 4.3. Since we only focus on the contribution of {Z j } to Y n in this simulation, the Bayesian model selection is possible without specifying the distribution of {Z j }.
Real data example
The QBIC, BIC, and fAIC were also applied to the analysis of the meteorological data, which can be found at the Homepage of Japan Meteorological Agency (http://www.jma.go.jp/jma/indexe.html).
The data was obtained during a period of 11 years from January 2000 to December 2010 at Yonagunijima, Japan. The data includes the monthly total precipitation (P ) t , monthly mean temperature (T ) t , monthly mean carbon dioxide (CO 2 ) t , monthly mean methane (CH 4 ) t , monthly mean carbon monoxide (CO) t , and monthly mean ozone (O 3 ) t , where t = −11, . . . , −1, 0, 1, . . . , 120. The seasonal difference of precipitation is used for analysis, and Y t , t = 1, . . . , 120, are given by
In the parameter estimation and model selection, we use the linear logistic regression model
and X t has the following elements in each candidate model:
Model 2 : X t = (X t,1 , X t,2 , X t,3 X t,4 ); Model 3 : X t = (X t,1 , X t,2 , X t,3 , X t,5 );
Here, X t,1 , X t,2 , X t,3 , X t,4 , and X t,5 denote the normalized (T ) t , (CO 2 ) t , (CH 4 ) t , (CO) t , and (O 3 ) t .
The estimators and values of QBIC, BIC, and fAIC are shown in Table 7 . By comparing the calculation results of QBIC and fAIC, Model 26, which consists of X t,4 and X t,5 , is selected as the best model. On the other hand, the calculation results of BIC imply that Model 31, which consists of X t,5 , is chosen. Note that Model 26 contains Model 31. These results mean that (CO) t and (O 3 ) t are more significant than (T ) t , (CO 2 ) t , and (CH 4 ) t for the seasonal difference of precipitation.
Proofs
We will make use of the next three lemmas. The proofs of Lemmas 6.1-6.3 are given in Supplementary Material. Recall that ψ j is given by ψ j = Y j − F (X j ) X j for all j ∈ N. Lemma 6.1. Assume that Assumptions 2.2 and 2.3 are satisfied and that sup j∈N ψ j 2 < ∞, then
Lemma 6.2. Assume that Assumptions 2.1-2.5 and 3.1 are satisfied, then the following claims are established:
(ii) sup
We write U n (θ 0 ) = u ∈ R p ; θ 0 + u √ n ∈ Θ and
Lemma 6.3. If Assumptions 2.1-2.5 and 3.1 hold, then
for any M n → ∞. In what follows, we consider the zero-extended version of Z n and use the same notation:
By using the change of variable θ = θ 0 + u √ n , the log marginal quasi-likelihood function becomes
First we consider the asymptotic behavior of
Because of the condition (ii) of Theorem 3.2, Assumption 2.5 (i) and Lemma 6.3, we can take M > 0 large enough so that
for some ξ satisfying 0 < ξ < 1. Since
From Assumption 2.5 (ii) and Lemma 6.2 (i), for any > 0 and for some L > 0,
Hence, sup |u|<M exp
π(θ 0 ) converges to 0 in probability.
Next we will prove the equation
Due to Assumption 2.5 and Lemma 6.3, we can take K large enough so that
In the same way as (11) , for the same K,
Therefore, we obtain the equation
Finally we replace θ 0 with the QMLEθ n :
whereθ n =θ n + η 1 (θ 0 −θ n ) for some η 1 satisfying 0 < η 1 < 1. Because of Lemma 6.2, there exists a η 2 satisfying 0 < η 2 < 1 such that
Furthermore, we can show the equation
in a similar way, so we have
Thus, the asymptotic behavior of the log marginal quasi-likelihood function is given by 
whereθ n =θ m,n + ξ a(θ m0,n ) −θ m,n for some ξ satisfying 0 < ξ < 1 andθ n P − → θ m,0 as n → ∞. Therefore, the difference between QBIC (m0) and QBIC (m) is given by
We consider the behavior of theθ m,n − a(θ m0,n ). Because of the chain rule, we have
whereθ n =θ m0,n + η θ m0,0 −θ m0,n for some η satisfying 0 < η < 1 and a(θ n ) P − → a(θ m0,0 ) = θ m,0 as n → ∞. These equalities and Theorem 2.10 give
Thus,
) is a sequence of independent χ 2 random variables with one degree of freedom and λ j are the eigenvalues of
(ii) H m,0 (θ) = H m0,0 (θ m0,0 ) for every θ ∈ Θ m . Because of Lemma 6.2 (i) and the consistency ofθ m0,n andθ m,n , we have
Since H m0,0 (θ m0,0 ) is lager than H m,0 (θ m,0 ), we obtain P [QBIC (m0) − QBIC (m) < 0] = P − 2H m0,n (θ m0,n ) + 2H m,n (θ m,n ) + log det 1 n n j=1 ∂ 2 b m X jθm0,n X j X j − log det 1 n n j=1 ∂ 2 b m (X jθm,n )X j X j < (p m − p m0 ) log n = P −2 n H m0,n (θ m0,n ) − H m,n (θ m,n ) + 1 n log det 1 n n j=1 ∂ 2 b m X jθm0,n X j X j − 1 n log det 1 n n j=1 ∂ 2 b m (X jθm,n )X j X j < (p m − p m0 ) log n n → P − 2 H m0,0 (θ m0,0 ) − H m,0 (θ m,0 ) < 0 = 1 as n → ∞. 
There exists a constant K > 0 such that
Because of Lemma 6.2 (i), for some N ,
for every n ≥ N . Due to Assumption 2.5 (ii), (13) , and (14), P Un(θ0)∩{|u|≥Mn} Z n (u)du > < for all n ≥ N . Thus, Un(θ0)∩{|u|≥Mn} Z n (u)du converges to 0 in probability. (i) E Y j − ∂b(X j θ 0 ) X j = 0, E Y j − ∂b(X j θ 0 ) 2 X j X j < ∞ for all j ∈ N.
(ii)
(ii) is ensured by Assumption 2.9 (ii). Proof of (i). Because of Assumptions 2.2, 2.9 (i), and the definition of θ 0 , we have
for any j ∈ N. Furthermore, from Assumption 2.1,
