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Paritätsverletzende und paritätserhaltende Berry-Phasen
für Wasserstoff und Helium in einem Atomstrahlinterferometer
In der vorliegenden Arbeit werden Berry-Phasen für metastabile Zustände von Wasser-
stoff und Helium in äußeren elektromagnetischen Feldern untersucht. Ein wesentliches
Ziel ist die Herleitung einer paritätsverletzenden Observable, die vom elektroschwa-
chen Mischungswinkel abhängt. Die entsprechende Ausarbeitung erfolgt im Hinblick
auf ein zur Verfügung stehendes hochpräzises Atomstrahl-Spinecho-Interferometer und
im Hinblick auf den theoretisch sehr genau bekannten Aufbau von Wasserstoff. Wir be-
stimmen die strukturellen Eigenschaften paritätsverletzender sowie paritätserhaltender
Berry-Phasen und ihrer Flussdichtevektorfelder, die durch ihr unterschiedliches Verhal-
ten unter eigentlichen und uneigentlichen Rotationen charakterisiert sind. Dies erlaubt
weitreichende analytische Untersuchungen sowie die Überprüfung unserer numerischen
Berechnungen. Im Falle von Wasserstoff weisen wir geometrieabhängige Lebensdauer-
Modifikationen durch imaginäre Berry-Phasen nach. Über die zeitliche Entwicklung der
atomaren Wellenpakete wird eine Beschreibung des Atominterferometers eingeführt.
Ein analytischer Ausdruck für das experimentell leicht zugängliche Spinechosignal wird
entwickelt und numerisch ausgewertet, um paritätsverletzende Signale zu extrahieren.
Wir diskutieren die Bedeutung der so berechneten paritätsverletzenden Effekte für in-
terferometrische Präzisionsbestimmungen der schwachen Ladungen des Protons. Des-
weiteren wird das Konzept der Heisenberg-limitierten Atominterferometrie zur Erhö-
hung der Messgenauigkeit bezüglich Berry-Phasen skizziert. Abschließend präsentieren
wir Vorhersagen zu paritätserhaltenden Berry-Phasen für metastabile Heliumzustände,
die im Heidelberger Experiment untersucht werden.
Parity-Violating and Parity-Conserving Berry Phases
for Hydrogen and Helium in an Atom Interferometer
In the present thesis Berry phases for metastable states of hydrogen and helium exposed
to external electromagnetic fields are investigated. One main goal is the derivation of
a parity-violating observable incorporating the electroweak mixing angle. The study is
done in view of an available high-precision atomic beam spin echo interferometer and
with respect to the theoretically very well-known structure of hydrogen. We determine
the general properties of parity-violating and parity-conserving Berry phases and their
flux-density vector fields distinguished by their behaviour under proper and improper
rotations. This allows for extensive analytical investigations and cross-checks of our
numerical computations. Regarding hydrogen, we reveal geometry-dependent modific-
ations of atomic lifetimes due to parity-conserving imaginary Berry phases. Deriving
the evolution of the atomic wave packets, we establish the theoretical description of an
atom interferometer. An analytical expression for the spin echo signal, easily access-
ible in experiment, is presented and numerically evaluated to extract parity-violating
signals. We discuss the implications of the computed parity-violating effects on inter-
ferometric precision measurements of the proton’s weak charges. Moreover, we outline
the concept of Heisenberg-limited atom interferometry to improve the resolution for
measurements of Berry phases. Finally, we present predictions for parity-conserving
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1 Introduction
Symmetries have been proven to be abundantly fruitful in the description of our physical
world. Their investigation allowed for the development of well-confirmed theories as
the Standard Model of elementary particle physics and the theory of relativity, that is,
the cornerstones of today’s fundamental physical laws. It is widely accepted that the
combined symmetry CPT of the discrete transformations of charge conjugation (C),
parity (P), and time reversal (T), is respected by all laws of nature [1–3]. However, the
individual symmetries may be, and indeed are, broken.
Until 1957 nature was believed to be invariant under space inversion, that is, all
physical phenomena were regarded to respect space-reflection symmetry just as rota-
tional and translational symmetry. In 1956 T.-D. Lee and C. N. Yang proposed that
the weak interactions could violate parity [4]. After that analysis, C. S. Wu and col-
laborators observed parity violation in nuclear beta decay [5]. This profound discovery
of an unusual geometric property of the nuclear forces deepened our understanding of
many physical processes in many fields of research ranging from elementary particle
physics at high energies to atomic and nuclear properties at low energies. For a se-
lection of reviews see [6–12]. Parity violation has even been discussed in the realm of
chiral biological molecules [7,13,14], although the estimates are debated controversially
and a rigorous quantitative analysis has not been achieved so far.
In the 1960s Glashow, Weinberg, and Salam formulated the unification of the elec-
tromagnetic and weak forces [15–17]. Today, this electroweak theory is included in the
Standard Model and constitutes the basis for all parity-violating physical processes.
The charged W-bosons mediate processes like nuclear beta decay where the identity of
the involved particles is changed. In contrast, the neutral Z-bosons, first observed at
CERN in 1973 [18] in form of the so-called weak neutral currents, mediate P-violating
processes in stable atoms. The Z-bosons couple differently to left- and right-handed
Standard Model fermions, thereby establishing P-violating interactions within inert
matter. In the low-energy regime of atomic physics the weak neutral currents are in-
corporated in the P-violating Hamiltonian forming the foundation of our investigation
of parity violation in atomic systems, including hydrogen.
In the realm of atomic physics the weak neutral currents constitute the basis of parity
violation in terms of Z-boson exchange between electrons and nuclei. A first discussion
of weak neutral current interactions between electrons and protons was started by
Y. B. Zel’dovich in 1959 [19]. Already in these early days of atomic parity violation,
hydrogen was proposed as a candidate to exhibit P-violating effects [19, 20]. The first
verification of atomic parity violation was, however, achieved in 1978 by means of a
P-violating optical rotation in an experiment on bismuth [21].
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At this point we want to put forward another geometric phenomenon which lies at
the heart of quantum mechanics. In 1984, M. V. Berry found that the wave functions of
quantum mechanical systems can exhibit, besides the dynamic phases, geometric phases
which depend on the evolution of the system in a non-local way. The simplest case
is an adiabatic evolution in an at least two-dimensional parameter space [22]. These
now after Berry named geometric phases show a dependence on the closed path which
the state passes through in the underlying parameter space. Berry demonstrated that
quantum mechanics is, at a fundamental level and under very general circumstances,
endowed with a non-local geometric structure. As a prime example it was then pointed
out that the Aharonov-Bohm effect [23] can be interpreted in terms of geometric phases.
Berry phases have been studied extensively during the past decades entering numerous
areas of research. Reviews addressing geometric phases can, for instance, be found
in [24,25]. Besides the investigation of quantum mechanical particles like electrons and
neutrons in external fields, geometric phases also play an important role in such diverse
fields as solid state physics, topological insulators, mathematical physics, and quantum
information; see, for example, [26–31].
Berry’s phase also emerges for atoms exposed to external electric and magnetic fields
varying in time which form a six-dimensional parameter space. P violation (PV) in such
physical systems manifests itself in P-violating1 contributions to Berry’s phase. These
contributions can be divided into nuclear-spin independent and nuclear-spin dependent
parts, following from the derivation of the PV Hamiltonian HPV from first principles.
The main goal of this thesis is the exploration of possibilities to reveal PV signa-
tures in terms of Berry phases for n = 2 hydrogen states exposed to electromagnetic
fields in an atom interferometer. The idea is to combine one of the theoretically best-
known atomic species, hydrogen, with interferometry which is known for its potential
to allow high-precision measurements [32, 33]. We aim at the derivation of a phys-
ical observable which is easily accessible in an atom interferometry experiment. One
particularly suitable experimental setup for the investigation of Berry phases is a lon-
gitudinal atomic beam spin echo (lABSE) scheme. The investigation of spin echos
dates back to the 1950s [34]. The basic idea is to apply subsequent magnetic fields,
oriented antiparallel to each other, to spin-polarised particles, thereby reversing their
accumulated dynamic phase and establishing an ‘echo’ of polarisation. In 1995, Dub-
bers et. al. developed a high-precision atomic beam spin echo setup and measured Berry
phases for 3He propagating in magnetic fields [35, 36]. In the present thesis, we the-
oretically describe a similar apparatus which is presently used and further developed
in the group of M. DeKieviet [32, 33, 37–39]. We investigate the properties of Berry
phases for metastable 2S states of hydrogen [40]. They live long enough for feasible
interferometry experiments and posses a weak admixture of 2P states of hydrogen due
to HPV, thereby allowing for PV Berry phases to be observed in interference patterns.
In the present thesis we aim at the determination of maximal magnitudes of PV Berry
phases by exploring suitable regions of the electromagnetic parameter space.
1In the following, we will abbreviate ‘P-violating’ the same way as ‘P violation’.
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Through the PV observables we have, in principle, access to the electroweak mixing
angle θW , a fundamental parameter of the Standard Model (SM), the numerical value
of which is not predicted theoretically within the SM. It rather has to be determined
experimentally. The most precise data have been acquired at large momentum trans-
fers in collider experiments [41,42]. A value of sin2 θW measured at high-energy can be
connected to values at lower energies by use of renormalisation group theory. In the
low-energy limit the running of the coupling constant sin2 θW is predicted to saturate
at sin2 θW = 0.23867(16) [43]. Due to very few experimental data in the low-energy
regime, a cross-check of hitherto found results for the running of sin2 θW would be most
welcome, complementary to high-energy physics. Moreover, a high-precision determ-
ination of sin2 θW may constrain alternative models of weak interactions or indicate
physics beyond the SM if deviations from the SM-predictions are found.
Atomic parity violation (APV) experiments offer the possibility to determine sin2 θW
at low energies. Much effort has been put in observing PV effects in heavy atoms
which have a high nuclear charge Z. In general, such atomic species are favoured
compared to light atoms due to the so-called Z3-law [44–46]. This was derived in
1974 by M.-A. Bouchiat and C. Bouchiat who predicted a strong enhancement of PV
effects with growing nuclear charge. Several physical phenomena have been investigated
in the context of APV. To date, the most prominent and most precise example is
the measurement of P-violating 6S → 7S transitions in caesium, conducted in the
group of C. E. Wieman [47]. Summaries and reviews of APV can, for instance, be
found in [7, 8, 11, 12]. The most severe constraint regarding APV experiments is the
necessity to extract desired observables like sin2 θW from experimental outcomes by
comparison with theory which involves demanding atomic-structure calculations. See,
for example, [8] and references therein for the sophisticated computations to retrieve
high-accuracy APV predictions for heavy atoms with many electrons and complicated
nucleon configurations.
In contrast, the lightest atoms such as hydrogen and deuterium can be regarded as
ideal candidates to study APV due to their structural simplicity, at least from the
theoretical point of view. Summaries of the present status for PV in hydrogen and
deuterium are given in [48, 49]. Until now, PV experiments with these atomic species
have not been competitive with investigations of heavy atoms, cf. [50] for a brief review.
In fact, the most precise experiment was done by C. C. W. Fehrenbach at the University
of Michigan in 1993 [51]. There, a sin2 θW -dependent PV observable, determined from
a P-violating 2S → 2S′ transition in hydrogen, was reported with a combined error of
1500%.
In the theoretical description of APV, the electroweak mixing angle is directly re-
lated to the weak charges [44] which are proportionality constants for the weak PV
interaction of the nucleus. The nuclear-spin independent weak charge Q(1)W incorpor-
ates only sin2 θW , the nuclear charge, and the neutron number. Therefore, sin2 θW
can be determined most clearly via Q(1)W , not taking into account the absolute size of
the PV effects. On the other hand, the nuclear-spin dependent weak charge Q(2)W also
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involves the total polarisations ∆q+∆q¯ of a nucleus carried by the quark species q and
q¯, see, e.g., [52]. As a part of the so-called spin crisis of the proton [52–54], the experi-
mental determination of the s-quark contribution ∆s+∆s¯ is not entirely conclusive to
date [55–59]. Thus, a measurement of Q(2)W would offer the possibility to significantly
contribute to the knowledge of the proton’s spin structure.
Apart from PV Berry phases the parameter space of electric (E) and magnetic (B)
fields first of all provides for P-conserving (PC) Berry phases which are, in general, much
larger than PV ones. Here, the external fields E and B couple to the atom’s electric
and magnetic dipole operators D and µ, respectively. Moreover, the instability of the
n = 2 hydrogen states effectively yields complex eigenenergies of the Hamiltonian in
the corresponding subspace. As a consequence of the non-hermitian Hamiltonian, both
PC and PV complex Berry phases can emerge for the metastable 2S states in suitable
electromagnetic field configurations. For geometric phases of systems being subject to
non-hermitian Hamiltonians see, for instance, [60–66]. Particularly emphasising the role
of metastable states, geometric phases and their relation to the adiabatic theorem were
discussed in [67,68]. In the present work we find complex Berry phases for hydrogen in
suitable electromagnetic fields giving rise to geometry-dependent modifications of the
atomic lifetimes. This intriguing effect has not been observed experimentally so far.
As already pointed out by Berry, the geometric phases arising from a closed line
integral in parameter space can be rewritten in terms of an oriented surface integral
over a flux-density vector field [22]. The investigation of Berry phases can then be done
in terms of these vector fields.
In this thesis we analyse the flux-density vector fields of metastable atomic states [40].
Thereby, we retrieve formulae of the vector field components and their derivatives
proving to be useful for analytical as well as numerical analysis. The visualisation of
three-dimensional flux-density vector fields serves as a convenient tool to explore the
electromagnetic parameter space. In that way, it becomes possible to search for Berry
phases with tailored properties, such as pure PV Berry phases or imaginary parts of
Berry phases.
Studying the behaviour of the external-field-dependent flux-density vector fields un-
der proper and improper rotations, we gain expansions of these vector fields in terms of
functions which are invariant under those rotations. With these expansions, analytical
expressions for the global structure of the vector fields in specific parameter spaces
are derived, enabling consistency checks of our numerical calculations. Furthermore,
this structure analysis reveals relations like a high sensitivity of specific flux-density
vector fields to the electric dipole operator D in the case of hydrogen. Considering
more complex atomic species with less accurately known dipole operators, analogous
findings could be valuable for determining D and µ, respectively, via measurements of
adequate Berry phases connected to those flux-density vector fields.
We gain access to the Berry phases, which are incorporated in the evolution of
the atomic wave packet, by deriving the total flux F of longitudinally propagating
atoms that arrive at the detector for given electromagnetic field configurations. The
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observable F represents the interference pattern as a function of the applied external
fields. Our analysis culminates in the detailed investigation of spin echo signals F
under realistic conditions. We retrieve PC as well as PV spin echo signals and discuss
their implications on precision measurements of the proton’s weak charges.
Regarding precision enhancement of atom-interferometric measurements, we invest-
igate the possibility to use squeezed N -particle states instead of single atoms. Here, the
crucial feature of squeezed states is the decreased variance of one observable of interest
at the expense of the variance of the conjugate observable. For example, squeezed
atomic states were investigated in the group of D. J. Wineland to reduce projection
noise in spectroscopy [69]. There, the total-spin fluctuations ∆Jy of an initial state are
decreased in y-direction while increased in x-direction. The total spin 〈J 〉 with the
corresponding error spheroid is then rotated according to a Ramsey-type spectroscopy
scheme such that the initial ∆Jy ends up to be the decreased error of a Jz-measurement.
Exploiting squeezed states, the resolution of interference patterns could be pushed bey-
ond the standard quantum limit of product states, i.e., of a sequence of uncorrelated
single atoms, by a factor up to
√
N . Extensive literature is available on that subject;
see [69–76] for a selection in view of this thesis.
Finally, we present results for Berry phases of metastable helium which is currently
used in the lABSE apparatus built by M. DeKieviet and collaborators. Compared to
metastable hydrogen, metastable helium states have the advantage to be detectable
with very high efficiency [77]. Many of the results in this thesis are valid for a wide
class of physical systems. To be more precise, we can treat any system with adia-
batically evolving metastable states obeying an effective Schrödinger equation with an
effective Hamiltonian which couples the system linearly2 to external parameters. This
includes n = 2 helium exposed to electromagnetic fields. In particular, we calculate
PC Berry phases for one metastable 2S state of 4He. In principle, this result can be
checked immediately in experiment. The required matrix elements of the magnetic and
electric dipole operators and the PV contribution to the mass matrix were calculated
by M. Puchalski [78].
The present work is in line with an extended sequence of projects [39, 67, 68, 79–83]
and aims to connect to existing experiments in a concrete way. The main findings of
this thesis include the discussions and results published in [40] and [32]. It is organised
as follows.
In Chapter 2 we review, after several general remarks on parity violation in Section
2.1, the foundations and motivations for the investigation of atoms, especially hydro-
gen, in the realm of APV. In the course of that, the derivation of the PV Hamiltonian
is outlined in Section 2.2 starting from the Lagrangian of quantum flavour dynamics.
Moreover, we present the current status of research regarding the electroweak mixing
angle in Section 2.3. Although the present work focusses on PV in hydrogen, we give
2We derive several properties and relations which hold for non-linear couplings as well.
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an overview of PV in heavy atoms in Section 2.4 as an instructive prelude, thereby
emphasising the main differences between PV in light and heavy atoms. Besides in-
troducing the general properties and principal quantities of atomic parity mixing used
throughout the subsequent chapters, we address the advantages of PV investigations
with hydrogen in Section 2.5. There, hitherto proposals and efforts to measure PV in
hydrogen are discussed as well.
We present the concept of Berry’s phase and its connection to the adiabatic theorem
in Section 2.6. There, we give the straightforward extension to the case of non-hermitian
Hamiltonians as needed in this work. Furthermore, the common textbook-illustration of
geometric phases which emerge for parallel-transported vectors on a sphere is elucidated
by explicitly connecting it to the quantum mechanical derivation of Berry’s phase. We
close Chapter 2 by citing several experimental observations of geometric phases.
Chapter 3, based on [40], is devoted to one main subject of this thesis. We aim
at the computation, classification, and structural analysis of Berry phases and their
flux-density vector fields for metastable states. We provide means for the investigation
and generation of tailored Berry phases, in particular for atomic systems in external
fields and especially for hydrogen.
First, the Wigner-Weisskopf approximation is outlined in Section 3.1 yielding an ef-
fective description of the exponential decay of the n = 2 hydrogen states in terms of a
non-hermitian Hamiltonian or mass matrix. In Section 3.2 we discuss hydrogen exposed
to electromagnetic fields in view of the requirements to determine PV Berry phases.
General remarks and notations regarding Berry phases for atoms at rest are given in
Section 3.3. Our approach of their numerical computation is briefly summarised in
Section 3.4. A rigorous analysis of the structure of geometric flux-density vector fields
via their transformation properties under proper and improper rotations is presented
in Section 3.5. Those findings can be utilised to preselect interesting parameter space
regions and compute Berry phases as well as the according flux-density vector fields.
Furthermore, that analysis allows for convenient consistency-checks of the numerically
derived geometric phases in view of the exceedingly large parameter space of elec-
tric and magnetic fields. Besides giving several remarks on the systematic analysis of
flux-density vector fields, we illustrate our results for their properties with concrete
examples for hydrogen in Section 3.6. Berry phases for specific electromagnetic field
configurations are determined in Section 3.7. There, both real and imaginary parts of
PC and PV Berry phases are evaluated.
At this point, we connect to a realistic experimental scheme which ought to enable
measurements of the Berry phases found so far. The evolution of hydrogen wave packets
in lABSE experiments is described in Chapter 4, based on [32]. After defining the basic
experimental parameters in Section 4.1, we introduce the effective Schrödinger equation
in the adiabatic limit and its solutions in Section 4.2. Specialising to Gaussian wave
packets, the interference effects of two internal 2S states are derived in Section 4.3.
As a result, we obtain an analytical expression of the interference pattern F which
corresponds to a spin echo signal in case of a spin echo field configuration.
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In Chapter 5 we derive specific spin echo signals comprising the theoretical machinery,
developed in the preceding chapters, and realistic experimental parameters. Due to
the small magnitude of PV mixing in hydrogen, a perturbative expansion of F with
respect to its PV part is in order. In Section 5.1 we present this expansion allowing
for separate analysis of PC and PV spin echo signals such that the PV signal is not
masked by numerical errors of the PC signal. The further treatment of two spin echo
signals, following from a chiral field configuration and its space-reflected version, is
described in Section 5.2. There, we aim for the extraction and interpretation of the PV
signal. An example of such a PV interference pattern is discussed in detail in Section
5.3, thereby noting several subtleties which have to be accounted for in the numerical
implementation. After calculating PC spin echo signals for an already manufactured
field configuration in Section 5.4, we estimate the theoretical uncertainties of our PV
spin echo signals in Section 5.5. As a result and based on the uncertainties of all physical
quantities relevant for the PV signals, achievable accuracy limits for the proton’s weak
charges and their constituents are retrieved.
In Section 5.6 we investigate, from the theoretical point of view, the possibility of
using squeezed states to improve the sensitivity of the lABSE scheme. The concept of
spin squeezing is introduced and an approach for the application to lABSE experiments
is formulated.
Berry Phases for the n = 2 states of 4He are addressed in Chapter 6. As a pre-
requisite for further investigations, the complex eigenenergies in electromagnetic fields
are calculated in Section 6.1. We present a first result on a PC Berry phase of a meta-
stable helium state in magnetic field parameter space in Section 6.2. In principle, this
finding could be checked immediately with the currently available lABSE apparatus.
We conclude in Chapter 7 by summarising our results and accounting for several
ideas and future directions of research regarding PV phases in light atoms.
In Appendix A we give notations and definitions used throughout the thesis. Values
and quantities related to the hydrogen mass matrix are noted in Appendix A.1. There,
the labelling scheme of the n = 2 states is introduced. We furthermore derive the decay
matrix as used in the Wigner-Weisskopf approximation. In Appendix A.2 we present
the mass matrix for the n = 2 states of hydrogen. The labelling scheme and the mass
matrix for the n = 2 states of 4He are given in Appendix A.3.
Detailed calculations of several relations regarding the flux-density vector fields dis-
cussed in Chapter 3 are presented in Appendix B.
In Appendix C we give the detailed derivation of the non-relativistic PV Hamiltonian,
as outlined in Section 2.2.
The numerical computations presented in this thesis are carried out with the nu-
merical software QABSE. Its main features are noted and commented in terms of a
pseudo-code in Appendix D.
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2 Foundations, Motivations, and
Historical Overview
In this chapter we discuss the main aspects of the physical framework underlying the
work presented in this thesis, in particular atomic parity (P) violation and Berry phases.
The notion of P violation (PV) and its implications on physical quantities are intro-
duced in Section 2.1 with emphasis on concepts referred to in the subsequent chapters.
To date, P violation in atoms is understood in terms of the weak neutral currents
within the electroweak sector of the Standard Model (SM). In Section 2.2 we present
the derivation of the PV contribution of the atomic non-relativistic Hamiltonian HPV
from first principles. Besides the familiar P-conserving electromagnetic Hamiltonian
HPC, the P-violating contribution HPV is the basis for the calculations of PV Berry
phases in this thesis.
The determination of fundamental electroweak parameters such as the Weinberg
angle θW is one of the main objectives in the realm of atomic parity violation (APV).
In Section 2.3 we summarise the current state of knowledge concerning the electroweak
mixing angle θW . The angle is directly related to the weak charges of atoms. Major
successes have been achieved with APV experiments on heavy atoms, especially cae-
sium. Because of their importance for the low-energy regime of electroweak physics
and the connections to APV in light atoms, we collect the physical foundations and
main findings of PV experiments with heavy atoms in Section 2.4.
In Section 2.5 we focus on the general properties of PV in hydrogen and the ad-
vantages hydrogen provides compared to heavy atoms. We also give a brief review of
hitherto existing proposals for PV measurements on hydrogen.
The main part of the present thesis is devoted to the calculation and classification
of P-conserving and P-violating Berry phases. Like parity violation, the quantum
mechanical Berry phase constitutes a fundamental geometrical property of our world.
It was shown by M. V. Berry in 1984 [22] that quantum mechanics exhibits, under
very general conditions, a non-local geometric structure which manifests itself, e.g., in
terms of geometric phases. We discuss this profound property of a quantum system in
Section 2.6.
2.1 Parity Violation in Quantum Physics
In this section we introduce the fundamental characteristics of the P transformation,
necessary for the understanding of the chiral properties of hydrogen atoms in external
9
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electromagnetic fields. In the course of that, we will also briefly quote a few exper-
iments concerning PV, highlight APV and mention different areas of research where
PV experiments would allow new insight. More detailed discussions of APV in general
and PV in hydrogen in particular are provided in Sections 2.4 and 2.5, respectively.
Parity Transformation
The P transformation is defined by
P : x→ P x = −x , (2.1)
where P is the representation of P in three-dimensional spatial space switching sign
of the coordinate vector x, i.e., switching between left- and right-handed coordinate
systems. Mirror symmetry is often investigated in the same physical context as space-
reflection symmetry. This is justified since parity is the combination of mirror reflection
and an appropriate pi-rotation of the coordinate system – and, to date, every funda-
mental law of physics is understood to be rotationally invariant. Of course, one has
to be aware of the difference between mirror reflection and P transformation when
it comes to specific experimental situations which aim to detect the chiral properties
of a physical system. Chirality is the intrinsic handedness of a system. A system is
called chiral if it cannot be transformed into its mirror image by rotations or any other
transformation which corresponds to a symmetry of the system, e.g., Lorentz boosts.
A system is chiral or it is not. On the other hand, the handedness of a system denotes
its property of being left- or right-handed. And this property is not conserved in gen-
eral. One often cited example is the sign-changing helicity1 of a spin-particle under a
suitable Lorentz boost.
The symmetry of parity is said to be violated in a physical system if the space
reflected version of an experiment on the system leads to a different outcome than
the non-transformed experiment. In the following, we want to clarify the meaning of
this statement since in the literature this core idea of P violation experiments is often
presented in a fragmented or even inconclusive way.
Left-Right-Asymmetry
A general way of describing the behaviour of a system under a P transformation is the





where σL/R denote the outcomes of an experiment L and of the space reflected exper-
iment R, respectively. The quantity (2.2) is at the heart of P violation experiments.
Of course, the experimental outcomes σL/R in (2.2) have to be numbers, e.g., counting
rates, angles, or spatial distances. If σL/R are exact images of one another under P
transformation, parity is conserved for the underlying physical process, i.e., ALR = 0.
1The helicity operator of a particle with spin S and momentum p is defined as h = S · p.
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If, on the other hand, ALR 6= 0, then the symmetry of parity is violated. There is
extensive literature available on this subject, see for instance [8, 84, 85] for the realm
of atomic physics. However, we want to stress aspects which are particularly relevant
for the present thesis and therefore give a customised summary of the fundamental
arguments involved in the investigation of P violation.
Chiral Observables
For the correct P transformation of experiment L the behaviour of the involved com-
ponents under space inversion has to be known. Otherwise, one may not be able to
distinguish between a P-violating effect and false assumptions on the experimental
setup. For example, treating the polar vector of the electric field as an axial vector,
i.e., not reversing its sign for experiment R, can result in a false left-right asymmetry.
That is, by performing experiment L and experiment R we test parity only under the
assumption that the chiral properties of the experimental setup are known. The be-
haviour of any observable with respect to a P transformation has to be determined by
experiment via space reflecting the experimental apparatus. For example, an electric
field E can be produced by some apparatus A, then, by P-transforming A, i.e., by
space reflecting all the components which A is built from, one finds
E
P−→ −E . (2.3)
Conversely, the classical electromagnetic theory implies, for instance,
E = −∇φ− ∂tA P−→ −(−∇)φ− ∂t(−A) = −E (2.4)
for an electric potential φ and a magnetic vector potential A. Hence, one has to P-
transform all quantities involving a spatial dependence. We note that the electric field
itself is not chiral since −E is transformed into E via a pi-rotation. Considering (2.3),
the electric field is said to be P-odd. Conversely, a physical quantity like the magnetic
field B is said to be P-even as it does not change sign under a P transformation. With
non-chiral constituents like E andB one can devise experiments which possess chirality
and P-transform them in a well-defined way. We list some basic physical quantities in
Table 1 together with their behaviour under P transformation.
P-odd P-even
spatial vector x time t
momentum p energy E
force F mass m
electric field E magnetic field B
electric current density j electric charge density ρ
magnetic vector potential A electric potential φ
helicity h angular momentum L and spin S
Table 1: Behaviour of some basic physical quantities under P transformation.
11
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An essential requirement for testing parity is the chirality of the experimental setup.
If it possesses no handedness, the P-transformed setup can simply be rotated into the
non-transformed one leading to the same physics. Eventually, a definite chirality of the
experimental setup is not sufficient for finding different measurement results with the
P-reflected setup.
Parity in Quantum Mechanics
We now connect the discussion of P violation with the notion of symmetry in quantum
mechanics. The parity operator is hermitian and unitary and has the spatial representa-
tion 〈x|P |x′〉 = 〈x| −x′〉 = δ3(x+x′) implying that 〈x|P |ψ〉 = ψ(−x) for the spatial
wave function of an arbitrary state |ψ〉. Thus, the state P |ψ〉 in spatial representation
describes a system obtained from the spatial representation of |ψ〉 by space reflection.
Considering a physical system described by the Hamiltonian H = Heven +Hodd con-
taining parts which are even and odd under a P transformation, respectively, then
parity is not conserved because of
P−1HP = Heven −Hodd 6= H ⇒ [H,P ] 6= 0 . (2.5)
For a time independent Hamiltonian [H,P ] 6= 0 implies [U,P ] 6= 0, where U is the time
evolution operator. That is, if |ψ〉 is an eigenstate of P , then U |ψ〉 is in general not.
Thus, for the transition rates Γ between two states |φ〉 and |ψ〉 and their mirror states
|φ′〉 = P |φ〉 and |ψ′〉 = P |ψ〉, respectively, one finds
Γ(ψ′ → φ′) = | 〈φ′ |U |ψ′ 〉 |2 = | 〈φ|P−1UP |ψ〉 |2 6= | 〈φ|U |ψ〉 |2 = Γ(ψ → φ) . (2.6)
Enantiomers
One source for intuitively accessible chiral experiments are enantiomers, i.e., left- and
right-handed versions of chiral molecules which are transformed into each other by a
mirror reflection. They cannot be transformed into each other by a proper rotation.
As an example we show the chemical structure of lactic acid in Figure 2.1. Experiment
L consists of an experimental setup L in the laboratory coordinate system K, where
the left-handed molecule interacts with light polarised in z-direction while travelling in
x-direction. The result of L is the rotation of the plane of polarisation by an angle φ
in the y-z-plane. The setup R in the x-z-mirror-reflected coordinate system K ′ then
consists of the right-handed molecule interacting with photons polarised in z-direction.
The angles of rotation φ and φ′ have opposite signs in K, but the same sign when
regarding them in their respective coordinate systems. That is, the optical rotations








= 0 . (2.7)
2The experiment R looks the same as experiment L seen in the x-z-mirror.
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Thus, in this example of chiral molecules inducing optical rotation no P violation is
present. In fact, experiments detected the rotation of the plane of polarisation in
opposite direction by the same amount. The first one was performed in 1848 by Louis
Pasteur [86] discovering molecular chirality, and modern experiments yield opposite
rotations of equal magnitude within the given accuracy, cf. references given in [87].
Different angles of rotation would indicate P violation in chiral molecules. In fact,
there are experiments and proposals for detecting P-violating effects in enantiomers,
see for example [87–89], or [7] and references therein. Due to the electroweak interaction
incorporated in the Hamiltonian H the two versions of an enantiomer are generally not
expected to have the same energies according to
Eψ′ = 〈ψ |P−1HP |ψ〉 6= 〈ψ |H |ψ〉 = Eψ , (2.8)
where |ψ〉 is some energy eigenstate of H. Of course, detecting this difference and
tracing it back to the weak interaction may be even more difficult than in experiments
with single atoms. Although chemical reactions are usually regarded to fall in the realm
of the (P-conserving) electromagnetic interaction, there are debated attempts to trace
back the chiral features of biological molecules such as proteins and DNA to the neutral
currents of electroweak interaction. Discussions of these issues and related questions of























Figure 2.1: Lactic acid rotates the plane of polarisation of linearly polarised light
ω. In the laboratory frame K the rotation angle has different signs when consid-
ering the two types of enantiomers. The illustration of the three-dimensional lactic
acid molecule is adopted from http://knol.google.com/k/organic-and-biomaterials-
chemistry-lecture-32#.
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Energy Shifts due to HPV
Equation (2.8) holds for P-violating Hamiltonians in general. However, the energy
shifts may not be large enough for feasible experiments since the P-violating part HPV
of the Hamiltonian H = H0 +HPV of a non-degenerate system does not contribute to
the energy levels in first-order perturbation theory in HPV. This is due to [H0, P ] = 0,
implying H0P |ψ0〉 = E0P |ψ0〉 and P |ψ0〉 = eiη|ψ0〉, with η ∈ R, leading to
〈ψ0 |HPV |ψ0〉 = 〈Pψ0 |PHPVP |Pψ0 〉 = −〈ψ0 |HPV |ψ0〉 = 0 , (2.9)
i.e., a vanishing first-order contribution. Thus, in the case of non-degenerate 2S states
of hydrogen their energy shifts are at least of second order in perturbation theory,
Eψ′ − Eψ =





= |δi|2 L . 10−25 L , (2.10)
where L is the Lamb shift. The zeroth-order contributions to Eψ and Eψ′ cancel.
For the other quantities involved in (2.10) see Appendices A.1 and A.2. Clearly, the
observation of such small energy shifts is exceedingly difficult. However, larger energy
shifts may be obtained in the case of degenerate eigenstates of H0. As shown in [81,82],
the application of suitable chiral electric field configurations can yield energy shifts
proportional to δi or even to
√
δi, respectively, representing a huge enhancement of the
PV effect compared to (2.10).
P-Violating Light Absorption by Atoms
We now address a P-violating effect actually observed in atoms. For simplicity, we
suppose an experimental setup L, where an atom absorbs only the left-polarised (σL)
component of linearly polarised photons travelling in x-direction. This absorption
property of the atom provides a PV effect, as we will see in the following. Since there
are no left- or right-handed versions of atoms, the atom does not need to be replaced
to obtain a version of the experiment which is mirror-reflected with respect to the x-
z-plane. By the same token, the incoming beam of linearly polarised light consisting
of left- and right-polarised light in equal shares stays the same. That is, the setup R
obtained from setup L by reflection at the x-z-plane is not modified at all compared
to setup L. Consequently, its absorption properties stay the same, i.e., again only left-
polarised photons are absorbed. But the atom of experiment R should absorb only
mirror-reflected σL-light, that is, σR-light, if mirror reflection symmetry is supposed to
hold. As a result parity symmetry is not respected in the absorption process. Here,




= 1 , (2.11)
where ρσL/R are the absorption rates of left- and right polarised light. The P-violating
absorption properties of atoms were investigated and a non-vanishing left-right asym-
metry was found in 1978 in Novosibirsk in an experiment using bismuth vapour [21].
This was the first observation of parity violation in atoms.
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Role of the Standard Model
At this point, the question arises of how to predict the behaviour of a physical system
under space reflection. An asymmetry with respect to parity simply has to be built into
the theory right from the beginning. The Standard Model of particle physics provides
a description of most P-violating processes observed so far. For a counterexample we
refer to [47,90,91] where a discrepancy between experiment and theory is reported for
a PV observable. We will address this issue more detailed in Section 2.4.
We want to mention the very first experiment finding a violation of space-reflection
symmetry. It was the measurement of the angular distribution of electrons emitted
from polarised cobalt nuclei in β−-decay in 1957 by C. S. Wu and collaborators [5].
This experiment was conducted a few months after Lee and Yang posed the question
of P violation due to weak interactions [4]. The two versions of the chiral experimental

















Figure 2.2: Illustration for the β−-decay experiment [5] viewed in the mirror re-
flected coordinate systems K and K ′. The spins of the cobalt nuclei, indicated by
broad arrows, are aligned antiparallel to the magnetic field B and B′ (blue arrows),
respectively. Due to angular momentum conservation in the process (2.12), the elec-
tron spin is also aligned antiparallel to the magnetic field. The z-components of the
electron momenta are indicated by red arrows for the preferred electron helicities as
observed in the experiment. That is, preferably left-handed electrons in terms of heli-
city, i.e., left-helicity electrons, are emitted in both experimental setups, illustrated
by the curved arrows. This is a direct verification of P violation in the process of
β−-decay.
According to [5] the decay
60
27Co −→ 6028Ni+ + e− + νe (2.12)
is observed at a small temperature to ensure sufficient polarisation of the cobalt sample
due to the magnetic fieldB ‖ ez. The two experimental realisations are mirror images of
15
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one another, obtained by mirror reflection at the x-z-plane. However, the experimental
outcomes σL and σR, which are the ratios of the counting rates of the electrons at low
and high temperature3, were found not to be mirror images of one another. In terms of
helicity the emitted electrons are preferably left-handed in both cases while the mirror
reflection of the left-handed electron in K ought to result in a right-handed electron in
K ′ if parity was conserved. In fact, the W-bosons of the Standard Model involved in
β-decay couple only to left-handed fermions and right-handed anti-fermions, i.e., parity
is maximally broken in β-decay. Note that left-handed particles in the SM actually are
meant to be left-chiral ones, not left-helicity particles. The notation eL in Figure 2.2
indicates left-helicity electrons, whereas in the context of the SM the notation eL is
usually used for the left-chiral part of the electron e = eL + eR. However, having
clarified that aspect, we will adopt the SM notation from this point forward. The







= 1 , (2.13)
under ideal experimental conditions. Of course, the left-helicities of the electrons could
be switched by a Lorentz boost resulting in right-helicity electrons. But the detectors
would be boosted in the same direction leading to the same detection asymmetry
between both versions of the experiment.
Until 1968, the Cabibbo-Theory [92] of weak charged currents described all weak
decays. P violation in stable atoms was not supposed to be possible. Nowadays, P vi-
olation in the SM is introduced via the Glashow-Weinberg-Salam model of electroweak
interaction [15–17], formulated in 1968 and unifying electromagnetic and weak inter-
actions. As a consequence, a new neutral gauge boson called the Z- or Z0-boson was
predicted, followed from the discovery of the weak neutral currents in 1973 [18]. The
Z-boson coupling to fundamental fermions is different for left- and right-handed fermi-
ons, thereby yielding the possibility of inert matter like atoms to exhibit P violation
for various observables. In contrast to the maximal left-right-asymmetry of β-decay,
the left-right asymmetry from interference between P-conserving and P-violating amp-
litudes in atoms is many orders of magnitude smaller, see Section 2.4. Here, the elec-
tromagnetic interactions dominate over the weak PV interactions. Estimates for a
measurable left-right asymmetry of the order of 10−6 are retrieved for heavy atoms.
In Section 2.3 we will also quote, besides those APV experiments, several high-energy
experiments aiming at the detection of P violation.
In the following section, we outline those parts of the electroweak theory which
are relevant for APV, in particular for hydrogen. The bottom-line observation is the
intrinsic chirality of atoms.
3At high temperature the polarisation of the cobalt nuclei is lost resulting in equal counting rates
σL = σR.
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2.2 The Parity-Violating Atomic Hamiltonian
To put our theoretical basis of atomic PV into the context of the SM, we introduce the
Lagrangian LQFD of quantum flavour dynamics as the starting point for the derivation
of the P-violating part of atomic Hamiltonians. We proceed with the discussion of
the low-energy limit of those terms in LQFD relevant for atoms and perform a non-
relativistic reduction of the obtained Hamiltonian suitable for the investigation of light
atoms such as hydrogen. In the course of that, we discuss the foundations of P violation
in electroweak theory, especially the role of vector- and axial-vector couplings. We give
a detailed derivation of the PV part of the atomic Hamiltonian in Appendix C. The
presentation given here and in Appendix C is based on [93] where a more extensive
discussion can be found.
The Lagrangian of Quantum Flavor Dynamics
LQFD is the basis for the derivation of the non-relativistic PV atomic Hamiltonian from
first principles. As outlined in Appendix C, the Lagrangian reads, after introduction










































































J λem = ψ¯ γλ(T3 +Y)ψ , (2.16)
J λNC = ψ¯ γλT3ψ − sin2 θWJ λem , (2.17)
J λCC = ψ¯ γλ(T1 + iT2)ψ . (2.18)
The Lagrangian (2.14) and its constituents are motivated and defined in Appendix C.
In the remainder of this section we want to focus on the weak neutral currents J λNC
responsible for PV effects in atoms.
Considering Table C.1 of Appendix C and the currents (2.16)-(2.18), one finds that
the W-bosons couple to left-handed fermions only – in contrast to the Z-boson which
couples to both left- and right-handed fermions, but with different coupling strengths
due to different third components T3 of the weak isospin T .
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Low Energy Limit for Atomic Physics
We are interested in the fermion couplings of (2.15)-(2.18) to describe the interaction
between quarks and electrons in atoms. From LQFD one can deduce Feynman rules,
e.g., for the quark-electron interaction at tree-level via Z-boson exchange and photon
exchange, respectively, see Figure 2.3. We take the low-energy limit for the Z-boson
propagator Z(q) by demanding the squared four-momentum transfer q2 to be much










where gρλ is the metric tensor. This constant propagator in momentum space corres-
ponds to a δ-distribution in real space. Thus, the effective lepton-quark interaction
via Z-boson exchange in the low-energy limit can be regarded as a point-like 4-fermion














































The expression (2.21) is explicitly deduced in Appendix C.
Figure 2.3: The diagrammatically depicted electromagnetic and weak amplitudes
for the electron-quark interaction corresponding to a photon exchange and a Z-boson
exchange, respectively. Here, q stands for the three light quarks u, d, s. In case
of the low-energy interaction between quarks and electron in the hydrogen atom
these fundamental tree-level Feynman graphs are replaced by an effective four-fermion
interaction. We assume that contributions from the heavy quarks c, t, and b can be
neglected. The couplings of the Z-boson to quarks and electron are indicated. It turns
out that only the couplings between vector(V-) and axial-vector(A-)terms contribute
to the effective PV interaction described in the present section. The indicated neutral-
current couplings can be read off directly from (C.28)-(C.32) in Appendix C – hence
the notion (V−A)-theory.
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Since we are interested in the P-violating interactions induced by the neutral currents,
we present the transformation properties of the terms in (2.21) under a P reflection. A
detailed discussion of these transformation properties can for example be found in [94].
We use the abbreviation P for the unitary operator U(P ) acting on the field operators
of a Dirac field ψ(x). We obtain the transformation property
U †(P )ψ(x, t)U(P ) = Pψ(x, t)P = ηγ0ψ(−x, t) (2.22)
where η is a phase factor which drops out when P transformations of Dirac field bilinears
are considered. With (2.22) we easily obtain
Pψ¯(x, t)P = η∗ψ¯(−x, t)γ0 , (2.23)
Pψ¯(x, t)ψ(x, t)P = ψ¯(−x, t)ψ(−x, t) , (2.24)
Pψ¯(x, t)γµψ(x, t)P =
{
ψ¯(−x, t)γµψ(−x, t) , µ = 0
−ψ¯(−x, t)γµψ(−x, t) , µ = 1, 2, 3 , (2.25)
P iψ¯(x, t)γ5ψ(x, t)P = −iψ¯(−x, t)γ5ψ(−x, t) , (2.26)
Pψ¯(x, t)γµγ5ψ(x, t)P =
{
−ψ¯(−x, t)γµγ5ψ(−x, t) , µ = 0
ψ¯(−x, t)γµγ5ψ(−x, t) , µ = 1, 2, 3 . (2.27)
Thus, the products of, for instance, two vector-currents (ψ¯1γµψ1)(ψ¯2γµψ2) or two axial-
vector currents (ψ¯1γµγ5ψ1)(ψ¯2γµγ5ψ2), respectively, are P-invariant. But the product
(ψ¯1γ
µψ1)(ψ¯2γµγ5ψ2) of a vector current (V) with an axial-vector current (A) changes
sign under P transformation. Therefore, the PV part L Z,PVint,eff of L
Z
int,eff incorporates































e −12 + 2 sin2 θW −12
u 12 − 43 sin2 θW 12
d, s −12 + 23 sin2 θW −12
Table 2: The weak neutral current
couplings gψV/A in HPV, see (2.28).
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As we will see in the following, H(1)PV is the nuclear-spin independent part of HPV for
atoms while H(2)PV depends on the nuclear spin. In principle, the P-conserving part
of the Hamiltonian deduced from L Zint,eff can lead to small energy shifts. But due
to uncertainties in the dominating part of an atomic Hamiltonian, namely the part
connected to photon exchange, these shifts are very hard to detect [95].
Non-Relativistic Reduction of the P-Violating Hamiltonian
For now, we have calculated the atomic PV Hamiltonian of electron-quark interaction
via Z-boson exchange in the low-energy limit of (relativistic) QFD. The next step is
a non-relativistic (NR) reduction of HPV to obtain more feasible expressions for the
calculation of the hydrogen Hamiltonian. In contrast to heavy atoms the NR reduction
for light atoms like hydrogen is a good approximation, see [7]. Here, the crucial quantity
for a NR approximation is the ratio between the typical momentum transfer |pPV| for
the electroweak interaction in hydrogen and the electron mass me which is of the order
|pPV|
me
≈ 1/rBme = αmeme ≈ 1/137  1, with Bohr radius rB and fine structure constant α,
see [96]. This leads to a valid NR reduction by demanding




PV ≈ me +
p2PV
2me
≈ 511 keV + 0.01 keV ≈ me .
(2.29)
Normalised states |Z,N, I, I3〉 of the nucleus can be represented by the quantum
numbers of atomic number Z, number of neutrons N , nuclear spin I, and its third
component I3, with 〈Z,N, I, I ′3 |Z,N, I, I3 〉 = δI′3I3 . Regarding a single atomic species,
we employ the abbreviation |I, I3〉 for |Z,N, I, I3〉.


























The NR reduction can be performed by approximating the involved Dirac spinors











and u¯s′(p′) = u
†
s′(p














. That way, we derive
the matrix elements 〈ψ′e, I, I ′3 |HPV |ψe, I, I3 〉 explicitly in Appendix C.
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Our final expression for H(1)PV in the non-relativistic reduction, acting on states












δ3(x)σ ·⇀p + σ ·↼p δ3(x)
)
(2.33)
for I ′3 = I3. The nuclear-spin independent weak charge is defined as
Q
(1)
















1− 4 sin2 θW
)
Z −N . (2.35)
The Pauli-matrix vector and the electron momentum operator are denoted as σ and p,




p acting as derivative operators to the right and
to the left, respectively, cf. Appendix C for details. In view of its role as a fundamental
quantity of electroweak interaction in atoms, the weak charge of an atomic nucleus was
introduced by M.-A. Bouchiat and C. Bouchiat [44] in analogy to the electric charge
of the nucleus. The expression (2.35) is valid only at tree level, but corrections due to
higher-order electroweak effects do not exceed the 1% level, see [8].




























(1− 4 sin2 θW ) [∆u+∆u¯− (∆d+∆d¯)− (∆s+∆s¯)] , (2.37)
where ∆q + ∆q¯ = I G(q)A (Z,N) are the total polarisations of the nucleus carried by
the quark species q, and G(q)A (Z,N) are the directly related axial form factors of the
nucleus for the quark species q.
As discussed in [52] using the quark parton model, that part of the proton spin








[q+(x)− q¯−(x) + q¯+(x)− q−(x)]dx . (2.38)
Here, q+(−)(x) are the distribution functions of the quark q carrying the fraction x of the
total momentum of the proton. The superscripts + (−) refer to the parton having the
same (opposite) helicity as the proton. For the experimental values of ∆q+∆q¯ we refer
to Table A.1 of Appendix A.1. The value for ∆s+∆s¯ is not very well known at present.
We employ the interval −0.12 ≤ ∆s+∆s¯ ≤ 0, leading to −0.1259 ≤ Q(2)W ≤ −0.1151.
The combined error from the other constituents of Q(2)W remains below the 2% level.
That is, a measurement of Q(2)W below the 7% level would already provide a substantial
contribution towards a more precise determination of ∆s + ∆s¯, and, hence, towards
the understanding of the proton spin.
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2.3 Present Status of the Electroweak Mixing Angle
As we will discuss in Chapter 3 the physical quantities for the investigation of P viola-
tion as proposed in this thesis are proportional to the weak charges Q(i)W (i = 1, 2), see
(2.35) and (2.37), which both include sin2 θW . The electroweak mixing angle can be re-
garded as one of the fundamental parameters of the Standard Model, cf. (C.20)-(C.23)
in Appendix C. Given the SM-prediction of sin2 θW , its high-precision experimental ex-
traction in the low-energy regime provides valuable information about the electroweak
interaction at very low energies. As one result of the present thesis we will find the
possibility to determine sin2 θW at the 0.05% level using hydrogen since the theoretical
calculations can be employed with an according accuracy. In the case of heavier atoms
which promise larger PV effects such an accuracy, which is limited by the precision of
atomic structure calculations, cannot be taken for granted. A 0.05%-determination of
sin2 θW at low momentum transfer would render the uncertainties from experiment and
theory comparable. In this section we give the current status of experiments measuring
sin2 θW .
Figure 2.4: The dependence of the electroweak mixing angle sin2 θW in the MS
scheme depending on the renormalisation scale parameter µ =
√|q2| with q2 being the
four-momentum transfer squared. The minimum of the curve is located at µ = mW .
Each kink of the curve is a result of matching the effective field theories which arise by
integrating out the SM particles with lower and lower masses. Theory uncertainties
of the curve are given by the width of the curve. The Tevatron result is regarded as
additional Z pole data at µ = mZ = 91.1876(21)GeV [12], but shifted to the right for
presentational purposes. A more precise access to the low-energy parameter region
can in principle be provided by PV experiments with hydrogen. The figure is taken
from [97], based on [43].
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So far, not exceedingly many experiments regarding the measurement of sin2 θW – in
particular at low energies – have been performed. The most accurate values of sin2 θW
were obtained at the Z factories LEP 1 and SLC at the Z scale; for a summary see [12,97]
and references therein. This value is used to fix the β-function β(µ) = ∂ sin2 θW/∂lnµ
for the running of sin2 θW in the modified minimal subtraction (MS) renormalisation
scheme, see for example [94]. Recent overviews for the running of sin2 θW are given by
the particle data group [12,97]. We show the corresponding graph in Figure 2.4 which is
based on the most recent analysis of the theoretical low-energy limit of sin2 θW in [43],
which is found to be
sin2 θW (µ→ 0) = 0.23867(16) . (2.39)
This value, saturating at low momentum transfers, is used in the discussion of PV in
atoms. The numerical value (2.39) results in a high sensitivity of the weak charges Q(i)W
on sin2 θW in the case of hydrogen because, for the proton, both are proportional to
(1− 4 sin2 θW ). In fact, an accuracy of e.g. ∆Q(1)W /Q(1)W = 4% corresponds to a relative
error of ∆sin2 θW/ sin2 θW = 0.3%.
Collider Experiments
In Figure 2.4 six data points regarding the measurement of sin2 θW are shown. The
Tevatron result [98, 99] is, on the one hand, based on the investigation of the reaction
pp¯→ e+e−, mediated primarily by Z-bosons at momentum transfers of the order of the
Z-boson mass mZ . There, the forward-backward asymmetry AFB of e+e− is related
to sin2 θW . On the other hand, sin2 θW is extracted by determination of the W-boson
mass4 mW from the decay W → e−(+) + ν. At the SLC the electroweak mixing angle
is extracted from the measurement of the left-right cross-section asymmetry ALR for
Z production via e+e− collisions, see [41]. The data point labelled LEP 1 combines
the results of various lepton asymmetry measurements sensitive to sin2 θW , see [42].
Another possibility of measuring sin2 θW is neutrino deep inelastic scattering (ν-DIS)
off nucleons. There, the cross-sections of reactions like νµN → νµX and νµN → µ−X
are linked to sin2 θW . For a review on precision measurements with neutrino beams,
including ν-DIS, see for example [100]. The data point labelled ν-DIS in Figure 2.4
is a combined value of several ν-DIS experiments including the NuTeV measurement
[101]. In the SLAC E158 experiment [102], labelled QW(e), longitudinally polarised
electrons at µ = 0.16GeV are scattered off (unpolarised) valence electrons of a fixed
hydrogen target. The electroweak mixing angle is involved in the measured asymmetry
ALR = (σR − σL)/(σR + σL) of the cross-sections σL and σR, related to left- and
right-handed beam electrons, respectively.
The proton’s weak charge Q(1)W (1, 0) = 1 − 4 sin2 θW is proposed to be measured
with 4% accuracy at Jefferson Lab for µ2 = 0.026GeV2, see [103]. There, the relev-
ant observable is a PV asymmetry ALR for elastically scattered electrons off protons,
4mW = mZ cos
2 θW , see Equation (C.23) in Appendix C.
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with leading term proportional to Q(1)W (1, 0)µ
2. The asymmetry arises from different
scattering rates depending to the electron beam helicities.
APV Experiments
Besides the collider experiments there have been performed APV experiments meas-
uring the weak charges (2.35) at low momentum transfers. The typical momentum
transfer for the electron in hydrogen can be estimated from the inverse Bohr radius
corresponding to αme ≈ 4 keV. To date, no APV experiments with hydrogen or other
light atoms can be regarded satisfying. Nevertheless, we will discuss the hitherto ex-
isting proposals for measuring APV in hydrogen in Section 2.5. The most precise APV
experiments are those with caesium, see [47] and [104]. The experimental uncertainty
of sin2 θW reported in [47] is at the 0.5%-level, noted as QW(APV) in Figure 2.4. To-
gether with a more detailed presentation of the caesium experiments we will discuss
the principal advantages and disadvantages of measuring PV in heavy atoms in Section
2.4.
2.4 Parity Violation in Heavy Atoms
In this thesis we primarily deal with P violation in hydrogen. But much effort has
been put forward in the field of P violation in heavy atoms during the past decades.
Hence, many fundamental considerations have been pursued in that direction some of
which can also be adopted to hydrogen. We therefore give a brief discussion about
the main investigations concerning P violation in heavy atoms. We also point out the
disadvantages of APV investigations of heavy atoms, in particular in view of APV in
light atomic species.
The Left-Right-Asymmetry
In general, weak amplitudes AW interfere with the electromagnetic amplitude Aem of
a transition in a usual APV experiment yielding a left-right asymmetry ALR for the
transition probabilities σL/R which are of the form
σL/R = |Aem ±AW|2 = |Aem|2 + |AW|2 ± 2Re{AemA∗W} . (2.40)
We note that a vanishing electromagnetic amplitude would imply σL = σR, i.e., no P
violation could be detected directly. At first glance, this may be puzzling because elec-
tromagnetically (parity-)forbidden transitions with Aem = 0 become allowed through
AW 6= 0. Though, detecting a signal for such a transition first of all is a sign for a
nonvanishing amplitude due to the weak interaction. If or if not the symmetry of space
reflection is broken in that transition, based on AW, cannot be determined directly
in that case since the whole experimental setup is invariant under P-transformation.
Nevertheless, parameters of the electroweak interaction, including parameters which
are important for the understanding of parity violation like sin2 θW , can in principle
be determined.
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|Aem|2 + |AW|2 ≈
2Re{AemA∗W}
|Aem|2 . (2.41)
As indicated by (2.41) small P-conserving amplitudes Aem, such as the 6S1/2 → 7S1/2
transition, are favoured as long as experiments can handle the background. Enlarging
the ratio (2.41) by exploiting favourable physical circumstances is usually referred to
as enhancement of the P-violating effect. As outlined e.g. in [84], increasing the
asymmetry by decreasing |Aem| is favourable because of systematics competing with
the asymmetry due to the weak amplitude. However, lowering |Aem| eventually brings
the signal in competition with the background while not improving the signal-to-noise
ratio S/N ∝ ALRR/
√
R, where, approximately, R = 12(σL + σR) ∝ |Aem|2 is the mean
rate, and ALR ∝ |Aem|−1.
The Z3-law
The main advantage of investigating the effects of PV in heavy atoms is their cubic
dependence on the nuclear charge, the so-called Z3-law [44–46]. A qualitative explan-
ation is, for instance, provided in [10]. For a probability amplitude AW of a transition,
mediated by a particle of massM and being proportional to g2/(M2+q2) with coupling
g and squared momentum transfer q2, one finds in the case of comparable couplings








while the approximate expression holds for low momentum transfers. Since the Bohr
radius corresponding to an unscreened Coulomb potential of charge Z, as seen by the
nucleus-penetrating electron orbitals involved in the short-range weak interaction, is of
the order of rB/Z we find the according momentum transfer squared |q|2 to grow like
Z2. Hence, we obtain ALR ∝ Z2. The third factor of Z can be traced back to the
coherent contribution of all nucleons interacting with the electron.
Physics beyond the Standard Model
Taking into account (2.42), the masses of additional neutral gauge bosons can be con-
strained by measuring ALR. More precisely, by observing a certain ALR, a lower bound
for the mass of a neutral gauge boson can be extracted from (2.42), in case it couples
the involved particles of the observed process in a way comparable to the Z-boson.
Actually, the lower bound for the mass of such a Z’ boson is reported to be 1.3TeV/c2
at 84% confidence level, improving the limit from investigations at Tevatron, see [105].
In return, given a mass range of Z’, there is also the possibility to constrain the type
of its coupling to quarks and electrons, i.e., probing vector- or axial-vector couplings
of Z’.
Furthermore, (2.42) allows for the existence of a light but weakly coupled neutral
gauge boson, the so-called U boson, mediating an interaction between dark matter
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particles and regular matter. For example, the decay U → e+e− had been suggested
as an explanation of the 511 keV γ-line observed from the galactic bulge [106]. The
according investigation in the realm of APV is, e.g., pursued in [107,108].
In general, APV can reveal or constrain alternatives to the weak neutral-current
sector of the SM at low energies. That way, APV may in the end also be valuable in
the search for a theory unifying all fundamental interactions.
The Caesium Experiments
Highly forbidden transitions are in principle appropriate for the investigation of P-
violating effects in heavy atoms. For instance, the 7S1/2 → 6S1/2 transition of caesium
(Z = 55) is forbidden by electromagnetic parity selection rule, the so-called Laporte
rule. This rule is broken by the weak interaction, where the S states get a small admix-
ture of P states leading to eigenstates 6Sˆ and 7Sˆ of non-definite parity. Thereby, a small
P-violating electric dipole amplitude 〈6Sˆ|D |7Sˆ〉 of the electric dipole operator D is
introduced. We point out that a left-right asymmetry, based on (2.40), can neither be
observed in the case of a pure P-conserving nor in the case of a pure P-violating amp-
litude. Usually, the P-conserving amplitude Aem considered in APV experiments is a
magnetic dipole amplitude or an additional (Stark) transition amplitude introduced via
a small external electric field. In either case the interference between the P-conserving
and the P-violating amplitude gives rise to a left-right asymmetry according to (2.41).
As reported in [85] and [8], an asymmetry of the order of 10−5 for the 6S1/2 → 7S1/2
transition rates can be expected for caesium.
One main disadvantage of heavy atoms regarding PV experiments which aim for the
weak charges is the need for an accurate calculation of the involved electron orbitals
to connect the measurements with theoretical predictions. Therefore, a prudent choice
are alkali atoms like caesium due to their comparably simple electronic structure of
just one valence electron. The impact of large atomic numbers Z has already been
mentioned above.
The most accurate determination of the weak charge in the realm of atomic physics
experiments has been achieved with caesium. To illustrate the basic considerations
involved in APV experiments of heavy atoms, we focus on an approach which utilises a
parity-forbidden transition, where interference of a Stark induced electric dipole (E1)
amplitude with an electroweak amplitude breaks the parity selection rule.
Figure 2.5 shows the schematic experimental setup of the Paris experiment at ENS
[109]. There, the Cs atoms are, within a constant electric (Stark) field E, excited to the
7S1/2 state via counter-propagating light beams with circular polarisations ±ξ and wave
vectors ±k. The circular polarisation ξf of fluorescence light from the allowed 7S1/2 →
6P1/2 transition, emitted in direction kf , was measured. This circular polarisation is
related to the electronic polarisation P = 〈σ〉 = P‖ +P⊥ ∝ −ξβk− ξImE1
PV
|E|2 k×E of
the caesium atoms prior to their decay. Unlike P‖, which is the polarisation component
parallel to the light beam, the additional component P⊥ ∝ ξ k×E, predicted due to the
electroweak interaction, does not transform like an axial vector under P transformation.
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The PV contribution can be revealed due to the chiral arrangement of the vectors and
axial vectors as depicted in Figure 2.5(b). The electronic polarisation results in a
non-vanishing photon polarisation ξf , and the according left-right asymmetry can be








β|E| = (−1.56 ± 0.17(stat.)± 0.12(syst.))× 10
−5 ,
(2.43)
obtained with typical electric fields |E| = 100V/cm, where β is the vector transition
polarisability, see [110]. Taking into account the reported accuracy, the value (2.43)
agrees with the theoretical prediction of (−1.61±0.07(stat.)±0.20(syst.))×10−5. Thus,
already in 1983, one validation of the Glashow-Weinberg-Salam model at low energies
using an atomic physics experiment at low energies was successful. As a result of a
refined version of this experiment [104] the updated value for the left-right asymmetry
is ALR = (−1.538 ± 0.040) × 10−5.
Figure 2.5: (a) The schematic setup of the Paris experiment [109] and (b) the in-
volved configuration of vectors E, k and axial vectors, here represented by the photon
helicities ξ, in the interaction region between the capacitor plates. A non-vanishing
circular polarisation ξf of the fluorescence light breaks the mirror symmetry of the
chiral system. The picture is adopted from [8] with permission.
The at present still most precise APV experiment was conducted for caesium in the
group of C. E. Wieman at Boulder, Colorado, in 1997 [47], with an experimental setup
in principle similar to that depicted in Figure 2.5. Again, the signature of P violation
arises from 6S→ 7S transitions, more precisely from transitions between states of total
angular momentum F = 3 and F = 4, respectively. The applied external fields provide
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several possibilities of spatial transformations leading to redundant measurements of





1.6349(80) 6S(F = 4)→ 7S(F = 3)
1.5576(77) 6S(F = 3)→ 7S(F = 4) (2.44)
for the two indicated hyperfine transitions. The difference of 0.077(11) between both
values is expected to originate mainly from the nuclear anapole moment, see Appendix
C.
In order to extract from experiment a numerical value for the weak charge the quant-
ity
E1PV = 〈7Sˆ1/2 |D |6Sˆ1/2〉 =
∑
n
( 〈7S1/2 |D |nP1/2〉 〈nP1/2 |HPV |6S1/2〉
E(6S1/2)−E(nP1/2)
+




has to be calculated [111]. Here, |nSJ〉 and |nPJ〉 denote the states of principal quantum
number n, total angular momentum J , and orbital angular momenta L = 0 and L = 1,
respectively, in absence of P-violating contributions. As well as the electric dipole op-
erator D, the P-violating Hamiltonian HPV mixes S and P states. The states resulting
from that PV admixture are denoted as |nLˆJ〉. Since HPV is proportional to the weak
charge, a measurement of E1PV and a calculation of the sum in (2.45) gives access to
QW . That way, the nuclear-spin independent weak charge of Cs is extracted and found
to be QW = −72.06(28)exp (34)theo, from an updated version of the experiment [111].
While deviating from the SM prediction by 2.5σ, a reconsideration of the involved
atomic theory calculations brought experiment and prediction to agreement, see [105]
and references therein. As a result, the combined value of theory and experiment is
reported as QW = −73.16(29)exp (20)theo.
Presently, the only high-precision experimental knowledge regarding the nuclear-spin
dependent contribution to the weak charge is deduced from the Boulder experiment [47].
The ratio r of the two measured E1PV amplitudes from (2.44) gives rexphf = r−1 = (4.8±
0.7)×10−2, where a non-vanishing value of rexphf indicates a nuclear-spin dependent PV
effect. But the obtained rexphf is not in accordance with the theoretical prediction r
theo
hf =
(1.6±0.3)×10−2 , see [90,91]. For now, this discrepancy does not allow for a concluding
interpretation. Although it is expected that this nuclear-spin dependent PV effect can
be traced back to the nuclear-spin dependent weak charge within the framework of
the Standard Model, experimental and theoretical re-evaluations, respectively, may
eventually suggest otherwise.
Other Heavy Atoms, Isotopes, and Ions
The largest left-right asymmetry in APV experiments so far was detected for a forbidden
transition in ytterbium (Z = 70) [112]. In agreement with theory, the asymmetry is
reported to be of the order of 10−4, but its accuracy of 16% is not yet sufficient to discuss
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impacts on nuclear-spin dependent effects. However, improvements of the experimental
setup are claimed to be underway which could yield a determination of isotope effects as
well as the detection of the respective anapole moments. Via measurements of different
isotopes the uncertainties of the electronic structure are expected to cancel.
A promising possibility for detecting P violation was found in the 6P1/2 → 6P3/2
magnetic dipole (M1) transition in thallium (Z = 81), see [113, 114], where a small
E1 amplitude due to the weak interaction is mixed into the M1 transition. Bismuth
(Z = 83) [115] and lead (Z = 82) [116] were also studied. The theoretical uncertainties
in the case of thallium are at the 3%-level [117] while the uncertainties for lead and
bismuth are even larger due to their more complicated electronic structures.
A further intriguing approach is the investigation of isotopes. There, uncertainties of
nuclear and electronic structure calculations can cancel when considering ratios of the
weak charges for different isotopes. For instance, it is argued in [118] that in the case of
samarium the only remaining uncertainty for [Q(2)W (
154Sm)−Q(2)W (144Sm)]/Q(2)W (144Sm) =
(2 + 24.8 sin2 θW )
−1 is due to different nuclear radii of the isotopes. However, theor-
etical as well as experimental difficulties in the realm of PV experiments with isotopes
still persist, see for instance [119,120], not yet allowing for accuracies competitive with
those of the Cs experiments.
Another route of investigation is offered by ions, e.g., Ba+ [121], Ra+ [122], or
Yb+ [123], combining a wealth of stable isotopes with a comparably simple electronic
structure and small energy splittings of the parity-mixed states. Just as in the case
of neutral atoms appropriate transitions in appropriate environments are examined
to deduce PV data. However, the reported accuracies of theoretical calculations re-
garding PV amplitudes range from 3% for Ba+ and Ra+ up to 50% for Yb+, see for
instance [124].
There are also efforts to measure APV at GSI, Darmstadt [125–129]. For example, a
circularly polarised laser can induce a PV E1-transition between the 1S0 state and the
3S1 state of helium-like ions which are injected in storage rings [129]. The interference
with the M1 amplitude accounts for an asymmetry in the transition cross section when
using left- and right-polarised light, respectively.
Ions can offer even larger enhancement effects than the Z3-law for neutral atoms. As
pointed out in [7], the PV Hamiltonian of hydrogen-like ions scales with Z5. This is,
however, a statement about the generic magnitude of the PV effect. Other important
ingredients like energy separation or applicability of external fields in realistic experi-
ments may effectively diminish those enhancements. This has always to be taken into
account when proposing concrete experimental realisations for measuring PV effects.
For instance, decreased denominators in the sum of (2.45) generically increase the PV
effect, but only as long as the nominators do not decrease to the same extent. The
summands may also cancel, at least partially.
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Disadvantages of Heavy Atoms
The determination of the nuclear-spin dependent weak charge using PV experiments
with heavy atoms is difficult since the P-violating effects grow only with Z2, see [85].
The reason is that Q(1)W is of the order ofN which is of the order of Z, butQ
(2)
W ∝ Z0 = 1,
cf. (2.35) and (2.37). Furthermore, an extraction of the associated couplings C2p and
C2n from experiment is in need of a nuclear physics calculation of heavy nuclei. That is
a much more severe constraint on accuracy than the corresponding derivations for the
proton. And even these can be regarded as unsatisfactory to date due to the difficulties
in determining the total polarisations of the quarks, see Section 2.2. Nevertheless, com-
paring heavy and light atoms from a theoretical point of view, the investigation of the
proton axial-vector coupling C2p is most promising regarding hydrogen PV experiments
where the least nuclear physics uncertainties are anticipated.
A further drawback of heavy atoms can be the lack of knowledge concerning the
number and properties of states of many-electron atoms which actually contribute to
parity mixing and could possibly lead to cancellations of P-violating effects.
Already this short historical abstract hints at the enormous effort and state-of-the-art
atomic-physics as well as nuclear-physics calculations necessary for a reliable test of the
electroweak theory using heavy atoms. Especially, the nuclear-spin dependent effects
obtained with the Boulder experiment need of cross-checking. One way to circumvent
the difficulties for heavy atoms and still obtain a competitive accuracy for sin2 θW and
other electroweak parameters may be the investigation of hydrogen due to its simple
electronic structure.
2.5 Parity Violation in Light Atoms
Despite longstanding efforts a determination of P-violating observables of hydrogen is
still to come. In light of the very limited number of high-precision APV experiments
and their drawbacks one should hesitate to consider the implications for the Standard
Model as well established. Besides additional experiments using heavy atoms and ions,
an investigation of hydrogen or other light atoms may as well be considered. Due to
the theoretically well-known structure of hydrogen [130], corrections to the coulomb
interaction such as the neutral-current weak amplitude for electron-quark interaction
can be investigated directly, that is, without having to rely on complex atomic or
nuclear physics calculations with limited accuracy.
The present thesis is mainly devoted to the investigation of hydrogen. We therefore
focus on that atomic species in the following, whereas general remarks regarding other
light atoms and isotopes will be given as well.
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General Properties of Parity Mixing in Hydrogen
The P-violating Hamiltonian HPV, see (2.33) and (2.36), involves spatial singularities
of the form δ3(x)σ · p, where p represents a spatial derivative. Therefore, in this
approximation of a point-like nucleus, only states with non-vanishing wave function or
derivative at the nucleus allow for parity mixing, see, for example, [84]. In addition, the
matrix elements for states with angular momentum J > 1/2 vanish, as shown in [7].
As in [80] we neglect PV mixing of states with different principal quantum number.
Hence, the only states of interest concerning parity mixing in n = 2 hydrogen are the
S1/2 and P1/2 states. Regarding the P-odd HPV as perturbation of the underlying
hydrogen Hamiltonian H0 of the P-even Coulomb interaction, the unperturbed states
|2S〉 and |2P〉 with different – but definite – parity can be mixed by HPV, leading to
perturbed states |2Sˆ〉 and |2Pˆ〉 with non-definite parity. The matrix elements of HPV
with respect to the unperturbed states of the same parity are spatial integrals over a
P-odd function and therefore vanish identically. Assuming non-degeneracy, HPV mixes
states |ψ〉 and |χn〉 of different parity according to
|ψ〉 −→ |ψˆ〉 = |ψ〉+
∑
n
|χn〉 〈χn |HPV |ψ〉
E(ψ) − E(χn) (2.46)
in first-order perturbation theory. From (2.46) the transition amplitude between two
states |ψˆ1〉 and |ψˆ2〉 can be written as




〈ψ2 |TEM |χn〉 〈χn |HPV |ψ1〉
E(ψ1)− E(χn)
+




with TEM being the electromagnetic transition operator. Assuming for example |ψ1〉
and |ψ2〉 to have the same parity, the P-even part of TEM, i.e., the magnetic dipole
operator µ = −µB(L + gS), leads to a non-vanishing magnetic dipole amplitude
contained in the unperturbed amplitude 〈ψ2 |TEM |ψ1〉. But, since in this case HPV
couples |ψ1,2〉 only with states |χn〉 having a parity opposite to that of |ψ1,2〉, µ does
not induce a PV amplitude. On the other hand, the P-odd part of TEM, i.e., the electric
dipole operator D, leads to non-vanishing HPV-induced electric dipole amplitudes via
the sum in (2.47). This sum over intermediate states can be difficult to compute for
heavy atoms, but in the case of hydrogen the sum in (2.46) reduces to




for the 2S states, which can be calculated with high precision.
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HPV for Single-Electron Atoms
With (2.33)-(2.37) and employing Coulomb wave functions one finds the matrix ele-
ments
〈2S1/2, F ′, F ′3|H(1)PV|2P1/2, F, F3〉 = −iδ1(Z,N)L(Z,N) δF ′ ,F δF ′3,F3 , (2.49)
〈2S1/2, F ′, F ′3|H(2)PV|2P1/2, F, F3〉 = −iδ2(Z,N)L(Z,N)
[
F (F + 1)− I(I + 1)− 34
]
× δF ′,F δF ′3,F3 , (2.50)
with |I − 12 | ≤ F,F ′ ≤ I + 12 and
〈2S1/2, F ′, F ′3|H(1)PV|2P3/2, F, F3〉 = 0 , 〈2S1/2, F ′, F ′3|H(2)PV|2P3/2, F, F3〉 = 0 , (2.51)
where |I − 12 | ≤ F ′ ≤ I + 12 , |I − 32 | ≤ F ≤ I + 32 , see [80]. In (2.49) and (2.50) we

















eV , (i = 1, 2) . (2.53)
Here rB(Z) = (Zαme)−1 = Z−1rB is the first Bohr radius and L(Z,N) is the Lamb
shift for a hydrogen-like atom with proton number Z and neutron number N . The
numerical factor in (2.53) was obtained using the values for Fermi’s constant G, Bohr
radius rB , and electron mass me from [12]. The numerical values of δ1,2 and Q
(1,2)
W for
hydrogen are given in Table A.1 of Appendix A.1. In Section 3.2.2 we will explicitly
introduce the full mass matrix of hydrogen including HPV.
It is instructive to recapitulate the Z-scalings of several quantities for nuclei with
general Z and N as given in [80], see Table 3. The quantities presented there differ only
slightly for deuterium and tritium. The PV parameters δi for these hydrogen isotopes
are given by δi(Z,N) = −6.14 × 10−12Q(i)W (1, N). In the case of deuterium we have
δ1 = 5.653×10−12, which is one order of magnitude larger than for hydrogen, cf. Table
A.1 of Appendix A.1. The constant δ2 largely depends on the value of ∆s + ∆s¯. For
−0.12 ≤ ∆s+∆s¯ ≤ 0 one obtains 5.82× 10−14 ≥ δ2(1, 1) ≥ 0, cf. [131].
Z = 1, N = 0
∆(Z,N) ' Z4∆ ∆ = 45.36431µeV
A(Z) ' Z3A A = 5.874326µeV
L(Z,N) ' Z4 L L = 4.374891µeV
ΓP(Z,N) ' Z4 ΓP ΓP = 6.264883 s−1
ΓS(Z,N) ' Z6 ΓS ΓS = 8.2203 s−1
Table 3: Approximate scaling laws for
the fine structure splitting ∆(Z,N) =
E(2P3/2) − E(2P1/2), hyperfine splitting
A(Z), Lamb shift L(Z,N) = E(2S1/2) −
E(2P1/2), as well as the total decay rates
ΓP and ΓS in vacuum for hydrogen-like
atoms and ions.
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Advantages of Hydrogen
We have already mentioned the high sensitivity of hydrogen experiments with respect
to sin2 θW in Section 2.3. Compared to heavy atoms hydrogen offers a cleaner access to
the s-quark contribution for the proton spin, see Section 2.2. Furthermore, a fortunate
circumstance in hydrogen is the small energy difference, the lamb shift, between the
2S1/2 and 2P1/2 states. The magnitudes of the mixing matrix elements
〈2S1/2 |HPV |2P1/2 〉
E(2S1/2)− E(2P1/2)
(2.54)
are therefore enhanced and become comparable to the parity mixings in heavy atoms.
In fact, the mixing for the 6S → 7S transition of caesium is of the order of 0.8 ×
10−11 e rB in atomic units, see [10]. Considering hydrogen, the product of (2.54) and
〈2S1/2 | e z |2P1/2 〉 is of the order of
√
3 δ1,2 e rB ≈ 10−12 e rB , see Tables A.1 and A.4
in Appendix A.1.
Specific 2P1/2 states can be made to cross with specific 2S1/2 states by applying
a suitable magnetic field. This way the energy denominator in (2.54) decreases by a
factor of |(E(2S1/2)− E(2P1/2)/(~ΓP/2)| ≈ 2pi L/(ΓP/2) ≈ 21, taking the Lamb shift
L from Table A.2 in Appendix A.1 and the decay width ΓP of the 2P1/2 states, see
Appendix A.2. Though, as pointed out in [132], proximity of levels involved in (2.54)
does not necessarily lead to larger P-violating effects. One rather has to consider all
ingredients of the experiment, such as electromagnetic fields, to obtain the parameters
for maximal PV signals.
According to (2.35) and (2.37) the spin-independent weak charge is dominant for large
Z, i.e., large N , due to the closeness of sin2 θW to 1/4 while for hydrogen the spin-
dependent weak charge is about a factor of three larger. These different magnitudes
will, of course, also be reflected in the P-violating observables for hydrogen considered
in this thesis.
In order to connect with common literature, see for instance [7,48,133], we state an


























summing over all protons pi and neutrons ni of the nucleus. Here, all electron-nucleon
couplings, C1p, C2p, C1n, and C2n, due to the weak neutral current are incorporated.
An investigation of both hydrogen and deuterium can reveal these four fundamental
parameters of the proton and the neutron, respectively. The coupling constants C1p
and C2p are related to the weak charges of the proton as follows, see [7, 48]:
Q
(1)
W (p) = 2C1p = −4C(1)u − 2C(1)d , (2.57)
Q
(2)
W (p) = −4C2p = −3.74C(2)u + 1.44C(2)d . (2.58)
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In heavy atoms C2p is highly suppressed compared to C1p. This is not the case for light
atoms, and hence, from the theoretical point of view, C2p can be most conveniently
determined with hydrogen.
Charting the Electroweak Sector with Help from APV
The weak charge (2.35) can be rewritten as
Q
(1)
W = (2Z +N)QW (u) + (Z + 2N)QW (d)
= (−4Z − 2N)C(1)u + (−2Z − 4N)C(1)d (2.59)
leading to an allowed region in the (C(1)u , C
(1)








− 4Z + 2N
2Z + 4N
C(1)u , (2.60)
for a given value of Q(1)W with an uncertainty ∆. Figure 2.6 shows the possibility of
complementary determination of the weak charges Cu and Cd of the u and d quarks
with high-energy collider experiments at, e.g., SLAC and APV experiments, respect-
ively. In contrast to low-energy APV experiments the nucleons at high-energy collider
experiments can be disintegrated, leading to an incoherent interaction of all quarks
with the electron. The regions in the (C(1)u , C
(1)
d )-plane constraining the weak charges
thus come out to be almost orthogonal while meeting at a value of sin2 θW as pre-
dicted by the Standard Model. That way, the combined investigation of both high-
and low-energy PV experiments results in a determination of C(1)u and C
(1)
d which none
of both experimental approaches alone can provide. In the case of hydrogen, we obtain
C
(1)
d ≈ −0.023 ±∆/2 − 2C(1)u from (2.60), illustrated by a red line in Figure 2.6. We
also show a more in-depth illustration in Figure 2.7, cf. [11, 12, 134].
Figure 2.6: The 90% confident regions of
the measurements of the weak charges of
the u and d quarks, as found in the high-
energy electron-deuteron scattering experi-
ment at SLAC with momentum transfers of
about 1GeV/c [135,136] and the Cs experi-
ments at Paris in 1982/83, are indicated by
the striped areas. The electroweak theory





ted by the segmented line for all a priori
possible values of sin2 θW . The figure is
adopted from [85], reprinted with permis-
sion from AAAS. The red line represents





2.5. Parity Violation in Light Atoms
Figure 2.7: The constraints of one stand-
ard deviation on the couplings C(1)u and
C
(1)
d from various experimental data. The
Cs-data [47] combined with the results
from parity-violating electron scattering
(PVES) on nucleons, see [134] and refer-
ences therein, yield a complementary de-
termination of C(1)u and C
(1)
d . Further ex-
periments are labelled QW(Th) [113,114],
SLAC eD [136], Mainz e Be [137], and
Bates eC [138]. The shaded area repres-
ents the 90% confident region by a com-
bination of all results. The SM predic-
tion of the electroweak mixing angle sˆ2Z =
0.23116 at the Z-boson mass is indicated.
The figure is taken from [12].
Review of Proposals for Measuring PV in Hydrogen
Actually, the first proposal for APV investigations, especially with hydrogen, was given
by Zel’dovich in 1959 [19], even before the introduction of the unified gauge theory of
electromagnetism and weak interactions. But the left-right-asymmetry ALR of the
rotation of the plane of polarisation of light due to the weak interaction was estimated
to be of the order of 10−20 for hydrogen and hence was considered to be unobservable.
As one result of the present thesis, we will find P-violating effects in hydrogen with
ALR being ten orders of magnitude larger.
Due to 2P1/2 containing a 2S1/2 admixture, the emitted photon for the 2P3/2 →2P1/2
transition of hydrogen was predicted to be circularly polarised with an order of mag-
nitude of 10−7, see [20]. The transition involves a magnetic dipole amplitude M1 and
an electric dipole amplitude E1PV, induced by the weak interaction, leading to a cir-
cular polarisation proportional to E1PV/M1. But due to the short lifetime of the 2P
states an according experiment has not been built ever since.
Similarly, the amplitude of the transition 2S1/2 → 1S1/2 contains a strongly sup-
pressed M1 amplitude and the E1 amplitude of 2P1/2 → 1S1/2 because 2S1/2 contains
an admixture5 iη of 2P1/2. Thus, the different amplitudes A± = A(M1) ± ηA(E1)










of the emitted photons, see [7]. However, as already mentioned in Section 2.4, exper-
iments with rare decays such as the above mentioned M1 amplitude suffer from the
difficulty to keep background contributions to the decay smaller than the spontaneous
decay rate.
Polarisation rotations6 of atoms due to HPV in chiral electric field configurations
5Time reversal (T-)invariance yields an imaginary admixture, cf. [7].
6Rotations of the total atomic angular momentum 〈F 〉.
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E(x) were studied in [80]. There, the nominal magnitude of rotation were found to be
of order 10−8, whereas rotations at the percent level are reported to be achievable with







In [82] P-violating energy shifts depending on chiral electric field configurations were
investigated. The predictions for the nominal magnitudes of these δi-linear shifts range
from 10−9Hz to 10−5 Hz. However, under specific conditions a proportionality to
√
δi
can be established which largely increases the energy shifts. For the discussed setups
the shifts could be brought up to 1Hz for 42He
+ and up to 10−5 Hz for 11H.
Performed Experiments
Measuring PV in hydrogen cannot be regarded successful so far. There were several
proposals to detect PV in hydrogen which lead to experiments at the University of
Michigan [51, 84, 139, 140], Yale University [141, 142], and University of Washington
[143]. But a sufficient precision could not be reached in any of them, see [50] for a brief
review. In fact, the best result is reported to be C2p = 1.5± 1.5 (stat.)± 22 (syst.) [51]
while the Standard Model predicts C2p = 0.036 as pointed out in [48]. All of these
experiments are based on measuring transition rates between 2S states in a chiral
interaction region composed of static electric and magnetic fields and a microwave field
ω driving the transition, see Figure 2.8 as an example.
Figure 2.8: Illustration of the in-
teraction region of the Michigan ex-
periment [51, 84, 140] on P violation
in hydrogen. A microwave field ω
drives a transition between the 2S
states α0, corresponding to |10) of
Table A.2 in Appendix A.1, and β0,
corresponding to |12). Electric cur-
rents I produce a magnetic field B
(parallel to the dashed line), and
with a static electric field E perpen-
dicular to B a chiral interaction re-
gion is obtained. The Figure is adop-
ted from [50] with permission: PV in
hydrogen. Different prospects using
helium-like ions, R. W. Dunford and
Th. Stöhlker; Editors B. Frois and
M.-A. Bouchiat, Copyright @ 1999,
Singapore: World Scientific.
There, the weak-induced amplitude corresponds to a process 2S → 2S′ of the form
|2S1/2〉 
ω−→ |2P1/2〉 HPV−→ |2S′1/2〉 , (2.62)
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while a PC amplitude is either obtained as a M1 transition |2S1/2〉 b
ω−→ |2S′1/2〉 by a
microwave magnetic field bω or as a Stark induced amplitude, being also of the form
(2.62), with HPV replaced by a static electric field. Then, the amplitude due to PV
mixing between 2S and 2P states gives rise to an asymmetry in the transition rate via
interference with the PC amplitude.
To stress a generally appreciated feature of precision experiments we note that in
the case of the Michigan experiment there are two different possibilities to invert the
handedness of the interaction region, namely reversing E or I. This provides a tool to
study systematic errors such as stray electric fields which could mimic PV effects.
With these considerations we close the introductory review of parity violation in
atoms and lead over to the concept of Berry phases, the second principal topic of this
thesis, which turn out to exhibit PV contributions.
2.6 Adiabatic Theorem and Berry Phases
One main objective of the present thesis is the calculation and classification of P-
violating and P-conserving geometric (Berry-) phases for hydrogen wave functions in
external electromagnetic fields. In general, Berry phases can emerge for every time-
dependent quantum mechanical system with at least two external parameters and adia-
batic time evolution, as revealed by Michael Berry in 1984 [22].
In order to clarify the notion of geometric phases investigated in the present thesis,
we briefly review the different types of geometric phases discussed in literature.
Berry’s phase [22] is characterised by an adiabatic evolution due to a hermitian cyclic7
Hamiltonian. In contrast, the Aharonov-Anandan phase [144] emerges for in general
non-adiabatic processes and requires cyclic projective states8 only. Approaching the
adiabatic limit, the Aharonov-Anandan phase tends to Berry’s phase. Both occur for
unitary evolution. An even more general concept of geometric phases is provided by
the Pancharatnam phase [145–148]. In general, it includes non-adiabatic, non-cyclic,
and non-unitary evolution. That is, Pancharatnam’s phase is the most general of the
above mentioned geometric phase concepts. An instructive example is provided by the
quantum mechanical measurement process, the collapse of the wave function, the action
of which can be represented by projection operators. For subsequent projections on
the states |ψ3〉, |ψ2〉, and |ψ1〉, one finds for an initial state |ψI〉 = |ψ1〉 the final state9
|ψF 〉 = |ψ1〉 〈ψ1 |ψ3〉 〈ψ3 |ψ2〉 〈ψ2 |ψ1〉 with a phase factor 〈ψ1 |ψ3 〉 〈ψ3 |ψ2〉 〈ψ2 |ψ1〉
which, in general, can be interpreted in geometric terms, see [148].
7A cyclic Hamiltonian H(T ) = H(0)means that the time-dependent system, initialised with a specific
parameter setting at t = 0, evolves such that it is exposed to the same parameter setting at t = T .
8A projective state |ξ〉 is an element of the projective Hilbert space Hp consisting of the equivalence
classes of the states in the Hilbert space H. The projective Hilbert space can be defined by the
map pi : H → Hp, pi(|ψ〉) =
{
|φ〉 : |φ〉 = eiϕ|ψ〉, φ ∈ R
}
.
9For simplicity, we omit the time evolution in between the projections.
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Berry phases can also be divided into the two classes of Abelian and non-Abelian
phases. For example, an adiabatically evolving state |ψn(t)〉 in the degenerate10 kn-
dimensional eigenspace Vn with basis {|ψan(t)〉; an = 1, . . . , kn} can be written as
|ψn(t)〉 = Un(t, 0)|ψn(0)〉, where the evolution matrix Un(t, 0) in general mixes the
initial eigenvectors |ψan(0)〉 which compose |ψn(0)〉. For dimVn = 1, no degeneracy is
encountered, and a Berry phase for the corresponding state |ψn(t)〉 is an Abelian U(1)
factor exp
∮
C A, with Abelian gauge potential A, accumulated along a closed curve
C. For dimVn > 1 the two time evolution matrices Un(t2, t1) and Un(t3, t2) do not
commute in general, leading to non-Abelian Berry phases contained in the evolved
state. This was first discussed by Wilczek and Zee [149] who revealed a non-Abelian
gauge structure in terms of a path-ordered time evolution matrix U(t) = P exp
∮
C A,
where A does not commute with itself for different points of the closed curve C. For
further discussions of gauge potentials related to Berry phases see, for example, [25,150].
An investigation of Abelian and non-Abelian Berry phases for metastable states, related
to the situation in the present thesis, can be found in [67]. As pointed out in [25], non-
Abelian geometric phases are the generic case for non-adiabatic evolution, although
Abelian phases can occur in special cases.
In this thesis we investigate complex adiabatic Abelian geometric phases arising for
non-hermitian Hamiltonians while no degeneracies are encountered during the cyclic
evolution. In view of the nomenclature of geometric phases given above, those phases
occuring for an effectively non-unitary evolution are more appropriately termed Pan-
charatnam phases rather than Berry phases. The derivation of the latter in [22] does
not involve the effective description of unstable systems. However, Berry’s derivation,
adapted to the case of non-hermitian Hamiltonians, formally goes through unchanged11.
Hence, we also denote the complex adiabatic geometric phases considered in this thesis
as Berry phases. And since we are dealing with these types of Berry phases only, we
will also use the term geometric phases synonymously from this point forward.
In the following, we proceed with the discussion of the adiabatic theorem and its
connection to Berry phases.
The Adiabatic Theorem





τ , 0 ≤ τ ≤ τ0 , (2.63)
where T is the total observation time, and τ0 is a fixed parameter. One requirement
for the derivation of the adiabatic theorem is non-degeneracy of the energy eigenvalues,
10Non-degeneracy is employed in the derivation of the adiabatic theorem which itself is used in the
derivation of Berry’s phase. However, this reasoning does not exclude adiabatically evolving systems
which encounter degeneracies. The notion of (adiabatic) Berry phases can also be applicable for
specific degenerate systems.
11We address this issue later in this section.
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i.e., for all τ and for all β 6= α the property
E(α, τ) 6= E(β, τ) (2.64)
has to hold. Additionally, the first and second order derivatives dPα/dτ and d2Pα/dτ2
of the projection operators Pα = |α(τ)〉〈α(τ)| have to be well defined and continuous
on the interval 0 ≤ τ ≤ τ0. Then, the adiabatic theorem states the following asymptotic
property for the time evolution operator UT (τ), see for instance [151]:
lim
T→∞
UT (τ)Pα(0) = Pα(τ) lim
T→∞
UT (τ). (2.65)
Equation (2.65) can be illustrated by considering an eigenstate |α〉 of H(0) with eigen-
value E(α, 0). In that case, (2.65) together with the relation Pα(0)|α〉 = |α〉 yields
lim
T→∞
UT (τ)|α〉 = Pα(τ) lim
T→∞
UT (τ)|α〉. (2.66)
Due to the projection operator Pα(τ) on the right hand side of (2.66) the state UT (τ)|α〉
on the left hand side tends, in the limit T →∞, to a state within the subspace which
corresponds to E(α, τ).
It is instructive to follow the intuitive derivation of the adiabatic approximation
as given in [152]. Here, we present the corresponding derivation for a non-hermitian
Hamiltonian M as employed for hydrogen described in the Wigner-Weisskopf approx-
imation.
Let the eigenvalue equations for a non-hermitian Hamiltonian M with diagonalisable
matrix representation read
M (t) |α, t) = E(α, t) |α, t) ,
(α˜, t|M (t) = (α˜, t|E(α, t) , (2.67)
where
E(α, t) = ER(α, t) − i
2
Γ(α, t) , ER(α),Γ(α) ∈ R , (2.68)
is in general complex. We again assume E(α(t)) 6= E(β(t)) for α 6= β. For the non-
hermitian Hamiltonian or mass matrix M (t) right and left eigenvectors have to be
distinguished. Here and in the following, the left eigenvectors of the mass matrix are
denoted by a tilde. When dealing with internal states of the hydrogen atom, e.g., the
eigenstates of M (t), we use the bra-ket notation with parentheses | ) instead of squared
brackets | 〉 which are reserved for total wave functions. Besides the orthogonality
relation between left and right eigenvectors, we employ the common normalisation for
the right eigenvectors
(α˜(t)|β(t)) = δαβ , (2.69)
(α(t)|α(t)) = 1 , (no summation over α) , (2.70)
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The general solution of the Schrödinger equation
i∂t |ψ(t)〉 = M (t)|ψ(t)〉 (2.71)





−iφβ(t) |β(t)) , (2.72)
with differentiable complex functions cβ(t) and φβ(t) =
∫ t
0 dt
′Eβ(t′). In the following,
we omit the time dependence for abbreviation. A dot indicates a time derivative.

















−iφβ (α˜| ∂t |β) = cαe−iφαEα (2.74)




−i(φβ−φα) (α˜| ∂t |β) . (2.75)
The time derivative of M |β) = E(β) |β) reads ˙M |β)+M∂t |β) = E˙β |β)+Eβ∂t |β).
From that we find for β 6= α
(α˜| ˙M |β) + Eα (α˜| ∂t |β) = E˙βδαβ + Eβ (α˜| ∂t |β)
⇒ (α˜|
˙M |β)
Eβ − Eα = (α˜| ∂t |β) . (2.76)
Substituting (2.76) into (2.75) yields




−i(φβ−φα) (α˜| ˙M |β)
Eβ − Eα . (2.77)
At this point, the adiabatic approximation neglects the second term on the r.h.s. of
(2.77), effectively demanding
(α˜| ∂t |β) ∝ δαβ . (2.78)
It becomes evident from (2.76) that the adiabatic approximation holds for large enough
energy separations and sufficiently slow variations of M , respectively.
Berry’s Phase
With (2.78), we can easily integrate (2.77) and obtain
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Then, an initial state |ψ(0)〉 = |α(0)), i.e., cα(0) = 1 and cβ(0) = 0 for all β 6= α,
(2.79) leads to





dt′ (α˜(t′)| ∂t′ |α(t′)) (2.81)
and
γ˙α(t) = i (α˜(t)| ∂t |α(t)) . (2.82)
According to (2.80) the basis states at time t are the basis states at t = 0 up to a phase,
thereby inheriting the initial labelling of the basis states.
Besides the familiar dynamical phase φα(t), which is also present for time-independent
Hamiltonians, the phase γα(t) emerging in (2.80) can be interpreted in geometric terms
and is therefore called geometric phase, as will be discussed in the next section.
Let C : [0, T ] → R be a closed curve in the at least two-dimensional12 parameter
space R, with elements R, of a time-dependent system with no degeneracy along C.
Then, the adiabatically evolving system ends up at the same parameter configuration
it started from, picking up the geometric phase
γα(T ) = γα(C) = i
∮
C








A · dR (2.83)
in addition to the dynamical phase. ∇R denotes the generalised nabla operator in
the parameter space R. The initial and final phases of the wave function are linked
via the specific adiabatic evolution the system runs through in parameter space. The
geometric phase (2.83) is called Berry phase. In contrast to the dynamical phase which
provides information about the evolution of the system in time, Berry’s phase is time-
independent and reflects the geometrical structure of the underlying parameter space.
As demonstrated by Berry in [22], the line integral (2.83) can by transformed into a
surface integral over a vector field V via Stokes’ theorem. In the case of a non-hermitian













(α˜(R)|dM (R) |β(R)) (β˜(R)|dM (R) |α(R))
(Eβ(R) − Eα(R))2 , (2.84)
12A system H1(λ) depending on one parameter λ is a special case of a system H2(λ,µ) when µ gets
fixed. Therefore, an area in the λ-µ-parameter space automatically shrinks to zero for a fixed µ,
resulting in a vanishing Berry phase, see (2.84).
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see [39]. Of course, (2.84) only holds if the eigenenergies are non-degenerate along C and
on F . In Section 3.5 we will formulate further useful representations of the geometric
flux densities, i.e., the integrands of the surface integral of (2.84).
For a non-hermitian mass matrix M , which effectively incorporates a decay matrix
Γ, the Berry phases are in general complex. This feature can be traced back to the fact
that the left and right eigenvectors of the non-hermitian mass matrix differ in general,
see [39]. If they are equal, as for the case of a hermitian Hamiltonian, it can be shown
that the Berry phases are real. Moreover, the complex Berry phase tends to the Berry
phase described in [22] for Γ→ 0, which can be seen as follows. Let 〈n˜| = (0)〈n|+ (Γ)〈n|
and |n〉 = |n〉(0) + |n〉(Γ) be the left and right eigenvectors of M , respectively, obeying













(0)〈n|+ (Γ)〈n|)∂t(|n〉(0) + |n〉(Γ)) = i (0)〈n| ∂t |n〉(0) + f(Γ) (2.86)
for the corresponding Berry phase γ, while f(Γ)
Γ→0−−−→ 0.
2.6.1 Geometrical Properties of Berry Phases
The emergence of Berry phases can be illustrated by parallel transport of a tangent
vector along a closed curve on the sphere, representing the parameter space M , see
Figure 2.9. At every point p of the sphere there is a two-dimensional tangent space
TpM which can be interpreted as a U(1) degree of freedom if the direction of vectors
in TpM can be chosen freely.
Figure 2.9: Parallel transport of a vector
on the sphere as an example for the appear-
ance of Berry phases in the case of non-
vanishing curvature of the parameter space
along the path C. This situation illustrates
the geometric phases emerging for a spin-1-
particle in a magnetic field, see (2.89).
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The starting vector v0 at the north pole of the sphere is parallel transported along
geodesics ending up as vector v1. The vector v1 is again an element of the local
tangential plane at the north pole, i.e., the system is exposed to the same parameters
as initially, but v1 does not coincide with the starting vector. In this example the
angle between v0 and v1 is a geometric phase angle γ that gets picked up during
the transport along C. In flat parameter spaces the curvature always vanishes, and
Berry phases will not occur. Considering parallel transport on a curved surface, the
emergence of Berry phases is easy to grasp. However, a discussion of why to parallel-
transport vectors through a curved parameter space in the first place is in order. In
the following, we show that the defining condition for Berry’s phase is equivalent to
the condition obtained for the phase of a quantum mechanical states vector which is
parallel-transported along geodesics in parameter space.
Spin-J-Particle in a Magnetic Field
Before proceeding with the discussion of interpreting Berry’s phase in terms of geo-
metry, we present the standard example of a geometric phase. In the following, we
will see that a spin-J-system in a magnetic field represents the case M = S2. A more
detailed investigation can for instance be found in [25]. The Hamiltonian
H(R) = H(θ, ϕ) = ω0
B(θ, ϕ)
B
· J = ω0 e−iϕ(t)Jz e−iθ(t)Jy Jz eiθ(t)Jy eiϕ(t)Jz (2.87)
is defined on the sphere S2. The instantaneous eigenstates of (2.87) are
|ηm(R)〉 := |ηm(ϕ, θ)〉 = e−iϕ(Jz−m) e−iθJy |m〉 , (2.88)
where |m〉 are the eigenstates of Jz. The corresponding eigenvalues are denoted as




A · dR =
∫
F
Vm · df = −m
∫
F
sin θ dθdϕ = −mΩ(C) , (2.89)
where F ⊂ S2 and Ω(C) being the solid angle encircled by C. The contour C in (2.89) is
chosen such that Ω(C) ≥ 0. For the reversed cycling direction γm(C) switches sign. As
discussed in [25], the dependence of γm(C) on the solid angle is directly connected to
the Dirac monopole singularity at B = 0 being an isolated point of degeneracy for the
spin-J-system. For m = 1 a full equatorial circuit gives a phase change of 4pi/2 = 2pi,
while m = 1/2 leads to a phase change of pi.
Parallel transport of quantum mechanical states
To reveal the connection between parallel transport and Berry’s phase, we consider the
sphere of the preceding section as the parameter space M of some quantum mechanical
system. Imposing an adiabatic evolution, the quantum mechanical state vector
|φ(t)〉 = eiϕ(t)|n(R(t))〉 , (2.90)
43
Chapter 2. Foundations, Motivations, and Historical Overview
with ϕ(0) = 0, can be represented as an element of a one-dimensional complex space C
at every value of t with base vector |n(R(t))〉. Let the set of parameters R(t), t ∈ [0, T ],
represent a smooth curve α : [0, T ] −→M . Then, we can identify |φ(t)〉 with a smooth
complex scalar function φ(t) ∈ C. But we can also identify |φ(t)〉 as an element of the
tangent space TR(t)M ' R2 at R(t) ' α(t) ∈ M , where ϕ(t) represents the phase of
the vector in TR(t)M ' C. Hence, we may eventually identify φ(t), up to a phase, with







living in the tangent space.
The affine connection ∇V U of a vector field U , defined on M , is a derivative in
the direction of V ∈ TpM at a point p ∈ M . The curve α(t) is called a geodesic if
∇α˙(t)α˙(t) = 0. The latter equation is the defining property of a parallel transport
of the tangent vector V = α˙(t) along α(t). For a scalar function like α˙(t) the affine
connection is the ordinary derivative ddt . For the present case this leads to the parallel
transport condition 0
!
= ∇α˙(t)α˙(t) = ddtφ(t) or 0
!





|φ(t)〉 ⇔ 0 = d
dt
(
eiϕ(t)|n(R(t))〉) ⇔ 0 = iϕ˙|n〉+ ∂t|n〉
13
⇔ iϕ˙ δmn = −〈m| ∂t |n〉
14
⇔ ϕ˙ = i 〈n|∂t |n〉 . (2.91)
Comparing (2.91) with the already deduced condition for the geometric phase (2.82),
we find ϕ(t) = γn(t). That is, the parallel transport of (2.90) along geodesics implies
a condition for the choice of phases of the state vector along the curve in M . It is the
same condition derived for Berry’s phase using Schrödinger’s equation and adiabaticity.
Conversely, observing a Berry phase – which requires adiabaticity per definition –
implies a parallel transport according to the reasoning in (2.91).
We note that not the full state vector
|ψn(t)〉 = e− i~
∫ t
0 dt
′ En(R(t′))eiγn(t)|n(R(t))〉 , (2.92)
obeying the Schrödinger equation, is parallel transported along α but only (2.90). Of
course, the condition ddt |ψn(t)〉 = 0 for a parallel transport of |ψn(t)〉 cannot be fulfilled
since this would imply a vanishing Hamiltonian because of |n(R(t))〉 being an arbitrary
basis ket of the full Hilbert space. Instead, the parallel transported state vector |φ(t)〉
is the solution of a modified Schrödinger equation with quantum number n
(H − En(t))|φ(t)〉 = i d
dt
|φ(t)〉 ⇔ (H − En) eiγn |n〉 = i d
dt
(eiγn |n〉)
⇔ (En − En)|n〉 = i (iγ˙n|n〉+ ∂t|n〉)⇔ γ˙n = i 〈n|∂t |n〉 (2.93)
which holds since γn is Berry’s phase. Thus, only (2.90), what one could call the
geometric part of the total wave function, is parallel transported in parameter space.
13The equivalence is based on {|m〉} being a basis.
14Adiabatic evolution enforces 〈m | ∂t |n〉 = 0, for m 6= n, and hence iϕ˙ δmn = −〈m |∂t |n〉 ⇔ 0 = 0,
for m 6= n.
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More generally, Berry phases can be put into context with the geometry of the
underlying parameter space using the concept of principal fibre bundles, see for in-
stance [30, 150]. This connection was first pointed out in [29]. The curvature of the
parameter space manifoldM at a point p ∈M is related to the holonomy group, a set of
automorphisms of all closed curves starting and ending at p. Therefore, in essence, the
choice of a specifically curved parameter space for visualising the emergence of Berry’s
phase can be considered as a result of deriving the solutions of the differential equation
(2.91). The geometry of the parameter space can be deduced from the actually realised
parallel transport on M by evaluating all possibilities of (2.91) to be fulfilled.
2.6.2 Experimental Observations of Berry Phases
One of the first experiments measuring Berry’s phase was a spin-rotation experiment
with polarised neutrons carried out by T. Bitter and D. Dubbers [153, 154] in 1987.
This experiment is closely related to the longitudinal atomic beam spin echo experiment
we describe in Section 4.1. In the neutron experiment the spin rotation angle of the
polarised neutrons precessing around a helical magnetic field arrangement came out to
include the solid angle enclosed by the magnetic field vector as predicted by M. V. Berry.
Berry’s phase also emerges in the realm of nuclear magnetic resonance spectroscopy.
There, the levels of two nuclear-spin states split in a magnetic field applied along
the z-axis, and the transition between them is excited by a circularly polarised radio
frequency field with magnetic amplitude in the x-y-plane. Effectively, this leads to
a conical circuit of the total magnetic field and, therefore, to an additional rotation
angle of the nuclear magnetisation for each circuit. A corresponding experiment has
been performed in 1987 confirming the solid-angle dependence of Berry’s phase in this
situation, see [155].
Another prominent realisation of a Berry phase is present in the Aharonov-Bohm
effect [23] where the electromagnetic gauge translates into a phase factor of the wave
function, measurable in an interference experiment [156]. This phase factor can be
interpreted in terms of a geometric phase when, e.g., an electron in a box is carried
around an isolated magnetic flux, see for instance [157]. For a selection of further
experiments on geometric phases we refer to [158–163].
To our knowledge, imaginary parts of Berry phases have not been measured so far. In
Section 3.7 we describe imaginary Berry phases for hydrogen of in principle measurable
magnitude. As will be worked out in the Chapters 3 and 5 the observation of P-violating
Berry phases can be expected challenging due to their small absolute values. However,
the present thesis focuses on Abelian Berry phases for hydrogen in electromagnetic
fields, thereby covering wide, though selected, parts of the parameter space. Larger
PV effects may be revealed in regions of parameter space which are not explored yet
or in the realm of non-Abelian Berry phases.
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3 Berry Phases for Hydrogen
In the preceding chapter we formulated the conceptual foundations of this work. We
introduced parity violation the concept of Berry phases. In the present chapter we will
work out the emergence of Berry phases for hydrogen exposed to adiabatically varying
electromagnetic fields. Our goals are a convenient description and classification of P-





|t) = M (K(t))|t) , (3.1)
with N × N non-hermitian Hamiltonian matrices1 M (K) possessing metastable ei-
genstates. The parameter vector K can include any number of components. The
investigations in this chapter are mainly based on [40]. The general results obtained
here will be explicitly applied to hydrogen and helium.
Section 3.1 is devoted to the Wigner-Weisskopf approximation which accounts for
the decay of unstable states leading to an effective time evolution according to (3.1).
The decay matrix incorporated in M (K(t)) is derived explicitly for the case of n = 2
hydrogen.
The behaviour of hydrogen in external fields is discussed in Section 3.2. We derive
the adiabaticity conditions in Section 3.2.1 necessary for establishing adiabatic Berry
phases. The P-violating mass matrix of hydrogen is defined in Section 3.2.2. Its
degeneracies in the presence of arbitrary external fields are investigated in Section
3.2.3 in order to define the parameter space regions which are suitable for the search of
Abelian Berry phases. Illuminating the role of electric and magnetic fields, an analysis
of chiral configurations of hydrogen in external fields is provided in Section 3.2.4.
In view of the adiabatic theorem we introduce notations and general properties of
the adiabatically evolving wave functions in Section 3.3.
The approach of numerical computation of geometric phases in the context of this
work is briefly summarised in Section 3.4, based on [83].
Eventually, Section 3.5 comprises the analysis of geometric flux-density vector fields.
We derive expressions for flux-density vector fields in Section 3.5.1 that generalise those
in (2.84) and are notedly convenient for numerical implementation. This analysis is
carried out in a general framework, that is, not limited to hydrogen, but including
all systems following (3.1). We also deduce general expressions for the derivatives of
geometric flux densities enabling cross-checks of the numerical algorithms and their
accuracy. From the transformation behaviour of the hydrogen mass matrix under
1The effective Hamiltonian M (K) is also called mass matrix.
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proper and improper rotations we derive the general structure of flux densities for the
metastable states of hydrogen in Section 3.5.2. There, an expansion of the geometric
flux densities in terms of invariant functions is obtained which provides for convenient
comparisons between numerical and analytical calculations.
In Section 3.6 we present and discuss our numerical and analytical results for the
geometric flux-density vector fields by means of instructive examples.
Specific Berry phases will be computed in Section 3.7 for selected external field
configurations. Especially, we illustrate the impact of imaginary P-conserving Berry
phases on the lifetimes of metastable atomic states and give an example of a P-violating
geometric phase.
The results for Berry phases in the present chapter will be used to calculate spin echo
signals in Chapter 5. There we consider geometric phases in further field configurations
and explore the conditions for their generation in more detail.
The n = 2 Subspace of Hydrogen
In the present chapter we shall consider in particular n = 2 hydrogen atoms at rest
subjected to slowly varying electric and magnetic fields. The subspace of hydrogen with
principal quantum number n = 2 has complex dimension 16. As a set of basis vectors
we choose coupled states of nuclear spin |I, I3〉, electron spin |12 , S3〉 and electron orbital
angular momentum |n,L,L3〉. We denote these basis states by |nLJ , F, F3〉 where J is
the total angular momentum of the electron and F,F3 are the quantum numbers for
the total angular momentum of the atom. Their energy levels in vacuum are shown in
Figure 3.1. We use a numbering scheme α = 1, . . . , 16 as explained in Appendix A.1,
Table A.2.
Figure 3.1: Energy levels of
the hydrogen states with prin-
cipal quantum number n = 2 in
vacuum. The numerical values
of the fine structure splitting
∆, the Lamb shift L and the
ground state hyperfine splitting





Since we will consider atomic hydrogen travelling through electromagnetic fields for a
certain time interval, and since we are especially interested in the metastable 2S states,
which have large enough lifetimes for measurements in an atom interferometer, we have
to account for their decay in our formalism.
In vacuum the 2S states of hydrogen are metastable and decay by two-photon emis-
sion to the ground state. The 2P states decay to the ground state by one-photon
emission. We do not take into account energetically allowed radiative transitions from
one n = 2 state to another. This will be justified by explicitly calculating the decay
matrix in the n = 2 subspace below. Omitting off-diagonal transitions remains valid
when we consider the n = 2 states in an external, slowly varying, electromagnetic field
in the adiabatic limit. There, by definition, the variation of the external fields has to
be slow enough such that no transitions between the n = 2 levels are induced. In this
situation we can apply the standard Wigner-Weisskopf method, see [164]. The deriv-
ation of this method and its limitations are discussed in many textbooks and articles,
see for instance [79, 80, 93, 165–168]. A derivation starting from quantum field theory
can be found in [169,170]. Let us note that for more complex situations than discussed
in the present thesis, for instance if radiative transitions are induced between the n = 2
states by an external field, we would have to use other methods, master equations, the
optical Bloch equation etc.; see [166].
Following [93], we briefly discuss the Wigner-Weisskopf approximation in general and
its applicability for hydrogen in particular. We start with a Hamiltonian H = H0+H ′,
where H0 is the unperturbed Hamiltonian and H ′ is a small perturbation causing
the instability of the eigenstates. The eigenstates of H0 are supposed to consist of n
degenerate2 discrete states |α〉 and a continuum of states |β〉:
H0|α〉 = E0|α〉 ,H0|β〉 = Eβ|β〉 . (3.2)
When H ′ is switched on, the discrete states can decay into the continuum states. In
the case of the metastable 2S states of hydrogen the decay will lead to continuum
states that are composed of 1S states and photon states. Any state |t〉 at time t can








The aim is to gain the full evolution of the wave functions ψα(t) given an initial state




2Of course, for a system of non-degenerate states each degenerate subsystem can be treated separately
as long as it is decoupled from the others.
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In the Dirac picture the equation of motion reads
i∂t|t〉W = H ′(t)|t〉W (3.5)
with








H ′(t) = exp(iH0t)H ′ exp(−iH0t) . (3.7)




〈α|H ′ |α′〉 aα′(t) +
∑
β








exp(i(Eβ −Eβ′)t) 〈β |H ′ |β′〉 bβ′(t) . (3.9)
As a first approximation, the transition matrix elements 〈β |H ′ |β′〉 are neglected. In
the case of hydrogen this means that the decay products, i.e., the n = 1 states are stable
and do not repopulate the n = 2 states via non-zero amplitudes 〈β |H ′ |β′ 〉. In that
way, the Schrödinger equation can be solved with the initial conditions aα(0) = ψ
(0)
α








 = e−iM 0tψ(0) (3.10)
where M 0 = E0 − i2Γ is the non-hermitian mass matrix corresponding to a hermitian
Hamiltonian in the case of solely stable eigenstates. It can be shown that ψα(t) in
(3.10) decays exponentially while the eigenstates |α〉 of M 0 exhibit Γ(α) as decay
rates. The norm of |t〉 is preserved and the decreasing norms of the amplitudes ψα(t)
are compensated by the increasing norms of the continuum states.
The Decay Matrix
To connect the preceding discussion of the Wigner-Weisskopf approximation with hy-
drogen, we consider the decay of the n = 2 states of hydrogen in more detail. The
hermitian part of M 0, that is, (M 0 + M
†
0)/2 is given by the known energy levels
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of the n = 2 hydrogen states; see Appendices A.1 and A.2. For the decay matrix
Γ = i(M 0 −M †0) we have (for atoms at rest), see for instance (3.13) of [80],
(2L′J ′ , F
′, F ′3 |Γ |2LJ , F, F3 ) = 2pi
∑
X
〈X | T |2L′J ′ , F ′, F ′3 )∗
× δ(EX − E2) 〈X | T |2LJ , F, F3 ) . (3.11)
Here, |X〉 denotes the decay states, the atom in a 1S state plus photons, and T is
the transition matrix. The matrix Γ must be diagonal in (F,F3) due to rotational
invariance3. We shall neglect P violation in the decay. Then, the non-diagonal matrix
elements between S and P states must be zero4. The only non-diagonal matrix elements
(3.11) which could be non-zero are, therefore, those for L = L′ = 1, F = 1, and
(J ′, J) = (1/2, 3/2) or (J ′, J) = (3/2, 1/2), respectively. But calculating these matrix
elements inserting the usual formulae for E1 transitions on the r.h.s. of (3.11) we
get zero. See Appendix A.1 for a detailed derivation. Thus, neglecting higher-order
corrections, the matrix Γ (3.11) is diagonal.
3.2 Hydrogen in External Fields
We want to investigate the emergence of Berry phases for hydrogen in an interferometer
which employs spatially varying electromagnetic fields. From a theoretical point of
view, this situation is equivalent to the emergence of Berry phases for an atom at rest
subjected to electromagnetic fields varying in time. To be more precise, we neglect
relativistic effects for the external fields, which are supposed to be the external fields
in the rest frame of the atom. We also neglect relativistic time dilatation affecting the
decay rates in the laboratory frame. For an atomic velocity of 3000m/s the relevant
quantities to estimate these relativistic effects are β = v/c ≈ 10−5 and γ = (1 −
β2)−1/2 ≈ 1 + 0.5× 10−10.
In the scope of the present work, the external fields form the parameter space for
Berry’s phase. We consider Berry phases for adiabatic evolution. At this point, the only
required experimental parameter for setting up the adiabaticity conditions in Section
3.2.1 is the time of flight for the interferometry experiment, being of the order of
1ms [77].
The hydrogen atom couples to the electric field E via the electric dipole operator D
and to the magnetic field B via the magnetic dipole operator µ. The according terms in
the mass matrix are −D ·E and −µ ·B, respectively. The underlines indicate matrices
in the n = 2 subspace of hydrogen. See Appendix A.2 for explicit representations of
D and µ in the basis {|2LJ , F, F3 )} of total atomic angular momentum eigenstates
of hydrogen for vanishing external fields and without the P-violating mixing. The
notations for the eigenstates are given in Appendix A.1.
3A transition between different (F, F3) would violate the conservation of total angular momentum,
deduced from rotational invariance.
4Without PV admixtures of P states to S states the amplitude 〈X | T |2S, F, F3 ) is an integral over
an odd function an hence vanishes.
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3.2.1 Adiabaticity Conditions
In this section we provide the conditions for the adiabatic evolution of the 2S states.
Lifetimes
As an overlying condition we want a sufficient fraction of the involved states not to decay
during the experiment. The lifetimes of the 2S and 2P states in vacuum are [171,172]
τS = Γ
−1
S = 0.12165(1) s ,
τP = Γ
−1















Figure 3.2: Lifetimes of the
mixed 2S1/2 states of hydrogen
in the external electric field E =
Ee3 as a function of |E|. The
numbering scheme of the states
(α = 9, . . . , 12) is given in Table
A.2 of Appendix A.1.
Here, ΓS,P are the decay rates. An electric field E mixes the 2S states with the 2P
states. As shown in Figure 3.2, the lifetimes of the 2S states decrease with increasing
magnitude of |E |. Given a time of flight of the atom through the interferometer of the
order of 1ms, we require as a rough condition an average lifetime for the metastable
2S states of
τS(E) & 1ms (3.13)
to gain a sufficient flux of metastable 2S states at the detector of the interferometer.
According to Figure 3.2 this implies an allowed average for the electric field of
|E(z)|av ≤ 0.60V/cm . (3.14)
Here, z is the parameter of a path
C : z → L(z) , 0 ≤ z ≤ 1 , L(0) = L(1) (3.15)
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in the parameter space L. Of course, it can be appropriate to extend the limit (3.14)
for the sake of more promising results sensitive to geometric phases, although the flux
of metastable states at the end of the interferometer is reduced. However, the electric
field strength should not exceed 250V/cm to ensure sufficient decoupling of the 2P
states from the 2S states which is a necessity for adiabatic evolution of the 2S states.
This restriction was discussed in [68], and we will briefly address to the explanation
therein. In Figure 3.3 one recognises the quick destabilisation of the mixed 2S1/2 states
of hydrogen for an increasing external electric field. As was pointed out in [68], a ratio
τS/τP & 5 (3.16)
of lifetimes for the mixed 2S1/2 states and any of the 2P states should be sufficient for
the decoupling of the 2S states from the 2P states. The reason for this can be found
in the correction terms of the expanded amplitudes of the eigenstates in the limit of
large observation time T . They are calculated in [67] and yield a suppression of the
corrections to the adiabatic evolution with a factor of 1/(T∆Γmin), where ∆Γmin is
the minimal difference of decay rates fulfilling 0 ≤ ∆Γmin ≤ ΓP−ΓS. We suppose that,
in a realistic experiment, T cannot greatly exceed the lifetime τS of the investigated
metastable states. Thus, with T fixed, a large enough ∆Γmin has to ensure the sup-
pression of the corrections to a sufficient degree. An increasing ratio of lifetimes (3.16)
leads to an increasing ∆Γmin since we have with τS ≈ T :
∆Γmin . ΓP − ΓS ⇔ ∆Γmin T . τS
τP
− 1 . (3.17)
In that way, an increased ratio τS/τP leads to an improvement of the adiabatic approx-




















Figure 3.3: Lifetimes of the
mixed 2S1/2 states of hydrogen
in the external electric field E =
Ee3 as function of |E|. For
E ≈ 250V/cm these mixed states
have lifetimes only one order of
magnitude larger than τP of the
free 2P states, see (3.12).
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Rates of Change of the External Fields
The line integral (2.83) of Berry’s phase accumulates the cycles of a path in parameter
space. Thus, we would also like to increase the geometric phases via multiple cyclings
of the electromagnetic field configuration. However, the rate of change of the external
fields has to stay within certain limits for the adiabatic theorem to hold for our setup.
As a consequence, the number of cyclings, which are directly related to the rate of
change of the external fields, is also limited. More generally, the allowed rates of












∣∣∣∣ < 1T ∼= 1τP . (3.19)
The constants E0 = 477.3V/cm and B0 = 43.65mT indicate the field strengths where
the electric energy and the magnetic energy, respectively, are comparable with the
Lamb shift L.
The relations (3.18) and (3.19) are the conditions for the rate of change of the external
fields to assure adiabatic evolution of the eigenstates for a system at rest. Since we
want to describe propagating atoms, we perform the transformation dt→ v−1z dz, where





As discussed in [32], setting
max
∣∣∣∣∂E(z)∂z
∣∣∣∣ = ∆E∆z ,
max
∣∣∣∣∂B(z)∂z
∣∣∣∣ = ∆B∆z ,
(3.21)
one finds the condition ∆z & 50µm for a variation ∆E = 1V/cm and ∆z & 10µm for a
variation ∆B = 1mT. With these values similar conditions can be specified immediately
for other field variations.
Energy Differences
As depicted in the Breit-Rabi-diagram in Figure 3.4, the individual 2S states (α =
9, . . . , 11) are degenerate for vanishing magnetic field. Transitions between those states
and the accompanied non-adiabatic evolution can be avoided if the energy differences
∆E between the 2S states correspond to frequencies much larger than the frequencies
ν = 1/∆t of variation of the E- and B-fields. With the corresponding variation ∆z =
vz∆t in z-direction we get
∆E  hν = hvz
∆z
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Choosing for example B = Be3 with B = 1mT for the F = 1 states and vz = 3500m/s
[77], we obtain ∆E/h ≈ 25MHz, leading to ∆z  150µm. Note that, for example,




























Figure 3.4: Breit-Rabi dia-
gram for the 2S states of hy-
drogen. The magnetic field
is B = Be3. The Zeeman
splitting between the states
α = 9, 10, and 11 vanishes
for B = 0.
Along with the restrictions of the lifetimes, Equations (3.21) and (3.22) constitute
the adiabaticity conditions which have to be considered for specific paths in parameter
space.
3.2.2 The Parity-Violating Mass Matrix of Hydrogen
We consider the subspace of atomic states with principal quantum number n = 2
of a hydrogen atom at rest exposed to varying external electric and magnetic fields.
According to the Wigner-Weisskopf approximation the effective Schrödinger equation
reads
i∂t|t〉 = M (t)|t〉 (3.23)
where M (t) is the in general non-hermitian mass matrix, and |t〉 is a state vector
composed of the discrete undecayed states according to (3.10). Underlined operators
denote their representation in the n = 2 subspace.
To gain an explicit representation of M , we take into account the effective P-violating
Hamiltonian (2.28). In light atoms such as hydrogen, the electrons are non-relativistic
even near the nucleus and therefore the non-relativistic approximation (2.33) and (2.36)
of HPV becomes valid for hydrogen.
The mass matrix M (t) contains contributions from the external fields and HPV. We
are interested in PC and PV geometric phases, and we want to study them separately.
Therefore, we split off a (very small) numerical factor δ from the PV part of the mass
matrix characterising the intrinsic strength of the PV terms. The mass matrix for
55
Chapter 3. Berry Phases for Hydrogen
vanishing external fields





= M 0 + δM PV
(3.24)
including the P-odd Hamiltonian (2.28), is given in Table A.3 of Appendix A.2 in
terms of the total angular momentum states |nLJ , F, F3 ). The terms M (1)PV and M (2)PV
correspond to the nuclear-spin independent and dependent PV interaction, respectively,
cf. [68].
The mass matrix M (t) for hydrogen exposed to external fields then reads
M (t) = M 0 −D · E(t)− µ · B(t) + δM PV (3.25)
in the n = 2 subspace in dipole approximation with



















〈2L′J ′ , F ′, F ′3|H(i)PV|2LJ , F, F3〉
)
, (3.27)
see (2.49)-(2.52). D and µ are the electric and magnetic dipole operators, respectively.
See Tables A.4 and A.5 of Appendix A.1 for their representation in the {|nLJ , F, F3 )}-
basis. We denote the mass matrix (3.25) without the P-violating terms by
M
(0)(E ,B) = M 0 −D · E(t)− µ ·B(t) . (3.28)
In (3.25) we assume the external electromagnetic fields to be uniform over the atomic
dimensions. Furthermore, we assume that M (t) is diagonalisable for all times t, which
can be ensured in the case of non-degeneracy for all t. This yields a complete set of
linearly independent right and left eigenvectors for every time t as in Equation (2.67)
with α, β = 1, . . . , 16.
3.2.3 Structure of Degeneracies of Hydrogen
For our purposes we want the states evolving along a curve in parameter space to be
non-degenerate at all points of the curve. Of course, having chosen an explicit curve,
the evolution of the complex energies (2.68) can be tracked numerically to ensure
non-degeneracy. But since we want to employ such curves as flexibly as possible,
knowledge of these degeneracies is worthwhile to exclude certain regions of parameter
space beforehand and to have the possibility of modifying the curves to some degree.
The latter aspect is especially valuable for the investigation of spin echo signals.
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Complex Degeneracies
Degeneracies for the n = 2 states of hydrogen occur for B = 0 with arbitrary E. This
is a consequence of T invariance. For B = 0 and E 6= 0 we can choose the vector
e′3 = E/|E | as quantisation axis of angular momentum. Then F ′3 is a good quantum
number and time reversal invariance implies that there are corresponding eigenstates
of M (E ,B = 0) with quantum numbers F ′3 and −F ′3 and having the same complex
eigenenergies. See Sections 3.3 and 3.4 of [80] for a proof of this result using resolvent
methods. We numerically checked that, at least for moderate B fields
|B| < 53.8mT (3.29)
below the first level crossing in the Breit-Rabi diagram, there are no further degeneracy
points or regions.
To illustrate our findings, we present in Figure 3.5 the product of differences of
complex eigenenergies in the following way. Defining




|E(α) − E(β)| , (3.30)
with suitable normalisation constant N , full complex degeneracies correspond to P =
0. We employ Cartesian grids of 203 parameter points, thereby also sampling the
axes and the origin of three-dimensional parameter spaces which consist of three field
components of the external fields, along with fixed values for the remaining three field
components. Defining different thresholds Ti ≥ 0 successively closer to zero and plotting
all points (E ,B) in the grid which obey P (E ,B) ≤ T , the pattern of degeneracies can
be revealed. Of course, due to numerical errors P = 0 may not be reached even if there
is a degeneracy for the according parameter values. Vice versa, the numerics could
propose a degeneracy where there is none. However, as we observe in Figure 3.5 the
patterns of degeneracies are clearly pronounced. From Figure 3.5 we can state as a
result for B fields obeying (3.29) that degeneracies occur if and only if B = 0.
Omitting the PV part of the mass matrix, we qualitatively obtain the same patterns
of degeneracies. That is, besides the case of vanishing B-field, we found no further
complex degeneracies – not for the 2S states and also not for the 2P states.
Degeneracies in the Real Part
Moreover, we investigated the parameter spaces for higher magnetic fields including
the regions of all crossings in the Breit-Rabi diagram. These crossings are degeneracies
of the real part of the complex eigenenergies and are often considered beneficial for
the observation of PV effects, see, for instance, [49,50,84], since then the denominator
in (2.54) becomes comparably small as discussed also in Section 2.5. However, when
dealing with Berry phases one has be aware of the adiabaticity conditions of Section
3.2.1 which demand sufficient splitting in the real parts of the eigenenergies. From the
discussion above we find the degeneracies at the high crossings not to be full complex
degeneracies.
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Figure 3.5: Representations of (3.30) for the parameter spaces {B1,B2,B3} in the
first row, {B1,B2, E1} in the second row, and {B1, E2, E3} in the third row. For the
thresholds in the first, second, and third column, respectively, we set T1 > T2 > T3 =
0. The figures are generated with Mathematica by numerically solving the eigenvalue
equation of the effective Hamiltonian (3.25) at 203 grid points. The employed accuracy
is 100 digits. For {B1,B2,B3} we find one point of degeneracy at B = 0. In the
discretised parameter space regions of {B1,B2, E1} and {B1, E2, E3} we observe 20
degeneracies (for B1 = B2 = 0) and 202 degeneracies (for B1 = 0), respectively.
Hence, we state that degeneracies occur if and only if B = 0. Choosing different edge
lengths of the grid for the magnetic as well as electric field strengths, we qualitatively
find the same results in terms of the patterns of degeneracies. In the given plots,
magnetic and electric field components span the intervals [−53.8mT, 53.8mT] and
[−1V/cm, 1V/cm], respectively. The remaining three field components are set to
zero. For the parameter space {E1, E2, E3} with B = 0, we find numerically P ≡ 0 at
every considered parameter value.
3.2.4 Chirality of Hydrogen in Electromagnetic Fields
We want to shed some light on the role of electromagnetic fields concerning PV exper-
iments with hydrogen. To actually detect P violation in hydrogen, it is essential that
the hydrogen atom interacts with an oriented background because the atom itself is not
chiral. In some way, we have to introduce handedness in order to compare two different
versions of an experiment. For our system, this background is provided by the external
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electric and magnetic fields. Space-reflecting E or mirror-reflecting B can provide the
possibility to perform an experiment which is actually different from the unreflected
one. If it were not, we obviously would obtain the same numerical quantities for our
observables in both versions of the experiment – no matter how large the contribution
from a P-violating part δM PV of the mass matrix to the those observables is. Note,
that if E and B are orthogonal, the setup is not chiral since the P-transformed setup
can be superimposed with the original one by a pi-rotation about the magnetic field
axis.
The Mass Matrix
Of course, in addition to such an oriented background we need the mass matrix not
to commute with the parity operator P. Thus, additionally to the external field de-
pendence (3.28), the P-violating part δM PV of the mass matrix (3.25) is required for
the symmetry of space reflection to be broken for hydrogen in external fields. We also
want to point out that a pure magnetic field cannot give rise to P-violating effects for
(3.25) when considering an experimental setup with 2S states where the unperturbed
initial and final states have the same parity. The reason in this case is simply that
only the electric dipole amplitude is coupled to the PV part of the system in first-order
perturbation theory, see (2.46) and (2.47).
On the other hand, the system of atom and pure electric field does not allow for a
PV effect either. The E-field changes sign under P-transformation but the system can
be rotated back to the original situation leaving us with no possibility to distinguish
two chiral versions of the experiment. Note that a spatially extended chiral electric
field E(x) does allow for PV effects, cf. [80, 82]. In contrast, the atoms described by
the approximation (3.25) are effectively not exposed such a spatially extended field.
That is, to derive PV effects for our system of hydrogen in external fields we need
both electric and magnetic fields.
The Atomic Motion
For the calculation of P-violating effects in hydrogen, we consider atoms at rest for
simplicity of argumentation from Section 3.3 forward. That is, we regard the external
fields as functions of time. As in (3.20) the time dependence of the external fields can
be transformed into a longitudinal motion of the atoms to provide for the actual exper-
imental conditions of an atom interferometer with stationary electromagnetic fields in
the laboratory reference frame. The longitudinal motion of the atoms is not reversed
in the space reflected experiment in our case. That is, we are testing parity merely for
a subsystem of the whole experiment, namely the hydrogen atom at rest. But never-
theless, this is a valid experiment to test parity in nature since we can calculate the
effects which P-violating terms δM PV in the mass matrix will have on the outcomes
although not the whole experiment is P-transformed.
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3.3 Geometric Phases for Atoms at Rest
The basic theoretical tool for our considerations is the effective Schrödinger equation
(3.23) describing the evolution of the undecayed states with state vector |t〉 in the
Wigner-Weisskopf approximation. In the following, we assume the conditions for adia-
batic evolution of the metastable 2S states discussed in Section 3.2.1 to hold. For
concrete experimental setups we will calculate the adiabaticity conditions explicitly.
In [67,68] the adiabatic theorem and geometric phases for metastable states were stud-
ied and in the present work we shall apply and extend the results obtained there. The
mass matrix M in (3.23) depends on the slowly varying parameters E and B. Thus,
we have a six-dimensional parameter space. Geometric phases are connected with the
trajectories followed by the field strengths as function of time in this space as discussed
in Section 2.6.
Notations














≡ K . (3.31)
Indices i, j ∈ {1, 2, 3} will be normal space indices, for instance Ei, Bi etc., or refer
to any three particular components of K. Indices a, b shall refer to the components
Ka, a ∈ {1, . . . , 6}. The mass matrix (3.25) shall be considered as function of the six
parameters K = Ka. Then, the effective Schrödinger equation (3.23) reads, replacing




|t〉 = M (K(t))|t〉 . (3.32)
With (3.32) and the reduced time τ , introduced in (2.63), we write
i∂τ |T ; τ〉 = T
τ0
Mˆ (τ)|T ; τ〉 (3.33)
with Mˆ (τ) = M (K(t)) and |t〉 ≡ |T ;K(t)) ≡ |T ; τ〉.
Geometric Phases
As discussed in [67] and [68], we get the adiabatic solutions of (3.33), i.e., the solutions
in the limit of large T , for the metastable states as follows. We expand |T ; τ〉 in terms
of the eigenstates |α, τ ) of Mˆ (τ):
|T ; τ ) =
16∑
α=1
ψα(T ; τ) |α, τ ) . (3.34)
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We always suppose slow enough variation of the parameter vector K(t) and
|Eα(K)− Eβ(K)| ≥ c > 0 (3.35)
for all α 6= β where c is a constant. Exceptions where (3.35) is not required to hold will
be clearly indicated. Inserting (3.34) into (3.33), we end up with a set of 16 coupled
differential equations
i∂τψα(T ; τ) =
T
τ0
E(α, τ)ψα(T ; τ)−
16∑
β=1
(α˜, τ | i∂τ |β, τ )ψβ(T ; τ) . (3.36)
As discussed in [67], these equations partially decouple in the adiabatic limit, i.e., for
large T – which is equivalent to a slowly varying environment if the parameter range
0 ≤ τ ≤ τ0 is fixed. More explicitly, the evolution of the 2S states decouples from that
of the 2P states. The evolving metastable states contain only contributions from the
instable states that are suppressed by a factor of order 1/T . And those metastable states
α, β which are supposed to have equal decay rates Γ(α, τ) = Γ(β, τ) are not coupled
any more among each other if the corresponding eigenvalues are non-degenerate. At
this point we get the connection to the relation (2.78) which is based on the adiabatic
theorem and implies the decoupling discussed above. As found in [67], the four solutions
of (3.36) for the metastable 2S states are then












(α ∈ I = {9, 10, 11, 12}) , (3.38)
where Tϕα(τ)/τ0 and γα(τ) are the dynamic and geometric phases, respectively. For
metastable states both will in general have real and imaginary parts. Here and in
the following, the labels α = 9, 10, 11, and 12 correspond to the states |α,K) ≡
|2Sˆ1/2, F, F3,E ,B). These originate from the states |2S1/2, F, F3) with (F,F3) = (1, 1),
(1, 0), (1,−1), and (0, 0), respectively, through the mixing with the 2P states according
to the PV, the E , and B terms in the mass matrix (3.25). This numbering has to be
carefully defined, see Appendix A.1, since we have to follow the states in their adiabatic
motion along trajectories in parameter space. As explained in Appendix A.1, (F,F3)
are then only labels of the states, no longer the total angular momentum quantum
numbers. Thus, in order to avoid confusion, we shall stick to the labels α for our states
in the following.
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where
ψα(t) = exp














Below we shall study in detail the geometric phases for metastable states for the case
that K(t) runs through a closed loop in parameter space.
3.4 Numerical Computation of Berry Phases
Following Section 3.2.2, the geometric phases in general consist of a P-conserving and
two P-violating parts where the latter are nuclear-spin dependent and nuclear-spin in-
dependent, respectively. The aim in this section is to get access to these distinguishable
contributions. Therefore, a perturbative approach for the computation of the geometric





PV to the mass matrix (3.25). Due to their proportionality to δ1 and δ2
respectively, they are supposed to be sufficiently small.
The derivation was done in [68], and here we will give only the results and notations.
With (3.42) one finds
































˜α(0),K(t)|M (i)PV |γ(0),K(t)) , (i = 1, 2) . (3.46)
Here, |α(0),K(t)) and E(α(0),K(t)) are the eigenstates and eigenvalues of the unper-
turbed mass matrix (3.28). We denote the decomposition of the geometric phases as
















′)) , (i = 1, 2) . (3.49)
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The eigenvectors |α(t)) are defined up to a complex phase factor eiη(t). As shown in
[83] the individual contributions (3.48) and (3.49) to the geometric phase are invariant
under local phase transformations of the eigenstates |α(t)) according to
|α(t)) −→ |α(t))′ = eiηα(t) |α(t)) ,
(α˜(t)| −→ (α˜(t)|′ = e−iηα(t) (α˜(t)|
(3.50)
where ηα(t) has to be real in order to respect (2.69). But since the real phase η(t)
can be chosen arbitrarily at the discrete points z used in the numerical implementa-
tion, the scalar product (α˜(t)|α(t+∆t)) connecting successive points is not uniquely
determined. Indeed, numerical calculations showed instabilities in the smoothness of
the eigenvectors |α(t)) at successive times t. The general idea to solve this issue is
the introduction of a controlled phase factor eiηα(t) for the eigenvectors |α(t)) at every
discrete parameter point [173]. With that, one can create a set of uniquely defined
eigenvectors at every time t in order to compute (3.47). The procedural details can
be found in [83]. This approach gives access to the geometric phases via an adaptive
implementation of Riemann integrals for (3.47).
3.5 Geometric Flux Densities
In this section we shall discuss general relations and properties for geometric phases
and the corresponding flux densities. These relations hold for any system with time
evolution described by an effective Schrödinger equation (3.1). The dependence of M
on K need not be linear as for M (E ,B) = M (K) in Section 3.2.2.
Notations
Below we shall make extensive use of the quasi projectors defined as




Pα(K) for α = β ,
0 for α 6= β , (3.52)∑
α
Pα(K) = 1 , (3.53)
but, in general, the Pα(K) are non-hermitian operators. Furthermore, we shall need
the resolvent
(
ζ −M (K))−1 where ζ is arbitrary complex. With the help of the quasi
projectors we get(





Pα(K) , (n = 0, 1, 2, . . . ) , (3.54)
see Appendix B.2.
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We will consider systems over a time interval 0 ≤ t ≤ T where the parameter vector
K(t) runs over a closed curve C
C : t→ K(t), t ∈ [0, T ], K(T ) = K(0) . (3.55)
3.5.1 Representations and General Properties
The geometric phases (3.42) acquired by the metastable states are then








(α˜,K |i d|α,K) , (3.56)
α ∈ I, where I is the index set of the metastable states. For our concrete hydrogen case
I is given in (3.38). Here and in the following, we use the exterior derivative calculus;
see for instance [174]. Let F be a surface with boundary C,
∂F = C , (3.57)
and suppose that M (K) can be diagonalised for all K ∈ F , and (3.35) holds for the










Yα,ab(K) dKa ∧ dKb . (3.58)
Here we define the geometric flux densities Yα,ab(K), the analogues for the metastable
states of the quantities V of [22], by5
Yα,ab dKa ∧ dKb = i d(α˜,K |d|α,K) ,
Yα,ab(K) + Yα,ba(K) = 0 .
(3.59)
From (3.59) we get easily6






(α˜,K |d|β,K) ∧ (β˜,K |d|α,K) . (3.60)
Here we use (
d(α˜,K|)|β,K) + (α˜,K |d|β,K) = 0 (3.61)
which follows from (2.69). Note that in (3.60) α is the index of a metastable state,
α ∈ I, but in the sum over β all states with β 6= α have to be included.
5A symmetric contribution Y Sα,ab = Y
S




α,ab has no consequence for γα(C) due





















β (α˜ |d |β ) ∧ (β˜ |d |α), while
(α˜ | d |α) ∧ (α˜ |d |α) ≡ 0.
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Further Representations and Properties for Geometric Flux Densities
From (2.67) and (2.69) we get for β 6= γ
(β˜,K |M (K)|γ,K) = 0 . (3.62)
Taking the exterior derivative in (3.62) and using (3.61) gives
[Eβ(K)−Eγ(K)](β˜,K |d|γ,K) + (β˜,K |
(
dM (K)
)|γ,K) = 0 . (3.63)
Since we suppose (3.35) to hold for all K ∈ F we get for β 6= γ




Eβ(K)− Eγ(K) . (3.64)




























where we use the quasi projectors (3.51).
Figure 3.6: The complex ζ plane with the
(schematic) location of the energy eigenvalues
Eα(K) and Eβ(K) with β 6= α. The curve Sα
encircles only Eα(K).
We shall now derive an integral representation for Yα,ab(K). Consider the complex ζ
plane, see Figure 3.6, where we mark schematically the position of the energy eigenval-
ues Eα(K) and Eβ(K), β 6= α. Since we suppose (3.35) to hold we can choose a closed
curve Sα which encircles only Eα(K) but where all Eβ(K) with β 6= α are outside.



















The proof of (3.66) is given in Appendix B.1.





and write Yα,ab such that its antisymmetry with respect to a ↔ b is
evident. The trace operator is abbreviated as Tr.
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Derivatives of Flux Densities





































− (b↔ c) ,
(3.67)









































































































− (b↔ c) , (3.68)
see Appendix B.1. As an illustration of (3.68) we will calculate divergence and curl of
a specific flux-density vector field in Section 3.6.3.
Flux Densities in Three-Dimensional Parameter Spaces
In the following sections, we shall use (3.65) and (3.68) to calculate numerically the
geometric flux densities and their derivatives for metastable H atoms. We will be
especially interested in the flux densities in three-dimensional subspaces of K space.
We will, for instance, consider the cases where the electric field E is kept constant and
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only a magnetic field B varies or vice versa. The geometric flux densities (3.59), (3.65)
are then equivalent to three-dimensional complex vector fields. Indeed, let us consider















span the effective parameter space which is now three-dimensional. In (3.69) we mul-
tiply the Kai with constants 1/κi which, in the following, will be chosen conveniently.
We shall, for instance, always choose the κi such that the Li have the same dimension







ijk Yα,ajak(K(L))κjκk , (3.70)












where i, j, k ∈ {1, 2, 3}. K(L) may include fixed components Kb /∈ {Ka1 ,Ka2 ,Ka3}.
The curve C (3.55) and the surface F (3.57) live in L space. With the ordinary surface




ijk dLj ∧ dLk (3.72)




J (L)α (L) df
L . (3.73)
Generalised Divergence Condition




Yα,ab(K) dKa ∧ dKb
)










Yα,ab(K) = 0 , (3.75)
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see Appendix B.2. From (3.75) one finds that8
divJ (L)α (L) = 0 (3.76)
wherever (3.35) holds. That is, the vector fields J (L)α can have sources or sinks only at
the points where the complex eigenvalues (2.68) of M (K) become degenerate. More
precisely, we see from (3.65) that J (L)α can have such singularities only where Eα(K(L))
becomes degenerate with another eigenvalue Eβ(K(L)) (β 6= α). This is, of course,















Knowledge of both divJ (L)α and rotJ
(L)
α will allow us an easy understanding of the
behaviour of the geometric flux-density vectors for concrete cases in Section 3.6 below.
3.5.2 General Structure of Flux Densities for Hydrogen
In this section we shall discuss what we can learn from rotational invariance about the
properties of geometric phases and flux densities for the metastable hydrogen states.
We will consider the mass matrix M (E(t),B(t)) of (3.25). The following analysis can
be easily extended to other atomic species obeying a mass matrix of the form (3.25).
Proper Rotations
Let R ∈ SO(3) be a proper rotation
R : xi → Rij xj , R = (Rij) , detR = 1 . (3.78)
We denote by R and R its representations in the three-dimensional spatial space and
in the n = 2 subspace of the hydrogen atom, respectively. We have then
RM (E ,B)R−1 = M (RE , RB) . (3.79)
This shows that M (E ,B) and M (RE, RB) have the same set of eigenvalues9. Since we
























































9With M (E,B) |α) = Eα |α) and M





′R|α) ⇔ Eα |α
′ ) = M ′ |α′ ).
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for M (RE , RB). Moreover, SO(3) is a continuous and connected group, therefore the
numbering of the eigenvalues, as explained in Appendix A.1, cannot change with R.
Thus, we get
Eα(RE , RB) = Eα(E ,B) . (3.80)
For the resolvent, cf. (3.54) with n = 1, we find10








ζ − Eα(RE , RB) . (3.82)
With (3.80) we get from (3.82)
RPα(E ,B)R−1 = Pα(RE , RB) . (3.83)
With the identification of (E ,B) and K of (3.31) we can decompose the 6 × 6 flux
density matrices Yα,ab (3.59) into 3× 3 submatrices corresponding to the E and B and
mixed E,B differential forms (see Appendix C of [68]). With α ∈ I, the index of a
metastable state, we write11
Yα,ab(K) dKa ∧ dKb = I(E)α,jk(E ,B) dEj ∧ dEk + I(B)α,jk(E ,B) dBj ∧ dBk
+ I(E,B)α,jk (E ,B) dEj ∧ dBk , (3.84)
where12
















−1 |α,RE, RB) ( ˜α,RE, RB | =
(
ζ −M (RE, RB)
)
−1
we prove (3.82). Note that for the states themselves we can only conclude that |α,RE, RB) and
R|α,E,B) must be equal up to a phase factor.
























α,jk dEj ∧ dBk + I
(2)
α,jk dBj ∧ dEk = 2 I
(1)
α,jk dEj ∧ dBk, leading to I
(E,B)
α,jk = 2 I
(1)
α,jk.




α,jk symmetric under j ↔ k. Such





condition (3.85) is employed.
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From (3.25), (3.59), (3.65), (3.66), (3.84) and (3.85) we obtain
























ζ −M (E ,B)Dj
1
(ζ −M (E ,B))2Dk
]
, (3.86)
























ζ −M (E ,B)µj
1
(ζ −M (E ,B))2µk
]
, (3.87)
I(E,B)α (E ,B) =
(I(E,B)α,jk (E ,B)) ,




Eα(E ,B)− Eβ(E ,B)
]−2









ζ −M (E ,B)Dj
1
(ζ −M (E ,B))2µk
]
. (3.88)
As explained in general in (3.69) ff. we introduce the geometric flux-density vectors
J
(E)
α (E ,B) and J
(B)
α (E ,B) with components
J
(E)
α,i (E ,B) = ijk I(E)α,jk(E ,B) , J (B)α,i (E ,B) = ijk I(B)α,jk(E ,B) ; (3.89)
see also Appendix C of [68].
From (3.84) to (3.88) we get the decomposition of the 6× 6 matrix (Yα,ab) in terms









The rotational properties of I(E)α , I(B)α and I(E,B)α are easily obtained from (3.79) to
(3.83) and (3.86) to (3.88) using13
R−1DjR = RjkDk , R−1µjR = Rjkµk . (3.91)
13It is indeed R−1DjR = RjkDk, not RDjR










′)jlDl, while it should
be (R′R)jlDl on the r.h.s. of the last equation.
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We get
R I(E)α (E ,B)RT = I(E)α (RE , RB) ,
R I(B)α (E ,B)RT = I(B)α (RE , RB) ,
R I(E,B)α (E ,B)RT = I(E,B)α (RE , RB) . (3.92)
Improper Rotations
For improper rotations, R ∈ O(3) with detR = −1, we have no invariance due to the
PV term δM PV in the mass matrix (3.24). In fact, we are especially interested in PV
effects coming from this term. In this subsection we shall decompose the geometric
flux densities (3.84) to (3.89) into PC and PV parts.
We consider just one improper rotation14, namely the parity transformation P : x→
P x = −x. In the n = 2 subspace of the hydrogen atom this is represented by a matrix
P which transforms the electric and magnetic dipole operators as follows
P−1Dj P = −Dj , P−1 µj P = µj . (3.93)
The mass matrix M˜ 0 (3.24) is, of course, not invariant under P and we have
PM 0 P−1 = M 0 , (3.94)
PM PV P−1 = −M PV , (3.95)
P M˜ 0 P−1 = P(M 0 + δM PV)P−1 = M 0 − δM PV . (3.96)
Clearly, since δ ≈ 7.57×10−13 is very small (see Appendix A.1), it is useful to consider
the case where it is set to zero, that is, where parity is conserved. We denote the
quantities corresponding to this case by M (0), see (3.28), and E(0)α , P
(0)
α etc. From
(3.28), (3.93), and (3.94) we find for the PC quantities15
PM (0)(E ,B)P−1 = M (0)(−E ,B) , (3.97)
E(0)α (E ,B) = E
(0)
α (−E ,B) , (3.98)
P P(0)α (E ,B)P−1 = P(0)α (−E ,B) . (3.99)
14An improper rotation is a composite operation R = P ◦R. However, due to the rotational invariance
of Iα (3.92), it is sufficient to consider P only.
15The parity operator P in the n = 2 subspace does not act on the numbers Ei, Bi of the field
components. Of course, switching the sign of D in the mass matrix (3.28) has the same effect
as switching the sign of E. From (3.97) we see that M (0)(E,B) and M (0)(−E,B) have the same
set of eigenvalues. We still have to check that our numbering scheme leads indeed to (3.98) and
(3.99) for every α. As discussed in Appendix A.1 we consider only B 6= 0 and vary E starting from
E = 0: E(λ) = λE, λ ∈ [0, 1]. For λ = 0 (3.98) and (3.99) are trivial. Increasing λ continuously,
we encounter, due to B 6= 0, no level crossings. Therefore, the identification of the eigenvalues
and the quasi projectors corresponding to the same index α for (E(λ),B) and (−E(λ),B) is always
possible. This proves (3.98) and (3.99).
71
Chapter 3. Berry Phases for Hydrogen
Due to time reversal invariance16 and condition (3.35) Eα(E ,B) gets no contribution
linear in δ, that is, linear in the PV term δM PV; see [82,175]. Neglecting higher order
terms in δ we have, therefore,
Eα(E ,B) = E
(0)
α (E ,B) = E
(0)
α (−E,B) . (3.100)
Rotational invariance (3.80) implies then that Eα(E ,B) must be a function of the
P-even invariants one can form from E and B:
Eα(E ,B) ≡ Eα(E2,B2, (E · B)2) . (3.101)
Below we will present the analogous analysis in terms of invariants for the geometric
flux densities (3.86) to (3.89) which include P violation.
For the case of no P violation we find17 that I(E)α (E ,B) and I(B)α (E ,B) must be even,
whereas I(E,B)α (E ,B) must be odd under E → −E. Writing Iα(E ,B) = IPCα (E ,B) +
IPVα (E ,B), this allows us to define generally, without any expansion in δ, the PC and
PV parts of the geometric flux densities as follows18




I(E)α (E ,B) + I(E)α (−E,B)
]
, (3.102)




I(E)α (E ,B)− I(E)α (−E,B)
]
, (3.103)




I(B)α (E ,B) + I(B)α (−E ,B)
]
, (3.104)




I(B)α (E ,B)− I(B)α (−E ,B)
]
, (3.105)




I(E,B)α (E ,B)− I(E,B)α (−E,B)
]
, (3.106)




I(E,B)α (E ,B) + I(E,B)α (−E,B)
]
. (3.107)
Using the expansion in the small PV parameter δ up to linear order we get for the PC
fluxes exactly the expressions (3.86) to (3.88) but with M (E ,B), Pα,β(E ,B), Eα(E ,B)
replaced by the corresponding quantities for δ = 0, that is, M (0)(E ,B) etc. For the
PV fluxes we have to expand the expressions (3.86) to (3.88) up to linear order in δ.
16Here we disregard the T-violating complex phase in the Cabibbo-Kobayashi-Maskawa Matrix. This
is justified since we are dealing with a flavour diagonal process.
17According to (3.97) the transformation E → −E effectively yields terms like PM (0)(E,B)P−1 in the
denominators of (3.86)–(3.88). Simple algebraic manipulations within the argument of the trace
results in terms of the form PDjP
−1 and Pµ
j
P−1. Then, (3.93) can be used to immediately obtain











α , we find I
(E)
α (−E,B) = I
(E)
α (E,B) and, hence, (3.102).
Consequently, the PV part I
(E)PV
α , which was excluded before, has to be odd under E → −E,
immediately leading to (3.103). Analogous deductions hold for (3.104)–(3.107). For instance,
(3.105) directly leads to I
(B)PV
α (E = 0,B) ≡ 0.
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This is easily done and leads to










ζ −M (0)(E ,B)M PV
× 1
ζ −M (0)(E ,B)Dj
1(
ζ −M (0)(E ,B))2Dk − (j ↔ k)
]
(3.108)
and analogous expressions for I(B)PVα and I(E,B)PVα . These, the derivation of (3.108),
and further useful expressions for PV fluxes, are given in Appendix B.2.
Expansions for Flux Densities
At this point, we can write down the expansions for the geometric flux densities (3.86)
to (3.88) following from rotational invariance and the parity transformation properties.
In these expansions we encounter invariant functions
gαr ≡ gαr (E2,B2, (E ·B)2) , hαr ≡ hαr (E2,B2, (E · B)2) , (r = 1, . . . , 15) , (3.109)
which are, in general, complex valued. Our notation is such that the terms with the gαr
are the parity conserving (PC) ones, the terms with the hαr the parity violating (PV)








α,l (E ,B) ,
J (E)α (E ,B) = J
(E)PC










gα2 + (E · B)hα2
]
+ (E ×B) [(E ·B) gα3 + hα3 ] , (3.110)





















(E ·B) gα7 + hα7
]

































20With Jα being a three-dimensional vector depending on E and B, the most general structure of
Jα can be written down using all three-dimensional vectors at hand, namely E, B, and E × B.
Terms proportional to these vectors involve the functions (3.109). Since, for example, the notion
gr indicates a PC term, the expression E g
α
1 which switches sign under E → −E, has to be modified
such that it becomes P-even. For that, the only possibility is to multiply with the pseudo scalar
(E ·B). Similar considerations hold for the remaining terms.




α , we impose a matrix structure on
(I
(E,B)
α,jk ) via all objects composed of E, B, and E × B, and carrying two indices.
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(E ·B) gα8 + hα8
]





(E · B) gα9 + hα9
]




gα10 + (E · B)hα10
]
+
[Ej (E ×B)k + Ek (E ×B)j] [(E · B) gα11 + hα11]
+






α,l (E ,B) ,
J (B)α (E ,B) = J
(B)PC









gα14 + (E · B)hα14
]
+ (E ×B) [(E ·B) gα15 + hα15] . (3.112)
In the next sections we shall discuss specific examples where the general expansions
(3.110) to (3.112) will prove to be very useful.
3.6 Flux Densities in Mixed Parameter Spaces for n=2
States of Hydrogen
In this section we shall illustrate the structures of the geometric flux densities for specific
cases. First, we analytically derive the geometric flux densities J (B)α (E = 0,B) in
magnetic field space for vanishing electric field and compare the results with numerical
calculations. In that case the flux densities give rise only to P-conserving geometric
phases. We then analyse the structure of J (E)α (E ,B) in electric field space together
with a constant magnetic field B = B3 e3. Here, we will obtain P-violating geometric
phases. As a further example we investigate the geometric flux densities in the mixed
parameter space of E1, E3 and B3 together with a constant magnetic field B = B2 e2.
3.6.1 A Pure Magnetic Field B
Starting from the general expression (3.112) for J (B)α (E ,B), we immediately find for
J
(B)
α (E = 0,B)
J (B)α (0,B) = B g
α
14 (3.113)
where gα14 = g
α
14(B
2) only depends on the modulus squared of the magnetic field.
Because of (3.76) we have
∇B · J (B)α (0,B) = 0 (3.114)
for B2 6= 0. With b := B2 and inserting (3.113) in (3.114), we get













2 = aα|B|−3 (3.116)
where aα is an integration constant. Therefore,
J (B)α (0,B) = a
α B
|B|3 . (3.117)
This is the field of a Dirac monopole of strength aα at B = 0. A detailed calculation
of aα for the 2S states is presented in Appendix B.3. The resulting flux-density vector
field comes out to be real and P-conserving. It is has vanishing curl and reads




, for α = 9 ,
B
|B|3
, for α = 11 ,
0 , for α = 10, 12 .
(3.118)
Comparing this exact result with numerical calculations, we can extract an estimate
for the error of Jα in parameter spaces other than that of the magnetic field. For 153
equidistant grid points in a cubic parameter space volume [−1mT, 1mT]3, at which
the vectors J (B)11 (0,B) are evaluated, we obtain numerically the following deviations
from the vector field structure given in (3.118):
||J (B)11 (0,B)| · |B|2 − 1| . 5× 10−12 ,∣∣∣∣∣ J (B)11 (0,B)|J (B)11 (0,B)| ×
B
|B|
∣∣∣∣∣ . 1.5× 10−12 , (3.119)
see Figure 3.7. Since the data type used for the numerical calculations has a precision
of approximately 16 digits, we find the results (3.119) to be in good agreement with
the analytical expression (3.118).
Figure 3.8 illustrates the numerical results for J (B)11 (0,B) in the B3 = 0 plane. Here
and in the following, we find it convenient to plot dimensionless quantities. Therefore,
we choose reference values for the electric and magnetic field strengths
E0 = 1V/cm , B0 = 1mT . (3.120)
We label the axes in parameter space by Bi/B0 and plot the vectors
Jˆ (B)α = η J
(B)
α B20 . (3.121)
Here η is a rescaling parameter chosen such as to bring the drawn vectors in the plots
to a convenient length scale. The dimensionless geometric phases, see (3.56), (3.58),
and (3.73), are then given by the flux of this dimensionless vector field (3.121) through
a surface in this space of Bi/B0 and divided by η.
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.
Figure 3.7: The two left hand side expressions of (3.119) are shown as a function
of |B|, allowing a cross-check of the numerical evaluation of (3.118). As a result we
can estimate that the relative errors of flux-density vector fields introduced by the











Figure 3.8: Visualisation of the P-
conserving flux-density vector field
Jˆ
(B)PC
α (0,B) (3.121) for α = 11 and
η = 0.014 in magnetic field para-
meter space at B3 = 0.
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J (B)α (B) df
(B) =

−ΩC , for α = 9 ,
+ΩC , for α = 11 ,
0 , for α = 10, 12 .
(3.122)
Here ΩC is the solid angle spanned by the curve C. Of course, the sign of γα(C) depends
on the orientation of C. This is in accord with the expectation for a spin 1 system; see
(2.89) and [29].
Regarding the flux-density vector fields (3.118) emanating from the origin of para-
meter space, one may view the degeneracy at B = 0 as the source for J (B)11 (0,B) or the
sink for J (B)9 (0,B), respectively. That is, Berry’s phase is connected to this degeneracy.
However, Berry phases can also emerge in parameter spaces which do not exhibit any
degeneracy. We will investigate such an example in the following section.
3.6.2 An Electric Field E together with a Constant Magnetic Field
We consider the case of geometric flux densities in electric field space with a constant
magnetic field B = B3 e3 with B3 > 0. Here we find from (3.110)
J (E)PCα (E ,B3 e3) = E E3B3 gα1 + B3
 E2E3B3 gα3−E1E3B3 gα3
gα2
 , (3.123)
J (E)PVα (E ,B3 e3) = E hα1 + B3 e3 E3B3 hα2 + (E2 e1 − E1 e3)B3 hα3
= E hα1 + B3
 E2 hα3−E1 hα3
E3B3 hα2
 , (3.124)
where gα1,2,3 and h
α
1,2,3 may in general depend on E
2, B23, and (E3B3)2, with α ∈





T , E23 ) , hαi = hαi (E2T , E23 ) , (i = 1, 2, 3) . (3.125)
.
In the following, we give the results of numerical evaluations of the PC and PV
flux-density vectors (3.123) and (3.124), respectively. We split the PV vectors into the
contributions from the nuclear-spin independent and dependent PV interactions
J (E)PV = J (E)PV1 + J (E)PV2 . (3.126)
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Here the J (E)PVi are defined as in (3.108) but with δ replaced by δi and M PV replaced
by M (i)PV (i = 1, 2); see (3.24) and (3.26). Again we shall plot dimensionless vectors
Jˆ (E)PCα (E ,B3 e3) = ηα J (E)PCα (E ,B3 e3) E20 , (3.127)
Jˆ (E)PViα (E ,B3 e3) = η′α,i J (E)PViα (E ,B3 e3) E20 (3.128)
with E0 from (3.120) and ηα and η′α,i conveniently chosen.
A PC Flux-Density Vector Field
As an example of a PC flux-density vector field we present in Figure 3.9 the results of
a numerical calculation of J (E)PC9 (E ,B3 e3) for B3 = 1mT. We plot the dimensionless
vectors (3.127) with the scaling factor chosen as η9 = 2.5×104. Comparing with (3.123)
we see that here the dominant term is the one proportional to g92 :
J
(E)PC
9 (E ,B3 e3) ≈ B3 g92(E2T , E23 )e3 (3.129)
with g92(E
2











Figure 3.9: Visualisation of the real
part of the P-conserving flux-density
vector field Jˆ(E)PC9 (E,B3 e3) (3.127)
in electric field parameter space at
E1 = 1V/cm. A constant magnetic
field with B3 = 1mT is applied. The
scaling factor in (3.127) is chosen as
η9 = 2.5× 104.
Sensitivity of Flux-Density Vector Fields to the Electric Dipole Operator
The numerical results shown in Figure 3.9 reveal a large sensitivity of the flux-density
vector field J (E)PC9 to the normalisation of the dipole operator D. Indeed, suppose
that we make in our calculations the replacement
D → λD (3.130)
with λ a positive real constant. From I(E)PC9 in (3.86), having the same scaling beha-
viour as J (E)PC9 , and from the mass matrix (3.25) we find the following scaling behaviour
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Since our calculations show that J (E)PC9 is practically constant for the range of fields
explored here we get
J
(E)PC
9 (E ,B3 e3)
∣∣∣
λD




Therefore, measurements of J (E)PC9 (E ,B3 e3) for the setup considered in the present
section are highly sensitive to deviations of the normalisation of D from the standard
expression as given in Table A.4. By measuring suitable Berry phases, such scalings
may prove valuable to determine or cross-check dipole operator representations of more
complex atomic species, computed with a lower precision compared to hydrogen.
A PV Flux-Density Vector Field
As an example of a PV flux-density vector field we present the numerical results for
J
(E)PV2











Figure 3.10: Visualisation of the
real part of the nuclear-spin depend-
ent P-violating flux-density vector
field Jˆ(E)PV29 (E,B) (3.128) in elec-
tric field parameter space at E3 =
1V/cm with an additional constant
magnetic field B = B3 e3, B3 =
1µT. The scaling factor in (3.128)
is chosen as η′9,2 = 400/δ2.
We find both, the real and the imaginary part of J (E)PV29 (E ,B3 e3) to represent a flow,
circulating around the e3-axis, with vanishing third component. That is, in (3.124) for
α = 9 the terms involving h91 and h
9
2, respectively, come out numerically to be negligible
compared to the terms involving h93. We may hence write
J
(E)PV2
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This is corroborated by numerical studies. For |Ej| ≤ E0 (j = 1, 2, 3), with E0 from
(3.120), we find
|Re e3 J (E)PV29 |
|ReJ (E)PV29 |
. 6× 10−11 (3.134)
and




. 2.5× 10−11 . (3.135)
Results similar to (3.134) and (3.135) hold for the imaginary part ImJ (E)PV29 (E ,B3 e3)
and for J (E)PV19 (E ,B3 e3). Thus, also J (E)PV19 has to a good approximation the struc-
ture (3.133).
The antisymmetry of ReJ (E)PV29 (E ,B3 e3) with respect to E → −E, see (3.124), is
confirmed numerically at the same level of accuracy. We find∣∣∣∣∣ |ReJ
(E)PV2
9 (E ,B3 e3)|
|ReJ (E)PV29 (−E ,B3 e3)|
− 1
∣∣∣∣∣ . 2.5× 10−10 (3.136)
and
|ReJ (E)PV29 (E ,B3 e3) + ReJ (E)PV29 (−E ,B3 e3)|
|ReJ (E)PV29 (E ,B3 e3)|
. 2.5 × 10−10. (3.137)
Similar numerical results are also obtained for ImJ (E)PV29 (E ,B3 e3) and for the real
and imaginary parts of J (E)PV19 (E ,B3 e3).
3.6.3 The Parameter Space {E1, E3,B3} with a Constant B2-Field











see (3.69) ff. and (3.120). In addition we assume the presence of a constant magnetic
field B = 1µT e2. The values chosen for E0 and B0 in (3.120) and (3.138) should
represent the typical range of electric and magnetic field variations, respectively, for a
given experiment. Our choice here is motivated by the discussion of the longitudinal
spin echo experiments in [32]. For other experiments different choices of E0 and B0 will
be appropriate.
From (3.69), (3.71), and (3.86) to (3.90) we find
J (L)α (E ,B) =
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Here again α ∈ {9, 10, 11, 12} labels the metastable state to which the geometric flux
density corresponds. Inserting in (3.139) the expressions from (3.110) and (3.111) we
get for the PC and PV parts of J (L)α (E ,B)
J (L)PCα (E ,B) =
 B3E3 g˜α1 + B3E1 g˜α2B3E3 g˜α3 + B3E1 g˜α4
g˜α5 + E1E3 g˜α6
 , (3.140)
J (L)PVα (E ,B) =
 h˜α1 + E1E3 h˜α2h˜α3 + E1E3 h˜α4
B3E3 h˜α5 + B3E1 h˜α6
 , (3.141)
where the functions23 g˜αi and h˜
α
i , i ∈ {1, . . . , 6}, may in general depend on E21 , E23 and
B23; see Appendix B.3.
For ease of graphical presentation we shall multiply the J (L)α with scaling factors η.
Thus we define
Jˆ (L)PCα (E ,B) = ηα J
(L)PC
α (E ,B) , (3.142)




α (E ,B) , (i = 1, 2) . (3.143)
In the Figures 3.11 to 3.15 we illustrate the results of our numerical calculations of
(3.142) and (3.143) for the geometric flux densities of the state with α = 9. For 303
grid points in the parameter space volume [−E0, E0]2 × [−0.2B0, 0.2B0] we find that
numerically












An analogous relation holds for Im Jˆ (L)PC9 (E ,B). This justifies the presentation of these
flux-density vector fields in the E1 − E3 plane as representative vector field structures.
Investigating the dependencies of J (L)9 (E ,B) on E1, E3 and B3 we find our numerical
results to be consistent with the analytical structures in (3.140) and (3.141). Note that
in Figure 3.15 we have chosen a scaling factor depending on B3 since the magnitude of
the vector J (L)PV29 (E ,B) shows a strong increase towards B3 = 0. This observation is
an example of how to provide for the possibility to create enhanced PV Berry phases.
We will calculate selected PC and PV Berry phases explicitly in Section 3.7 as well as
in the Chapters 5 and 6.
Divergence and Curl
From both, (3.67) and (3.68), we can easily check the divergence condition (3.75). We
recall from (3.76) that Jˆ (L)PC9 is divergence free and, thus, generated by a non-vanishing
vortex distribution rot Jˆ (L)PC9 . Figure 3.16 shows the divergence for 16
3 grid points
in the parameter space given by (3.138) and B = 1µT e2. We find numerically good
23The constant B2 is absorbed in the invariant functions and, hence, does not appear explicitly in
(3.140) and (3.141).
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agreement with the analytical result of identically vanishing divergence. Calculating
the curl of Jˆ (L)PC9 numerically using (3.77), cf. Figure 3.17, we find rot Jˆ
(L)PC
9 to be




The examples of PV flux-density vector fields in Figures 3.13 to 3.15 illustrate the
full three-dimensional vector fields which again are divergence free and thus represent











Figure 3.11: Visualisation of the 1
and 2 components of the real part of
the P-conserving flux-density vector
field Jˆ(L)PC9 (E ,B) (3.142) at B3 =
143µT. The scaling factor is chosen











Figure 3.12: Visualisation of the 1
and 2 components of the imaginary
part of the P-conserving flux-density
vector field Jˆ(L)PC9 (E ,B) (3.142) at
B3 = 143µT. The scaling factor is
chosen as η9 = 2.7× 105.
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Figure 3.13: Visualisation of the
1 and 2 components of the real
part of the nuclear-spin depend-
ent P-violating flux-density vector
field Jˆ(L)PV29 (E ,B) (3.143) at B3 =
143µT. The scaling factor is chosen












Figure 3.14: Visualisation of the
1 and 2 components of the real
part of the nuclear-spin depend-
ent P-violating flux-density vector
field Jˆ
(L)PV2
9 (E ,B) (3.143) at B3 =
86µT. The scaling factor is chosen
as η′9,2 = 4× 103/δ2.
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Figure 3.15: Visualisation of the
1 and 3 components of the real
part of the nuclear-spin dependent
P-violating flux-density vector field
Jˆ
(L)PV2
9 (E ,B) (3.143) at E3 = 0. In
order to resolve the structure more
clearly the scaling factor is chosen as
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Figure 3.16: Numerical evaluation
of the divergence of the flux-density
vector field (3.142) with α =
9 at 163 grid points of a cu-
bic grid in the parameter space
(3.138) with B = 1µT e2. The
corresponding values, directly de-
rived from the left hand side of
(3.75) via numerical implementa-
tion of (3.68), are normalised to
Jˆ
(L)PC
9 and plotted as a function of√

















Figure 3.17: Numerical evalu-













at 82 grid points of a square grid
in the parameter space (3.138)
with B = 1µT e2 at constant
B3 = 143µT. That is, the same
parameter grid points as in Figure
3.11 are considered here. We only
plot the component of the curl in
B3-direction to connect to Figure
3.11. The scaling factor is chosen as
η9 = 1.
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3.6.4 Systematic Analysis of Flux-Density Vector Fields
To obtain an impression of the plethora of possible flux-density vector fields we present
appropriately scaled numerical results of (3.71) for three-dimensional cubic parameter
spaces L with edge intervals [−B0,B0] or [−E0, E0], respectively. However, the resolution
of 63 grid points is not sufficient to reveal all features of the vector fields. For instance,
as shown in Section 3.6.3, interesting and valuable structures emerge in regimes of
B3 < 0.2mT in the parameter space {E1, E3,B3} with constant B2, see Figure 3.15.
With the grid resolution employed in the present section it were not possible to reveal
that structure. An exhaustive exploration of the full six-dimensional parameter space
of electric and magnetic fields is left for future work. Though, with the present thesis
all necessary theoretical and numerical tools for that task are provided.
The real parts of vector fields Jˆ (L)PC9 and Jˆ
(L)PV2
9 in parameter spaces L are given
in Figures 3.18–3.26 in this section. They should be considered as a first illustration
of the variety of geometric flux-density vector fields emerging for metastable states of
hydrogen exposed to arbitrary combinations of electric and magnetic fields. We note
the constant field components and the scaling factors η9 in the titles of the plots. On
the left hand sides of the Figures 3.18–3.26 we give the PC part. On the right hand
sides the nuclear-spin dependent PV part is shown.
Parameter spaces which effectively yield the same vector field structures are omitted.
For instance, the parameter space {E1,B2,B3} with constant E2 is presented here, but
{E1,B2,B3} with constant E3 is not since they are the same modulo a pi/2-rotation
and a sign in the {B2,B3}-subspace. We list the considered parameter spaces in Table
1. The constant field components are chosen as E0 or B0, respectively. Whenever two
constant electric field components Ei, i ∈ {1, 2, 3}, are involved, we choose Ei = E0/
√
2.
We have chosen the parameter space volumes such that |E | . E0 = 1V/cm. That way,
the field variations can be kept within in the limits for adiabatic evolution, spelled out
in Section 3.2.1, for about 1000 cyclings of a curve around the boundary surfaces of
the parameter space volumes.
We also show vector fields for those parameter spaces which exhibit only numerical
noise instead of a clear structure in order to give error estimates of the used numerical
software. In addition, these parameter spaces can be especially useful when working
out paths with vanishing PC or PV Berry phases, respectively.
As a prelude of what is still to come regarding the systematic analysis of flux-density
vector fields we present selected plots in Figure 3.27 employing parameter space regions
differing from those mentioned above. There, we plot the imaginary part of Jˆ (B)PC11 in
the magnetic field parameter space {B1,B2,B3} with E3 = 1V/cm.
85





variables constants PC PV2 η′9,2 Figure
B1 B2 B3 – ! 3.0 × 10
24 3.18
E3 5.0 × 1014 3.19
E1 E2 E3 B3 4.0 × 1017 3.20
E1 B2 B3
– ! ! 2.0 × 1024
B1 5.0 × 1013 3.21
E2 3.0 × 1014
B1 E2 5.0 × 1013
E2 B2 B3
– ! 6.0 × 1012
B1 5.0 × 1013
E1 6.0 × 1012 3.22
E3 ! 6.0 × 1012
E1 E3 6.0 × 1012
B1 E1 5.0 × 1013
B1 E3 5.0 × 1013
B1 E1 E3 5.0 × 1013
E1 E2 B3
– ! 1.0 × 1028
B1 5.0 × 1013 3.23
E3 3.0 × 1016 3.24
B1 E3 5.0 × 1013
E1 E2 B1
– ! 1.2 × 1016 3.25
B2 ! 8.0 × 1012
B3 1.0 × 1013 3.26
B2 B3 1.0 × 1013
E3 1.5 × 1016
E3 B2 8.0 × 1012
E3 B3 1.0 × 1013
E3 B2 B3 1.0 × 1013
Table 1: A representative listing of three-dimensional electromagnetic parameter
spaces and their basic properties regarding PC and nuclear-spin dependent flux dens-
ities. A selection of flux-density vector fields is given in Figures 3.18–3.26. The
column ‘variables’ specifies the field components the three-dimensional parameter
space is composed of. In the column ‘constants’ the field components which are held
at constant values are listed, cf. Section 3.6.4 for details. Wherever a check mark is
set in the column ‘numerical error’ we suppose the corresponding PC or PV2 vector
field to vanish but plotted the numerical results nonetheless in order to provide es-
timates on the errors of our numerical software. For the PV2 vector fields with an
obvious structure we observe a range of five orders of magnitude for the scaling factors
η′9,2. The shown dimensionless vector fields Jˆ allow for convenient comparisons of the
scaling factors, that is, of the expected magnitudes of Berry phases in the employed
parameter regions.
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(B3 = const. ; η′9,2 = 4× 1017)
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(B1 = const. ; η′9,2 = 5× 1013)
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(B3 = const. ; η′9,2 = 1013)
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(E3 = const. ; η11 = 3× 102)(a)
Figure 3.27: The vector fields
in Figures (a), (b), and (c) are
the imaginary parts of Jˆ(B)PC11 in
the magnetic field parameter space
{B1,B2,B3} with E3 = 1V/cm. The
plots show different regions of the B1-
B3-plane at B2 = 0, successively re-
vealing the strong increase of the vec-
tor magnitudes near the degeneracy
at B = 0. For presentational pur-
poses the regions near B = 0 are ex-
cluded in Figures (b) and (c), as well



















(E3 = const. ; η11 = 10−4)(c)
3.7 Berry Phases for Specific Field Configurations
The analysis of flux-density vector fields in the preceding sections constitutes the basis
for preselecting parameter space regions in order to derive Berry phases with tailored
properties.
For an adiabatically evolving hydrogen atom the closed path C and, therefore, the
encircled area F in parameter space can, e.g., be chosen such that only PC or PV
Berry phases emerge. We are also able to identify parameter space regions where PV
geometric phases are enhanced. Of course, we have as well access to both real and
imaginary Berry phases.
In the following, we give three instructive examples based on the flux-density vector
fields of Section 3.6. The geometric phases are calculated via the line integral repres-
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entation outlined in Section 3.4. With respect to the labelling of states, that is, the
labelling of vector fields as well, there are some subtleties which will be dealt with in
Chapter 5. This issue is, however, of no concern in the present section.
A PC Geometric Phase
As a first example we calculate the PC geometric phase for the following path in E
space
C : z → E(z) =
 1.0 + 0.5× sin(200pi z)0.5 × cos(200pi z)
1.0
 V/cm , 0 ≤ z ≤ 1 . (3.145)
That is, we consider a path circling 100 times in the E1-E2-plane which is orthogonal
to the flux direction for α = 9, see (3.129) and Figure 3.9. For the constant magnetic
field chosen there, B3 = 1mT, we obtain for
γPC9 (C) = 5.89 × 10−4 − 5.25 × 10−5 i . (3.146)
Decreasing the constant magnetic field B3 we get larger geometric phases. This may
seem puzzling at first since the l.h.s of Figure 3.24 suggests no variation of γPC9 (C) due
to a variation of B3. However, the parameter region of strongly increased magnitudes
of J (E)PC9 (E ,B3 e3) towards the B3-plane is not covered by the grid in Figure 3.24. The











Figure 3.28: Visualisation of the
real part of the P-conserving flux-
density vector field Jˆ(E)PC9 (E,B3 e3)
(3.127) in electric field parameter
space at E1 = 1V/cm. A constant
magnetic field with B3 = 1µT is ap-
plied. The scaling factor in (3.127)
is chosen as η9 = 450.
There, numerical results of the flux-density vector field J (E)PC9 (E ,B3 e3) for B3 = 1µT
are presented. For the curve (3.145), B3 = 1µT, and α = 9 we obtain
γPC9 (C) = 0.0340 − 0.00596 i . (3.147)
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This example is reminiscent of the need to carefully explore the full parameter space
when searching for enlarged Berry phases. Though, the here observed increase is not
surprising since the degeneracy at B = 0 is approached for decreasing B3.
Modifying Decay Rates
The emergence of non-vanishing imaginary parts of the flux-density vector fields, see
for example Figure 3.12 in L space (3.138), leads to an interesting phenomenon. Let
us consider a closed curve C, being the boundary of a surface F in L space. We
parametrise C as
C : z → L(z) , 0 ≤ z ≤ 1 , L(0) = L(1) , (3.148)
cf. (3.55), (3.57). Suppose that over a time interval [0, T ] this curve in parameter space
is run through by the system in the following way:
t→ z(t) = t
T
, 0 ≤ t ≤ T , C : t→ L(z(t)) . (3.149)
We consider the adiabatic limit where T becomes very large. We shall also consider
that the system is run through the curve C in the reverse direction:
t→ z¯(t) = T − t
T
= 1− z(t) , 0 ≤ t ≤ T , C¯ : t→ L(z¯(t)) . (3.150)
Suppose that we have at t = 0 the atom in the initial state ψα(0), see (3.40). We
change the parameters L along the curve C as in (3.149). From (3.40) to (3.42) we find
the decrease of the norm of the state at time T to be
|ψα(T )|2
|ψα(0)|2 = exp [+2 Imϕα(T )− 2 Im γα(T )] . (3.151)
Here, 2 Imϕα(T ) and 2 Im γα(T ) are the contributions due to the dynamic and geo-
metric phases, respectively,




2 Im γα(T ) = 2 Im
∫
F
J (L)α (L) df
L ;
(3.152)
see (3.56) and (3.73). From (3.151) we can define an effective decay rate for the state
α under the above conditions as
Γα,eff(C, T ) = 1
T










J (L)α (L) df
L . (3.153)
Note that this effective decay rate depends, of course, on the curve C and that the geo-
metric contribution is suppressed by a factor 1/T relative to the dynamic contribution.
From (3.151) and (3.153) we get for the decrease of the norm of the state α
|ψα(T )|2
|ψα(0)|2 = exp [−Γα,eff(C, T )T ] . (3.154)
92
3.7. Berry Phases for Specific Field Configurations
Now we start again with the state ψα(0) at time t = 0 but we change the parameters
L along the reverse curve C¯ (3.150). The dynamic term in (3.153) does not change24
whereas the geometric term changes sign,
Γα,eff(C¯, T ) = −2 Im
∫ 1
0





J (L)α (L) df
L . (3.155)
Thus, the effective decay rate depends on the geometry and reversing the sense of the
running through our closed curve in parameter space changes the sign of the geometric
part.
As a concrete example we choose (3.138) for the L space, together with B = 1µT e2,
and the following curve, illustrated in Figure 3.29,
C : z → L(z) , 0 ≤ z ≤ 1 ,
E1(z) = 0.8V/cm ,
E3(z) = −0.5× sin(4pi z)V/cm ,






























Figure 3.29: Left hand side: The curve C (3.156) in the parameter space E1, E3, B3.
The circle is run through twice. Right hand side: The evolution of |B3| and |E3| as
a function of z for one cycling starting at (B3 = 4µT, E3 = 0). The magnitudes of
the fields evolve the same way for both directions of the path, indicating the effect of
different decay rates for opposite cycling directions to be geometry-dependent rather
than depending on the field strengths.
We suppose as in (3.149) that C is run through in a time T with z(t) = t/T . During
this time the path in L space makes two loops according to (3.156). With T = 1ms
we can meet the adiabaticity requirements as spelt out in Section 3.2.1. The essential
requirement here is that the frequency ν = 2/T of the external field variation in (3.156)
must be much less than the transition frequencies ∆E/h between the Zeeman levels
for α = 9, 10, 11. For the external field of order 1µT we get ∆E/h ' 10 kHz yielding
24The integrated energy merely depends on the field strengths.
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 10 kHz ,
T  0.2ms .
(3.157)
Calculating the contributions to the effective decay rate (3.153), we find for the state














L = −1.8 s−1 . (3.159)
This leads to
Γ9,eff(C, T ) = 1933.4 s−1 . (3.160)
For the reverse curve C¯ we find, instead,
Γ9,eff(C¯, T ) = 1937.0 s−1 . (3.161)
Thus, under the above conditions the effective decay rates (3.160) and (3.161) differ by
1.9‰ and the corresponding decreases of the norms (3.154) by 3.6‰. We emphasise
that this difference has its origin in the PC geometric phase which obeys Im γα(P (C)) ≡
Im γα(C).
The magnitude of this phenomenon should be well within experimental reach. In
1984 M. V. Berry discovered real geometric phases. To our knowledge, imaginary
geometric phases, which provide for geometry-dependent lifetime modifications, have
not been observed experimentally ever since.
Example of a P-Violating Phase
To give an example of a PV geometric phase we consider the following curve, again in
the parameter space (3.138) with B = 1µT e2,
C : z → L(z) , 0 ≤ z ≤ 1 ,
E1(z) = 0 ,
E3(z) = E0 sin(2pi z) ,
B3(z) = 0.1B0 cos(2pi z) .
(3.162)
For this curve the P-conserving geometric phases vanish25 due to the antisymmetry of
e1 · J (E)PCα (E ,B3 e3) under (E1, E3)→ (−E1,−E3); see (3.140). Thus, we get here
γα(C) = γPVα (C) = γPV1α (C) + γPV2α (C) . (3.163)
25From e1 ·J
(E)PC
α (−E,B3 e3) = −e1 ·J
(E)PC
α (E,B3 e3) we obtain, due to the specific integration area
in the E3-B3-plane, γ
PC
α (P(C)) = −γ
PC
α (C) ⇒ γ
PC
α (C) = 0. For α = 9 this situation is illustrated
by Figure 3.26. There, the parameter space {E2, E1,B1} with constant B3 can be transformed into
the parameter space of the present section by a proper rotation.
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Numerically we find for α = 9
γPV19 (C′) = (0.00467 − 0.000457 i) δ1 , (3.164)
γPV29 (C′) = (0.0942 − 0.00421 i) δ2 . (3.165)
Assuming that the curve C can be circled N times, we get as geometric phase Nγ9(C).
Thus, the number of circlings acts as an enhancement factor for the small weak inter-
action effects in hydrogen. For N = 103, for example, we obtain
NγPV9 (C) = (4.67 − 0.457 i) δ1 + (94.2 − 4.21 i) δ2 . (3.166)
With δ1,2 from Table A.1 this gives a phase of the order of 10−10.
Whether the adiabaticity conditions are met in (3.166) is not worked out here. We
will exhaustively elaborate a realistic example in Chapter 5, where a PV spin echo
signal is investigated. For that, we first have to introduce the theoretical description




4 Hydrogen in an Interferometer
The prime class of experiments that enable phase measurements are interferometric
setups. Dealing with atoms exposed to external electromagnetic fields, we present in
this chapter the general formalism describing hydrogen atoms that travel through an
atom interferometer. The results can be easily extended to other atomic species. We
introduce longitudinal atomic beam spin echo (lABSE) experiments and account for
their experimental constraints.
lABSE experiments exploit the fact that the dynamic phase of an atom’s wave func-
tion built up during the first part of the interferometer can be reversed in the second
part by suitable field configurations. Then, the remaining phase is the geometric phase.
Furthermore, different dynamic phase evolutions due to different times of flight are each
reversed individually. This insensitivity on the non-monochromaticity of the atomic
beam is one main advantage of the spin echo concept [35]. Thereby, phase variations
due to a modified field configuration can be measured with high precision. In the adia-
batic limit the geometric phases do not depend on the time of flight either. That is,
lABSE experiments allow for a high-precision measurement of Berry phases like those
discussed in the preceding chapter.
In the case of a pure magnetic field configuration a total angular momentum vector
〈F 〉 ∦ B precesses around B with the Larmor precession frequency ωL = γ|B|, where γ
is the gyromagnetic ratio. Then, the accumulated precession angle of 〈F 〉 during time
T corresponds to φ = γ
∫ T
0 |B|dt, see, for example, [35]. A spin echo is achieved when
an initially polarised atomic beam depolarises due to a magnetic field configuration and
gets polarised again during the reversed process induced by an appropriately flipped
magnetic field configuration.
Supposing adiabatic evolution of the internal states of the atoms, we derive the
behaviour of the internal states which enables us to create an experimentally well
accessible observable that in general contains P-conserving as well as P-violating Berry
phases. In Section 4.1 we briefly present the setup of a lABSE experiment for hydrogen
being in a superposition of internal states and propagating through external fields. The
Berry phases introduced for the non-propagating atoms in Chapter 3 again appear in
Section 4.2 as a part of the total phase that emerges for the atomic wave packet in the
case of spatially propagating atoms. There, an effective Schrödinger equation in the
adiabatic limit for our system and its solutions are discussed.
In Section 4.3 eventually, the evolved state is projected onto an analysing state at
the end of the interferometer giving rise to a flux of atomic states which in principle
is easily accessible for the experimenter. This total integrated flux is an observable
sensitive to Berry phases.
The results recalled and presented here were published in [67], [68], [32], and [33].
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4.1 lABSE Experiments
During the past years, the group around D. Dubbers and M. DeKieviet has designed
and further developed a lABSE experimental scheme [35]. The central parts of one
such realisation are shown in Figures 4.1 and 4.2. This apparatus can be used for the
detection of geometric phases of atoms propagating through suitable electromagnetic
fields.
The atoms are prepared in a certain superposition |ψ(z0)〉 of internal atomic states at
position z0 and propagate in z-direction through an electromagnetic field configuration.
The procedure is schematically shown in Figure 4.3. After passing the external fields,
atoms being in the state |ψ(za)〉, e.g., in a superposition of the states |9) and |11), are





d2xT jz(xT , za, t) , (4.1)
where x = (xT , z) = (x, y, z) and jz is the z-component of the probability current. The
observable Fp, in principle measuring the ratio of beforehand specified incoming and
outgoing atomic states, will be discussed in detail in Section 4.3.
One field configuration currently available is produced by two coils that superimpose
a constant longitudinal magnetic field in the direction of the beam axis with a transverse
spatially rotating magnetic field, see Figures 4.1 and 4.4. The states evolve adiabatically
as long as the adiabaticity conditions derived in Section 3.2.1 are satisfied.
While propagating through the field configuration, the atoms accumulate dynamical
as well as geometric phases. The internal states of the atom evolve differently leading
to a longitudinal separation of the wave packets. This effect can be cancelled by the
second coil, the so-called spin echo coil. When the centres of the wave packets meet at
the end of the interferometer, one can detect the spin echo signal which essentially is
the total integrated flux (4.1).
The following specifications of the experimental setup according to [77] should only
be considered as an example. Other configurations can be treated analogously with the
methods given in the present thesis. We choose l = za − z0 = 1m for the length of the
interferometer if not explicitly indicated otherwise.
The typical longitudinal velocity vz, wave number qz and de Broglie wavelength λ of
the hydrogen atom in the interferometer at room temperature, 300◦K, are vz = qzm ≈
3500m/s, qz ≈ 5.6×1010m−1, and λ = 2piqz ≈ 1.1×10−10m. This gives a kinetic energy
q2z/(2m) =̂ 6.5× 10−2 eV corresponding to the longitudinal motion.
At the present stage of the experiment helium atoms with a mean velocity of vz ≈
2000m/s are investigated in a magnetic field configuration. The time-of-flight spectrum
is taken within 1ms at a time resolution of 1µs. The magnetic field resolution is in
the range of 100nT. The experiment can be run with about 103 atoms per second
detected at the end of the interferometer [176]. According to [77] it is possible to build
atom sources with 1016 − 1019 atoms per second and sterad leading to 1010 metastable
atoms per second that can arrive at the detector. The presently used atom source,
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Figure 4.1: Schematic view of the longitudinal spin echo interferometer as used in the group
of M. DeKieviet. The employed coordinate system is indicated. Currently, the experiment
is run with a metastable helium beam exposed to a magnetic field B(t). Metastable helium
states propagating in z-direction are provided at the source (1). A chopper (2) enables a
distinct detection of different time-of-flight spectra. The polarisator (3) consists of a sextupole
magnetic field vanishing at the z-axis and a subsequent guide field which is not depicted here
for simplicity. The sextupole focusses the (local) |F3 = −1) states while defocusing the (local)
|F3 = +1) states. Here, the local magnetic field, which the atoms off the z-axis are exposed
to, defines the local |F3) states. The guide field parallel to ez is then superimposed with the
sextupole field, thereby adiabatically creating a global z-polarisation of the atomic beam. Here,
the guide field is aligned along the z-direction, but other alignments are conceivable as well.
Afterwards, the polarised atoms enter the external field configuration (4) – here, it starts with
a Bx-field. The atoms undergo a non-adiabatic transition into a superposition of polarisations
orthogonal to the guide field polarisation. The state created with this procedure is the initial
state |ψ(z0)〉 we employ in the present thesis. To be more precise, the quantisation axis used
throughout this thesis is the z-axis which defines the states |9) and |11) as |Fz = +1) and
|Fz = +1), respectively. In contrast, the initial state according to the field configuration (4)
is a superposition of |Fx ) states. Of course, this is just an issue of notation. The resulting
final state |ψ(za)〉 at the end of the field configuration non-adiabatically enters an analysing
polarisator (5), i.e., a guide field parallel to ez and a subsequent sextupole field. Depending on
the superposition which |ψ(za)〉 consists of, the non-adiabatic transition due to the guide field
results in definite superpositions of σz-eigenstates simply by projection on the σz eigenbasis.
The atoms are then adiabatically guided into the sextupole magnet which defocuses the local
|F3 = +1) states leaving us with a definite number of local |F3 = −1) states. At the end of
the apparatus, the time-resolved number N(x,y;t) of these states, directly related to (4.1), is
detected (6). The figure is kindly provided by Peter Augenstein.
Figure 4.2: A picture of the
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which can create both metastable hydrogen and helium, utilises a gas discharge to
excite the atoms. Essentially, only the 2S states remain for the experiment due to the
short lifetimes of the 2P states. In the case of metastable helium He∗, a free electron is
produced when the He∗ hits the earthed detector yielding a measurable current after
amplification. Since the source is not perfectly stable over time, an error is introduced
when measuring the number of atoms at the detector. This important systematic error
can be partly compensated by monitoring the current through the source related to
the number of released atoms and by employing sufficiently short measurement times.
Another serious systematic error is due to stray fields which can mimic or mask effects
of the actual field configuration. Small errors are introduced by the adjustability of the
currents through the coils and the alignment of the coils with respect to each other. As
already pointed out in Section 3.2, the errors from omitted relativistic effects are clearly
negligible compared to the other field uncertainties. Regarding the experimental setup
the main approaches towards a higher precision are a more effective shielding of stray
fields besides a larger rate of the atom source and an improvement of its stability [176].
Figure 4.3: Scheme of the atom interferometry experiment. The atom is prepared
around z0 and analysed around za. We start with a superposition |ψ(z0)〉 of the two
states |9) and |11). After passing the magnetic and electric fields B(z) and E(z), the
wave function is projected onto an analysing state |ψ(za)〉, for example again onto a
superposition of the states |9) and |11).
Figure 4.4: Upper figure:
Schematic view of one spin
echo coil producing the trans-
verse part BT of the total
magnetic field Btot.
Lower figure: One realisation
of a lABSE setup with the
B3-coils and the spin echo
coils which are mounted on a
glass tube.
By varying the currents
through the coils, the cone
encircled by Btot can be
modulated. The illustrations
are taken from [37].
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4.2 The Effective Schrödinger Equation in the Adiabatic
Limit
In this section, based on [32], we describe longitudinally propagating atoms in the
adiabatic limit. Thus, a kinetic term has to be introduced in the effective Schrödinger
equation (3.23). Consequently, the mass matrix then depends on the longitudinal
coordinate z since the electric and magnetic fields are not time dependent in this
description but spatially varying.








∆+ M (z) + E0
]
|ψ(x, t)〉 . (4.2)
Here m is the atom’s mass and M (z) is the mass matrix (3.25) with t replaced by z.
As illustrated in Figure 3.1, the centre of the real parts of the energy levels of the free
2P1/2 states was chosen as the (arbitrary) zero for the energy scale. We will see in
the following that it is practicable to choose this zero point of the energy differently.
Therefore, we introduced a freely selectable real constant E0 in (4.2).
In the adiabatic limit where the 2S states are decoupled from the 2P states, one finds
the effective Schrödinger equation
∆ψˆα(x, t) + 2im
∂ψˆα
∂t
(x, t)− 2mVα(z)ψˆα(x, t) = 0 . (4.3)
The quantities in (4.3) are defined as follows. The wave function has the form
ψˆα(x, t) = exp[−iγα(z)]ψα(x, t) (4.4)






|α(z′)) , (α = 9, . . . , 12) , (4.5)
and ψα(x, t) are the spatial wave functions solving (4.2). The complex effective poten-
tial Vα(z) = Vα(z) − i2Γα(z) in (4.3) is defined by












with the real- and imaginary parts Vα(z) = Re{Vα(z)} and Γα(z) = −2 Im{Vα(z)}.
The Adiabatically Propagating Wave Function
In the following, we introduce the solutions of (4.3). The four decoupled differential
equations for the 2S states allow for the investigation of one single effective equation
for the metastable amplitudes. The index α, labelling the n = 2 states, can therefore
be omitted in the rest of this section. So we write (4.4) as
ψˆ(x, t) = exp[−iγ(z)]ψ(x, t) , (4.7)
101
Chapter 4. Hydrogen in an Interferometer






− 2mV (z) + imΓ(z) + ∆T
}
ψˆ(x, t) = 0 , (4.8)







The amplitude ψˆ can be expanded in powers of 1/k¯, where the typical scale k¯ for the
momentum component qz in z direction has an order of magnitude of 104 eV for our
example setup in Section 4.1. We will see that the zero-order term of this expansion
already gives a satisfying accuracy for the solution ψˆ. Then, we will discuss the global
behaviour and the structure of ψˆ representing a well interpretable result.
Notations










k¯2 − 2mV (z′) .
(4.9)
In SI units, τ would be the distance passed by a particle of velocity ~ k¯/m during
time t. For a free particle, i.e. V (z′) ≡ 0, the coordinate ζ = ζ(z) is the difference
z − z0 between the starting point z0 and the current point z on the z-axis. For a non-
vanishing potential V (z′) the coordinate ζ gives a different length compared to the free
particle. A positive potential leads to ζ(z) > z− z0. Thus, the particle in the potential
has passed a larger effective distance ζ than the free one when both have arrived at z.
But we have to keep in mind that both kinds of potentials are located within the same
distance z − z0, i.e., the particles are always located between z0 and z in both cases.
We write Z(ζ) = z for the inverse function of ζ(z).
We split off a factor exp[iφ(z, t)] from the wave function ψˆ(x, t), and the remaining
amplitude A is the envelope function for the wave packet:
ψˆ(x, t) = eiφ(z,t)A(xT , ζ, τ) . (4.10)
Expansion of the Wave Function
The amplitude A(xT , ζ, τ) can be expanded as
A(xT , ζ, τ) =
∞∑
n=0




with the successive terms in (4.11) being suppressed by increasing powers 1/k¯ of the
inverse momentum. The zero-order term should be a good approximation for large k¯,
and it is given by
A(0)(xT , ζ, τ) = ϕ(xT , ζ − τ) . (4.12)
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The proofs of (4.11) and (4.12) are discussed in [32]. Assuming the Gaussian function










to be the initial envelope A(xT , ζ, τ)|τ=0 = ϕ(xT , ζ), with transverse and longitudinal
widths σT , σL > 100µm, we obtain a correction of at most 1% of A(0) considering only
the first-order term A(1): ∣∣∣∣∣A(1)(xT , ζ, τ)A(0)(xT , ζ, τ)
∣∣∣∣∣ . 1% . (4.14)
This is shown in [32] besides the case of a general initial wave function. There, the
specifications necessary for the above estimate are also provided. They are consistent
with the conditions outlined in Sections 4.1 and 3.2.1.
If we start with exactly one atom at t = 0, the normalisation factor N > 0 in (4.13)
can be obtained from∫






dz|χ(xT , ζ(z)|2 = 1 . (4.15)
Realistic widths σL of the wave packets, used for the calculations in the present work,
are of order 0.4nm [77], that is, much smaller than those given above. Such wave
packets can be formed by appropriate superpositions of (4.7) as will be discussed in
Section 4.3.
Properties of the Wave Packet Envelope
The envelope function (4.12) depends on the difference ζ−τ but not on the independent
variables ζ and τ . Suppose that ϕ(xT , ζ − τ) is sharply peaked at xT = 0, z = z0,
and at time t = 0. This corresponds to τ = 0 and ζ(z0) = 0, according to (4.9). Thus,
the initial envelope is characterised1 by ϕ(xT , 0) and the trajectory of the peak can
therefore be obtained via the relation
ζ − τ = 0 ⇔ ζ(z(t))− k¯
m






k¯2 − 2mV (z′)
= t (4.17)
⇔ z˙(t) m√
k¯2 − 2mV (z(t))
= ∂tt = 1 , with z(0) = z0 (4.18)
⇔ 1
2
mz˙2(t) + V (z(t)) =
k¯2
2m
, with z(0) = z0 . (4.19)
Obviously, the transverse coordinates xT of the peak do not change while the longitud-
inal coordinate z(t) evolves like a classical particle in the potential V (z(t)), whereas the
total energy is k¯2/2m. For a trajectory z(t) of the peak, fulfilling (4.19), the maximum
1The peak is at xT = 0, but, of course, the whole envelope extends over the plane at z = z0.
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value of a Gaussian envelope function ϕ(xT , ζ − τ) is ϕ(xT , 0) for every time t. Hence,
the shape of the zero-order amplitude remains unaltered. The velocity of propagation
in the ζ coordinate is constant as one can see from (4.16).
The Time-Table Model
In order to get a more intuitive understanding of the propagating wave packets in the
interferometer, the so-called time-table model is introduced. We want to consider wave
packets starting at time t = 0 in the field free region at z0. Reversing the functional






k¯2 − 2mV (z′)
(4.20)
and get the corresponding reduced time τ(z) = k¯m t(z) = ζ(z) which has dimension of
length. In the time-table model these reduced arrival times are compared with those of
a free wave packet where V (z′) ≡ 0. The absence of an external potential also implies
a vanishing geometric phase γ(z) ≡ 0 since the eigenstates do not change in that case.
From (4.6) we see that the energy level E(z′) then also satisfies Re{E(z′)} + E0 = 0.
Of course, E(z′) depends on the considered state, and we can select the free state to




(z− z0) and τfree(z) = k¯m tfree(z) = z− z0. The difference of reduced arrival
times
∆τ(z) = τ(z) − τfree(z)
= ζ(z)− (z − z0) (4.21)
describes the delay (∆τ > 0) or advance (∆τ < 0) of the arrival of the wave packet
peak at coordinate z in the interferometer compared to the chosen free state. In Figure
4.5 this is shown for the magnetic field as given in Figure 4.6. There, we consider the
states α = 9 and α = 11 in a purely longitudinal magnetic field








where z is taken in meters. The factor s accounts for the detuning of the second B-field
peak. We compare the evolution of these states with that of the free 2S, F = 1, states.
That is, we set E0 = −L − A/32, see Table A.3 of Appendix A.2. The potentials for
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see Table A.5 of Appendix A.2. The contributions of the derivatives in (4.6) are neg-
lected here since, numerically, they come out to be small compared to −µ · B(z) [83].
We find that in the magnetic field (4.22) the state α = 9 first gets a delay, α = 11 an
advance compared to the free state. For z around 3.75m, where the magnetic field is
reversed, the state α = 9 makes up for the delay, the state α = 11 loses its advance.
At z = 5m they eventually meet again. The overlap of the wave functions, and hence

















|9), s = 0.9
|11), s = 0.9
|9), s = 1.2
|11), s = 1.2
Figure 4.5: Example of a
time-table plot, i.e., (4.21) as
functions of z, for the states
α = 9 and α = 11. The corres-
ponding potentials, based on
the magnetic field B(z) from
(4.22), are given in (4.23).




















Figure 4.6: Example of a
magnetic field configuration.
The transverse components
are chosen as B1 = B2 = 0,
and the longitudinal compon-
ent B(z) is given in (4.22).
The Figure is taken from [32].
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4.3 Interference of Two Internal States: Total Integrated
Flux
We discuss the interference effects of two internal metastable n = 2 states, see [32] for
more details. After specifying the initial state of the atom in detail, the propagating
wave function can be written down immediately. The evolved wave function is then
projected onto an analysing state which gives the flux of atoms at the end of the
interferometer.
Initial State
We start with two narrow wave packets in the field free region around z ≈ z0 at
time t = 0. There, two metastable 2S states |α(z0)) and |β(z0)), where α, β ∈ I ⊂
{9, 10, 11, 12}, are supposed to be superposed coherently. Here, I is defined as an index
set with two elements. Having been prepared in that way, the atom propagates through
the interferometer and is analysed at z = za.
For the initial superposition we make the ansatz











f(k¯) exp[ik¯(z − z0)]χ(xT , z − z0) . (4.25)
We suppose the initial wave function (4.25) to be non-zero only in the region around z0.
For absence of external fields the initial states |α(z0)) with α ∈ I are orthonormal since
these states have pairwise different values (F,F3) which are good quantum numbers
for E = B = 0. The envelope amplitude χ(xT , z − z0) in (4.25) is supposed to have
transverse and longitudinal widths σT , σL & 100µm. We suppose the normalisation
condition (4.15) to hold. With V (z′) = 0 in the field free region, (4.9) yields ζ(z) =




dz |χ(xT , z−z0)|2 = 1. To obtain a realistic shape
of the initial wave function, we use a function f(k¯) which is supposed to be sharply
peaked at k¯ = k¯m (m for maximum) with a width ∆k¯ = σ
−1
k satisfying 0 < σk  σL
and k¯m  σ−1k . To be more specific, we here consider Gaussian functions















[−σ2k(k¯ − k¯m)2] (4.27)
with σT , σL ≥ 100µm and σk  σL.
106
4.3. Interference of Two Internal States: Total Integrated Flux
Final State
Having specified the initial envelope amplitude χ, we obtain the evolution of the initial
state (4.24) from the results derived in Section 4.2. In the course of that, we have to
reinstate the index α on the according quantities. In that way the initial state (4.24)








cαψα(x, t; k¯) |α(z)) (4.28)
where










× χ(xT , ζα(z)− (k¯/m)t) , (4.29)
























When the evolved state (4.28) reaches the end of the interferometer, it is analysed at
z = za. In this field free region we suppose |α(z)) = |α(za)) = |α(z0)) to hold for z







α∈I |pα|2 = 1. The projection results in
|Ψp(x, t)〉 = |p) (p˜|Ψ(x, t)〉 = Ψp(x, t)|p) (4.32)
with (p˜| =∑α∈I (α˜(z0)| p∗α and







p∗αcαψα(x, t; k¯) . (4.33)
We suppose that the total integrated flux Fp in the above projection is measured at





d2xT jz(xT , za, t) (4.34)
where the z-component of the probability current is






Ψp(x, t) + c.c. . (4.35)
The observable Fp essentially is the ratio of the number of atoms arriving in the
desired final state divided by the number of initially prepared atoms. With k¯ = k¯m
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and k(z0) = k(za) = k¯m we get from (4.30), up to small corrections discussed in
Appendix C of [32], the total phase factors
Uα(za, z0; k¯m) = exp[−iφdyn,α + iφgeom,α] , (4.36)










φgeom,α = γα(za)− γα(z0) . (4.38)
(4.37) is obtained from expanding the argument of the exponential function in (4.30)
around k¯m.
To be able to perform explicit calculations in the following, we insert the Gaussian
distributions for χ and f , see (4.26) and (4.27). For this calculation we again refer








βcα exp[−(∆τβ −∆τα)2/(8σ′2k )] U∗β(za, z0; k¯m)Uα(za, z0; k¯m) .
(4.39)
As an example we choose the field configuration (4.22). The computation of (4.39)
for 1000 values of s using our numerical software QABSE results in Figure 4.7. Only
dynamic phases are present here. At s = 1 the overlap of |9) and |11) is maximal. For
s 6= 1 the separations ∆τ9 −∆τ11 reduce the overlap leading to a decreased envelope
amplitude. The oscillations within the envelope are due to the variations of φdyn,9 and
φdyn,11 as s is modulated.














Figure 4.7: The experiment-
ally observable spin echo sig-
nal for the field configuration
(4.22) and the specifications
c9 = c11 = p9 = p11 =
1/
√
2, k¯m = qz = 5.6 ×
1010m−1, σL = σT = 100µm,





0.4 nm. The Figure is taken
from [32].
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At this point all ingredients necessary for the examination of concrete realistic spin echo
signals are developed. The total integrated flux Fp is the relevant observable including
the whole evolution of hydrogen wave packets in lABSE schemes. Derived spin echo
signals like that in Figure 4.7 in general depend on the phases (4.37) and (4.38) related
to the specific field configurations. The impact of these phases on the spin echo signals
is studied in the present chapter.
First, we present in Section 5.1 the expansion of Fp in terms of the PV parameter δ
to obtain independent access to the PC and PV parts of Fp. The analysis of PV signals
is in need of comparing two chirally different field configurations and their influence on
the whole spin echo signal.
Using the δ-expansion of Fp we work out one way to extract a PV signal in Section
5.2. In the course of that, it becomes apparent how to extract the electroweak mixing
angle sin2 θW from the spin echo signal.
In Section 5.3 we elaborate one example of such a PV signal in detail. Several
subtleties involved in the actual computation of the interference patterns are accounted
for. In the end we arrive at a full analysis of a PV spin echo signal which includes a
PV Berry phase of the order of 10−10.
Although Berry phases for hydrogen have not been measured yet with the lABSE
apparatus of Section 4.1, the actually available field configuration, constructed in the
group of M. DeKieviet and allowing for the measurement of real PC Berry phases, is
investigated in Section 5.4 for completeness.
To find uncertainty estimates for spin echo signals, we review the error sources for
the theoretical prediction of Fp in Section 5.5. There, we also discuss the implications
for sin2 θW and estimate the minimum number of measurements necessary to verify or
rule out the SM prediction (2.39).
Section 5.6 is devoted to a possibility of improving the resolution of the hitherto used
interferometric scheme. We introduce the concept of atom interferometry below the
standard quantum limit. It utilises squeezed N -particle-states as a generalisation of
single-atom interferometry, thereby aiming at a
√
N -improvement of the experimental
accuracy compared to the case of N independent atoms. We will discuss possible
applications to the lABSE scheme.
5.1 Perturbative Expansion of the Total Integrated Flux
The small influence of the P-violating part (3.26) of the mass matrix on the total
integrated flux Fp (4.39) calls for a perturbative expansion of Fp in terms of the P-
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violating parameter δ. This way, we get direct access to the P-violating signal FPVp ,
which otherwise could be absorbed in the numerical error of the full flux Fp. In fact,
from the analysis of the flux densities in a pure magnetic field, see Section 3.6.1, the
relative numerical error of the Berry phases can be estimated to be at least of the order
of 10−12 which is approximately at order of δ.
As already pointed out in Section 3.5.2 the energies Eα(E ,B) have no contribution
linear in δ. Therefore, we find with (4.6), (4.21), and (4.37) for the corrections due to
the PV effect: Vα(z) ∼ O(δ2), ∆τα ∼ O(δ2), and φdyn,α ∼ O(δ2). Thus, we consider
the Berry phases φgeom,α ∼ O(δ) to be the only δ-dependent contributions to Fp.
Particularly, all PV effects in this approximation can be eliminated in the numerical
calculations by manually setting the P-violating Berry phases to zero.







dyn,β − φdyn,α)] , (5.1)















we write the total integrated flux (4.39) to order O(δ) as


























kα,β exp[−iφPCβα ] (1 − iδ φPVβα ) .
(5.3)




kα,β exp[−iφPCβα ] (−i δi φPViβα ) (5.4)
In this section as well as for the Sections 5.2 and 5.3 we employ
φPCgeom,α = 0 (5.5)
for the two metastable states involved in (5.4) which leads to a comparably simple
expressions for (5.4). Of course, this requirement has to be checked when the spin
echo signal is calculated for specific field configurations. But for that task we have a
convenient tool at hand by means of the flux-density vector fields. With
φPViβα =
{
−2i ImφPVigeom,α , α = β
ReφPVigeom,β − ReφPVigeom,α − i (ImφPVigeom,β + ImφPVigeom,α) , α 6= β
(5.6)
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we then obtain for explicit choices of indices α, β and with the phase choice γα(z0) =
γβ(z0) = 0 in (4.38)
FPVp = 2δ
{− Re kα,α Im γPVα −Re kβ,β Im γPVβ
+ [Re γPVβ − Re γPVα ] Im kα,β − [Im γPVα + Im γPVβ ] Re kα,β
}
. (5.7)
Note that we have split off the parameter δ from the PV geometric phase. To obtain
the two individual contributions FPVip , δ can be replaced by δi.
In order to extract an intuitively accessible formula for (5.7), we choose the states
α = 9, β = 11, and employ the following assumptions which actually hold in good
approximation for the concrete cases we will consider in later Sections:
sgn(Re γPV9 ) = sgn(Re γ
PV
11 )
1⇐⇒ sgn(Im γPV9 ) = sgn(Im γPV11 ) , (5.8)
|Re γPV9 | = |Re γPV11 | , |Im γPV9 | = |Im γPV11 | , (5.9)
|p9| = |p11| , |c9| = |c11| . (5.10)
We then find the two cases
1 sgn(Re γPV9 ) = −sgn(Re γPV11 ) =⇒ FPVp, 1 = 2δRe (γPV11 − γPV9 ) Im k9,11 , (5.11)
2 sgn(Re γPV9 ) = sgn(Re γ
PV






(|p9|2|p11|2 + |c9|2|c11|2 + 2exp[∆τ11,9]
× {Re(p11p∗9c∗11c9) cos(∆φ11,9)− Im(p11p∗9c∗11c9) sin(∆φ11,9)}) (5.13)
Here, we defined Σφ11,9 := Imφdyn,11 + Imφdyn,9 and ∆φ11,9 := Reφdyn,11 −Reφdyn,9.
Equations (5.11)-(5.13) can be evaluated by choosing explicit values for c9, c11, p9, and
p11.
5.2 Summed Spin Echo Signals
In principle, the difference Fp − P (Fp) between the total integrated flux and its space
reflected version represents the magnitude of the P-violating effect. However, to track
down systematics in an experiment it is often worthwhile to observe the phenomenon
in question for different configurations. In the case of APV experiments one convenient
approach is the application of different space transformations, i.e., several mirror re-
flections of the field configuration besides the full parity transformation. For example,
the handedness of a field configuration consisting of components E1, E3, and B3 can also
be reversed by a mirror reflection Rxz at the x-z-plane resulting only in a sign change
of B3.
1Here, sgn denotes the sign function.
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We can exploit this procedure to extract a P-violating signal in the following way.
First, we suppose absence of the P-violating part of the mass matrix. In this case the




(|9) + |11)) we denote the 2S states of the F = 1 subspace as
|9) = − 1√
2
(e1 + ie2) , |10) = e3 , |11) = 1√
2
(e1 − ie2) . (5.14)
At this point we suppose a field configuration with vanishing PC geometric phases.
Then, for initial state amplitudes c9 = c11 = 1/
√





exp[Σφ11,9] (1∓ exp[∆τ11,9] cos[∆φ11,9]) , (5.15)
cf. (5.13). Taking into account Reφdyn,9/11
∣∣
−B3 = − Reφdyn,9/11
∣∣
B3 , see (4.23), the
quantities FPCe1/2 are invariant under Rxz. According to (5.11) and (5.12) the calculation
of FPVe1/2 yields the approximate expressions
FPVe1/2, 1 = ∓
δ
2
Re (γPV11 − γPV9 ) exp[∆τ11,9] exp[Σφ11,9] sin[∆φ11,9] , (5.16)
FPVe1/2, 2 = −
δ
2
Im (γPV9 + γ
PV
11 ) exp[Σφ11,9] (1∓ exp[∆τ11,9] cos[∆φ11,9]) . (5.17)
Depending on the concrete situation, the two spin echo signals of different chirality
have to be added or subtracted in order to get access to the PV effects hidden in the
signal. For instance, we find numerically
Rxy(γ
PV
9/11) = −γPV11/9 (5.18)
with high precision for a given field configuration. This leads to Rxy(Re (γPV11 −γPV9 )) =
Re (γPV11 − γPV9 ). Then, the difference Fe1/2, 1 −Rxz(Fe1/2, 1 ) for the case 1 enables us
to extract the PV effect since Rxz switches the sign of sin[∆φ11,9] in (5.16).
Another especially interesting setup is the following. With the projection on e45◦ :=
1√
2
(e1 + e2) =
i−1




exp[Σφ11,9] (1 + exp[∆τ11,9] sin[∆φ11,9]) , (5.19)
resulting in FPCe45◦ + Rxz(FPCe45◦ ) = exp[Σφ11,9]. That is, the oscillations within the








exp[Σφ11,9] exp[∆τ11,9] sin(∆φ11,9) , (5.21)
Im k9,11 = −1
4
exp[Σφ11,9] exp[∆τ11,9] cos(∆φ11,9) , (5.22)
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leading to
FPVe45◦ , 1 =
δ
2
Re (γPV9 − γPV11 ) exp[Σφ11,9] exp[∆τ11,9] cos(∆φ11,9) , (5.23)
FPVe45◦ , 2 = −
δ
2
Im (γPV9 + γ
PV
11 ) exp[Σφ11,9] (1 + exp[∆τ11,9] sin(∆φ11,9)) . (5.24)
Assuming again (5.18), we observe that the detection of a PV signal for the case 1
requires the summation of Fe45◦ , 1 and Rxz(Fe45◦ , 1 ) instead of taking the difference:
Fe45◦ , 1 +Rxz(Fe45◦ , 1 ) = exp[Σφ11,9]
(




Fe45◦ , 2 +Rxz(Fe45◦ , 2 ) = exp[Σφ11,9]
(




Equation (5.25) indicates that the PV effect manifests itself, modifying the PC signal
exp[Σφ11,9], as a sinusoidal term which is damped by an increasing separation |∆τ11,9|
of the wave functions of |9) and |11). The order of magnitude of the PV signal, i.e., its
maximal amplitude, is given by the PV geometric phases themselves. Because of their
comparably simple structure, Equations like (5.25) and (5.26) constitute a convenient
semi-analytical2 testing ground to cross-check the numerical implementation for the
spin echo signal.
These examples mentioned above vividly show that we have to process the signals
appropriately when choosing specific initial and projection states for concrete field
configurations.
5.3 A Parity-Violating Spin Echo Signal
In the following, we compare (5.25) with the numerical results for a PV spin echo signal
for a path C in the L = (E3,B1,B3) parameter space. In the course of that we discuss
numerous subtleties one has to take into account when calculating spin echo signals.
Thereby, we try to illustrate the complex process of finding a suitable spin echo field
configuration.
As suggested by the according flux-density vector field in Figure 5.1, we define
C : z → L(z) =
 E3(z)/E0B1(z)/B0
B3(z)/B0
 , 0 ≤ z ≤ 1 , (5.27)
E3(z) = {[0.05, 0], [0.075, 40z − 2], [0.175, 1], [0.225, 8 − 40z], [0.325,−1],
[0.35, 40z − 14], [0.55, 0], [0.575, 40z − 22], [0.675, 1], [0.725, 28 − 40z],
[0.825,−1], [0.85, 40z − 34], [1, 0]} , (5.28)
2Here, we use the term semi-analytical to emphasise that the formulae (5.25) and (5.26) follow from
a perturbative expansion of the analytical expression (4.39), but need numerical input such as the
geometric phases or reduced arrival times, respectively.
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B1(z) = {[0.05, 0.02z], [0.35, 0.001], [0.4, 0.008 − 0.02z], [0.5, 0],
[0.55, 0.01 − 0.02z], [0.85,−0.001], [0.9, 0.02z − 0.018], [1.0, 0]} , (5.29)
B3(z) = {[0.075, 0.1], [0.175, 0.175 − z], [0.225, 0], [0.325, z − 0.225],
[0.4, 0.1], [0.5, 0.9 − 2z], [0.575,−0.1], [0.675, z − 0.675],
[0.725, 0], [0.825, 0.725 − z], [0.9,−0.1], [1.0, 2z − 1.9]} . (5.30)
In (5.28)-(5.30) we denote the field value f(z) for x ≤ z ≤ y as [y, f(z)], where x is
the upper bound of the preceding interval, initially starting with x = 0. The electric
and magnetic fields are given in V/cm and mT, respectively. For concrete constraints
on experimentally feasible field configurations, a smooth path with properties similar
















Figure 5.1: Visualisation of the real part of the nuclear-spin dependent P-violating
flux-density vector field Jˆ(L)PV29 (E ,B). The scaling factor is chosen as η
′
9,2 =
0.175/δ2. The drawn vectors start at 63 base points of a Cartesian grid in the para-
meter space volume [−1.2V/cm, 1.2V/cm]× [−1.2µT, 1.2µT]× [−0.12mT, 0.12mT].
To clarify the structure of the grid, we show three green lines connecting base
points along the Cartesian axes. The vectors are essentially parallel to the planes
of constant E3. The direction of the red path (5.27), starting and ending at
(E1,B1,B3) = (0, 0, 0.1mT), is indicated by arrows.
A principal requirement for our spin echo experiment is an overlap of the beforehand
separated internal states at the detector. In the case of the states |9) and |11) we
have to employ a symmetric spin echo configuration in the sense that each section
of the path in the magnetic field parameter subspace has to be reversed to a certain
degree. Otherwise, for example by choosing only the first loop of (5.27) in the region
of B1,B3 > 0 as full path, the wave packets of |9) and |11) get separated continuously
with largest separation at the detector. Of course, small enough asymmetries in the
field configuration will still lead to substantial interferences.
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Consistent Labelling of States
At first glance, the path (5.27) should result in a vanishing spin-dependent PV phase
γPV29 since the contributions of the two oriented loops cancel, see Figure 5.1. However,
(5.27) runs through B = 0 giving rise to a non-adiabatic transition as depicted in
Figure 5.2. We point out that the Berry phases we consider here emerge for those parts
of the curve (5.27) where adiabatic evolution is ensured.
In QABSE the consistent labelling of the states |α) with the label α for consecutive
steps i and i + 1 is achieved by demanding3 | (α˜(zi)| β(zi+1)) | = δαβ +  ≈ δαβ ,
with user-specified ||  1. This ensures a continuous developing of the energies
for a given label α. In situations of Figure 5.2 (b), where a degeneracy in principle
prohibits adiabatic evolution, we still have conservation of the third component F3
of the total angular momentum if B ‖ ( ± ez). Therefore, we additionally demand4
(α˜(zi)|F3 |β(zi)) = F3 δαβ ≈ (α˜(zi+1)|F3 |β(zi+1)) to preserve consistent labelling
when crossing B3 = 0. As a result, the states |9) and |11) flip their roles, as can
be observed by comparing Figures 5.2 (a) and (b). The latter is analogous to the
situation for the familiar Breit-Rabi-diagram in Figure 5.2 (c), where the energy of
the electron’s magnetic moment in the B-field flips sign at B3 = 0 while keeping the
labelling of states. On the other hand, our numerical procedure for the calculation
of the flux-density vector fields avoids the degeneracy at B = 0, see Appendix A.1.
There, the roles of |9) and |11) are not flipped for regions in parameter space which are
distinguished by the sign of B3. Hence, (5.27) for the state |9) is set up in such a way
that Figure 5.1 holds for B3 > 0, while Figure 5.3 holds for B3 < 0. The contributions
of the two loops of (5.27) to γPV29 therefore add instead of cancel. The same is true for
the imaginary parts of Jˆ (L)PV29 (E ,B) and Jˆ
(L)PV2
11 (E ,B).
Figure 5.2: (a) Avoiding the degeneracy at B = 0, we can obtain an adiabatic
evolution with F ‖ B at all times, where the total angular momentum F is indicated
by ’⇒’. A fictive path in the parameter space of B1 and B3 is shown as a dashed red
curve. (b) Due to conservation of F3 in a pure B3 field, F flips its orientation with
respect to the magnetic field B when crossing B3 = 0. (c) The Breit-Rabi-diagram
for the states |9) and |11).
3The absolute value is needed here since the numerical procedure may assign arbitrary phases to the
states |β(zi+1)).
4The approximation indicates numerical errors which have to be taken into account.
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scaling factor is chosen as
η′11,2 = 0.175/δ2.
Discussion of the Result
A part of the PC flux-density vector field for |9) is shown in Figure 5.4. Due to its
irregular structure and comparably small absolute values we suppose this vector field
to vanish in the presented region of parameter space. That is, we presume Figure 5.4 to
show merely numerical noise. Even if we did not suppose that, its contribution would
vanish since the vectors have no components orthogonal to the two areas of the path
(5.27). The same argumentation holds for the imaginary part and for the PC flux-
density vector field for |11). Thus, (5.27) also does not result in a PC geometric phase
for |11). Therefore, we may manually set the PC geometric phases to zero in order not
to introduce unnecessary numerical errors for the spin echo signal. The approximations
(5.8)-(5.10) can be applied for (5.27) where we find the case (5.11).
We also manually multiply the PV geometric phases by a factor of 2 × 108 before
adding the according contribution FPVe45◦ , 1 to FPCe45◦ , 1 . Otherwise, the numerically ob-
tained values for Fe45◦ , 1 + Rxz(Fe45◦ , 1 ) would have to be given with an accordingly
high precision of about 13 digits. That is, the factor of 2× 108 is not only valuable for
presentational purposes but also avoids the introduction of numerical errors due to the
double precision variables of the QABSE software. The correct amplitudes of the PV
signal can simply be extracted via its division by 2 × 108 after the spin echo signals
have been processed as desired.
Figure 5.5 shows (5.25) to be consistent with the full numerical calculation of Fe45◦ , 1+
Rxz(Fe45◦ , 1 ) and, hence, indicates that the approximations (5.8)-(5.10) are indeed ac-
ceptable for (5.27). For that field configuration the nuclear-spin independent PV con-
tribution can be regarded negligible. In fact, |γPV29 | ≈ 50×|γPV19 | for (5.27). Evaluating
the expansion (5.25) we used the QABSE data of the dynamical phases, the reduced
arrival times, and the PV phases of the states |9) and |11).
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vector field Jˆ(L)PC9 (E ,B).
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Figure 5.5: Comparison of the numerical data obtained from QABSE, the expansion
(5.25), and its PC part. For the (red-line-)expansion (5.25) only the spin dependent
PV part is taken into account. We find very good agreement between the semi-
analytical expansion and the numerical data justifying, at least in this particular
case, the approximations (5.8)-(5.10).
The enhancement effect for the Berry phases using multiple cyclings requires an
accordingly increased number of numerical steps through the whole field configuration
to achieve the same numerical precision. To save computing time, it can therefore
be worthwhile to calculate the signals for only one cycling of (5.27) and estimate the
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signal for the case of multiple cyclings. As an example, the numerical data used to
extract the signal in Figure 5.5 has been computed within 30 hours using 16 parallel
CPUs. An amplification of the PV signal via multiple path cyclings is achieved via
its multiplication with the number of cyclings since the signal scales with the PV
phases. Thereby, the number of cyclings k = l/∆z for an interferometer length of
l = 1m is limited by the adiabaticity conditions as discussed in Section 3.2.1. With
|E(z)|av ≈ 0.5V/cm  250V/cm the lifetime restrictions are met. The limits on the
variations of E and B with respect to z lead to a maximum of about one cycle per
millimetre. The most severe restriction for (5.27) is the minimal energy difference5
related to |B(z)|min = 1µT and resulting in the condition ∆z  150mm. After all, we
find that the number of cyclings of (5.27) should not exceed k = 2.
In order to fully exhaust the adiabaticity conditions for those regions where adiabatic
evolution is needed, we consider the parameter space volume [−1V/cm, 1V/cm] ×
[−5mT, 5mT]2 by multiplying (5.29) and (5.30) with 5000 and 50, respectively. We
observe that for the resulting path C′ the flux-density vector field of e.g. |9) leads
to a smaller Berry phase compared to the path C. In fact, for one cycling we obtain
δ2 · Re γPV29 (C) = 6.634 × 10−14, but δ2 · Re γPV29 (C′) = 4.734 × 10−14. In contrast to
Figure 5.1 we find the flux-density vectors decreased6 for larger magnetic field in Figure
5.6. However, the number of cyclings for C′ can then be increased to k = 1000, with the
adiabaticity conditions still fulfilled. As a result, the PV contribution of the summed











Figure 5.6: Visualisation of the real
part of the nuclear-spin dependent
P-violating flux-density vector field
Jˆ
(L)PV2
9 (E ,B) at E3 = 0. The scal-
ing factor is chosen as η′9,2 = 600/δ2.
5The minimal energy difference along C is of course zero since the path runs through B = 0. But in
this regime only the magnetic field in z-direction is non-zero in the case of which F3 is conserved.
And here we are dealing with the states |F3 = ±1) only. This situation is under control numerically
as depicted in Figure 5.2. Moreover, the according parts of C do not contribute to a geometric
phase anyway.
6This is simply an issue of the different parameter space regions considered.
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The excursion in this section vividly demonstrates the subtleties involved in the the-
oretical design of field configurations appropriate for experimental detection of desired
Berry phases. We outlined a way to identify PV Berry phases in spin echo signals,
calculated their magnitude for one specific field configuration, and found a PV signal
of the order of 10−10. The implications for the electroweak mixing angle resulting from
that will be discussed in Section 5.5. Before, we want to present larger (PC) Berry
phases for a magnetic field configuration actually available in the present experimental
setup.
5.4 An Experimentally Realised Field Configuration
A magnetic field configuration suitable for the creation of Berry phases has been built in
the group around M. DeKieviet [37]. The experimental data presented here is provided
by P. Augenstein [176]. A Mathematica-routine gives χ2-fits to the experimental data
as follows:
C : z → B(z) , 0 ≤ z ≤ 0.66 , (5.31)
B1(z)/B0 = −1.09488 exp[−2251.75 (z − 0.221739)2 ] sin[3.95282 (z − 0.222097)]
− 0.359245 exp[−2174.46 (z − 0.457696)2 ] sin[11.8633 (z − 0.193543)] ,
B2(z)/B0 = 0.230998 exp[−490.685 (z − 0.222096)2 ]
× (cos2[29.8529 (z − 0.222682)] − 0.894862)
− 0.249763 exp[−515.945 (z − 0.458747)2 ]
× (cos2[29.0659 (z − 0.459074)] − 0.901612) ,
B3(z)/B0 = −0.0534008 exp[−535.705 (z − 0.451987)2 ]
+ 0.0534471 exp[−566.72 (z − 0.215842)2 ] ,
where z is given in meters. For the actual usage in QABSE we tweak the func-
tions in (5.31) as follows. First, we add 10−8 T to B3 in order start with a field
B ≈ {10−8 T, 0, 0}, stabilising the numerical procedures which are responsible for cor-
rect labelling of the states. Now, B3 crosses zero at zc = 0.3338091659, where B1 is
essentially zero, but B2 is not. To ensure correct labelling of states with a routine which
checks the conservation of the F3 quantum number in a pure B3 field we manually set
B2 = 0, 0.3167677684 ≤ z ≤ 0.3622300794, while preserving continuity. At za = 0.66,
the end of the interferometer, we have to arrive at the same field configuration we
started with. That is, we manually set B2 = 0 for z > 0.5781363795. These adjust-
ments surely introduce less errors than the fits (5.31) themselves while simplifying the
numerical handling considerably. A comparison of (5.31) and the experimental data is
shown in Figure 5.7. The configuration shown there should result in an almost van-
ishing Berry phase for the 2S states |9) and |11), if adiabatic evolution is employed.
However, B3 = 0 crosses zero at zc yielding a non-adiabatic transition between the
states labelled |9) and |11). The flux-density vector fields of |9) and |11) differ in sign,
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see (3.118). Therefore, we switch sign of B1(z) for zc ≤ z ≤ 0.66 resulting in a Berry
phase γ9 ≈ −0.0112.
We modulate B3(z) by multiplication with a parameter s in the interval zc ≤ z ≤
0.66. The resulting spin echo signal is shown in Figure 5.8 for the parameter range
0.5 ≤ s ≤ 1.5. The according variation of s can be achieved by modulating the current
through that part of the second spin echo coil which is responsible for B3, cf. Figure
4.1. In this case, the geometric as well as the dynamic phases are altered with s. The
modulation of B by multiplication with s in the interval zc ≤ z ≤ 0.66 leaves the solid
angle encircled by B invariant. Hence the Berry phase γ9 is invariant, and only the
dynamic phases vary. The according spin echo signal is shown in Figure 5.9.
Employing c9 = c11 = p9 = p11 = 1/
√
2 for the coefficients of the initial and final





exp[2(Imφdyn,9 − ImφPCgeom,9)] + exp[2(Imφdyn,11 − ImφPCgeom,11)]
+ 2 exp[∆τ11,9] exp[Imφdyn,9 + Imφdyn,11 − ImφPCgeom,9 − ImφPCgeom,11]
× cos[Reφdyn,11 − Reφdyn,9 − ReφPCgeom,11 +ReφPCgeom,9]
}
(5.32)
of the expansion of Fp from Section 5.1. The evaluations of (5.32) for the spin echo
signals presented in Figures 5.8 and 5.9 are drawn as dashed lines. We find excellent
agreement.









Figure 5.7: The field configuration realised in [37]. We show fits of the magnetic field com-
ponents Bi, namely B1 (blue line), B2 (green line), and B3 (red line), to the experimental data
which are presented as dots. The fit functions are given in (5.31) and serve as input for our
numerical software QABSE.
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Figure 5.8: Spin echo signal (red) for the field configuration (5.31) using hydrogen in the state
|9) and the specifications given in Chapter 4. The graph is generated from 1000 base points
0.5 ≤ s ≤ 1.5, evaluated within 20 hours of CPU-time using an OpenMP® parallel-computing













Figure 5.9: Spin echo signal (red) for the field configuration (5.31) using hydrogen in the state
|9) and the specifications given in Chapter 4. In contrast to Figure 5.8 not only B3 is multiplied
by s in the interval zc ≤ z ≤ 0.66 but the whole magnetic field vector B. The semi-analytical
function (5.32) for the presented signal is given as dashed black line.
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5.5 Error Estimates and Implications for the Standard
Model
It is often regarded as the ultimate goal of atomic PV experiments to gain insight into
the electroweak sector, especially the determination of the electroweak mixing angle
at low energies. General difficulties of APV experiments are the small magnitudes of
the PV effects due to the Coulomb interaction which by far dominates the Z-boson
amplitude.
As we have found in the present thesis, this obstacle exists as well for Abelian PV
Berry Phases being part of the hydrogen wave functions in external fields. In fact, we
have found PV Berry phases of the order of 10−10. Of course, this raises the question
of experimental feasibility. On the other hand, further development of technological
resources may provide the necessary means in the future. Then, PV effects in hydrogen
have the potential for significant advances regarding the knowledge of Standard Model
parameters.
To elaborate on that statement we present error estimates for spin echo measurements
of PV Berry phases in this section. Thereby, we will not include systematic or statistical
experimental errors. The relative errors for the Berry phases introduced through the
numerics are of the order of 10−10 or less and are therefore negligible. However, the ratio
of the PV and PC parts of the spin echo signal Fp is of the same order of magnitude.
This demands the expansion of Fp in terms of the PV parameter δ as discussed in
Section 5.1. Otherwise, the PV signal would be masked by the numerical errors. Besides
the latter, the errors of the mass matrix and the full hydrogen wave functions have to
be taken into account. The error estimates for the weak charges due to higher-order
electroweak effects, which lead beyond the tree-level expressions (2.35) and (2.37), are
below 1%, cf. [8]. Therefore, as indicated in Table A.1 of Appendix A.1, the largest
relative errors of physical quantities in the field-free mass matrix are those of the PV
parameters δ1,2 due to the reported error of sin2 θW and the uncertainty of (∆s+∆s¯),
respectively. The hydrogen energies are much more precisely known, as well as the
decay rates (3.12). The wave packet amplitude we use for the calculation of spin echo
signals is accurate at the 1%-level, see (4.14). In summary, since we want to extract
the PV parameters δ1,2, we do not include their errors in our theoretical predictions
of spin echo signals. We rather conclude that the dominant error of our PV signal is
due to the error of the wave packet amplitude, i.e., of the order of 1%. As pointed out
in [32] this accuracy can be further enhanced by taking into account higher orders of
(4.11).
The PV spin echo signals are proportional to the weak charges Q(1,2)W . Since the weak
charges of the proton are proportional to (1−4 sin2 θW ), we find that a 1% error of e.g.
Q
(1)
W implies an error of 0.05% for sin
2 θW . The theoretical prediction according to [43]
is sin2 θW = 0.23867(16), corresponding to a relative error of 0.07%. We may therefore
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state that our numerical investigation of PV spin echo signals does not introduce errors
larger than the presently known SM error of the electroweak mixing angle. The nuclear-
spin dependent weak charge Q(2)W merely has to be measured at the 5%-level to improve
the current limits on total s-quark polarisation ∆s + ∆s¯, see Table A.1 of Appendix
A.1.
Of course, in an experiment one has to take into account the full signal Fp instead
of the theoretically derived PV part FPVp to obtain the left-right asymmetry
Fp,LR = Fp − P (Fp)Fp + P (Fp) . (5.33)
The PV spin echo signal is of the order of the PV Berry phase for which we achieved
values up to 10−10 so far. A PV-signal accuracy of 1-5% then demands an absolute
experimental resolution of ≈ 10−12 . ∆Fp . 5× 10−12.
Excluding systematic experimental errors, ∆Fp tends to be the standard deviation
σN of the Gaussian distribution









(F expp − 〈F expp 〉 )2] (5.34)
for N → ∞ according to the central-limit theorem. It states that the relative fluc-
tuations, i.e., the ratio of absolute fluctuations to the mean value of the measured
quantity, scale as 1/
√
N for N →∞. Here, the mean value 〈F expp 〉 is the expectation
value that we want to determine from experimental outcomes F expp . The width of the
distribution is σN = σ/
√
N , with σ = 1/2 being the standard deviation for a single spin
measurement of a spin-1/2-particle. In fact, the measurement of Fp, i.e., the projection
of a two-level system consisting of the two states |9) and |11) onto an analysing state
|p), can be regarded as the pseudo-spin measurement of a pseudo-spin-1/2-particle. We
will discuss this more detailed in Section 5.6. For now, we arrive at the requirement




≈ 10−12 ⇒ N ≈ 1
4
1024 (5.35)
i.e., a minimum number of analysing projections of about 1024, only taking into account
a statistical measurement error. Supposing 1010 projections per second, see Section 4.1,
we arrive at a measurement time of about 106 years for one point of the spin echo curve.
Clearly, this is not feasible. The above consideration provides a lower bound of required
measurement time given the according magnitudes of PV effects and the mentioned
experimental limitations. Obvious improvements would be a more powerful source of
metastable hydrogen states and further enhancement of the PV phases. Another line
of attack from the theoretical side could be the employment of entangled initial states
of many hydrogen atoms instead of interferometry with single atoms. We will outline
corresponding considerations in the next section.
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5.6 Atom Interferometry Below the Standard Quantum
Limit
Taking into account the size of the hitherto found PV signals, we argued in Section 5.5
that the precision requirements for the measurement of PV signatures with lABSE ex-
periments call for further improvements, ideally from both experimental and theoretical
side.
A straightforward approach is the more systematic search of PV Abelian Berry phases
in the six-dimensional parameter space of electric and magnetic fields. That could
reveal larger Berry phases than those found so far. In this section we want to present
another idea to improve the precision of atomic beam interferometry experiments. We
will consider squeezed many-particle states as input states instead of single atoms and
discuss ways of how to adopt these considerations to lABSE experiments.
The usage of squeezed states for interferometry is known as Heisenberg-limited inter-
ferometry which exploits that entangled states can provide the possibility to decrease
the variance of one observable A, compared to the case of product states, at the expense




| 〈[A,B]〉 | . (5.36)
This uncertainty relation does not forbid zero uncertainty for single measurements
even for non-commuting observables. Taking for example the Pauli operators σz and
σx, (5.36) reduces to 0 ≥ 0 for an eigenstate of σz. That is, when talking about
improvements of measurement uncertainties ofN particles by introducing entanglement
between them, we have to be cautious which uncertainties to consider. We will address
this issue in Section 5.6.2.
The so-called standard quantum limit of quantum measurement errors, being pro-
portional to 1/
√
N for uncorrelated quanta, can be relaxed up to an additional factor
of 1/
√
N in the limit of large N via appropriately entangled states of N quanta, i.e.,
squeezed states. Interferometric phase sensitivity depending on squeezed input states is
for instance discussed in [177,178]. For certain entangled states and certain observables
a 1/N -scaling of the measurement uncertainty can be reached. An according example
is given in [71], where the initial state |ψ〉 = {|N/2, N/2〉 + |N/2,−N, 2〉} /√2 of N
two-level systems is used to measure the energy difference between ground state and
excited state in a Ramsey-type spectroscopy scheme. See [69, 70] for an investigation
of quantum projection noise and precision enhancement in Ramsey spectroscopy via
squeezed atomic states.
Squeezed light states, see, for instance, [179], were first prepared and observed in
1985 [180]. So far, the creation of entangled states of many massive particles has been
achieved with trapped ions, see, e.g., [72,181]. To date, the controlled entanglement of
14 ions is reported [182]. Squeezing of neutral atoms may be provided by entanglement
in a Bose Einstein Condensate (BEC), cf. for instance [74,75,183]. If and how BECs can
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be a source of appropriately squeezed many-particle states for precision enhancement
of lABSE experiments is beyond the scope of the present thesis, but may be a fruitful
route of investigation due to the extensive knowledge of manipulating BECs which has
been accumulated over the past years. In view of our two-level system, the analysis of
two-mode BECs may prove valuable, see, for example, [76]. However, in the following,
we want to outline a principle approach of how to adopt N = 2 squeezed atomic states
to the lABSE scheme presented in Chapter 4. This might be the first step to connect
to high-precision lABSE experiments utilising an entangled BEC.
Before turning to the concept of spin squeezing, we note the formal equivalence of
a two-level system, such as the subsystem of hydrogen states |9) and |11), and a spin-
1/2-system. Thereby, we can put spin squeezing into context with lABSE experiments.
Formal Equivalence of a Two-Level Systems and a Spin-1/2-System








1 + cos θ
2
ei(β−φ)|B〉 =: cA|A〉+ cB |B〉 . (5.37)
Considering the spatial wave function, the two-component spinor (5.37) depends on the
spatial coordinates x and time t. Therefore, the angles θ, φ, and β also depend on x
and t. But at any fixed position at a distinct time the coefficients cA and cB are fixed
complex numbers.
At time t = 0 we choose our system to be in a normalised state with basis vectors
|A〉 = 1√
2
( |9)t=0 − |11)t=0 ) ,
|B〉 = 1√
2
( |9)t=0 + |11)t=0 ) . (5.38)
Due to the decay the state will end up with norm less than 1, but we will address
this issue later in Section 5.6.2. Having defined the basis (5.38) of the two-dimensional
Hilbert space, we introduce operators which obey the commutation relations [ri, rj ] =












(|A〉〈A| − |B〉〈B|) , (5.41)
with expectation values  〈r1〉〈r2〉
〈r3〉
 =
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This gives a visualisation of the mean state vector in terms of a three-dimensional
vector of length 12 pointing in the direction according to the spherical coordinates θ
and φ. The parameter space of θ and φ makes up the Bloch sphere.
5.6.1 Spin Squeezing
We now consider the case of two spin-1/2-particles. To define our states, we employ the
basis {|1, 1〉, |1, 0〉, |1,−1〉, |0, 0〉} of triplet and singlet states of two spin-1/2-particles
with the z-axis as quantisation axis. The according coefficients are denoted as c1,1,
c1,−1, c1,0, and c0,0. The product state











= |J = 1,MJ = 1〉 (5.43)
leads to




for the fluctuations of total-spin measurements in x- and y-direction, see Figure 5.10.
For N uncorrelated particles one obtains ∆Jx = ∆Jy =
√
N/2.
Figure 5.10: Illustration of the expect-
ation value of the total spin 〈J 〉 (red
arrow) and its error ellipsoid represent-
ing the fluctuations. Here, the green
lines correspond to ±∆Jx and ±∆Jy,
respectively. We choose the coefficients
c1,1 = 1, c1,−1 = c1,0 = c0,0 = 0. The
fluctuations 1/
√
2 in x- and y-direction
as well as the components of 〈J 〉 are
marked on the axes.
Choosing entangled states, we obtain the possibility to decrease, e.g., ∆Jy at the cost
of ∆Jx, see Figure 5.11. The measurement error of the total spin in y-direction is de-
creased, compared to ∆Jy = 1/
√
2 in Figure 5.10. Note that the uncertainty ellipsoids
in Figures 5.10 and 5.11 are merely a graphical representation of the fluctuations when
measuring the respective spin components. Regarding for example Figure 5.10 it is of
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course not possible to measure a total spin value | 〈J 〉 | > 1 although the uncertainty
ellipse, which lies tangential to the Bloch sphere, might suggest so.
Figure 5.11: Illustration of the expect-
ation value of the total spin 〈J 〉 (red ar-
row) and its error ellipsoid representing
the fluctuations, cf. Figure 5.10. Here,





7, c1,0 = c0,0 = 1/
√
7.
Of course, the expectation value of the
total spin and its direction are changed
compared to the product state of Figure
5.10. But the variance in y-direction is
decreased.
We emphasise that we do not want to squeeze states for their own sake but enlarge
the precision of interferometry. In general, these are two different matters as we will
see in the following section. There, our aim is to take advantage of spin-squeezed states
regarding lABSE Experiments.
5.6.2 Applications for lABSE Experiments
Essentially, lABSE experiments measure the ratio of the numbers of initial and final
states by counting atoms in the desired final state |p). A single atom accounts for
the total integrated flux 0 ≤ Fp ≤ 1 measuring the probability of finding the evolved
state in the analysing state. N atoms yield the signal FNp = N Fp. To be more
precise, one obtains an experimental value7 [Fp]N approaching the theoretical value
FNp, i.e., [Fp]N → FNp, forN →∞, if systematic errors can be neglected. Analogously,
measuring the spin Sz of a spin-1/2-system yields an expectation value −1/2 ≤ 〈Sz 〉 ≤
1/2, or, equivalently, 0 ≤ 〈Sz 〉+1/2 ≤ 1. The formal equivalence of a spin-1/2-system
and a two level system such as {|9), |11)} implies the correspondence Fp ↔ 〈Sz 〉+1/2.
7[Fp]N denotes the sum of N single-atom measurements of Fp.
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Experimental Resolution
In Figure 5.12 we schematically show a spin echo signal [Fp]N (s), depending on an
effective parameter s which accounts for the variation of the external fields. It is
immediately clear from Figure 5.12 that we may employ∣∣∣∣∂FNp∂s
∣∣∣∣ = ∣∣∣∣ [Fp]N −FNp∆sN
∣∣∣∣ (5.45)
for an estimate of the ’frequency’ uncertainty ∆sN .
Figure 5.12: The envelope
(black solid line) enclosing the
fluctuations of the experimental
data [Fp]N (black dashed line)
around the theoretical prediction
FNp (red solid line) yields an es-
timate for the experimental res-
olution∆sN of s, directly related
to the resolution of the interfer-
ence pattern.
The experimental resolution of s for N independent measurements is then




∣∣∣∣−1 = 1√N σ
∣∣∣∣∂FNp∂s
∣∣∣∣−1 (5.46)
where σ = [Fp]1 −Fp is the measurement error for a single atom. Phase shifts, for ex-
ample due to Berry phases, show up in shifts and other modifications of the interference
pattern Fp. That makes a sufficiently small |∆sN | vital for a successful experiment.
A single Sz measurement of one spin-1/2-system either yields +1/2 or −1/2, but
if the system is in the eigenstate with eigenvalue +1/2, the measurement yields +1/2
with 100% certainty, i.e., σ = 0. However, we are not interested in σ but in |∆s1|
which incorporates the slope of the Fp-curve. In fact, in the just mentioned situation
where σ = 0 one finds |∂FNp/∂s| = 0 and |∆s1| = 1/2. Moreover, one can show that
|∆s1| ≡ 1/2 for all final states, i.e., for all values of s. The goal is to obtain a higher
signal-to-noise ratio by minimising (5.46). N atoms in a product state correspond to
N independent measurements where (5.46) applies. Then, the quantum-mechanical




In the following we discuss entangled states for which a 1/N -scaling of ∆sN is in
principle achievable regarding lABSE experiments.
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Before considering the uncertainty minimisation, we present a procedure enabling
the derivation of the appropriate initial state in the realm of our lABSE scheme, given
an optimal8 final state.
Derivation of a Squeezed Initial State
Suppose, we have found an optimal final state |ψF (sopt)〉 of a lABSE experiment for a
given field configuration9 via the minimisation of (5.46). This means that an entangled
final state with appropriately small fluctuations σN is found at sopt. Then, we have to
infer the initial state that leads to the desired final state. This task can be carried out
easily as follows.
We want to employ squeezing in spin space, which is the {|9), |11)}-space in our case.
For one atom we write its initial and final states as
|ψI(s)〉 = c9|9) + c11|11) , (5.48)
|ψF (s)〉 = b9|9) + b11|11) , (5.49)
respectively, with c9/11 and b9/11 being s-dependent. Then, the spin echo signal Fp(s) is
related to this two-dimensional representation such that 〈ψF (s)|ψI(s)〉 = 1 corresponds
to maxima of Fp(s), whereas 〈ψF (s)|ψI(s)〉 = 0 corresponds to minima10. Thus, the
values s of maximal slope coincide for 〈ψF (s)|ψI(s)〉 and Fp(s). As a result, we may
squeeze the fluctuations σN connected to the spin states while calculating |∂FNp/∂s|
to minimise the overall uncertainty (5.46).
In the adiabatic limit the evolution of the two states |9) and |11) is decoupled.



























For a given field configuration FC(sopt) the complex numbers z9 and z11 have to be
calculated numerically without knowing anything about the initial state that we want
to derive. This is simply done by considering an arbitrary initial state x|9) + y|11),
with x, y 6= 0, since
x|9) + y|11) FC(sopt)−→ x′|9) + y′|11) ≡ z9x|9) + z11y|11)







8Optimal in the sense of (5.46) being minimal for that state.
9For a given field configuration FC(s) depending on s we assume the existence of a parameter value
sopt yielding minimal ∆sN .
10Due to the variation of s the final states circle the Bloch sphere. Of course, the full hydrogen
wave packet within the n = 2 shell decays, such that the global maximum Fp(smax) 6= 1, al-
though 〈ψF (smax) |ψI(s)〉 = 1. Moreover, the spatial separation of interfering wave packets at za
leads to a decreased envelope amplitude for s 6= smax. That is, Fp does not reach zero even for
〈ψF (s) |ψI(s)〉 = 0. See Figure 4.7 for the prime example illustrating those issues.
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while we have numerical access to x′ and y′. An arbitrary rescaling of the initial x
and y yields the same rescaling of x′ and y′ such that z9 and z11 are unchanged for a
fixed FC(sopt). The same way the internal states |9) and |11), which are superimposed
already for a single atom, evolve independently, we suppose the internal states |α)i,
i = 1, . . . , N , of N entangled atoms to evolve independently in the adiabatic limit.
At this point the only missing ingredient is the minimisation of |∆sN |. In the fol-
lowing, we will outline the necessary steps for the case N = 2. However, the concrete
derivation and the extension to N > 2 is left for future work.
Uncertainty Minimisation
We want to find the global minimum of
|∆sN | = ∆Jz
∣∣∣∣∂FNp∂s
∣∣∣∣−1 , (5.52)
where ∆Jz is the quantum mechanical measurement error of the total pseudo-spin in
z-direction. Here, the z-direction can be defined by (5.41) or a similar observable. To
minimise the uncertainty of a Jz-measurement for N = 2 particles, we consider the
most general analytical expression
∆Jz =
√
w2(x2 + 3y2 + z2)− y4 + y2 (5.53)
for the coefficients
{c1,1, c1,0, c1,−1, c0,0} = {weiϕw , xeiϕx , yeiϕy , zeiϕz} , (5.54)
with real amplitudes and phases. These coefficients entirely determine that part of the
total hydrogen state |ψN=2〉 which lives in the pseudo-spin subspace of the total Hilbert
space. The fluctuations (5.53) contribute four real parameters to the minimisation
problem (5.52).
Furthermore, we need the derivative of FNp with respect to s or with respect to any
parameter which is well accessible. For example, the variation of FNp could solely be
due to a variation of the dynamic phase while the geometric phase is kept constant.
Such a situation is considered in Section 5.4 for one atom, where ∂Fp/∂φdyn could be
calculated immediately, see (5.32). Of course, first we need FNp itself.
In analogy to Section 4.3, we can project a product state
|ΨN=2(x, t)〉 = |Ψ1〉 ⊗ |Ψ2〉 (5.55)




|ΨP (x, t)〉 = |P ) (P˜ |ΨN=2(x, t)〉
= |P ) (p˜1 |Ψ1(x, t)〉 (p˜2 |Ψ2(x, t)〉
= |P )Ψp1(x, t)Ψp2(x, t)
=: |P )ΨP (x, t) . (5.56)
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d2xT Jz(xT , za, t) . (5.57)
Here, the z-component of the probability current can be written in terms of single-
particle currents:
Jz(xT , z, t) =
1
2mi
































= |Ψp2 |2jz,1 + |Ψp1 |2jz,2 . (5.58)
With jz(xT , za, t) =
km
m |ψp(xT , za, t)|2, see Equation (97) of [32], we obtain
Jz(xT , za, t) = 2
km
m
|ψp1(xT , za, t)|2|ψp2(xT , za, t)|2 . (5.59)
Inserting (5.59) into (5.57) and evaluating the integrals using the explicit functions
(4.26) and (4.27), we would gain FNp for N = 2 in the case of product states.








uij |Ψi(x, t)〉 ⊗ |Ψj(x, t)〉 . (5.60)

















v∗ijukl (p˜ipj |ΨkΨl〉︸ ︷︷ ︸
=:(p˜i|Ψk〉(p˜j|Ψl〉=:ΨikΨjl
=: |P )ΨP (x, t) . (5.62)
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With (5.62) we have to calculate the probability current
Jz(xT , z, t) =
1
2mi













jl[(∂zΨqr)Ψst + (∂zΨst)Ψqr] + c.c. (5.63)





d2xT Jz(xT , za, t) . (5.64)
The pseudo-spin part of (5.60) is used to calculate the squeezed state according to
(5.53). That is, we identify the amplitudes of the four coefficients uij with {w, x, y, z}
of (5.53). The phases of the coefficients uij are not incorporated in (5.53) and are addi-
tional four free parameters to consider in the minimisation procedure. Furthermore, we
have four effective complex coefficients vijpβipβj from the analysing state. Hence, given
a field configuration which determines the spatial wave functions including dynamic and
geometric phases, (5.52) has to be minimised with respect to 14 real parameters11. At
the end of this procedure we will have extracted an initially entangled state which




2. For the exten-
sion to N > 2 quantum field theoretical methods may be more useful to deal with
the increasingly large Hilbert spaces. We leave this task for future work. As already
mentioned before, the experimental implementation of controllable squeezing for states
of many atoms is demanding at present. That may render the experimental realisation
of the above scheme, which aims for significant improvements of the interferometric
resolution, unlikely in the near future.
With these considerations we close our investigation of hydrogen in lABSE experi-
ments and move over to Berry phases in helium which is presently used in the lABSE
apparatus of M. DeKieviet and P. Augenstein.
11The normalisations of the sole ingredients |ΨN=2(x, t)〉 and |P ) reduce the number of 16 real para-
meters by two.
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6 Berry Phases for Helium
The derivations for the geometric flux-density vector fields in Section 3.5 are not re-
stricted to hydrogen but can be adopted for every system which is governed by a mass
matrix of the form M (t) = M 0 − D · E(t) − µ · B(t) + δM PV. We therefore may
use those derivations for helium. Since metastable 4He is currently used in the lABSE
apparatus described in Section 4.1, the theoretical investigation of Berry phases for
helium is worthwhile. Adapting the findings for hydrogen to the case of helium, a short
term experimental verification of the predicted phenomena may be at hand.
An electronic structure of 4He, which has zero nuclear spin, similar to the n = 2
states of hydrogen is provided by the n = 2 states of helium. Instead of a nuclear-spin-
1/2 the second electron accounts for the spin coupling of two spin-1/2 quanta, leading
again to 16 states in the n = 2 shell, see Table A.6 of Appendix A.3 for the according
numbering scheme. As for hydrogen a PV part of the mass matrix is introduced via the
couplings between 2S and 2P states. For the matrix representations of M 0 + δM PV,
D, and µ see Appendix A.3. They were calculated by Mariusz Puchalski from Adam
Mickiewicz University, Poland, see Appendix A.3 for details.
In order to obtain reliable results and find appropriate regions of parameter space
for the calculation of Berry phases we numerically derive the Zeeman diagrams for the
n = 2 helium states as well as their decay rates in presence of an external electric
field in Section 6.1. We want to emphasise that the results presented here should be
considered as preliminary. Further cross-checks and verifications are needed.
In Section 6.2 we calculate PC Berry phases for metastable helium in magnetic field
parameter space. These results can be immediately checked with the existing lABSE
experiment.
6.1 Energies and Decay Rates
Figure 6.1 shows the energy levels of the helium states with principal quantum number
n = 2 in vacuum. Para- and orthohelium denote the states with total electron Spin
S = 0 and S = 1, respectively. In Figure 6.2 we give the corresponding decay rates.
In Figures 6.3 and 6.4 we show the Zeeman diagrams for the triplet-2S states and
the triplet-2P states, respectively.
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Figure 6.1: Schematic illus-
tration of the energy levels of
the helium states for the prin-
cipal quantum number n =
2 in vacuum. The numer-
ical values are given in units
of 109MHz, as cited in Table
A.7 of Appendix A.3. The
level notations are n 2S+1LJ ,
with principal quantum num-
ber n, total electron spin S,
orbital angular momentum L,
and total angular momentum
J . The energy axis between
the defined point of zero en-
ergy and the ionisation energy
of 5.945× 109MHz is not lin-
early scaled.
Figure 6.2: The vacuum decay rates
of the helium states with principal
quantum number n = 2 in vacuum,
given in s−1.
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Figure 6.3: The Zeeman dia-
gram for the triplet 2S states
of helium for magnetic field
strengths −1.7T ≤ B3 ≤
1.7T. In that range the 2 3S1
states do not have further
crossings of the real energies
with any other n = 2 state.
The lifetime of the 2S state |2 3S1, 1) = |14), see Table A.6 of Appendix A.3, is shown
in Figure 6.5. An electric field E = E3 e3 admixes 2P states to |14) according to
|2 3S1, 1, E3 e3,0) := |2 3S1, 1)′
= a |2 3S1, 1,0,0) + b |2 3P1, 1,0,0) + c |2 3P2, 1,0,0) . (6.1)
However, the full decay rates of the 2P states also involves the fast decay into the
|2 3S1, 1) state itself. The state |2 3S1, 1)′ can decay only into states of lower energy,
i.e., only into the n = 1 ground state. We suppose the same consideration to hold
for the small 2P-admixtures in |2 3S1, 1)′. As a first approach we therefore do not
account for the full decay rates of the 2P states when calculating the decay rate of
(6.1). We rather omit the decays of the 2P states into the |2 3S1, 1) state leading to an
approximate decay rate
Γ2 3S′1 = pa|a|
2Γ2 3S1→1 1S0 + pb|b|2Γ2 3P1→1 1S0 + pc|c|2Γ2 3P2→1 1S0 (6.2)
for state |14) in an electric field E = E3 e3. Here, the expression
pa = (E3S′1 − E1 1S0)3/(E3S1 − E1 1S0)3 , (6.3)
and analogously pb,c for the 3P1,2-terms, compensate for the phase space factors which
are altered in the presence of external fields. The decay rates ΓA→B are those for
the transition from level A to level B in vacuum. The red line in Figure 6.5 is the
numerically evaluated lifetime of |14), i.e., the inverse of (6.2), as a function of electric
field magnitude. The rate suggests substantially large lifetimes of |14) even at very
high electric field strengths.
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3P0, 0, |α = 4)
3P1, 1, |α = 5)
3P1, 0, |α = 6)
3P1,−1, |α = 7)
3P2, 2, |α = 8)
3P2, 1, |α = 9)
3P2, 0, |α = 10)
3P2,−1, |α = 11)





















3P1, 1, |α = 5)
3P1, 0, |α = 6)
3P1,−1, |α = 7)
3P2, 2, |α = 8)
3P2, 1, |α = 9)
3P2, 0, |α = 10)
3P2,−1, |α = 11)
3P2,−2, |α = 12)
Figure 6.4: The Zeeman diagram for the triplet 2P states of helium in two different
ranges of magnetic field strength B3. Comparing Figure 6.4 (a) with Figure 1 (a)
from [184], we find qualitative agreement. Figure (b) shows the low crossings in the
real parts of the complex energies in more detail.
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From an experimental point of view, the possibility to apply electric fields up to
100kV/cm without decreasing the lifetime more than by a factor of two could be prom-
ising when searching for large Berry Phases. Especially, the modification of lifetimes as
discussed for hydrogen in Section 3.7 could benefit from strong electric fields. However,
we have to point out that the large lifetimes of the triplet 2S states of helium can be
difficult to measure when dealing with observation times of the order of milliseconds
like for the atomic spin echo experiments described in Section 4. The measurement
of decay rate differences is expected to be demanding as well [77]. One possibility
to circumvent these difficulties could be the application of Lasers exciting transitions
2 3S→ 2P, thereby manipulating the effective decay rate Γ2 3S′ [173]. That way, or with
other means to get rid of the 2 3S′ states1, the decay rates could essentially be tuned at
will. However, these considerations are beyond the scope of the present thesis and are













Figure 6.5: The lifetime of
the helium state |14) accord-
ing to (6.2) in an electric field
E = E3 e3.
6.2 Parity-Conserving Berry Phases
As for hydrogen we start our investigation with Berry phases in B-space. Extending the
QABSE software with the helium mass matrix, we are able to calculate Berry phases
and flux-density vector fields in magnetic field space, where possible errors in the decay
rates do not influence the results2.
1For example, by ionisation [173].
2Of course, the decay rates do matter when calculating spin echo signals.
137
Chapter 6. Berry Phases for Helium
Berry Phases for the Magnetic Field Parameter Space
According to (2.89) for a Spin-J particle in a magnetic field, we expect to find the Berry
phase γα(C) = −Jα,3 Ω(C) for a path C and the vector field structure Jˆ (L)PCα (B) =
−Jα,3B/|B|3. In B-space with vanishing electric field we already derived the structure
of geometric flux densities for hydrogen in Section 3.6.1. The path
C : z → L(z) = B/B0 , 0 ≤ z ≤ 1 , (6.4)
B1(z) = −6.614378277661477 sin(2pi z)mT ,
B2(z) = 6.614378277661477 cos(2pi z)mT ,
B3(z) = 7.5mT
encircles a solid angle of pi/2 with an accuracy of 10−14. A representative part of
the P-conserving flux-density vector field Jˆ (L)PC14 (B) is shown in Figure 6.6, indic-
ating the expected monopole structure. Indeed, we obtain Jˆ (L)PC14 (B) = −B/|B|3
with an accuracy of 10−11, comparable with the accuracy found for hydrogen, see
(3.119). Our numerical result for (6.4) is γ14(C) = −1.570796326789, corresponding to
−1.570796326795(6) ≈ −pi/2 ± 10−11, adopting the accuracy estimate of 10−11. This












Figure 6.6: Visualisation of the real
part of the P-conserving flux-density
vector field Jˆ(L)PC14 (B) at B3 = 0 for
the state |α = 14) of helium. The
scaling factor is chosen as η9 = 20.
Jˆ
(L)PC
14 (B) consistently leads to a
negative Berry phase for the path
(6.4) which encircles a surface ori-
ented in positive z-direction.
The next tasks on the theoretical side are the correct implementation of the helium
decay rates and the numerical routines for calculating spin echo signals. Finally, P-
violating Berry phases for helium ought to be investigated. The according PV part of
the mass matrix is given in Table A.8 of Appendix A.3.
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7 Conclusions and Future Prospects
In this work we investigated parity-violating (PV) and parity-conserving (PC) Berry
phases emerging for metastable states of hydrogen and helium in electromagnetic fields.
The final goal was to identify PV Berry phases with enhanced magnitudes, possibly
large enough to be detectable with a high-precision atomic beam spin echo experiment.
We analysed the general structure of Berry phases and developed the theoretical form-
alism describing realistic spin echo signals. We applied our findings to hydrogen and
helium, taking into account realistic experimental parameters in accordance with the
Heidelberg spin echo experiment. In the course of that, we explored the parameter
space of electromagnetic fields to obtain large PV effects as well as non-trivial PC phe-
nomena. Eventually, we derived PV spin echo signals for specific electromagnetic field
configurations, i.e., paths of the system’s evolution in the parameter space. In view of
an experimental determination of these PV effects, we discussed their impact on the
electroweak mixing angle and on the proton’s weak charges.
The P-violating mass matrix of hydrogen, incorporating the electroweak PV Hamilto-
nian and the dipole couplings to the external fields E and B, formed the basis of our
analysis. The decay of the n = 2 hydrogen states was included by means of the Wigner-
Weisskopf approximation. We reviewed the conditions for adiabatic evolution of the
metastable 2S states of hydrogen exposed to electromagnetic fields. These conditions,
conveniently adaptable for all concrete situations which are addressed in this thesis,
were provided in terms of relations for the electric field magnitudes, the rates of change
of the external fields, and the energy separations between the 2S states. In view of the
adiabaticity conditions, we numerically investigated the eigenenergies of the hydrogen
mass matrix and found no complex degeneracies except at B = 0. That is, excluding
the origin of magnetic field space, the whole parameter space of electromagnetic fields
is available for adiabatic cyclic paths yielding Berry phases.
To better understand the origin and the structure of Berry phases in atomic systems,
we investigated the corresponding flux-density vector fields. More generally, we derived
representations of these vector fields which hold for any system having metastable states
and being governed by an effective Schrödinger equation with a mass matrix that de-
pends on an arbitrary number of parameters. Making use of resolvent methods, we
gained vector field representations in terms of complex integrals having a structural
simplicity which is valuable for both analytical and numerical investigations. In par-
ticular, we obtained analytical expressions for the derivatives of the flux-density vector
fields. We numerically implemented both the vector fields and their derivatives. The
latter permit the analysis of the curl of the vector fields in case of three-dimensional
parameter spaces as well as the divergence of the flux densities. Both are useful to
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clarify the vector field structures and provided further consistency checks of our nu-
merical data. Specialising to hydrogen, we derived the behaviour of the flux-density
vector fields under proper rotations R and improper rotations, represented by the parity
transformation P. Thereby, we could establish expansions of the vector fields in terms
of functions which are invariant under R and P. Apart from those invariant functions,
the dependence on the external fields is explicitly revealed. With the vector field ex-
pansions we obtained a tool to test the numerically calculated structures of flux-density
vector fields for specific parameter spaces. Analogous derivations can also be performed
for atomic species other than hydrogen.
To illustrate our findings, we gave several examples of flux densities for metastable
n = 2 hydrogen states in three-dimensional parameter spaces. For a pure magnetic field
we could derive the vector field structure analytically and found it to be that of a Dirac
monopole, consistent with the known result for spin-1-particles in a magnetic field.
Consequently, the Berry phases for any closed curve C come out to be P-conserving
and proportional to the solid angle spanned by C. The degeneracy at B = 0 can be
interpreted as the source of the vector field. However, degeneracies cannot be regarded
as the only source of Berry phases. For example, in the electric field parameter space
together with a constant magnetic field, we found no degeneracy but both PC and
PV flux densities. In particular, we presented a PC vector field which exhibits a high
sensitivity to the electric dipole operator. For atomic species other than hydrogen
with less accurately known dipole operators, similar findings could prove valuable for
cross-checking calculated representations of the dipole operators by measuring suitable
Berry phases. For the parameter space of E1, E3, B3, together with a constant B2-field,
we presented PC and PV flux densities, including both real and imaginary parts, and
analysed their structure. For all considered parameter spaces we found our numerical
results for the flux densities consistent with the analytical expressions of the vector
field expansions. We observed relative discrepancies of the order of 10−10 at most.
Based on the investigation of a variety of flux-density vector fields it became possible
to preselect parameter spaces and parameter space regions which provide for tailored
properties of Berry phases. For instance, there are parameter spaces which solely allow
for PC Berry phases or PV Berry phases, respectively. After presenting a PC geometric
phase with both real and imaginary parts, we focus on an intriguing phenomenon
related to imaginary Berry phases. With these, the decay rates of atomic states can be
modified through geometry, going beyond the usual modification via the magnitudes
of electric fields. We demonstrate such a geometry-dependent effect by calculating the
effective decay rate Γeff(C) of a 2S hydrogen state for a closed path C in the parameter
space of E1, E3, B3, together with a constant B2-field. Reversing the cycling direction
of the path, the magnitudes of the electromagnetic fields evolve the same way, whereas
the Berry phase flips sign. This results in an effective decay rate Γeff(C¯) for the reversed
path C¯, differing from Γeff(C) by 1.9‰. Such a modification of atomic lifetimes has
not been observed experimentally to date. The present limit for the precision in phase
measurements is expected to be 10−5 rad [77]. Hence, the here mentioned PC effects
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should be well within experimental reach. A more systematic search for imaginary
parts of Berry phases may reveal even larger effects. We eventually provide a concrete
field configuration leading to a PV Berry phase that consists of real and imaginary
parts of both nuclear-spin dependent and nuclear-spin independent PV phases. The
PV effects can be enlarged by multiple cyclings of the field configuration. The number
of cyclings is, however, limited by the adiabaticity conditions. All the above mentioned
types of Berry phases should, in principle, also be found for other atomic species.
We implemented the mass matrix of the n = 2 states of 4He in our numerical soft-
ware QABSE. Regarding a triplet 2S state of helium, we found the PC Berry phases
in magnetic field space to be proportional to the solid angle spanned by a curve C,
in accordance with the known results of spin-1-particles in a magnetic field. The nu-
merical implementation of spin echo signals for n = 2 helium states is, in principle,
a straightforward task. Then, a theoretical prediction of interference patterns in the
case of pure magnetic fields is at hand. Furthermore, we hope that an experimentally
feasible observation with the Heidelberg experiment could be the modification of decay
rates due to imaginary parts of P-conserving Berry phases. To obtain reliable results
for those Berry phases we have to implement the proper decay rates of the n = 2 helium
states. This is, of course, also necessary for reliable results of spin echo signals when
electric fields are employed. Another goal is the computation of PV phases for helium.
The required PV part of the mass matrix is available. The calculated mixings between
2S and 2P states due to HPV turn out to be about twelve orders of magnitude smaller
than the mixings in hydrogen. This suggests that helium is, generically, not a very
suitable candidate for observing PV effects, although the applicability of large electric
fields may prove beneficial for finding large PV Berry phases.
Regarding the simple electronic structure of hydrogen, hydrogen-like ions may as well
be considered for determining PV effects with high accuracy. The ions can be trapped
in storage rings and exposed to external fields. Then, multiple cyclings of the ion
through an electromagnetic field configuration can be naturally achieved. Employing
the scalings in Table 3 for, e.g., hydrogen-like 3He+ with nuclear spin-1/2 and one
electron, the decay rates of metastable 3He+ are found to be larger than those of the
hydrogen 2S states, which is a disadvantage for experiments. The PV mixing is, on
the one hand, generically decreased due to the increased Lamb shift. On the other
hand, the interaction between electron and the larger nucleus may eventually provide
enhanced PV effects for feasible parameter regimes nonetheless. A quantitative analysis
of these effects for 3He+ and other hydrogen-like ions could in principle be performed
with the tools developed in this thesis.
We introduced the theoretical description of the Heidelberg longitudinal atomic beam
spin echo (lABSE) experiment. Incorporating the experimental parameters, we ob-
tained a realistic model of the interferometer for that part which is essential regarding
the prediction of spin echo signals. We accomplished that by solving the effective
Schrödinger equation in the adiabatic limit and employing a controllable expansion of
the atomic wave function. The atoms propagate longitudinally through the external
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fields and accumulate dynamic as well as geometric phases. Being in a superposition
of internal states, the atoms can interfere with themselves by external-field-induced
spatial separation and recombination of the internal states. We calculated the inter-
ference signal in terms of the total integrated flux F of one atom at the end of the
interferometer. This observable is easily accessible in the experiment and includes the
phase informations we are interested in. For the case of a spin echo field configura-
tion the interference pattern is a spin echo signal. The interference signal is built up
by modulating the field configuration and extracting F for each setting of the field
configuration.
In order to explicitly get numerical as well as analytical access to the small PV sig-
natures which are hidden in the total spin echo signal, we provided for a perturbative
expansion of F in the PV parameters. This allowed us to cross-check numerically cal-
culated interference patterns. In particular, we derived P-violating spin echo signals
for a concrete chiral field configuration and its mirror-reflected version under realistic
conditions while respecting the adiabaticity conditions. Adding both signals, this spe-
cific PV signature manifests itself on top of the PC signal as an oscillatory contribution
which is damped as a function of the external field modulation. We found excellent
agreement between the numerical data and the perturbative expansion. The amplitude
of the PV part of the interference pattern is of the order of magnitude of the PV Berry
phases whereas the total interference signal varies between zero and one. We obtained
nuclear-spin dependent Berry phases of the order of 10−10 for 1000 cyclings of the em-
ployed field configuration while still fulfilling the adiabaticity conditions. Reviewing
the uncertainties for our calculations, we estimated that the total error of the predicted
PV signals, being proportional to proton’s weak charges, does not exceed the 1%-level.
A determination of the nuclear-spin independent weak charge Q(1)W = 1−4 sin2 θW with
an error of 1% implies an error of 0.05% for sin2 θW . The present Standard Model
prediction for the electroweak mixing angle is sin2 θW = 0.23867(16) with an uncer-
tainty of 0.07%. Thus, our calculations do not impose additional errors to the weak
charges larger than currently known theoretical errors. Moreover, an experimental de-
termination of the nuclear-spin dependent weak charge Q(2)W with a 5% uncertainty
would already improve the knowledge about the total s-quark polarisation ∆s+∆s¯ of
the proton. We also report a lower bound of about 1024 single-atom measurements in
the lABSE scheme required for a 1%-determination of Q(2)W , taking into account only
statistical uncertainties and the magnitude of the so far derived PV signals.
In view of the small PV effects, further enhancement effects shall be needed for
a feasible determination, given the current experimental constraints. Compared to
the PV Berry phases discussed in [68] the investigation in the present thesis already
revealed PV phases five orders of magnitude larger. A more systematic analysis of the
full six-dimensional parameter space could yield even larger PV Berry phases.
Another route of investigation is offered by non-Abelian and non-adiabatic geomet-
ric phases, respectively. For the former, degeneracies encountered on a cyclic adiabatic
path could reveal larger PV effects. In the present thesis we focused on Abelian Berry
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phases, i.e., Berry phases emerging for adiabatic processes and non-degeneracy for the
whole evolution. For non-adiabatic evolution the geometric phases are generically non-
Abelian. Instead of diagonal matrices (Uαβ) ∝ δαβ in the effective Schrödinger equation
i∂tψα =
∑
β Uαβψβ non-diagonal matrices U , which in general do not commute, de-
termine the evolution. Such couplings within Hilbert subspaces, that are decoupled in
the case of Abelian phases, may also lead to interesting observable effects, possibly also
in the realm of atomic parity violation. The foundations for non-Abelian Berry phases
regarding metastable atomic states are layed in [67]. Furthermore, a non-adiabatic
evolution of the atomic states may allow for advantageous field configurations which
are not required to fulfil the adiabaticity conditions spelled out in this thesis.
We also outlined an idea of how to improve the interferometric resolution for the
measurement of spin echo signals using squeezed many-particle states instead of single
atoms. We transferred the concept of spin-squeezing to our situation of the atomic
two-level systems used in the lABSE scheme employed in this thesis. For the case of
two entangled atoms we formulated the necessary procedures to infer a suitable initial
two-atom state. Although experimental difficulties can be expected, this approach
offers a possibility for enhancing the measurement resolution of atom interferometry
experiments up to a factor of
√
N , where N is the number of entangled atoms.
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A Notations and Definitions
In this appendix we collect the numerical values for the quantities entering our calcu-
lations for the hydrogen states with principal quantum number n = 2. We specify our
numbering scheme for these states. The expressions for the mass matrix at zero external
fields and for the electric and the magnetic dipole operators are given in Appendix A.2.
The appendices A.1 and A.2 are adopted from [40].
Physical constants used throughout the present thesis are given in Table 1. If not
indicated otherwise we use natural units which, in elementary particle physics, are
commonly defined by ~ = c = 1. We also set 0 = 1. For the unit of energy we choose
electron volt. In Table 2 we give useful conversion relations between physical quantities
in natural units, based on the unit of energy, and SI units (S.I.). Here, we write [X]S
for the units of a physical quantity X in the unit system S.
All integrals in this thesis run from −∞ to +∞ if not explicitly noted otherwise.
physical constant symbol numerical value (in SI units)
speed of light c 299792458m/s
reduced Planck constant ~ 1.054571726(47) × 10−34Js
electron charge e 1.602176565(35) × 10−19 C
electron mass me 0.510998928(11)MeV/c2
vacuum permittivity 0 8.854187817 × 10−12 F/m
fine structure constant α 1/137.035999074(44)
Bohr radius rB 0.52917721092(17) × 10−10m
Bohr magneton µB 5.7883818066(38) × 10−11MeV/T
Rydberg constant R∞ 13.60569253(30) eV/(hc)
Fermi’s constant G 1.1663787(6) × 10−5GeV−2(~c)3
Table 1: Frequently used physical constants, taken from [12]. The value of the fine
structure constant is given for zero momentum transfer, that of the Bohr radius for
infinite nucleus mass.
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quantity relation in natural units in SI units
energy E 1 eV 1.602176565 × 10−19 J
mass m [m] = [E]/c2 1 eV = 1 eV/c2 1.782661845 × 10−36 kg
time t
[~]S.I. = Js
⇒ [t] = [~]/[E] 1 eV
−1 = ~ · 1 eV−1 6.582119281 × 10−16 s
length x
[c]S.I. = m/s = Jm/[~]S.I.
⇒ [x] = [~] · [c]/[E] 1 eV
−1 = ~c · 1 eV−1 1.973269718 × 10−7m
Table 2: Conversions of basic physical quantities between natural and SI units. When
noting energies in Hz, we adhere to the relation E = hν = ~ · 2piν between energy
and frequency. For example, the hydrogen Lamb shift reads L/h = 1057.844MHz
and L = 2pi~ · 1.057844× 109 s−1 =̂ 2pi · 1.057844× 109 · 6.582119281× 10−16 eV =
4.3748911µeV, respectively.
A.1 Values for Quantities Related to n = 2 Hydrogen
Notations and Numerical Values Related to the Mass Matrix
In Table A.1 we present parameter values for 11H, where the nuclear spin is I = 1/2, the
numerical values for the weak charges Q(i)W , i = 1, 2, the quantities ∆q+∆q¯, the Lamb
shift L = E(2S1/2) − E(2P1/2), the fine structure splitting ∆ = E(2P3/2)− E(2P1/2),
and the ground state hyperfine splitting energy A = E(1S1/2, F = 1)−E(1S1/2, F = 0)
for hydrogen. We define the weak charges as in Section 2 of [68] which gives for the
proton in the SM:
Q
(1)
W = 1− 4 sin2 θW , (A.1)
Q
(2)
W = −2 (1 − 4 sin2 θW ) (∆u+∆u¯−∆d−∆d¯−∆s−∆s¯) . (A.2)
Here θW is the weak mixing angle and ∆q + ∆q¯ denotes the total polarisation of the
proton carried by the quarks and antiquarks of species q (q = u, d, s). Note that in [68]
and [80] the then usual notation of ∆q was used for what is now denoted as ∆q +∆q¯.
The quantity ∆u + ∆u¯ − ∆d − ∆d¯ is related to the ratio axial and vector couplings
gA/gV from neutron β decay ∆u + ∆u¯ − ∆d −∆d¯ = −gA/gV , cf. [12, 80]. The total
polarisation of the proton carried by strange quarks, ∆s+∆s¯, is still only poorly known
experimentally. One finds values of −0.12 to very small and positive ones quoted in
recent papers; see for instance [55–59]. Therefore, we assume for our purposes
−0.12 ≤ ∆s+∆s¯ ≤ 0 . (A.3)
Of course, the dependence of Q(2)W on ∆s + ∆s¯ is, in principle, very interesting, since
this quantity can be determined in atomic P violation experiments with hydrogen.
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1
1H Ref.
L/h 1057.8440(24) MHz [185]
∆/h 10969.0416(48) MHz [185]
A/h 1420.405751768(1) MHz [186]
Q
(1)
W 0.04532(64) (11) of [68]
δ1 −2.78(4) × 10−13 (20) of [68]
∆u+∆u¯
−∆d−∆d¯ 1.2701(25) [12]
∆s+∆s¯ −0.12 0.00 (A.3)
Q
(2)
W −0.1259(18) −0.1151(16) (A.2)-(A.3),(2.52)
δ2 7.74(11) × 10−13 7.07(10) × 10−13
Table A.1: Values of parameters for 11H for numerical calculations. The weak mixing
angle in the low-energy limit, sin2 θW = 0.23867(16), is taken from [43]. The uncer-
tainty in δ1 is dominated by the uncertainty of sin
2 θW . The uncertainties quoted
for Q(2)W and δ2 for hydrogen are resulting from the error of the weak mixing angle,
whereas the variation of Q(2)W and δ2 with (∆s + ∆s¯) varying in the range (A.3) is
given explicitly.
We see from Table A.1 that varying ∆s + ∆s¯ in the range (A.3) corresponds to a
10% shift in δ2. Thus, a percent-level measurement of δ2 would be most welcome for a
clarification of the role of strange quarks for the nucleon spin.
Eigenstates of the Mass Matrix
The n = 2 states of hydrogen in the absence of P violation and for zero external fields
are denoted by |2LJ , F, F3), where L, J , F , and F3 are the quantum numbers of the
electron’s orbital angular momentum, its total angular momentum, the total atomic
angular momentum and its third component, respectively. In the following, we discuss
the properties, the ordering and the numbering of the eigenstates of M (E ,B) as given
in (3.25). We investigated the eigenenergies of M (E ,B) already in Section 3.2.3.
The eigenstates of M (3.25) for electric field E and magnetic field B equal to zero
are the free 2S and 2P states. The hat symbol on Lˆ, Pˆ, and Sˆ indicates that these
states include the parity mixing due to HPV. Thus, the eigenstates of the mass matrix
(3.25), including the PV part but with electric and magnetic fields equal to zero, will be
denoted by |2LˆJ , F, F3,E = 0,B = 0). The corresponding states for the mass matrix
without the PV term, that is, with M˜ 0 replaced by M 0 in (3.25), will be denoted by
|2LJ , F, F3,E = 0,B = 0). But it is not convenient to start a numbering scheme at
the degeneracy point (E ,B) = (0,0). Therefore, we consider first atoms in a constant
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hydrogen
α |2LˆJ , F, F3,E ,B)
1 |2Pˆ3/2, 2, 2,E ,B)
2 |2Pˆ3/2, 2, 1,E ,B)
3 |2Pˆ3/2, 2, 0,E ,B)
4 |2Pˆ3/2, 2,−1,E ,B)
5 |2Pˆ3/2, 2,−2,E ,B)
6 |2Pˆ3/2, 1, 1,E ,B)
7 |2Pˆ3/2, 1, 0,E ,B)
8 |2Pˆ3/2, 1,−1,E ,B)
9 |2Sˆ1/2, 1, 1,E ,B)
10 |2Sˆ1/2, 1, 0,E ,B)
11 |2Sˆ1/2, 1,−1,E ,B)
12 |2Sˆ1/2, 0, 0,E ,B)
13 |2Pˆ1/2, 1, 1,E ,B)
14 |2Pˆ1/2, 1, 0,E ,B)
15 |2Pˆ1/2, 1,−1,E ,B)
16 |2Pˆ1/2, 0, 0,E ,B)
Table A.2: The numbering
scheme for the atomic n = 2
states of hydrogen.
B-field pointing in positive 3-direction,
B = Be3 , B > 0 . (A.4)
The corresponding eigenstates, denoted by |2LˆJ , F, F3, 0, Be3), and the corresponding
quasi projectors (3.51) of M in (3.25) are obtained from those at B = 0 by continuously
turning on B in the form (A.4). Of course, for B > 0, F3 still is a good quantum number
but this is no longer true for F . The latter is merely a label for the states. We now
choose a reference field Bref = Brefe3, Bref > 0, below the first crossings in the Breit-
Rabi diagram, for instance Bref = 0.05mT. We are then at a no-degeneracy point and
number the n = 2 states and quasi projectors (3.51) with α = 1, . . . , 16 as shown in






 , B′ =
 00
B′
 , B′ > 0 , (A.5)
and a continuous path to these fields from the reference point (E ,B) = (0,Bref):
E
′(λ) = λE ′ ,
B
′(λ) = Bref + λ(B′ −Bref) , λ ∈ [0, 1] .
(A.6)
Since we encounter no degeneracies for λ ∈ [0, 1] the energy eigenvalues as well as the
quasi projectors are continuous functions of λ there. This allows us to carry over the
numbering of the quasi projectors from (0,Bref) to all fields of the form (A.5).
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Finally, we consider arbitrary fields (E ,B) with B 6= 0. We can always find a proper
rotation R such that
RE = E ′ ,
RB = B′
(A.7)
with (E ′,B′) of the form (A.5). From the considerations of the resolvent in Section
3.5.2 we conclude that the eigenvalues of M (E ,B) and M (E ′,B′) are equal. There
are also no degeneracies here and, therefore, we can unambiguously carry over the
numbering of eigenvalues and quasi projectors from the case (E ′,B′) to the case (E ,B).
The labels α = 1, . . . , 16 in Table A.2 for arbitrary (E ,B) with B 6= 0 correspond to
this identification procedure of eigenenergies and quasi projectors. The corresponding
eigenstates |α,E ,B) of M (E ,B) are defined as the eigenstates of the quasi projectors
Pα(E ,B)|α,E ,B) = |α,E ,B) , (A.8)
where we also require (2.70) to hold. For given α, E , and B this fixes the state vector
up to a phase factor. In all considerations of flux densities only the quasi projectors
enter and thus, such a phase factor in the states is irrelevant. The choice of phase factor
is relevant for the calculation of the geometric phases via the line integrals (3.42) and
(3.56). Then, we always make sure to choose a phase factor being differentiable along
the path considered.
Finally, we note that for the case of no P violation, that is for δ = 0, the numbering of
the quasi projectors and the states |2LJ , F, F3,E ,B) is done in a completely analogous
way.
Derivation of the Decay Matrix
As discussed in Section 3.1 the only non-diagonal matrix elements (3.11) of the decay
matrix Γ which could be non-zero are those for L = L′ = 1, F = F ′ = 1, F3 = F ′3,
and (J ′, J) = (1/2, 3/2) or (J ′, J) = (3/2, 1/2), respectively. In the following, we show
that these off-diagonal matrix elements vanish and derive the decay rates of the states
|2PJ , F = 1, F3) for a consistency check.
We consider the initial state |I〉 = |t = −∞〉 = |ψI〉⊗|Ωγ〉 of an atom in the eigenstate
|ψI〉 with the vacuum state |Ωγ〉 of photons and the transition to |ψF ;p, r〉 at t =∞,
i.e., a final atomic eigenstate |ψF 〉 together with one photon having momentum p = ~k
and polarisation r [173]. In the Born approximation, the according S-matrix element
can be written as
〈ψF ;p, r |S |ψI ; Ωγ 〉 = −2pii δ(~ω + EF − EI)TF,I




〈ψF | ∗r(k) ·D |ψI 〉 ,
(A.9)
where D = ex is the operator of the electric dipole moment at time t = 0, with x
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being the position operator. Then, the total transition rate (3.11) becomes
(2L′J ′ , F

















(2L′J ′ , F
′, F ′3 | r(k)D |1S〉
× 〈1S| ∗r(k)D |2LJ , F, F3 ) . (A.10)
Here, 0 = 8.854187817×10−12 F/m is the electric constant [187]. Using d3k = d3p/~3,
ω = c|k| = ck, k = k kˆ, and ∑r=± r,j(k)∗r,i(k) = δij − kˆj kˆi, (A.10) reduces to
(2L′J ′ , F









〈1S|e∗mx |2L′J ′ , F ′, F ′3)∗ 〈1S| e∗mx |2LJ , F, F3 ) ,
(A.11)
where m indexes the spherical unit vectors e0 = e3, e± = ∓ 1√2 (e1 ± ie2).
The matrix elements of e∗mx in the basis of total atomic angular momentum ei-
genstates |nLJ , F, F3) of hydrogen can be expanded using Clebsch-Gordan coefficients.
Here, of course, we use that the transition matrix elements are diagonal in the nuclear
quantum numbers. With the spherical harmonics Y ml ,
x = rxˆ = r









∗, F = 1, L = 1, and S = I = 1/2 one then finds
〈1S|e∗mx |2LJ , F, F3 ) = 〈1L′′J ′′ , F ′′, F ′′3 | re∗mxˆ |2LJ , F, F3 )
=
∑
j i l s
j′′ i′′ l′′ s′′
δII′′δii′′ 〈L′′l′′S′′s′′ |J ′′j′′ 〉 〈J ′′j′′I ′′i′′ |F ′′F ′′3 〉
× 〈LlSs|Jj 〉 〈JjIi|FF3 〉 〈1L′′l′′S′′s′′ | re∗mxˆ |2LlSs〉
=
∑






i|F ′′F ′′3 〉 〈1l
1
2
s|Jj 〉 〈Jj 1
2
i| 1F3 〉 R√
3
δml . (A.13)
The quantum numbers of the 1S states are indicated with two primes. For the last step
of (A.13) we used 〈0012s| 12j′′〉 = δsj′′ . With 〈 12s′′ | 12s〉 = δss′′ we calculated
〈1001
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With EI−EF = E2P−E1S = 34 R∞, R∞ being the Rydberg constant, and exploiting
the orthogonality relations of the Clebsch-Gordan coefficients, we finally arrive at








0 , J 6= J ′
6.26831 × 108 s−1 , J = J ′ . (A.16)
Therefore, we can consider all off-diagonal matrix elements of Γ to be zero.
A.2 The Matrix Representations of M˜ 0, D, and µ for
Hydrogen
Tables A.3, A.4, and A.5 show the mass matrix for zero external fields, M˜ 0, the electric
dipole operatorD and the magnetic dipole operator µ for the n = 2 states of hydrogen.
We give all these matrices in the basis of the pure 2S and 2P states, that is, the states
for zero external fields and without the P-violating mixing.
To calculate the matrices M (1)PV, M
(2)
PV, D, and µ the standard Coulomb wave func-
tions for hydrogen are employed. As in [80] (see Appendix B there) the phase conven-
tions of [188] are used for these states, except for an overall sign change in all radial
wave functions.
In Tables A.4 and A.5 we use the spherical unit vectors, which are defined as
e0 = e3 ,
e± = ∓ 1√
2
(e1 ± ie2) ,
(A.17)
where ei (i = 1, 2, 3) are the Cartesian unit vectors. It is e∗± = −e∓.
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Table A.3: The mass matrix M˜ 0 (3.24) for the n = 2 states of hydrogen. For the
quantities ∆, L, A, and δ1,2 see Table A.1. For the lifetimes see (3.12).




0 0 0 0



























0 0 0 0 0




















2P1/2, 0, 0 0 0 0 0 −A32 − i2ΓP
iδ1L
+32 iδ2L
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2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1 2P3/2, 2,−2





























Table A.4: The suitably normalised electric dipole operator D/(e rB) for the n = 2
states of hydrogen where rB is the Bohr radius for hydrogen.
2P3/2, 2, 2 2P3/2, 2, 1 2P3/2, 1, 1 2P1/2, 1, 1 2S1/2, 1, 1
2P3/2, 2, 2 0 0 0 0 −3e−
2P3/2, 2, 1 0 0 0 0 3√
2
e0




2P1/2, 1, 1 0 0 0 0 −
√
3e0










2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2, 1 0 0 0 − 3√
2
e− 0 0
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2P3/2, 2, 1 2P3/2, 1, 1 2P1/2, 1, 1 2S1/2, 1, 1








2P1/2, 1, 0 0 0 0
√
3e+








2P1/2, 0, 0 0 0 0 −
√
3e+






2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2, 0 0 0 0
√
6e0 0 0
2P3/2, 1, 0 0 0 0 0 0
√
6e0





6e0 0 0 0 −
√
3e0 0
2P1/2, 0, 0 0 0 0 −
√
3e0 0 0




3e0 0 0 0
Table A.4 (d)
2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1








2P1/2, 1, 0 0 0 0 −
√
3e−








2P1/2, 0, 0 0 0 0 −
√
3e−
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2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2,−1 0 0 0 − 3√
2
e+ 0 0























2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1 2P3/2, 2,−2
2P3/2, 2,−1 0 0 0 3√
2
e0 0















2P3/2, 2,−2 0 0 0 −3e+ 0
Table A.4 (g)
Table A.5: The suitably normalised magnetic dipole operator µ/µB for the n =
2 states of hydrogen, where µB = e~/(2me) is the Bohr magneton and g =
2.00231930436153(53) is the Landé factor of the electron [187].
2P3/2, 2, 2 2P3/2, 2, 1 2P3/2, 1, 1 2P1/2, 1, 1 2S1/2, 1, 1










































2S1/2, 1, 1 0 0 0 0 − g2e0
Table A.5 (a)
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2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0








e− − g−1√6 e− 0 0 0
2P3/2, 1, 1 − g+212 e− −5(g+2)12 e− −
√
2(g−1)












6 e− 0 − g−46 e− 0
2S1/2, 1, 1 0 0 0 − g2e− 0 g2e−
Table A.5 (b)


























6 e+ − g−46 e+ 0
2S1/2, 1, 0 0 0 0 g2e+






2S1/2, 0, 0 0 0 0 − g2e+
Table A.5 (c)
2P3/2, 2, 0 2P3/2, 1, 0 2P1/2, 1, 0 2S1/2, 1, 0 2P1/2, 0, 0 2S1/2, 0, 0
2P3/2, 2, 0 0 − g+26 e0 −
√
2(g−1)
3 e0 0 0 0




2P1/2, 1, 0 −
√
2(g−1)
3 e0 0 0 0
g−4
6 e0 0
2S1/2, 1, 0 0 0 0 0 0 − g2e0





6 e0 0 0 0
2S1/2, 0, 0 0 0 0 − g2e0 0 0
Table A.5 (d)
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2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1


























2S1/2, 1, 0 0 0 0 − g2e−






2S1/2, 0, 0 0 0 0 − g2e−
Table A.5 (e)









e+ − g−1√6 e+ 0 0 0
2P3/2, 1,−1 − g+212 e+ 5(g+2)12 e+
√
2(g−1)










6 e+ − g−46 e+ 0 − g−46 e+ 0
2S1/2, 1,−1 0 0 0 g2e+ 0 g2e+
Table A.5 (f)
2P3/2, 2,−1 2P3/2, 1,−1 2P1/2, 1,−1 2S1/2, 1,−1 2P3/2, 2,−2




















2P1/2, 1,−1 − g−1√
6
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A.3 Notations and Matrix Representations of M˜ 0, D, and
µ for Helium
The numbering scheme of the n = 2 4He states in Table A.6 can be put up with a
procedure analogous to that of hydrogen in Appendix A.1.
helium
α |n 2S+1LˆJ , J3,E ,B)
1 |21Pˆ1, 1,E ,B)
2 |21Pˆ1, 0,E ,B)
3 |21Pˆ1,−1,E ,B)
4 |23Pˆ0, 0,E ,B)
5 |23Pˆ1, 1,E ,B)
6 |23Pˆ1, 0,E ,B)
7 |23Pˆ1,−1,E ,B)
8 |23Pˆ2, 2,E ,B)
9 |23Pˆ2, 1,E ,B)
10 |23Pˆ2, 0,E ,B)
11 |23Pˆ2,−1,E ,B)
12 |23Pˆ2,−2,E ,B)
13 |21Sˆ0, 0,E ,B)
14 |23Sˆ1, 1,E ,B)
15 |23Sˆ1, 0,E ,B)
16 |23Sˆ1,−1,E ,B)
Table A.6: The numbering scheme for the
atomic n = 2 states of helium, with principal
quantum number n, total electron spin S, or-
bital angular momentum L, total angular mo-
mentum J , and its third component J3. The
nomenclature of the states |n 2S+1LˆJ , J3,E,B)
is analogous to that of hydrogen exchanging J
for F , see Appendix A.1.
Tables A.8, A.9, and A.10 show the mass matrix of helium for zero external fields,
M˜ 0 = M 0+M PV, the electric dipole operator D, and the magnetic dipole operator µ
for the n = 2 states of 4He. We give all these matrices in the basis of the pure 2S and
2P states, that is, the states for zero external fields and without the P-violating mixing.
The matrices M PV, D, and µ were derived by M. Puchalski via a variational method
utilising an optimised set of 600 basis functions, cf. [189–191]. Employing a simple
approach with hydrogen-like wave functions for the two electrons [173], we could also
calculate the third component of µ = −µB (L + gS) and found exact agreement with
the third component of the matrix A.10. In Tables A.9 and A.10 we use the spherical
unit vectors defined in (A.17).
With m,n ∈ {1, 3} denoting singlet (1) or triplet (3) states, respectively, we have
the following relations for the PV-admixture quantities pv(mP,nS) in Table A.7:
pv(mP,nS) = κ(mP,nS)−1 〈mP| δ3(x)σ ·⇀p + σ ·↼p δ3(x) |nS〉 , (A.18)
pv(nS,mP) = −pv(mP,nS) , (A.19)
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where κ(mP,nS) = κ(nS,mP) is a suitable constant. According to (2.33) and (2.35) the







(1− 4 sin2 θW )Z −N
)
κ(mP,nS) pv(mP,nS)
=: −i δ(mP,nS)∆(mP,nS) (A.20)











∆(mP,nS) = |E(mP)−E(nS)| . (A.22)
4
2He Ref.
E(1P1) 5.130495(5) × 109MHz [192]
E(3P0) 5.069125(5) × 109MHz [193]
E(3P1) 5.069095(5) × 109MHz [193]
E(3P2) 5.069093(5) × 109MHz [193]
E(1S0) 4.984872(5) × 109MHz [192, 193]
E(3S1) 4.792361(5) × 109MHz [192, 193]
Γ3S 1.272(13) × 10−4 s−1 [194]
Γ1S 0.0508(26) s
−1 [195]
Γ3P 1.0216(31) × 107 s−1 [196–199]
Γ1P 1.80087(54) × 109 s−1 [196]
1de 2.6729737072(5) × 10−10 eV/(V/m) [78]
3de 2.320141227(7) × 10−10 eV/(V/m) [78]
κ(3P,1S)× pv(3P,1S) i× 25810.8(2) eV4 [78]
κ(1P,3S)× pv(1P,3S) i√
3




3 × 68186.7(6) eV4 [78]
δa = δ(
3P0,
1S0) 1.040926 × 10−30 A.21
δb = δ(
1P1,
3S1) 1.164582 × 10−31 A.21
δc = δ(
3P1,
3S1) 6.835910 × 10−31 A.21
∆a = ∆(
3P0,
1S0) 0.084255 × 109MHz = 0.348444 eV A.22
∆b = ∆(
1P1,
3S1) 0.338134 × 109MHz = 1.398408 eV A.22
∆c = ∆(
3P1,
3S1) 0.276735 × 109MHz = 1.144482 eV A.22
Table A.7: Values of parameters and physical quantities for 4He as used in Tables A.8
and A.9. The energy values E(2S+1LJ) are taken from NIST [200], the corresponding
errors from [193], referring to [192]. The decay rates Γ2S+1L are those in vacuum. The
errors of the quantities pv(3P,1S) and 2S+1de are given according to [78].
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Table A.8: The mass matrix M˜ 0 for the n = 2 states of
4He. The n = 2 energies
E(2S+1LJ) with respect to the n = 1 ground state 1 1S0 and the total decay rates







































−i δc∆c 0 0 0
23S1, 0 0 i δc∆c
E(3S1)
− i2Γ3S
−i δb∆b 0 0













A.3. Notations and Matrix Representations of M˜ 0, D, and µ for Helium








−i δc∆c 0 0




































e0 − 3de√6e0 0
Table A.9 (a)
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21P1, 0 0 0 0 0
23P0, 0 0 0 −
3de
3 e+ 0











23P2, 1 0 0 −
3de√
6
e− 0 0 0
23P1, 1 0 0 −
3de√
6






e− − 3de√6e− 0 0
3de
3 e− 0
























































3P2,−1 23P1,−1 23S1,−1 21P1,−1 23P2,−2























e− − 3de√6e− 0 0 0
21P1, 0 0 0 0 0 0
1de√
3
e0 0 0 0 0 0
23P0, 0 0 0 −
3de
3 e0 0 0 0 0 0 −
3de
3 e− 0 0
21S0, 0 0 0 0
1de√
3




23P2,−1 0 0 −
3de√
6































21P1,−1 0 0 0 0 0 −
1de√
3
e+ 0 0 0 0 0









































23P2, 2 −(g+1)e0 − g+1√2 e−
1−g√
2















2 e0 − g+12 e0 0 0 g−12√3e− −
g+1





23S1, 1 0 0 0 −g e0 0 0 0 −g e− 0 0










e+ 0 0 0
g−1√
3





2 e+ 0 0
g−1√
3





23S1, 0 0 0 0 g e+ 0 0 0 0 0 0
21P1, 0 0 0 0 0 e+ 0 0 0 0 0








e0 0 0 0
Table A.10 (a)
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2 e+ 0 0 0
23P1,−1 g−12√3e+
g+1





23S1,−1 0 0 g e+ 0 0
21P1,−1 0 0 0 e+ 0
Table A.10 (b)












2 e− − g+12 e− 0 0
23S1, 0 0 0 −g e− 0







23P2,−1 23P1,−1 23S1,−1 21P1,−1 23P2,−2
23P2,−1 g+12 e0 g−12 e0 0 0 − g+1√2 e−
23P1,−1 g−12 e0 g+12 e0 0 0 g−1√2 e−
23S1,−1 0 0 g e0 0 0








B Flux-Density Vector Fields
We now present several relations and derivations for the flux-density vector fields dis-
cussed in Sections 3.5 and 3.6.1. The following derivations are taken from [40].
B.1 Relations for the Geometric Flux Densities
In this appendix we derive the representations (3.66), (3.67), and (3.68) for Yα,ab(K)
and its derivatives, respectively. In the following, we will omit the K-dependence of all




















(ζ − Eβ)(ζ − Eγ)2 . (B.1)
According to the residue theorem the integral vanishes for β = γ = α since a pole of




(ζ −Eα)3 = 2pii Res(
1
(ζ − Eα)3 ; ζ = Eα) = 0 . (B.2)
Let D ⊂ C be a simply connected set with Sα entirely inside D and Eσ /∈ D for all
σ 6= α; see Figure 3.6. Therefore, for β 6= α and γ 6= α the integrand in (B.1) is analytic
on D, and the integral in (B.1) vanishes due to Cauchy’s integral theorem. The only
two remaining cases β = α and γ 6= α as well as β 6= α and γ = α can be treated using












































































− (a↔ b) (B.3)
which is exactly Yα,ab, see (3.65). Thus, we obtain the integral representation (3.66)
for Yα,ab
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where we use the relation (3.54) for the quasi projectors in the last step.













































(ζ −M )−2] = (ζ −M )−2(∂M
∂Ka



















(ζ −M )2 . (B.6)











































































Using the cyclicity of the trace and performing partial integrations of the second and
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− (b↔ c) , (B.9)






































− (b↔ c) . (B.10)
The integrals in (B.10) are easily evaluated using Cauchy’s theorems. With the short
hand notations
























(Eα − Eσ)−3 Tr[αaαbσc] +
∑
γ 6=α




















(Eα − Eγ)−1(Eα − Eβ)−2 Tr[βaγbαc]
}
− (b↔ c) . (B.14)
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(Eα − Eβ)−1(Eα − Eγ)−2Tr[αaβbγc + βaαbγc− γaβbαc − βaγbαc]
}
− (b↔ c) (B.15)
which proves (3.68).
B.2 Useful Expressions for Parity-Violating Fluxes
In this appendix we derive the divergence condition (3.75), present several useful re-
lations for the resolvent (ζ − M )−1, derive I(E)PVα,jk (3.108), and give the analogous







a dKa∂a and the
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 (ζ −M ) =∑
β,α
Pβ














|β) (β˜ | = 1 , (B.17)
the resolvent can be written as(






From that we find
1(












|β) (β˜ | γ ) (γ˜ |





(ζ − Eβ)2 , (B.19)
immediately leading to (3.54) via complete induction.
Taking into account the mass matrix (3.25), (3.24), and (3.26) we first derive the



























(ζ −M )2 . (B.21)
With the short hand notation
z :=
1





ζ −M (0)(K) (B.22)




ζ −M (E ,B)Dj
1
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2Dk − (j ↔ k)
]
(B.24)
which proves (3.108). This derivation also holds for I(B)PVα,jk and I(E,B)PVα,jk where Dj,Dk




and Dj, µk, respectively. In this way we obtain from (3.87) and
(3.88)










ζ −M (0)(E ,B)M PV
× 1
ζ −M (0)(E ,B)µj
1(












ζ −M (0)(E ,B)MPV
× 1
ζ −M (0)(E ,B)Dj
1(
ζ −M (0)(E ,B))2µk − (Dj ↔ µk)
]
. (B.26)
B.3 Detailed Calculations of Specific Flux-Density Vector
Fields
In this appendix we calculate the constants aα of (3.117). From (3.105) we find the
P-violating part J (B)PVα (0,B) of J
(B)
α (0,B) to vanish. Therefore, neglecting terms of
second order in the small PV parameter δ, we can calculate J (B)α (0,B) setting δ = 0.
Then, the 2S states decouple from the 2P states, and we may restrict ourselves to the
submatrix M 2S,(0)(0,B) of M (0)(0,B) (3.25) with respect to the 2S states, see Tables
A.3 and A.5 in Appendix A.2. The derivatives ∂BiM
2S,(0)(0,B), i ∈ {1, 2, 3}, of this









0 1 0 -1
1 0 1 0
0 1 0 1










0 -i 0 i
i 0 -i 0
0 i 0 i








1 0 0 0
0 0 0 1
0 0 -1 0
0 1 0 0
 . (B.29)
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Due to rotational invariance of JBα (0,B), see (3.117), we may specify B = B3 e3 for
the evaluation of aα in (3.118). This simplifies the calculation of the eigenvalues and
of the right and left eigenvectors of M 2S,(0)(0,B). In this case we find
M








0 0 χ1 − gµB2 B3 0
0 gµB2 B3 0 χ2
 (B.30)
where χ1 = L + A/32 − iΓS/2 and χ2 = L − 3A/32 − iΓS/2. The eigenvalues of the
matrix in (B.30) are









− iΓS/2 , (B.32)
E11 = χ1 − gµB
2
B3 , (B.33)






√A2 + (8B3 gµB)2. From the eigenvectors we calculate explicit represent-





1 0 0 0
0 0 0 0
0 0 0 0








0 0 0 0
0 χ3 +A 0 8B3 gµB
0 0 0 0






0 0 0 0
0 0 0 0
0 0 1 0








0 0 0 0
0 χ3 −A 0 −8B3 gµB
0 0 0 0
0 −8B3 gµB 0 χ3 +A
 . (B.38)
Now, all ingredients for (3.65) are available, and a straightforward calculation yields,
with (3.71), (3.87), and (3.89), the P-conserving flux-density vector field




, for α = 9 ,
B3 e3
|B3|3
, for α = 11 ,
0 , for α = 10, 12 .
(B.39)
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Rotational invariance of JBα (0,B) then leads to (3.118).
We now give the relations between the functions gαr , h
α
r , r = 1, . . . , 15, see (3.110)-
(3.112), and the functions g˜αi , h˜
α







(2E23 − E21 ) gα8 +
1
3





















gα6 − E23 gα8 − gα10
]
, (B.43)
g˜α5 = −E20 B2 gα2 , (B.44)






(2E23 − E21 )hα8 +
1
3





















B23 hα6 − hα8 − B23 hα10
]
, (B.49)
h˜α5 = −E20 B2 hα2 , (B.50)
h˜α6 = E20 hα3 . (B.51)
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C Derivation of the Non-Relativistic
Parity-Violating Hamiltonian
We outlined the derivation of the non-relativistic PV Hamiltonian in Section 2.2. In
the following, we present the details of this calculation [93, 201].
The Lagrangian of Quantum Flavor Dynamics
First, we introduce the Lagrangian LQFD of quantum flavour dynamics incorporating
the neutral currents which are the first-principle reason for the emergence of PV in
atoms. To motivate those terms of LQFD which are closely related to the present
thesis, we start with






+ e¯R(x) i γ
λ∂λ eR(x) , (C.1)
λ ∈ {0, 1, 2, 3}, as an ansatz for a Lagrangian of a theory including free Dirac fields of
electrons and electron-neutrinos. Here, we introduce the decomposition of the spinors
e into their left- and right-handed parts according to
ψ = ψL + ψR , ψL =
1
2
(1− γ5)ψ , ψR = 1
2
(1 + γ5)ψ . (C.2)
The wave functions depend on the four-vector coordinate x. We define the Dirac























with the Pauli matrices σi, i ∈ {1, 2, 3}. The adjoint Dirac spinors are denoted as
ψ¯ = ψ†γ0.










But by introducing three real vector fields Waλ(x), summarised in the matrix Wλ(x) =
gWaλ(x)σa/2, we can re-establish SU(2)-invariance since the Pauli matrices are the
generators of the fundamental representation of SU(2). The fields Waλ(x) are chosen to
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 −→ expiχ(x)Y ψ(x) , Y =
 yL 0 00 yL 0
0 0 yR
 , (C.5)
with an arbitrary scalar function χ(x) and the weak hypercharge Y, which are chosen
as yL := −1/2 and yR := −1 in order to end up with the correct charges of the





are the representations of the generators of SU(2)×U(1) for the vector space associ-
ated with ψ. Analogously to the vector fields Waλ(x) with coupling g, related to the
generators Ta of SU(2), we introduce a vector field Bλ with coupling g′, related to the
generator Y of U(1). From W3λ and Bλ we build up the linear combinations
Zλ = cos θWW
3
λ − sin θWBλ ,
Aλ = sin θWW
3
λ + cos θWBλ ,
(C.7)
constituting the Z-boson field Zλ and the photon field Aλ, respectively.
We define the electromagnetic Lagrangian
L
′
em = e {e¯LγλeL + e¯RγλeR}Aλ
= e {e¯γλe}Aλ
= −eJ λemAλ (C.8)



















describing the interaction between the gauge bosons and the fundamental fermions.
At this point, the particle masses and the fermion couplings to the Higgs field are not









λeL − sin2 θW J λem . (C.10)





(W1λ ∓ iW2λ), Zλ, and Aλ, all of
which are massless at this point.
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The inclusion of explicit mass terms in the Lagrangian (C.9) for the W±- and Z-
bosons violate the demanded gauge invariance. In the SM the masses of these gauge







with complex scalar fields φ1/2(x). A symmetry of the fundamental equations of a
theory is said to be spontaneously broken if the ground state does not possess this




†)(∂µφ)− (κφ†φ+ λ(φ†φ)2) , (C.12)
with κ < 0 and λ > 0, is invariant under local SU(2)-transformations φ(x)→ U(x)φ(x).













are not. The interaction of the Higgs field with the gauge bosons and the fermions is
introduced through the Yukawa-Lagrangian






= −ce (φ†1e¯RνeL + φ†2e¯ReL) + h.c. (C.14)
with coupling constant ce. In order to achieve gauge invariance, the derivatives ∂λ have
to be replaced by suitable covariant derivatives Dλ according to
∂λψ −→ Dλψ =
(
∂λ + i gW
a




∂λφ −→ Dλφ =
(





























− c∗e (ν¯eL , e¯L)φ eR + (Dλφ†)(Dλφ)− V (φ) , (C.17)
where Wλρ = ∂λWρ−∂ρWλ and Bλρ = ∂λBρ−∂ρBλ. The gauge transformations for
(C.17) are given explicitly in [93].
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Now, rewriting (C.17) in terms of the shifted field ρ′(x) = ρ(x) − ρ0, which is the
physical Higgs field, we arrive at the desired Lagrangian for the theory of electron and








λρ + ν¯eL (i γ












































+L ′Int , (C.20)
with L ′Int from (C.9). As parameters of the model given by (C.20) one may choose









, g′2 + g2 =
e2









, ce ρ0 =
√
2me . (C.23)
Analogously to the procedure given so far, all other fundamental fermions of the SM























1/2 1/2 -1/2 0
1/2 -1/2 -1/2 -1










1/2 1/2 1/6 2/3
1/2 -1/2 1/6 -1/3
uR cR tR 0 0 2/3 2/3
dR sR bR 0 0 -1/3 -1/3
Table C.1: The flavour
quantum numbers of leptons
and quarks. We give the weak
isospin T , its third compon-
ent T3, the weak hypercharge
Y , and the electric charge
Q = T3 + Y .
The flavour quantum numbers for the leptons and quarks are given in Table C.1.
The fields d′, s′, and b′ are the isospin partners of the fields u, c, and t, respectively.
The former do not have a defined mass – in contrast to d, s, and b, but both sets of
fields are related via the CKM-Matrix V according tods
b




All fermion masses me, mu, etc. can then be effectively summarised in the matrix M.
With this preceding preparatory work we can write down the Lagrangian of quantum
flavour dynamics (2.14).
Low Energy Limit for Atomic Physics
The S-matrix elements of the second order diagrams in Figure 2.3 can be deduced from
L Zint,eff in (2.20) as first-order perturbation of the S-operator
S = 1 + i
∫
dxL Zint,eff(x) . (C.26)



































2 θW ) is Fermi’s constant. We can use (2.17) and Table





















































in the last step.
































The neutral current for d′- and s′-quarks can be calculated in terms of the d- and
s-quarks using the unitarity of the CKM-matrix
(d¯′, s¯′, b¯′ ) γλ
d′s′
b′













= d¯γλT3d− sin2 θW d¯γλQd

















































For the effective Lagrangian (C.27) we obtain (2.21).
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Non-Relativistic Reduction of the P-violating Hamiltonian
We neglect PV in the nucleus1. Therefore, the matrix elements 〈I, I ′3 | q¯γq |I, I3〉, with
γ = (γ1, γ2, γ3), and 〈I, I ′3 | q¯γ0γ5q |I, I3〉 of the quark currents in (2.28) have to vanish
due to
Pψ¯(x, t)γψ(x, t)P = −ψ¯(−x, t)γψ(−x, t) , (C.33)
Pψ¯(x, t)γ0γ5ψ(x, t)P = −ψ¯(−x, t)γ0γ5ψ(−x, t) . (C.34)
In the limit of vanishing momentum transfers between electrons and nucleus we found
the Z-boson propagator in (2.19) described by a δ-distribution in spatial space. With
the approximation of an infinitely heavy nucleus at the origin x = 0, i.e., neglecting
recoil effects, we can therefore write the matrix elements of the number operators of
the quarks with flavour q as
〈Z,N, I, I ′3 | q¯γ0q |Z,N, I, I3 〉 = δ3(x)δI′3I3

2Z +N (q = u)
Z + 2N (q = d)
0 (q = s)
, (C.35)
see [80]. The matrix elements of the axial-vector operator q¯γγ5q have to be propor-
tional to the matrix elements of the only axial vector at hand, namely the nuclear-spin
operator I. Thereby, the proportionality constants are defined as the so-called axial
form factors G(q)A (Z,N) of the nucleus for the quark species q. This yields
〈I, I ′3 | q¯γγ5q |I, I3 〉 = G(q)A (Z,N) δ3(x) 〈I, I ′3 | I |I, I3〉 , (C.36)
see [80].
We calculate the matrix elements corresponding to the currents involving the electron
in (2.28). Employing normal ordering of the annihilation and creation operators and
using (2.30), (2.31), and Wick’s theorem, we calculate the matrix elements






































1The main nuclear PV effect is expected to emerge due to the so-called anapole moment, a PV
effect involving nucleon-nucleon-interactions. Classically, it arises from a higher-order term in the
multipole expansion of the electromagnetic vector potential. It can be regarded as generated by a
P-odd and T-even toroidal current distribution, see, e.g., [202,203] for details. The orbital motions
of the nucleons form an effective current while the Z-boson exchange between nucleons accounts
for an additional toroidal current distribution associated with the anapole moment. It involves
a δ-distribution at the nucleus, rendering the interaction with an atomic electron point-like. A
successful measurement had been accomplished with caesium [47] by measuring the discrepancy of
the PV effect between two different parity-violating hyperfine transitions, see Section 2.4.
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× 〈0|as3(k)a†s4(p)|0〉 . (C.37)
With the anticommutation relation
2p0 (2pi)3 δrs δ
3(p− p′) = {ar(p), a†s(p′)}
= {ar(p), a†s(p′)} 〈0| 0〉
= 〈0| {ar(p), a†s(p′)} |0〉
= 〈0| ar(p) a†s(p′) |0〉 (C.38)
we obtain

























′x〈0|u¯s′(p′)γµγ5 us(p)|0〉e−ipxψ˜s(p) , (C.39)
noting that k0 = +
√
m2 + k2 and p0 = +
√
m2 + p2 for the last step.
So far, we have only incorporated the approximation of low momentum transfers,
leading to a 4-fermion-interaction. The expression (C.39) is still relativistic. Using






























Because of 〈I, I ′3 | q¯γq |I, I3〉 = 0 we consider only µ = 0 for the vacuum expectation
value in (C.39) in the NR limit


































































0tψ′∗s′ (x) . (C.44)
With p0 = p′0 = me in the NR limit this leads to











































































































































































= i(σ ·∇)ψ′∗s′ (x) (C.47)
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yielding











(− i∇ψs(x))χs + χ∗s′(σ · i∇ψ′∗s′ (x))ψs(x)χs} .
(C.48)
Thus, we obtain, with (C.35) and (C.48), the matrix elements of H(1)PV




d3x 2geA 〈ψ′e | : e¯γ0γ5e : |ψe〉
 ∑
q=u,d,s























guV (2Z +N) + g
d


















+ σ · (i∇ψ′∗s′ (x)) δ3(x)ψs(x)}χs (C.49)
where we introduced the nuclear-spin independent weak charge (2.34) of an atomic
nucleus. With the spatial representation of the momentum operator pˆ we have
〈x| pˆ |ψ〉 = −i∇ψ(x) ,
〈ψ | pˆ |x〉 = i∇ψ∗(x) ,
〈φ| pˆ |ψ〉 =
∫





〈φ| pˆ |ψ〉 =
∫
d3x 〈φ| pˆ |x〉 〈x|ψ〉 =
∫




With (C.50) we can conclude that the matrix elements (C.49) correspond to the oper-
ator (2.33).
The next task is the calculation of H(2)PV. The nuclear part of the according matrix
element is given in (C.36). Since 〈I, I ′3 | q¯γ0γ5q |I, I3 〉 = 0 we have only to consider
µ = 1, 2, 3 for the calculation of the NR reduction of 〈ψ′e | : e¯γµe : |ψe〉. The derivation
is analogous to that of H(1)PV yielding (2.36).
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D The Numerical Software QABSE
In this appendix we briefly want to describe the global structure of implemented al-
gorithms of the numerical QABSE (Qt Atomic Beam Spin Echo) software written in
C++ and utilising it++ numerical routines. It is endowed with a Qt graphical user in-
terface and was originally developed by Dr. Timo Bergmann [39]. QABSE provides for
the computation of geometric flux densities and Berry phases of hydrogen (n = 1, 2),
deuterium (n = 2), and 4He (n = 2). It can be easily extended to other atomic species.
The software has the following features and numerical routines:
• Computation of Berry phases and dynamical phases for all field configurations
that do not include degeneracies1. Here, the line-integral representation according
to Section 3.4 is employed.
• Computation of flux-density vector fields in arbitrary three-dimensional para-
meter spaces. Divergence and curl of PC vector fields can also be calculated.
The implementation for the PV vector fields is straightforward.
• Decomposition of the geometric phases and their flux densities in P-conserving
and P-violating parts, where the P-violating contribution is broken down in the
nuclear-spin dependent and the nuclear-spin independent contribution.
• Providing data for time-table plots, Zeeman diagrams, decay rates as function
of the external fields, evolution of the eigenstates, their complex energies and F3
quantum numbers.
• Computation of spin echo signals based on the total integrated flux, parallelised
using OpenMP®.
The implementation of these features is given as a pseudocode below. Its main parts
have already been described in [83]. To entirely understand the procedures, studying
the commented source code is advisable.
1Path sections of pure B3-fields may cross B3 = 0. For that situation the consistent labelling of states
is described in Section 5.3.
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IMPORT S_MIN and S_MAX13










2The maximal value of the minimised norm used for the difference quotient approach, approximating
the line integral representation of Berry phases.
3A parameter for the accuracy employed in the routines checking the continuity of energy eigenvalues
and F3 quantum numbers, where appropriate and/or user-specified.
4Threshold (optional) up to which AccuracyForAdaptiveStepping is weakened for nasty field config-
urations.
5MultiplyPV1 and MultiplyPV2: Values with which the PV Berry phases are multiplied manually.
Default is 1.
6For the decomposition of Berry phases into P-conserving and P-violating contributions.
7If true, alignment failures of non-metastable states are ignored.
8Eigenvalues, eigenvectors, scalar products, accumulated phases, data for time-table plots, data for
total integrated flux, etc.
9The initial superposition of metastable eigenstates.
10The superposition of metastable eigenstates used for projection onto the evolved state at the end of
the interferometer.
11Connected to the average velocity of the atoms in z-direction.
12σL, σk.
13Range of the spin echo parameter s modulating the (user-specified) field components.
14The z-axis values between s is applied.
15Number of base points for the Fp-curve.
16The math parser ’muparser’ from SOURCEFORGE.NET® parses the z-parametrised field config-
uration.
17The number of points where the field configuration and the eigensystem is evaluated if an adaptive
stepping is not needed due to the physical situation. Otherwise, the number of points will be









’The time has come’, the Walrus said,
’To talk of many things:
Of shoes – and ships – and sealing-wax –
Of cabbages and kings...’
END OF WALRUS
MOVE_FIELDCONFIGURATION22
SOLVE EigenProblem at first point of the FieldConfiguration23
SYNCHRONISE NumberingScheme with the reference numbering scheme
BEGIN WHILE ( FieldNotAtEnd OR ( FieldAtEnd AND AlignmentFailed) )
MOVE_FIELDCONFIGURATION to next point of field configuration24{
IF ( AlignmentOk AND CurrentStepSize < BaseStepSize)
THEN double CurrentStepSize
ELSE IF ( AlignmentFailed )
THEN halve CurrentStepSize
}
MOVE_EIGENSYSTEM to current point of field configuration25
CHECK continuity26 of energies and F3.
ALIGN current RKets2 at the previous RKets
BEGIN IF ( AlignmentFailed AND ( DeltaZ > MinimalDeltaZ27) )
THEN skip the following code of the while-loop28
ELSE IF ( AlignmentFailed AND ( DeltaZ ≤ MinimalDeltaZ) )
THEN{
soften the alignment criteria29
18For example H(n = 2).
19The label order of the eigenstates obtained by a reference field B = (0, 0, 10)µT, E = 0.
20Depending on FieldConfiguration.
21Lewis Carroll, Through the Looking-Glass and What Alice Found There, 1872. In honour of the
tradition to hide Easter eggs.
22From the reference field to the first point of the FieldConfiguration. Continuity of the energies (and
of F3 for pure B3-fields) is ensured with a precision set by OMLIMIT.
23The according data are stored as reference eigenvectors in order to obtain the phases at the end of
the interferometer, cf. [83].
24Using BaseStepSize computed from BaseSteps and InterferometerLength.
25That is, compute eigenvalues and eigenvectors at the current position on the z-axis and use the
reference numbering scheme to label the new eigenvectors.
26In case the user-specified criteria are violated, MOVE_FIELDCONFIGURATION will reverse the
actual stepping and move forward half the distance instead.
27MinimalDeltaZ is at least machine precision, i.e. 10−16 since DeltaZ is the difference of two numbers
of type double. Actually, we define MinimalDeltaZ = 10−13 m.
28MOVE_FIELDCONFIGURATION will reverse the actual stepping and move forward half the dis-
tance instead.
29Increase the AccuracyForAdaptiveStepping up to the predefined value WeakenAAS.
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IF ( AlignmentFailed ) THEN break down the computation30
}
ELSE IF ( AlignmentOk31 )
COMPUTE left eigenvectors
IF ( UsePerturbationTheory )
THEN compute P-conserving and P-violating contributions
separately32
ELSE compute total geometric phase contribution33
COMPUTE the effective potential
COMPUTE the reduced arrival times
STORE the current position z34





COMPUTE relative phases between last and first right eigenvectors37




COMPUTE Divergence and curl of PC FluxDensityVectorFields40
COMPUTE SpinEchoSignal41
30This severe case cannot be handled with the present software.
31Now we have the right eigenvectors RKets2 at the current position on the z-axis suitably aligned
with the right eigenvectors RKets at the previous (appropriate) position on the z-axis.
33The contributions to the geometric phase are local contributions that are accumulated additively.
34As the starting position for the next MOVE_FIELDCONFIGURATION routine.
35As reference eigensystem for the next point in the field configuration.
36All data that evolves while the field configuration is stepped forward.
37This relative phases are added to the total accumulated geometric phases.
38Export all data that is calculated after the end of the field configuration is reached, e.g., geometric
phases and total integrated flux. The latter is also exported to the ’SpinEcho’ tab within the user
interface.
39A separate procedure which, however, uses large parts of the MAINROUTINE. For each parameter
space point of the user-specified grid, the procedure starts from the reference field and reaches the
parameter point with a straight line. Thereby, the degeneracy at B = 0 has to be avoided when
defining the grid.
40Both are calculated automatically when computing FluxDensityVectorFields.
41Using OpenMP® parallel computing (optional). Therefore, the make-file has to be modified: The
flag -fopenmp has to be used for gcc, g++, CFLAGS, CXXFLAGS, and LINK. Otherwise #pragma
omp source code will be omitted. Then type in console: export OMP_NUM_THREADS=X, where
X is the number of CPUs which ought to be utilised. Then, execute QABSE.
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