One contribution of 11 to a theme issue 'X-ray tomographic reconstruction for materials science' . Error estimates for tomographic reconstructions (using Fourier transform-based algorithm) are available for cases where projection data are available. These data are used for reconstructions with different filter functions and the reliability of these reconstructions can be checked as per guidelines of those error estimates. There are cases where projection data are large (in gigabytes or terabytes) so storage of these data becomes an issue. It leads to storing of only the reconstructed images. Error estimation in such cases is presented here. Second-level projection data are calculated from the given reconstructed images ('first-level' images). These 'second-level' data are now used to generate 'second-level' reconstructed images. Different filter functions are employed to check the fidelity of these 'second-level' images. This inference is extended to first-level images in view of the characteristics of the convolution operator. This approach is validated with experimental data obtained by the X-ray micro-CT scanner installed at IIT Kanpur. Five specimens (of same material) have been scanned. Data are available in this case thus we have performed a comparative error estimate analysis for the 'first-level' reconstructions (data obtained from CT machine) and second-level reconstructions (data generated from first-level reconstructions). We observe that both approaches show similar outcome. It indicates that error estimates can also be applied to images when data are not available.
Introduction
Two-and three-phase flow systems are commonly studied in various engineering applications. Voidfraction is one of the important parameters to characterize the behaviour of such flow systems. A detailed analysis is important for design and maintenance aspects in several Another experiment (for two-phase flow simulation) was performed recently on a mini-CT scanner (Procon X-ray GmbH) installed at IIT Kanpur (http://www.procon-x-ray.de/; http://www.iitk.ac.in/net/ct_mini_webversion.swf). This CT system uses a micro focus X-ray tube of 7 µm focal spot, and it provides three-dimensional projection data. An attenuated X-ray radiation beam is detected on a flat panel detector of 1024 × 1024 photo-diodes. The detector area is 12.1 × 12.1 cm 2 and it makes a cone beam angle of ±7.9 • on the X-ray source. The source-todetector distance is 46.64 cm. The source-detector system is fixed and the object rotation facility is available in this CT system. A photograph of this set-up is shown in figure 1 . More details are given in appendix A. five specimens, represent the flow cross sections at different times of measurement. We have presented here the case of nearly uniform distribution of holes across the cross section. The crosssectional area of voids is nearly the same for all specimens. It is assumed that bubbles are moving in a vertically upward direction and they appear at different positions (on the cross section) at different times. Specimens were kept at a distance of 10.7 cm (pixel resolution of 25 µm) from the source. The peak energy of the X-ray source is fixed at 110 keV and detector time is selected as 450 ms. The intensity of X-ray radiation is measured with 16-bit data resolution. Data are collected for 400 projections views. We now perform the sensitivity analysis for the choice of filter function in §3. Section 4 will include the first-and second-level KT-1 analyses to check the fidelity of projection data or reconstructions.
Sensitivity analysis for the choice of filter
Reconstruction with the CBP algorithm involves the use of filter function. The choice of filter function plays an important role in the reconstruction step. The selection procedure of filter function depends upon the density distribution across the cross section. It also depends upon the features which the user wants to extract from the reconstructed image. We have done a sensitivity analysis on the choice of filter function. Images have been reconstructed with different filters listed in table 1. We have done this exercise for simulated data in this section.
We have chosen the following three cyber phantoms having different natures of density distribution:
(i) Cyber phantom 1. It is similar to the specimens shown in figure 2. It has a density of 0.2 g cm −3 and 16 holes of density 0 g cm −3 as shown in figure 3a.
(ii) Cyber phantom 2. It is a circular cross section with diameter 256 units (density value of 1 g cm −3 which is equivalent to density value of water) having a large number of small holes of diameter ranging from 3 to 4 units (density value of 0.0012 g cm −3 which is equivalent to the density value of air). This phantom represents a two-phase flow system (air-water), and it is shown in figure 3b. (iii) Cyber phantom 3. It is also a circular cross section with diameter 256 units (density value of 1 g cm −3 which is equivalent to the density value of water) with small circles (two different densities of 0.0012 g cm −3 and 1.38 g cm −3 ) of diameter ranging from 3 to 4 units. Chosen density values are the densities of air (0.0012 g cm −3 ), water (1 g cm −3 ) and polyvinyl chloride (1.38 g cm −3 ). This three-phase flow system is depicted in figure 3c .
We, here, have shown the results for two filters only, H54 (smooth) and H99 (sharp). These filters are the popular Hamming filter and the approximate Ram-Lak filter. These two filters represent the two extremes of the filtering scheme. Other images are not shown here but they are included in a representative form in KT-1 graphs. Projection data are generated for 1024 rays and 400 views. Figure 4a -c is the reconstructions of cyber phantom 1, cyber phantom 2 and cyber phantom 3 by using the H54 filter. The corresponding reconstructions using the H99 filter are displayed in figure 5a-c. Table 2 shows root mean squared errors (RMSEs) for the reconstructions of H99 and H54. It is noted that the cross section, having uniform density distribution and small density variance (0 for holes and 0.2 for base matrix), shows less error as in case of cyber phantom 1. The other two cyber phantoms show comparatively large errors. This is due to large variations in density profiles (0.0012, 1 and 1.38) and non-uniform distributions of particles. The first Kanpur theorem was used earlier for characterization/quantification of reconstructed images. It is applied when projection data are available. These data are used to reconstruct the image with different filter functions. Reciprocals of maximum grey level values of these reconstructed images are used as an error indicator. These values are plotted against the corresponding second derivatives of window functions at Fourier space origin. A good linear fit indicates that projection data are good.
The second level of the KT-1 signature is applied when the image is available, but projection data are not available. It is calculated from the available CT images. These 'second-level' projection data are now used to reconstruct 'second-level' CT images with different filter functions. The results obtained from these images are referred to as second-level KT-1 signatures. Images reconstructed from the sharp Hamming filter (H99) are used to calculate the 'secondlevel' projection data in this study. All the 'second-level' CT images displayed in this study are reconstructed with the H99 filter.
(a) Simulation First-and second-level KT-1 signatures are obtained for the above-defined three cyber phantoms. Figure 6a depicts the original cyber phantom 1 which represents a linear combination of a limited number of approximate Dirac-delta functionals. Its first-level reconstruction with the H99 filter is shown in figure 6b . Figure 6c is the second-level reconstruction from the projection data calculated by using the image given in figure 6b. It is noted that the second-level reconstruction is close to the original phantom. The reconstructed density values do not show much difference in firstand second-level reconstructions. This is because the phantom does not have a large number of density values. First-and second-level KT-1 signatures of this phantom are shown in figure 7 . The x-axis of these plots is the second-order derivative of the window function at the Fourier space origin, and y-axis is the reciprocal of maximum grey level value (n max ) of the reconstructed image. This n max value is used here as a characterization tool for error [26] . The parameters of KT-1 signatures are given in table 3. Slope value is doubled for the second-level KT-1 but the linear fits are good for both the signatures. We note that the H99 filter is chosen here for the second-level case because the nature of bubbles is inherently 'sharp', implying sudden change in density from 0 to 1 g cm −3 . Figure 8a -c is the original cyber phantom 2, first-and second-level reconstructions with the H99 filter, respectively. This phantom is a linear combination of several Dirac-delta functionals. The reconstructed density values are close to the original phantom for both first-and secondlevel reconstructions. This phantom also has only two density values, thus the projection data generated from this image are more accurate and close to the original. First-and second-level KT-1 signatures corresponding to this cyber phantom 2 are displayed in figure 9 . The corresponding Cyber phantom 3, representing a three-phase flow, is displayed in figure 10a . Its first-and second-level reconstructions are given in figure 10b,c, respectively. We observe that the secondlevel reconstructed density values are comparatively smaller than the original and the first-level reconstruction. Its first-and second-level KT-1 signatures are displayed in figure 11 . It is noted that instrumentation noise is absent in the simulation case, thus all the KT-1 signatures show a good linear fit. projection data are now calculated from these first-level reconstructions. These data are now used for second-level reconstructions and these images are shown figure 13a-e for five specimens. First-and second-level KT-1 signatures for five specimens are displayed in figure 14a-e. The corresponding parameters are given in signatures can be used for characterization purposes. It is noted that the change in slope and intercept values (for five specimens) is similar in both the first and the second levels. The values, however, are quite different due to the difference in reconstructed density values at second level.
A small dust particle appears in specimen 1 at the boundary of one of its hole. This particle has a larger density (approx. 0.8) and it leads to different slope values in comparison to other specimens. This dust particle 'separates' specimen 1 from the other four specimens. The first-level KT-1 check, in the absence of projection data, cannot be performed but second-level analysis is possible in such cases. We see that second-level KT-1 slope is also able to 'separate' specimen 1. This second-level analysis, therefore, can be used to identify the presence of some unknown material/particle in the cross section whenever CT scanner software does not permit extraction of projection data. We note that intercept values, in the case of second-level KT-1 signatures, are smaller and this behaviour is similar to the simulation case. This information supplements the inferences drawn on the basis of slope values.
(c) Hannover data for multi-phase flow
We have presented a KT-1 analysis for simulation and static objects in previous sections. We, now, discuss it for dynamic objects. Sections 4c(i),(ii) include the results for a two-and a three-phase bubble column, respectively. Attenuation coefficients of different materials (air, water and PVC), at different X-ray energies, are provided by Hubbell [27] .
(i) Two-phase case
Air and water were used as two phases in a bubble column. Water velocity was fixed at 0.07 m s −1 and air velocities were 0.06, 0.08, 0.12, 0.14 m s −1 . The bubble column was scanned at two different heights 1.7 and 3.2 m. Projection data were collected for X-ray energy of 60 keV. We note that the density values are the same and bubble distribution is similar as in the case of cyber phantom 2.
First-level reconstructed phase fractions of air, for the 1.7 m level, are displayed in figure 15a-d. These images are reconstructed with filter H99. First-level reconstructed cross sections, for the 1.7 m level, are used to calculate second-level projection data. These data are now used to reconstruct the second-level images with different filter functions. We show the second-level images reconstructed in figure 16a-d. It is observed that second-level reconstructions show relatively smaller air fractions than first-level images.
Air fractions, for the 3. (ii) Three-phase case
Air, water and PVC were used as three phases in this analysis. The concentration of PVC was 5% of the total volume of the bubble column. Flow rates were the same as in the case of two-phase flow and the column was scanned at heights of 1.7 and 3.2 m. Projection data were collected at two different X-ray energies of 60 and 200 keV to solve a three-phase flow case. We now present the first-and second-level KT-1 signatures for phase fractions of air for different air velocities. These signatures, for the 1. of 0.06 m s −1 . We see ( figure 24a ) that a few bubbles were observed for this case. It leads to a large KT-1 slope for the second level as shown in figure 26a . Figure 26b -d shows the first-and second-level KT-1 signatures for air velocities of 0.08, 0.12 and 0.14 m s −1 . It is noted that the range for the y-axis is the same for all these three air velocities. It is, however, different for an air velocity of 0.06 m s −1 due to a comparatively large slope. 
Conclusion
A major finding of this work is the suitability of the second-level KT-1 approach for characterizing different flow situations whenever projection data are not available. Other features of this study are given as follows:
-performance of the IIT Kanpur CT scanner is evaluated using the KT-1 route.
Reconstructions with different filters do not show much difference in cases of uniformly distributed cross sections. The RMSE is observed to be approximately 0.02 for simulation cases; -the difference, for the reconstructions with sharp and smooth filters, is significant in the case of cross sections which have large range of density values with non-uniform distribution. The RMSE is observed to be approximately 0.23 for two-and three-phase simulation cases. Sharp filters are recommended for such flow conditions; -second-level reconstructions, in the case of IITK data and similar simulated data, show slightly larger density values in comparison with first-level density values; -air fractions, in second-level cases, are relatively smaller for both two-and three-phase cases; and -inferences drawn from the second-level KT-1 approach are consistent with the first-level KT-1 approach in cases of simulated data. This fact gives confidence that second-level analysis with real-world data has good reliability. . Schematic details of source, bubble column and detector system [28] . (Online version in colour.)
65 536 different intensity levels. This fact helps in detecting air bubbles and PVC particles of 0.1 mm and correspondingly low phase fractions in the bubble column. Projection data were collected for two different X-ray energies: 60 and 200 keV. The attenuation property of an object is significantly different for these two energy regions which help in calculating the three phases separately. The three phases used for this study were water, air and PVC granules. Air supply was via 54 holes of 1 mm diameter at the bottom of the bubble column. These holes were distributed uniformly over the entire cross section. Water supply was via seven nozzles of 16 mm diameter. These nozzles were secured with a wire mesh to avoid falling PVC granules. Individual granular PVC particles were cylindrical in shape with diameter varying from 3 to 3.5 mm and their height ranged from 2 to 3 mm.
