Continuous weak measurement allows localizing open quantum systems in state space, and tracing out their quantum trajectory as they evolve in time. Efficient quantum measurement schemes have previously enabled recording quantum trajectories of microwave photon and qubit states. We apply these concepts to a macroscopic mechanical resonator, and follow the quantum trajectory of its motional state conditioned on a continuous optical measurement record. Starting with a thermal mixture, we eventually obtain coherent states of 78% purity-comparable to a displaced thermal state of occupation 0.14. We introduce a retrodictive measurement protocol to directly verify state purity along the trajectory, and furthermore observe state collapse and decoherence. This opens the door to measurement-based creation of advanced quantum states, and potential tests of gravitational decoherence models. 1 arXiv:1812.00928v1 [quant-ph] 
Within the Copenhagen interpretation of quantum mechanics, the quantum state of an isolated physical system is represented by its wavefunction. This mathematical object encodes the probability of possible measurement outcomes and contains the maximum possible knowledge about the system. Under the usually inevitable coupling of the system to an unknown environment, the state evolves into a statistical mixture of quantum states, in a process known as decoherence. The mixture is described via a density matrix ρ, which again encodes measurement probabilities, while accounting for the ignorance about system-environment interactions. Decoherence entails the disappearance of some of the most salient, and useful, features of quantum mechanics, such as superposition and entanglement. However, if information becomes available on how the system has interacted with the environment, it is possible to restore and retain the purity of the quantum state (i.e. the extent to which the mixture is dominated by a single random, but known wavefunction). Measurements can yield such information; over a finite time interval, however, the obtained information is often incomplete.
1, 2 The density matrix can anyways be updated, conditioned on the particular measurement outcome, which purifies the state. Sufficient measurement repetitions can then have the cumulative effect to project the system into a pure quantum state-akin to an ideal von Neumann measurement, which instantaneously collapses the quantum state into a pure eigenstate of the measurement operator. As the information accumulation through such a weak measurement takes time, obtaining pure conditional states require measurement rates that approach the system's total decoherence rate. The latter may be notably increased by the presence of the measurement apparatus, which can itself be considered a bath which decoheres the system through its quantum backaction.
In the continuous limit of many weak subsequent measurements carried out over short times, the state conditioned on a measurement record traces out the system's quantum trajectory in time. Observing pure quantum trajectories is a challenging task, yet achieved only in very clean settings such as cavity 3 and circuit 4, 5 QED. Here, we extend these ideas to measurements of the motion of a macroscopic mechanical resonator. [6] [7] [8] [9] [10] [11] In this setting, pure conditional states are obtained through measurements of high efficiency η meas = Γ meas / (γ + Γ qba ), where Γ meas is the measurement rate and γ and Γ qba are decoherence rates induced by a thermal bath, and measurement quantum backaction, respectively.
12, 13
Prior experiments on motional state estimation has remained confined to the classical regime, due the fast decoherence by the thermal bath. [14] [15] [16] [17] In contrast, by probing the system with a measurement whose efficiency reaches η meas ≈ 67%, we are able to observe individual quantum trajectories of highly-pure conditional states. Moreover, building on recent theoretical and experimental work on retrodiction 9, 10, 18, 19 and past quantum states, 20, 21 we introduce a retrodiction-based trajectory-verification technique, and use it to confirm the purity of the conditional state by statistical analysis of ensembles of trajectories. This allows us to directly observe the collapse of the conditional state, as well as the decoherence that occurs in the absence of information from the measurement.
We explore these ideas in an optomechanical system based on an ultracoherent soft-clamped membrane resonator.
22
The mechanical mode of interest (at the frequency Ω m /2π = 1.14 MHz) corresponds to a localized defect mode created within a phononic crystal. This design simultaneously reduces radiative energy loss and avoids loss-inducing mode curvature, resulting in extremely low mechanical energy dissipation rate, Γ m . For the device used here, we find Q = Ω m /Γ m = 1.03 × 10 9 at temperature T = 11 K. This motion is dispersively coupled to the frequency of a Fabry-Perot cavity mode (linewidth κ/(2π) = 18.5 MHz) at a characteristic vacuum optomechanical coupling rate g 0 /(2π) = 129 Hz. Populating the cavity with a large coherent field (withn cav average photons) leads to a linearized, field-enhanced coupling at rate g = √n cav g 0 . A probe laser which drives this cavity resonantly will acquire phase modulation sidebands proportional the mechanical displacement, which we detect via a balanced homodyne receiver. The total detection efficiency (including cavity out-coupling) is η det = 74%, ensuring that minimal mechanical information is lost.
In addition to a resonant probe beam, we also utilize an auxiliary beam to provide some pre-cooling of other modes of the membrane, via both sideband-and feedbackcooling. 23 The effect of this beam on the main mode of interest is simply to change its effective thermal environment. Small, residual detuning of the probe similarly provides some damping. In the following we account for both of these and refer to the effective energy damping rate and bath occupancy as, respectively, Γ m /2π ≈ 130 Hz andn th ≈ 2, such that γ = Γ mnth ≈ 2π × 260 Hz.
The quantum measurement backaction of the probe is manifest as radiation pressure force fluctuations, leading to additional mechanical decoherence at rate Γ qba = 4g 2 /κ ≈ 2π×2.54 kHz. Similarly, the mechanical displacement measurement can be characterized by a measurement rate Γ meas = 4η det g 2 /κ ≈ 2π× 1.88 kHz. Thus, the experimental system studied here can achieve measurements in which quantum backaction dominates thermal motion, and the measurement rate approaches the total decoherence rate (i.e. the measurement efficiency η meas = Γ meas /(Γ qba + γ) → 1).
The quantum trajectory of the mechanical resonator is derived from quadratures i = (i X , i Y ) of the homodyne photocurrent, I(t), demodulated at frequency Ω m . This demodulation, which occurs in post-processing, uses a high-order low-pass filter whose ∼ 120 kHz bandwidth is significantly larger than the total decoherence rate (γ+Γ qba ≈ 2π×2.80 kHz), such that it has negligible effect on the mechanical signal 6 (see Supplement). The continuous data stream is subdivided into 3.2 ms segments, each of which is treated as an individual experimental realization. Examples of the raw photocurrent and one demodulated quadrature are shown in Fig. 1b .
These photocurrent quadratures form the measurement channels from which we extract the quantum trajectory. This is done according to a stochastic master equation (SME), which simultaneuously describes unitary evolution of the system, environmental coupling, and Bayesian updates according to the measurement record. 11, 24 Note that while our system is composed of both an optical and a mechanical mode, the cavity field can be adiabatically eliminated, since κ Ω m . to move to the interaction picture at frequency Ω m and make a rotating wave approximation. Thus, we describe the system in terms of the slowly-varying quadraturesr = (X, Y ), where the mechanical position isq =X cos (Ω m t) +Ŷ sin (Ω m t). The corresponding SME is
where L th and L qba describe interactions with the thermal and quantum optical baths, respectively (see Supplement). The final term, written in terms of the measurement superoperator H and two independent Wiener processes, W = (W X , W Y ), describes the conditioning of the state. This conditioning is based upon the measurement record, i dt = √ 4Γ meas rdt + dW, where r = tr(rρ) is a vector of the quadrature expectation values. Assuming Gaussian statistics, the conditional state is fully characterized by these expectation values along with the covariance matrix V ij = tr({r i − r i ,r j − r j }ρ)/2, where {·} is the anticommutator. For our purposes, this covariance can be written in terms of a single number,
The dynamics of these first and second moments are given by
Note that while the expectation value evolution is stochastic (driven by the stochastic term dW), the conditional variance evolves deterministically, decaying to a steady state value
where V bath = (n th + 1/2 + Γ qba /Γ m ) is the total bath variance. 12 The reduction of the conditional variance (Fig. 2a) to its steady-state happens in a characteristic collapse time which depends inversely on the measurement rate. 7 In the regime of fast, efficient measurement Γ meas γ Γ m , relevant to this work, this variance approaches V ≈ 1/(2 √ η meas ).
Thus, in the limit of highly efficienct measurements (η meas → 1), the measurement process is able to project the initial thermal state into a pure coherent state (V = 1/2). We note that eqs. (2)- (3) are formally equivalent to a Kalman filtering problem, 7 with constraints on the measurement and process noises imposed by quantum mechanics. Like the state estimate of a Kalman filter, the quantum state ρ(t) enshrines the most accurate possible prediction of subsequent measurement outcomes.
In Fig. 1d , e we show an example of a quantum trajectory r(t), as calculated according to eq. (2). The region 0 < t < 100 µs indicates the collapse time of the measurement, after which the conditional variance has decayed to its steady state V . For the large probe strength used here (corresponding to η meas = 67%) the predicted conditional variance is V = 0.61, only 20% larger than the zero-point fluctuations. This corresponds to a coherent state with purity P = tr (ρ 2 ) = 1/(2V ) = 0.82.
Unlike r, this conditional variance V cannot be immediately obtained from the experimental data: averaging individual trajectories approximates only the unconditional variance, V bath , in this regime (see Supplement and Fig. 1 ). To actually verify the prepared conditional state at time t 0 , an experimenter could make a strong projective measurement at that time. Here we approximate this by a positive-operator valued measure (POVM) measurement based on subsequent data collected for t > t 0 . 19, 20 To do so, we back-propagate an effect operator E from future times to the past time t 0 . The role of the effect operator is to refine, in a Bayesian sense, the probabilities for measurement outcomes, as determined by a density matrix ρ(t 0 ). Together, ρ and E define the past quantum state, 19, 20 from which the expectation value of an operatorÂ is calculated as Tr(ÂρE)/Tr(ρE). The (unconditional) thermal state could be chosen for ρ(t 0 ), disregarding the data collected before t 0 . If any prior (to t 0 ) information about the system is ignored, ρ(t 0 ) ∝ 1, and E contains all information about the quantum state at time t 0 -as determined exclusively from measurements at later times. We adopt this as a useful point of view, but note that the mathematical relations employed in the following comparisons hold irrespective of the interpretation of E.
For states whose evolution ρ(t) is restricted to Gaussian states, the effect operator E can be characterized by the expectation value r = tr(rE) and covariance matrix (V E ) ij = tr({r i − r i ,r j − r j }E)/2. For the mechanical measurement performed here, V E can be written as (V E ) ij = V E δ ij , and the first and second moments evolve according to 9, 10, 19 
where dW E = idt − √ 4Γ meas rdt is a stochastic variable and the steady state conditional variance is V E = V + Γ m /(4Γ meas ) ≈ V . It is this retrodicted trajectory (determined only by the measurement record after t 0 ) which we will use to verify individual quantum trajectories such as the one shown in Fig. 1 .
In Fig. 2a we show a predicted and retrodicted trajectory, r(t) and r(t), in a time interval in which both conditional variances have reached the steady-state. These trajectories are compared at an arbitrary common end point, t 0 . Various pairs of r(t 0 ) and r(t 0 ), from different experimental trials, are shown in Fig. 2 . We calculate, over this ensemble of experimental realizations, the covariance matrix of the relative trajectories
As expected, we always find that σ This experimental variance provides a direct measurement of the desired quantum conditional variance V . As we derive in the Supplement, the ensemble variance is given by a simple sum of the variances of the operators characterizing the pre-and retrodicted quantum state, respectively,
a result quite compatible with intuition. We experimentally find a variance of σ 2 = 1.29, which agrees with the predicted σ 2 = V + V E = 1.24 to within 4%, and corresponds to a purity P = 0.78. (This includes a correction due to 6% systematic error introduced by demodulation filter correlations -see Supplement). This corresponds to a displaced thermal state of occupationn cond = 0.14. In this sense, this process is sometimes referred to as "cooling by measurement".
14 Force feedback based on the predicted quantum state can in principle entirely undo the displacement, to yield a zero-mean, low-entropy state.
6, 26
We can extend this retrodiction-verification protocol to study the measurement process in more detail, including its dynamics. In particular, we can observe both the measurement-induced collapse of the conditional state, and decoherence in the absence of measurement conditioning. To do so, we compare retrodicted quadrature values with the forward-calculated ones at a time t 0 , which now varies within the interval 0 < t 0 < 3 ms. The resulting relative trajectories ( r(t 0 ) − r(t 0 )) and their ensemble variance are shown in Figs. 3a, b , respectively. Note that the retrodiction always begins at 3.2 ms, such that its conditional variance is in the steady-state throughout the displayed time interval. In contrast, the predictions all begin at t = 0 µs. Thus, up to ≈ 50 µs, the conditional variance V (t) is expected, per eq. (3), to decay from an unconditional thermal state. Indeed, this is exactly the behavior revealed by the retrodictive state verification in Fig. 3b . Next, to visualize the dynamics of the system in the absence of measurement, we set the measurement efficiency to zero in eq. (2) from time 0.7 ms onward. That is, we stop conditioning the predicted quantum trajectory based on the measurement record. Thus, the conditional variance rethermalizes, and our nearly-pure state decoheres into a statistical mixture.
The ability to effect strong projective displacement measurements via continuous weak measurement opens the door to various measurement-based protocols. Applying the same underlying machinery to modified measurement schemes allows, for example, the production of conditional mechanical squeezed states, as well as conditional entanglement and quantum steering.
9, 10, 27 Moreover, while the analysis presented here was implemented in post-processing of data, there is no fundamental obstacle to implementing this protocol as a real-time filter (e.g. using an FPGA). Real-time feedback that removes the (known) mean displacement can then yield unconditional states with the desired quantum correlations. Finally, the measurement and analysis techniques presented here could be of interest to test and constrain models for gravitationally induced decoherence, such as continuous spontaneous localization. 
respectively. The latter is also referred to as the quantum backaction of the measurement. These superoperators act on the slow mechanical amplitudeĉ = X + ıŶ / √ 2. The dissipation and measurement superoperators are, respectively,
Connection between experimental averages and quantum expectation values
We want to connect statistical quantities which we can calculate from an ensemble of experiments to quantum expectation values and variances. To avoid confusion we define the quantum expectation value (QEV) of an operatorÂ as A = tr ρÂ if based on a quantum state ρ or A = tr EÂ if based on the effect operator, E. Hence, in our notation, arrows indicate pre-and retrodicted first moments of an operator, while we generally denote vector quantities in boldface. Instead, the classical expectation value (CEV), or average, of a stochastic variable r is defined as r and its variance Var[r] ≡ (r − r ) 2 .
Let's callr = (X,Ŷ ) the vector of the mechanical slow quadrature operators. The stochastic master equation then predicts the evolution
for the first moments, i.e., the quantum expectation values r = tr(ρr). Here, W is a Wiener process, i. e. a stochastic (vector) variable satisfying dW i = 0 and dW i dW j = δ ij dt, and V (t) is the time-dependent conditional variance of the quantum state. This variance satisfies a Riccati equation and for an initial thermal state with variance V bath = n th + 1/2 + Γ qba /Γ m its solution is
where V is the steady state conditional variance given by
We henceforth assume that such steady state regime has been reached (i.e. the observation time is much longer than the collapse time). We then formally solve the first moment equations and find
These first moments r(t) are directly obtained from the measurement record and represent a stochastic, classical variable and we can thus calculate statistics in terms of CEVs. From eq. (S8) and dW = 0 we have r(t) = e −(Γm/2)(t−t i ) r(t i ) . The assumption of the conditional state variance to be in the steady state corresponds to assuming the initial condition to be far in the past, i.e. t i → −∞. In this limit, we can also disregard the first term in the right hand side of eq. (S8) and find the expected result r(t) = 0.
Let's calculate now the second-order correlation function of the random variable r(t),
Exploiting Itô isometry, for t > t we find
At equal time we find
In the limit of fast, efficient measurement Γ meas γ Γ m , an average over experimental realizations then recovers the expected unconditional, steady-state quantum variance determined by thermal noise and quantum backaction heating, r(t) 2 ≈n th + 1/2 + Γ qba /Γ m .
To extract the conditional variance, we compare with retrodictions of the quantum state at the same time t. The QEV ofr from the retrodicted effect operator evolves according to 9, 10, 19 
where dW E (t) = i(t)dt − √ 4Γ meas rdt. We assume that the final condition is far in the future, so the quantum variance V E (t) is in the steady state and given by V E = V + Γ m / (4Γ meas ). To express the random variable r in terms of the Wiener stochastic process, we use dW
where λ = 4Γ meas V E − Γ m /2. The first moment is r(t) = 0. The variance of this process is
where we have broken down the three contributions. The first integral (using eq. (S10)) gives
the second integral, using Itô isometry, is
and finally the third integral, using eq. (S8) and the Itô isometry again, is
Combining these terms together and using the fact that V = V E − Γ m /(4Γ meas ), we find that
Finally, for our retrodiction-verification protocol, we are interested in the cross-correlation between r and r, i.e.
We have now all the tools to calculate σ 2 (t) = Var [ r(t) − r(t)]. Using the fact that
This can be expressed simply as
the main result of this calculation. Very much compatible with intuition, statistical averaging over many experimental runs yields a classical variance given by the sum of the quantum uncertainty of the prediction, plus the quantum uncertainty of the retrodiction. Let's now suppose that the prediction conditioning is stopped at time t * < t and after that the state ρ(t > t * ) is propagated deterministically according to the master equation (as in the right half of Fig. 3 ). The trajectory becomes
This will change
and
The experimental variance becomes
That is, from the moment the measurement is ignored (t * ), the experimental variance rises exponentially from the minimum value V + V E to the much larger value σ 2 (t t * ) ≈ (4Γ meas /Γ m )V 2 ≈n th + 1/2 + Γ qba /Γ m , which coincides with the expected unconditional variance (assuming Γ meas Γ m ).
Effect of demodulation filter When demodulating the homodyne photocurrent to obtain our quadrature measurement channels, i X and i Y , a low-pass filter is applied. It is important that this filter bandwidth is large enough that it does not attenuate the mechanical information contained in the signal. (Or equivalently, that the filter time constant is much shorter than the mechanical dynamics of interest.) The full bandwidth of this filter is 120kHz, and its effect on the homodyne spectrum is shown in Fig. S1 . We can assess the effect of this demodulation filter on various statistical quantities, by rewriting r(t) and r(t) explicitly in terms of the measurement record, again assuming that the steady-state has been reached: Supplementary Fig. S1 : Effect of the demodulation filter. Ensemble average power spectral density (PSD, blue) of the homodyne photocurrents I. The same photocurrents are demodulated at mechanical resonance frequency Ω m . After demodulation, we apply a 2×7 th order low-pass filter with a bandwidth of 60 kHz (equivalent to a 120 kHz bandpass filter). To illustrate that such filter does not affect the mechanical mode, we calculate the PSD of i X cos Ω m t + i y sin Ω m t (red). In grey we also show the steady-state filter for estimating the trajectory.
where
is the Heaviside step function, α = Γ m /2 + 4Γ meas V , and * indicates convolution. Thus, in the steady state, we have both trajectories written as convolutions of the measurement record with a (Kalman) 7 filter kernel, which is carefully defined to ensure the appropriate causality. The measurement record itself can similarly be expressed as a convolution i(t) = (D * I)(t) of the photocurrent, I(t), with a bandpass filter kernel, D. Thus, we can easily express the trajectories as compound convolutions, or products of convolutions in the Fourier domain:
The latter form is useful, since we can express various variances and covariances as integrals of the power spectra and cross-spectra, making use of the cross-correlation theorem 
We can now easily compare these statistical quantities in the presence or absence of the filter, D, using the above definitions of K, K and the known average power spectrum of I[Ω]. The results are summarized in Table S1 . Note that the difference in σ 2 reflects a systematic underestimate of the relative variance, which we correct for when presenting quantities (e.g. purity) in the main text.
System parameters and calibration
The optomechanical model underlying our stochastic master equation is based on relatively few parameters, most of which area easily obtained by independent measurements. Cavity linewidths are determined by measuring the cavity response to a swept laser with calibrated sidebands. The mechanical quality factor is determined by exciting coherent motion and monitoring the exponential ringdown. This ringdown measurement is made using a laser which addresses a very-low-finesse cavity mode, such that it has negligible optomechanical coupling. By repeating this ringdown measurement under various conditions, including making "stroboscopic" ringdowns, we can confidently rule out any optomechanical dynamical backaction in this Q measurement. Additional details on this Q measurement can be found in Ref. [23] .
Our optomechanical coupling rate, g 0 , is determined by a series of optomechanically induced transparency (OMIT) measurements. This allows for a coherent response measurement of the mechanical oscillator, from which the coupling rate can be inferred. In prior works (using the exact same experimental system), we have also made g 0 calibration measurements using an independent technique based on quantum backaction, and found good agreement with the OMIT method, lending support to this calibration technique. Additional details on both calibration methods can be found in Ref. [23] the background of the average PSD calibrated in absolute displacement units (through phase modulation technique) and using standard optomechanical theory we estimate a total detection efficiency η det = 0.74, consistent with independent measurements of the optical losses in the detection path. In addition, the level of this background is also used to normalize the photocurrent such that the PSD has a background of 1. This calibration is needed when one wants to use the photocurrent to calculate the quantum trajectories and POVM measurement according to eqs. (2) and (5).
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