i.e.,
with nik and nqk denoting the samples of the quadrature components of white noise n(t). The algorithm can be easily extended to the case where n(t) is a colored noise.
With a power series expansion for the sine and cosine functions, the measurement equations can be written in alternative forms as follows:
I_nqk/
In tile above approximation the terms of the order (watk)nln! and smaller order have been ignored (assuming here that wat k < n). With obvious definitions, the measurement equation can be written in a form "linear in parameters."
In the above, the prime (') denotes transpose, 
where 0 < X _< 1 is the exponential data weighting factor. One may refer to Refs. 8 and 11, for example, for an equivalent recursive update of 0"N-From 0"N, the estimates of A, wa and _bcan be obtained.
A. Computational Requirements
The algorithm of Eq. (4) In the implementations above, it is sufficient to store only the first row and column of P or p-1.
C. Baseband Sampling
In the case of baseband sampling, only the measurements {Yk} are available and the parameter matrix 0' is of dimension n × 1. In such an implementation, however, there may result an ambiguity of n radians in the phase estimate if the sign of wa is also unknown.
IV. Estimation Error Analysis
Assuming that the model Eq. (3) is exact (the dimension n of the parameter matrix in Eq. (2) is sufficiently high), then the substitution of Eq. (3) in Eq. (4) yields,
A simple manipulation of Eq. (5) yields the estimation error
Considering the case of _, = 1 and recalling that (nj} is a white noise sequence,
A. Frequency Estimation Error
A simple approximate expression can also be obtained for the frequency estimation error when the amplitude A is known and uniform sampling is used. The frequency estimate wa can be obtained as 
In terms of the unsampled system, if the additive noise process has one-sided noise spectral density No, then 02 = 2No/T s. Thus,
where P = A2/2 is the received signal power and K has value approximately equal to 4 for low values of n. This is the same mean square error as for Maximum Likelihood estimation (Ref. 1 ; Ref. 12, Eq. 8.116 ).
We note here that in the derivation of Eq. (9), the approximation error in Eq. (3) has been ignored. It is difficult to estimate the error due to such finite approximation.
However, from a few computer simulations, it appears that for n > waT= (waTs)N, such error is small.
B. Examples of Application to the DSN Receiver
To keep the dimension n of the parameter matrix small, the following estimation method is proposed. to a minimum, the dimension n was restricted to a small value and the observation period was also restricted to a small value.
For frequencies much higher than one, the least squares algorithm, Eq. (4) .. Here, we have reported results only for the frequency estimates; the phase esimates also converge at a fast convergence rate.
V. Simulations

Vl. Comparison with FFT Techniques
An alternative technique for the fast frequency acquisition is via fast Fourier transform of sampled data. We observe that for the case of infinite observation time, both procedures are optimum and thus are equivalent. However, for finite observation period T, the FFT has the limitation that the frequency estimates are quantized to intervals of 1/T Hz. In the finite dimensional approximation of the LS algorithm this is not the case and sufficiently accurate estimates can be obtained by choosing n sufficiently large (finer sampling) even for low values of T.
The price for such an improvement is increased computational requirements which is of order nlog2n (though higher than for FFT) if the matrix P is precomputed and is of order nlogn logn if P must be computed on line. With the application of fast algorithms, the storage requirement of P is only 2n (not n2/2). 
