The optimal foraging algorithm (OFA) was proposed by summarizing the rules of the animal foraging behavior in a group. Therefore OFA also has the defects of the swarm intelligence algorithm, such as easy to trap into local optimum and low convergence accuracy. In order to overcome these defects, an optimal foraging algorithm based on differential evolution (DEOFA) is proposed. The differential evolution mechanism contains mutation and crossover operators. The mutation and crossover operators are used to accelerate the convergence speed and global search capability of the OFA. The mutation operator is adopted to perform mutation operations centered on the optimal individual of each iteration to raise the convergence accuracy of the OFA. The test results of 30 benchmark functions show that the performance of DEOFA is better than nine compared algorithms in search accuracy, convergence speed and robustness. In order to verify the effectiveness of the DEOFA in solving practical problems, DEOFA is applied to solve the 0-1 knapsack problem. The test results in the six examples of 0-1 knapsack problems indicate that the DEOFA achieves better performance in accuracy, stability and high dimension.
I. INTRODUCTION
Optimization is the process of finding the best solutions for a problem in a specific situation. Optimization problems generally exist in engineering design [1] , economic decision-making [2] and other application fields. Usually, the optimization problem can be solved by precise algorithm or approximate algorithm [3] . The precise algorithm can find the global optimal solutions. However, the precise algorithm takes enormous computing time, so it is not suitable to solve high-dimensional or complex optimization problems. Therefore, the application of precise algorithm is limited. The approximate algorithm can find feasible solutions in a limited time, but the feasible solutions may be the global optimal solutions or the approximate global optimal solutions. Heuristic algorithm is a kind of approximate algorithm [4] . Heuristic algorithm searches optimal solutions iteratively based on rules that are constructed by experience or The associate editor coordinating the review of this manuscript and approving it for publication was Nuno Garcia .
intuition. Heuristic algorithm can be divided into two categories: traditional heuristic algorithm and metaheuristic algorithm [4] . Traditional heuristic algorithm solves problems through inductive reasoning and experimental analysis of past experience. And it is easy to fall into local optimal solutions. Metaheuristic algorithm combines traditional heuristic algorithm with intelligent search techniques to search the optimal solutions [5] , which guides the algorithm to search the solution space effectively. Swarm intelligence algorithm is one of metaheuristic algorithm. In the absence of local information and mathematical models, swarm intelligence algorithm can still find the optimum solutions of complex problems. And it is suitable for solving complex or high-dimensional optimization problems. Swarm intelligence algorithm has the characteristics of the simple framework and fast convergence [6] , [7] . At present, common swarm intelligence algorithms include particle swarm optimization algorithm [8] , ant colony optimization algorithm [9] , crow search algorithm [10] , flower pollination algorithm [11] , sine and cosine search algorithm [12] , [13] , etc. Swarm VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ intelligence algorithm has been widely used in engineering optimization [14] , flowshop scheduling [15] - [17] and other fields. Zhu and Zhang [18] proposed an optimal foraging algorithm (OFA) based on the animal optimal foraging theory in 2017. OFA builds mathematical models by simulating animal foraging search, prey identification time, food area and foraging center location. The OFA has better optimization ability and convergence speed compared with the current swarm intelligence algorithms such as particle swarm optimization algorithm, differential evolution algorithm, etc [18] . OFA has been used to many fields. Zhang and Zhu [19] employed OFA to optimize drilling path and solved the scheduling problem when multiple holes needed to be drilled. Zhu [20] introduced OFA to optimize the parameters of support vector machine (SVM) and established an OFA-SVM botnet detection model. The experimental results showed that OFA-SVM had a low false alarm rate and high detection performance. Zhou and Cui [21] proposed an improved OFA method based on k-value linear attenuation, which effectively balanced the global and local exploiting ability of OFA. Gehad Ismail et al. [22] utilized OFA to optimize the SVM parameters, and the optimized SVM raised the classification accuracy. Gehad Ismail et al. [23] introduced chaos theory to improve the OFA and verified the search ability and accuracy of the chaos OFA. Then the chaos OFA was applied to leukocyte identification and segmentation diagnosis.
In this paper, a differential evolution optimal foraging algorithm (DEOFA) is proposed to enhance the performance of OFA. The DEOFA introduces individual mutation, crossover operation and local search of the optimal individual to ameliorate OFA. The mutation and crossover operators can accelerate the convergence speed and global search capability of OFA. The mutation operator performs mutation operations centered on the optimal individuals in each iteration to increase the convergence accuracy of OFA. Compared with OFA, the DEOFA has better convergence speed, solution accuracy and stability.
II. OPTIMAL FORAGING ALGORITHM
Animal foraging behavior is a common phenomenon in nature, and it is also one of the necessary abilities for animals to survive and reproduce. Animals need to consider three issues each time when they look for foods [18] .
A) Where to look for food? B) When will the hunting place be changed? C) What kind of food will be chosen?
The foraging behaviors of animals are studied based on the above three issues. The basic target of individual animal foraging is to maximize the net energy obtained in the foraging process. Guangyu Zhu and Weibo Zhang proposed an optimal foraging algorithm according to the principle of maximizing net energy to search the problem optimal solutions. Each individual in OFA chooses the foraging area according to a certain rule. After reaching a new foraging area, the individual first judges whether the food in this area is valuable or not. If the food in the area is valuable, more individuals will be attracted to it, thus increasing the probability of the algorithm to obtain the optimal solutions. The mathematical description of the OFA is summarized as follows.
1) Suppose there are N foraging individuals in a foraging group. In a d-dimensional constraint space R, each individual can be expressed as X = [x 1 , x 2 , x 3 , . . . , x d ] T and the objective function is set as Eq. (1) .
where x L i , x U i are the lower limit and upper limit values respectively. The maximum optimization problem of F(x) is equivalent to the minimum optimization problem of −F(x).
2) Randomly generate N individuals to constitute a population depended on Eq. (2):
3) Suppose the number of current iterations is t and the number of next iterations is t + 1. The optimal individuals of the current population forage in the form of Eq.(3), while the remaining individuals forage in the form of Eq. (4):
where k is defined as k = t/t max . t is the number of current iterations, t max is the maximum number of iterations. x t random is the individual which is selected randomly within the population. x t worst is the worst individual within the population. r 1i and r 2i are the random numbers distributed between [0,1]. 4) Judge whether the individual updates its current location. OFA employs the precise prey selection model developed by Krebs et al. [24] to make judgments. In OFA, the locations obtained after t searches are regarded as unprofitable prey locations, and the corresponding fitness values can be regarded as unprofitable prey energy F t j . The locations obtained after t + 1 searches can be regarded as profitable prey locations, and the corresponding fitness values can be regarded as profitable prey energy F t+1
where lambta is a random number between [0, 1]. When Eq.(5) is satisfied, the foraging area of the current individual is updated. Otherwise, the individual will maintain the foraging area at time t. Update the fitness value F best of the optimal individuals in the population. The above steps constitute the complete algorithm of the OFA, and pseudo code of OFA is explained in algorithm 1.
III. OPTIMAL FORAGING ALGORITHM BASED ON DIFFERENTIAL EVOLUTION A. PRINCIPLE OF DIFFERENTIAL EVOLUTION ALGORITHM
Differential evolution algorithm (DE) was proposed by Store and Price in 1997 [25] , which simulated the evolution mechanism of natural biological swarms [26] . Compared with other swarm intelligence algorithms, DE has strong robustness and global convergence. (1) . Objective function f (x), x = (x 1 , x 2 , . . . ., x dim ), dim is number of dimensions (2) . Randomly initialize the population and each foraging position using equation (2) (3). Calculate population fitness values (4) . While stopping criteria not met do (5) . for each individual in population do (6) .
Algorithm 1 Optimal Foraging Algorithm
if (best individual) then (7) .
Update individual foraging position using formula (3) (8). else (9) .
Update individual foraging position using formula (4) (10). endif (11) . end for (12) . for each individual in population do (13) .
Use formula (5) to determine whether to update the individual's foraging position (14) . end for (15) . Update the value of best (16) . end while (17) . Output the best solution DE is easy to combine with other algorithms to enhance the performance of the algorithms [27] , [28] . Zhu and Zhang [29] introduced differential evolution mechanism to improve gray wolf algorithm, and applied mutation operator, crossover operator and competitive elimination strategy to avoid the algorithm falling into local optimal solutions. Li and Zhang [30] adopted the adaptive crossover probability to improve the differential evolution algorithm and proposed a differential evolution artificial bee colony algorithm. Because the proposed algorithm could take into account the genetic diversity of the population and the global search ability, so the convergence speed and accuracy of the proposed algorithm could be enhanced. Xi et al. [31] combined differential evolution algorithm and local search mechanism of chemotactic operator to promote fireworks algorithm. The proposed algorithm found the optimal individuals of each generation, and modified the local particle dimension information through the optimal individual information, so as to ameliorate the communication mechanism between particles. The proposed algorithm increased convergence accuracy and speed.
The main idea of DE algorithm is described as follows. First a vector is selected randomly as the reference vector, then randomly select vectors other than the reference vector from the population to form the difference vectors, and the difference vectors are regarded as the perturbation vectors of the reference vector to obtain the mutation vectors [32] . The DE algorithm mainly includes mutation operator and crossover operator. The crossover operator of the mutation vectors and the reference vector are employed to generate the experimental vectors. At last, the experimental vectors are compared with the reference vector, and the higher quality vectors are saved to the next generation. The mathematical description of the DE algorithm is as follows [33] .
1) The number of initial individuals in population is N ,
2) Mutation: DE algorithm has several classical mutation strategies, which will be discussed in section B. First, select three different individuals X G r 1 , X G r 2 , X G r 3 in the parent generation, and perform the mutation operation according to Eq.
where r 1 , r 2 , r 3 ∈ {1, 2, . . . , N }, and j = r 1 = r 2 = r 3 .
3) Crossover: in order to diversify the population, the newly generated individuals V G+1 j after mutation are crossed according to Eq. (7) and some old and new individuals are
where i ∈ (1, d), rand(i) is a random number between [0, 1], and k is a random integer between [1, D] . 4) Choice: X G r is a parent individual in the current population. U G+1 j is a new individual after crossover. Comparing X G r with U G+1 j , the individual with smaller fitness value form a next iteration individual as a new parent individual. The DE algorithm flow chart is shown in the Figure 1 .
B. INTRODUCING DIFFERENTIAL EVOLUTION MECHANISM TO IMPROVE OFA
The flow of DE algorithm indicates that the DE algorithm achieves fast optimization ability through individual mutation and cross operation, so the selection of mutation and cross strategies directly affects the performance of DE. DE mutation strategies are generally expressed as DE/X /Y /Z , where DE stands for differential evolution algorithm, X represents the basis vectors to be perturbed, Y is the number of difference vectors and Z represents the adopted crossover mode [34] . In general, bin crossover operator is used for crossover operation, so DE/X /Y are usually applied to represent DE mutation strategies. Three widely used mutation strategies are selected from the classical DE algorithm [35] :
(1) DE/best/1; The search strategy (1) is conducted around the optimal individuals, so the convergence speed is the fastest in the single peak optimization problem. Strategy (2) uses the current individuals as the basis vectors for local search, so it has good population diversity. In strategy (3), the base vectors are randomly selected but there will exist the problem that individuals are repeatedly selected. Strategy (3) can be regarded as a comprehensive strategy of DE/best/1 and DE/current/1, with moderate convergence rate and population diversity.
OFA has good global optimization ability. However OFA cannot fully utilized the optimal individual positions, so the search accuracy and convergence rate of OFA are restricted in the later stage of iterations. Therefore, DE/best/1 mutation strategies are employed to enhance the local search ability of the optimal individual positions in OFA, so as to increase the search accuracy and accelerate the convergence speed of OFA. Through the individual cross operations, the solution positions in the solution space are optimized and the optimal individuals guide the population search direction to accelerate the later convergence speed.
1) Suppose that the probability of differential evolution mutation of current individual j is P DE , when rand < P DE , individuals obtained by mutation operation are D t ji , Eq. (8) is employed to produce mutation individuals. where x best are the current optimal individuals, x t r1i , x t r2i are individuals selected randomly from the population. The mutation operation centers on the optimal individual positions of each iteration for local search, and the difference vector x t r2i − x t r1i determines the search direction and step length.
2) The current individual x t ji and mutation individual D t ji are crossed to optimize the position of the current individuals in the solution space and form the offspring individuals X t+1 newji . The cross formula is Eq. (9).
3) The fitness value F t+1 newji of offspring individuals are compared with the fitness value x t+1 ji of current individuals, and the individuals with better fitness are retained.
The pseudo code of DEOFA is explained in algorithm 2.
IV. EXPERIMENTAL SIMULATION
Experiment will be carried out in three aspects to verify the performance of DEOFA. (1) DEOFA will be compared with nine swarm intelligence algorithms using 30 common benchmark test functions for dimension 30 analysis to check the DEOFA search ability. (2) The search capabilities of DEOFA and other swarm intelligence algorithms will be compared and analyzed to higher dimensional functions. (3) Wilcoxon rank sum test will be conducted to analyze the significant of DEOFA performance.
A. THE SETTINGS OF EXPERIMENT 1) TEST PLATFORM
The experimental environment needs to be explained. The server model is dawn 5000A. The server is configured with Xeon X5620 CPU (4-core) * 2, 24GB memory, 1 * 300GB SAS hard disk and is installed with Red Hat operating system. The programming tool is MATLAB 2017a (for Linux). 
2) COMPARISON ALGORITHMS
In the experiment, nine swarm intelligence algorithms are compared with the proposed DEOFA. The nine swarm intelligence algorithms are particle swarm optimization (PSO) [8] , ant colony algorithm (ACOR) [9] , flower pollination algorithm (FPA) [11] , optimal foraging algorithm (OFA) [18] , differential evolution algorithm (DE) [25] , bat algorithm (BAT) [36] , cuckoo search algorithm (CS) [37] , teaching learning based optimization (TLBO) [38] and whale optimization algorithm (WOA) [39] . Parameter settings of these algorithms are listed in Table 1 . 3) BENCHMARK FUNCTIONS 30 benchmark functions are selected to evaluate the performance of the algorithms. These benchmark functions have been widely used to evaluate the search ability in the test of swarm intelligence algorithms [40] . F7∼F9, F12, F15, F20∼F26 are taken from CEC2017 [41] . Other benchmark functions are derived from reference [42] . The expression, name, dimension, range, and optimum of benchmark functions are shown in Table 2∼Table 4. These 30 benchmark functions can be divided into three categories. F1∼F8 in Table 3 are multimodal functions with multiple local extremum points, which can be employed to test the global search performance and the ability to avoid premature convergence. F27∼F30 in Table 4 are rotating multimodal functions, which add more extreme points and increase the difficulty of searching. F27∼F30 can be applied to further detect the overall performance of the algorithms. 
B. EXPERIMENTAL RESULTS AND ANALYSIS ABOUT THE COMPARISON OF DEOFA WITH OTHER SWARM INTELLIGENCE ALGORITHMS
In this experiment, parameters of the DEOFA and the compared algorithms are shown in Table 1 . For each test function, the dimension is 30, the number of iterations is 10,000 and each algorithm runs 20 times independently. The minimum values of the 30 functions will be searched in the experiment. The performances of various algorithms are measured by the four indexes of optimum value, average value, worst value and variance. The experimental statistical results are shown in Table 5∼Table 7. It can be seen from Table 5 , the results of DEOFA are superior to the other seven comparison algorithms except TLBO and WOA. The optimum values, average values, worst values and variances of DEOFA are equal to TLBO and WOA in F1∼F4 and F6∼F7.The optimum value and average of DEOFA are better than the other nine algorithms in F5. DEOFA converges to the optimum value in F8. It shows that the DEOFA has good ability to solve the unimodal functions. From the statistical results in Table 6 , it can be seen that the results of DEOFA are superior to the other seven comparison algorithms except TLBO and WOA. For F9, F10, F14, F18, F19, F21 and F26, optimum values, average values, worst values and variances of DEOFA reach the best values compared with other algorithms.
From Table 7 , optimum values, average values, worst values and variances of DEOFA are better than the other nine algorithms in F27 and F29. In F28, DEOFA converges to the optimum value. The test result of DEOFA in F30 is not satisfactory, so DEOFA is not suitable for optimizing F30.
For functions' convergence curves of Figure 2∼Figure 13, DEOFA has the fastest convergence speed and the highest accuracy. Therefore, DEOFA has excellent search capacity in unimodal functions, multimodal functions and rotating multimodal functions.
It can be seen from ANOVA charts of Figure 14∼Figure 25, The ANOVA charts of DEOFA are the flattest. This means that DEOFA has the smallest variance. Therefore the DEOFA algorithm has strong robustness to the unimodal, multimodal and rotating multimodal functions.
C. TEST FOR HIGHER DIMENSIONAL FUNCTIONS
In order to verify the search performance of DEOFA in higher dimensions, 20 higher dimension functions are tested independently in 50 and 100 dimensions respectively. Meanwhile, for each test function, the evaluation times are 10,000, and each algorithm runs 20 times independently. Parameters of the algorithms are consistent with those shown in Table 1 . The performances of various algorithms are measured by the four indexes of optimum value, average value, worst value and variance. The experimental statistical results are shown in Table 8 and Table 9 .
From the statistical results in Table 8 , it can be seen that the results of DEOFA are superior to the other seven comparison algorithms except TLBO and WOA in testing the 50-dimensional and 100-dimensional unimodal functions. The results of DEOFA are equal to TLBO and WOA in F1, F3, F4, F6, F7.Compared with other algorithms, DEOFA converges to the optimal values in F1∼F4 and F6∼F7. For F5, DEOFA can also converge to better value than other algorithms.
The statistical results in Table 9 indicate that the overall efficiencies of DEOFA, TLBO and WOA are better than the other seven algorithms. The statistical results of DEOFA and WOA are optimal on six of multimodal functions. TLBO achieves the optimal statistical results on only five of multimodal functions. DEOFA can converge to the optimal values in all 50 dimensional tests of multimodal functions. DEOFA also can converge to the optimal values in all 100 dimensional tests of multimodal functions except F12, F20, and F25.
D. NONPARAMETRIC STATISTICAL ANALYSIS
In order to better verify the significance of the search effectiveness of the DEOFA, Wilcoxon rank sum test was Algorithm 2 Optimal Foraging Algorithm Based on Differential Evolution (1) . Objective function f (x), x = (x 1 , x 2 , . . . ., x dim ), dim is number of dimensions (2) . Randomly initialize the population and each foraging position using equation (2) (3). Calculate population fitness values (4) . While stopping criteria not met do (5) . for each individual in population do (6) .
Update individual foraging position using formula (4) (10).
if rand < P DE then (11).
Using the formula (8) to generate a variant individual (12) .
Crossing the mutated individual with the current individual by formula (9) (13).
Retention of individuals with better fitness (14) .
end if (15) . endif (16) . end for (17) . Calculate population fitness values (18) . for each individual in population do (19) Use formula (5) to determine whether to update the individual's foraging position (20) . end for (21) . Update the value of best (22) . end while (23) . Output the best solution conducted for the test results in low-dimensional (D = 30), 50-dimensional and 100-dimensional functions. The value of effective level p is 0.05. Table 10∼Table 12 show the results of Wilcoxon rank sum test in low-dimensional (D = 30), 50-dimensional and 100-dimensional functions respectively. ''+'' means that DEOFA has obvious advantages when compared with other algorithms, ''≈'' indicates that DEOFA has no obvious difference from other algorithms, and ''−'' means that DEOFA has obvious disadvantages when compared with other algorithms. Table 10 shows the statistical results of Wilcoxon rank sum test for low-dimensional functions. Compared with FPA, BAT, PSO, CS, ACOR, DE and OFA, DEOFA has 26, 26, 27, 21, 25, 21, 26 functions respectively with p values less than 0.05. It shows that DEOFA is superior to the seven algorithms. In the comparison with TLBO and WOA, the p values of 13 and 16 functions are smaller than 0.05, but there are 27 functions whose p values are judged as ''+'' or ''≈''. From a statistical point of view, DEOFA algorithm has a significant performance compared with other algorithms in low-dimensional functions. Table 11 and table 12 are Wilcoxon rank sum test statistical results of 50 dimension and 100 dimension, respectively. Compared with FPA, BAT, PSO, ACOR and OFA, the comparison p value of more than 16 high-dimensional functions is less than 0.05. In the comparison with CS and DE, the comparison p values of more than 13 functions of 50 and 100 dimension are less than 0.05. It indicates that DEOFA has better significant performance than the seven algorithms. In the comparison with TLBO and WOA, DEOFA has more than 19 functions whose p values are judged as ''+'' or ''≈'', so DEOFA has better significant performance than TLBO and WOA.
V. DEOFA OPTIMIZES 0-1 KNAPSACK PROBLEM
DEOFA is used to optimize the 0-1 knapsack problem. The purpose is to test the ability of DEOFA in solving the practical problems.
A. THE DEFINITION OF 0-1 KNAPSACK PROBLEM
The 0-1 knapsack problem is defined as follows [43] , [44] . The number of items is D, the volume (weight) and price of the ith item are w i and p i respectively, and there is a backpack with the maximum capacity of V . Choose some items and put them into the backpack. Find a scheme to choose items. This scheme satisfies the constraint of backpack volume and maximizes the total value of the items in the backpack. The mathematical model of 0-1 knapsack problem is established as Eq.(10) and Eq. (11) . If an individual is a D-dimensional vector, it can be expressed as X = (x 1 , x 2 , . . . , x D ), where x i ∈ [0, 1], i = 1, 2, . . . , D.When calculating the fitness value of an individual each time, the real value of the individual should be discretized into binary value. In this paper, the discretization method of reference [43] is used to discretize the initialized or updated individual positions according to Eq. (12) . Here t represents generation t.
The 0-1 knapsack problem is a constrained optimization problem. If DEOFA algorithm is used to solve the constrained 0-1 knapsack problem, penalty function method will be introduced. The penalty function method in reference [45] is used to deal with the constrained 0-1 knapsack problem in this paper. The penalty function method in reference [45] punishes the unfeasible solutions based on the distance away from the feasible region.
Generally, the maximum optimization problem f (x) can be transformed into the minimum optimization problemf (x). According to Eq.(10) and Eq.(11), the penalty function for the 0-1 knapsack problem can be defined as Eq. (13) and Eq. (14) .
where λ stands for penalty coefficient and λ is set to 10 20 in this paper [45] . The pseudo code of binary DEOFA for solving 0-1 knapsack problem is explained in algorithm 3.
C. EXPERIMENTS AND ANALYSIS
In order to verify the performance of DEOFA in solving 0-1 knapsack problem, six test examples in Table 13 are selected from literatures [43] and [44] , and DEOFA is used to solve the 0-1 knapsack problem in different dimensions. There are two examples in 20, 50 and 100 dimensions respectively. The dimension (dim), weight (W) and value (R) of the items and the maximum weight of the backpack are shown in Table 13 . The compared swarm intelligence algorithms parameter settings are the same as Table 1 . Each example runs 20 times independently to compare the effectiveness of PSO, FPA, OFA and DEOFA. From Table 14 , it can be seen that DEOFA algorithm and other algorithms can find the maximum values of the knapsack in solving the low-dimensional 0-1 knapsack problem, but DEOFA is the best in optimum values, average values, worst values and variances. The data in Table 14 shows that DEOFA has good ability in solving the 50-dimensional knapsack problems. In solving the 50-dimensional knapsack problems, the optimum values, average values, worst values (1) . Objective function f (x), x = (x 1 , x 2 , . . . ., x dim ), dim is number of dimensions (2) . Random initialization of binary population (3) . Calculate population fitness values using the formula (13) (4). Using formula (11) to judge overweight (5) . While stopping criteria not met do (6) .
Algorithm 3 Binary DEOFA for Solving 0-1 kp Problem
for each individual in population do (7) .
if (best individual) then (8) .
Update individual foraging position using formula (3) (9).
Discretization of real number coding by formula (12) (10). else (11) .
Update individual foraging position using formula (4) (12) .
Discretization of real number coding by formula (12) (13) if rand < P DE then (14) .
Using the formula (8) to generate a variant individual (15) .
Crossing the mutated individual with the current individual by formula (9) (16) .
Retention of individuals with better fitnesss (17) . end if (18) end if (19) . end for (20) .
Calculate population fitness values using the formula (13) (21).
Using formula (11) to judge overweight (22) .
for each individual in population do (23) Use formula (5) to determine whether to update the individual's foraging position (24) . end for (25) .
Update the value of best (26) . end while (27) . Output the best solution and variances of DEOFA are the best of the four algorithms. The experimental results in Table 14 indicate that the optimal values of DEOFA and OFA are the same for solving high-dimensional 0-1 knapsack problems, but DEOFA still has greater advantages in solving the problems than OFA. Figure 26 shows that DEOFA has the smallest variances compared with other algorithms, so DEOFA has better stability.
On the whole, DEOFA algorithm introduces individual crossover and mutation into OFA algorithm, which increases the diversity of population and improves the ability of local and global optimization. Compared with FPA, PSO and OFA algorithms, the DEOFA has higher accuracy and smaller variance as the number of items increases and the complexity increases. Experiments show that the DEOFA has high feasibility and stability to achieve the desired results, and provides a new way to solve the 0-1 knapsack problem.
VI. CONCLUSION
In this paper, DEOFA is proposed to enhance OFA. By introducing mutation operator and crossover operator of differential evolution mechanism, the DEOFA strengthens the information exchange among individuals, overcomes the OFA defects of weak global search ability and slow convergence rate in the later iteration stage. 30 benchmark functions are tested on nine contrastive swarm intelligence algorithms, and the test results are compared and analyzed in convergence curves, variance charts, Wilcoxon rank sum test. Experiment shows that the DEOFA not only increases the OFA optimization accuracy, but also improves the OFA convergence speed and stability. Experiments also indicate that the DEOFA can achieve better performance than the other contrast algorithms. DEOFA is used to solve 0-1 knapsack problem. Six groups of 0-1 knapsack problem instances of 20, 50 and 100 dimensions are applied to test. The test results of DEOFA are better than FPA, PSO and OFA in accuracy, stability and high dimension. It proves that DEOFA has good ability to solve practical problems.
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