We report micromagnetic simulations of current-driven magnetization reversal of the free-layer nanomagnet in Ir 20 Mn 80 /Ni 80 Fe 20 /Cu/Ni 80 Fe 20 nanoscale spin valves for large current pulses and compare the results to experiments. Our simulations demonstrate that the mechanism of current-driven magnetization reversal in these samples can depend strongly on the equilibrium angle between the magnetizations of the pinned layer and the free layer of the spin valve. In the case of collinear equilibrium magnetizations, the reversal proceeds via nucleation of a vortex. However, even small misalignments of the magnetizations of the free and the pinned layers, on the order of 5°-10°, can result in magnetization reversal by a macrospinlike coherent precessional rotation. This result is in good agreement with recent experimental observations.
I. INTRODUCTION
A spin-polarized current flowing through a nanomagnet applies a torque to its magnetization and can induce either magnetization reversal or persistent precession of the magnetization. 1, 2 Understanding the mechanisms by which a spin-transfer torque drives magnetization reversal is important from both fundamental and practical points of view. Fundamentally, a detailed understanding of spin torque may enable more-controlled studies of large-angle magnetization dynamics. From the practical point of view, spin-transfer torque is a candidate mechanism for writing information in the next generation of nonvolatile magnetoresistive random access memory ͑MRAM͒. A better understanding of spintransfer-driven magnetic reversal may lead to reductions of the current densities required to induce reversal or increases in the switching speed and thus give guidance for optimizing MRAM elements.
Recently, two time-domain measurement techniques have been employed for studies of magnetization reversal in nanoscale spin valves. Time-resolved electrical measurements of spin-transfer-driven magnetization reversal in 130 ϫ 60ϫ 4 nm 3 elliptical thin-film Ni 80 Fe 20 ͑Py͒ nanomagnets within Ir 20 Mn 80 / Py/ Cu/ Py exchange-biased spin valves 3 were in good qualitative agreement with a macrospin model of the current-driven magnetization reversal. Time-resolved x-ray magnetic circular dichroism imaging of spin-transferdriven reversal in 150ϫ 100ϫ 2 nm 3 elliptical Co 86 Fe 14 sample 4 ͑differing from Ref. 3 by the absence of an exchange-biased pinned layer and also by having a much larger switching current, so that the Oersted field was more significant͒ showed reversal proceeding via a vortex nucleation, confirming the prediction of micromagnetic simulations for a similar system. 5 In this paper, we analyze what factors influence the crossover from quasimacrospin to vortex-mediated spin-transfer switching for large current pulses ͑currents significantly larger than the zero-temperature critical currents͒. We find that the existence of a nonzero equilibrium angle between the magnetizations of the free and pinned magnetic layers, induced by exchange biasing, is a key factor giving rise to the macrospinlike coherent precessional reversal. At zero temperature, this coherent reversal process significantly reduces the reversal time, relative to vortex-mediated switching. However, at temperatures exceeding a few kelvin, the reversal times of the two reversal mechanisms are found to be similar.
The paper is organized as follows. Section II describes the details of our numerical micromagnetic simulations and the parameters used. In Sec. III, we performed a theoretical study of the reversal processes in the spin-torque-driven reversal regime, including the dependence of the magnetization reversal process on the equilibrium offset angle between the free-layer and pinned-layer magnetizations. In addition, we examine the effects of nonidealities in the sample shape and present experimental data and simulations on the temperature dependence of the current-driven magnetization reversal. Conclusions are given in Sec. IV.
II. SIMULATION DETAILS
The system studied in this paper is a spin valve consisting of two 4 nm Py ferromagnetic layers separated by an 8 nm Cu spacer, etched to have a nanopillar structure with elliptical cross section ͑130ϫ 60 nm 2 ͒. One of the ferromagnetic layers ͑the pinned layer͒ is exchange biased by an underlayer of 8 nm of antiferromagnetic Ir 20 Mn 80 , and the other ferromagnetic layer ͑the free layer͒ is free to reorient in response to the spin-transfer torque. 3 In our micromagnetic simulations, we employ a Cartesian system of coordinates in which the major axis of the ellipse is the x axis and the in-plane minor axis is the y axis. The simulations have been performed by numerically solving the Landau-Lifshitz-GilbertSlonczewski ͑LLGS͒ equation, 6, 7 
where g is the gyromagnetic splitting factor, ␥ 0 is the gyro- 
, where is the angle between the magnetizations of the free and the pinned layers ͓m · m p = cos͔͑͒, is the giant magnetoresistance ͑GMR͒ asymmetry parameter, P is the current spin-polarization factor, and ⌳ 2 = +1. 8 This approximation is reasonable because the spin-flip length in Py is short, so the presence of the antiferromagnetic Ir 20 Mn 80 layer should have little effect on the spin torque acting on the free layer.
Using vector identities, we convert Eq. ͑1͒ to an equivalent form that we find to be more convenient for our calculations,
We used the following parameters in the simulations. The saturation magnetization of the Py, M S = 645ϫ 10 3 A/m, was determined from superconducting quantum interference device magnetometry measurements of a continuous 4 nm film of Py sandwiched between two films of Cu and subjected to the same heat-treatment protocol, as experienced by the experimental device during its nanofabrication process. The Gilbert damping parameter ␣ = 0.025 for these samples was measured by a time-domain technique described in Ref. 3 . We employed the standard exchange strength for Py, A = 1.3ϫ 10 −11 J / m. The current ͑and thus the spin torque͒ step applied to the nanopillar had a rise time of 150 ps, increasing linearly from zero to the maximum value of current. The parameters = 1.5 and P = 0.38 in the expression for spin torque were obtained by fitting to the experimentally measured ensemble-average switching time ͑see below͒ for both low-resistance ͑LR͒ → high-resistance ͑HR͒ and HR→ LR switching transitions, as described in Sec. III.
Our micromagnetic simulations are based on a timedomain finite difference code which has been developed in the last ten years by our group ͑Messina-Salamanca͒. 7 In the work reported here, we use a computational time step of 28 fs, and tests performed with a time step of 20 fs gave the same results. We use a spatial discretization cell of 2.5 ϫ 2.5ϫ 4.0 nm 3 ; tests with a cell size of 2.0ϫ 2.0 ϫ 2.0 nm 3 gave very similar results, with switching time variations of less than 4%.
III. RESULTS AND DISCUSSION
In this section, we describe the results of our LLGS simulations of the current-induced magnetization reversal in Ir 20 Mn 80 / Py/ Cu/ Py nanoscale spin valves for large current pulses with the goal of elucidating the role of devicegeometry parameters and temperature on the reversal processes. First, we study the effect of the pinned-layer magnetization direction at zero temperature and find that the variation of this angle can lead to qualitatively different reversal mechanisms. Second, we examine the role of shape imperfections of the nominally elliptical sample and find that realistic deviations from the ideal shape can significantly alter the reversal time. Finally, we examine the effect of temperature on the reversal process and compare the results of our micromagnetic simulations to time-resolved measurements of the current-induced magnetization reversal. Our simulations successfully reproduce all major features of the experimental data, including the macrospinlike precessional reversal of magnetization, dispersion of the switching times due to thermal fluctuations, and temperature-induced dephasing of the averaged magnetization precession during the reversal process.
We simulate the reversal processes for a number of pinned-layer magnetization directions ͑␤ = 0°, 5°, 10°, 20°, and 30°͒. In experiment, ␤ can be controlled by exchange biasing the pinned layer at an angle with respect to the easy axis of the free layer ͑e.g., in Ref. 3 , ␤ is approximately 30°͒. For each ␤, the two initial configurations of the free-layer magnetization ͑LR and HR͒ have been computed by solving the static LLG equation ͑m ϫ h ef f =0͒, 9 including the magnetostatic coupling with the pinned layer. We use the terms "low resistance" and "high resistance" rather than parallel and antiparallel because whenever ␤ 0°, the static states of the free-and pinned-layer magnetizations are not collinear. We computed the critical currents ͑zero external field͒ as a function of ␤ ͓0°͑I HR→LR = −1.60 mA, I LR→HR = 2.45 mA͒, 10°͑I HR→LR = −1.60 mA, I LR→HR = 2.46 mA͒, 20°͑I HR→LR = −1.44 mA, I LR→HR = 2.58 mA͒, 30°͑I HR→LR = −1.50 mA, I LR→HR = 3.18 mA͔͒. Figure 1 shows the temporal evolution of the x component of the free-layer magnetization during current-driven switching for ␤ = 0°, 10°, and 30°͓͑a͒ LR→ HR at I = 4.8 mA; ͑b͒ HR→ LR at I = −3.8 mA͔. Our simulations show that the reversal process and the switching times for ␤ = 10°and ␤ = 30°are similar to each other and are similar to those pre-dicted by the macrospin model of magnetization reversal, 10 which are in agreement with experimental measurements. 3, 11 That is, for ␤ = 10°and ␤ = 30°, we observe precession with increasing amplitude followed by a fast switching for all switching events, as can be seen in the trajectory reversal for ␤ = 30°͓Fig. 1͑c͔͒. Inspection of the magnetization during the reversal process shows that the state of magnetization is close to the macrospin state throughout the reversal process ͓Fig. 2 ͑top left and right͔͒ whenever ␤ Ͼ 5°.
However, we find that the zero-temperature switching time for ␤ = 0°increases dramatically compared to that for ␤ Ͼ 5°. Concurrently with the increase in the switching time, a change of the reversal mechanism takes place. For ␤ = 0°, the reversal occurs via a complex nucleation process. Prior to complete reversal, stages with different magnetization dynamics can be distinguished. Initially, there is smallamplitude oscillation of the magnetization at the tips of the ellipse ͑0-2 ns͒, then an oscillation zone can be seen ͑2-6 ns͒ in which a vortex nucleates and moves across the sample ͑Fig. 2, center left, t 1 = 5.27 ns͒, giving rise also to a complex domain configuration ͑Fig. 2, center right, t 2 =6 ns͒, before finally the reversal is accomplished. A similar process of vortex-nucleated magnetic reversal was predicted by Ref. 4 for a 150ϫ 100ϫ 2 nm 3 elliptical Co 86 Fe 14 nanomagnet with ␤ = 0°.
The reason for the change of the magnetization reversal process can be understood qualitatively by considering the magnitude and direction of the spin-transfer torques in the cases of ␤ = 30°and ␤ = 0°. Since the magnitude of spin torque is roughly proportional to sin͑␤͒, in the case of ␤ = 30°, the spin torque acting on each spin of the free layer is relatively large and the variations from one micromagnetic cell to another are small. This situation of, a large, nearly uniform spin torque leads to a nearly coherent rotation of all spins of the free layer and gives rise to the coherent precessional reversal of the magnetization. For the case of ␤ = 0, the spin torque acting on each micromagnetic cell is small and can vary in direction because the micromagnetic state of the free magnetic layer differs from a uniform polarization. The trajectory of the moment for ␤ =0 ͓Fig. 1͑d͔͒ can therefore be irregular during the initial stages of the reversal process, and spatially nonuniform magnetization patterns can develop such as those shown in Fig. 2 ͑center, ideal shape with ␤ =0°͒. In addition, since the spin torque magnitude is initially small when ␤ = 0°, the Oersted field due to applied current can play a more important role in the initial stages of the reversal process. 12 Since the Oersted field has a circular symmetry, it promotes the development of a vortex state, as shown in Fig. 2 ͑center͒. Because the initial magnitude of the spin torque is small for the ␤ = 0°, T = 0 case, there is a long ͑2-3 ns͒ initial stage in the reversal process in which only small changes of the magnetic state of the system are observed. However, as will be shown in Sec. III, this slow initial stage is generally eliminated by thermal fluctuations at temperatures as low as a few kelvin.
Our conclusions regarding the effect of the equilibrium angle between the magnetizations of the pinned and free layer on current-driven magnetization dynamics are similar to those recently published in Ref. 13 .
Next, we consider the issue of nonideal sample shapes. To our knowledge, all reported micromagnetic simulations of current-driven excitations of magnetization in nanoscale spin valves have been performed for idealized shapes. However, real nanoscale samples exhibit substantial imperfections. The extent of validity of simulations for ideal sample shapes for the description of real current-induced magnetization dynamics has not been examined previously. Figure 3 shows the temporal evolution of the x component of the free-layer magnetization for an ideal ellipse and for two nonideal shapes ͑shapes A and B͒ ͓͑a͒ LR→ HR transition at I = 4.8 mA; ͑b͒ HR→ LR at I = −3.8 mA, ␤ = 30°͔. The nonideal shapes are computed from scanning electron microscopy ͑SEM͒ images of nanopillars with elliptical cross sections similar to those used in the experiment. 3 In order to obtain the discretized nonideal shapes with a size similar to the ideal shape, we assign the larger linear dimension of the SEM image the value of 130 nm, while the smaller dimension is assigned the value of 60 nm ͑these values are close to the actual dimension of the SEM image͒. Then, we use an algorithm which approximates the SEM images using square cells of 2.5ϫ 2.5 nm 2 . Our simulations reveal that nonidealities can change the reversal time and produce some increase in the spatial inhomogeneity of the magnetization during the reversal process. However, nucleation of a vortex does not take place for shapes A and B for ␤ = 30°. Figure 2 ͑bottom͒ shows snapshots of magnetization during the HR→ LR reversal for shape B at t 1 = 1.38 ns and t 2 = 1.67 ns. The spins initially rotate in a spatially coherent way. After approximately 1 ns, the spins at the left and right edges of the nanomagnet begin to precess faster than those in the central part. A complete reversal then follows, without the creation of a vortex state.
We have performed detailed studies of the effect of shape nonideality on the reversal process using a number of different sample shapes. The results show that the reversal time can either increase or decrease depending on the type of deviations from the ideal elliptical shape and that in some cases, the reversal mechanism can be different from the quasicoherent rotation shown in Fig. 2 ͑bottom͒ ͑e.g., we find that edge defects can act as centers for domain wall nucleation͒. Our main conclusion is that while simulations of the current-induced magnetization reversal process performed for ideal sample shapes can give qualitative estimates of the switching time, they should not be trusted to give precise quantitative predictions for real systems. Nevertheless, regardless of the shape imperfections, the dominant factor determining the reversal mechanism for large current pulses is the misalignment angle ␤ between the free and pinned layers.
We now compare the results of our micromagnetic simulations to experimental data obtained for the same sample geometry ͓exchange-biased 130ϫ 60 nm 2 Ir 20 Mn 80 ͑8 nm͒ /Py ͑4 nm͒ /Cu ͑8 nm͒ /Py ͑4 nm͒ elliptical spin valves͔ used in the simulations. To mimic the experimental situation, in the simulation, the pinned layer is exchange biased in the plane of the sample at an angle of 45°w ith respect to the major axis of the ellipse, with an effective exchange field of 75 mT. We numerically solved the static LLG equation 6 for the entire spin valve ͑Ir 20 Mn 80 /Py/Cu/Py͒ structure. Due to the combined effects of exchange biasing, shape anisotropy, and magnetostatic coupling between the pinned and the free layers, the misalignment angle between the free and fixed layer magnetizations in the stable static configuration is ␤ ϳ 30°. Because we expect that the presence of the antiferromagnet should increase the magnetic damping of the pinned layer by 1 order of magnitude compared to the free layer, 14 we assume in the dynamic simulations that the magnetization of the pinned layer is time independent.
We include thermal effects 15, 16 in our simulations in order to study the effect of temperature on the reversal process and to make direct comparison to temperature-dependent experimental data. We add a random thermal field h th ͑a randomly fluctuating three-dimensional vector͒ to h ef f for each micromagnetic cell. We assume that the fluctuating field is independent of the spin torque and that the magnetization configuration of the pinned layer does not depend on temperature. 16, 17 Each component of h th has the magnitude ͑ / M s ͒ͱ2͑␣k B T S / 0 ␥ 0 ⌬VM s ⌬t͒, where k B is the Boltzmann constant, ⌬V is the volume of the computational cubic cell, ⌬t is the simulation time step, T S is the true temperature of the sample, 16, 17 and is random numbers from a Gaussian distribution with zero mean and unit variance. 15 Due to Joule heating, the temperature of the sample can be higher than the background substrate temperature ͑T B ͒. In the experiment, the degree of heating was estimated by comparing the temperature dependence of the resistance R͑T B ͒ in the absence of current to the dependence of the dc resistance on current R͑I͒ at a fixed temperature ͑see Ref. 18 for details͒. Of the temperatures considered in our simulations ͑7, 40, 120, and 240 K͒, heating should be very significant only at 7 K, and for this value to a good approximation, the experiments indicate T S = T B + C I ͉I͉ with C I =5 K/mA. To enable comparison with the experimental data reporting statistical averages, we calculate the variation of the sample resistance with time, R͑t͒, over 50 switching events and then average. The initial state of the magnetization of the free layer was assumed to be slightly different for each switching event. These initial states were obtained by calculating the time evolution of the magnetization using the LLGS equation ͑including thermal effects with different random seeds͒ with zero applied current for 4 ns.
The right panels of Figs. 4 and 5 show experimental data for the current-induced reversal of magnetization between the two stable static states of the free layer-the LR and the HR states of the spin valve. Each plot is an average over 20 000 sampling oscilloscope traces. The abscissa axis for the plots is the time after application of a current step to the device. For Fig. 4 ͑right panels͒, the ordinate axis is the difference between the voltage measured for a LR→ HR reversal and the voltage measured for the same current pulse applied to the sample initially in the high-resistance state, for which switching does not occur ͑it is a LR→ HR process͒. The experimental voltage signal is therefore approximately V͑t͒ = ͉I͑t͉͒ (R͑t͒ − R f ), where I͑t͒ is the current through the spin valve, R͑t͒ is the time-dependent resistance of the spin valve, and R f ϵ R͑t → ϱ͒ is the value of resistance of the sample after reversal. The initial drop of the voltage signal in Fig. 4 in the time interval of ϳ150 ps is due to the finite rise time of the current step I͑t͒ applied, and it is not related to any substantial change in the magnetic state of the device. After the current step is fully turned on, the negative voltage in Fig. 4 corresponds to the low-resistance state of the device. As a function of time, the magnetization of the free layer starts precessing, as indicated by oscillations of the voltage signal ͑and therefore the sample resistance͒. The amplitude of oscillations increases with time. After the amplitude of oscillations becomes large, the free-layer nanomagnet switches from the low-to the high-resistance state, corresponding to zero voltage at large times. Figure 5 ͑right panels͒ shows the analogous voltage differences for a HR → LR reversal. Note that in both Figs. 4 and 5, the amplitude of the voltage signal V͑t͒ decreases with increasing temperature. This is due to the temperature dependence of the GMR effect.
The experimentally measured voltage signals in Figs. 4 and 5 are obtained by a stroboscopic technique employing a broadband sampling oscilloscope and thus are averages over many switching events. 3 Due to thermal fluctuations induced by the nonzero temperature of the sample, the magnetic trajectories and the reversal time will vary from one switching event to another. As a result of averaging over a distribution of switching times, the transition between the low-and highresistance states appears to be gradual, spanning a time interval of about 1 ns.
The left panels of Figs. 4 and 5 show the computed signals for the LR→ HR transition and HR→ LR transition at the four background temperatures employed in the experiment ͑50 switching events were used in each simulation͒. The quantities and P in the expression for spin torque were used as fitting parameters to match the experimentally measured ensemble-average switching times for the LR→ HR and HR→ LR reversal processes at the background tempera- ture of 7 K. This fitting procedure gives unique values of and P because mainly influences the difference between the two switching times, while P mainly controls their average. The values of the fitting parameters obtained are = 1.5 and P = 0.38. These values should be considered approximate estimates rather than quantitatively precise because, as noted above, the average reversal times can be altered by nonidealities in the shapes of real samples.
Detailed quantitative agreement between our experimental and simulated results should also not be expected because our simulations do not take into account the temperature dependence of a number of important parameters such as the spin current polarization, the magnetization, and the Gilbert damping. 19 Nevertheless, our simulations for V͑t͒ robustly reproduce the main qualitative features of the experimental data: ͑i͒ the gradual transition between low-and highresistance states ͑this gradual transition is caused by averaging over many more-abrupt switching events at different times͒, ͑ii͒ the increase as a function of temperature in the widths of the simulated LR→ HR and HR→ LR transitions ͑and thus in the dispersion of switching times͒, and ͑iii͒ the decrease of the amplitude of oscillations of V͑t͒ with increasing temperature ͑this decrease is explained by the dephasing of oscillations induced by thermal fluctuations of the magnetization͒.
For an ideal shape and ␤ = 30°, the thermal effects do not change the macrospinlike precessional reversal mechanism observed at zero temperature. Similarly, for an ideal shape and ␤ = 0°, micromagnetic simulations including the thermal effects ͑T B = 7, 40, 120, and 240 K͒ show that the switching mechanism occurs via a nucleation process and does not change qualitatively compared to that at 0 K. However, in contrast to the case of ␤ = 30°, where the reversal time is only weakly dependent on the background temperature, in the case of ␤ = 0°, thermal fluctuations significantly decrease the switching time ͑see Fig. 6͒ . This is because thermal fluctuations effectively eliminate the long ͑ϳ2.5 ns͒ initial stage of the reversal observed at T =0 K ͑Fig. 1͒, which involves motion of magnetization with very small amplitude around its equilibrium configuration. Thermal fluctuations introduce significant misalignments between the magnetizations of the free and pinned layers, which increase the magnitude of spin torque and reduce the reversal time of each individual switching event ͑inset Fig. 6͒ with respect to the 0 K case. The results of our simulations for ␤ = 0°show that the average reversal times for LR→ HR reversal at T B = 7 and 240 K are 2.75 and 1.9 ns, respectively, substantially shorter than the T = 0 K switching time of 6.0 ns. Furthermore, these switching times are only moderately longer than those calculated at the same temperatures for the case of ␤ = 30°, as can be seen by comparing the time responses in Figs. 4 and 6. 
IV. CONCLUSIONS
In conclusion, we have compared micromagnetic simulations to experimental data for spin-torque-driven magnetic reversal and have found good qualitative agreement. The simulations demonstrate that for current pulses significantly larger than the zero-temperature critical current for switching, the key factor determining the mechanism of magnetization reversal is the equilibrium angle between magnetizations of the free and pinned layers. We find that in the case of collinear magnetizations for the pinned and free layers ͑␤ =0͒, current-induced magnetization reversal proceeds via a complex process involving a vortex nucleation. However, even relatively small misalignments of magnetizations of the pinned and free layers ͑Ͼ50°͒ lead to a dramatic change of the reversal mechanism, giving a coherent precessional reversal process similar to that assumed in macrospin models. The switching time decreases by about a factor of 3 when the equilibrium angle between the pinned and the free layers increases from 0°to 10°. The inclusion of a nonzero temperature in the simulations leads to a broadening of the distribution of reversal times in good agreement with the experimental data. However, at temperatures exceeding a few kelvin, the reversal times for ␤ = 0°and ␤ = 30°are found to be similar.
Perhaps most importantly, we find that the perfectly collinear configuration of magnetizations of the pinned and the free layers-the geometry most commonly used in micromagnetic simulations-is anomalously sensitive to small perturbations of the sample geometry, including thermal fluctuations, the influence of the Oersted field, changes in the misalignment angle, and changes in sample shape.
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