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Abstract
In this paper we study the main properties of control sets with nonempty interior of linear control systems
on semisimple Lie groups. We show that, unlike the solvable case, linear control systems on semisimple Lie
groups may have more than one control set with nonempty interior and that they are contained in right
translations of the one around the identity.
1 Introduction
Linear control systems on Lie groups appear as a natural extension of linear control systems on Euclidean
spaces. Several works addressing the main issues in control theory for such systems, such as controllability,
observability and optimization appeared over the years. In [7] P. Jouan showed that such generalization is also
important for the classification of general control systems on abstract connected manifolds.
On the other hand it is meaningful to deal with restricted inputs because that corresponds to the practical case.
However many systems are not controllable for restricted inputs. It is therefore natural to study the maximal
regions of controllability, i.e. the control sets (see Section 2.1 for the definition). In the paper at hand we analyze
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the control sets of linear control systems on semisimple Lie groups. In [2], several topological properties of such
sets were proven in the solvable case. By using the close relationship between the dynamics of the drift and the
behaviour of the control system (see [1] and [6]) the authors were able to prove boundedness and uniqueness
of the control sets. The richness of the geometry of semisimple Lie groups modifies completely the picture.
Indeed more than one control set with nonempty interior may exist. They are contained in right translations of
the existent control set around the identity. Moreover, the existence of an invariant control set implies global
controllability, showing how semisimplicity strongly influences the behaviour of the control system.
The paper is structured as follows: Section 2 introduces the main definitions and principal properties concerning
control systems, control sets, linear vector fields and linear control systems on Lie groups. Since our work is
devoted to semisimple Lie groups, we also provide in Section 2 a small subsection about semisimple theory
in order to make the paper self-contained. Section 3 contains the main results concerning control sets with
nonempty interior of a linear control system on a connected semisimple Lie group. We show that all the
possible control sets with nonempty interior of the system are contained in the right translations of the control
set around the identity. The particular case where the drift of the system has trivial nilpotent part, these right
translations are precisely the control sets of the system. In this section we also show that for linear control
systems on semisimple Lie groups, the only possible invariant control set is the whole group. Section 4 is devoted
to illustrating the paper with an example in Sl(2).
Notations: Let G be a connected Lie group. We denote by e the identity element of G. For any element g ∈ G,
the maps Lg and Rg stand for the left and right translations in G, respectively. By Cg = Lg ◦Rg−1 = Rg−1 ◦Lg
we denote the conjugation of G. By Aut(G) we denote the group of automorphisms of G. If (ϕt)t∈R ⊂ Aut(G)
is a 1-parameter subgroup, its orbit from g is the subset O(g, ϕ) = {ϕt(g), t ∈ R}. We say that a subset B ⊂ G
is ϕ-invariant if ϕt(B) ⊂ B for any t ∈ R.
2 Preliminaries
2.1 Control systems
Let M be a d-dimensional smooth manifold. A control system on M is a family of ordinary differential equations
x˙(t) = f(x(t), u(t)), u ∈ U , (2.1)
where f : M × Rm → TM is a smooth map and
U := {u : R→ Rm; u is measurable with u(t) ∈ Ω a.e.},
is the set of the admissible control functions, with Ω a bounded subset of Rm such that 0 ∈ int Ω. For any
x ∈ M and u ∈ U we denote by φ(t, x, u) the unique solution of (2.1) with initial value x = φ(0, x, u). We use
φt,u to denote the diffeomorphism x ∈M 7→ φ(t, x, u) ∈M . Given u1, u2 ∈ U and t1, t2 > 0 we have that
φ(t1, φ(t2, x, u2), u1) = φ(t1 + t2, x, u)
where u = u1 ∗ u2 ∈ U is the concatenation of u1 and u2 define by
u(t) =
{
u1(t), t ∈ [0, t1]
u2(t− t1), t ∈ (t1, t1 + t2]
The set of points reachable from x at time exactly τ > 0, the set of points reachable from x up to time τ > 0
and the reachable set from x are respectively denoted by
Aτ (x) := {ϕ(τ, x, u), u ∈ U}, A≤τ (x) :=
⋃
t∈[0,τ ]
At(x) and A(x) :=
⋃
t>0
At(x).
By A∗τ (x), A∗≤τ (x) and A∗(x) we denote the corresponding sets for the time-reversed system. We say that the
system (2.1) is locally accessible from x if intA≤τ (x) and intA∗≤τ (x) are nonempty for all τ > 0. The system is
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said to be locally accessible if it is locally accessible from any x ∈M . A sufficient condition for local accessibility
is the Lie algebra rank condition (LARC). It is satisfied if the Lie algebra L generated by the vector fields
x ∈M 7→ fu(x) := f(x, u), for u ∈ Ω, satisfies L(x) = TxM for all x ∈M .
A subset D ⊂M is a control set of 2.1 if it is maximal w.r.t. set inclusion with the following properties:
(i) D is controlled invariant, i.e., for each x ∈ D there is u ∈ U with φ(R+, x, u) ⊂ D.
(ii) Approximate controllability holds on D, i.e., D ⊂ clA(x) for all x ∈ D.
Following [9], Proposition 3.2.4., any subset D of M with nonempty interior that is maximal with property (ii)
in the above definition is a control set.
The next result (see Lemma 3.2.13 of [9]) states the main properties of control sets with nonempty interior.
2.1 Lemma: Let D be a control set of (2.1) with nonempty interior. It holds:
(i) If the system is locally accessible from all x ∈ clD, then D is connected and cl intD = clD;
(ii) If y ∈ intD is locally accessible, then y ∈ A(x) for all x ∈ D;
(iii) If the system is locally accessible from all y ∈ intD, then intD ⊂ A(x) for all x ∈ D and for every
y ∈ intD one has
D = clA(y) ∩ A∗(y).
In particular, exact controllability holds on intD.
We say that a control set D is positively-invariant (resp. negatively-invariant) it φt,u(D) ⊂ D for any u ∈ U
and t > 0 (resp. t < 0).
2.2 Semisimple theory
Standard references for the theory of semisimple Lie groups are Duistermat-Kolk-Varadarajan [10], Helgason
[11], Knapp [12] and Warner [14]. In the sequel, we only provide a brief review of the concepts used in this
paper.
Let G be a connected semisimple non-compact Lie group G with finite center and Lie algebra g. We choose
a Cartan involution ζ : g → g and denote by Bζ(X,Y ) = −C(X, ζ(Y )) the associated inner product, where
C(X,Y ) = tr(ad(X) ad(Y )) is the Cartan-Killing form. If k and s stand, respectively, for the eigenspaces of ζ
associated with 1 and −1, the Cartan decompositions of g and G are given, respectively, by
g = k⊕ s and G = KS, where K = exp k and S = exp s.
Fix a maximal abelian subspace a ⊂ s and denote by Π the set of roots for this choice. If n := ∑α∈Π+ gα, where
Π+ is the set of positive roots and
gα = {X ∈ g : ad(H)X = α(H)X, ∀H ∈ a}
is the root space associated with α ∈ Π, the Iwasawa decompositions of g and G are given, respectively, by
g = k⊕ a⊕ n and G = KAN, where N = exp n and A = exp a.
Let a+ = {H ∈ a; α(H) > 0, α ∈ Π+} be the positive Weyl chamber associated with the above choices and
consider H ∈ cl a+. The eigenspaces of ad(H) in g are given by gα, α ∈ Π and g0 = ker ad(H). The centralizer
of H in g is given by
zH :=
∑
α∈Π∪{0}: α(H)=0
gα
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and the centralizer in k by kH := k ∩ zH . They are, respectively, the Lie algebra of the centralizer of H in G,
ZH := {g ∈ G : Ad(g)H = H}, and in K, KH = K ∩ZH . Since G has finite center, the centralizer M of a in K
is a compact subgroup of G. This fact, together with the equality ZH = M(ZH)0 implies that ZH has a finite
number of connected components. The finite subgroup Γ = ZH/(ZH)0 parametrizes the connected components
of ZH and hence, (ZH)γ will stand for the connected component of ZH related with γ ∈ Γ.
The negative and positive nilpotent subalgebras of type H are given by
nH :=
∑
α∈Π: α(H)>0
gα and n
−
H :=
∑
α∈Π: α(H)<0
gα.
The parabolic subalgebra and the negative parabolic subalgebra of type H are given, respectively, by
pH :=
∑
α∈Π∪{0}: α(H)≥0
gα and p
−
H :=
∑
α∈Π∪{0}: α(H)≤0
gα.
At the group level, NH = exp(nH) and N
−
H = exp(n
−
H) stand for the connected nilpotent Lie subgroup associated
with nH and n
−
H , respectively. The parabolic subgroups PH and P
−
H are, respectively, the normalizer of pH and
p−H in G. It holds that NH is a normal subgroup of PH and the same is true for N
−
H and P
−
H . In particular, it
holds that
PH = ZHNH = NHZH and P
−
H = ZHN
−
H = N
−
HZH .
Moreover, the set
UH := PHN
−
H = NHZHN
−
H = NHP
−
H (2.2)
is an open and dense subset of G.
2.3 Linear vector fields on semisimple Lie groups
A vector field X on a connected Lie group G is said to be linear if its flow (ϕt)t∈R is a 1-parameter subgroup
of Aut(G). Associated to any linear vector field X there is a derivation D of g defined by the formula
DY = −[X , Y ](e), for all Y ∈ g.
The relation between ϕt and D is given by the formula
(dϕt)e = e
tD for all t ∈ R. (2.3)
In particular, it holds that
ϕt(expY ) = exp(e
tDY ), for all t ∈ R, Y ∈ g.
Let G be semisimple and consider X to be a linear vector field on G. If D stands for the derivation associated
with X , the fact that g is a semisimple Lie algebra implies that D is inner, that is, there exists X ∈ g such that
D = − ad(X).
By equation (2.3) we get that
ϕt(expY ) = exp(e
tDY ) = exp(e−t ad(X)Y ) = CetX (expY )
and since G is connected, we conclude that ϕt = CetX , where the minus sign on the above formula is connected
with the choice of right-invariant vector fields.
Following [11] (Chapter 9, Lemma 3.1) the Jordan decomposition of an element X ∈ g is the commuting
decomposition X = E + H + N where H ∈ cl(a+), E ∈ kH and ad(N) is nilpotent. In particular, the
Lie subalgebras nH , zH and n
−
H coincide, respectively, with the sum of the real generalized eigenspaces of D
associated with the eigenvalues with positive, zero and negative real parts.
We call the elements E, H and N obtained from the Jordan decomposition of X the elliptic, hyperbolic and
nilpotent parts of X , respectively. Moreover, the Jordan decomposition of X implies that the flow of X is given
by the commutative product
ϕt = CetX = CetE ◦ CetH ◦ CetN .
A simple calculation shows that NH , N
−
H and ZH are ϕ-invariant.
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2.4 Linear control systems on semisimple Lie groups
A linear control system on a connected Lie group G is a family of ordinary differential equations of the form
g˙(t) = X (g(t)) +
m∑
j=1
uj(t)Y
j(g(t)), u = (u1, . . . , um) ∈ U (ΣG)
where X is a linear vector field, Y j , j = 1, . . . ,m are right-invariant vector fields and u(t) ∈ Ω. The solutions
of linear control systems are related to the flow of X by the formula
φ(t, g, u) = φ(t, e, u)ϕt(g) = Lφ(t,e,u)(ϕt(g)).
Let us denote by Aτ ,A∗τ ,A≤τ ,A∗≤τ ,A and A∗ the sets Aτ (e),A∗τ (e),A≤τ (e),A∗(e)≤τ ,A(e) and A∗(e), respec-
tively.
The next proposition states the main properties of the reachable sets of linear control systems (see for instance
[8], Proposition 2).
2.2 Proposition: With the previous notations it holds:
1. A≤τ = Aτ ;
2. Aτ (g) = Aτϕτ (g);
3. Aτ1+τ2 = Aτ1ϕτ1(Aτ2) = Aτ2ϕτ2(Aτ1).
The next result shows that the set A is invariant by right translations of elements whose ϕ-orbits are contained
in A ([6], Lemma 3.1).
2.3 Lemma: Let g ∈ A and assume that O(g, ϕ) ⊂ A. Then A · g ⊂ A.
Let G to be a connected semisimple Lie group with finite center. By using the notations introduced in Section
2.2 for the semisimple case, Theorem 3.9 of [1] gives us a strict relation between the subgroups PH and P
−
H and
the linear control system ΣG as follows.
2.4 Theorem: Let G be a connected semisimple Lie group with finite center. If A is open, then (PH)0 ⊂ A
and (P−H )0 ⊂ A∗.
Next we extend the above results relating A with the other connected components of PH .
2.5 Proposition: Let G be a connected semisimple Lie group with finite center and assume that A is open.
For any γ ∈ Γ we have that
(ZH)γ ∩ A 6= ∅ =⇒ (PH)γn ⊂ A, for any n ∈ Z.
Proof: In fact, let x ∈ (ZH)γ ∩A. Since (ZH)γ = x(ZH)0 we get that any z ∈ (PH)γ can be written as z = xg
with g ∈ (PH)0 and hence
O(g, ϕ) ⊂ (PH)0 ⊂ A =⇒ z = xg ∈ A · g ⊂ A.
Let us notice that (PH)γn = ((PH)γ)
n and then, if (PH)γn ⊂ A we have by the ϕ-invariance of (PH)γn and
Lemma 2.3 that (PH)γn+1 ⊂ A. Since Γ is finite, the above is true for any n ∈ Z showing the result. 
The next technical lemma will be useful ahead.
2.6 Lemma: Let γ ∈ Γ and x ∈ (ZH)γ .
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(i) It holds that A(x) ⊂ A · x;
(ii) If O(x, ϕ) ⊂ A(x) then A · x ⊂ A(x).
Proof: (i) For any z ∈ A(x) consider τ > 0 and u ∈ U with z = φ(τ, x, u). By the ϕ-invariance of (ZH)γ , there
exists l ∈ (ZH)0 such that ϕτ (x) = lx and hence
z = φ(τ, x, u) = φ(τ, e, u)ϕτ (x) = φ(τ, e, u)lx =⇒ z ∈ A · lx ⊂ A · x,
where for the inclusion we used that O(l, ϕ) ⊂ (ZH)0 ⊂ A.
(ii) Let z ∈ A and write it as z = φ(τ, e, u) for some τ > 0 and u ∈ U . Then
zx = φ(τ, e, u)x = φ(τ, e, u)ϕτ (ϕ−τ (x)) ∈ φτ,u(O(x, ϕ)) ⊂ φτ,u(A(x)) ⊂ A(x)
and by the arbitrariness of z ∈ A we get A · x ⊂ A(x) concluding the proof. 
2.7 Remark: It is important to notice that the assumption that A is open is equivalent to the existence of
some τ > 0 such that e ∈ intAτ (see [9], Lemma 4.5.2). In particular, if A is open the system is locally accessible
(see Theorem 3.3 of [5]) and A∗ is also open. There is an easily checkable algebraic condition that ensures the
openness of A called the ad-rank condition (see for instance [8], Proposition 6).
3 Control sets of linear systems on semisimple Lie groups
In this section will be assumed that G is a connected semisimple Lie group with finite center and that ΣG is a
linear control system such that A is open. Let us denote by H the hyperbolic part of the linear vector field X ,
drift of the system ΣG.
By considering the homogeneous space G/(ZH)0 we have, by the ϕ-invariance of (ZH)0, a well defined system
ΣG/(ZH)0 on G/(ZH)0 induced by the linear control system ΣG (see [7], Proposition 4). We aim to show that
there is a strict relation between the control sets of ΣG and the ones of ΣG/(ZH)0 .
If pi : G→ G/(ZH)0 is the canonical projection and Ψt the flow induced by X on G/(ZH)0 we have that
Ψt ◦ pi = pi ◦ ϕt.
Moreover, if Lg stands for the left translation in G/(ZH)0 given by x ∈ G/(ZH)0 7→ gx ∈ G/(ZH)0 we have
that the solutions of ΣG/(ZH)0 satisfy
Φ(t, pi(g), u) = Lφ(t,e,u)(Ψt(pi(g))) = pi(φ(t, g, u)). (3.4)
In particular, for any g ∈ G
pi(A(g)) = AH(pi(g)) and pi(A∗(g)) = A∗H(pi(g)),
are the reachable sets for from pi(g) for the induced system. By our assumption on the openness of A, there
exists a control set of ΣG with nonempty interior containing the identity in its interior (see Corollary 4.5.11 of
[9]). By Lemma 2.1 it is equal to cl(A) ∩ A∗ and is denoted by C1 in the sequel.
3.1 Theorem: The projection pi(C1) is a control set for ΣG/(ZH)0 and satisfies pi−1(pi(C1)) = C1.
Proof: Since pi is an open map, it holds that pi(C1) has nonempty interior. Moreover, by (3.4) we have that
for all g ∈ C1, pi(C1) ⊂ pi(cl(A(g))) ⊂ cl(pi(A(g))) = cl(AH(pi(g))),
and therefore, pi(C1) is contained in a control set D1 for the control system ΣG/(ZH)0 .
The result is proved if we show that pi−1(D1) ⊂ C1. However, since C1 ⊂ pi−1(D1) it is enough to show that
pi−1(D1) ⊂ cl(A(g)) for any g ∈ pi−1(D1). (3.5)
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Let then g1, g2 ∈ pi−1(intD1). Denote by o = e·(ZH)0. Since exact controllability holds on intD1 and o ∈ intD1,
there exist t1, t2 > 0 and u1, u2 ∈ U such that
Φ(t1, pi(g1), u1) = o and Φ(t2, o, u2) = pi(g2) ⇐⇒ φ(t1, g1, u1) = l1 and φ(t2, l2, u2) = g2
for some l1, l2 ∈ (ZH)0. On the other hand, the openness of A implies (ZH)0 ⊂ A ∩ A∗ ⊂ C1 and hence there
exist t3 > 0 and u3 ∈ U such that
φ(t3, l1, u3) = l2 =⇒ g2 = φ(t, g1, u), where t = t1 + t2 + t2 > 0 and u = (u1 ∗ u2) ∗ u3 ∈ U .
Therefore, pi−1(intD1) ⊂ A(g) for any g ∈ pi−1(intD1). Using the fact that intD1 is dense in D1 and by
maximility of C1 we get the desired result. 
We define now a group of homeomorphisms in G/(ZH)0. For any γ ∈ Γ let us define the map fγ : G/(ZH)0 →
G/(ZH)0 by g · o ∈ G/(ZH)0 7→ gl · o ∈ G/(ZH)0, where l ∈ ZH satisfies γ = l · o. Since (ZH)0 is a normal
subgroup of ZH the map fγ is a well defined homeomorphism of G/(ZH)0 satisfying:
(i) (fγ)
−1 = fγ−1 for all γ ∈ Γ;
(ii) fγ1γ2 = fγ2 ◦ fγ1 for γ1, γ2 ∈ Γ;
3.2 Lemma: For any γ ∈ Γ it holds that
Φt,u ◦ fγ = fγ ◦ Φt,u for any t ∈ R, u ∈ U , γ ∈ Γ.
In particular, Ψt ◦ fγ = fγ ◦Ψt for any t ∈ R and γ ∈ Γ.
Proof: Since ϕt((ZH)γ) = (ZH)γ for any γ ∈ Γ it holds that
Φ(t, fγ(g · o), u) = φ(t, e, u)ϕt(gl) · o = φ(t, e, u)ϕt(g)ϕt(l) · o
= φ(t, e, u)ϕt(g)l · o = fγ(φ(t, e, u)ϕ(g) · o) = fγ(Φ(t, g · o, u))
and the result follows. 
A direct consequence of Lemma 3.2 is that Dγ := fγ(D1) is a control set with nonempty interior of ΣG/(ZH)0 ,
where D1 = pi(C1) is the projection of the control set C1 of ΣG as proved in Theorem 3.1. The set
Γ0 := {γ ∈ Γ; Dγ = D1}
is a subgroup of Γ and the map ξ given by Γ0γ ∈ Γ0 \ Γ 7→ Dγ is a well-defined injective map, since
Γ0γ1 = Γ0γ2 ⇐⇒ γ2γ−11 ∈ Γ0 ⇐⇒ D1 = Dγ2γ−11 ⇐⇒ Dγ1 = Dγ2 .
The next result shows that the control sets of a linear control system are related with the control sets Dγ for
γ ∈ Γ.
3.3 Lemma: (Fundamental Lemma) If C is a control set of ΣG with nonempty interior then
C ⊂ pi−1(Dγ), for some γ ∈ Γ.
Proof: Let C ⊂ G be a control set with nonempty interior of ΣG. By equation (2.2) the set
UH =
⋃˙
γ∈Γ
(PH)γN
−
H
is an open and dense subset of G and hence int C ∩ (PH)γ1N−H 6= ∅ for some γ1 ∈ Γ. There exist g ∈ (PH)γ1 ,
h ∈ N−H with gh ∈ int C. Since in intC we have exact controllabillity, there exists τ > 0 and u ∈ U such that
φ(nτ, gh, u) = gh, for each n > 0.
7
If % stands for a left invariant Riemannian metric on G we get
%(gh, φ(nτ, g, u)) = %(φ(nτ, gh, u), φ(nτ, g, u)) = %(ϕnτ (h), e).
Since N−H = exp n
−
H and ad(X)|n−H has only eingevalues with negative real part, we have that ϕnτ (h) → e as
n → +∞. On the other hand, the fact that g ∈ (PH)γ1 implies that φ(nτ, g, u) ∈ A · l1 for each n > 0, where
l1 ∈ (ZH)γ1 . Hence, gh ∈ cl(A · l1) implying that int C ∩A · l1 6= ∅. Let then x ∈ int C ∩A · l1 and y ∈ int C. By
exact controllability there exists t > 0 and u ∈ U with y = φt,u(x). If we write ϕt(l1) = ml1 with m ∈ (ZH)γ1
we get
y = φt,u(x) ∈ φt,u (A · l1) = φt,u (A) · ϕt(l1) ⊂ A ·ml1 ⊂ A · l1
where for the last inclusion we used Lemma 2.3. By the arbitrariness of y ∈ int C we conclude that
int C ⊂ A · l1.
By arguing analogously for U−1H we assure the existence of γ2 ∈ Γ such that int C ⊂ A∗ · l2 where l2 ∈ (ZH)γ2.
Therefore,
int C ⊂ A · l1 ∩ A∗ · l2, where li ∈ (ZH)γi , i = 1, 2. (3.6)
In particular, A · l1 ∩ A∗ · l2 6= ∅. Let then x ∈ A · l1 ∩ A∗ · l2 and consider t1, t2 > 0 and u1, u2 ∈ U such that
x = φt1,u1(e) · l1 and φt2,u2(xl−12 ) = e =⇒ e = φt2,u2(φt1,u1(e)l1l−12 ) = φt,u(e)ϕt2(l1l−12 ).
where t = t1 + t2 and u = u1 ∗ u2. Therefore, ϕt2(l2l−11 ) = φt,u(e) ∈ A implying that (ZH)γ2γ−11 ∩ A 6= ∅. By
Proposition 2.5 we get
(PH)(γ1γ−12 )
= (PH)(γ2γ−11 )−1
⊂ A =⇒ (ZH)γ1 ∩ A · l2 6= ∅. (3.7)
Since, pi(A · li) = AH(γi) and pi(A∗ · li) = A∗H(γi), equation (3.7) implies
γ1 ∈ pi(A · l2) = AH(γ2) =⇒ AH(γ1) ⊂ AH(γ2)
and using equation (3.6) we get
pi(int C) ⊂ pi(A · l1) ∩ pi(A∗ · l2) ⊂ AH(γ1) ∩ A∗H(γ2) ⊂ AH(γ2) ∩ A∗H(γ2) ⊂ Dγ2
concluding the proof. 
Now we can prove our main result.
3.4 Theorem: If C is a control set with nonempty interior of ΣG then
C ⊂ Rl(C1), for some l ∈ ZH .
Proof: In fact, for any l ∈ (ZH)γ , it holds that pi ◦Rl = fγ ◦ pi and consequently
pi−1(Dγ) = Rl(C1).
In fact,
x ∈ pi−1(Dγ) ⇐⇒ pi(x) ∈ Dγ = fγ(D1) ⇐⇒ fγ−1(pi(x)) ∈ D1 ⇐⇒ pi(Rl−1(x)) ∈ D1 = pi(C1)
⇐⇒ Rl−1(x) ∈ pi−1(pi(C1)) = C1 ⇐⇒ x ∈ Rl(C1)
and the result follows from Lemma 3.3. 
The next result shows that for linear control system whose drift has trivial nilpotent part the right translations
of C1 coincides with the control sets of ΣG. This case is particularly important because generically linear vector
fields have trivial nilpotent part since it is true as soon α(H) 6= 0 for α ∈ Π.
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3.5 Theorem: If A is open and X has trivial nilpotent part, then
Rl(C1) = pi−1(Dγ)
are all the control sets with nonempty interior of ΣG. In this case ΣG admits exactly |Γ|/|Γ0| control sets with
nonempty interior.
Proof: Since we already have that any control set with nonempty interior is contained in pi−1(Dγ) for some
γ ∈ Γ it is enough to show that, if the nilpotent part of X is trivial, we actually have that pi−1(Dγ) is a control
set of ΣG for any γ ∈ Γ.
By the assumption on the linear vector field we have that the flow of the linear vector field restricted to ZH is
given by ϕt|ZH = CetE . Since E ∈ kH and K is compact, we get that {etE , t ∈ R} ⊂ K is bounded and hence,
if x ∈ ZH we have that cl(O(x, ϕ)) is a compact subset. Therefore, for any γ ∈ Γ and any x ∈ (ZH)γ we obtain
by Corollary 4.5.11 of [9] that there exists a control set Cx with nonempty interior such that
cl(O(x, ϕ)) ⊂ int Cx.
In particular Cx = cl(A(x)) ∩ A∗(x) but O(x, ϕ) ⊂ A(x) implies by item (ii) of Lemma 2.6 that A(x) = A · x
for any x ∈ (ZH)γ . On the other hand, for any x, y ∈ (ZH)γ there is z ∈ (ZH)0 with zx = y which gives us
A(x) = A · x ⊂ A · zx = A · y = A(y)
and hence A(x) = A(y). Analogously, for any x, y ∈ (ZH)γ we get A∗(x) = A∗(y) implying that Cx = Cy.
Moreover,
intDγ = AH(γ) ∩ A∗H(γ) =⇒ pi−1(intDγ) =
⋃
x,y∈(ZH)γ
A · x ∩ A · y = A(x) ∩ A∗(x) ⊂ int Cx.
Using that pi(Cx) ⊂ Dγ and that intDγ is dense in Dγ we have Cx = pi−1(Dγ) as stated. 
3.6 Remark: By following the idea of the proof of the above theorem, it is not hard to show that pi−1(Dγ) is
a control set as soon as (ZH)γ possesses a fixed or a periodic point for the flow of X , even when the nilpotent
part of X is not trivial.
We finish this section by showing that the existence of an invariant control set is equivalent to the controllability
of ΣG.
3.7 Theorem: The only possible positively-invariant (resp. negatively-invariant) control set of ΣG with
nonempty interior is G.
Proof: Our proof is divided in two steps:
Step 1: A = G if and only if A∗ = G
Since both cases are analogous we will only show that A = G =⇒ A∗ = G. Recall that G being semisimple
the derivation D = − ad(X ) is inner and equal to − ad(X) for some right-invariant vector field X. We can
consequently define an invariant system ΣI by:
g˙(t) = X(g(t)) +
m∑
j=1
uj(t)Y
j(g(t)), u = (u1, . . . , um) ∈ U . (ΣI)
The solutions φI of ΣI and φ of ΣG are related by
φI(t, g, u) = RetX (φ(t, g, u)), for any t ∈ R, g ∈ G, u ∈ U . (3.8)
An easy proof of equation 3.8 can be found in [8], Proposition 8. As consequence the reachable set at time t ≥ 0
from the identity for ΣI is St = At exp(tX).
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The reachable set from the identity S = ⋃t≥0 St is a semigroup with nonempty interior. It is said to be left
reversible (resp. right reversible) if SS−1 = G (resp. S−1S = G). Following Theorem 6.7 of [13], if G is a
connected semisimple Lie group with finite center then G itself is the only subsemigroup with nonempty interior
which is left or right reversible.
Assume then that A = G. The first thing to show is that S = G. Let g ∈ G. Since A = G there exists t ≥ 0
such that g ∈ At = Ste−tX . This implies S exp(−R+X) = G. However, since exp(−R+X) ⊂ S−1 we obtain
SS−1 = G and hence S = G.
We can now prove that A∗ = G. Let g ∈ G. There exists t ≥ 0 such that g−1 ∈ St or equivalently g−1e−tX ∈ At.
Consequently:
e−tX = g−1e−tXetXge−tX = g−1e−tXϕt(g) ∈ Atϕt(g) = At(g).
But A = G and there exists s > 0 and u ∈ U such that exp(tX) = φs,u(e), so that:
e = e−tXϕs(e−tX) = φs,u(e)ϕs(e−tX) = φs,u(e−tX) ∈ φs,u(A+(g)) ⊂ A(g).
and hence g ∈ A∗ concluding the proof.
Step 2: If ΣG admits a positively-invariant (resp. negatively-invariant) control set C with nonempty interior
then C = G.
In fact, let us assume that C is a positively-invariant control set of ΣG with nonempty interior. By Theorem
3.3 we get that pi(C) ⊂ Dγ for some γ ∈ Γ. Since pi(int C) ⊂ intDγ and exact controllability holds on intDγ ,
we can always build an periodic orbit passing for a given point in intDγ and intersecting pi(int C) which by
the positively-invariance of C implies that intDγ ⊂ pi(C) and hence that Dγ is positively-invariant. Since
D1 = fγ−1(Dγ) we get that D1 is also positively-invariant and by Theorem 3.1, the same holds for C1. In
particular, C1 is closed which by Theorem 3.6 of [2] implies that A∗ = G and by the previous step that A = G
which implies the result. 
3.8 Remark: It is important to remark that Step 1 on the previous proof was first stated in [8] but for
unrestricted inputs. Moreover, the idea of the “reversible semigroups” trick comes from [4].
4 Example
Let G = Sl(2) be the three-dimensional semisimple Lie group of the 2 × 2 matrices with determinant equal to
one. Its Lie algebra is given by g = sl(2), the set of the 2× 2 matrices with zero trace.
Denote any element h ∈ G by h = (v1, v2), where v1, v2 ∈ R2 satisfies 〈v∗1 , v2〉 = 1. Here v∗1 is the orthogonal vec-
tor of v1 obtained by a counter-clockwise rotation of pi/2. If A := {g ∈ G; g is diagonal with positive entries}
we have the diffeormorphism
ψ : G/A→ S1 × R defined by ψ(v1, v2) =
(
v1
|v1| , 〈v1, v2〉
)
.
Note that
ψ(g(v1, v2)) = pi(gv1, gv2) =
(
gv1
|gv1| , 〈gv1, gv2〉
)
, for any g ∈ G
and hence, the flow of any right-invariant vector field etX , X ∈ g, passes to S1 × R as
(t, (v, x)) ∈ R× (S1 × R) 7→
(
etXv
|etXv| , 〈e
tXv, etX(xv + v∗)〉
)
(4.9)
where we used that ψ(v, xv + v∗) = (v, x).
A simple calculation shows that the flow (4.9) is associated with the vector field
fX(v, x) =
(
Xv − 〈Xv, v)v, 〈Xv, xv + v∗〉+ 〈v,X(xv + v∗)
)
.
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We are interested in the dynamical behaviour of the flow of fH where H ∈ g has a pair of distinct real eigenvalues.
For such case, there is a basis {vH , v∗H} of eigenvalues of H that we always assume ordered such that vH is
associated with the positive eigenvalue.
For such case, the first component of the solution is given by
φ1(t, (v, x)) =
etHv
|etHv|
and its dynamical behaviour in the circle is given as in the picture ahead (see Figure 1).
The second component of the solution of fH is then
φ2(t, (v, x)) = cos
2 θH(v)e
2tλH (x− tan θH(v)) + sin2 θH(v)e−2tλH (x+ cot θH(v))
where λH is the positive eigenvalue of H and θH(v) is defined by cos θH(v) = 〈vH , v〉H where 〈·, ·〉H is the inner
product that makes {vH , v∗H} orthogonal. The dynamical behaviour of φ2 is given by the right Figure 1.
Figure 1: Dynamical behaviour of φ1 and φ2.
Let us consider now a linear control system ΣG given by g˙ = X (g)+uX with u ∈ [−ρ, ρ], ρ > 0 and D = − ad(H)
the associated derivation. Assume that
1. H is a nonzero diagonal matrix;
2. Hu := H + uX has a pair of distinct real eigenvalues for any u ∈ [−ρ, ρ];
3. {X, [H,X], [H, [H,X]]} is a basis for g 1.
The above conditions imply that the system is not controllable (see [3]), that A is open and that ZH = ±A.
Moreover, the fact that etH ∈ A, t ∈ R implies that the induced control on G/A coincides with the associated
invariant system. Moreover, the fact that the piecewise constant control functions are dense in U , implies that
we only need to analyze how the concatenations of etHu for u ∈ [−ρ, ρ] acts on S1 × R.
Following [9], Chapter 6, the system on S1 given by φ1 has, for small ρ > 0, four control sets where the one
containing e1 is the closed interval on S
1 given by [v−ρ, vρ], where vu := vHu , u ∈ [−ρ, ρ] is the attractor of
etHu . The control set D1 that contains pi(e) = e1 is then given in Figure 2. Moreover, since ZH/(ZH)0 = {±1}
implies that f−1(v, x) = (−v, x) and hence D−1=f−1(D1) (see Figure 2).
By Theorem 3.5 we have that the control sets with nonempty interior of ΣG are given by pi
−1(D1) and pi−1(D−1).
1A pair of matrices satisfying the conditions are, for instance, H =
(
1 0
0 −1
)
and X =
(
1 1
1/2 −1
)
.
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Figure 2: The control sets of ΣG/(ZH)0 associated with Γ = {±1}.
4.1 Remark: It is not hard to see that there are control sets around the points (e2, 0) and (−e2, 0) who are
still related by the map f−1. That shows that the induced control system on ΣG/(ZH)0 can have more control
sets than the ones given by Dγ , γ ∈ Γ.
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