In this work a new method for image edge detection based on multilayer perceptron (MLP) is proposed. The method is based on updating a MLP to learn a set of contours drawn on a 3x3 grid and then take advantage of the network generalization capacity to detect different edge details even for very noisy images. The method is applied first to Gray scale images and can be easily extended to color ones. Simulations on synthetic and real image show much promised results in term of precision and localization. Moreover the method works well even for very low contrast images for which other edge operators fail.
Introduction
Artificial vision becomes an important research field and it integrates several applications such as automatic object and default recognition, well matching and analysis, featuring computation, etc. These applications need very advanced image processing tools and digital mathematical foundation. Image processing aims at simplifying and improving the quality of images from different points of view: filtering and denoising, useless and redundant information removing; brightness, contrast, and focus adjustment and so on. For this purpose many algorithms and methods have been developed in the literature [1] [2] [3] . Edges are among the well known descriptors in image processing used to object characterization and scene analysis. They can be defined as boundaries linking different image regions. They are viewed moreover as discontinuities in the color intensity or gray scale levels from one pixel to another. In the frequency domain edges represent high-frequency spectra. Hence edge detection in noisy images becomes a very difficult task since the noise itself represents high-frequency components. If the edges of the different regions or areas in an image are accurately identified, all of the objects can be located and then several properties such as area, perimeter, and shape can be evaluated. The quality of the detected edges is strongly dependent on the acquisition conditions and especially lighting. The existence of objects of similar intensities, and the density of edges in the image affect also the edge quality. Each of these problems must be handled by adjusting some tuning parameters and thresholds in the edge detector. Consequently no standard methods exist for automatically setting these values; they must be manually changed by the operator each time the detector is used for different set of images The present work is located in this context; it aims at proposing a new edge detector based on artificial neural networks. The main characteristics of this detector are: first it hasn't any tuning parameter to be adjusted beforehand, second it can be applied on several sets of different images, third the good edge localization and precision, and least it provides in the U.S. Government work not protected by U.S. copyright 
A new neural edge detector analysis
The proposed edge detection method is applied first to Gray scale images and then extended to colored ones. For the space limitation we present in this paper the algorithm applied only for gray scale images, and the development of the method for colored images will be presented in further works.
(i) Binary elementary contours definition
First, different binary contour shapes (binary elementary contours: EC) that may occur in a 3x3 grid (when an image is scanned by a 3x3 mask) are drawn. After several tests on different binary contours, 48 possible shapes (shown in fig.1 ) are fixed up. To form the whole general binary database, other 48 random binary forms that can not be considered anyway as EC's are generated to form definitively 96 learning patterns. Figure ( 2) shows some of these non elementary contours. It is noted that the particular first and second patterns in this figure (denoted a and b) must exist in the database. Indeed they represent black or white homogenous surfaces.
(ii) Gray scale elementary contours In order to construct the database for grayscale images we started from the observation that when two different regions should be separated by an edge, an intensity gap 'g' between the two regions exists. This fact is illustrated in Fig.3 . The gap g is equal to the difference between the largest intensity level of the class (0) and the smallest intensity level of the class (1). One note that if g is equal to a small value then the algorithm detects the very small details of the region boundaries, however if g is huge then the algorithm gives the principle details of the contours. Nevertheless if g is assigned to a very small value then the two neighboring regions can not be considered as different and separable. Based on the 48 th EC's seen above, 10 gray level elementary contours (GLEC) for each EC are generated yielding to 480 GLEC. To complete the whole learning neural network database we generated 480 random gray forms that can not be considered anyway as forms of contours. Figures  4 and 5 show six GLEC's generated from the EC's number 4 and 32 shown in figure 1 (We don't represented the 10 GLEC for each binary EC for the space consideration). Moreover fig.6 represents an example of 9 gray random forms (among the 480 random gray forms used to complete the learning database) that are not contours.
(iii) Learning phase
In the learning phase, all of the 960 patterns are presented randomly to the network so that if the current learning pattern is a GLEC then the following must be a non contour and so on. The desired output is set to +0.8 if the pattern corresponds to a contour and -0.8 if not. Consequently, the MLP should have 9 inputs and only one output neuron. The number of hidden layers and neurons per layer are chosen arbitrarily and after several learning trials to maximize the performance of the network. To avoid neuron saturation a normalization step is applied to each chosen pattern before its propagation in the network. The algorithm used in the learning stage is the well known back propagation algorithm which optimize the error between the network output and the desired one to find up a set of synaptic coefficients that allows the network to recognize all learning patterns [7] [8] [9] . The new proposed method can be is resumed by the scheme presented in fig. 7 .
(iv) Generalization phase
In the generalization phase an image is scanned in an arbitrarily direction by a 3x3 mask, the obtained 3x3 matrix is then resized to an 9 elements vector, normalized and then propagated into the neural network. So if the output value is positive then the central pixel (of the input 3x3 grid) corresponds to a contour point else the central pixel is assigned to the other class. To preserve the image size, the mirror effect is considered in the four sides of the original image. 
Simulation results

(i) Test with benchmark synthetic images
In a first stage of simulations some benchmark synthetic images (where the contours are known beforehand) are used to highlight the efficiency of the method. 
(ii) Test with real images
The proposed method is tested with other gray level images and compared with the classical operators mentioned above. Fig. 9 and 10 show some of these results. It is clear that the new proposed algorithm allows to retrieve many details that other detectors fails to find. In practice we found that it is necessary to proceed by an histogram equalization to apply the new algorithm in the purpose to improve the results. However, when applied to the equalized images the classical operators don't give good results. From figures 9(g) and 10(g) one can note easily that that the proposed method gives smooth contours (in comparison with the other contours) and many details are appeared. The study of the influence of the noise in the method performance is developed in further works.
Conclusion
This work deals with the problem of edge detection for gray level images. It proposes a new edge detector based on neural network. Tested on both synthetic and real images it is shown that the new algorithm allows to find several edge details that the classical operators can not find. The method gives moreover more smoothed and localized edges. The method can easily be extended for color images when applied on RGB components. 
