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We determine the existence of (infinitely many) symmetries for equations of the
form
ut=uk+ f (u, ..., uk&1)
when they are *-homogeneous (with respect to the scaling uk [ *+k) with *>0.
Algorithms are given to determine whether a system has a symmetry (also inde-
pendent of t and x). If it has one generalized symmetry, we prove it has infinitely
many and these can be found using recursion operators or master symmetries. The
method of proof uses the symbolic method and results from diophantine
approximation theory. We list the 10 integrable hierarchies. The methods can in
principle be applied to the *0 case, as we illustrate for one example with *=0,
which seems to be new. In principle they can also be used for systems of evolution
equations, but so far this has only been demonstrated for one class of examples.
 1998 Academic Press
1. INTRODUCTION
The existence of generalized symmetries and conservation laws of scalar
evolution equations is well understood, in the sense that today it would be
difficult to find anything new. That this understanding is complete remains
to be proven. The main questions in this respect are the following.
v Can we decide, given an equation, whether there exists a generalized
symmetry (the recognition problem)?
v And if so, can we answer the question whether this leads to infinitely
many symmetries (the symmetryintegrability problem)?
v Given a class of equations with arbitrary parameters, possibly func-
tions of given type, can we completely classify this class with respect to the
existence of symmetries (the classification problem)?
In the literature there exist lists of integrable systems, i.e., systems which
came through certain integrability tests (cf. [MSS91]). The main problem
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with these lists is that there is no recipe to check whether a given system
is equivalent to a system in the list, and there is no proof that the lists are
complete. This leads to interesting discussions. In this paper we will not
solve this problem, but we answer the questions with yes for a class of
*-homogeneous equations and mention that our methods can be extended
to cover much in the lists. We should stress at the beginning that this
classification only allows linear transformations (in the scalar case that
means multiplication of u with a constant only), and so there might be
relations among the hierarchies (by graded LieBa cklund transformations),
as there exist between KdV and Potential KdV.
This paper was motivated by the observation that after quickly finding
a number of hierarchies (mKdV, SawadaKotera, KaupKuperschmidt)
soon after KdV, nothing more was found for polynomial scalar evolution
equations which are linear in the highest-order derivative.
We show that integrability of an equation of the form
ut=uk+ f (u, ..., uk&1)
(with f a formal power series starting with terms that are at least qua-
dratic) is determined by
v the existence of one generalized symmetry,
v the existence of approximate symmetries.
Remark 1.1. We have derived the formalism not only for symmetries
but also for cosymmetries. We apply the formalism in this paper only to
the classification of the symmetries (symmetryintegrability). The classifica-
tion of the cosymmetries is more complicated, since one also encounters
equations (usually without a generalized symmetry) with only a finite num-
ber of cosymmetries.
To this end we first formulate a theorem that is valid in the context of
filtered Lie algebra modules. We prove in an abstract setting the remark
made in [Fok80]
Another interesting fact regarding the symmetry structure of evo-
lution equations is that in all known cases the existence of one
generalized symmetry implies the existence of infinitely many.
(However, this has not been proved in general.)
under fairly relaxed conditions. The result also confirms the remark made
in [GKZ91]
It turns out from practice that if the first integrability conditions
[...] are fulfilled, then often all the others are fulfilled as well.
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We should also remark however that the conjecture
the existence of one symmetry implies the existence of (infinitely
many) others
has been disproved. Using an example given in [Bak91], we show
[BSW97] this using the same techniques as in the present paper. This
example, however, does not contradict the spirit of our theorem, since it
proves the nonexistence of certain quadratic terms, the existence of which
is one of the conditions in our theorem.
In this theorem some conditions play a role which have been inspired by
the use of the symbolic method, introduced by Gel’fandDikii [GD75].
This method was used in [TQ81] to show (as an example) that the sym-
metries of the SawadaKotera equation have to be of order 1 or 5 (mod 6).
In this paper we give extensive results about the mutual divisibility of
G-functions which play a role in proving the (non-)existence of symmetries.
It is interesting to note that the result that any nontrivial symmetry satisfies
the conditions of our abstract theorem, relies (at the moment) on highly
nontrivial results using diophantine approximation theory.
The basic idea (of the symbolic method) is very old, probably dating
from the time when the position of index and power were not as fixed as
they are today. In fact, the symbolic calculus of classical invariant theory
relies on it. The idea is simply to replace ui , where i is an index, in our case
counting the number of derivatives, by u!i, where ! is now a symbol. We
see that the basic operation of differentiation, i.e., replacing ui by ui+1 , is
now replaced by multiplication with !, as is the case in Fourier transfor-
mation theory. If one has multiple u’s, as in uiuj , one replaces this by
(u22)(! i1!
j
2+!
j
1 !
i
2). We have averaged over the permutation group 72 to
retain complete equality among the symbols, reflecting the fact that
ui uj=uj ui . Differentiation now becomes multiplication with !1+!2 .
With this method one can readily translate solvability questions into
divisibility questions and we can use generating functions to handle
infinitely many orders at once. While this does not mean that the questions
are much easier to answer, we do now have the whole machinery which
has been developed in number theory available, and this makes a crucial
difference.
In Section 2 we give a general theorem in the context of filtered Lie
algebra modules regarding the existence of invariants under the action of
the Lie algebra (on the module), once some approximate results are
known. In Section 3 we introduce the symbolic notation and derive expres-
sions for the Lie derivative of symmetries. We give some results on the
action of linear terms in evolution equations and introduce the symbolic
expression for the Lie derivative of uk acting on polynomials of degree
m+1, G (m)k . Solving the symmetry equation is equivalent to division by this
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symbolic expression. In Section 4 we show that the G (m)k factorize into some
simple factors which have period 2 or 6 and other factors which have no
common zeros. We prove that if an equation has a generalized symmetry,
it is enough to be able to solve the symmetry equation up till quadratic
terms to find other symmetries. In particular, if the order of the symmetry
is >7, we can show that there exists a nontrivial symmetry of order 7.
Then we conclude from a rather extensive computer algebra computation
that seventh-order equations must have fifth-order symmetries if they pos-
sess symmetries of order 1 (mod 6). We then replace the equation by its
symmetry and have reduced to order to 5. This result explains why
despite systematic searches using computer algebra nothing new was ever
found beyond fifth-order (cf. [GKZ91]). Moreover, it enables us to com-
pletely analyze *-homogeneous equations for positive *, where *=2 is the
family of KdV-like equations.
In the last section we indicate how the method can be used to handle the
*0 case by showing what the results are for the equation
ut=u3+3f (u) u1u2+ g(u) u31 .
2. THE SYMMETRY EQUATION
Consider a filtered Lie algebra F=F0#F1# } } } #Fn# } } } and let V
be a filtered F-module V=V0#V1# } } } #Vn# } } } (with i=0 V j=0),
where the action of F on V is such that if X i # Fi and v j # V j, then
X i } v j # Vi+ j.
Definition 2.1. We call S 0 # F0 relatively l-prime with respect to
K0 # F0 if S0 } X j # Im K0 (mod V j+1) O X j # Im K0| V j (mod V j+1) for
all jl and X j # V j.
Definition 2.2. We call K0 # F0 nonlinear injective if for all X l # Vl,
l>0, K0 } X l # Vl+1 O X l # Vl+1.
Theorem 2.3. Let K0, S 0 # F0 and K1, S 1 # F1. Put K=K0+K1 and
S=S 0+S 1. Suppose there exists some Q # V0 such that
v [K, S]=0,
v K0 is nonlinear injective,
v S0 is relatively l+1-prime with respect to K0 (this implies that K{S);
and there exists some Q # V0 such that
v K } Q # Vl+1 and S 0 } Q # V1.
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Then there exists a unique Q=Q +Ql+1, Q l+1 # V l+1 such that
K } Q=S } Q=0.
Remark 2.4. In the envisioned applications Q will explicitly comput-
able, reflecting the fact that, e.g., the symmetries of the Kortewegde Vries
equation are all polynomial. If this is not the case, e.g., in the *0 case,
the convergence is in the filtration topology. The fact that the result is
unique suggests that stronger convergence results may be obtained.
Remark 2.5. Although in this theorem the K-invariants S and Q are
completely unrelated, we later on use the result in a context where Q is
directly derived from S, and one can think of this as a way to generate the
hierarchy in which S is contained, with Q as an arbitrary element of this
hierarchy.
Proposition 2.6. Under the conditions of Theorem 2.3 we have
S } Q # Vk+1 if S } Q # Vk and K } Q # Vk+1.
Proof. We use the fact that we have an action of a Lie algebra on a
module, i.e., [K, S] } =K } S } &S } K } . It follows that
K0 } S } Q =[K0, S] } Q +S } K0 } Q
#&[K1, S] } Q &S } K1 } Q (mod Vk+1)
#K1 } S } Q (mod Vk+1)
#0 (mod Vk+1).
By the nonlinear injectiveness of K0 it follows that S } Q # Vk+1. K
Proof of Theorem 2.3. We prove by induction on p that S } Q # V p for
pl+1. For p=1 this is true by assumption. Suppose it is true for all
pq<l+1. Then the conditions of Proposition 2.6 are satisfied. This
implies that S } Q # Vq+1. It follows that S } Q # V l+1.
Next we suppose that Q satisfies the conditions K } Q # V p and
S } Q # V p, p>l. We know that for p=l+1 we can take Q =Q . We find
K0 } S } Q &S0 } K } Q =(K&K1) } S } Q &(S&S1) } K } Q
=[K, S] } Q &K1 } S } Q +S 1 } K } Q # V p+1.
Since S 0 is relatively l+1-prime with respect to K0, we see that K } Q #
Im K0. So we can (uniquely up to V p+1 terms because K0 is nonlinear
injective) define Q p # V p by
K0 } Q p=&K } Q .
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We then automatically have K } (Q +Q p) # V p+1. That S } (Q +Q p) # V p+1
then follows from Proposition 2.6. Therefore there exists a convergent (in
the filtration topology) sequence with limit Q=Q +p=l+1 Q
p such that
K } Q and S } Q vanish. Uniqueness follows from the assumption that
p=0 V
p=0.
This proves the statement. K
Remark 2.7. If one thinks of the application of this theorem to the
computation of symmetries of evolution equations, with V=F, and the
action of F on itself is the adjoint action given by the Lie bracket, then
this proves (at least up till the existence of Q ) the long held belief that one
nontrivial symmetry S of the equation K is enough for integrability. With
such a strong result one has to inspect the conditions. The strangest of
them seems to be the relative prime condition. In the next sections,
however, we show that for scalar equations with linear part ut=uk any
symmetry S starting with us , s{1, k, satisfies the conditions of the theorem
with l=1.
3. SYMBOLIC NOTATION
In this section we consider graded Lie algebras g=>i=0 g
i. These can be
considered as filtered Lie algebras by putting F p=>i=p g
i. We also let (in
the notation of the preceding section) V p=F p.
Notation 3.1. 1. Let Akn be the set of polynomials f of degree k in
n+1 variables and A kn be the set of its symmetrized elements f =
def ( f ).
Here
( f )(!1 , ..., !n)=
1
n!
:
_ # 7n
f (_(!1), ..., _(!n)),
where 7n is the permutation group on n elements.
2. For brevity, [u] is used to denote the set of arguments
u, u1 , u2 , ... . We denote by Ukn(n, k0) the set of polynomials in [u] of
degree k+1 and index n, that is
Ukn={ f } f = :&:&=n, |:|=k+1 C:0 } } } :m u
:0 u:11 } } } u
:m
m = ,
where |:| =def mi=0 :i and &:& =
def mi=0 i:i . The space of all polynomials of
[u] is denoted by U and U=n, k0 Ukn .
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3. An , A k , Un and Uk make sense, e.g., Uk is the set of polynomials
in [u] of degree k+1.
Remark 3.2. Notice that we consider k0 which excludes the constant
case, i.e., 1  U.
With each polynomial in Ukn we associate a form in A
n
k by the following
rule:
u:0 u:11 } } } u
:m
m [ u
k+1 !01 } } } !
0
:0
!1:0+1 } } } !
1
:0+:1
} } } !mk&:m+2 } } } !
m
k+1 .
Definition 3.3. The Gel’fandDikii transformation [GD75] maps
f # Ukn to f =u
k+1 f , where f # A nk . For a monomial it is defined as
u:0 u:11 } } } u
:m
m [ u
k+1 (!01 } } } !
0
:0
!1:0+1 } } } !
1
:0+:1
} } } !mk&:m+2 } } } !
m
k+1).
For any f # Uk, two important properties of the Gel’fandDikii transfor-
mation are
Dx f@ (!1 , ..., !k+1)= f (!1 , ..., !k+1) :
k+1
i=1
!i ,
(3.1)
f@
ui
(!1 , ..., !k+1)=
1
i !
i+1f
u ! ik+1
(!1 , ..., !k , 0).
Proposition 3.4. Let f # Umr and g # U
n
s , then Df (g) # U
m+n
r+s , where Df
is the Fre chet derivative of f, and
Df (g)@ =(m+1) um+n+1  f \!1 , ..., !m , :
n+1
i=1
!m+i+ g~ (!m+1 , ..., !m+n+1) .
Proof. Using (3.1), we compute, with g^=un+1g~ (‘1 , ..., ‘n+1),
Df (g)@ =:j
f@
uj
D jx g@ 
=um+n+1 :
j
m+1
j !
_ 
j f
! jm+1
(!1 , ..., !m , 0)(‘1+ } } } +‘n+1) j g~ (‘1 , ..., ‘n+1)
=um+n+1(m+1) ( f (!1 , ..., !m , ‘1+ } } } +‘n+1) g~ (‘1 , ..., ‘n+1))
and the conclusion follows. K
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For any f, g # U, we define [ f, g]=Dg( f )&Df (g). Since
[ f, g]@ =Dg( f )@ &Df (g)@ ,
this bracket makes U into a bigraded Lie algebra, i.e., a Lie algebra with
two different gradings. We let [ f , g~ ]=[ f, g]
t
define a bracket in A .
Proposition 3.5. Let Q, K # U and Q= Q ir , K= K
j
s , where Q
i
r ,
K ir # U
i
r . Then Q is a symmetry of the equation ut=K iff
:
i+ j= p
r+s=q
LtK js Q
i
r
t
=0, ( p0; q0).
Proof. We know that Q[u] is a symmetry of the equation ut=K[u] iff
LK Q=[K, Q]=0. By Proposition 3.4 this can be proved directly. K
Definition 3.6. Let !0 is defined by m+1i=0 !i=0. We now have that
Luk Q
m@ =G (m)k Q
m@ ,
where
G (m)k = :
m+1
i=1
!ki &(&!0)
k.
Notation 3.7. Sf =[g[u] | g # U is a symmetry of the equation ut=
f [u]].
We give the following result as an application of Proposition 3.5. It
determines (in the notation of Theorem 2.3) ker(K0 | V), where V is U
and K0= pj=1 *j uj .
Proposition 3.8. Consider the linear evolution equation ut= f =
 pj=1 *j uj , where the *j are constants and *p{0.
v Sf =U iff p=1;
v Sf =U
0 iff p>1.
We see that for p>1, Lf is nonlinear injective.
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Proof. Notice  pj=1 *j uj # U
0 and f = pj=1 *j !
j
1 . Let Q # U and
Q= Qi, where Qi # Ui. By Proposition 3.5, Q is a symmetry of this equa-
tion iff [Q i ,  pj=1 *j !
j
1]=0, for any i0. So
(i+1) Qit(!1 , ..., !i+1) :
p
j=1
*j ! ji+1
= :
p
j=1
*j (!1+ } } } +!i+1) j Qi
t
(!1 , ..., !i+1).
This implies
:
p
j=1
*j (! j1+ } } } +!
j
i+1)= :
p
j=1
*j (!1+ } } } +! i+1) j.
Under the assumption, this holds iff either p=1 or p{1 and i=0. K
4. DIVISIBILITY OF THE G (m)k
In this section, we study the polynomials G (m)k .
Proposition 4.1. G (m)k =t
(m)
k g
(m)
k , where ( g
(m)
k , g
(m)
l )=1 for all k<l, and
t(m)k is one of the following cases.
v m=1:
&k=0 (mod 2): !1!2
&k=3 (mod 6): !1!2(!1+!2)
&k=5 (mod 6): !1!2(!1+!2)(!21+!1!2+!
2
2)
&k=1 (mod 6): !1!2(!1+!2)(!21+!1!2+!
2
2)
2.
v m=2:
&k=0 (mod 2): 1
&k=1 (mod 2): (!1+!2)(!1+!3)(!2+!3).
v m>2: 1.
Proof. This proposition is proved by F. Beukers using diophantine
approximation theory ([Beu97] for m=1 and Appendix A for m>1).
Despite the innocent look of the polynomials involved, we have not been
able to find a simpler way of proving this case. It is conjectured that the
g(m)k are Q[!]-irreducible. K
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5. SYMMETRIES OF *-HOMOGENEOUS EQUATIONS
In this section we show that it suffices to compute the linear and
quadratic or cubic terms of symmetry to guarantee its existence, if one has
a *-homogeneous equation with a nontrivial symmetry. This observation
speeds up the automatic classification of parametrized families, since any
obstructions to the existence of symmetries have to show up early in the
computation. We consider n th order equations of the form
ut= :
i0
K in&*i , (K
i
n&*i # U
i
n&*i ), (5.1)
where n2, K 0n=un and * # Q strictly positive. In the notation of Section 2
one has
K0=K 0n , (K
0
n # U
0
n),
and
K1= :
i>0
K in&*i , (K
i
n&*i # U
i
n&*i).
Notice that K0 } Q=[K0, Q].
For *=1, this describes the family of Burgers-like equations, for *=2
the family of KdV-like equations.
If S # U is an order m symmetry of (5.1), by Proposition 3.5 the follow-
ing formula holds for all r # N:
:
i+ j=r
[S jm&*j , K
i
n&*i]=0. (5.2)
The lowest upper index of S has to be zero, otherwise this equation cannot
be solved, i.e., S 0m{0 (Proposition 3.10). Clearly we have [S
0
m , K
0
n]=0.
The next equation to be solved is [S 0m , K
1
n&*]+[S
1
m&* , K
0
n]=0.
Remark 5.1. If K i=0 for i=1, ..., j&1, then we look at the equation
[S 0m , K
j
n& j*]+[S
j
m& j* , K
0
n]=0, i.e.,
S jm& j*=
K jn& j* G
( j )
m
G ( j )n
. (5.3)
The equation can not be solved when j3, or when j=2 and n is even
since G ( j )m and G
( j )
n have no common factors, and the degree of K
j
n& j* is
n& j*<n, which is the degree of G ( j )n . This implies that there are no sym-
metries for such equations. When j=2 and n is odd, it can only have odd
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order symmetries. In this case one can remark that if the equation can be
solved for any m, it can also be solved for m=3.
Note that if * is not an integer, this leads automatically to K in&i*=0 if
i*  N. This reduces the number of relevant * to a finite set.
We rewrite this as
K 1n&*=
S 1m&*
G (1)m
G (1)n . (5.4)
It follows from the results of Section 4 that this can be written in the form
K 1n&*=
f (!1 , !2)
!1!2(!1+!2)
G (1)n (5.5)
where f is 72 -symmetric and lim!1+!2  0 f (!1 , !2) exists, but also as
S 1m&*=
f (!1 , !2)
!1!2(!1+!2)
G (1)m . (5.6)
We now go to the next order
:
i+ j=2
[S jm&*j , K
i
n&*i]=0, (5.7)
or
S 2m&2*=
K 2n&2* G
(2)
m +[S
1
m&* , K
1
n&*]
G (2)n
. (5.8)
Definition 5.2. We say that f # I1 iff (!1+!2) | f (!1 , !2) and that
f # I2 iff !1 | f (!1 , !2).
Proposition 5.3. Suppose m and n are odd. Then (!1+!2)(!2+!3)_
(!1+!3) divides [S 1m&* , K
1
n&*] iff f # I1 _ I2 .
Proof.
[S 1m&* , K
1
n&*]
=2  f (!1 , !2+!3) f (!2 , !3)!1(!2+!3)2 (!1+!2+!3) G (1)m (!1 , !2+!3) G (1)n (!2 , !3)
&2  f (!1 , !2+!3) f (!2 , !3)!1(!2+!3)2 (!1+!2+!3) G (1)n (!1 , !2+!3) G (1)m (!2 , !3)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=
2
3
1
!1+!2+!3 _
f (!1 , !2+!3) f (!2 , !3)
!1(!2+!3)2
_(G (1)m (!1 , !2+!3) G
(1)
n (!2 , !3)&G
(1)
n (!1 , !2+!3) G
(1)
m (!2 , !3))
+
f (!2 , !1+!3) f (!1 , !3)
!2(!1+!3)2
_(G (1)m (!2 , !1+!3) G
(1)
n (!1 , !3)&G
(1)
n (!2 , !1+!3) G
(1)
m (!1 , !3))
+
f (!3 , !1+!2) f (!1 , !2)
!3(!1+!2)2
_(G (1)m (!3 , !1+!2) G
(1)
n (!1 , !2)&G
(1)
n (!3 , !1+!2) G
(1)
m (!1 , !2))& .
We now prove that lim!1+!2  0 of this expression is zero. For consider
lim
!1+!2  0
(G (1)m (!1 , !2+!3) G
(1)
n (!2 , !3)&G
(1)
n (!1 , !2+!3) G
(1)
m (!2 , !3))
=G (1)m (&!2 , !2+!3) G
(1)
n (!2 , !3)&G
(1)
n (&!2 , !2+!3) G
(1)
m (!2 , !3)
=&G (1)m (!2 , !3) G
(1)
n (!2 , !3)+G
(1)
n (!2 , !3) G
(1)
m (!2 , !3)=0.
So the only interesting situation is the one with 1(!1+!2)2. If we let
F!2 , !3(x)=G
(1)
m (!3 , x) G
(1)
n (x&!2 , !2)&G
(1)
n (!3 , x) G
(1)
m (x&!2 , !2)
then we see that F!2 , !3(0)=0 and
d
dx
F!2 , !3(0)
=G (1)m (!3 , 0)
d
dx
G (1)n (x&!2 , !2)| x=0+G
(1)
n (&!2 , !2)
d
dx
G (1)m (!3 , x)|x=0
&G (1)n (!3 , 0)
d
dx
G (1)m (x&!2 , !2)|x=0
&G (1)m (&!2 , !2)
d
dx
G (1)n (!3 , x)|x=0=0.
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Moreover
d 2
dx2
F!2 , !3(0)=2
d
dx
G (1)m (!3 , x)| x=0
d
dx
G (1)n (x&!2 , !2)|x=0
&2
d
dx
G (1)m (x&!2 , !2)| x=0
d
dx
G (1)n (!3 , x)| x=0
=2nm((&1)n !m&13 !
n&1
2 &(&1)
m !n&13 !
m&1
2 ){0.
This implies that
lim
!1+!2  0
1
(!1+!2)2
(G (1)m (!3 , !1+!2) G
(1)
n (!1 , !2)
&G (1)n (!3 , !1+!2) G
(1)
m (!1 , !2)){0
and therefore (!1+!2) |% [S 1m&* , K
1
n&*] unless (!1+!2) | f (!3 , !1+!2)_
f (!1 , !2), or, equivalently, (!1+!2) | f (!1 , !2) or !1 | f (!1 , !2). By sym-
metry the statement of the proposition follows. K
Corollary 5.4. Assume m and n are odd. Then (!1+!2)(!2+!3)_
(!1+!3) divides
K 2n&2* G
(2)
m +[S
1
m&* , K
1
n&*] (5.9)
iff (!1+!2) | K 1n&*(!1 , !2) or !1 | K
1
n&*(!1 , !2).
Theorem 5.5. If S=i0 S im&*i is an order m symmetry of Eq. (5.1)
and Q1q&* exists, with q{m, n, q* and q is odd if n is odd, such that
[K 0n , Q
1
q&*]+[K
1
n&* , Q
0
q]=0, then there exists a unique Q=i0 Q
i
q&*i
such that Q is a symmetry, commuting with S.
Proof. For even n or m, this follows from Theorem 2.3, since S 0m is
relatively 2-prime w.r.t. K 0n .
We conclude from the existence of S that (!1+!2)(!2+!3)(!1+!3)
divides
K 2n&2* G
(2)
m +[S
1
m&* , K
1
n&*] (5.10)
for odd n and m. In other words, (!1+!2) | K 1n&*(!1 , !2) or
!1 | K 1n&*(!1 , !2).
We know from the proof of Theorem 2.3 that
g (2)n ([S
1, Q 1]+[S 2, Q 0])=g (2)m ([K
1, Q 1]+[K 2, Q 0])
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Since (g (2)m , g
(2)
n )=1, and (by exactly the same argument as for S)
(!1+!2)(!2+!3)(!1+!3)|([K 1, Q 1]+[K 2, Q 0]),
we may conclude that G (2)n divides [K
1, Q 1]+[K 2, Q 0], or
Q 2q&2*=
[Q 1, K 1]+[Q 0, K 2]
G (2)n
is well defined. Since the G (k)n are relative prime for k>2, this means that
K0m is relatively 2-prime and we can apply Theorem 2.3 to draw the conclu-
sion that there indeed exists a symmetry Q commuting with S. K
Notation 5.6. Let c2=!21+!1!2+!
2
2 .
Now we can make a very interesting observation. Consider a given
*-homogeneous equation with odd n
ut= :
i0
K in&*i , (K
i
n&*i # U
i
n&*i),
Then we pose the problem of finding all its symmetries. Suppose we have
found a nontrivial symmetry with quadratic term given by Eq. (5.4):
Q 1q&*=
K 1n&*c
s&s$
2 g
(1)
q
g (1)n
.
where s$=(n+3)2 (mod 3) and s=(q+3)2 (mod 3). This formula
implies *3+2 min(s, s$). Then Q 12s+3&* , defined by
Q 12s+3&*=
K 1n&*c
s&s$
2 g
(1)
2s+3
g (1)n
,
gives rise to a symmetry Q =Q 02s+3+Q
1
2s+3&*+ } } } of the original equa-
tion, using Theorem 5.5 (Of course, this argument generates a whole
hierarchy). This implies that Q and K have the same symmetries, so instead
of considering K we may consider the equation given by Q, which is of
order 2s^+3 for s^=0, 1, 2. It follows that we only need to find the sym-
metries of *-homogeneous equations (with *7) of order 7 in order to
get the complete classification of symmetries of *-homogeneous scalar poly-
nomial equations starting with linear terms.
A similar observation can be made for even n>2: Suppose we have
found a nontrivial symmetry with quadratic term given by Eq. (5.4):
Q 1q&*=
K 1n&*
g (1)n
G (1)q
!1!2
.
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This immediately implies *2. Then Q 12&* , defined by
Q 12&*=2
K 1n&*
g (1)n
gives rise to a symmetry Q =Q 02+Q
1
2&*+ } } } of the original equation,
using Theorem 5.5 (Of course, this argument generates a whole hierarchy
with symmetries of every order.) This implies that Q and K have the same
symmetries, so instead of considering K, if its order is >2, we may consider
the equation given by Q, which is of order 2. It follows that we only need
to find the symmetries of equations of order 2, in order to get the complete
classification of symmetries of *-homogeneous scalar polynomial equations
(with *2) starting with an even linear term. We have proved the following
Theorem 5.7. A nontrivial symmetry of a *-homogeneous equation is
part of a hierarchy starting at order 3, 5, or 7 in the odd case, and at order
2 in the even case.
6. REDUCTION OF SEVENTH-ORDER *-HOMOGENEOUS
EQUATIONS
Suppose one can show that for a given seventh-order equation to have
a symmetry implies that the quadratic part of the equation in symbolic
form divides through c2 , then K 1c2 is the quadratic part of a fifth-order
symmetry. Therefore we can in that case replace the seventh-order equation
by a fifth-order symmetry.
To this end we have analyzed all order 6m+1 symmetries ( m=2, 3, ...)
of all seventh *-homogeneous equations for *=1, ..., 7.
We have done this using generating functions of the form
G (1) = :

m=0
S 1m&* {
6m+1.
Using relation (5.3) we obtain
G (1) = :

m=0
K 1n&*G
(1)
m
G (1)7
{6m+1
=
K 1n&*
G (1)7
:

m=0
G (1)m {
6m+1
=
K 1n&*
7
{6(!61+3!
5
1!2+!
4
1!
2
2&3!
3
1!
3
2+!
2
1 !
4
2+3!1!
5
2+!
6
2)&7
((!1+!2)6 {6&1)(!61{
6&1)(!62 {
6&1)
.
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As predicted by the theory in the preceding section, this does not directly
lead to any conditions. So we have to go to the next order as in (5.8).
Using Maple [CGG+91] and Form [Ver91] we compute for each * the
bracket of G (1) with the quadratic part of the equation K
1
7&* plus the
product of G (2) and the cubic part of the equation K
2
7&2* . We check under
what conditions G (2)7 divides the result.
We then find for each * that the quadratic term can always be divided
by c2 under these conditions.
This reduces the problem of seventh-order equations to fifth-order equa-
tions.
7. THE LIST OF SYMMETRY-INTEGRABLE SYSTEMS
7.1. Symmetries of Fifth-Order Equations
We only have to look for seventh-order symmetries, since any symmetry
of order 3 or 5 (mod 6) automatically gives rise to a symmetry of order 1
(mod 6).
We assume that the equations have nonzero quadratic terms, since
otherwise the analysis reduces to third-order equations.
As we have seen, the first order calculation does not lead to any obstruc-
tions, so one has to go to second order at least. Since a symmetry needs
to be found, one can not stop at a certain order, even if the equation is
totally determined. The problem has to be completely and explicitly solved.
Although straightforward in principle, the calculation is quite large. Again
using Maple and Form we have produced a complete list of *-homoge-
neous (*>0) fifth-order equations (with quadratic terms not equal to zero)
with seventh-order symmetry. From this list we have removed the equa-
tions belonging to to a hierarchy starting at a lower order. We have added,
when known, the recursion operator or master symmetry, which allows one
in principle to produce all symmetries. A similar list appeared in [Bil93],
but this list does not seem to be complete. For example, the *= 12 case is
missing.
7.1.1. *=1
Kupershmidt Equation, (4.2.6) in [MSS91].
f1=u5+5u1u3+5u22&5u
2u3&20uu1 u2&5u31+5u
4u1 .
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The hereditary recursion operator is in this case
R1=D6x+6u1D
4
x&6u
2D4x&30uu1D
3
x+15u2D
3
x+9u
4D2x&6u
2u1D2x
&40uu2D2x&31u
2
1D
2
x+14u3D
2
x&9u
2u2Dx+54u3u1Dx&18uu21Dx
&30uu3Dx&63u1 u2Dx+6u4Dx&4u6+38u3u2+74u2u21
&3u2u3&12uu4&38uu1 u2+u5&6u31&23u1 u3&15u
2
2
&2f1D&1x u&2u1D
&1
x (u4&5u
2u2&5uu21+5u1 u2+u
5).
Potential SawadaKotera.
f2=u5+5u1u3+ 53u
3
1 .
The hereditary recursion operator is in this case
R2=D6x+6u1 D
4
x+3u2D
3
x+8u3 D
2
x+9u
2
1D
2
x+2u4Dx+3u2u1 Dx
+3u5+13u3u1+3u22+4u
3
1&2u1D
&1
x (u4+u2 u1)
&2D&1x (u6+3u4u1+6u3u2+2u2u
2
1).
Potential KaupKupershmidt.
f3=u5+10u1u3+ 152 u
2
2+
20
3 u
3
1 .
The hereditary recursion operator is in this case
R3=D6x+12u1D
4
x+24u2D
3
x+25u3D
2
x+36u
2
1 D
2
x+10u4Dx+48u1 u2Dx
+3u5+21u22+34u1u3+32u
3
1&2u1D
&1
x (u4+8u1 u2)
&D&1x (u6+12u1u4+24u2u3+32u
2
1u2).
7.1.2. *=2
KaupKupershmidt.
f4=u5+10uu3+25u1u2+20u2u1 .
The hereditary recursion operator is in this case
R4=D6x+12uD
4
x+36u1 D
3
x+36u
2D2x+49u2D
2
x+120uu1 Dx+35u3 Dx
+32u3+82uu2+69u21+13u4+2u1D
&1
x (u2+4u
2)+2f4D&1x .
SawadaKotera.
f5=u5+5uu3+5u1u2+5u2u1 .
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The hereditary recursion operator is in this case
R5=D6x+6uD
4
x+9u1 D
3
x+9u
2D2x+11u2D
2
x+10u3Dx+21uu1 Dx
+4u3+16uu2+6u21+5u4+u1D
&1
x (2u2+u
2)+ f5D&1x .
7.2. Symmetries of Third-Order Equations
Using the same methods as before we find the following list of systems
with a symmetry.
7.2.1. *= 12
IbragimovShabat [Ca87, IS81].
f6=u3+3u2u2+9uu21+3u
4u1
with master symmetry
M6=xf6+ 32u2+5u1u
2+ 12u
5.
No recursion operator seems to be known for this equation.
7.2.2. *=1
Potential KdV.
f7=u3+u21 .
The hereditary recursion operator is in this case
R7=D2x+
4
3u1&
2
3 D
&1
x u2 .
Modified KdV
f8=u3+u2u1
with hereditary recursion operator
R8=D2x+
2
3u
2+ 23 u1D
&1
x u.
7.2.3. *=2
KdV.
f9=u3+uu1
with hereditary recursion operator
R9=D2x+
2
3u+
1
3u1D
&1
x .
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7.3. Symmetries of Second-Order Equations
The only second-order equation with a symmetry and *>0 is the
following:
7.3.1. *=1
Burgers.
f10=u2+uu1
with hereditary recursion operator
R10=Dx+ 12u+
1
2u1D
&1
x .
THE CASE OF *0
For *0 the space of monomials of a fixed degree and *-grading is no
longer finite dimensional. But if we restrict the number of derivatives, as is
natural from the definition of a system of given order, then the space is
finitely generated. This can be seen as follows. We consider for given n
monomials of the type
uk0 uk11 } } } u
kn&1
n&1 .
Since the grading of un is *+n, the monomial will have the same grading
as un iff
*+n= :
n&1
j=0
(*+ j) kj .
Since * # 12 Z, this is a diophantine equation of the type considered by
Gordan. This implies there is a Hilbert basis consisting of monomials of
*-grading 0, (r1 , ..., rd0) , and of *-grading *+n, (m1 , ..., md*+n). This
Hilbert basis can be computed for given * # 12 Z using the software described
in [Pas95]. We write an arbitrary homogeneous equation as
ut=un+ :
d*+n
j=1
fj (r1 , ..., rd0) m j .
Following the algorithm described in Section 2, the fj are formal power
series. We can consider them as C-functions with the same arguments
r1 , ..., rd0 according to [Poe 76]. One can now compute the bracket of two
arbitrary equations and derive the PDEs which have to be satisfied to let
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the bracket vanish. The system of PDEs can be analyzed using the algo-
rithm in [BLOP97] as implemented in the Maple package Diffalg. This
leads to a system of PDEs which has to be solved explicitly in order to
obtain integrable equations with their symmetries. Some solutions may fall
outside the category of formal power series, but since they solve the rela-
tion defining the symmetry, this does not seem to matter. That is to say,
it does not matter for the existence of the symmetry. What may go wrong
is the use of the symmetry in Theorem 2.3. This needs careful consideration
of the topologies involved. But anyway the procedure gives us good
candidates for symmetryintegrable systems and these can be analyzed
using completely different methods if necessary. We illustrate this for *=0
for third order systems by producing the recursion operator for the generic
case.
8.1. Symmetries of Second- and Third-Order Equations, *=0
We consider the family
ut=u3+3f (u) u1u2+ g(u) u31 ,
where f and g are arbitrary formal power series, and look for fifth order
symmetries.
To find a symmetry of given order to a given class of equations is not
too difficult in principle, since we know the general form of the symmetry.
One writes down the Lie bracket equation and then proceeds to calculate,
solve equations and find obstructions to the solution of equations. The
result, given in [Maw98], is a list of obstruction equations that in this
particular case is very short, namely
g
u
=
2f
u2
+2fg&2f 3.
We can manually simplify this by putting
g=
f
u
+ f 2+h
and we obtain the obstruction equation
h
u
=2fh,
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where h is still arbitrary, but should of course be differentiable. Notice that
f and g can only be polynomial if h=0. The equation
ut=u3+3f (u) u1u2+ g(u) u31
has as a recursion operator
Rh=(Dx+ f (u) u1+2u1D&1x h(u) u1)(Dx+ f (u) u1).
Thanks to the existence of a recursion operator, convergence of the formal
power series is inherited by the symmetries. The recursion operator can be
split (if h{0) as Rh=Ph Qh , where
Ph=(h(u) Dx+h(u) f (u) u1)&1
and
Qh=h(u)(Dx+ f (u) u1)(Dx+ f (u) u1+2u1 D&1x h(u) u1)(Dx+ f (u) u1)
are the symplectic and the cosymplectic operator, respectively. The
Hamiltonian is given by
Hh=
1
2
h(u) \u22&\23
f
u
+
1
3
f (u)2+
1
2
h(u)+ u41+ .
We see that we have an example of a family of Hamiltonian systems which
is not Hamiltonian in one exceptional point h=0. This last case derives
from the second order equation
ut=u2+ f (u) u21 ,
which is known to be integrable [Fok80] with recursion operator Rf =
Dx+ f (u) u1 .
We have now obtained complete results for the symmetryintegrability
of second and third order equations with *=0.
9. CONCLUDING REMARKS, OPEN PROBLEMS
It seems on the basis of this paper and [BSW97] that the symbolic
method used together with diophantine approximation theory andor
p-adic analysis gives a powerful method to do automated symmetry
classification of polynomial evolution equations. The goal would be to
produce the final list of all integrable scalar evolution equations with
430 SANDERS AND WANG
a recognition algorithm. Once the classification is done for all gradings,
one can systematically try to find all such relations, since they might
exist whenever the hierarchies are alike. This one can measure by writing
down the Hilbert function Hf ({)=k=0 dim Symk( f ) {
k, where Symk( f )
is spanned by the f-symmetries of grade k. E.g. for KdV this will be, if we
restrict ourselves to polynomial symmetries with constant coefficients,
HKdV ({)=
{3
1&{2
.
The main difficulty in applying the symbolic method in actual computa-
tions is the rather quick expression swell. In the programs developed for
the present paper we have countered this by using Form, whenever Maple
gave us object too large errors. However, one can improve on this by doing
the bracket calculations in the classical domain and the division symboli-
cally. This method even allows one to compute recursion operators by a
long division procedure (cf. [SW97]).
Once all this is working, one wants to extend it to nonpolynomial
problems and problems with non-constant coefficients. This only plays a
role for *-homogeneous problems when *0. Again we believe that with
some care this is within reach, making use of the method sketched above
but replacing in our analysis Gro bner bases by differential Gro bner bases
[BLOP97]. Since Theorem 2.3 is formulated for filtered Lie algebra
representations, we can try and lift everything to formal power series. One
problem here seems to be that the arbitrary function more often than not
turn out to be rational functions and one has to be very careful with the
filtering. Another problem is that the arbitrary functions in the symmetry
may depend on more arguments than the arbitrary functions in the given
class of equations. This would lead to computations that would never stop,
even if we have convergence in the filtration topology. This makes the
direct computation, using the symbolic method, difficult and one has to go
back to the simple minded method of writing out the general form and
computing the bracket, followed by a differential Gro bner basis analysis.
This will work for simple case, but is doubtful to work for higher orders
with the present technology.
APPENDIX: SOME IRREDUCIBILITY RESULTS
The results in this appendix are obtained by F. Beukers, Mathematical
Department, University of Utrecht and are published here with his kind
permission.
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Theorem A.1. Consider the polynomial G (2)k =!
k
1+!
k
2+!
k
3+(&!1&
!2&!3)k. Then G (2)k is absolutely irreducible if k is even. When k is odd it
factors as (!1+!2)(!1+!3)(!2+!3) g (2)k where g
(2)
k is absolutely irreducible.
Proof. Consider the projective curve C defined by G (2)k =0. Suppose
G (2)k =A } B where A, B are two polynomials of positive degree. Geometri-
cally the curve C now consists of two components C1 , C2 given by
A=0, B=0 respectively. The curves C1 and C2 intersect in at least one
point, which implies that the curve C has a singularity.
Let us now determine the singularities of C, i.e., the projective points
(!1 , !2 , !3) where all partial derivatives of G (2)k vanish. Hence
k!k&11 &k(&!1&!2&!3)
k&1=0,
k!k&12 &k(&!1&!2&!3)
k&1=0,
k!k&13 &k(&!1&!2&!3)
k&1=0.
We see that !k&11 =!
k&1
2 =!
k&1
3 =!
k&1
0 where !0=&!1&!2&!3 . By
taking !3=1, say, we can assume that !1 , !2 , !0 are (k&1)[ap]st roots of
unity such that !0+!1+!2+1=0. Note that four complex numbers of the
same absolute value can only add up to zero if they form the sides of a
parallellogram with equal sides. Hence one of the !1 , !2 , !3 is &1 and the
others are opposite. Suppose without loss of generality that !0=&1 and
!1=&!2 . If k is even we see that 1=!k&13 =&(&1)=&!
k&1
0 , contradict-
ing !k&13 =!
k&1
0 . Hence C is nonsingular if k is even. In particular C is
irreducible in this case.
Now suppose that k is odd. Then we have 3k&6 singular points, namely
(‘, &‘, 1), (‘, &1, 1), (&1, ‘, 1) where ‘k&1=1. Note that we have a priori
3k&3 singular points, but some of them coincide. Consider such a singular
point, say (‘, &‘, 1) We study the singular point locally by introducing the
coordinates !1=‘+u, !2=&‘+v. Up to third order terms we find the
local equation (‘(u+v)&(u&v))(u+v)+ } } } . Since the quadratic part
factors in two distinct factors the singularity is simple, i.e., there are two
distinct tangent lines through the point. Consider now the curves
(!1+!2)(!1+!3)(!2+!3)=0 and g (2)k =0. These curves intersect in
3(k&3) points. Moreover, the first curve has 3 singularities. This accounts
for the 3k&6 singular points we found. Hence g (2)k =0 cannot have any
singular points and in particular it is irreducible. K
Theorem A.2. For any positive integer k the polynomial
G (k)3 =!
k
0+!
k
1+!
k
2+!
k
3+(&!0&!1&!2&!3)
k
is irreducible over C.
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Proof. Suppose G (k)3 =A } B with A, B polynomials of positive degree.
Then the projective hypersurface S given by G (k)3 =0 consists of two com-
ponents S1 , S2 given by A=0, B=0, respectively. These components inter-
sect in an infinite number of points, which should all be singularities of S.
Thus it suffices to show that S has finitely many singular points. We com-
pute these singular points by setting the partial derivatives of G (k)3 equal to
zero,
k!k&11 &k(&!0&!1&!2&!3)
k&1=0,
k!k&12 &k(&!0&!1&!2&!3)
k&1=0,
k!k&13 &k(&!0&!1&!2&!3)
k&1=0,
k!k&10 &k(&!0&!1&!2&!3)
k&1=0.
From these equations follows in particular that !k&10 =!
k&1
1 =!
k&1
2 =!
k&1
3 .
Hence the coordinates differ by a (k&1)st root of unity. In particular we
get finitely many singular points. K
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