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ABSTRACT.
In the paper the one-dimensional one-center scattering problem with the initial poten-
tial α|x|−1 on the whole axis is treated and reduced to the search for allowable self-adjoint
extensions. Using the laws of conservation as necessary conditions in the singular point
alongside with account of the analytical structure of fundamental solutions, it allows us
to receive exact expressions for the wave functions (i.e. for the boundary conditions),
scattering coefficients and the singular corrections to the potential, as well as the corre-
sponding bound state spectrum. It turns out that the point δ-shaped correction to the
potential should be present without fail at any choice of the allowable self-adjoint exten-
sion, moreover a form of these corrections corresponds to the form of renormalization
terms obtained in quantum electrodynamics.
Thus, the proposed method shows the unequivocal connection among the boundary
conditions, scattering coefficients and δ-shaped additions to the potential. Taken as a
whole, the method demonstrates the opportunities which arise at the analysis of the
self-adjoint extensions of the appropriate Hamilton operator. And as it concerns the
renormalization theory, the method can be treated as a generalization of the Bogoliubov,
Parasiuk and Hepp method of renormalizations.
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1 Introduction
Study of the singular interactions in the quantum theory has got already rather long
history. One of the first papers devoted to singular potentials is Ref. [1], and the study
of the Schro¨dinger equation with δ-shaped singularities ascends to Ref. [2]. In subsequent
years this direction of research caused extensive literature (see [3], [4]), moreover a serious
mathematical analysis of arising in this connection problems was carried out rather
recently (see [5]). In particular, a study of the three-dimensional Schro¨dinger equation
was comparatively recently carried out, in which there are presented simultaneously the
Coulomb and point interactions, and moreover the Coulomb interaction being treated as
perturbation of the one-center three-dimensional problem [6], [7] (the basis of approach,
developed in Refs. [6], [7], was put down already in Ref. [8]).
In the absolutely overwhelming majority of papers (as well as in Refs. [6], [7]) pre-
cisely the three-dimensional case was examined, and the partial expansion of wave func-
tions (or the appropriate space L2(R3)) in respect to an angular momentum was carried
out. In turn, the reduced radial wave function was unequivocally determined by the
boundary condition ψ(0) = 0, that correspond to the existence of one-parameter family
of the self-adjoint operators. In addition, the angular component of wave function was
studied in detail.
It should be noted that for the first time the definition of the Hamiltonian as a
self-adjoint operator in space L2(R3) was given in the paper [9].
The one-dimensional case is investigated much less then the three-dimensional one.
In the one-dimensional case, in contrast with the two and three dimensional ones, it
is necessary to examine both linearly independent solutions that at the presence of
singularity result in the existence of four-parameter family of self-adjoint extensions in
space L2(R). And it, in turn, can lead to an opportunity of existence of additional point
interactions.
In the present paper the one-dimensional one-center scattering problem on the whole
axis with the initial potential α|x|−1 is considered. The generic solution of the stationary
Schro¨dinger equation with the Coulomb potential is known, and the problem is reduced
to a search for self-adjoint extensions, or, in the narrower interpretation, to a search for
boundary conditions at the singularity point, satisfying the general principles of quantum
theory.
Incidentally, we shall note here that enormous number of the papers is devoted to
various aspects of Coulomb interaction. However the number of the papers, devoted to
the mathematical problems which are related to the presence of a non-itegrable singular-
ity at a point of interaction, is few in number. In the present paper we shall restrict our
consideration to the review of the papers of the general type relating to the problems
under consideration only. The more comprehensive review of the latest papers, devoted
to the given subject, will be cited in the following publication. We shall add here only,
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that in overwhelming majority of papers, dedicated to the one-dimensional Coulomb
problem, the bound states and their eigenfunctions have been examined only. Very
nearly unique exception (beeng devoted to somewhat different, Coulomb-type singular
interaction) is the paper [10], provoked objections given in the paper [11] (the answer to
these of objections see in the paper [12]).
For solving the specified problem of a choice of boundary conditions (i.e., for the
concrete definition of parameter values defining, in turn, the appropriate self-adjoint
extension) the conditions of probability and flow conservation at the singularity point
x = 0 are used in the paper as necessary conditions. Such approach in combination with
the method of variation of constants, the use of analytical structure of wave functions
and the theory of distributions allows to solve completely the one-dimensional scattering
problem for the Coulomb potential. In this connection it appears that the specified
conditions without fail lead to the necessity of inclusion in the potential the singular
δ-shaped additions.
It is necessary to note that the method used in the paper admits the opportunity of
existence of a lot of sets of the specified parameters, i.e. there is ambiguity in a choice of
allowable solutions and Hamiltonians. Such ambiguity in the language of operator theory
corresponds to that the considered unlimited symmetric (i.e. Hermitian) operator is not
self-adjoint one on the whole axis and permits various self-adjoint extensions (see [13],
[14]). Probably, for the first time the attention to the fact of admissibility of several types
of solutions was paid in Refs. [15], [16], which, in turn, have resulted in the analysis of
connection between the topology and quantum statistics, and, accordingly, to the study
of dependence of the description of bosons, fermions and paraparticles on the choice of
boundary conditions in the singularity point (see, e.c., [17], [18]).
2 Basic equations
We shall consider the stationary one-dimensional Schro¨dinger equation
ψ′′(x) +
[
k2 − u(x)
]
ψ(x) = 0 (1)
with the potential
u(x) = ε(x)
α
x
, x, α ∈ R , (2)
where ε(x) is the sign function
ε(x) = θ(x)− θ(−x) (3)
(θ(x) is the characteristic Heaviside stepwise function). We shall construct a generic
solution of the equation (1) using the Whittaker functions appropriate to the scattering
problem, i.e. we shall choose the solutions as the fundamental pair (see Appendix)
ψ+,W+ (k, x) = e
piα
4k W
−
iα
2k
, 1
2
(−2ikx) , (4a)
ψ−,V+ (k, x) = −e
piα
4k V
−
iα
2k
, 1
2
(−2ikx) (4b)
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for the positive half-axis and
ψ+,W− (k, x) = e
−
piα
4k W iα
2k
, 1
2
(−2ikx) , (5a)
ψ−,V− (k, x) = −e−
piα
4k V iα
2k
, 1
2
(−2ikx) (5b)
for the negative half-axis. Functions (4), (5), as it is remarked in Appendix, are charac-
terized by asymptotic behavior
lim
x→+∞
ψ+,W+ (k, x) = e
i(kx− α
2k
ln(2kx))
[
1 + O
(
1
−2ikx
)]
, (6a)
lim
x→+∞
ψ−,V+ (k, x) = e
−i(kx− α
2k
ln(2kx))
[
1 + O
(
1
2ikx
)]
, (6b)
lim
x→−∞
ψ+,W− (k, x) = e
i(kx+ α
2k
ln(2kx))
[
1 + O
(
1
−2ikx
)]
, (6c)
lim
x→−∞
ψ−,V− (k, x) = e
−i(kx+ α
2k
ln(2kx))
[
1 + O
(
1
2ikx
)]
, (6d)
and their Wronskians (see Appendix) look like
W
{
ψ+,W+ (k, x), ψ
−,V
+ (k, x)
}
= −2ik , (7)
W
{
ψ+,W− (k, x), ψ
−,V
− (k, x)
}
= −2ik . (8)
The choice of solutions (4), (5) with the asymptotic behavior (6) fixes the behavior
of solutions of the equation (1) on infinity. However, as it was mentioned above, the
Schro¨dinger operator (1) with the singular potential (2) (as well as the momentum op-
erator) is an example of the closed symmetric but not self-adjoint operator (see [13],
[14]), and it can have in the examined case even not four but eight-parametrical family
of self-adjoint extensions (about the four-parametrical families of self-adjoint extensions
see [19], [20], and also [5]). The particular choice of the self-adjoint extension, as it is
known [14], defines appropriate physics. In turn, from the point of view of physics, for
definition of a complete set of states it is necessary to fix a behavior of wave functions
(and operators) near the singular points that define the extension of the operator up to
the self-adjoint one.
Before fixing the behavior of solutions in zero we remind the standard definition of the
reflection and transmission coefficients. Usually in the elementary cases, corresponding
to “good” potentials (see., e.g., [21]) (i.e. in the cases when the operator is self-adjoint
or, in other words, its deficiency indices are equal to (0, 0) (see [9], and also [14], [5])),
one takes as a fundamental pair the pair of fundamental solutions (or the Iost solutions)
f1(k, x) and f1(−k, x) described by the asymptotic behavior:
lim
x→+∞
[
e−ikx f1(k, x)
]
= 1 , (9a)
or f2(k, x) and f2(−k, x) with the behavior like
lim
x→−∞
[
eikx f2(k, x)
]
= 1 . (9b)
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As any third solution is a combination of two linearly independent solutions, it is possible
to write that, for example,
f2(k, x) = c11(k) f1(k, x) + c12(k) f1(−k, x) , (10a)
f1(k, x) = c21(k) f2(−k, x) + c22(k) f2(k, x) . (10b)
Considering now the limiting values of the relations (10) it is easy to see that Eq. (10a)
represents a solution of the equation (1), which at x → −∞ approaches e−ikx, and at
x→ +∞ is the linear combination c11eikx+c12e−ikx. Thus, the solution (10a) corresponds
to the scattering problem, in which the wave with the amplitude c12 falls on the scattering
potential from x = +∞ (the R-case), and it is partially reflected with the amplitude c11,
and partially passes to −∞ with the amplitude equal to 1. It means that the reflection
and transmission coefficients are of the form:
RR(k) =
c11(k)
c12(k)
, (11a)
TR(k) =
1
c12(k)
. (11b)
Similarly, the solution (10b) describes the scattering problem with the wave falling from
the left (L-case) and with the coefficients
RL(k) =
c22(k)
c21(k)
, (12a)
TL(k) =
1
c21(k)
. (12b)
In the case examined in the present paper the realization of such the program has that
difficulty that the Whittaker functions (a6) and (a7) have the regular singular point at
z = 0 , being the logarithmic branch point, i.e. the connection of functions f1(k, x) and
f1(−k, x) (and, accordingly, f2(k, x) and f2(−k, x)) is ambiguous, and we do not know a
priori, at which sheet the reflected and transmitted waves will appear. However, the fact
that the analytical continuation of any solution of the equation (1) exists (see Appendix)
and both functionsWp,m(z e
2ipis) and Vp,m(z e
2ipis) are solutions of the equation (1), allows
to present any solution of the Schro¨dinger equation (1) as their linear combination. In
our case it means that at x > 0 the expression
ψ+(k, x) = α
+
2 (k)ψ
−,V
+ (k, x) + β
+
2 (k)ψ
−,V
+ (e
2ipis k, x) (13)
is valid. Accordingly, on the negative half-axis
ψ−(k, x) = α
−
2 (k)ψ
−,V
− (k, e
2ipir x) + β−2 (k)ψ
−,V
− (e
2ipis k, e2ipir x) . (14)
In addition, it is necessary to take into account that in the expressions (13), (14) the
passage of the variable x through the singular point x = 0 can, generally speaking,
change factors at the appropriate wave functions (this phenomenon is connected with
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the indices of the regular singular point, see Appendix, and also [29]). Introducing the
designations
α−2 (k) = α
+
2 (k)Q1 = α2(k)Q1 , (15)
β−2 (k) = β
+
2 (k)Q2 = β2(k)Q2 , (16)
it is possible to write down the solution of the equation (1) on the entire line as
ψ(x) = α2(k)
[
ψ−,V+ (k, x) θ(x) +Q1 ψ
−,V
− (k, e
2ipir x) θ(−x)
]
+
β2(k)
[
ψ−,V+ (e
2ipis k, x) θ(x) + Q2 ψ
−,V
− (e
2ipis k, e2ipir x) θ(−x)
]
. (17)
The formulas of analytical continuation of the Whittaker functions (a30) can be
submitted as
Vp, 1
2
(
e2ipis z
)
= bVs (p) Vp, 1
2
(z) + bWs (p)Wp, 1
2
(z) , (18)
where
bVs (p) = −s e2ipip + (s+ 1) , (19)
bWs (p) = −s
2ipi eipip
Γ(p) Γ(1 + p)
. (20)
It allows to rewrite the expression (17) in the form
ψ(x) =
[
α−+(k)ψ
−,V
+ (k, x) + α
+
+(k)ψ
+,W
+ (k, x)
]
θ(x)+
[
α−
−
(k)ψ−,V− (k, x) + α
+
−
(k)ψ+,W− (k, x)
]
θ(−x) , (21)
where
α−+(k) = α2(k) + β2(k) b
V
s
(
− iα
2k
)
, (22)
α++(k) = −β2(k) bWs
(
− iα
2k
)
, (23)
α−
−
(k) = Q1 α2(k) b
V
r
(
iα
2k
)
+Q2 β2(k) b
V
r+s
(
iα
2k
)
, (24)
α+
−
(k) = −
[
Q1 α2(k) b
W
r
(
iα
2k
)
+Q2 β2(k) b
W
r+s
(
iα
2k
)]
. (25)
We should note that although the expression (17) corresponds to the formula (10b) it
has completely general character, the wave function ψ(x) (21) represents an arbitrary
solution of the equation (1) with the potential (2). The appropriate representation can
be obtained at the construction of analogue of the formula (10a).
We return now to the scattering problem briefly described by the relations (9)–(12).
Let, for example, ψ(x) = f2(k, x) be a fundamental solution with the asymptotic behavior
similar to the behavior (9b). Comparison of the expressions (21) and (10a) shows that
the solution describing the scattering of particles incident from the right (R-case) can
be presented as
ψ(x) = f2(k, x) =
AR(k)ψ−,V+ (k, x) θ(x) + BR(k)ψ+,W+ (k, x) θ(x) + ψ−,V− (k, x) θ(−x) , (26)
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and the expressions for the scattering coefficients (11) in this case get the form
RR(k) =
BR(k)
AR(k) , (27)
TR(k) =
1
AR(k) . (28)
We shall use now a rather modified method of variation of constants, i.e. we shall
treat the factors α2(k) and β2(k) in the expression (17) (and, accordingly, α
−
+(k), α
+
+(k),
α−
−
(k), α+
−
(k) in the formulas (22)–(25)) as values depending on x. If one presents the
expressions for α2(k, x) and β2(k, x) as
α2(k, x) = A1(k) θ(x) + A2(k) θ(−x) , (29)
β2(k, x) = B1(k) θ(x) +B2(k) θ(−x) , (30)
the comparison between Eqs. (17)–(25) and Eq. (26) yields in the examined case of
particle incident from the right the following expression for A2(k) and B2(k):
A2(k) =
1
Q1
r + s
s
, (31)
B2(k) = − 1
Q2
r
s
, (32)
i.e.
AR(k) = A1(k) +B1(k) bVs
(
− iα
2k
)
, (33)
BR(k) = −B1(k) bWs
(
− iα
2k
)
, (34)
and
α2(k, x) =

AR(k) + BR(k) b
V
s
(
− iα
2k
)
bWs
(
− iα
2k
)

 θ(x) + 1
Q1
r + s
s
θ(−x) , (35)
β2(k, x) = −BR(k) 1
bWs
(
− iα
2k
) θ(x)− 1
Q2
r
s
θ(−x) . (36)
The expressions (35), (36) obviously demonstrate the difference in definition of the scat-
tering coefficients in the treated here singular and elementary standard cases (compare
the formulas (10)–(12) and (17), (35)–(36), (27)–(28)).
Usual for the method of constant variation condition of the absence of terms related
to the differentiation of wave function coefficients leads in our case to the requirement
of absence of a term[
AR(k)ψ−,V+ (k, x) + BR(k)ψ+,W+ (k, x)− ψ−,V− (k, x)
]
δ(x) (37)
in the derivative f2
′(k, x). Expansion of the functions ψ−,V+ (k, x), ψ
+,W
+ (k, x) (and
ψ−,V− (k, x)) (a22) and (a24) with the account of the operator relation x δ(x) = 0 and
the expressions (33), (34) results in a condition
e
piα
4k
[(
A1(k) +B1(k) b
V
s
(
− iα
2k
))
V
−
iα
2k
, 1
2
(0) +B1(k) b
W
s
(
− iα
2k
)
W
−
iα
2k
, 1
2
(0)
]
−
8
e−
piα
4k V iα
2k
, 1
2
(0) = 0 . (38)
In this case
f ′2(k, x) = α2(k, x)
[
ψ−,V+
′
(k, x) θ(x) +Q1 ψ
−,V
−
′
(k, e2ipir x) θ(−x)
]
+
β2(k, x)
[
ψ−,V+
′
(e2ipis k, x) θ(x) +Q2 ψ
−,V
−
′
(e2ipis k, e2ipir x) θ(−x)
]
. (39)
Expression for the current density defined in the standard manner:
j(k, x) =
1
2i
[
ψ∗(k, x)ψ′(k, x)− ψ(k, x)ψ∗′(k, x)
]
, (40)
in view of the Wronskians (7), (8) and (a31)–(a33) takes the form
j(k) = k
(
−|AR(k)|2 + |BR(k)|2
)
, (41)
and the law of current conservation (i.e. the unitarity condition) is of the form
|AR(k)|2 − |BR(k)|2 = 1 , (42)
or in the language of the scattering coefficients (27), (28):
|RR(k)|2 + |TR(k)|2 = 1 . (43)
We note that the condition (38) coincides with the condition of even continuation of the
function f2(k, x) when passing through the point x = 0, i.e. the probability conservation
in zero is provided.
Calculating the second derivative of the function ψ(k, x) = f2(k, x) and substituting
the resultant expression into the equation (1) with the potential (2), allowing for the
expressions (17), (21), (26), we get
[
AR(k)ψ−,V+ ′(k, x) + BR(k)ψ+,W+ ′(k, x)− ψ−,V− ′(k, x)
]
δ(x)+
AR(k)
{
ψ−,V+
′′
(k, x) +
[
k2 − ε(x) α
x
]
ψ−,V+ (k, x)
}
θ(x)+
BR(k)
{
ψ+,W+
′′
(k, x) +
[
k2 − ε(x) α
x
]
ψ+,W+ (k, x)
}
θ(x)+
{
ψ−,V−
′′
(k, x) +
[
k2 − ε(x) α
x
]
ψ−,V− (k, x)
}
θ(−x) = 0 , (44)
It is seen from this expression that the construction of a solution like Eq. (17), i.e.
the coordination of the solutions (13) on R+ and (14) on R− at zero, results in the
occurrence of the additional first term in Eq. (44). One should think that this term
is possible to treat as a singular addition to the potential, being a display of boundary
conditions at zero. However (and the subsequent calculation confirms this) in this case
it is impossible to be sure in the current conservation and the fulfillment of the condition
(38). Therefore we shall enter in Eq. (44) the mutually compensating each other terms
of the form α2(k, x)ψi(k, x) δVi(k, x) and β2(k, x)ψi(k, x) δVi(k, x) (where ψi(k, x) =
ψ−,V+ (k, x), ψ
+,W
+ (k, x), ψ
−,V
− (k, x), ψ
+,W
− (k, x)). The occurrence of these terms means
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that the functions ψi(k, x) should satisfy the Schro¨dinger equation in view of boundary
conditions, i.e. the equations for them take the form
ψi
′′(k, x) +
[
k2 − ε(x) α
x
− δVi(k, x)
]
ψi(k, x) = 0 (45)
(for some mathematical details of an opportunity of co-existence of the Coulomb and
point potentials (specifically, as regards KLMN-theorem) see [5], and also [14]). We shall
search for the singular additions δVi(k, x) as
δVi(k, x) = vi
ψi
′(k, x)
ψi(k, x)
δ(x) , (46)
where the parameters vi = v
−,V
+ , v
−,V
− , v
+,W
− , v
+,W
+ for the appropriate ψi(k, x). On the
one hand the form (46) for δVi(k, x) makes it to be similar to the first term of the formula
(44), and on the other hand it represents the singular additions to the potential as the
logarithmic derivative (see, e.g., [22]).
Uniting the relations (45) and taking into account the expressions (33)–(36) and (26)
we obtain that in the case of particle incident from the right the imposure of boundary
conditions at x = 0 leads to the appropriate wave function f2(k, x), which should satisfy
the equation
f2
′′(k, x) +
[
k2 − ε(x) α
x
− δVf2(k, x)
]
f2(k, x) = 0 , (47)
where
δVf2(k, x) =

AR(k) v−,V+ ψ−,V+ ′(k, x) + BR(k) v+,W+ ψ+,W+ ′(k, x)
AR(k)ψ−,V+ (k, x) + BR(k)ψ+,W+ (k, x)
θ(x)+
v−,V−
ψ−,V−
′
(k, x)
ψ−,V− (k, x)
θ(−x)

 δ(x) , (48)
under the condition of absence of the first term in the relation (44). In contrast with
the condition (38) the structure of expansion of the functions ψi
′(k, x) (a23) and (a25)
with the account of the operator relation x δ(x) = 0 leads to necessity of the fulfillment
of two conditions
e
piα
4k
[(
A1(k) +B1(k) b
V
s
(
− iα
2k
)) (
1 + v−,V+
)
V ′
−
iα
2k
, 1
2
(0)+
B1(k) b
W
s
(
− iα
2k
)(
1 + v+,W+
)
W ′
−
iα
2k
, 1
2
(0)
]
− e−piα4k
(
1− v−,V−
)
V ′iα
2k
, 1
2
(0) = 0 , (49)
e
piα
4k

(A1(k) +B1(k) bVs
(
− iα
2k
)) (
1 + v−,V+
) 1
Γ
(
− iα
2k
)+
B1(k) b
W
s
(
− iα
2k
) (
1 + v+,W+
) 1
Γ
(
iα
2k
)

− e−piα4k (1− v−,V− ) 1
Γ
(
iα
2k
) = 0 . (50)
The condition (50) provides the absence of terms of the form lnx δ(x) in the expansion.
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The fulfilled construction requires some comments.
First of all it is necessary to note that it is seen from the expression (44) and the
reasons bringing to the form (48) of the the singular addition to the potential, that
apart from providing a continuity of the function f2(k, x) when passing through zero
(as it was specified above), the condition (38) is just the condition of the δ-framed form
of the singular addition (48). Default of the condition (38), in particular, can lead to
appearance of terms proportional to δ′(x) in Eq. (1).
Taken as a whole, the fact of the presence of the singular addition (48) in Eq. (47)
requires some explanation. The matter is that an appearance of such the term is com-
pletely natural from the point of view of the theory of distributions. And just the
extension of the continuous linear functional (it is the Hamiltonian in our case), defined
at J (R \ 0) = {f ∈ J |suppf ⊂ R \ 0}, over the whole space J (R) is referred to as the
“renormalization” for the considered functional [13]. In addition, the renormalization of
the functional has the support {0}, i.e., generally speaking, represents an infinite series
of the form
∑
α cαD
α δ(x), where cα are some free constants, and D
α is the derivative
in the sense of distributions (or the weak derivative) (see [13]). Just so the renormal-
izations were interpreted in the theory of the R-operation of Bogoliubov, Parasiuk and
Hepp [23], [24] (see also [25]). However in the Bogoliubov, Parasiuk and Hepp theory the
renormalizations of terms of the Feynman expansion were considered only, moreover the
Pauli–Willars regularization was used for calculation of the constants cα (which played
the role, for example, of the mass and charge renormalizations) (see, e.g., [25]). In our
case, as it was specified above, the whole Hamiltonian is considered as the appropriate
functional, and the renormalization constants cα are defined in a completely different
way. As one can see from the expression (48), the unique coefficient c0 present in the
examined case is the function of parameters Ai, Bi and vi. In turn, these parameters are
defined by Eqs. (38), (49) and (50) received as a result of the integration of expressions,
which contain the products of distributions θ(±x) δ(x). Generally speaking, the product
of several distributions is not well defined integrable function. Nevertheless, the product
θ(±x) δ(x) is defined (for example, in sense of the improper limit transition, see [25])
for the basic functions continuous in the singular point (usually it is natural to suppose
for such basic functions θ(±x) δ(x) = 1/2 δ(x)). In our case the basic function is not
defined in the singularity point and the product of distributions θ(±x) and δ(x) requires
an extra-definition. In other words, the problem of definition of the, generally speaking,
arbitrary coefficients c± in the relations
∫
f(x) θ(±x) δ(x) dx = c± f(0±) arises. But Eqs.
(38), (49) and (50) are just the equations determining the the coefficients c±, which are
the combinations of parameters Ai, Bi and vi. Thus, in solving the system of these equa-
tions we shall define the products θ(±x) δ(x), and this result, in turn, will determine the
δ-framed renormalization additions in the expression (48).
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3 Solutions. Boundary conditions. Scattering coef-
ficients. Bound states. Renormalizations
Solving the system of the equations (38), (49), (50), for example, in respect to A1(k),
B1(k) and v
−,V
− and using the expressions (33), (34) we get the generic solution:
AR(k) =
4pik
(
1 + v+,W+
)
α
(
2 + v−,V+ + e
piα
k v−,V+ + v
+,W
+ − epiαk v+,W+
)
Γ2
(
iα
2k
) , (51)
BR(k) =
(
1 + e
piα
k
) (
1 + v−,V+
)
e
piα
2k
(
2 + v−,V+ + e
piα
k v−,V+ + v
+,W
+ − epiαk v+,W+
) , (52)
v−,V− =
−4− 3v−,V+ − epiαk v−,V+ − 3v+,W+ + epiαk v+,W+ − 2v−,V+ v+,W+
−2 − v−,V+ − epiαk v−,V+ − v+,W+ + epiαk v+,W+
. (53)
At once the absence of the factors of the analytical continuation bVs (− iα2k ) and bWs (− iα2k )
in the formulas (51)–(53) draws attention. And what is the most essential, one can
see from the formula (53) that at any values of the momentum k all three factors vi
cannot vanish simultaneously. It means that the δ-shaped additions (i.e. renormalization
counterparts) are present necessarily in Eqs. (45), (47).
The substitution of the expressions (51), (52) in the formula (26) gives at x → 0+
the limiting value
f2(k, 0
+) = − 2ik
αΓ
(
iα
2k
) e−piα4k , (54)
coinciding (that corresponds to the condition (38)) with the limit f2(k, 0
−). Thus, we
have
|f2(k, 0)|2 = 2k
piα
e−
piα
2k sinh
(
piα
2k
)
(55)
at any set of admissible values of vi, i.e. the functions f2(k, x), satisfying the system of
Eqs. (38), (49), (50), are really well defined (as it was marked above) and continuous in
the singularity point.
The solutions (51)–(53) at imposing a number of additional conditions describe a
choice of permissible self-adjoint extensions. We shall consider some of them.
1. We shall search for values of vi, at which the Schro¨dinger operator is real. We
shall suppose in this case that the parameters vi are real too.
The reality of the singular addition δVi(k, x) (46) on the negative half-axis leads to
the condition:
v−,V− = 0 . (56)
Using the resultant from the formula (53) connection between v+,W+ and v
−,V
+ and im-
posing the reality condition for the singular addition (48) on the positive half-line we
obtain that at values of parameters (56) and
v−,V+ =
−pi + 2 arg 2k + pi coth
(
piα
2k
)
−2 arg 2k − pi coth
(
piα
2k
) , (57)
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v+,W+ =
2
(
pi + arg 2k − epiαk arg 2k
)
(
−1 + epiαk
)
(pi + 2arg 2k)
, (58)
the singular addition (48) is real and takes the form
δVf2(k, x) = −2α
[
2γE + ln
(
2
√
k2x
)
+ Reψ
(
iα
2k
)]
θ(x) δ(x) (59)
(here γE is the Euler constant; as well as earlier, the equality x δ(x) = 0 is taken into
consideration calculating the formula (59)).
It is meaningful to pay attention to some properties of the addition (59). At once
one can see that the addition (59) vanishes at switching off the interaction (α = 0).
Besides, the common sign “minus” in the expression (59) shows that the correction to
the Coulomb potential δVf2(k, x) weakens, “compensates” the initial interaction α|x|−1.
Using the representation for Reψ
(
iα
2k
)
in the series (a35) it is possible to rewrite the
expression (59) in the form
δVf2(k, x) = −2α
[
γE + ln
(
2
√
k2x
)
+
α2
4k2
∞∑
n=1
1
n
1
n2 + α
2
4k2
]
θ(x) δ(x)
(−∞ < α
2k
<∞) (60)
which is similar to the Feynman expansion.
The appropriate to the low-energy case asymptotic expansion of Reψ
(
iα
2k
)
is of in-
terest also. The use of the expansion (a36) gives for δVf2(k, x) the expression:
δVf2(k, x) ∼ −2α

2γE + ln (αx) + ∞∑
n=1
(−1)n−1B2n
2n
(
α
2k
)2n

 θ(x) δ(x) (α≫ 2k) (61)
(here B2n are the Bernoulli numbers).
For the case of scattering arg 2k = 0, and substituting the expressions (56)–(58) in
Eqs. (51) and (52) we have
A(s)R (k) = −
2pik
α
1
Γ2
(
iα
2k
) coth(piα
2k
)
, (62)
B(s)R (k) = −sinh
(
piα
2k
)
, (63)
hence
TR(k) = − α
2pik
Γ2
(
iα
2k
)
tanh
(
piα
2k
)
, (64)
RR(k) =
α
2pik
Γ2
(
iα
2k
)
tanh
(
piα
2k
)
sinh
(
piα
2k
)
, (65)
i.e.
|TR(k)|2 = sech2
(
piα
2k
)
, (66)
13
|RR(k)|2 = tanh2
(
piα
2k
)
, (67)
what ensures the fulfillment of the unitarity condition (43).
For bound states the values of the momentum located on the positive imaginary axis
correspond, i.e. it is necessary to put arg 2k = pi/2. In this case
A(b)R (k) =
2pik
α
1
Γ2
(
iα
2k
) epiα2k cosech(piα
2k
)
. (68)
The bound state locations are defined by simple poles of the coefficient TR(k), i.e. by
simple zeros of the quantity (68). As (Γ(z))−1 is an entire function possessing the simple
zeros at z = −n it is easy to see that the expression (68) has the simple zeros at
iα
2k
= −n , (69)
i.e. the bound states exist at α < 0 and have the negative energy
E = − α
2
4n2
. (70)
Thus, the considered case leads to the old-known Bohr expression for the Coulomb
levels of of energy. But in the case under consideration the potential is not precisely
the Coulomb one, the energy levels (70) take place at presence of the additional point
interaction (59). Moreover, the corrections (59) written down in the form (60), (61) are
extremely similar to the corrections, arising in QED at the account of such phenomena as
the renormalizations, polarization of vacuum, vacuum fluctuations etc. (and moreover,
usually it is accepted to interpret the specified corrections in QED as the relativistic
ones (see, e.c., [26])). It is essential that the received expressions (and, in particular, the
formula (59)) are exact results received beyond the framework of any approximations.
2. The case of the complete transmittance.
The condition (38) (being, as was mentioned above, the condition of even wave
function continuation when passing through the singularity) can be rewritten as
RR(k)− TR(k) e−piα2k =
Γ
(
iα
2k
)
Γ
(
− iα
2k
) . (71)
If one supposes that
RR(k) = 0 , (72)
then
TR(k) = e
piα
2k
Γ
(
iα
2k
)
Γ
(
− iα
2k
) , (73)
that is
|TR(k)|2 = epiαk , (74)
and the unitarity condition (43) at real values of the momentum k and α 6= 0 is not
valid. Thus, at any values of the parameters vi the one-dimensional Coulomb potential
is not absolutely transparent.
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3. The case of the absolute impenetrability of the Coulomb potential corresponds to
the choice of
TR(k) = 0 . (75)
In this case
RR(k) =
Γ
(
iα
2k
)
Γ
(
− iα
2k
) , (76)
|RR(k)|2 = 1 . (77)
The values of the scattering coefficients (75) and (76) are realized in three cases: at the
relationship
v−,V+ = −
2 +
(
1− epiαk
)
v+,W+
1 + e
piα
k
, (78)
or at the values
v+,W+ = −1
(
v−,V− 6= 1
)
(79)
or
v−,V+ = −1
(
v−,V− 6= 1
)
. (80)
The values of two (and actually, due to the relation (53), one) parameters vi remain
arbitrary ones, but it appears insignificant: in all three cases (78)–(80) irrespective to the
value of left parameters the coefficients in the singular addition δVf2(k, x) (48) approach
the infinity on the positive half-axis. Thus, the case of the complete impenetrability
of the Coulomb potential can be, in principle, treated, though this consideration has a
rather formal character. This case corresponds to the solution of the Dirichlet boundary
problem (see, e.c., [5]), i.e. to the division of the axis into two independent intervals. In
this case, obviously, it is reasonable to consider as a solution of Eq. (47) the renormalized
wave function determined by the condition
f2(k, x) = AR(k) f (R)2 (k, x) , (81)
i.e.
f
(R)
2 (k, x) =

ψ−,V+ (k, x) + Γ
(
iα
2k
)
Γ
(
− iα
2k
) ψ+,W+ (k, x)

 θ(x) , (82)
and the function f
(R)
2 (k, x) (82) satisfies the Dirichlet boundary condition
f
(R)
2 (k, 0) = 0 . (83)
4 Conclusions
Summarizing the above it is possible to state that the method offered in the paper
allows to construct in view of the analytical structure of the fundamental solutions the
three-parametrical family of solutions (self-adjoint extensions) completely determining
the scattering coefficients, wave functions and corrections to the Coulomb potential, and
also to calculate appropriate energy levels. In this connection all specified values appear
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unequivocally bound, interdependent. Besides, it turns out that the corrections to the
potential should be necessarily present at any allowable values of parameters. Also the
remarkable similarity of the terms (59), (60) to the counterparts received by means of the
dimensional regularization method attracts attention (and, what’s more, these terms do
not require the parameter breaking the scale invariance at the dimensional regularization
(see, e.g., [27], as well as [28])).
Thus, it is possible to speak that at the level of calculations, connected with the non-
relativistic Schro¨dinger equation, there are the renormalizations and terms appropriate
to radiation corrections of quantum electrodynamics, and moreover these quantities arise
as a display of the internal structure of the appropriate dynamic equation. It is essential
that these quantities can be calculated without resorting to methods of the perturbation
theory.
Taken as a whole the proposed method indicates to the opportunity of interpretation
of a wide class of phenomena in the quantum theory as the result of the appropriate
Hamilton operator extension up to the self-adjoint one, and in the part, concerning
the renormalization theory, it can be considered as a generalization of the Bogoliubov,
Parasiuk and Hepp method of renormalizations.
We shall notice finally that the solution, corresponding to an even continuation of
wave functions over the singularity point, is received in the present paper. The questions,
related to a problem of degeneration (and, in particular, with an possibility of an odd
continuation of wave function over zero), with an possibility of the inclusion of the δ′-
terms into the Hamiltonian and detailed analysis of a spectrum of bound states (including
a problem of absence of a level with indefinitely large negative energy) were not treated
in the present paper. These problems will be analysed in the next publication.
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Appendix
The mathematical apparatus used in the paper is largely scattered among various sources.
There is no also uniform enough standard in the description of the equations with the
singular points. Besides, it is not possible to find a number of the formulas used in the
given article in the known mathematical manuals. Therefore we shall give a brief report
of the mathematical relations used in the paper. The designations basically correspond
to Refs. [29] and [30].
The equation like (1), (2) comes out of the confluent hypergeometric equation
z
d2w(z)
dz2
+ (c− z) dw(z)
dz
− aw(z) = 0 , a, c, z ∈ C (a1)
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except of the term of the first derivative. In this case it takes the form
d2W (z)
dz2
=
(
1
4
− p
z
+
m2 − 1/4
z2
)
W (z) , (a2)
where p = c/2− a, m = c/2− 1/2, W (z) = e−z/2 zm+1/2 w(z), and it is referred to as the
Whittaker equation.
Eq. (a1) has the regular singular point with indices 0 and 1− c at the origin and the
irregular singular point of rank 1 at the infinity.
The solution of Eq. (a1) represented in the series form and corresponding to the
index 0 at the point z = 0 takes the form
M(a, c, z) =
∞∑
s=0
(a)s
(c)s
zs
s!
, c 6= 0, −1, −2, . . . (a3)
( (a)s, (c)s are the Pochhammer symbols). This series converges at all finite z and defines
the Kummer function. The function M(a, c, z) in the general case is a meromorphic
function of variable c with poles at the points 0,−1,−2, . . . and is an entire function in
a. The following solution corresponds to the second index 1− c at z = 0:
N(a, c, z) = z1−cM(1 + a− c, 2− c, z) , c 6= 2, 3, 4, . . . . (a4)
Defining the Wronskian of two functions in the usual way:
W {w1(z), w2(z)} = w1(z)w2′(z)− w1′(z)w2(z) , (a5)
it is easy to show that the Wronski determinant of the functions (a3) and (a4) is of the
form
W {M(a, c, z), N(a, c, z)} = (1− c) ez z−c . (a6)
Pair of solutions of Eq. (a1) corresponding to the irregular singular point, which are
linearly independent at all values of parameters, are the functions U(a, c, z) and V (a, c, z)
having normal expansions:
U(a, c, z) ∼ z−a
∞∑
s=0
(−1)s (a)s (1 + a− c)s
s! zs
, z →∞ , | arg z| ≤ 3pi
2
− δ , (a7)
V (a, c, z) ∼ ez (−z)a−c
∞∑
s=0
(c− a)s (1− a)s
s! zs
, z →∞ , | arg(−z)| ≤ pi
2
− δ , (a8)
where δ is any small positive constant. U(a, c, z) and V (a, c, z) are many-valued functions
of z entire in a and c. The functions U(a, c, z) and V (a, c, z) are connected between
themselves by the relationship:
V (a, c, z) = ez U(c− a, c,−z) . (a9)
The Wronski determinant for the functions U(a, c, z) and V (a, c, z) has the form
W {U(a, c, z), V (a, c, z)} = eε(Im z) ipi(c−a) ez z−c , (a10)
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where ε(Im z) is defined by the formula (3).
The standard solutions of Eq. (a2) are:
Mp,m(z) = e
−
z
2 zm+
1
2 M
(
m− p+ 1
2
, 2m+ 1, z
)
, (a11)
Wp,m(z) = e
−
z
2 zm+
1
2 U
(
m− p+ 1
2
, 2m+ 1, z
)
(a12)
and are referred to as the Whittaker functions. Each solution (a11) and (a12) is a many-
valued function of z. The main branches correspond to the domain arg z ∈ (−pi, pi].
Asymptotic behavior of the solutions (a11) and (a12) is defined by expressions:
Mp,m(z) ∼ zm+ 12 , z → 0 , 2m 6= −1, −2, −3, . . . , (a13)
Wp,m(z) ∼ e− z2 zp , z →∞, | arg z| ≤ 3pi
2
− δ . (a14)
Since the scattering problem is investigated in the paper, it is preferable to treat the
solutions possessing the asymptotic behavior like (a14). Therefore as a fundamental pair
we shall use the solutions connected with the functions
Wp,m(z) = e
−
z
2 zm+
1
2 U
(
m− p+ 1
2
, 2m+ 1, z
)
, (a15)
Vp,m(z) = e
−
z
2 zm+
1
2 V
(
m− p+ 1
2
, 2m+ 1, z
)
. (a16)
From the expansions (a7) and (a8) and the formula (a9) one can see that at z →∞
Vp,m(z) ∼ e z2 z−p . (a17)
From comparison of the Whittaker equation (a2) and the stationary one-dimensional
Schro¨dinger equation (1) with the potential (2) it is seen that at
p = − iα
2k
, m =
1
2
, z = −2ikx (a18)
the fundamental pair of solutions of Eqs. (1), (2) corresponding to the scattering problem
at x > 0 takes the form of (4a), (4b). As it is seen from the expression (2), the transition
to the negative half-axis corresponds to the replacement α→ −α at x < 0, which leads
to the pair of solutions (5a), (5b). Normalization factors written out in the expressions
(4a)–(5b) lead to the asymptotic expansions (6a)–(6d).
The substitution (a18) reducing the Whittaker equation (a2) to the form (1), (2)
corresponds to the parameter c in the functions U(a, c, z), V (a, c, z) having an integer
value (c = 2). It results in the necessity to use the limiting forms of the functions
M(a, c, z) and N(a, c, z) (obtained, for example, with the help of the Frobenius method)
for the description of behavior of U(a, c, z) and V (a, c, z) near the point z = 0. The
appropriate logarithmic expansion of the function U(a, c, z) at c = r (r ∈ Z) has in
general the following form
U(a, r, z) =
r−1∑
s=1
(−1)s−1 λr,−s (s− 1)!
zs
+ λr,0M(a, r, z) ln z+
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∞∑
s=0
λr,s µr,s
zs
s!
, (a19)
where
λr,s =
(−1)r Γ(a+ s)
Γ(a) Γ(1 + a− r) (r + s− 1)! , (a20)
µr,s = ψ(a+ s)− ψ(1 + s)− ψ(r + s) , (a21)
ψ(z) = Γ′(z)/Γ(z) is the digamma-function. Substitution of the values (a18) gives for
the fundamental pair of solutions (4a) and (4b) and their derivatives in the second order
terms in z the expansions
ψ+,W+ (k, x) =
2k
αΓ
(
iα
2k
) epiα4k
{
−i+ x
[
iα− 2iαγE + k − iα ln(−2ik)−
iα ψ
(
1 +
iα
2k
)
− iα ln x
]}
+O(x2) , (a22)
[
ψ+,W+ (k, x)
]′
=
2k
αΓ
(
iα
2k
) epiα4k {−2iαγE + k − iα ln(−2ik)− iα ψ
(
1 +
iα
2k
)
−
iα ln x+ x
[
2iα2 − 2iα2γE + 3αk + ik2 − iα2 ln(−2ik) + 2αk ψ
(
1 +
iα
2k
)
−
iα2 ψ
(
2 +
iα
2k
)
− 2αk ψ
(
2 +
iα
2k
)
− iα2 lnx
]}
+O(x2) , (a23)
ψ−,V+ (k, x) = −
2k
αΓ
(
− iα
2k
) epiα4k
{
−i+ x
[
iα− 2iαγE − k − iα ln(2ik)−
iα ψ
(
1− iα
2k
)
− iα ln x
]}
+O(x2) , (a24)
[
ψ−,V+ (k, x)
]′
= − 2k
αΓ
(
− iα
2k
) epiα4k {−2iαγE − k − iα ln(2ik)− iα ψ
(
1− iα
2k
)
−
iα ln x+ x
[
2iα2 − 2iα2γE − 3αk + ik2 − iα2 ln(2ik)− 2αk ψ
(
1− iα
2k
)
−
iα2 ψ
(
2− iα
2k
)
+ 2αk ψ
(
2− iα
2k
)
− iα2 ln x
]}
+O(x2) (a25)
( Here γE is the Euler constant). As it was specified above the replacement α → −α
gives appropriate expansions for the fundamental pair (5a), (5b).
Earlier it was already noted that U(a, c, z) and V (a, c, z) are many-valued functions
of z. Using relations
Wp,m(z) =
Γ(−2m)
Γ(1/2−m− p)Mp,m(z) +
Γ(2m)
Γ(1/2 +m− p)Mp,−m(z) , (a26)
Vp,m(z) =
Γ(−2m)
Γ(1/2−m+ p)Mp,m(z) +
Γ(2m) e−2ipim
Γ(1/2 +m+ p)
Mp,−m(z) , (a27)
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and also taking into account that
M−p,m
(
z eipi
)
= i eipimMp,m(z) , (a28)
it is possible to get the formulas for the analytical continuations (at s ∈ Z)
(−1)sWp,m
(
z e2ipis
)
= −e
2ipip sin(2pism) + sin[2pi(s− 1)m]
sin(2pim)
Wp,m(z)+
sin(2pism)
sin(2pim)
2pi eipi(p+m)
Γ(1/2 +m− p) Γ(1/2−m− p) Vp,m(z) , (a29)
(−1)s Vp,m
(
z e2ipis
)
= −e
2ipip sin(2pism) + sin[2pi(s+ 1)m]
sin(2pim)
Vp,m(z)−
sin(2pism)
sin(2pim)
2pi eipi(p−m)
Γ(1/2−m+ p) Γ(1/2 +m+ p)Wp,m(z) . (a30)
In the considered case it is natural to use the limiting forms of expressions for U(a, c, z)
and V (a, c, z).
Except of the Wronskians (7), (8) mentioned in the basic text the following relations
are used in the paper:
W
{[
ψ−,V+ (k, x)
]∗
, ψ−,V+ (k, x)
}
= −2ik , (a31)
W
{[
ψ+,W+ (k, x)
]∗
, ψ+,W+ (k, x)
}
= 2ik , (a32)
W
{[
ψ−,V+ (k, x)
]∗
, ψ+,W+ (k, x)
}
= 0 , (a33)
and moreover [
ψ−,V+ (k, x)
]∗
= ψ+,W+ (k, x) . (a34)
At the analysis of the expression (59) the series expansion of the function Reψ(z) is
used in the paper. At z = x+ iy
Reψ(iy) = Reψ(−iy) = Reψ(1 + iy) = Reψ(1− iy) =
−γE + y2
∞∑
n=1
1
n
1
n2 + y2
(−∞ < y <∞) . (a35)
The asymptotic formulas for Reψ(iy) has the form
Reψ(iy) ∼ ln y +
∞∑
n=1
(−1)n−1B2n
2n y2n
=
ln y +
1
12y2
+
1
120y4
+
1
252y6
+ . . . (y →∞) (a36)
(B2n are the Bernoulli numbers).
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