Data from several studies have pointed out the existence of a strong correlation between Alzheimer's disease (AD) neuropathology and cognitive state. However, because of their highly complex and nonlinear relationship, it has been difficult to develop a predictive model for individual patient classification through traditional statistical approaches. When exposed to complex data sets, artificial neural networks (ANNs) can recognize patterns, learn the relationship of different variables, and address classification tasks. To predict the results of postmortem brain examinations, we applied ANNs to the Nun Study data set, a longitudinal epidemiological study, which includes annual cognitive and functional evaluation. One hundred seventeen subjects from the study participated in this analysis. We determined how demographic data and the cognitive and functional variables of each subject during the last year of her life could predict the presence of brain pathology expressed as Braak stages, neurofibrillary tangles (NFTs) and neuritic plaques (NPs) count in the neocortex and hippocampus, and brain atrophy. The result of this analysis was then compared with traditional statistical models. ANNs proved to be better predictors than Linear Discriminant Analysis in all experimentations (+~10% in overall accuracy), especially when assembled in Artificial Organisms (+~20% in overall accuracy). Demographic, cognitive, and clinical variables were better predictors of tangles count in the neocortex and in the hippocampus when compared to NPs count. These findings strengthen the hypothesis that neurofibrillary pathology may represent the major anatomic substrate of the cognitive impairment found in AD.
Introduction
Neurofibrillary tangles (NFTs) and neuritic plaques (NPs) are the primary neuropathologic markers of Alzheimer's disease (AD), although they can be found also in normal brain aging (Arriagada et al., 1992b; Giannakopoulos et al., 1995; Price and Morris, 1999; Giannakopoulos et al., 2003) .
Neuropathological studies (Braak and Braak, 1991; Price and Morris, 1999; Giannakopoulos et al., 2003) have shown that the distribution of NFT in the human brain follows a predictable and hierarchical pattern, whereas the distribution of plaques varies among individuals. Neurofibrillary pathology is initially limited to the hippocampus and the entorhinal cortex (Braak and Braak, 1991) . As the number of tangles increases in these areas, neurofibrillary pathology extends into the temporal cortex. Finally, tangles emerge and spread to the neocortical areas of the brain.
The literature has consistently pointed out the existence of a strong correlation between AD neuropathology and cognitive function (Morris et al., 1989; Braak and Braak, 1991; Price et al., 1991; Snowdon et al., 1996; Petersen, 2000; Riley et al., 2002; Guillozet et al., 2003) . The neuropathological and cognitive changes preceding AD begin decades before diagnosis is made (Braak and Braak, 1991; Price et al., 1991; Petersen, 2000; Riley et al., 2002) . This suggests the possibility that neuropathology may affect cognitive ability and daily function long before the symptoms make the diagnosis of dementia clinically apparent.
Recent studies further suggest that NFTs have a closer relationship to cognitive function with respect to amyloid plaques, not only in AD but also in normal aging and mild cognitive impairment (Morris et al., 1989; Arriagada et al., 1992a; Guillozet et al., 2003) . In particular, the presence of high NFT density in the entorhinal and hippocampus neurons is strongly correlated to memory impairment in normal aging, whereas NFT formation in neocortical areas is associated with clinically overt AD (Braak and Braak, 1991; Price and Morris, 1999; Giannakopoulos et al., 2003) .
Nevertheless, the variability of neuropathologic findings and their complex relationships to cognitive status observed in aging and AD (Braak and Braak, 1991; Price et al., 1991; Giannakopoulos et al., 1995; Riley et al., 2002) limits the development of a predictive model for individual patient classification using traditional statistical methods.
These methods, based on a generalized linear model, have limited value in predicting outcomes, because of multiple interacting factors that affect the final outcome.
Large-scale epidemiological studies have attempted to provide algorithms to assess an individual's risk for developing AD on the basis of identified risk factors; however, results have been disappointing. This is because the predisposing factors can act simultaneously with complex and nonlinear interactions in the same patient.
The development of artificial neural network (ANN) computer algorithms was inspired by the highly interactive processing functions of the human brain. Like the brain, ANNs can recognize complex patterns, manage data, learn the hidden relationship among different variables, and resolve classification problems.
The purpose of the study was to evaluate the performance of different types of ANNs in predicting the number of AD lesions based only on cognitive and functional parameters.
The application of ANNs-viewed as a new approach to the study of complex clinical datamay aid in the development of strategies for early, noninvasive detection of AD pathology.
Further, the development of a reliable in vivo model to determine the severity of neuropathologic lesions may be helpful in determining the efficacy of new pharmacological interventions intended to delay the onset of dementia.
The Variables

Clinical Variables
One hundred seventeen subjects participated in this analysis. They were participants in the Nun Study (Snowdon et al., 1996; Riley et al., 2002) , a longitudinal study on normal aging and AD. All subjects are catholic nuns in the "School Sisters of Notre Dame" congregation, living in seven regions of the United States. Therefore, the sample was composed only of women, who were subjected to a series of cognitive and functional exams every year. All participants agreed to donate their brain for a postmortem examination.
At the time of their last cognitive exam, the participants were between ages 76 and 102 (mean age 87.77, standard deviation [SD] 6.14). At the time of death, participants were between ages 76 and 103 (mean 88.72, SD 6.03). The last cognitive test, therefore, was carried out just prior to the date of death. The educational level of the participants was rather high: 14 women had 8 yr of schooling, 9 had 12, 54 had 16, and 40 had 18 yr of schooling.
The 16 variables included are reported in Table 1 .
The cognitive testing battery used in the Nun Study (Snowdon et al., 1996; Riley et al., 2002) was the "Consortium to Establish a Registry for Alzheimer's Disease" (CERAD) (Morris et al., 1989) , which evaluates the capacity of memory, language, video-spatial ability, concentration, and orientation. All the data obtained from the 16 variables were updated every year until the time of the participants' death.
Pathological Variables
The following variables were measured to determine the presence of AD pathology: number of NFT and NP per mm 2 in the hippocampus and neocortex, the degree of cortical atrophy, and the severity of Alzheimer pathology using the staging method developed by Braak and Braak (1991) . The above assessments were carried out in the middle frontal gyrus (Brodmann area 9), inferior parietal lobule (areas 39/40), middle temporal gyrus (area 21), and the CA1 and subiculum of the hippocampus, using the modified Bielschowsky stain.
Methods
Artificial Neural Networks
ANNs are adaptive models for the analysis of complex data sets inspired by the analytical processes of the human brain. These systems are able to modify their internal structure and process according to a defined objective function. This functionality is the basis for the ANNs' learning capability. They are particularly suited for solving nonlinear problems.
In Supervised Networks the desired output (target) is defined, for each input vector, prior to the start of the learning process. The output is decided by the environment outside the network, not deduced from the input vector or from a part of it. These types of networks calculate an error function that measures the distance between the target as desired fixed output and their own output, and adjust the connection strengths during the training process to minimize the result of the error function (Buscema, 1998a; Buscema, 2002) .
As we will see, the experiments carried out are based on:
The Validation Protocol
The validation protocol is a fundamental procedure to verify the models' ability to generalize the results obtained in the testing phase. In this study, we selected the protocol with the greatest generalization ability on data unknown to the model. 
Reliability Protocol
This general training plan was further developed to increase the level of reliability of the generalization of the processing models. We have used the 5×2 cross-validation test described by Thomas Dietterich (1998) . The author shows how this protocol can be slightly more powerful than other statistical tests for algorithms that can be executed 10 times.
The protocol includes two procedures whose results have been compared: a first procedure of random generation of the training samples, and a second one to optimize the samples and variables.
In the first procedure (Fig. 1A) , the sample of 117 subjects was randomly subdivided five times into two balanced subsamples: one for the training phase (Training) and one for the prediction (Testing). Ten experiments were performed by inverting the pairs of samples in such a way that the subsample used for testing is used for training and vice versa. This procedure allowed us to obtain a reliable assessment of the error for all of the techniques employed. The Feed Forward ANNs (Bp, Sn, and Bm) are compared with two models of linear statistics: the linear discriminant analysis (LDA) applied to classification problems, and the linear regression (LR) applied to assessment of values problems.
The second procedure (Fig. 1B) included a process of sample optimization by the systems called training and testing and input selection. In detail, this phase includes three distinct steps.
Step 1: The T&T and I.S. systems were applied to optimize the training and testing samples, and to reduce the number of input variables.
Step 2: Feed Forward ANNs based on different laws of learning (Bp, Sn, and Bm) were applied to optimized samples. For each law of learning, 10 experiments were normally carried out, with different weights initialization.
Step 3: Artificial Organisms were applied to optimized samples based on the law of learning that obtained the best result in the second step. For each Artificial Organism, 10 elaborations were normally carried out.
Artificial Organisms
The T&T system (Buscema, 2001a; Buscema, 2001 Buscema, -2002 Vomveg et al., 2003 ) is a population of ANNs based on the evolutionary Genetic Doping Algorithm (GenD) (Buscema, 2004) developed by the Semeion Research Center. By means of iterative procedures of data preprocessing, T&T aims to an optimal distribution of the complete data set in two training and testing subsets. GenD has demonstrated greater effectiveness in terms of its speed and capacity of convergence on a broad range of problems and in resolving complex optimization problems with respect to the limits of the classic genetic algorithms. T&T includes two main phases: the preliminary phase, to evaluate the parameters of the fitness function to be used on the given data set and the computational phase, used to extract the best training and testing sets that partition the data set records.
The preliminary phase includes the configuration of a standard Bp inducer, whose parameters (number of hidden units and layers) and weights initialization are fixed. Several training trials using the same total set allow one to stabilize the configuration suitable to the available data set, as well as to establish a mean number of epochs, which is necessary to reach the total convergence. The choice of this simple type of neural network, instead of more complex ones, is mainly because of its convergence speed and its ability to address polarization issues correctly.
In the computational phase, the initial population of possible solutions evolves following the GenD algorithm. In order to reach the desired evolution in the minimal time, only the simplest options are used: a single tribe and global genetic operators (Crossover and Mutation).
The optimization algorithm distributes the original sample in two or more subsamples to obtain the maximum performance possible for ANN that is trained on the first sample and validated on the second. The score reached by each ANN represents its fitness, and its probability of evolution. It is possible to limit eventual optimistic polarizations in the evaluation of the performances, to invert the two samples and to consider the average between the two obtained estimates as fitness of the algorithm and an estimate of the quality of the model.
The substantial difference between this approach and a traditional one, which is based on the random subdivision of the original sample, is the possibility of taking advantage of all the information present in the data set.
If T&T system is able to use the different records of data sets to train and test inducers not on a chance basis, the I.S. system is able to weight the different variables of the available data set intelligently.
Input Selection system based on GenD, improves the optimization process, as a selection mechanism of the input variables of a fixed data set. As data collection is done by trying to include all variables that can have a connection with the event being studied, and as the relationships between the variables detected and the function of the process under exam could be not known, we have a series of variables that do not contain any real information regarding the process being examined. When inserted into the model, these variables cause an increase of noise and greater difficulty for the ANNs to learn data correctly.
In the nonlinear field, an instrument like the correlation does not exist. Consequently, a heuristic approach, which neglects other types of measures and concentrates on a set of inputs that provides the best performances in an ANN training model was chosen.
Given their nature, the T&T and I.S. systems can be viewed as data preprocessing organisms with a high capacity to single out the information useful to optimize the relationship between the input and output variables during the calculation process. To obtain this result, ANN populations which evolve, according to the criteria of the GenD evolutionary algorithm, are used to reach the best representation of variables and of sample size of the problem to be resolved.
Optimization of Samples
The last step of the optimization phase includes the training of the advanced neural networks on the basis of the training and testing set generated by I.S.
The predictive model, based on the ANNs, used to determine the value of ANNs in predicting the presence of pathological lesions in the brain from the analysis of clinical variables is compared with the two traditional statistic models: LDA and LR.
Results
We have carried out the experiments concerning the following six research targets. We show the values in Table 2 . We can see that the degree of linear correlation between the variables and the target has a tendency to be low. The variables' degree of nonlinearity with respect to the target appears high; therefore, the relation which ties the input to the output could be complex.
The results of the six experiments are summarized in Table 3 .
Braak Stage
The level of severity of the neurofibrillary Alzheimer pathology was determined using the Braak and Braak method (Braak and Braak, 1991) . The seven stages (from 0 to 6) of the Braak scale were grouped into two classes: 1. Stages 0-2, 58 patients, equal to 49.57% of the sample. 2. Stages 3-6, 59 patients, equal to 50.43% of the sample. The two classes make up the target of the calculation models: each patient was classified as belonging to one of the two classes by the different calculation models based on the 16 input variables described.
Each calculation was carried out following the validation protocol described. In the random calculation five pairs of samples (training and testing), on which the systems were trained, were selected.
Three blocks of results were singled out in this experiment in terms of degree of provisional capacity: those obtained from the Organisms with Bp law of learning using the T&T and I.S. optimization system (89.92%), those obtained 
Total number 8 8 6 13 11 9
Variables selected by sample optimization systems in different experiments according to each target (0 = not selected; 1 = selected).
with the random protocol from the simple ANNs with SineNet (FF-Sn) law of learning (79.86%), and those obtained from the LDA (72.36%).
In the sample optimization phase, the I.S. system chose 8 of the 16 input variables. Details are illustrated in Table 4 , column A.
Only these eight variables were used to train the samples of the Organisms. It is interesting to note that the I.S. system selected both variables with an inexistent or very low degree of linear correlation (Age R 2 = 0.083, Dress 0.050, Stand R 2 = 0.027, Eat-Drink R 2 = 0.072, and ApoE4 R 2 = 0.068), and variables with a slightly significant degree of linear correlation (WRCL R 2 = 0.382, VRBF R 2 = 0.246, and MMSE R 2 = 0.308).
Neurofibrillary Tangles in Neocortex
The numbers of NFT per mm2 microscopic field were determined from Bielschowsky stained sections. NFT were counted in five microscopic fields with the highest numbers of tangles in the middle frontal gyrus (Brodmann area 9), inferior parietal lobule (areas 39/40), and middle temporal gyrus (Area 21).
We subdivided the data set into two classes on the basis of preliminary mathematical nonlinear processing, which established the cutoff to subdivide the sample. This approach was used also in three following experiments.
The first class included all of the patients who had an average value of neocortical NFT per mm 2 >1.0 (47 cases); a second class included all of the patients who had an average value of NFT per mm 2 <.1.0 (70 cases). Based on the input variables, different calculation models classified each patient as belonging to one of the two classes.
In this experiment, the T&T and I.S. systems were used even for the simple ANNs. This allowed a new set of calculations, which permits further comparisons. Results are expressed as mean values on 10 calculations.
Four levels of data have resulted from this experiment: statistic systems (LDA) with random samples obtained a mean accuracy equal to 73.80%; the best ANNs with random samples (FFSn) obtained a mean accuracy equal to 84.16%; the best ANNs with sample optimization systems (FF-Bp) obtained a mean accuracy equal to 87.83% and finally the SelfDABp (Self-Recurrent Dynamic Back Propagation) Organism with sample optimization systems reached the best result with a mean accuracy equal to 90.36%.
The variables chosen by the I.S. system were, in this case, 8 out of 16 (see Table 4 , column B). Four of the variables belong to the cognitive and language functions section (WRCL R 2 = 0.253, BOST R 2 = 0.321, VRBF R 2 = 0.287, and MMSE R 2 = 0.380) with a significant degree of linear correlation, the other four have a nonsignificant linear correlation.
Neurofibrillary Tangles in Hippocampus
The numbers of NFT per mm 2 microscopic field were determined from Bielschowsky stained sections. NFT were counted in the five microscopic fields with the highest numbers of tangles in the CA1 and subiculum regions of the hippocampus.
In this testing, the data set was also divided into two classes: the first class included patients who had an average value of hippocampal NFT per mm 2 >10 (68 cases), a second class included patients who had an average value of NFT per mm 2 <10 (49 cases). In the random protocol, the mean accuracy obtained from the LDA was equal to 75.52%. The ANN which obtained the best result in the random phase was the FF-Sn with an accuracy of 83.95%.
Of the three ANNs which were used with the T&T and I.S. optimization protocols, the best result was obtained by the FF-Bm with an accuracy of 86.68%.
The TasmSABm (Temporal Associative Subjective Memory Static Bi-Modal) obtained the best result, achieving an accuracy of 87.83%. The variables selected by the I.S. system were 6 out of 16 (see Table 4 , column C).
The number of variables selected is lower, but equally distributed in the data set's four macrocategories: Demographic (Age death), ADL (Walk, Eat-Drink), cognitive and linguistic functions (WRCL, VRBF), and genetic (ApoE4). Even in this case, variables with low linear correlation together with others having slightly significant correlation were selected.
Neuritic Plaques in Neocortex
Maximum NP count was measured in the neocortex (maximum count per mm 2 field seen in frontal, temporal, and parietal lobes of the neocortex).
The sample of 117 cases was subdivided into two classes: the first class included patients with a maximum number of NP in the neocortex >1.5 (87 cases); the second class included patients with a maximum number of NP in the cortex <1.5 (30 cases).
In the random protocol, the mean accuracy obtained by the LDA was 69.77%.
The ANN which obtained the best result in the random phase was the FF-Sn with an accuracy of 83.68%.
In this case, only one ANN with T&T and I.S. optimization protocol, the FF-Bp, was used. The result obtained was of 88.93% accuracy.
The law of learning selected to carry out the calculations with the Organisms was the Bp. Among the four tests used, the SelfDABp obtained the best result with an accuracy of 89.92%.
I.S. selected 13 out of 16 variables (see Table 4 , column D).
The selection carried out by the I.S. system was numerically more consistent and the choice was distributed on all the categories of variables of the data set. Excluded variables were, a. Age Death R 2 = 0.028 (among the demographic variables), b. Eat-Drink R 2 = 0.055 (among the variables relative to activities of daily life), and c. BOST R 2 = 0.224 (among the cognitive and linguistic variables).
Classification of Neuritic Plaques in Hippocampus
Maximum NP count was measured in the hippocampus (maximum count per mm 2 field seen in the CA1 and subiculum regions of the hippocampus).
The sample of 117 cases was subdivided into two classes: the first class included patients with a maximum number of NP in the hippocampus >1.5 (57 cases); the second class included patients with a maximum number of NP in the hippocampus <1.5 (60 cases).
The calculations clearly highlight four levels of results: the LDA in the random protocol obtained a mean accuracy equal to 65.10% (Arithmetical Mean); the FF-Sn ANNs obtained the best accuracy in the random phase with 76.70%; with the T&T and I.S. optimization protocol, the FF-Bp obtained 78.47% accuracy; and the SelfSABp Organism (Self-Recurrent Static Back Propagation) obtained the best result with an accuracy of 82.21%.
The variables selected by the I.S. system were 11 out of 16 (see Table 4 , column E).
In this experiment, the chosen variables appear distributed over all the macro categories, with a prevalence for the variables belonging to the cognitive and linguistic functions categoryall present. The R 2 values with respect to the target are the lowest of all the testing.
Classification of the Degree of Brain Atrophy in Neocortex
The degree of atrophy in the neocortex is a general measure of the degree of degeneration (atrophy) of the brain.
Gross examination of the participants' brains was performed by one neuropathologist who was blinded to the participants' health status and cognitive test scores. Following formalin fixation, the intact brain was examined by the neuropathologist who rated the degree of atrophy of the frontal, temporal, and parietal lobes (the occipital lobes were rarely atrophic). The degree of atrophy was rated from 0 to 3, based on the degree of widening of the sulci and narrowing of the gyri in the three lobes. Severe atrophy (score of 3/3) was characterized by a high degree of widening of the sulci and narrowing of the gyri in two or more lobes; moderate and mild atrophy was characterized by varying degrees of the above in one or two lobes (1-2/3); and no atrophy was characterized by no noticeable widening of the sulci or narrowing of the gyri in any lobe (0/3).
The four stages (from 0 to 3) with which the brain's degree of atrophy was measured were grouped into two classes: 1. Absent/slight atrophy, 87 patients, equal to 74.36% of the sample. 2. Moderate/severe atrophy, 30 patients, equal to 25.64% of the sample. The two classes make up the calculation models' target. Each patient is classified as belonging to one of the two classes by the different ANNs based on the 16 input variables.
Experimental design is similar to the above related predictive experiments. In this experiment three levels of results are identified: statistical systems with random samples, mean accuracy: 77.02%; ANNs with random samples (FF-Bp), mean accuracy: 80.65%; Organisms with Bp law of learning and sample optimization systems, mean accuracy: 90.65%.
The I.S. system selected 9 out of 16 input variables (see Table 4 , column F).
In this last experimentation four variables out of nine belong to daily living activities, something which had never happened in the preceding experimentations: the variables which measure the cognitive and linguistic functions are only three. It therefore comes to light that the degree of cerebral atrophy seems to depend in a greater measure from the activities tied to daily life with respect to the other neurologic pathologies.
Prediction Experimentation
Considering the good predictive results obtained by the ANNs for the classification, we decided to carry out the following four sup- The results shown are the average of the eight calculations with cross over.
Some statistical indexes were used for evaluating the good quality of the prediction (see Table 5 ). Indexes were calculated from the mean values of the NFTs truly present in the neocortex and in hippocampus, from the mean values of NPs truly present in the neocortex and in hippocampus, and from the values estimated by the calculation models.
Among the different cost function indexes available, the linear correlation (R) was used as main parameter to measure the predictive capacity of models. The results show that real mean values of tangles and plaques present in the neocortex and in the hippocampus are highly correlated with the values estimated by the ANN.
In the four tests relating to prediction of Alzheimer pathology, the variables selected by the optimization system of the T&T and I.S. system were a subset of the 16 original ones. As shown in Table 6 , the ApoE4 variable was selected by the T&T and I.S. systems in all the experiments, rendering it indispensable in the samples' optimization phase -a process which allows the ANNs and the Organisms to improve their predictive accuracy. This variable has a very low linear correlation coefficient with respect to all the targets. The relevance of this variable is confirmed by the results shown in Table 4 , where it was selected five times out of six.
In the same way, three variables relative to cognitive and linguistic functions (MMSE, WRCL, and CNPR) were selected in all experiments. Among the variables used, these ones showed the highest degree of linear correlation. The linear regression is compared with the best ANNs.
Discussion
Our study shows that during life, ANNs can accurately predict the presence of AD pathology at death. The adaptive systems had superior accuracy when compared to models of traditional linear statistics.
The percentage of difference between the Organisms trained on the optimized samples and the discriminating analysis (LDA) ranged from 12.31% for NFT in the hippocampus, to 20.15% for NP in the neocortex. These findings are similar to the percentage of difference (17%) between LDA and Organisms in the forecast of Braak stages, subdivided into two classes (0-2 vs 3-6), and a difference of 13% between LDA and Organisms in the classification of the degrees of atrophy subdivided into two classes.
Further, accuracy by the Organisms was 20% better than LR in predicting the average number of tangles.
This study demonstrates that adaptive approaches based on ANNs are more suited to handle the nonlinear relationship of demographic, functional, cognitive, and genetic variables to neuropathologic lesions of AD. This approach is superior to traditional linear statistics and better suited to analyze the multifactorial elements, which may lead to the onset of AD.
Both NFTs and senile plaques are primary lesions of AD. Senile plaques include both diffuse plaques and NPs; usually the majority of senile plaques are the diffuse-type. However, there is a general agreement that NPs have a stronger correlation with cognitive impairment and dementia, than do diffuse plaques. For example, the CERAD neuropathologic criteria (Morris et al., 1989) for AD uses NPs in the neocortex to determine the likelihood that the brain is an "Alzheimer's brain." Variables selected by sample optimization systems in different experiments according to each target (0 = not selected; 1 = selected).
Our study shows that ANNs performed better in predicting the number of NFT in the neocortex and hippocampus than in predicting the number of NP in the same areas, either during the classification or in the value estimation testing process.
Cognitive and functional variables were better predictors for neocortical tangles (cut off: 1 tangle/mm 2 ) than the Braak stages classification (0-2 vs 3-6). It is noteworthy that the cut-off determined through the use of adaptive systems corresponds to the threshold routinely employed by the pathologists of the Nun Study to determine the anatomically relevant degree of tangle burden.
The clinical variables selected predict with accuracy the number of NFT, but not NP, in each brain region. These results are consistent with recent findings (Arriagada et al., 1992a; Riley et al., 2002; Giannakopoulos et al., 2003; Guillozet et al., 2003) by other authors and our group suggesting that the presence of NFT in aging may represent one of its earliest pathological substrates and play a significant role in the initial stages of memory impairment. NFT formation in the neocortical area may represent a crucial step in the degenerative process because it may precede the emergence of the dementia. These results are further corroborated by a positive predictive outcome for severity of cortical atrophy.
In agreement with previous findings, our data suggest that additional factors could mediate the relationship between neuropathology and cognitive function. These factors may explain the variability found in cognitive state. The stronger association of predictive variables to NFT, rather than NP, implies an important role for NFT in the genesis of AD. Factors determining the formation of NFT in the neocortex may be more relevant to the clinical onset of AD than earlier pathological changes in the entorhinal cortex and hippocampus.
Our results indicate that a nonlinear analysis of complex data is a valid approach in shedding light on the role of NP and NFT in the development of a degenerative process leading to AD.
In all the experiments, the variables selected by the optimization system of the T&T and I.S. samples were a subset of the original ones. This indicates that there are some variables more suitable to predict a target with respect to another, while others provide information on different targets. The choice of variables with respect to the target is completely independent from their degree of linear correlation. Correlations are low for each variable. On the contrary, through the use of the T&T and I.S. systems, we know which variable is important for the determination of output, though it has a low or nonexistent degree of linear correlation.
The ApoE4 genotype is a good example of this concept. This variable showed a very low linear correlation with all targets. Notwithstanding, ApoE4 was selected by the I.S. system in all prediction experiments (Table 6) , and optimized the predictive accuracy of ANNs.
Besides ApoE4 status, cognitive and linguistic functions (MMSE, WRCL, and CNPR) were consistently selected in all experiments by artificial organisms. Among the variables used, these showed the highest degree of linear correlation.
This study shows that the neural networks can detect complex interactions between variables and extract new medical information from raw data. They take into account many factors at the same time by combining and recombining the factors nonlinearly. Neural network outputs could be thought of as "composite variables" formed by nonlinear combinations of the originally input independent variables.
Conventional statistics reveal only a few parameters that are significant for the entire population, whereas ANNs handle all information which might not have significance for the entire population, but are highly predictive within subgroups or even for each individual patient. This is a qualitatively different approach compared with previous methods.
From a clinical point of view, the possibility to estimate the cerebral lesions load (both senile plaques and tangles) from simple descriptive clinical and demographic variables in individual patients make the results of this study extremely attractive. In fact when effective treatments targeted against neuropathological lesions undergo extensive clinical trials, the neural networks approach could provide medical decision support tools and a surrogate measurement of the expected reduction of Alzheimer pathology in individual patients.
In summary, the application of adaptive system analysis to clinical variables can offer a predictive test in complex clinical entities like AD, and at the same time provide us with significant pathophysiological clues in disease onset and progression.
Key elements for adaptive system analysis are:
• A complete baseline database of both number and quality of variables.
• A protocol for training the systems by placing them in the hardest environment possible to render the final predictive result more reliable. • Optimization systems, which are able to extract samples and variables which are able to provide the greatest informative content from the data sets. • Calculation models, which are able to explore the relationships between variables by using algorithms particularly suited to analyze complex phenomena. The presence of all these elements allows the analysis of multifactorial pathologies such as AD. This is a radical divergence from the customary models of statistical linear calculation, which may be inadequate to treat such complex multifactorial problems, because of the poor nonlinear component.
At present we do not have methods to measure the presence of AD pathology in vivo. Imaging techniques, based on NFT and NP are currently under development but they have to face methodological issues, such as scanner spatial resolution in the relatively small brain regions, and development of a valid tanglespecific marker.
In this study, we have demonstrated that it is possible to train neural networks to predict the amount of tangles and amyloid plaques from the clinical descriptive data and neuropsychological tests. This approach can represent a noninvasive and inexpensive method for the assessment of AD specific brain lesion load in the presymptomatic phase of the disease and the monitoring of therapeutic interventions on NFT or NP.
Availability of the analysis code and data sources. 
