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ABSTRACT 
 
Ciao-Kai Liang: The impact of air pollutant transport on air quality and human health in 
global and regional model applications 
(Under the direction of J. Jason West) 
 
As air pollution can travel long distance, change in emissions from one region influence 
air quality and associated premature mortality over others. This research uses ensemble-
modeled concentrations of anthropogenic ozone (O3) and fine particulate matter (PM2.5) to 
quantify avoided premature mortality from 20% emission reductions of 6 regions (i.e. North 
America (NAM), Europe (EUR), South Asia (SAS), East Asia (EAS), Russia/Belarus/Ukraine 
(RBU) and the Middle East (MDE)) and 3 sectors (i.e. Power and Industry (PIN), Ground 
Transportation (TRN) and Residential (RES)) and evaluate the impact of interregional transport 
of precursor emissions from local (i.e. Kao-Ping air basin (KPAB)) and upwind air basin 
regions (i.e. North and Chu-Miao Air Basin (NCMAB), Central Air Basin (CTAB), Yun-Chia-
Nan Air Basin (YCNAB), and Yi-Lan and Hua-Dong Air Basin (YLHDAB)) on O3 and PM2.5 
air quality over KPAB. For health impact assessment, we estimate 290,000 (95% CI: 30,000, 
600,000) premature O3-related deaths and 2.8 million (0.5 million, 4.6 million) PM2.5-related 
premature deaths globally for the baseline year 2010. Reducing emissions from MDE and RBU 
can avoid more O3-related deaths outside of these regions than within while reducing MDE 
emissions also avoids more PM2.5-related deaths outside of MDE than within. TRN emissions 
account for the greatest fraction (26-53% of global emission reduction) of O3-related premature 
deaths in most regions, except for EAS (58%) and RBU (38%) where PIN emissions dominate. 
For air quality impact assessment, anthropogenic emissions from upwind and local emissions 
can contribute 17% and 7% of daily maximum 8-hour O3 concentrations, respectively on the 
 iv 
 
highest O3 day while 36.8% and 26.6% of 24-hour average PM2.5 concentrations, respectively 
during the high PM2.5 days over KPAB, indicating that the upwind emissions play a significant 
role in KPAB O3 and PM2.5 concentration. The most effective emission control strategy can be 
approached by reducing upwind anthropogenic NOX emission along with local VOC emission 
for O3 while upwind anthropogenic NOX emission along with local primary PM2.5 emission for 
PM2.5. The result highlights the importance of long-range air pollution transport and suggests 
that emission reductions can improve air quality and have associated health benefits downwind. 
Therefore, regional cooperation to reduce air pollution transported over long distances may be 
desirable. 
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CHAPTER 1 – INTRODUCTION 
 
Ground-level ozone (O3) and fine particulate matter with aerodynamic diameter <2.5 μm 
(PM2.5) are major constituents of urban and regional smog and are suspected of affecting human 
health. As air pollution can travel long distance, ambient O3 and PM2.5 concentrations are 
determined not only by local emission sources but also by the transport of O3 and PM2.5 and 
their precursors. Understanding the response of air pollutant to the change in emissions from 
local and upwind emission region is therefore particularly important for a region to formulate 
effective emission control strategies to achieve O3 and PM2.5 attainment. In addition, as changes 
in emissions from one region influence air quality over others, they can also influence 
premature mortality in other regions. In this study, I investigate the sensitivity of O3 and PM2.5 
concentrations to changes in precursor emissions, and the contribution from local and upwind 
emissions over Kao-Ping air basin (KPAB) located in the southwestern region of Taiwan. I also 
estimate the impacts of interregional transport on human premature mortality from regional 
and sectoral emission reductions, using an ensemble of global chemical transport models on an 
intercontinental scale. 
1.1 The sensitivity due to transport of air pollution 
A favorable geographical location with preferential meteorological condition can cause 
high air pollution episodes over downwind areas. The term source-receptor relationships (SRRS) 
used to describe the sensitivity of concentrations or deposition at a “receptor” location to a 
changes in emissions from a “source” location is a key concept commonly used to assess the 
impact of emissions from an upwind region to a downwind receptor location (Seibert et al., 
2004). In general, SRRS are dependent on the emissions strength of the source, the transport 
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pathway from the source to receptor and the pollutant transformation, production, and loss 
processes that occur along the pathway.  
1.1.1 Air pollution chemistry 
Ground-level O3 is a secondary air pollutant driven by photochemical reactions of volatile 
organic compounds (VOCs) and nitrogen oxides (NOX= NO + NO2). VOCs and NOX are O3 
precursors and can arise from both biogenic and anthropogenic emission sources. The 
photochemical production of O3 depends on the availability of NOX and VOCs in a nonlinear 
manner (Cohan et al., 2005; NARSTO, 2000; Seinfeld et al., 2006). Changing emissions of 
NOX and VOCs can produce strong non-linear responses in O3 depending on the local relative 
abundance of NOX and VOCs. Under high NOX, low VOCs conditions such as in urban core 
areas, O3 production is inhibited and reductions of NOX can increase local O3 (often referred 
to as a VOC-limited regime). In the opposite case such as suburban and rural areas, O3 
production is more efficient and reductions of NOX will decrease O3 (often referred to as a NOX 
-limited regime). Jin et al. (2008) showed that nitrogen oxides (NOx) emission reductions are 
overall more effective than VOCs control for attaining the 8 h O3 standard in San Joaquin 
Valley (SJV) of central California for a 5 day O3 episode, in contrast to the VOC control that 
works better for attaining the prior 1 h O3 standard. To meet National Ambient Air Quality 
Standards (NAAQS) for O3, Downey et al. (2015) proposed that 2006 anthropogenic NOX and 
VOCs emissions must be reduced by 60-70% to reach maximum daily average 8-h O3 of 75 
ppb in Sacramento, St. Louis, and Philadelphia while Los Angeles requires 92% emissions 
reductions. Understanding the O3 non-linear sensitivity to precursor emissions is a key to 
developing effective abatement strategies on O3 in polluted regions.  
PM2.5 is a complex mixture of different species which may be directly emitted (primary), 
or produced in chemical reactions in the atmosphere (secondary). Primary PM2.5 components 
include organic carbon (OC), black carbon (BC), dust, sea salt, and others (metals, bioaerosols, 
ultrafine particles, etc.) mostly emitted from combustion of fossil fuel and biomass. Secondary 
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PM2.5 components include ammonium, sulfates, and nitrates, secondary organic aerosol (SOA) 
which are produced from precursor gases (SO2, NOX, NH3 and VOCs) (Ansari et al., 1998; 
NARSTO, 2004; Seinfeld et al., 2006). Several chemical processes can form secondary PM2.5 
from its precursor species. The oxidation of SO2 is an important process for formation of sulfate. 
Nitric acid (HNO3) is formed from NOX and the reaction of NH3 and HNO3 forms nitrate. NH3 
is the primary basic species, forming ammonium (NH4+) in particles to neutralize acidic nitrate 
(NO3−) and sulfate (SO42− formed from SO2). The organic component of ambient particles is a 
complex mixture of hundreds or even thousands of organic compounds (Hallquist et al., 2009; 
Kroll et al., 2008). These organic compounds are either emitted directly from sources (primary 
organic aerosol) or can be formed in-situ by condensation of low-volatility hydrocarbon-
oxidation products (secondary organic aerosol). As organic gases are oxidized by species such 
as OH, O3, and NO3, their oxidation products accumulate. Whereas secondary PM2.5 often 
responds linearly to its precursor emissions, this response could be nonlinear under some 
circumstances. PM2.5 concentrations can even increase as SO42− concentrations decrease, by 
allowing more HNO3 to condense (Ansari et al., 1998; West et al., 1999). A decrease in NOX 
may lead to an increase in nitrate concentrations because the increase in oxidant concentrations 
exceeds the decrease in nitrogen dioxide (NO2) concentrations (Pun et al., 2001). A reduction 
in VOCs emissions similarly leads to a reduction in PM organic compound concentrations but 
may lead to increases in sulfate and nitrate concentrations due to increases in oxidant 
concentrations and/or decreases in the formation of gaseous organic nitrates (Meng et al., 1997). 
To design effective PM2.5 control management strategy, it requires fully knowledge of how 
PM2.5 responds to changes in its precursors 
1.1.2 Sensitivity analysis 
The nonlinear formation of O3 and PM2.5 pollutants requires consideration of spatially and 
temporally variable meteorological and chemical conditions, typically using three-dimensional 
photochemical model simulations, to predict concentration responses to emission changes and 
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relationships between source emissions and receptor concentrations. This calculation of SRRS 
can be classified into source-oriented and receptor-oriented approaches. The source-oriented 
approach is the most commonly-used approach, where emissions from a particular source 
region are perturbed and these perturbations are propagated forward in time throughout the 
model domain. In the receptor-oriented approach, the perturbation in the receptor region from 
a change in emissions is traced back in time through the model domain. Both are used to define 
how much individual source regions contribute to ground-level pollution, therefore the 
information from this SRRS can critically inform policy decision making. This study here will 
mainly focus on a source-oriented method for a SRRS estimate. Two techniques commonly 
used for SRRS evaluation are Brute Force Method (BFM) and Decoupled Direct Method 
(DDM).  
BFM is the simplest way to evaluate the concentration response to the change in emission 
in Chemical Transport Model (CTM). In BFM, the emissions from the source region of interest 
are set to zero. The concentrations coming from the source region are then defined as the 
difference between a base case run and the zeroed-out run. Roselle et al. (1995) applied regional 
oxidant model to estimate the contribution of 17 different anthropogenic VOC and NOx 
emissions scenarios to zone in the eastern United States and Wang et al. (2015) applied BFM 
as a source sensitivity method for quantifying source contributions of PM2.5 in three cities by 
zeroing out emissions from different emission sectors. Traditionally, these questions of 
atmospheric sensitivity have been addressed with a BFM. BFM is simple; however, when it 
comes to model more SRRS scenarios, BFM becomes computational burdensome. For example, 
N pairs of SRRS modeling result requires conducting N+1 simulations. Furthermore, the BFM 
has been shown to be susceptible to numerical instability in small emission perturbation due to 
model discontinuities and round-off errors (Napelenok et al., 2006). 
DDM is an efficient and accurate alternative to the BFM for sensitivity analysis. The 
DDM directly solves sensitivity equations derived from the governing equations of the 
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atmospheric processes modeled in the host model. This method focuses specifically on the 
sensitivities (responses to small or moderate emission changes) rather than the direct 
calculation of current contributions from the source region like source apportionment method. 
Yang et al. (1997) first introduced a variant of the DDM called DDM-3D that uses different 
and less rigorous numerical algorithms to solve time evolution of the chemistry sensitivity 
equations than those used to solve concentrations (e.g. Green’s function method, coupled direct 
method, etc.). To capture the nonlinearity between air pollutants, the high-order decoupled 
direct method (HDDM), an extension of first-order DDM-3D was introduced by Hakami et al. 
(2003) for O3 and by Zhang et al. (2012) for particulate matter. To project the fractional 
perturbation of emission or input parameters from the base-case simulation, the corresponding 
concentration can be approximated by a Taylor-series expansion of the sensitivity coefficient 
with two variables to form a reduced-form formula which can reliably predict O3 or PM2.5 
response to simultaneous large percentage (e.g., zero out) changes in multiple parameters. For 
example, Xiao et al. (2010) applied HDDM to estimate the contribution of NOx and VOC 
emissions from different source regions to O3 in Houston‐Galveston‐Brazoria area and Zhang 
et al. (2015) quantifies how the emission-associated uncertainties affect modeled PM2.5 
concentrations and sensitivities using a reduced-form approach. Several drawbacks in previous 
DDM has been improved since HDDM was introduced. HDDM can successfully capture 
nonlinearities of O3 and particulate matter that arise mainly from chemical interactions. One 
also can quickly compute the impact of emission perturbations on the ambient concentrations 
of pollutants by applying reduced-form equation. Indirect effects, such as source contributions 
of SO2 emissions to nitrate and NH3 emissions to sulfate (West et al., 1999) can also be 
reasonably evaluated by DDM. Although HDDM provides an efficient approach for conducting 
high-order sensitivity analysis as it computes high-order sensitivities at a similar computational 
effort as first-order sensitivities, when it comes to calculation of multiple input parameters, 
HDDM still has a heavy computational burden because it solves additional sensitivity 
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equations to derive sensitivities simultaneously. 
The application of DDM sensitivity analysis on estimate SSRs due to air transport has 
been well studied. Due to nonlinearity of secondary pollutants, the sensitivity analysis can be 
complicated by introducing “cross-sensitivity” interactions between the impacts of multiple 
emission sources. Cross-sensitivity take places when the sensitivity of ambient concentrations 
to emissions from one source depends on the emission rate of another source such that multiple 
precursor control sometimes have more benefit in air pollution mitigation than separate 
precursor control, vice versa. Because of these interactions, the impact of a multi-part emission 
control strategy may differ from the sum of the impacts of its component measures. Several 
previous air quality modelling studies have assessed the local and regional origin of Dallas-
Fort Worth (DFW) O3 (Mansell et al., 2004; Kim et al., 2009; Stoeckenius and Yarwood et al., 
2004, Tai et al. 2005). Kim et al. (2009) showed NOX emissions from Texas areas outside DFW 
contributed on average about 10 ppb to daytime DFW O3 while neighboring states (Oklahoma, 
Arkansas, Louisiana, and Mississippi) in total also contributed about 10 ppb to DFW O3. 
Anthropogenic VOC emissions from outside the DFW region yielded negligible impact on 
DFW O3. Jin et al. (2008) showed that inter-basin source contributions of NOX emissions are 
limited to the northern part of the San Joaquin Valley (SJV), while anthropogenic VOC (AVOC) 
emissions, especially those emitted at night, influence O3 formation in the SJV further 
downwind. Lin et al. (2007) indicated that anthropogenic emissions from the north of 
Kaohsiung could contribute 41% of O3 for the Kaohsiung metropolitan area and 24% for the 
inland rural Ping-Tung area during the northerly flow. Li et al. (2016) revealed that nearly 44% 
of surface PM2.5 in Beijing was contributed by local emissions with the remaining 56% coming 
from surrounding sources in terms of monthly mean and the outside contribution increased to 
62% during episode days. Kleeman et al. (2005) indicated that the largest local sources of diesel 
engines and catalyst equipped gasoline engines in the SJV were predicted to be less than half 
of the ground-level nitrate aerosol in the SJV while the remaining fraction of the aerosol nitrate 
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originated from reactive nitrogen originally released upwind of the SJV. The effect of local 
emissions controls on this upwind material was small. Ying et al. (2009) showed that 68% of 
the particulate nitrate formed in the most polluted sub-regions of the Central Valley originates 
from emissions in those same sub-regions while local emissions controls is with regard to an 
effective strategy to reduce airborne particulate matter concentrations to acceptable levels. Shin 
et al. (2004) derive multiple source-receptor matrices to show inter- and intrastate impacts of 
emissions on both O3 and PM2.5 over the eastern United States and showed that local (in-state) 
emissions generally account for about 23% of both local O3 concentrations and PM2.5 
concentrations, while neighboring states contribute much of the rest. Bergin et al. (2007) 
showed that an average of 77% of each state's O3 and PM2.5 concentrations that are found to be 
caused by emissions from other states where Delaware, Maryland, New Jersey, Virginia, 
Kentucky, and West Virginia are shown to have high concentrations of O3 and PM2.5 caused by 
interstate emissions. Understanding the relative importance of various nonlinearities and cross 
sensitivities can therefore facilitate interregional cooperation for air pollution mitigation. 
1.2 Ambient air pollution and health 
Epidemiologic studies looking at effects over large populations with statistical 
relationships between air pollutant concentrations and health outcomes have shown that both 
short-term and long-term exposures to O3 and PM2.5 are associated with elevated rates of 
premature mortality. Short-term temporal variation in concentrations of air pollution over days 
or weeks has been used to estimate effects on daily mortality and morbidity in time-series 
studies. They provide estimates of the increase in deaths brought forward in time by recent 
exposure. Spatial variation in long-term average concentrations of air pollution has provided 
the basis for cohort studies of long-term exposure. Cohort studies include not only those whose 
deaths were brought forward by recent exposure to air pollution, but also those who died from 
chronic disease caused by long-term exposure. 
Short-term exposure to O3 is associated with respiratory morbidity such as emergency 
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department visits and hospital admissions due to asthma exacerbation or other respiratory 
conditions and mortality (Bell et al., 2005; Bell et al., 2014; Gryparis et al., 2004; Ito et al., 
2005; Levy et al., 2005; Stieb et al., 2009) while long-term exposure to O3 has been associated 
with premature respiratory mortality (Jerrett et al., 2009, Turner et al., 2016). Short-term 
exposure to PM2.5 has been associated with increases in daily mortality rates from all natural 
causes, and specifically from respiratory and cardiovascular causes (Bell et al., 2014; Du et al., 
2016; Powell et al., 2015; Pope et al., 2011) while long-term exposure to PM2.5 can have 
detrimental chronic health effects, including premature mortality due to cardiopulmonary 
diseases and lung cancer (Brook et al., 2010; Burnett et al., 2014; Hamra et al., 2014; Krewski 
et al., 2009; Lepeule et al., 2012; Lim et al., 2012).  
The above estimates of health effects are often expressed in relative terms, either as a 
relative risk (RR) or as a percent increase in incidence of mortality in a study population under 
different exposure conditions, with the precision of the relative risk expressed as a confidence 
interval. A formal analysis was also conducted to assess whether a counterfactual concentration 
below which it is assumed to be no additional risk existed for the association between exposure 
to ambient air pollution and the risk of death. For O3, Jerrett et al. (2009) showed that a log-
linear relationship between exposure to O3 and increased risk of respiratory mortality was the 
best model for concentration response function (CRF) in a very large American Cancer Society 
(ACS) cohort of adults aged 30 and older. This study reported a RR = 1.040 (95% Confidence 
Interval, CI: 1.013-1.067) for a 10 ppb increment in O3 concentrations (two-pollutant model 
controlling for PM2.5), considering a range of concentrations of 33.3 to 104.0 ppb for average 
daily 1-hr maximum O3 concentration during the O3 season. Jerrett et al. (2009) proposed that 
a value less than the minimum O3 concentration of 33.3 ppb is not clearly a better fit to the data 
(p>0.05) than a linear representation of the overall O3 mortality association. Another recent 
large-scale prospective study by Turner et al. (2016) found that a significant positive 
associations between O3 and all-cause (hazard ratio (HR) per 10 ppb = 1.02, 95% CI 1.01-1.04), 
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circulatory (HR = 1.03, 95% CI 1.01-1.05), and respiratory mortality (HR = 1.12, 95% CI 1.08-
1.16) that were unchanged with further adjustment for NO2 in two pollutant models adjusting 
for PM2.5. For PM2.5, a recent new Integrated Exposure-Response (IER) model for premature 
mortality is associated with ischemic heart disease (IHD), cerebrovascular disease (stroke), 
chronic pulmonary obstructive disease (COPD), and lung cancer (LC) was proposed by Burnett 
et al. (2014). In this model, the CRF flattens off at higher PM2.5 concentrations relative to log-
linear relationship of CRF by previous study (Kreswki et al., 2009), yielding different estimates 
of excess mortality for identical changes in air pollutant concentrations in low-polluted vs. 
highly-polluted locations and a uniform distribution from 5.8 μg/m3 to 8.8 μg/m3 is used for 
counterfactual concentration as suggested by Burnett et al. (2014). 
Estimates of excess mortality due to air pollution can be obtained for total air pollutant 
concentrations above a counterfactual (zero or low-concentration threshold) or for 
anthropogenic air pollution (assuming a counterfactual that corresponds to natural air pollution 
or using output from modeling studies that exclude anthropogenic emissions). For example, 
the Global Burden of Disease Study 2015 (GBD 2015) estimated 254,000 deaths/year 
associated with ambient O3 and 4.2 million associated with ambient PM2.5 in which theoretical 
minimum risk exposure level was assigned a uniform distribution of 2.4–5.9 μg/m³ for PM2.5 
and 33.3–41.9 ppb for O3 (Cohen et al. 2017). Silva et al. (2013) showed that exposure to 
present-day anthropogenic ambient air pollution is associated with 470,000 (95% confidence 
interval, 140,000 to 900,000) deaths/year from O3-related respiratory diseases, and 2.1 (1.3 to 
3.0) million deaths/year from PM2.5-related cardiopulmonary diseases and lung cancer using 
modeled 1850 and 2000 concentrations from an ensemble of models (Silva et al., 2013). 
Whereas the impact of emission source regions on air pollutant concentration is generally 
greatest near those sources, long range transport (LRT) can influences pollutants far more 
downwind. The total risks for human health in downwind continents may be comparable to the 
risks within the source continent. Several studies have specifically modelled the LRT of O3 and 
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PM2.5, and have estimated the effects of this LRT on premature mortality (Anenberg et al., 2009; 
Anenberg et al., 2014; Crippa et al., 2017; Duncan et al., 2008; Liu et al., 2009b; West et al., 
2009b) while other studies have evaluated the relative importance of individual emissions 
sectors (Barrett et al., 2010; Bhalla et al., 2014; Chafe et al., 2014; Chambliss et al., 2014; 
Corbett et al., 2007) or multiple sectors (Lelieveld et al., 2015; Silva et al., 2016a) to ambient 
air pollution–related premature mortality. In general, above studies used global CTMs to 
represent LRT. While these coarse resolution CTMs are useful to represent LRT, their use for 
health impact analysis may cause uncertainties in concentrations and exposures near urban 
regions, where there are strong gradients in population density and pollutant concentrations 
and urban chemistry may modify the effects of LRT. In addition, all studies apply 
concentration-response relationships from epidemiological studies in industrialized nations (i.e. 
ACS) to the rest of the world. Despite those uncertainties, understanding of the extent to which 
changes in emissions outside a region affect the health impact within a given region in 
continental scale provide the incentive of reduce pollution transported over long distances 
through collective international cooperation. 
1.3 Research objective 
In this dissertation, I aim to investigate the response of air pollution and human health to 
change in emission due to air transport from model applications by answering the following 
questions: 
1. How do anthropogenic emission reductions from one region influence health effects 
over other regions? (Chapter 2) 
2. How do different anthropogenic sectoral emission reductions influence health effects 
spatially? (Chapter 2) 
3. What is the response of O3 and PM2.5 to the change in local and upwind 
anthropogenic precursor emissions over KPAB? (Chapter 3 and 4) 
4. What emission control strategies in local and upwind regions can effectively achieve 
 11 
 
O3 and PM2.5 attainment in KPAB? (Chapter 3 and 4) 
In Chapter 2, I use output from the TF-THAP2 model ensemble to estimate annual O3- 
and PM2.5-related global cause-specific premature mortality and avoided mortality by 20% 
regional and sectoral emission reductions. A health impact function based on epidemiological 
relationships between ambient air pollution concentration and mortality was used in each grid 
cell with performing uncertainty analysis. This work has gone beyond previous TF-HTAP1 
studies that quantified premature mortality from interregional air pollution transport, by using 
more source regions, analyzing source emission sectors, and using updated atmospheric models 
and health impact functions.  
The effect of long-range transport of air pollution could also have impact on air quality 
outside of the interested region. In Chapters 3 and 4, I select Kao-Ping air basin (KPAB) located 
in the southwestern region of Taiwan to evaluate the impact of inter-basin transport of precursor 
emissions on O3 and PM2.5 air quality over the KPAB. The community multiscale air quality 
model (CMAQ) with decouple direct method (DDM) and high-order decouple direct method 
(HDDM) is used to investigate the sensitivity of PM2.5 and O3 concentrations to changes in 
local and upwind precursor emissions. Four layer nesting domain was performed with a 
resolution of 81/27/9/3 km nested on a Lambert conformal projection over East Asia. The 
model input of meteorology is driven by the Weather Research and Forecasting (WRF) model 
while emission inventory processed by Sparse Matrix Operator Kernel Emissions (SMOKE). 
To quantify the contribution from local and upwind anthropogenic emission, the Taylor 
expansion approximation is used to calculate the zero-out source contribution (ZOC) of local 
and upwind emissions by parametric scaling technique with sensitivity coefficients from 
HDDM and DDM. This work is first attempt to investigate the response of O3 and PM2.5 to 
local and specific upwind air basin emissions over the KPAB. 
Results from these studies are expected to suggest that estimates of the health benefits 
from emission reductions on continental scales may underestimate the overall health benefits 
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and the emission reduction from local alone could not meet the air quality goal without control 
on upwind emissions. Interregional cooperation to reduce air pollution transported over long 
distances may therefore be desired. 
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CHAPTER 2 – HTAP2 MULTI-MODEL ESTIMATES OF PREMATURE HUMAN 
MORTALITY DUE TO INTERCONTINENTAL TRANSPORT OF AIR POLLUTION 
AND EMISSION SECTORS 
 
2.1 Introduction 
Ozone (O3) and fine particulate matter with aerodynamic diameter less than 2.5 μm (PM2.5) 
are two common air pollutants with known adverse health effects. Epidemiological studies 
have shown that both short-term and long-term exposures to O3 and PM2.5 are associated with 
elevated rates of premature mortality. Short-term exposure to O3 is associated with respiratory 
morbidity and mortality (Bell et al., 2005; Bell et al., 2014; Gryparis et al., 2004; Ito et al., 
2005; Levy et al., 2005; Stieb et al., 2009) while long-term exposure to O3 has been associated 
with premature respiratory mortality (Jerrett et al., 2009, Turner et al., 2016). Short-term 
exposure to PM2.5 has been associated with increases in daily mortality rates from all natural 
causes, and specifically from respiratory and cardiovascular causes (Bell et al., 2014; Du et al., 
2016; Powell et al., 2015; Pope et al., 2011) while long-term exposure to PM2.5 can have 
detrimental chronic health effects, including premature mortality due to cardiopulmonary 
diseases and lung cancer (Brook et al., 2010; Burnett et al., 2014; Hamra et al., 2014; Krewski 
et al., 2009; Lepeule et al., 2012; Lim et al., 2012). The Global Burden of Disease Study 2015 
(GBD 2015) estimated 254,000 deaths/year associated with ambient O3 and 4.2 million 
associated with ambient PM2.5 (Cohen et al. 2017). A comparable study using output from an 
ensemble of global chemistry–climate models estimated 470,000 deaths/year associated with 
O3 and 2.1 million premature deaths/year associated with anthropogenic PM2.5 (Silva et al. 
2013). These differences in GBD estimates result mainly from differences in concentration 
response functions and estimates of pollutant concentrations. 
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Numerous observational and modeling studies have shown that anthropogenic emissions 
can affect O3 and PM2.5 concentrations across continents (Dentener et al., 2010; Heald et al., 
2006; Leibensperger et al., 2011; Lin et al., 2012; Lin et al., 2017; Liu et al., 2009a; West et al., 
2009a; Wild and Akimoto, 2001; Yu et al., 2008). As changes in emissions from one continent 
influence air quality over others, several studies have estimated the premature mortality from 
intercontinental transport (Anenberg et al., 2009; Anenberg et al., 2014; Bhalla et al., 2014; 
Duncan et al., 2008; Im et al., 2018; Liu et al., 2009b; West et al., 2009b; Zhang et al., 2017). 
In 2005, the Task Force on Hemispheric Transport of Air Pollution (TF-HTAP) was launched 
under the United Nations Economic Commission for Europe (UNECE) Convention on Long-
Range Transboundary Air Pollution (LRTAP). One of its tasks is to investigate the impacts of 
emission reductions on the intercontinental transport of air pollution, air quality, health, 
ecosystem and climate effects, using a multi-model ensemble to quantify uncertainties due to 
differences between models (Anenberg et al., 2009; Anenberg et al., 2014; Fiore et al., 2009; 
Fry et al., 2012; Huang et al., 2017; Stjern et al., 2016; Yu et al., 2013).  
In the TF-HTAP Phase 1 (TF-HTAP1), human premature mortality due to 20% 
anthropogenic emission reductions in four large source regions was investigated by Anenberg 
et al. (2009 and 2014). They found that 20% foreign O3 precursor emission reductions 
contribute approximately 30% to >50% of the deaths avoided by reducing precursor emissions 
in all four regions together (Anenberg et al., 2009). Similarly, reducing emissions in North 
America (NA) and Europe (EU) was found to avoid more O3-related premature deaths outside 
the source region than within (Anenberg et al., 2009), which agrees with other studies that 
together show for the first time that emission reductions in NAM and EUR have greater impacts 
on mortality outside the source region than within (Duncan et al., 2008; West et al., 2009b). In 
contrast, Anenberg et al. (2014) estimate that 93–97 % of PM2.5-related avoided deaths from 
reducing emissions in all four regions occurs within the source region while 3–7 % occur 
outside the source region from transport between continents. Despite the longer atmospheric 
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lifetime of O3 and its relatively larger scale of influence, PM2.5 was found to cause more deaths 
from intercontinental transport (Anenberg et al., 2009; 2014). These prior studies have 
consistently concluded that most avoided O3-related deaths from emission reductions in NAM 
and EUR occur outside of those regions, while most avoided PM2.5-related deaths occur within 
the regions. Similarly, an ensemble of regional models in the third phase of the Air Quality 
Modelling Evaluation International Initiative (AQMEII3) found that a 20% decrease of 
emissions within the source region avoids 54,000 and 27,500 premature deaths in Europe and 
the U.S. (from both O3 and PM2.5), while the reduction of foreign emissions alone avoids 
~1,000 and 2,000 premature deaths in Europe and the U.S. (Im et al., 2018). Crippa et al (2017) 
used the TM5-FASST reduced-form model with HTAP2 emissions to estimate a global 
sensitivity to 20 % emission reductions of PM2.5-related premature deaths of 401,000 globally, 
and 42,000 and 20,000 for Europe and the US respectively.    
In addition, several studies have evaluated the relative importance of individual emissions 
sectors (Barrett et al., 2010; Bhalla et al., 2014; Chafe et al., 2014; Chambliss et al., 2014; 
Corbett et al., 2007) or multiple sectors (Lelieveld et al., 2015; Silva et al., 2016a) to ambient 
air pollution–related premature mortality. Lelieveld et al. (2015) estimated that residential 
energy use such as for heating and cooking has the largest mortality impact globally (for PM2.5 
and O3 mortality combined), particularly in South and East Asia. Silva et al (2016) likewise 
found that residential & commercial emissions are most important for ambient PM2.5-related 
mortality, but also found that land transportation had the greatest impact on O3-related mortality, 
particularly in North America, South America, Europe, Former Soviet Union (FSU) and the 
Middle East. Understanding the impact of different sectors on the global burden and the relative 
importance of each sector among regions can help stimulate international efforts and region-
specific air pollution control strategies. Nevertheless, those studies were limited by using a 
single atmospheric model, reflecting a need to understand whether results differ among models 
and apportionment approaches.  
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In this study, we estimate the impacts of interregional transport and of source sector 
emissions on human premature mortality from O3 and PM2.5, using an ensemble of global 
chemical transport models coordinated by the Task Force on Hemispheric Transport of Air 
Pollution Phase 2 (TF-HTAP2) (Galmarini et al., 2017; Huang et al., 2017; Janssens-Maenhout 
et al., 2015; Stjern et al., 2016). Anthropogenic emissions were reduced by 20% in six source 
regions: North America (NAM), Europe (EUR), South Asia (SAS), East Asia (EAS), 
Russia/Belarus/Ukraine (RBU) and the Middle East (MDE), three emission sectors: Power and 
Industry (PIN), Ground Transportation (TRN) and Residential (RES), and one worldwide 
region (GLO). Human premature mortality due to these reductions is calculated using a health 
impact function based on a log-linear model for O3 (Jerrett et al. 2009) and an integrated 
exposure-response model for PM2.5 (Burnett et al. 2014), within the six source regions and 
elsewhere in the world. We conduct a Monte Carlo simulation to estimate the overall 
uncertainty due to uncertainties in relative risk, air pollutant concentrations (given by the 
spread of results among different models), and baseline mortality rates. 
 
2.2 Methods 
2.2.1 Modeled O3 and PM2.5 surface concentration 
Global numerical modelling experiments initiated by TF-HTAP2, the regional 
experiments by the Air Quality Model Evaluation International Initiative (AQMEII) over 
Europe and North America, and the Modelling Intercomparison Study-Asia (MICS-Asia) were 
coordinated to perform consistent emission perturbation modelling experiments across the 
global, hemispheric and continental/regional scales (Galmarini et al., 2017). Simulation periods, 
meteorology, emission inventories, boundary conditions, and model output are also consistent. 
The Joint Research Centre’s (JRC) EDGAR (Emission Data Base for Global Research) team 
in collaboration with regional emission experts from the U.S. Environmental Protection 
Agency (US-EPA), European Monitoring and Evaluation Programme (EMEP), Centre on 
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Emission Inventories and Projections (CEIP), Netherlands Organization for Applied Research 
(TNO), and the MICS-Asia Scientific Community and Regional Emission Activity Asia 
(REAS) provide a global emission inventory at 0.10x0.10 resolution for TF-HTAP2 modeling 
experiments (Janssens-Maenhout et al., 2015). The emissions dataset was constructed for SO2, 
NOX, CO, NMVOC, NH3, PM10, PM2.5, BC and OC and seven emission sectors (shipping, 
aircraft, land transportation, agriculture, residential, industry and energy) for the year 2010 (Fig. 
A1).  
This study uses outputs from 14 global models / model versions (Table A1) participating 
in TF-HTAP2. Overall, TF-HTAP2 model resolutions are finer than in TF-HTAP1. In TF-
HTAP2, each model performed a baseline simulation and sensitivity simulations where the 
anthropogenic emissions in a defined source region or sector were perturbed (reduced by 20% 
in most cases). Based on the number of models that simulated different experiments, we choose 
to focus on emission reductions from six source regions, three emission sectors, and one global 
domain. More specifically, all anthropogenic emissions are reduced by 20% in the North 
America (NAM), Europe (EUR), South Asia (SAS), East Asia (EAS), Russia/Belarus/Ukraine 
(RBU) and the Middle East (MDE) continental regions, in the Power and Industry (PIN), 
Ground Transportation (TRN) and Residential (RES) emission sectors globally, and in one 
global domain (GLO) (Fig. A2). Unlike TF-HTAP1 (Dentener et al., 2010) which defined 
rectangular regions that included ocean or some sparsely inhabited regions, TF-HTAP2 regions 
are defined by geopolitical boundaries.  
We selected output from the models that provided temporally resolved volume mixing 
ratios of O3 and mass mixing ratios of PM2.5 (“mmrpm2p5”) for the baseline and at least one 
regional or sectoral emission reduction scenario. Among the 14 models, 11 models reported O3 
and 8 reported PM2.5 for regional emission perturbation scenarios, 4 models reported O3 and 4 
reported PM2.5 for sectoral emission perturbation scenarios, and 10 models reported O3 and 8 
reported PM2.5 for the global emission perturbation. All models used prescribed meteorology 
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for the year 2010, although this meteorology was derived from different (re-)analysis products 
and not uniform across models. Modeled concentrations are processed by calculating metrics 
consistent with the underlying epidemiological studies to estimate premature mortality. For O3, 
we calculate the average of daily 1-h maximum O3 concentration for the 6 consecutive months 
with the highest concentrations in each grid cell (Jerrett et al., 2009), for the baseline and each 
20% emission reduction scenario. While some models reported hourly O3 metrics, others only 
reported daily or monthly O3. We include these models by first calculating the ratio of the 6-
month average of daily 1-h maximum O3 to the annual average of O3 in individual grid cells, 
for models reporting hourly O3, and then applying that ratio to the annual average of ozone for 
those models that only report daily or monthly O3, following Silva et al. (2013; 2016b). For 
PM2.5, we calculate the annual average PM2.5 concentration in each cell using the monthly total 
PM2.5 concentrations reported by each model (“mmrpm2p5”). Model results for these two 
metrics are then regridded from each model’s native grid resolution (varying from 0.5ο×0.5ο 
to 2.8ο×2.8ο) to a consistent 0.5ο×0.5ο resolution used in mortality estimation. We estimate 
regional and sectoral multi-model averages for each 20% emission reduction scenario in the 
year 2010, but for each perturbation case, we only include models that report both the baseline 
and perturbation cases. 
2.2.2 Model evaluation  
Measurements from multiple observation networks are employed in this study to evaluate 
the model performance around the world. We evaluate model performance for the 2010 
baseline simulation for 11 TF-HTAP2 models for O3 and 8 for PM2.5 (Table A1). For O3, we 
use ground level measurements from 2010 at 4,655 sites globally, collected by the Tropospheric 
Ozone Assessment Report (TOAR) (Schultz et al., 2017; Young et al., 2018). The TOAR 
dataset identifies stations as urban, rural and unclassified sites (Schultz et al., 2017). Model 
performance is evaluated for the average of daily 1-h maximum O3 concentrations for the 3 
consecutive months (3m1hmaxO3) with the highest concentrations in each grid cell, including 
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models that only report daily or monthly O3 as described above. This metric for O3 differs 
slightly from the 6-month average of daily 1-h maximum metric used for health impact 
assessment, and is chosen because TOAR reports the 3-month metric but not the 6-month 
metric. For PM2.5, we compare the annual average PM2.5, using PM2.5 observations from 2010 
at 3,157 sites globally selected for analysis by the Global Burden of Disease 2013 (GBD2013) 
(Forouzanfar et al., 2016). Statistical parameters including the normalized mean bias (NMB), 
normalized mean error (NME), and correlation coefficient (R) are selected to evaluate model 
performance. 
Table A2 and A3 present statistical parameters of model evaluation for O3 and PM2.5, and 
Figures A3-A10 show the spatial O3 and PM2.5 evaluation as NMB around the world, and in 
North America, Europe and East Asia. For 3m1hmaxO3, the model ensemble mean shows good 
agreement with measurements globally with NMB of 7.3% and NME of 13.2%, but moderate 
correlation with R of 0.53 (Table A2). For individual models, 8 models (CAM-Chem, 
CHASER_T42, CHASER_T106, EMEPrv48, GEOSCHEMADJOINT, GEOS-Chem, 
GFDL_AM3 and HadGEM2-ES) overestimate 3m1hmaxO3 with NMB of 9.2% to 23% while 
3 models (C-IFS, OsloCTM3.v2 and RAQMS) underestimate by -10.8% to -19.4% globally 
(Figure A3). In the 6 perturbation regions, the model ensemble mean is also in good agreement 
with the measurements, with -11.2% to 25.3% for NMB, 9.8% to 25.3% for NME, and -0.09 
to 0.98 for R. The ranges of NMB for individual models are -18.1% to 32.3%, -24.1% to 21.3%, 
-24.5% to 45.0%, -26.4% to 24.5%, -30.5% to 20.3%, -35.3% to 5.4%, in NAM, EUR, SAS, 
EAS, MDE, and RBU, respectively (Figure A4-A6). Note that some regions (SAS, MDE, and 
RBU) have very few observations for model evaluation, making the comparison less robust. 
The underestimated O3 in the western US and overestimated O3 in eastern US in most models 
is very close to the model performance result of Huang et al. (2017) who compare 8 TF-HTAP2 
models with CASTNET observations (Figure A4) , as well as earlier studies under HTAP1 
(Fiore et al. 2009). Similarly, Dong et al. (2018) find that O3 is overestimated in EUR and EAS 
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by 6 TF-HTAP2 models, consistent with our ensemble mean result in these two regions (Figure 
A5-A6). 
For PM2.5, the model ensemble mean agrees well with measurements globally, with NMB 
of -23.1%, NME of 35.4%, and R of 0.77 (Table A3). For individual models, only 1 model 
(GEOSCHEMADJOINT) overpredicts PM2.5 by 20.3%, while the other 7 models underpredict 
PM2.5 by -60.9% to -7.4% around the world (Figure A7). In 6 perturbation regions, the model 
ensemble mean is also in good agreement with measurements, with ranges of NMB of -49.7% 
to 19.4%, 21.2% to 49.7% for NME, and 0.50 to 1.00 for R. The range of NMB for individual 
models are -46.6% to 13.9%, -76.0% to 31.9%, -35.0% to 49.7%, -50.4% to 29.5%, -52.6% to 
31.5%, and -74.1% to -19.8%, in NAM, EUR, SAS, EAS, MDE, and RBU, respectively (Figure 
A8-A10). Dong et al. (2018) shows that PM2.5 is underestimated in EUR and EAS by 6 TF-
HTAP2 models, consistent with our ensemble mean result in these two regions (Figure A9-
A10). Note that many observations used are located in urban areas, and models with coarse 
resolution may not be expected to have good model performance. Also several models neglect 
some PM2.5 species, which may explain the tendency of models to underestimate. 
2.2.3 Health impact assessment  
We use output from the TF-THAP2 model ensemble to estimate annual O3- and PM2.5-
related global cause-specific premature mortality and avoided mortality from the 20% regional 
and sectoral emission reductions, following the same methods used by Silva et al. (2016a; 
2016b). The annual O3- and PM2.5-related premature mortality is calculated using a health 
impact function based on epidemiological relationships between ambient air pollution 
concentration and mortality in each grid cell: ∆𝑀 = 𝑦0 × 𝐴𝐹 × 𝑃𝑜𝑝, where ∆𝑀 is premature 
mortality, 𝑦0 is the baseline mortality rate (for the exposed population), AF=1 – 1/RR is the 
attributable fraction, where RR is relative risk of death attributable to the change in air pollutant 
concentration (RR=1 when there is no increased risk of death associated with a change in 
pollutant concentration), and 𝑃𝑜𝑝 is the exposed population (adults aged 25 and older).  
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For O3 mortality, we use a log-linear model for chronic respiratory mortality (RESP) from 
the American Cancer Society (ACS) study (Jerrett et al 2009), following recent studies 
including the GBD (Cohen et al., 2017), but Turner et al. (2016) recently published new results 
for chronic ozone mortality, and adoption of these results would lead to more ozone-related 
deaths overall (Malley et al., 2017). RR is calculated as: 
𝑅𝑅 =  𝑒𝛽∆𝑥 (eq. 1)  
where β is the concentration-response factor, and Δx corresponds to the change in pollutant 
concentrations between simulations with perturbed emissions and the baseline simulation. For 
O3, RR = 1.040 (95% Confidence Interval, CI: 1.013-1.067) for a 10 ppb increase in O3 
concentrations (Jerrett et al., 2009), which from eq. 1 gives values for β of 0.00392 (0.00129-
0.00649). We estimate O3-related premature deaths due to respiratory disease (RESP) based on 
decreases or increases in O3 concentration (i.e. Δx) due to 20% regional and sectoral emission 
reduction scenarios relative to the baseline. For regional and sectoral reductions, we do not 
assume a low-concentration threshold below which changes in O3 have no mortality effects, as 
there is no clear evidence for such a threshold, following Anenberg et al (2009; 2010) and Silva 
et al. (2013; 2016a, b). However, we evaluate global O3 premature mortality for the baseline 
2010 simulation, relative to a counterfactual concentration of 37.6 ppb (Lim et al. 2012), for 
consistency with GBD estimates (Cohen et al., 2017). 
For PM2.5 mortality, we apply the Integrated Exposure–Response (IER) model, which is 
intended to better represent the risk of exposure to PM2.5 at locations with high ambient 
concentrations (Burnett et al., 2014). RR is calculated as:  
For z<zcf, 𝑅𝑅𝐼𝐸𝑅(𝑧) = 1  (eq. 2) 
For z≧zcf, 𝑅𝑅𝐼𝐸𝑅(𝑧) = 1 + 𝛼{1 − 𝑒𝑥𝑝 [−𝛾(𝑧 − 𝑧𝑐𝑓)
𝛿
]}  (eq. 3) 
where z is the PM2.5 concentration in μg/m3 and zcf is the counterfactual concentration below 
which no additional risk is assumed, and the parameters α, γ, and δ are used to fit the function 
for cause-specific RR (Burnett et al., 2014). The overall PM2.5-related cause-specific premature 
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deaths related to ischemic heart disease (IHD), cerebrovascular disease (STROKE), chronic 
obstructive pulmonary disease (COPD) and lung cancer (LC) are estimated using RRs per age 
group for IHD and STROKE and RRs for all ages for COPD and LC. A uniform distribution 
from 5.8 μg/m3 to 8.8 μg/m3 is used for zcf as suggested by Burnett et al. (2014), which does 
not vary in space nor time. For uncertainty analysis, we use results from 1,000 Monte Carlo 
simulations of Burnett et al. (2014) to calculate RR in each grid cell by eq.2 or eq. 3. We 
estimate avoided premature mortality in 20% emission perturbation experiments by taking the 
difference in premature mortality estimates with the 2010 baseline. However, in the IER model, 
the concentration–response function flattens off at higher PM2.5 concentrations, yielding 
different estimates of avoided premature mortality for identical changes in air pollutant 
concentrations from less-polluted vs. highly-polluted regions. That is, one unit reduction of air 
pollution may have a stronger effect on avoided mortality in regions where pollution levels are 
lower (e.g., Europe, North America) compared with highly polluted regions (e.g., East Asia, 
India), which would not be the case for a log-linear function (Jerrett et al., 2009; Krewski et 
al., 2009). Therefore, using the IER model in this study may result in smaller changes in 
avoided mortality in highly polluted areas than using the linear model. 
For the exposed population, we use the Oak Ridge National Laboratory's Landscan 2011 
Global Population Dataset at approximately 1 km resolution (30"x30") (Bright et al., 2012). 
For the population of adults aged 25 and older, we use ArcGIS 10.2 geoprocessing tools to 
estimate the population per 5-year age group in each cell by multiplying the country level 
percentage in each age group by the population in each cell. We obtained cause-specific 
baseline mortality rates for 187 countries from the GBD 2010 mortality dataset (IHME, 2013). 
The population and baseline mortality per age group were regridded to the 0.5ο× 0.5ο grid 
(Table A4 and Fig. A11). Cause-specific baseline mortality rates vary geographically, e.g. 
RESP and COPD are relatively more dominant in South Asia, IHD in Europe, STROKE in 
Russia, and LC in North America. 
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Finally, we conduct 1,000 Monte Carlo simulations to propagate uncertainty from baseline 
mortality rates, modeled air pollutant concentrations, and the RRs in health impact functions. 
We use the reported 95% CIs for cause-specific baseline mortality rates, assuming lognormal 
distributions. For modeled O3 and PM2.5 concentrations we use the absolute value of the 
coefficient of variation among models in each grid cell, for each 20% emission perturbation 
case minus the baseline, assuming a normal distribution. For O3 RRs, we use the reported 95% 
confidence intervals (CIs), assuming a normal distribution. For PM2.5 RRs, we use the 
parameter values (i.e. α, γ, δ and zcf) of Burnett et al. (2014) for 1,000 simulations. One should 
acknowledge that the range of modeled air pollution concentrations in an ensemble is not a true 
reflection of the uncertainty in emissions and concentrations. The mean health outcome of the 
1,000 Monte Carlo simulations (the “empirical mean”) may differ from the mean when using 
the mean RR. 
We also quantify the uncertainties in mortality due to the spread of air pollutant 
concentrations across models, RRs, and baseline mortality rates, as contributors to the overall 
uncertainty, expressed as a coefficient, of variation and compare the result with the Monte-
Carlo analysis estimate. To do so, we hold two variables at their mean values and change the 
variable of interest within its uncertainty range; for example, using mean RRs and baseline 
mortality rates, we analyze the spread of the model ensemble to calculate the coefficient of 
variation caused by model uncertainty. Given that our 0.5ο×0.5ο grid cell resolution can capture 
most of the population well in a given region, uncertainty associated with population was 
assumed to be negligible. We estimate the impacts of extra-regional emission reductions on 
mortality by using the Response to Extra-Regional Emission Reduction (RERER) metric 
defined by TF-HTAP (Galmarini et al., 2017):  
𝑅𝐸𝑅𝐸𝑅𝑖 =
𝑅𝑔𝑙𝑜𝑏𝑎𝑙−𝑅𝑟𝑒𝑔𝑖𝑜𝑛,𝑖
𝑅𝑔𝑙𝑜𝑏𝑎𝑙
 (eq. 4) 
where for a given region i, 𝑅𝑔𝑙𝑜𝑏𝑎𝑙 is the change in mortality in the global 20% reduction 
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simulation (GLO) relative to the base simulation, and 𝑅𝑟𝑒𝑔𝑖𝑜𝑛,𝑖 is the change in mortality in 
response to the 20% emission reduction from that same region i. A RERER value near 1 
indicates a strong relative influence of foreign emissions on mortality within a region, while a 
value near 0 indicates a weak foreign influence. We also estimate the total avoided extra-
regional mortality from a source perspective as the sum of avoided deaths outside of each of 
the 6 source regions, and from a receptor perspective by summing 𝑅𝑔𝑙𝑜𝑏𝑎𝑙 − 𝑅𝑟𝑒𝑔𝑖𝑜𝑛,𝑖 for all 
6 regions. 
 
2.3 Results 
2.3.1 Response of O3 and PM2.5 concentrations to 20% regional and sectoral emission 
reductions 
Previous TF-HTAP studies reported area-averaged concentrations to quantify source-
receptor relationships averaging concentrations over a region (Doherty et al., 2013; Fiore et al., 
2009; Fry et al., 2012; Huang et al., 2017; Stjern et al., 2016; Yu et al., 2013). Here, we present 
the population-weighted concentration over a region, which is more relevant for health. Among 
six receptor regions, the population-weighted multi-model mean O3 concentrations range from 
48.38±8.05 ppb in EUR to 65.72±10.08 ppb in SAS with a global average of 53.74±8.03 ppb, 
while the annual population-weighted multi-model mean PM2.5 concentrations range from 9.36
±2.62 μg/m3 in NAM to 39.27±13.50 μg/m3 in EAS with a global average of 25.98±5.05 μg/m3 
(Table 2.1 and A5-A6 and Figs.A12-A13).  
For 20% perturbation scenarios, in general the impact on the multi-model mean change in 
surface O3 and PM2.5 concentration is greater within the source region (i.e., domestic region) 
than outside of it (i.e., foreign region) (Figs. 2.1-2.2). This is also true for individual model 
results (Figs. A14-A16). Among six source regions, the emission reduction from SAS has the 
greatest impact on global population-weighted O3 concentration (Tables 2.2 and A5), while that 
from EAS has greatest impact on PM2.5 (Tables 2.3 and A6). The source-receptor pairs with the 
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greatest changes in O3 and PM2.5 concentration reflect the geographical proximity between 
regions and the magnitude of emissions (Table 2.2-2.3) – e.g., EUR→MDE (0.34±0.08 ppb), 
EUR→RBU (0.34 ppb±0.09), EAS→NAM (0.29±0.14 ppb), EAS→RBU (0.27±0.12 ppb), and 
NAM→EUR (0.26±0.55 ppb) for O3, and EUR→RBU (0.26±0.19 μg/m3), EUR→MDE 
(0.18±0.08 μg/m3), MDE→SAS (0.12±0.06 μg/m3), SAS→EAS (0.08±0.08 μg/m3), and 
EAS→SAS (0.08±0.07 μg/m3) for PM2.5. Our ensemble shows similar ozone responses in the 
western US to emission reductions from EAS (Figs. 2.1c) as those modeled by Lin et al. (2012 
and 2017), who show that a model can capture the measured western US ozone increases due 
to rising Asian emissions.  
For each receptor region, reducing foreign anthropogenic emissions by 20% (estimated 
by global minus within-region reductions) can decrease population-weighted O3 concentrations 
by 29-74% of the change in O3 concentration and 8–41 % of the change in PM2.5 concentration 
(Tables 2.2-2.3). In some cases, regional emission reductions cause small O3 concentration 
increases within the source region or in foreign receptors, reflecting O3 nonlinear responses 
(Figs. A14). For instance, C-IFS_v2 predicts O3 concentration increases in EUR by 0.04 ppb 
from domestic emission reductions, which is in agreement with results from TF-HTAP1 
(Anenberg et al. 2009). Similarly, CAM-Chem shows more local O3 increases, particularly in 
SAS, than other models (Figs. A14). The change in O3 concentration in foreign receptors is 
broader than for PM2.5, reflecting that O3 has a longer atmospheric lifetime than PM2.5.  
For sectors, TRN emission reductions cause the greatest decrease in global population-
weighted O3 by 1.13±0.19 ppb, while PIN emission reductions cause the greatest decrease in 
surface PM2.5 by 1.46±0.56 μg/m3 globally (Tables 2.2-2.3 and Figs. 2.1-2.2). The 20% 
emission reductions from individual sectors also have different effects in different regions. Of 
the three sectors, emission reductions from TRN have the greatest effect on population-
weighted O3 in NAM, EUR, SAS, MDE and MDE (40-50% of the global emission reduction) 
while PIN emission reductions dominate in EAS (57%). Emission reductions from PIN have 
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the greatest effect on population-weighted PM2.5 in NAM, EUR, EAS, MDE and MDE (41-
84%) while RES emission reductions dominate in SAS (43%). The response of PM2.5 
concentration to sectoral emission reductions differs significantly across models, which reflects 
in part the PM2.5 species simulated by each model (Table A1 and Figs. A15-A17). For instance, 
we found that models that simulate PM2.5 nitrate (i.e. CHASER_t42 and GEOSCHEMADJOIN) 
predict a greater impact on PM2.5 concentration from TRN emission reduction than those 
without nitrate (i.e. GOCARTv5 and SPRINTARS) (Fig. A17).  
2.3.2 Global mortality burden associated with anthropogenic air pollution 
Table 2.4 shows the annual multi-model mean O3- and PM2.5-related premature deaths on 
6 regions and globally for year 2010 baseline with 95% confidence intervals (CI) based on 
Monte Carlo sampling. Tables A7-A8 show estimates of premature deaths due to anthropogenic 
O3 and PM2.5 from individual models. For the ensemble model mean, we estimate 290,000 
(30,000, 600,000) premature O3-related deaths globally using a 37.6 ppb counterfactual 
concentration, and 2.8 million (0.5 million, 4.6 million) PM2.5-related premature deaths using 
a uniform distribution of counterfactual concentration from 5.8 μg/m3 to 8.8 μg/m3. Highly 
populated areas of India and East Asia have the greatest O3- and PM2.5-related deaths, and those 
regions together account for 82% and 66% of the global total O3- and PM2.5-related deaths. 
Compared with the GBD 2015 (Cohen et al 2017), our global burden estimates are greater than 
the 254,000 (97,000, 422,000) premature deaths/year for O3 from GBD, while less than 4.2 
million (3.7 million, 4.8 million) premature deaths for PM2.5. Lelieveld et al (2015) estimate 
142,000 (CI: 90,000, 208,000) O3-related deaths and 3.2 million (1.5 million, 4.6 million) 
PM2.5-related premature deaths for 2015. These differences can be explained mainly by 
exposure estimates. Here we used a multi-model ensemble, whereas Lelieveld et al. (2015) 
used a single model, and Cohen et al (2017) used a single model for O3 and a single model 
combined with surface and satellite observations for PM2.5. In addition, Cohen et al. (2017) use 
RRs for particulate matter for IHD and stroke mortality that are modified from those used by 
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Burnett et al (2014) and applied age modification to the RRs, fitting the IER model for each 
age group separately. The updated IER with estimated higher relative risks, together with 
greater global pollution and baseline mortality rates in the low-income and middle-income 
countries in east and south Asia leads to the higher absolute numbers of attributable deaths and 
disability-adjusted life-years in GBD 2015 than estimated in GBD 2013 (Forouzanfar et al., 
2016). Also, GBD 2015 includes child lower respiratory infections estimate whereas we do not. 
Our wider range of uncertainty for the global mortality reflects the uncertainty in baseline rates, 
RRs and spread of air pollutant concentration across models whereas Cohen et al (2017) 
consider national-level population-weighted mean concentrations and uncertainty of IER 
function predictions at each concentration and Lelieveld et al. (2015) only account for the 
statistical uncertainty of the parameters used in the IER functions. 
2.3.3 Effect of regional reductions on mortality 
Reducing global anthropogenic emissions of air pollutant by 20% avoids 47,400 (11,300, 
99,000) O3-related deaths and 290,000 (67,100, 405,000) PM2.5-related premature deaths 
(Tables 2.5-2.6 and A9-A10). Most avoided air pollution-related deaths were found within or 
close to the source region (Figs.2.3-2.6). Reducing anthropogenic emissions by 20% from 
NAM, EUR, SAS, EAS, MDE and RBU can avoid 54%, 54%, 95%, 85%, 21%, and 22% of 
the global change in O3-related deaths within the source region (The number of avoided deaths 
within source region is divided by the number of avoided deaths globally), and 93%, 81%, 93%, 
94%, 32%, and 82% of the global change in PM2.5-related deaths, respectively (Table 2.5-2.6). 
Whereas the most O3-related premature deaths can be avoided by reducing SAS emissions 
(20,000 (3,600, 42,200) deaths/year), reducing EAS emissions avoids more O3-related 
premature deaths (1,700 (-1,300, 5,400)) outside of the source region than for any other region 
(500 (180, 870) deaths/year to 1,300 (-1,200, 4,400) deaths/year (Table 2.5). Similarly, while 
reducing EAS emissions avoids the most PM2.5-related premature deaths (96,600 (3,500, 
136,000) deaths/year), reducing EUR emissions avoids more PM2.5-related premature deaths 
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(7,400 (930, 9,500) deaths/year) outside of the source region than for any other region (1,400 
(-320, 2,300) deaths/year to 5,500 (3,000, 7,800) deaths/year) (Table 2.6). While emission 
reductions from one region generally lead to more avoided deaths within the source region than 
outside, 20% anthropogenic emission reductions from MDE (i.e. 79% and 68% of global 
avoided deaths outside of source region for O3 and PM2.5, respectively) and RBU (78% for O3) 
can avoid more premature deaths outside of the source region than within (Table 2.5-2.6). This 
result for RBU is in agreement with West et al (2009b). However, the results for NAM and 
EUR do not agree with previous studies that found that emission reductions in these regions 
cause more O3-related avoided premature deaths outside of the source region than within 
(Anenberg et al., 2009; Duncan et al., 2008; West et al., 2009b). For PM2.5, our results are 
comparable with Anenberg et al. (2014) and Crippa et al. (2017) who found that for most 
regions, PM2.5-related avoided premature deaths are higher within the source region than 
outside. The above difference in results with TF-HTAP1 may be in part because of the 
definition of regions. Whereas the TF-HTAP2 regions are defined by geopolitical boundaries, 
the TF-HTAP1 regions are defined by square domains which are larger and include more ocean 
areas (Anenberg et al., 2009). In addition, updated atmospheric models and emissions inputs, 
as well as different atmospheric dynamics in the single years chosen in TF-HTAP1 vs. TF-
HTAP2 may contribute to the differences.   
Using individual models, different conclusions may result for the relative importance of 
inter-regional transport. For example, for O3, 8 models predict that NAM emission reductions 
cause more O3-related premature deaths within NAM (i.e CAM-Chem, CHASER_T42, 
CHASER_T106, C-IFS, GEOSCHEMADJOINT, GEOS-Chem, GFDL_AM3 and HadGEM2-
ES), whereas 2 models predict more deaths outside (i.e. EMEPrv48 and OsloCTM3.v2). 5 
models suggest that EUR emission reductions cause more O3-related premature deaths within 
EUR (i.e. CAM-chem, CHASER_T42, CHASER_T106, GFDL_AM3 and HadGEM2-ES), 
whereas 4 show more deaths outside (i.e. C-IFS, GEOSCHEMADJOINT, EMEPrv48 and 
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OsloCTM3.v2). Each individual model shows that emission reductions from SAS and EAS 
avoid more O3-related premature deaths within than outside, and that those from MDE and 
RBU avoid more O3-related premature deaths outside than within (Fig. A18). For PM2.5, each 
individual model shows that emission reductions from NAM, EUR, SAS, EAS and RBU avoid 
more PM2.5-related premature deaths within than outside, while for emission reductions from 
MDE, 3 models (EMEPrv48, GEOSCHEMADJOINT and SPRINARS) show more PM2.5-
related premature deaths within, while 3 (CHASER_T42 GEOS5 and GOCART) show more 
PM2.5-related premature deaths outside (Fig. A19). The variation of health effect reflects the 
differences in processing of natural emissions, atmospheric physical and chemical mechanisms, 
numerics etc across models. 
For each receptor region, reducing domestic anthropogenic emissions by 20% contributes 
about 66%, 39%, 84%, 72%, 45% and 25% of the total O3-related avoided premature mortality 
(from the global reduction), and 90%, 78%, 87%, 87%, 58% and 66% of the total PM2.5-related 
avoided premature mortality (from the global reduction) in NAM, EUR, SAS, EAS, MDE and 
RBU, respectively (Table 2.5-2.6). Therefore, reducing emissions from foreign regions avoids 
more O3 premature deaths in EUR (foreign emission account for 61% of total avoided deaths 
from the global reduction), MDE (55%) and RBU (75%) than reducing domestic emissions 
(Table 5-6), in agreement with the results for EUR from Anenberg et al (2009). Whereas EAS 
has the greatest number of avoided O3-related premature deaths due to foreign emission 
reduction (3,800 (3,600, 3,900) deaths/year), RBU has the greatest fraction of O3 mortality 
from foreign emission reductions (75%) (Table 2.5). Similarly, for PM2.5, while EAS has 
greatest number of avoided PM2.5-related premature deaths due to foreign emission reductions 
(13,600 (3,500, 18,800) deaths/year), MDE has the greatest fraction of PM2.5 mortality from 
foreign emission reduction (42%) (Table 2.6).  
Overall, adding results from all 6 regional reductions, interregional transport of air 
pollution from extra-regional contributions is estimated to lead to more avoided deaths through 
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changes in PM2.5 (25,100 (8,200, 35,800) deaths/year) than in O3 (6,000 (-3,400, 15,500) 
deaths/year), consistent with Anenberg et al. (2009; 2014). This result is due to the greater 
influence of PM2.5 on mortality, despite the shorter atmospheric lifetime of PM2.5 relative to O3.  
The contributions of different factors to the overall uncertainties in mortality are shown 
in Tables A11-A12, considering uncertainties due to the spread of air pollutant concentrations 
across models, RRs, and baseline mortality rates, expressed as coefficients of variation.  For 
both O3 and PM2.5 mortality, the spread of model results generally contributes most to the 
overall uncertainty, followed by uncertainty in RRs and in baseline mortality rates, for most 
source-receptor pairs. The spread of model results is generally wider for PM2.5 (14% to 3974% 
among source-receptor pairs) than for O3 (13% to 1065%). The uncertainty in RRs for O3 
mortality has constant value (33% to 34%) due to the fixed uncertainty range of RRs from 
Jerrett et al. (2009), whereas PM2.5 mortality leads to a wider range of uncertainty (1% to 247%) 
in RRs because the uncertainty differs at different PM2.5 concentrations (Burnett et al., 2014). 
Low uncertainty in baseline mortality rate was found for most source-receptor pairs (<20%) 
except for the response of PM2.5 mortality in SAS to 20% reduction from RBU (66%).  
2.3.4 Effect of sectoral reductions on mortality  
Reducing global anthropogenic emissions by 20% in 3 sectors (i.e. PIN, TRN and RES) 
together avoids 48,500 (7,100, 108,000) O3-related premature deaths and 243,000 (66,800, 
357,000) PM2.5-related premature deaths globally (Tables 2.5-2.6), with the greatest avoided 
air pollution-related premature deaths located in highly populated areas (e.g., North America, 
Europe, India, China, etc.) (Figs.2.3-2.6). For instance, reducing anthropogenic emissions by 
20% in 3 sectors together avoids the highest number of O3-related deaths in SAS (24,000 (6,000, 
49,600) deaths/year) and PM2.5-related deaths in EAS (83,400 (29,400, 135,000) deaths/year). 
We compare our estimates of O3 and PM2.5-related premature deaths attributable to PIN, TRN 
and RES emissions with previous studies, by multiplying our results for 20% emission 
reductions by 5, and by combining their sectors to nearly match each of the three sectors in this 
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study (Table 2.7). Compared with Silva et al (2016a), our estimate of O3 and PM2.5-related 
premature deaths attributable to PIN and TRN are very comparable, but that to RES is lower 
here. In comparison with Lelieveld et al (2015), we estimate greater O3 and PM2.5-related 
premature deaths attributable to PIN and TRN, but less for RES. 
Like Silva et al. (2016a) and Lelieveld et al. (2015), different locations show relatively 
different mortality responses to changes in sectoral emissions. Whereas PIN emission 
reductions cause the greatest number of avoided O3-related premature deaths globally (19,300 
(1,400, 45,000) deaths/year), TRN emission reductions cause the greatest fraction of avoided 
deaths in most of the six regions (26-53% of the global emission reduction), except for EAS 
(58%) and RBU (38%) where the effect of reducing PIN emissions dominates. In comparison 
with other studies (Table 2.7), our conclusion that PIN emissions cause the most O3-related 
deaths and TRN emissions cause the greatest fraction of avoided deaths in most regions agrees 
well with Silva et al (2016a). For PM2.5, reducing PIN emissions avoids the most PM2.5-related 
premature deaths globally (128,000 (41,600, 179,000) deaths/year) and in most regions (38-
78% of the global emission reduction), except for SAS (45%) where the RES emission 
dominates. Although these findings differ from those of Lelieveld et al (2015) and Silva et al 
(2016), who find that Residential emissions have the greatest of impact on PM2.5 mortality 
globally and in most regions, all studies agree that PIN emissions have the greatest impact in 
NAM. Our result is also comparable with Crippa et al (2017) who find that PIN emissions have 
the greatest health impact in most countries. Although comparable emission inventories are 
used (i.e. Lelieveld et al (2015) and this study use EDGAR emissions while Silva et al (2016) 
use RCP8.5 emissions), our lower mortality estimate for RES emissions may be explained by 
our 20% reductions relative to the zero-out method, and the different years simulated.  
Considering results from individual models, we found that mortality from TRN emission 
reductions show greater relative uncertainty than from PIN or RES (Table 2.5-2.6 and Table 
A9-A10), reflecting a greater spread of results across models. Regional impacts from individual 
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model also differ from the ensemble mean result - e.g., for O3, GEOSCHEMADJOINT and 
OsloCTM3.v2 show that reducing PIN emissions causes the greatest fraction of avoided O3-
related deaths in EUR, while GEOSCHEMADJOINT, HadGM2-ES and OsloCTM3.v2 show 
that TRN emissions have the greatest fraction of avoided O3-related deaths in RBU (Figs. A20). 
For PM2.5, CHASER_t42 and GEOSCHEMADJOINT show that reducing PIN emissions 
causes the greatest fraction of avoided PM2.5-related deaths in SAS (Figs. A21).  
 
2.4 Discussion 
We aggregate the avoided deaths attributable to 20% reductions from four corresponding 
source regions (i.e. NAM, EUR, SAS and EAS), and compare with the findings from TF-
HTAP1. We estimate that these regional emission reductions are associated with 36,000 (-1,500, 
90,300) avoided deaths globally through the change in O3 and 207,000 (41,500, 304,000) 
avoided deaths through the change in PM2.5, more than those estimated by Anenberg et al. 
(2009 and 2014) – 21,800 (10,600, 33,400) deaths for O3 and 192,000 (146,000, 230,000) 
deaths for PM2.5. This discrepancy might be attributed to different health impact function, 
emissions data sets, region definitions, updated population or baseline mortality rates. In 
particular, for O3 respiratory mortality, we use a log-linear model for chronic mortality (Jerrett 
et al 2009), instead of the short-term O3 mortality estimate based on a daily time-series study 
(Bell et al., 2004) used by Anenberg et al., (2009). For PM2.5 mortality, Anenberg et al., (2014) 
only included the simulated changes in BC, particulate organic matter (POM=primary organic 
aerosol+secondary organic aerosol), and sulfate for PM2.5 concentration, while we use the total 
model reported PM2.5 concentration which includes more species for some models. We also 
apply the Integrated Exposure–Response (IER) model (Burnett et al. 2014) for PM2.5, as 
opposed to the log-linear model of Krewski et al. (2009) used by Anenberg et al., (2014).  
For regional reductions, our multi-model average results suggest that NAM and EUR 
emissions cause more deaths inside of those regions than outside, which disagrees with 
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previous studies (Anenberg et al., 2009; Duncan et al., 2008; West et al., 2009b) whereas 
similar regional impacts are found for EAS and SAS. Also, total avoided deaths through 
interregional air pollution transport are estimated as 6,000 (-3,400, 15,500) deaths/year for O3 
and 25,100 (8,200, 35,800) deaths/year for PM2.5 in this study, in contrast with 7,300 (3,600, 
11,200) deaths/year for O3 and 11,500 (8,800, 14,200) deaths/year for PM2.5 in Anenberg et al. 
(2009; 2014). These differences likely result from different concentration-response functions 
and the use of 6 regions here vs. 4 by Anenberg et al. (2009; 2014). In addition, updated 
atmospheric models and emissions inputs, as well as different atmospheric dynamics in the 
single years chosen in TF-HTAP1 vs. TF-HTAP2 may contribute to the differences. In addition, 
updated atmospheric models and emissions inputs, as well as different atmospheric dynamics 
in the single years chosen in HTAP vs. HTAP2 may contribute to the differences.  Overall, 
whereas O3 accounts for a higher percentage of the total deaths in foreign regions than PM2.5, 
PM2.5 leads to more deaths in general, which agrees well with the results of Anenberg et al. 
(2009; 2014).  
Using regional models in AQMEII3, driven by a single global model (C-IFS_v2), Im et 
al. (2018) estimated that 20% domestic emission reductions would avoid 54,000 and 27,500 
premature deaths (for O3 and PM2.5 combined) in Europe and the U.S., respectively, as opposed 
to ~1,000 and 2,000 premature deaths due to foreign emission reductions. These results are 
comparable to our estimates that 32,900 and 19,500 premature deaths result from 20% domestic 
emission reductions in Europe and the U.S., while 670 and 570 premature deaths result from 
foreign emission reductions. Although our defined U.S. region is slightly bigger than Im et al. 
(2018), the majority of U.S. emission sources and population are located within the region 
defined by Im et al. (2018). This comparison shows that regional and global models show 
similar impacts on mortality from air pollution transport.  
Differences in our estimates of premature mortality attributable to air pollution from three 
emission sectors (multiplied by 5) may be explained by methodological differences relative to 
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previous studies (Silva et al., 2016; Lelieveld et al., 2015), including our use of 20% emission 
reductions versus the zero-out method in those studies, different emission inventories, a multi-
model ensemble versus single models, and differences in baseline mortality rates, population, 
and concentration response functions. Our finding that TRN emissions contribute the most 
avoided deaths for O3 in most regions agrees well with the result by Silva et al (2016a), but 
differs for PM2.5 mortality for which we find that PIN emissions cause the most deaths, while 
both Silva et al (2016a) and Lelieveld et al (2015) find that RES emissions are responsible for 
the most deaths. This discrepancy may be explained by different PM2.5 species included in 
individual models, as we showed that changes in PM2.5 concentration to TRN emission differ 
across models.  
By using an ensemble of multi-model results here, we highlight the relative importance 
of difference source-receptor pairs for mortality in a way that is more robust than using a single 
model, particularly since some individual models yielded different conclusions than the 
ensemble mean. The air pollutant concentration changes reported by the HTAP2 models may 
be different among models, it may result from variety of processes, e.g. atmospheric physical 
and chemical mechanisms, processing of natural emissions, and transport time step, etc. (Table 
A1), but not anthropogenic emissions since those were nearly identical among models. In 
addition, the coarse model resolution used by global models may underestimate health effects 
by misaligning peak concentration and population, particularly in urban areas and for PM2.5 
(Punger and West, 2013), but it is not known how model resolution would affect the relative 
contributions of extra-regional and intraregional health benefits. Future research should 
explore the possible bias from using coarse global models for extra-regional and intraregional 
mortality estimates in metropolitan regions by comparing with finer-resolution chemical 
transport models.  
Another uncertainty in this paper (and other global studies) lies in applying the same RRs 
worldwide, because of lack of long-term records of the chronic influences of ambient air 
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pollution on mortality outside of North America and Europe. We consider only the population 
of adults ≥25 years old, ignoring possible mortality effects on the younger population, and 
consequently we may underestimate premature mortality overall. Likewise, the effects of air 
pollution on several morbidity endpoints are omitted. We assume that all PM2.5 is equally toxic, 
for lack of clear evidence for greater toxicity of some species. Inter-regional transport may also 
change the toxicity of PM2.5 by changing the size distribution or chemical composition, where 
transport likely causes particles to become more oxidized (West et al., 2016). Future research 
on PM2.5-related mortality should include estimating health effects for different PM2.5 chemical 
components. 
 
2.5 Conclusions  
We estimate O3- and PM2.5-related premature mortality from simulations with 14 global 
CTMs participating in the TF-HTAP2 multi-model exercise for the year 2010. An estimate of 
290,000 (30,000, 600,000) global premature O3-related deaths and 2.8 million (0.5 million, 4.6 
million) global PM2.5-related premature deaths is obtained from the ensemble for the year 2010 
in the baseline case. We focus on model experiments simulating 20% regional air pollutant 
emission reductions (excluding methane) in 6 regions, 3 sectors and 1 global domain. For 
regional scenarios, 6 source emission reductions altogether can cause 84% of the global 
avoided O3-related premature deaths within the source region, ranging from 21 to 95% among 
6 regions, and 16% (5 to 79%) outside of the source region. For PM2.5, 89% of global avoided 
PM2.5-related premature deaths are within the source region, ranging from 32 to 94% among 6 
regions, and 11% (6 to 68%) outside of the source region. While most avoided mortality 
generally occurs within the source region, we find that emission reductions from RBU (only 
for O3) and MDE (for both O3 and PM2.5) can avoid more premature deaths outside of these 
regions than within. Considering the effects of foreign emissions on receptor regions, 20% 
foreign emission reductions lead to more avoided O3-related premature deaths in EUR, MDE 
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and RBU than domestic reductions. Reductions from all six regions in the transport of air 
pollution between regions are estimated to lead to more avoided deaths through changes in 
PM2.5 (25,100 (8,200, 35,800) deaths/year) than for O3 (6,000 (-3,400, 15,500) deaths/year). 
For NAM and EUR, our estimates of avoided mortality from regional and extra-regional 
emission reductions are comparable to those estimated by regional models in AQMEII3 (Im et 
al., 2018) for these same emission reduction experiments. Overall, the spread of modeled air 
pollutant concentrations contributes most to the uncertainty in mortality estimates, highlighting 
that using a single model may lead to erroneous conclusions and may underestimate uncertainty 
in mortality estimates. 
For sectoral emission reductions, reducing anthropogenic emissions by 20% in 3 sectors 
together avoids 48,500 (7,100, 108,000) O3-related premature deaths and 243,000 (66,800, 
357,000) PM2.5-related premature deaths globally. Of the 3 sectors, TRN had the greatest 
fraction (26-53%) of O3-related premature deaths globally and in most regions, except for EAS 
(58%) and RBU (38%) where PIN emissions dominate. For PM2.5 mortality, PIN emissions 
cause the most deaths in most regions (38-78%), except for SAS (45%) where the TRN 
emissions dominate.  
In this study, we have gone beyond previous TF-HTAP1 studies that quantified premature 
mortality from interregional air pollution transport, by using more source regions, analyzing 
source emission sectors, and using updated atmospheric models and health impact functions. 
The estimate of air transport premature mortality could vary due to differences in exposure 
estimate (single model vs ensemble model), health impact function, regional definitions, and 
grid resolutions. These discrepancies highlight uncertainty estimated by different methods in 
previous studies. Despite uncertainties, our results suggest that reducing pollution transported 
over a long distance would be beneficial for health, with impacts from all foreign emission 
reductions combined that may be comparable to or even exceed the impacts of emission 
reductions within a region. Additionally, actions to reduce emissions should target specific 
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sectors within world regions, as different sectors dominate the health effects in different regions. 
This work highlights the importance of long-range air pollution transport, and suggests that 
estimates of the health benefits of emission reductions on local, national, or continental scales 
may underestimate the overall health benefits globally, when interregional transport is 
accounted for. International cooperation to reduce air pollution transported over long distances 
may therefore be desirable. 
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Table 2.1 Population-weighted multi-model mean O3 (ppb) and PM2.5 concentration (μg/m3) for the 2010 baseline, for the 6-month O3 season 
average of 1-hr. daily maximum O3 and annual average PM2.5, shown with the standard deviation among models. 
Scenarios 
Receptor regions 
NAM EUR SAS EAS MDE RBU World 
O3 
(11 models) 
56.51±9.40 48.38±8.05 65.72±10.08 59.10±10.46 61.11±9.79 46.79±7.53 53.74±8.03 
PM2.5 
(8 models) 
9.36±2.62 10.75±3.87 37.05±8.74 39.27±13.50 34.49±17.64 11.61±3.52 25.98±5.05 
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Table 2.2 Population-weighted multi-model mean change in O3 (ppb) in receptor regions due to 20% regional (NAM, EUR, SAS, MDE and RBU), 
sectoral (PIN, TRN and RES) and global (GLO) anthropogenic emission reductions, for the 6-month O3 season average of 1-hr. daily maximum. 
The diagonal, showing the effect of each region on itself, is underlined. All numbers are rounded to the nearest hundredth, and are shown with 
standard deviations among models. 
Source 
regions/sectors 
Receptor region 
NAM EUR SAS EAS MDE RBU World 
NAM -1.88±0.06 -0.26±0.55 -0.04±0.14 -0.11±0.06 -0.23±0.12 -0.21±0.09 -0.19±0.07 
EUR -0.08±0.04 -0.80±0.55 0.01±0.14 -0.10±0.06 -0.34±0.08 -0.34±0.09 -0.14±0.07 
SAS -0.05±0.02 -0.04±0.02 -3.65±0.94 -0.08±0.04 -0.11±0.04 -0.04±0.03 -0.90±0.22 
EAS -0.29±0.14 -0.25±0.13 -0.09±0.22 -1.96±1.10 -0.23±0.12 -0.27±0.12 -0.58±0.25 
MDE -0.04±0.02 -0.05±0.01 -0.07±0.15 -0.03±0.01 -1.23±0.66 -0.11±0.01 -0.09±0.04 
RBU -0.05±0.04 -0.13±0.05 0.03±0.16 -0.08±0.06 -0.10±0.07 -0.45±0.38 -0.05±0.06 
PIN -1.13±0.28 -0.70±0.19 -1.43±0.18 -1.58±0.88 -1.09±0.45 -0.69±0.31 -1.11±0.25 
TRN -1.26±0.42 -0.81±0.34 -2.05±0.32 -0.73±0.32 -1.40±0.17 -0.71±0.19 -1.13±0.19 
RES -0.24±0.09 -0.21±0.04 -1.19±0.44 -0.62±0.10 -0.23±0.06 -0.18±0.03 -0.57±0.14 
GLO -2.86±0.77 -1.98±0.66 -4.40±1.04 -2.77±1.21 -2.84±0.70 -1.76±0.52 -2.82±0.53 
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Table 2.3 Population-weighted multi-model annual average change in PM2.5 concentrations (μg/m3) in receptor regions due to 20% regional (NAM, 
EUR, SAS, MDE and RBU), sectoral (PIN, TRN and RES) and global (GLO) anthropogenic emission reductions. The diagonal, showing the effect 
of each region on itself, is underlined. All numbers are rounded to the nearest hundredth, and are shown with standard deviations among models. 
Source 
regions/sectors 
Receptor region 
NAM EUR SAS EAS MDE RBU World 
NAM -1.33±0.66 -0.03±0.02 0.00±0.01 -0.02±0.02 -0.01±0.01 -0.01±0.01 -0.08±0.04 
EUR -0.01±0.00 -1.17±0.87 -0.01±0.01 -0.02±0.01 -0.18±0.08 -0.26±0.19 -0.13±0.09 
SAS <-0.01 <-0.01 -4.86±2.17 -0.08±0.08 -0.03±0.02 <-0.01 -1.16±0.51 
EAS -0.03±0.01 -0.02±0.01 -0.08±0.07 -6.19±3.08 <-0.01 -0.04±0.02 -1.45±0.71 
MDE <-0.01 -0.03±0.01 -0.12±0.06 -0.01±0.02 -0.91±0.38 -0.05±0.03 -0.08±0.03 
RBU <-0.01 -0.07±0.05 -0.01±0.02 -0.04±0.02 -0.03±0.02 -0.78±0.50 -0.05±0.03 
PIN -0.61±0.18 -0.57±0.26 -1.73±0.71 -2.75±0.99 -0.92±0.14 -0.58±0.19 -1.46±0.56 
TRN -0.27±0.20 -0.38±0.41 -0.82±0.88 -0.54±0.43 -0.09±0.06 -0.15±0.16 -0.40±0.37 
RES -0.20±0.05 -0.27±0.12 -1.93±0.40 -1.70±0.28 -0.08±0.02 -0.20±0.05 -1.17±0.31 
GLO -1.47±0.72 -1.52±1.04 -5.40±2.31 -6.76±3.29 -1.55±0.75 -1.19±0.73 -3.49±1.51 
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Table 2.4 Annual multi-model empirical mean O3- and PM2.5-related premature deaths with 95% CI from Monte-Carlo simulations in parenthesis 
(including uncertainty in baseline mortality rates, RRs and air pollutant concentration across models) in year 2010 baseline. All numbers are 
rounded to three significant figures or the nearest 100 deaths. Empirical mean is the mean of 1,000 Monte Carlo simulations. 
 Receptor region 
 NAM EUR SAS EAS MDE RBU World 
O3 
(11 models) 
15,000 
(900－30,000) 
13,000 
(600－28,000) 
136,000 
(23,000－277,000) 
100,000 
(3,900－213,000) 
3,200 
(300－7,000) 
2,900 
(100－6,600) 
291,000 
(30,000－596,000) 
PM2.5 
(8 models) 
72,000 
(1,500－158,000) 
203,000 
(2,700－463,000) 
732,000 
(328,000－1,110,000) 
1,120,000 
(159,000－1,720,000) 
79,000 
(600－133,000) 
177,000 
(2,700－358,000) 
2,770,000 
(514,000－
4,640,000) 
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Table 2.5 Annual avoided multi-model empirical mean O3-related premature respiratory deaths with 95% CI from Monte-Carlo simulations in 
parenthesis due to 20 % regional (NAM, EUR, SAS, MDE and RBU), sectoral (PIN, TRN and RES) and global (GLO) anthropogenic emission 
reductions in each region and worldwide. The diagonal, showing the effect of each region on itself, is underlined. For regional reductions, we also 
the RERER (eq. 4) as the percent of total avoided deaths in each receptor region that result from foreign emission reductions, as well as the percent 
of global avoided deaths from emission reductions in each source region. All numbers are rounded to three significant figures or the nearest 10 
deaths. 
Source 
regions/sectors 
Receptor region Impact on foreign 
receptor regions NAM EUR SAS EAS MDE RBU World 
NAM 
1,500 
(-170－4,000) 
330 
(10－780) 
170 
(-250－690) 
500 
(-910－2,200) 
30 
(0－80) 
70 
(0－170) 
2,800 
(-1,300－8,400) 
46% 
EUR 
60 
(-80－240) 
930 
(-70－2,400) 
-80 
(-880－670) 
490 
(-1,100－2,300) 
50 
(10－110) 
110 
(10－250) 
1,700 
(-490－4,900) 
45% 
SAS 
40 
(-40－130) 
50 
(-30－160) 
19,000 
(4,000－42,000) 
420 
(-340－1,400) 
20 
(0－40) 
10 
(-10－40) 
20,000 
(3,600－42,200) 
5% 
EAS 
230 
(-50－630) 
310 
(-50－850) 
450 
(-1,300－2,400) 
9,700 
(-2,000－26,400) 
30 
(0－100) 
80 
(-10－230) 
11,400 
(-3,300－31,800) 
15% 
MDE 
30 
(-30－120) 
60 
(-50－190) 
310 
(-90－910) 
160 
(-120－520) 
180 
(-10－480) 
30 
(0－70) 
870 
(-330－2,600) 
79% 
RBU 
40 
(-60－170) 
150 
(-50－440) 
-200 
(-1,700－1,200) 
420 
(-620－1,700) 
20 
(-10－60) 
140 
(-60－420) 
640 
(120－1,300) 
78% 
PIN 
900 
(100－2,100) 
850 
(40－2,100) 
7,400 
(1,800－15,400) 
7,800 
(3,100－20,900) 
140 
(30－330) 
210 
(-100－650) 
19,300 
(1,400－45,000) 
- 
TRN 
1,000 
(-20－2,600) 
970 
(-270－2,800) 
10,600 
(2,600－22,000) 
3,500 
(-420－9,300) 
210 
(50－440) 
200 
(20－490) 
18,800 
(3,000－41,600) 
- 
RES 
200 
(-20－510) 
250 
(40－550) 
6,000 
(1,600－12,200) 
3,000 
(670－6,300) 
30 
(0－80) 
60 
(10－120) 
10,400 
(2,700－21,100) 
- 
GLO 
2,300 
(80－5,600) 
2,400 
(250－5,400) 
22,600 
(6,200－46,000) 
13,500 
(1,500－30,300) 
400 
(80－940) 
550 
(80－1,210) 
47,400 
(11,300－99,000) 
- 
RERER 34% 61% 16% 28% 55% 75% -  
 
  
  
 
4
3
 
Table 2.6 Annual avoided multi-model empirical mean PM2.5-related premature deaths (IHD+STROKE+COPD+LC) with 95% CI from Monte-
Carlo simulations in parenthesis due to 20 % regional (NAM, EUR, SAS, MDE and RBU), sectoral (PIN, TRN and RES) and global (GLO) 
anthropogenic emission reductions in each region and worldwide. The diagonal, showing the effect of each region on itself, is underlined. For 
regional reductions, we also the RERER (eq. 4) as the percent of total avoided deaths in each receptor region that result from foreign emission 
reductions, as well as the percent of global avoided deaths from emission reductions in each source region. All numbers are rounded to three 
significant figures or the nearest 10 deaths. 
Source 
regions/sectors 
Receptor region Impact on foreign 
receptor regions NAM EUR SAS EAS MDE RBU World 
NAM 
18,000 
(630－28,300) 
640 
(80－1,100) 
10 
(-210－80) 
200 
(-300－370) 
10 
(0－30) 
250 
(90－420) 
19,400 
(310－30,600) 
7% 
EUR 
60 
(20－110) 
31,900 
(4,500－53,900) 
120 
(-60－190) 
390 
(-20－550) 
400 
(30－1,400) 
2,700 
(680－8,000) 
39,400 
(5,500－63,400) 
19% 
SAS 
50 
(-10－90) 
110 
(0－200) 
47,900 
(30,000－68,500) 
1,400 
(-70－2,100) 
40 
(0－150) 
40 
(10－110) 
51,300 
(32,300－73,300) 
7% 
EAS 
340 
(40－510) 
400 
(20－690) 
900 
(590－1,400) 
91,100 
(440－128,700) 
10 
(0－30) 
800 
(0－1,300) 
96,600 
(3,500－136,000) 
6% 
MDE 
30 
(0－60) 
420 
(90－850) 
1,400 
(740－2,400) 
180 
(-610－460) 
1,600 
(240－4,500) 
640 
(30－1,600) 
5,000 
(1,900－11,100) 
68% 
RBU 
40 
(10－60) 
2,200 
(300－3,700) 
90 
(-220－190) 
810 
(330－1,100) 
80 
(10－220) 
17,600 
(390－25,700) 
21,500 
(900－31,000) 
18% 
PIN 
9,300 
(940－13,000) 
15,700 
(1,900－24,700) 
21,000 
(8,400－30,700) 
47,310 
(22,600－69,700) 
2,200 
(200－6,100) 
14,300 
(0－24,100) 
128,000 
(41,600－179,000) 
- 
TRN 
3,600 
(-320－7,000) 
8,900 
(130－17,400) 
6,200 
(-12,800－
14,400) 
6,800 
(-6,400－12,200) 
230 
(10－770) 
3,100 
(0－5,400) 
31,900 
(-16,500－58,300) 
- 
RES 
2,900 
(110－4,400) 
6,900 
(210－11,300) 
25,000 
(15,100－40,700) 
29,300 
(13,200－52,900) 
200 
(10－520) 
4,600 
(0－8,100) 
83,400 
(41,700－120,000) 
- 
GLO 
19,900 
(710－31,300) 
40,900 
(4,900－68,100) 
55,300 
(36,500－78,300) 
105,000 
(4,000－147,000) 
2,800 
(330－8,400) 
26,700 
(2,300－36,000) 
290,000 
(67,100－405,000) 
- 
RERER 10% 22% 13% 13% 42% 34% -  
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Table 2.7 Comparison of O3 and PM2.5-related premature deaths attributable to PIN, TRN and RES 
emissions with previous studies. Results from this study (for 20% reductions) are multiplied by 5. 
For Silva et al. (2016), we combine results for “Energy” and “Industry” to represent PIN, and use 
“Land transportation” to represent TRN and “Residential & Commercial” to represent RES. For 
Lelieveld et al. (2015), we combine the “Power generation” and “Industry” sectors to represent 
PIN, and use “Land Traffic” to represent TRN, and “Residential Energy” to represent RES.  
Emission 
source 
sector 
This study Silva et al. (2016) 
Lelieveld et al. 
(2015) 
PIN 
O3: 96,500 (7,000, 225,000) 
PM2.5: 640,000 (208,000, 895,000) 
O3 : 111,000 (23,200, 240,000) 
PM2.5:613,000 (422,000, 816,000) 
O3 + PM2.5 
692,000 
TRN 
O3: 94,000 (15,000, 208,000) 
PM2.5: 160,000 (-82,500, 292,000) 
O3: 80,900 (17,400, 180,000) 
PM2.5: 212,000 (114,000, 292,000) 
O3 + PM2.5 
165,000 
RES 
O3: 52,000 (13,500, 106,000) 
PM2.5:417,000 (209,000, 600,000) 
O3: 53,700(12,300, 116,000) 
PM2.5:675,000 (428,000, 899,000) 
O3 + PM2.5 
1,020,000 
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Figure 2.1 Global difference in multi-model mean O3 concentrations (ppb) in 20% emission 
reduction scenarios relative to the baseline for the year 2010 in a) North America (NAM), b) 
Europe (EUR), c) East Asia (EAS), d) South Asia (SAS), e) Middle East (MDE), f) 
Russia/Belarus/Ukraine (RBU), g) Power and Industry (PIN), h) Transportation (TRN), i) 
Residential (RES) and j) Global (GLO), shown for the 6-mo. O3 season average of 1-hr. daily 
maximum health relevant metric. 
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Figure 2.2 Global difference in multi-model annual mean PM2.5 concentrations (μg/m3) in 20% 
emission reduction scenarios relative to the baseline for the year 2010 in a) North America (NAM), 
b) Europe (EUR), c) East Asia (EAS), d) South Asia (SAS), e) Middle East (MDE), f) 
Russia/Belarus/Ukraine (RBU), g) Power and Industry (PIN), h) Transportation (TRN), i) 
Residential (RES) and j) Global (GLO).  
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Figure 2.3 Annual avoided O3-related premature deaths in 2010 per 1,000 km2 due to 20 % 
emission reduction scenarios relative to the base case in a) North America (NAM), b) Europe 
(EUR), c) East Asia (EAS), d) South Asia (SAS), e) Middle East (MDE), f) 
Russia/Belarus/Ukraine (RBU), g) Power and Industry (PIN), h) Transportation (TRN), i) 
Residential (RES) and j) Global (GLO). 
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Figure 2.4 Annual avoided O3-related premature deaths in 2010 per million people due to 20 % 
emission reduction scenarios relative to the base case in a) North America (NAM), b) Europe 
(EUR), c) East Asia (EAS), d) South Asia (SAS), e) Middle East (MDE), f) 
Russia/Belarus/Ukraine (RBU), g) Power and Industry (PIN), h) Transportation (TRN), i) 
Residential (RES) and j) Global (GLO) 
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Figure 2.5 Annual avoided PM2.5-related premature deaths in 2010 per 1,000 km2 due to 20 % 
emission reduction scenarios relative to the base case in a) North America (NAM), b) Europe 
(EUR), c) East Asia (EAS), d) South Asia (SAS), e) Middle East (MDE), f) 
Russia/Belarus/Ukraine (RBU), g) Power and Industry (PIN), h) Transportation (TRN), i) 
Residential (RES) and j) Global (GLO). 
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Figure 2.6 Annual avoided PM2.5-related premature deaths in 2010 per million people due to 20 % 
emission reduction scenarios) relative to the base case in a) North America (NAM), b) Europe 
(EUR), c) East Asia (EAS), d) South Asia (SAS), e) Middle East (MDE), f) 
Russia/Belarus/Ukraine (RBU), g) Power and Industry (PIN), h) Transportation (TRN), i) 
Residential (RES) and j) Global (GLO). 
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CHAPTER 3 – THE SENSITIVITIES AND CONTRIBUTIONS OF SURFACE OZONE 
OVER KAO-PING AIR BASIN IN TAIWAN TO GEOGRAPHICALLY-DISTRIBUTED 
ANTHROPOGENIC VOC AND NOX EMISSIONS AND IMPLICATIONS FOR 
MITIGATION POLICY 
 
3.1 Introduction 
Tropospheric ozone (O3) is formed by complex photochemistry involving its precursors of 
nitrogen oxides (NOX) and volatile organic compounds (VOCs). In addition, meteorological 
parameters such as cloud coverage, atmospheric stability, stagnation, wind speed, and solar 
intensity also play important roles in the formation of O3. Surface O3 concentrations can result 
from not only local emission sources but also long range and regional transport of O3 and its 
precursors (Bergin et al., 2007; Jin et al., 2008; Fu et al., 2009; Kim et al., 2009, 2011; Lam et al., 
2005; Peng et al., 2011; Wang et al., 2011; Xiao et al., 2010).  The mixture of relevant local and 
upwind emissions, interacting with meteorology, can make O3 formation in some locations tend to 
be NOX-limited, where reductions in NOX decrease O3, or VOC-limited, where reductions in NOX 
can increase O3. Urban areas often have a VOC-limited regime, while rural regions tend to be 
NOX-limited (McKeen et al., 1991; Mazzuca et al., 2016; Russell et al., 2000; Peng et al. 2006, 
2011; Sillman et al., 1990, 1995; Ye et al., 2016). Therefore, effective O3 control strategies can be 
achieved by understanding the O3 sensitivity and the relative contribution of NOX and VOC 
emissions from local and upwind sources. 
Taiwan is situated in East Asia, with China to the west, Korea to the north, Japan to the 
northeast, and the Philippines to the south. The O3 problem in Taiwan results from both domestic 
and foreign emissions from East Asia, particularly China. Previous study using chemical transport 
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model has estimated 24%, 27%, 15% and 22% of monthly Taiwan O3 concentration from East 
Asia emissions in February, May, August, and October of the year 2007, respectively (Chen et al., 
2014). The Kao-Ping air basin (KPAB), located in the southwestern region of Taiwan has been 
recognized as being an O3 non-attainment area over the past decades, due to its high population 
density, intensive industrial output, and heavy traffic volume (TEPA, 2017a). Furthermore, the 
topography and weather also favors O3 formation in southern Taiwan. Long-term statistical 
analyses have shown that monthly means of daily maximum 1-hr average (MDA1) O3 
concentrations exhibit distinct seasonal variations, with a bimodal form with maxima in autumn 
and late winter to the middle of spring and a minimum in summer (Chen et al., 2004; He et al., 
2008; TEPA, 2017a). Particularly during the autumn and late winter, a typical continental 
anticyclone emanating from mainland China moving towards Taiwan is associated with the highest 
O3 episodes across the west of Taiwan (Cheng et al., 2001; TEPA, 2017b; Wang et al., 2000). When 
prevalent northeasterly wind occurs, the Central Mountain Range reduces the dispersion of 
pollutants, and causes pollutants to accumulate in the downwind KPAB region, accompanying the 
local sea-land breeze effect, which leads to more elevated air pollution in KPAB than in other air 
basins (Chen et al., 2004; Cheng et al., 2001; Li et al., 2010; Lin et al., 2007a; Peng et al., 2008; 
Tsai et al., 2008; Wu et al., 2010). This high O3 during autumn has also been associated with 
sufficient sunlight, low wind, and high surface pressure (Chen et al., 2003, 2004; Li et al., 2010; 
Lin et al., 2007a; Ling et al., 2013). 
For control strategy development to reduce O3, several approaches have been developed to 
understand the sensitivity of O3 to changes in VOCs and NOX emissions. One approach is to use 
photochemical indicator species, such as hydrogen peroxide (H2O2), nitric acid (HNO3), and 
reactive nitrogen species, and the ratios of such species (Mazzuca et al., 2016; Peng et al. 2006, 
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2011; Shiu et al., 2007; Sillman et al., 1995; Ye et al., 2016). Using indicator ratios of H2O2/HNO3, 
O3/HNO3 and O3/NOy from monitoring data, Peng et al. (2006, 2011) show that the urban areas of 
KPAB are VOC-sensitive, while both VOC-sensitive and NOX-sensitive regimes were important 
in the rural areas of KPAB during the winter. Another approach is to model the response of 
concentration with respect to changes in precursor emissions. The two common methods used to 
calculate this response are the brute force method (BFM) and the decoupled direct method (DDM). 
BFM evaluates the concentration response to the change in emissions from a source region by 
calculating the difference between a base case run and a perturbed run (Bergin et al., 2007; Chen 
et al., 2003; Chang et al., 2008; Fu et al., 2012; Kanaya et al., 2009; Lin et al., 2007b; Sillman et 
al., 1990; Tsai et al., 2006; Wu et al., 2009). For instance, in Taiwan, Chen et al. (2003) estimated 
a VOC-sensitive regime for emission reductions less than 30–40% for VOCs and 30–50% for NOX, 
and a NOX-sensitive regime for emission reductions greater than 50% for both VOCs and NOX in 
Kaohsiung metropolitan area, using BFM in a photochemical model. Though BFM is easy to 
operate, BFM becomes computationally burdensome when modeling multiple emission sources. 
Alternatively, DDM calculates derivatives of the equations in the underlying model to estimate 
sensitivities (Dunker et al., 1984). Further, to capture the nonlinearity of O3, the high-order 
decoupled direct method (HDDM), an extension of the first-order DDM was introduced (Hakami 
et al., 2003). HDDM has been shown to be more computationally efficient than BFM, as O3 
concentration for any fractional perturbation in emissions can be easily approximated from 
sensitivity coefficients via Taylor series expansions (Cohen et al., 2005; Hakami et al., 2003; 
Itahashi et a., 2015; Jin et al., 2008; Kim et al., 2009; Wang et al., 2011; Yarwood et al., 2013). For 
example, Kim et al. (2009) apply HDDM to estimate that NOX emissions from Texas areas outside 
Dallas-Fort-Worth (DFW) contributed on average about 10 ppb to daytime DFW O3 while 
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neighboring states (Oklahoma, Arkansas, Louisiana, and Mississippi) in total also contributed 
about 10 ppb to DFW O3.  
In this study, we are the first to utilize HDDM within the community multiscale air quality 
(CMAQ) model to investigate O3 sensitivities to anthropogenic NOX (ANOX) and VOCs (AVOC) 
emissions in the KPAB during an autumn high O3 period, and their contributions to O3 in KPAB. 
Although previous studies have evaluated reductions in Taiwan domain-wide NOX and VOCs 
emissions, or emissions from upwind regions, for O3 in KPAB (Chen et al., 2004; Lin et al., 2007b), 
this study is first time to use HDDM to evaluate the O3 sensitivity to specific upwind emission 
regions and their corresponding O3 contributions in KPAB. We model the interactions between 
KPAB and emissions sources in other air basins to determine the relative importance of interbasin 
transport of air pollution. In addition, a backward trajectory analysis was employed to locate the 
source of the accumulated O3. Finally, we quantify the impacts of emissions inventory 
perturbations on the calculated responses of O3 to emission controls. The results are expected to 
determine which sources are responsible for O3 formation in KPAB quantitatively, and to 
characterize KPAB O3 responses for hypothetical emission management strategies. 
 
3.2 Methodology  
3.2.1 Model settings and configuration 
The Community Multi-scale Air Quality (CMAQ) modeling system version 5.0.2 (Byun and 
Ching, 1999; Byun and Schere, 2006) released by the US Environmental Protection Agency was 
applied to calculate chemical transport of air pollution in this study. CMAQ is driven by 
meteorological fields generated by the Weather Research and Forecasting (WRF) version 3.4.1 
model, with the full WRF model application documented by TEPA (2014) and summarized here. 
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The National Centers for Environmental Prediction (NCEP) Final Analyses Data (ds083.2) with a 
spatial resolution of 1.0 × 1.00 and a 6-hourly temporal resolution was used to drive the WRF 
model, along with 6-hourly observational data including NCEP Automated Data Processing (ADP), 
surface observations data set (ds464.0), and upper air observations (ds353.4). Model 
configurations are listed in Table B1. The one-way nested approach with four-dimensional data 
assimilation (FDDA) in WRF was performed to generate 2010 meteorology fields using model 
domains with 80×70 horizontal grids at a resolution of 81 km × 81 km (D01),  80×70 horizontal 
grids at 27 km × 27 km (D02), 80×70 horizontal grids at 9 km × 9 km (D03), and 135×90 horizontal 
grids at 3 km × 3 km (D04), with all domains centered at 250N, 1250E on a Lambert conformal 
projection (Fig. 3.1a). The Meteorology/Chemistry Interface Processor (MCIP) 3.4 was used to 
process WRF domain output. CMAQ simulations were conducted over all four domains, and we 
define D04 at 3 km resolution as the Taiwan domain over which all BFM and HDDM sensitivity 
simulations are conducted (Fig. 3.1b). The KPAB domain is defined for analysis of model output.   
To fully understand what the meteorological patterns drive high O3 episode, TEPA used 16 
monitoring stations across nation and related its high O3 episode occurrence to meteorological 
patterns by a decade synoptic weather cluster analysis. They successfully identified 9 common 
weather patterns associated with high O3 episode co-occurrence across Taiwan during a year 
(TEPA, 2017b). They have indicated that continental high pressure moving toward Taiwan from 
mainland China was the most frequently synoptic weather pattern associated with high O3 episodes 
occurrence in the fall, while a tropical low pressure system moving northwards closer to Taiwan 
in the spring. Also, previous long-term observation analyses have indicated that the seasonal 
variation of Taiwan O3 concentrations exhibits a bimodal form with the maxima in fall and late 
winter to the middle of spring and a minimum in summer (Chen et al., 2004; He et al., 2008; TEPA, 
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2017a). In 2010, at the KPAB observations sites, the O3 episodes frequently occur in October, 
when the 2010 monthly mean O3 concentration is 38.73 ppb, greater than the annual mean O3 of 
27.78 ppb, and when the highest 1-hour O3 concentration occurred exceeding 150 ppb (TEPA, 
2011). Therefore, CMAQ modeling was set up to simulate the period of September 28 to October 
31 in 2010 when high O3 concentrations were observed over KPAB (Fig. 3.1b). Further, we choose 
the period of 28 September to 5 October 2010 for sensitivity analysis using HDDM, because a 
typical synoptic weather pattern of continental high pressure moving toward Taiwan from 
mainland China was observed on these dates, and 10 of the 15 observation sites in KPAB measured 
O3 concentration by over 120 ppb among which the highest O3 concentration was measured by 
139.6 ppb. In particular, October 1, 4 and 5 fit into OW1 (First class of O3 episode in winter) and 
October 2 and 3 for OW3 (Third class of O3 episode in winter) as indicated by TEPA (2017b). For 
the sensitivity analysis simulation, the first three days of the episode serve as the initialization 
period, and we focus on results for 1 October through 5 October.  
The 2010 emission inventory in this study was developed by the Taiwan Emission Data 
System (TEDS 8.1) released by the Taiwan EPA (https://teds.epa.gov.tw/Default.asp), with a data 
resolution of 1 km × 1 km, categorized into point, mobile and area emissions. Anthropogenic 
emissions in Taiwan were estimated to be 206,179, 122,511, 442,528, 824,419, 746,710, 387,118, 
73,855, and 158,422 tons per year for ammonia (NH3), sulfur oxide (SOX), nitrogen oxide (NOX), 
carbon monoxide (CO), Non-methane volatile organic compounds (NMVOC), total suspended 
particle (TSP), particulate matter with aerodynamic diameter less than or equal to 2.5 μm (PM2.5), 
and 10 μm (PM10), respectively. Biogenic emissions were prepared using the Taiwan Biogenic 
Emissions Inventory System (TBEIS-2) (Chang et al., 2009) with total estimates of 458,000 tons 
per year, including isoprene (155,000 ton/year), monoterpenes (152,900 ton/year), Methyl-Buten-
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Ol (145,700 ton/year) and other NMVOC (4,700 ton/year). Both anthropogenic and biogenic 
emission data are processed by the Sparse Matrix Operator Kernel Emissions (SMOKE) version 
3.7 (CEP, 2015) into hourly temporal resolution and 3-km spatial resolution input data in 
coordination with meteorological data for input to CMAQ (Table 3.1 and Figure B1). Using 
SMOKE with SPECIATE version 4.5 (Hsu et al., 2016), VOCs emissions were speciated into 
subcategories based on chemical reactivity and functional groups, for use with the CB05 chemical 
mechanism (Yarwood et al., 2005) with aqueous and aerosol extensions in the AERO6 model 
(Carlton et al., 2010). Initial and boundary (IC/BC) conditions of CMAQ were derived from 
GEOS-Chem simulations that used various emission inventories, including the MIX Asia Emission 
Inventory (Li et al., 2015) with a data resolution of 0.250x0.250 for anthropogenic emissions over 
Asia. Biogenic emissions were generated by the Model of Emissions of Gases and Aerosols from 
Nature (MEGANv2.10) (Guenther, 2006), and biomass burning emissions were from the Global 
Fire Emissions Database (GFED) (Van der Werf et al., 2008). The downscaling methodology of 
IC/BC from GEOS-Chem to CMAQ has been described by Lam and Fu (2009). In CMAQ, 15 
vertical layers are used extending to approximately 17.5 km above ground, with 6 layers below 1 
km and the first layer is 20 m thick.  
3.2.2 Sensitivity experiments  
Brute Force Method (BFM). BFM is the simplest way to evaluate the concentration 
response to a change in emissions in a CTM. In this method, finite differencing compares 
concentrations computed by two CTM simulations that are identical except for a perturbation in 
the sensitivity parameter:  
𝑆𝑗
(1)
≈
𝐶+∆𝜀𝑗−𝐶−∆𝜀𝑗
2∆𝜀𝑗
  (eq. 5) 
where the 𝜀𝑗 is the relative perturbation, 𝐶+∆𝜀𝑗 is the simulated concentration at an emissions 
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level ∆𝜀𝑗 higher than the base, 𝐶−∆𝜀𝑗 is the concentration at emissions ∆𝜀𝑗 lower, and 𝑆𝑗
(1)
 is the 
approximate first-order, brute-force sensitivity. Second-order sensitivity coefficients then can be 
approximated from the results of three CTM simulations: 
𝑆𝑗,𝑗
(2)
≈
𝐶+∆𝜀𝑗−2𝐶0+𝐶−∆𝜀𝑗
(∆𝜀𝑗)
2   (eq. 6) 
BFM can be done readily using any CTM. However, to estimate a large number of 
sensitivities, BFM becomes computationally burdensome. Although BFM computes an exact 
model response to specific perturbations, BFM has been shown to be susceptible to numerical 
instability for small emission perturbations due to model discontinuities and round-off errors 
(Napelenok et al., 2006). 
High-order direct decoupled method (HDDM). HDDM operates by tracking sensitivity 
coefficients of all concentrations to specified model inputs or parameters, calculating derivatives 
of the underlying CMAQ model (Hakami et al., 2003; Yang et al., 1997). In HDDM calculations, 
the sensitivity coefficients, Sj, represent the response of a chemical concentration, C, to 
perturbations of a sensitivity parameter, pj, such as emission rate, reaction rate, initial condition, 
or boundary condition. An unperturbed sensitivity parameter in the base-case simulation, Pj, has 
the following relation with the corresponding pj (Cohan et al., 2005): 
𝑝𝑗 = 𝜀𝑗𝑃𝑗 = (1 + ∆𝜀𝑗)𝑃𝑗  (eq. 7) 
where Pj varies in time and space, and εj is a scaling variable with a nominal value of 1.  
The semi-normalized first- and second- sensitivity coefficients 𝑆𝑗
(1)
and 𝑆𝑗,𝑘
(2)
 are calculated 
by the partial derivative of a species concentration, C, to the scaling variables:  
𝑆𝑗
(1)
= 𝑃𝑗
𝜕𝐶
𝜕𝑝𝑗
= 𝑃𝑗
𝜕𝐶
𝜕(𝜖𝑗𝑝𝑗)
=
𝜕𝐶
𝜕𝜀𝑗
  (eq. 8) 
𝑆𝑗,𝑘
(2)
= 𝑃𝑗𝑃𝑘
𝜕𝐶
𝜕𝑝𝑗
𝜕𝐶
𝜕𝑝𝑘
= 𝑃𝑗𝑃𝑘
𝜕𝐶
𝜕(𝜖𝑗𝑝𝑗)
𝜕𝐶
𝜕(𝜖𝑘𝑝𝑘)
=
𝜕2𝐶
𝜕𝜀𝑗𝜕𝜀𝑘
  (eq. 9) 
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When j=k, 𝑆𝑗,𝑘
(2)
 represents the local curvature of the concentration-parameter relationship 
(the self-sensitivity), with negative values signifying a concave down response to a parameter (e.g., 
NOX emissions). When j≠k, 𝑆𝑗,𝑘
(2)
  represents an interaction between the sensitivities of two 
different parameters, pj and pk (the cross-sensitivity). The derivations of sensitivity equations are 
presented in more detail elsewhere (Hakami et al., 2003; Yang et al., 1997). HDDM sensitivity 
coefficients represent the responsiveness to infinitesimal perturbations. To project the fractional 
perturbation of Δεj and Δεk from the base-case simulation, the corresponding concentration can be 
approximated by a Taylor-series expansion of the sensitivity coefficient with two variables. Most 
of the improvement is achieved by only including the second-order term (Hakami et al., 2004) 
𝐶(𝑝𝑗 , 𝑝𝑘) ≅ 𝐶0 + 𝑆𝑗
(1)∆𝜀𝑗 +
1
2
𝑆𝑗,𝑗
(2)∆𝜀𝑗
2 + 𝑆𝑘
(1)∆𝜀𝑘 +
1
2
𝑆𝑘,𝑘
(2)∆𝜀𝑘
2 + 𝑆𝑗,𝑘
(2)∆𝜀𝑗∆𝜀𝑘 (eq. 10) 
where C0 is the concentration in the base case simulation. The Taylor expansion 
approximations also enable the creation of O3 isopleths as functions of NOX and VOC emissions 
at a given location and time by applying equation 6. As defined by Cohan et al. (2005), the zero-
out source contribution (ZOC) of one source species or region pj, represents the reduction in 
concentrations that would occur if the source was completely removed. The approximation of ZOC 
can be calculated from HDDM results by setting pj = 0 (e.g., Δεj = −1) in above formula, also be 
expressed as, 
𝑍𝑂𝐶(𝑝𝑗) ≅ 𝐶0|𝑝𝑗=𝑃𝑗 − 𝐶𝑗|𝑝𝑗=0 = 𝑆𝑗
(1) + 𝑆𝑘
(1) − (
1
2
𝑆𝑗,𝑗
(2) +
1
2
𝑆𝑘,𝑘
(2)) − 𝑆𝑗,𝑘
(2)
 (eq. 11) 
In this sense, the second-order approximation of ZOC is equal to the summation of two 
parameters’ first-order, second-order self-sensitivities and cross-sensitivity. The interaction 
between the impacts of changing the two parameters is captured by the cross-sensitivity term 𝑆𝑗,𝑘
(2)
. 
In this manner, we can quantify the contribution emitted from various species and source regions 
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to determine the source receptor relationships based on the ZOC approach.  
3.2.3 CMAQ model performance evaluation 
Before using CMAQ model results for this study, the model performance of WRF and 
CMAQ should be evaluated. Simulated WRF surface meteorological fields for October of 2010 
were compared by TEPA (2014) against hourly surface observations from 20 ground observation 
sites of the Taiwan Central Weather Bureau (CWB), and the model performance was validated in 
agreement with Taiwan’s Air Quality Modeling Performance Criteria Act (TEPA, 2015), as shown 
in Table B2. CMAQ predicted daily maximum 1-hour average (MDA1) and daily maximum 8-
hour average (MDA8) O3 concentrations as well as NO2 and VOCs for October 1-31 2010 were 
examined against 15 air quality monitoring stations over KPAB from the Taiwan Air Quality 
Monitoring Network (TAQMN) (http://taqm.epa.gov.tw/taqm/) in which Daliao, Xiaogang, 
Renwu, Zuoying, Linyuan, Qianjin, Pingtung, Hengchun, Meinong, Nanzi and Chaozhou are 
classified as regular air quality monitoring stations, Fengshan and Fuxing are classified as 
transportation stations, Qianzhen is an industrial station, and Qiaotou is a background station (Fig. 
3.1c). Model performance metrics such as mean bias (MB), mean absolute gross error (MAGE), 
normalized mean bias (NMB), normalized mean error (NME), the root mean square error (RMSE) 
and correlation coefficient (R) were computed for O3 for 1-hour average, MDA1, MDA8, 1-hour 
average over 60 ppb during the October 2010 period, and compared to model performance criteria 
(USEPA, 1991; TEPA, 2015). Additional details for the above evaluation metrics can be found in 
(Yu et al., 2006). The predicted and measured values were compared for every hour during the 
simulation period against the modeled value at the 15 grid cells where the monitoring sites are 
located in the KPAB. Other model performance plots, such as the spatial concertation distribution, 
time series and scatter plots of modeled and measured air pollutants were also generated. 
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3.2.4 O3 sensitivity analysis 
The period modeled for sensitivity analysis, 1 to 5 October 2010, is chosen. Throughout this 
study episode, the local weather in Taiwan was mostly dominated by a synoptic northeasterly wind 
which was induced by the Asian continental high pressure system moving toward Taiwan from 
mainland China (Figure 3.2). CMAQ-HDDM and BFM model simulations were performed to 
investigate the response of O3 concentration to geographically-distributed reductions of 
anthropogenic emissions of O3 precursors, namely NOX (ANOX) and VOCs (AVOC), from the 
local (i.e. KPAB) and 4 upwind regions (i.e. North and Chu-Miao Air Basin (NCMAB), Central 
Air Basin (CTAB), Yun-Chia-Nan Air Basin (YCNAB), and Yi-Lan and Hua-Dong Air Basin 
(YLHDAB)), during 28 September to 5 October 2010, as shown in Fig. 3.1b. Here, ANOX and 
AVOC are defined as all point, area and mobile emission sources in the Taiwan Emission Data 
System (TEDS 8.1).    
We conduct BFM simulations as ±10% changes in ANOx and AVOC emissions across the 
Taiwan domain (Fig. 3.1b), for the entire period of 28 September to 5 October 2010. A 20% 
emissions perturbation was chosen to be large enough to prevent numerical noise but small enough 
to capture local variations from the emissions base case (Koo et al., 2009; Napelenok et al., 2008). 
CMAQ-HDDM simulations are used to estimate sensitivities to changes in emissions over the 
entire Taiwan domain for 28 September to 5 October 2010.  BFM sensitivities to uniform changes 
in emissions over Taiwan are then compared with HDDM for 20% changes, using eqs. 5 and 6 for 
BFM and eqs. 8 and 9 for HDDM. We used statistical modeling performance benchmarks to 
compare the BFM and HDDM techniques for evaluation. 
Further HDDM simulations are then used to identify sensitivities to emissions from each 
political region within Taiwan (Fig. 3.1b), as well as the impact of initial and boundary conditions, 
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for the predicted MDA8 O3 concentration in KPAB during the modeling episode. In addition, to 
locate the possible emission sources, we use the Air Resources Laboratory’s (ARL’s) Hybrid 
Single Particle Lagrangian Integrated Trajectory (HYSPLIT) model to plot backward trajectories 
for 72 hours at four monitoring sites where the MDA8 O3 was observed (Stein et al., 2015).   
3.2.5 Uncertainty analysis of the emission inventory  
O3 responses to emission controls can be influenced by uncertainties in emission inventories. 
We would like to know how the uncertainties in the emission inventory influence the O3 
responsiveness temporally and spatially if the emission rate were inaccurate. To investigate the 
influence of the uncertainty in the current emission inventory on O3 sensitivities, previous studies 
have developed methods to assess the change in various model input parameters by using second‐
order self and cross‐sensitivity coefficients (Cohan et al., 2005; Tian et al., 2010). Here, we use 
terms without asterisks to denote emissions and sensitivities from the base model simulation, and 
terms with asterisks to denote emissions and sensitivities for the assumed true (corrected) emission 
inventory. Assume that the true emission rate 𝑃𝑗
∗ is a fraction ∆𝜀𝑗 larger or smaller than the base 
emission inventory (𝑃𝑗
∗ = (1 ± ∆𝜀𝑗)𝑃𝑗) and that all other emission rates 𝑃𝑘 were accurate (𝑃𝑘
∗ = 𝑃𝑘). 
We use sensitivity coefficients from the original inventory‐based simulation to calculate first‐order 
pollutant‐emission sensitivities 𝑆𝑗
(1)∗ and 𝑆𝑘
(1)∗ under the true emission inventory (Cohan et al., 
2005), that is 
𝑆𝑗
(1)∗
= (1 + ∆𝜀𝑗)𝑆𝑗
(1)
+ (∆𝜀𝑗 + ∆𝜀𝑗
2)𝑆𝑗,𝑗
(2)
  (eq. 12) 
𝑆𝑘
(1)∗
= 𝑆𝑘
(1)
+ ∆𝜀𝑗𝑆𝑗,𝑘
(2)
 (eq. 13) 
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3.3. Results 
3.3.1 CMAQ model simulation evaluation 
Baseline simulation. For the CMAQ simulation for 1-31 October, the predicted and observed 
values were compared for every hour during the simulation period (Table B3). Time series and 
scatter plots of the observed and simulated surface O3 concentration suggest that the simulation 
tracks the observations well, although peak levels are not fully captured (Figure B2-B3). The 
average simulated hourly O3 surface concentration (35.6 ppb) is less than the observed (37.8 ppb) 
when taking into account all available data. When excluding hours when the observations are 
below 60 ppb, the model average O3 concentration is 76.2 ppb, compared with observed O3 of 80.4 
ppb. The NMB and NME are -5.9% and 46.7% for all available hourly measurements, and -5.2% 
and 20.3% when excluding observations below 60 ppb. The underestimation of model indicates a 
high bias at low O3 concentrations, including at night (Figure B2), which may result from the 
difficulty in capturing the vertical diffusivity coefficient in CMAQ or perhaps overestimated 
nighttime NOX titration. Similar model performance in the same area has been reported by Chang 
et al (2008), who also indicate that the model tends to underpredict peak O3 values and 
overestimate nighttime O3 concentration. The modeled MDA1 and MDA8 O3 surface 
concentrations are predicted to be 74.4 ppb and 60.9 ppb, compared with 83.0 ppb and 65.6 ppb 
for measured values, respectively (Figure B4 and Table B3). Model performance for the MDA1 
O3 surface concentration is -10.3% (NMB) and 25.6% (NME), and -7.1% (NMB) and 24.6% 
(NME) for MDA8 O3. Furthermore, the model was able to predict 50% of the variability in the 
MDA8 O3 surface concentration, versus 40% for the MDA1 O3 surface concentration. USEPA 
(1991) proposed that the model performance goals for unpaired normalized bias of MDA1 O3, 
normalized bias of 1-hour O3, and gross error of all pairs with O3 > 60 ppb are ≤±20%, ≤±15% 
 64 
 
and ≤35%, respectively. The model for these metrics (-10.3%, -5.9%, and 16.3%), achieve the 
USEPA suggested model performance goals.  
For O3 precursor model performance, the NO2 surface concentration averaged over all valid 
hourly measurements is predicted to be 30.6 ppb, compared with 17.8 ppb in the observations, and 
the daily average of hourly VOC surface concentration is predicted to be 364.0 ppb, compared 
with 265.2 ppb from observations (Table B3). The model has difficulty reproducing the variability 
of NO2 (30% of R) and VOC (40% of R) concentrations, compared with measurements (Figure 
B5-B6). Overall, the NMB and NME are 72.1% and 99.4% for NO2 and 37.2% and 77.4% for 
VOC, respectively. The NMB and NME of NO2 violate TEPA’s model performance criteria (TEPA, 
2015). 
Episode simulation. As described in section 2.4, we choose an episode with high O3 and a 
typical synoptic weather pattern of continental high pressure moving toward Taiwan from 
mainland China, 1 to 5 October 2010, for sensitivity analysis. Whereas this weather system 
typically causes high O3, there are a few days when low O3 occurs because of a cold front passing 
by. Figure 3.2 shows the synoptic weather patterns across Taiwan during these episode days and 
Figure 3.3 shows the predicted O3 concentrations and wind vector field at 2pm (LST) for each 
episode day. At 8am (LST) on 1 October, a continental high pressure system (1022 hPa, 20N, 120E) 
forms moving northerly away from Taiwan in the Yellow Sea, resulting in northeasterly wind 
across Taiwan (Figure 3.2a-b). During northeasterly winds, the winds are split into two air flows 
by the Central Mountain Range. The Central Mountain Range creates a stable atmospheric 
condition with dry and warm air on leeward side in southwestern Taiwan. After a sea breeze forms 
around southwestern Taiwan, strong inward onshore flow brings significant O3 and precursors to 
the inland areas, resulting in a high O3 episode over KPAB (Figure 3.3a). On that day, 10 of the 15 
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observation sites in KPAB had O3 concentration over 120 ppb, and the highest O3 concentration 
(139.6 ppb) was observed at the Chaozhou site (Figure 3.4). The first episode day is recognized as 
a typical light northeasterly monsoon. During the following two days (10/2/2010-10/3/2010), a 
cold front system hit Taiwan (Figure 3.2c-f). The dense pressure gradient force across Taiwan 
causes strong wind and high humidity over south Taiwan (Figure 3.5). Due to strong land breeze, 
a vortex forms at 6-7am near coastal central Taiwan on 2 October 2010 (Figure 3.3b). This vortex 
flow is conducive to air dispersion in KPAB so that O3 dissipates over southeastern Taiwan. 
Likewise, on the third day, another vortex forming near coastal southeastern Taiwan at 8 am also 
avoids high O3 accumulation over KPAB, from which it carries the air offshore (Figure 3.3c). 
Starting from late on the third day, a continental anticyclone system emanating from mainland 
China forms moving towards Taiwan (Figure 3.2g-j). The following two days (10/4/2010-
10/5/2010) also had prevailing northeasterly winds in middle and northern Taiwan (Figure 3.3d-
e). The additional transport of O3 from boundary cause KPAB O3 over 120 ppb observed on the 
fifth day at Meinong and Linyuan stations (Figure 3.4). During these five episode days, the 
meteorological parameters show sufficient sunlight, low wind, and high surface pressure, that have 
been associated with high O3 by previous studies (Chen et al., 2003; Chen et al., 2004; Li et al., 
2010; Lin et al., 2007b) (Figure 3.5).  
Table 3.2 shows the model performance for O3, NO2 and VOC surface concentration over 
KPAB sites during these 5 episode days. In general, the model performance during these 5 episode 
days has slightly higher O3 bias than the month of October (Table B3). The unpaired normalized 
bias of MDA1 O3, 1-hour O3, and gross error of all pair O3 > 60 ppb are -12.3%, -21.4%, and 9.5%, 
still meeting the USEPA model performance criteria except for hourly O3. The model well predict 
O3 variability for these 5 episode days (40%-90% of R) (Figure 3.4) than for the month of October 
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(10%-70% of R) (Figure B2). This indicated the acceptable model performance for O3 during these 
5 episode days. However, the overestimate of hourly NO2 and VOC surface concentration violate 
TEPA’s model performance criteria the during these 5 episode days, indicating that the model has 
difficulty simulating precursor concentrations (Table 3.2). 
3.3.2 CMAQ-HDDM sensitivities to Taiwan domain-wide emissions and evaluation with 
respect to BFM 
HDDM evaluation. Table 3.3 compares first- and second order sensitivity coefficients 
between CMAQ-HDDM and those approximated by BFM, for the response of MDA8 O3 
concentrations in KPAB to perturbations in Taiwan domain-wide ANOX and AVOC emissions 
during 1 to 5 October 2010. Spatial plot comparisons are provided as supporting information 
(Figure B7). Sensitivity coefficients for HDDM and BFM are computed in each grid cell over the 
8-hour period each day with maximum base-case O3. Overall, HDDM coefficients closely match 
BFM for first-order and second terms of O3 sensitivity to ANOX and AVOC both in magnitudes 
and spatial patterns. However, the greater bias for second-order sensitivities than for first-order 
reflects that discrepancies in the first-order response propagate into the second-order calculations. 
Also, the second-order coefficients estimated by BFM are subject to numerical noise, particularly 
in cases with low sensitivity (Napelenok et al., 2006). 
Sensitivity response. For Taiwan domain-wide emissions, the first order sensitivity 
coefficients of O3 to ANOX are predicted to be negative near the coast of southern Kaohsiung and 
western Ping-Tung and positive elsewhere (Figure B7). This negative O3 sensitivity could be 
explained by large NOX emissions from heavy industries located in this region, i.e. Linhai, Dafa, 
and Linyuan industrial zones (Figure B8). This negative O3 sensitivity to ANOX represents a VOC-
limited regime, which indicates that reducing ANOX emissions will increase O3 concentration. 
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Positive first order sensitivity coefficients of O3 to AVOC emissions coincide with negative 
sensitivities of O3 to ANOX, indicating that reducing AVOC in the KPAB industrial area could 
mitigate O3 concentration. Reducing either ANOX or AVOC emissions can reduce O3 concentration 
outside of the KPAB industrial area, as both first order sensitivity coefficients are positive here. 
The self-second order positive sensitivity coefficients of O3 to ANOX predicts a high nonlinearity 
in the same area where the first order sensitivity coefficients of O3 to ANOX are predicted to be 
negative, indicating a sharp O3 increase with decreasing ANOX (concave up response), while the 
small self-second order sensitivity coefficients of O3 to AVOC shows a linear response of O3 to 
AVOC over KPAB.   
3.3.3 O3 sensitivity to regional precursor emissions 
Sensitivities to precursor emissions. During 1-5 October, 2010, we particularly highlight 1 
October, 2010 as it had the highest number of monitoring sites in KPAB with 1-hour O3 
concentrations greater than 120 ppb (Figure 3.4). Figure 3.6 shows the spatial distribution of the 
MDA8 O3 sensitivity to precursor emissions from local (i.e. KPAB) and upwind (i.e. NCMAB, 
CTAB, YCNAB and YLHDAB) regions on 1 October, 2010. The positive first order sensitivities 
of KPAB O3 to upwind ANOX and AVOC emissions reflect a NOX-limited chemical response to 
transport from the upwind regions.  
Over KPAB, the positive first-order sensitivities of O3 to upwind ANOX and AVOC emissions 
(0.03 to 3.33 ppb) outweigh the negative second‐order sensitivities of O3 (-1.14 to 0.73 ppb) 
(Figure 3.6), indicating a linear response of KPAB O3 to upwind emissions. Large positive 
sensitivities of O3 to local AVOC emissions typically coincide with negative sensitivities to local 
ANOX emission in the urban areas of KPAB, representing a VOC‐limited chemical regime there, 
while rural areas of KPAB exhibit a positive sensitivity to local ANOX emission, representing a 
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NOX-limited chemical regime. This O3 chemical regime response to local AVOC and ANOX 
emissions agrees well with previous studies (Chang, 2008; Lin et al., 2007; Peng et al., 2011). The 
simulated ratio of NOX to VOC concentrations is larger over the urban areas of KPAB than 
elsewhere (Figure B8), which may explain the VOC-limited chemical regime in this area.  
A strong positive second-order response of O3 was also observed in the urban areas of KPAB, 
indicating a strong nonlinearity in this VOC‐limited chemical regime; further reducing local ANOX 
emission will lead to a sharp increase in O3 (Figure 3.6). A negative second‐order sensitivity of O3 
to local AVOC emissions, together with positive first-order sensitivities of O3 to local ANOX and 
AVOC emissions, in the rural areas of KPAB suggests that less O3 will form from further 
reductions in local AVOC due to a lack of NOX. A strong positive cross sensitivity of O3 between 
local ANOX and AVOC emission also shows that increasing ANOX levels increases the sensitivity 
of O3 to AVOC in the rural areas of KPAB. The similarity of the spatial distribution pattern with 
the MDA8 O3 concentrations may be explained by interaction between local ANOX from the urban 
areas of KPAB and local AVOC from rural areas of KPAB (Figure 3.6 and Figure 3.7a). The low 
8-hour O3 along the coast of metropolitan Kaohsiung city may be due to the titration of O3 by high 
local ANOX emissions (Figure 3.7a). Interregional interactions between upwind and local 
emissions shows cross sensitivity between -0.88 to 0.73 ppb to the MDA8 O3 in KPAB, where the 
large cross sensitivity of O3 to YCNAB ANOX and local NOX emission shows a strong nonlinearity, 
reflecting the importance of air transport from YCNAB on KPAB O3 (Figure B9). 
Source contributions. Table 3.4 quantifies zero‐out source contributions to the MDA8 O3 
concentrations averaged over the KPAB political region from local and upwind ANOX and AVOC 
emissions, Taiwan domain-wide biogenic emissions, and initial and boundary conditions on each 
episode day, estimated as ZOC (eq 11). On 1 October, 2010, the domain-wide biogenic emissions, 
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boundary conditions, initial conditions, and anthropogenic emissions from NCMAB, CTAB, 
YCNAB, YLHDAB and KPAB contribute 8%, 36%, 1%, 3%, 5%, 8%, 1% and 7% of modeled 
MDA8 O3 concentrations in KPAB, respectively (Figure 3.7 and Table 3.4). These source 
contributions do not sum to the modeled O3 concentrations because the response to changes in 
emission is highly nonlinear, e.g., due to chemistry (Cohen et al., 2005; Kim et al., 2009; Koo et 
al., 2009; Xiao et al., 2010). These relatively high O3 contributions from adjacent regions to the 
receptor region is also found in other studies (Cohen et al., 2005; Itahashi et al., 2015; Jin et al., 
2008; Kim et al., 2009; Wang et al., 2011). On this day, local emissions only account for 7% of 
MDA8 O3 concentration, while emissions from other regions in Taiwan together contribute 17%. 
Our HDDM result showing that 36% of simulated O3 concentrations was attributed to boundary 
condition is more than that of previous findings (Chen et al., 2014) that indicate that 21.9% of 
winter O3 concentration is due to transport from outside Taiwan. This discrepancy could be 
explained by our single episode day analysis using MDA8 O3 concentration versus the October 
monthly average O3 concentration of Chen et al. (2014). The negligible O3 contribution from the 
initial conditions (~1%) indicates that our selected spin-up days are sufficient to limit the influence 
of initial conditions.  
Four sensitivity coefficients stand out for their significant contributions: SKPAB
(1)
  VOC,  
SYCNAB
(1) NOX, SKPAB
(2) NOX, and SKPAB
(2) NOXVOC  (Table 3.4). SKPAB
(1)
 VOC was the largest contributor 
to O3 over KPAB. Due to the strongly nonlinear concave response of the O3 to local ANOX (SKPAB
(2)  
NOX), even though the first‐order sensitivity of O3 to local ANOX is negative (SKPAB
(1) NOX), the 
source contribution of local ANOX to O3 is positive. As the cross‐sensitivity coefficients between 
local ANOX and AVOC are positive (i.e., O3 is less sensitive to ANOX (AVOC) emission reductions 
if AVOC (ANOX) emissions are decreased), the O3 benefit by reducing both ANOX and AVOC 
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emissions will be less than the sum of the benefits from reducing each precursor separately. On the 
contrary, where the cross‐sensitivity coefficients between local ANOX and AVOC are negative (i.e., 
O3 is less sensitive to local ANOX (AVOC) emission reduction if local AVOC (ANOX) emissions 
are increased), the O3 benefit of reducing both local ANOX and AVOC emissions is more than the 
sum of benefits from reducing each separately. Here, the positive cross‐sensitivity coefficient for 
local ANOX and AVOC emissions (SKPAB
(2) NOXVOC) suggests that reducing local ANOX emissions 
in rural areas (NOX-limited regime) and AVOC emissions in the urban areas (VOC-limited regime) 
separately can effectively control O3 in KPAB. A similar O3 spatial response over KPAB has also 
been suggested by analysis of field measurements of photochemical indicator species (Peng et al. 
2006, 2011).   
Trajectory analysis. Figure 3.8 presents the 72-hour backward trajectories from the hour 
when the highest O3 was observed at Fengshan (i.e. urban site) and Chaozhou (rural) on 1, October. 
We also present backward trajectories 1, 2 and 3 hours earlier before the highest hourly O3 was 
observed to investigate the potential O3 accumulation due to air pollution transport. Due to 
prevailing northeasterly winds, backward trajectories generally show transport from the north of 
Taiwan to KPAB, revealing the potential significant O3 contributions from those upwind regions 
along this transport path. This north to south air transport pathway is associated with most high O3 
days in KPAB, as also seen by previous studies (Lin et al., 2004, 2007b; Yu et al., 2000). At 
Fengshan, the highest O3 was observed to be 131.8 ppb at 12 pm when the backward trajectories 
generally show transport from the north of west Taiwan to KPAB (Figure 3.8). These backward 
trajectory at O3 peak hour show the most O3 contributions to Fengshan are from upwind regions 
to which NCMAB, CTAB, YCNAB and KPAB emissions contribute 11.7 ppb, 2.4 ppb, 6.5 ppb 
and -0.3 ppb respectively (Figure 3.9). From the O3 contributions of each source regions at earlier 
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hours, we also see significant O3 contributions from those upwind regions in consistent with 
corresponding backward trajectories with negligible or even negative O3 contributions from local 
emissions. This insignificant O3 contributions from local emissions may explained by the 
trajectory lingering over KPAB with a very short period of time (about 1 hour) (Figure 3.8 and 
3.9). In contrast, the temporal O3 contributions along with backward trajectory shows the 
importance of O3 contributions from local emissions at Chaozhou to which which NCMAB, CTAB, 
YCNAB and KPAB emissions contribute 7.13 ppb, 1.4 ppb 3.7 ppb and 50.7 ppb, respectively at 
the highest O3 hour (139.6 ppb at 2 pm) (Figure 3.8). In addition, from the O3 contributions of each 
source regions at earlier hours, we also see significant O3 contributions from local emissions with 
small amount of O3 contributions from upwind emissions. This significant O3 contributions from 
local emissions may explained by trajectory lingering over KPAB with a much longer period  of 
time at Chaozhou (about 5 hour) than at Fengshan (Figure 3.8 and 3.9). 
Temporal O3 response. Figure 3.10 presents the HDDM zero-out source contribution of local 
and upwind emissions to hourly O3 over the KPAB political region on 1 October, 2010. The first 
order of O3 sensitivity to upwind emissions generally is positive and greater during the day while 
lower during the night, consistent with the daily change of modeled O3 concentration. As the 
second order O3 sensitivity to upwind emissions is generally is very small (less than 2 ppb), the 
response of O3 concentration to upwind emissions can be regarded as linear. This indicates that O3 
could be reduced in KPAB by incremental reductions in either precursor from upwind regions 
through a day. In particular, local ANOX first-order contributions exhibit daily cycles, with 
negative values (VOC‐limited) during the night and positive values (NOX‐limited) during the 
daytime. The daily variation of ozone response to its precursors is in good agreement with previous 
field experiments in southern Taiwan (Peng et al., 2006; Shiu et al., 2007; Tsai et al., 2012). For 
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upwind emissions, less O3 titration occurs over KPAB at night and the diurnal cycles of both 
concentrations and sensitivities are less pronounced than for local emissions. Higher contributions 
to KPAB O3 from YCNAB emissions than other upwind regions indicate the importance of air 
transport of YCNAB emissions to KPAB O3 as this upwind region is adjacent to KPAB.  
Both the first and second order contributions of KPAB O3 to local AVOC emissions are 
positive, showing little daily variation of O3 response. The negative self-second order sensitivity 
coefficients of O3 to local AVOC emissions along with the positive first order sensitivity 
coefficients of O3 to local AVOC emissions indicate a sharp O3 decrease with decreasing local 
AVOC emissions (concave down response) all day long. During the daytime, the negative self-
second order sensitivity coefficients of O3 to local ANOX emissions along with the positive first 
order sensitivity coefficients to local ANOX emissions indicate a sharp O3 decrease with decreasing 
local ANOX emissions (concave down response). During the nighttime, the positive self-second 
order sensitivity coefficients of O3 to local ANOX emissions along with the negative first order 
sensitivity coefficients of O3 to local ANOX emissions indicate a sharp O3 increase with decreasing 
local ANOX emissions (concave up response). The contribution of the cross-sensitivity between 
local ANOX and AVOC emissions is negative (i.e. positive cross‐sensitivity coefficient), reflecting 
that reducing both local ANOX and AVOC emissions simultaneously will have less effect on O3 
mitigation than reducing each precursor separately over KPAB. 
O3 control strategy. Whereas first-order sensitivities indicate the responses to small changes 
in emissions, second order sensitivities including the cross terms are necessary to predict responses 
to larger emission perturbations, as  nonlinearity is present in O3 responses (Cohan et al., 2005; 
Hakami et al., 2004). We conduct Taylor series expansions (i.e eq.10) of sensitivities to plot 
isopleths of the MDA8 O3 averaged over KPAB on 1 October, 2010 to changes in ANOX and 
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AVOC emission reductions from local and upwind regions by applying eq. 10 with CMAQ-HDDM 
results (Figure 3.11). Emissions from NCMAB, CTAB and YCNAB are near the ridge between 
NOX- and VOC-limited regimes. We found that a large ANOX reduction from any of these three 
regions causes higher O3 mitigations (especially from YCNAB), reflecting the positive first order 
and negative second order KPAB O3 sensitivity to upwind ANOX emissions (Figure 3.6a-c); 
however, a large AVOC reduction from any of these three regions has small KPAB O3 mitigations. 
This result suggests that reducing upwind NOX emissions alone more effectively reduces O3 in 
KPAB than reducing upwind VOC emissions alone (Figure 3.11). This response is even more 
pronounced for YLHDAB reductions but the amount of KPAB O3 reduction from YLHDAB 
emissions is negligible.  
For local emissions, KPAB O3 is VOC-limited, where a reduction of local ANOX emission 
alone would lead to an increase in O3 concentration. To understand spatial differences in the O3 
response to local emissions, we also make O3 isopleths at individual observation sites. The O3 
isopleths at different sites reflect different O3 chemical regimes. At Chaozhou (rural site), reducing 
local ANOX emissions more effectively reduces O3 than local AVOC emissions (NOX-limited) 
(Figure B10), while at Fengshan (urban site) reducing local AVOC emissions is more effective 
(VOC-limited) (Figure B11).  
In our simulations, the MDA8 O3 concentration averaged over the KPAB political region is 
64.0 ppb for this episode day. Meeting the Taiwan 8-hour O3 standard (60 ppb), on average over 
KPAB, requires an O3 reduction of 4.0 ppb. While meeting the actual standard may require larger 
emission reductions at individual monitoring locations, we consider means of achieving a 4.0 ppb 
reduction averaged over KPAB as a way of illustrating choices in controlling AVOC vs. ANOx 
emissions from KPAB and upwind regions. We estimate that this O3 reduction could be achieved 
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for KPAB by either a 70% reduction of local AVOC emissions (218 ton/day) or a 100% reduction 
from YCNAB ANOX emissions (132 ton/day). However, the required reductions vary between the 
urban and rural areas of KPAB. For instance, a 70% reduction of local AVOC emissions can meet 
the 8-hour O3 standard at Fengshan but not at Chaozhou (Figure B10-B11). This preference for 
local VOC reductions is comparable to that from a previous study that suggested that reduction of 
NOX/NMVOC of 1:4 (75 and 300 ton/day respectively) could meet the standard in the year 2011 
(Chang et al., 2008). 
A variety of combinations by AVOC emission control from any or multiple upwind source 
regions along with the ANOX emission control from local region can also meet the 8-hour O3 
standard, for which the cross-sensitivity coefficients would play a role. For instance, the 8-hour O3 
standard could be met by a 30% reduction of local AVOC emission (-1.5ppb), along with 30% 
reductions of upwind ANOX emission from YCNAB (-1.2ppb), CTAB (-0.7ppb) and NCMAB (-
0.6ppb) together. Thus, reducing local AVOC emissions along with upwind ANOX emissions will 
achieve the O3 8-hour standard for KPAB O3 more effectively than reducing emissions from any 
single source region including KPAB itself. However, reducing KPAB ANOX with upwind AVOC 
emissions will fail to meet the 8-hour O3 standard (Figure B12).  
Emission uncertainty analysis. To investigate the influence of the uncertainty in the current 
emission inventory on O3 sensitivities, we estimate the response of first order O3 sensitivity 
coefficients to changes in the ANOX and AVOC emission inventory using eq. 6 and 7. Figure 3.12 
compares the first‐order KPAB O3 sensitivities to local ANOX and AVOC emission sources with 
those that would be predicted by eq. 8 and 9 if local ANOX and AVOC emissions were larger or 
smaller than in the original inventory. We consider perturbations of ±25%, ±50% and ±75% in 
local ANOX and AVOC emissions, and examine their effects on KPAB O3 sensitivity coefficients. 
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Approximated daytime KPAB O3 sensitivities to local ANOX and AVOC emissions vary in 
magnitude even for moderate changes in the KPAB ANOX inventories. In the morning and late 
afternoon, the sign of KAPB  SNOx
(1) ∗
 can change from positive to negative depending on the 
assumed emission inventory. For example, increasing the base KPAB ANOX emission inventory 
by over 25% could make the predicted average sensitivity of KPAB O3 to local ANOX turn negative 
for virtually all hours of the day (Figure 3.12a), or reducing the base KPAB AVOC inventory by 
over 25% could make the predicted KPAB O3 sensitivity to local AVOC become negative for 
virtually all hours of the day (Figure 3.12c). This sensitivity sign change due to emission change 
has also been proposed by pervious similar study (Cohan et al., 2005; Tian et al., 2010; Xiao et al., 
2010). The response of O3 to KPAB AVOC increases if the KPAB ANOX emissions are higher than 
originally modeled, reflecting the positive cross-sensitivity coefficient found before noon (Figure 
3.12b and Figure 3.10). On the other hand, the O3 response to KPAB AVOC increases with an 
increase in the KPAB AVOC inventory (Figure 3.12d), since there are more tons to control for a 
given percent change in local AVOC (note that sensitivity coefficients represent impacts per 
fractional change in emissions, not per ton). This larger amount of AVOCs to control outweighs 
the fact that a larger AVOC inventory would make O3 formation slightly less sensitive to each ton 
of AVOCs. For changes in upwind emission inventories, we found similar patterns of changes in 
the first‐order O3 sensitivities, but no significant change in chemical regime resulted (Figure B13). 
 
3.4 Discussion 
In this study, October 1-5, 2010 is selected because the meteorological patterns during these 
days fit to TEPA’s classifying northeasterly wind monsoon due to a continental high pressure 
moving toward Taiwan from mainland China associated with high O3 co-occurrence (TEPA, 2017). 
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Despite the fact that this weather pattern is common during the fall, high O3 concentration 
sometimes do not occur over KPAB when the same weather condition prevails (October 2 and 3 
in this study for instance), indicating that the other metrological parameters such as sunlight, 
pressure, humidity, down drag, wind speed etc play a significant role (TEPA, 2017). In addition, 
emissions may vary and cause high O3, such as industrial releases (Nam et al., 2006), and we 
assume that high ozone in our study is caused by meteorological conditions only which transport 
pollutants to KPAB and not by unusual emissions on these days. Although our selected high O3 
event cannot exactly represent high O3 events occurring the rest of the year, our results provide 
valuable information for high O3 events when similar weather patterns occur. The extension of the 
current analysis to a longer period and different weather patterns to sample a more complete range 
of meteorological as well as episodic emission conditions is desired. 
Whereas the model performance for 1-hour O3 concentration during October 1 to 5 violates 
the USEPA model performance criteria, the MDA1 O3 and MDA8 O3 and O3 > 60 ppb agree well 
with observations, particularly the MDA8 O3 concentration we used for O3 sensitivity analysis. 
However, the underestimated MDA8 O3 concentration (NMB = -12.4%) could lead to 
underestimated O3 sensitivity coefficients. Meanwhile, the high overestimates of modeled NO2 
(NMB = 127.1%) and VOC (NMB = 83%) (Table 3.2) concentrations may also cause us to 
incorrectly identify the O3 chemical regime. However, when considering the ratio of hourly 
average NO2 to VOC concentration during October 1 to 5, the modeled value (0.08=32.5/390.3) is 
comparable to the observations (0.07=14.3/213.3) (Table 3.2), suggesting that the estimated O3 
sensitivities may not be unreasonable. Overall, the underestimated O3 and overestimated NO2 and 
VOC concentrations together indicate that there may be errors in other parameters such as chemical 
reaction rates, meteorological inputs affecting advection and diffusion, or deposition velocities etc, 
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suggesting that extended work on how the O3 simulation is impacted by these parameters is also 
needed. 
In comparison with pervious similar source contribution analysis, when removing the 
contributions from biogenic emissions, BCs, and ICs (assuming these contribution 0, we found 
that anthropogenic emissions from NCMAB, CTAB, YCNAB, YLHDAB and KPAB contribute 
6%, 8%, 15%, 3%, and 13% of the remaining MDA8 O3 concentrations. These sensitivities are 
comparable to those of Lin et al. (2007b) who indicate that anthropogenic emissions from the north 
of Kaohsiung could contribute 41% of O3 for the Kaohsiung metropolitan area and 24% for the 
inland rural Ping-Tung area during the northerly flow (our KPAB political region is the Kaohsiung 
and Ping-Tung administrative districts of Lin et al. (2007b) combined). This larger KPAB O3 
contribution from upwind anthropogenic emissions by 32% indicates that without interregional 
cooperation, KPAB may not able to meet air quality goal on its own. 
Analysis using sensitivity coefficients indicates that uncertainty in the upwind ANOX and 
AVOC emissions is less significant for KPAB O3 sensitivities, while uncertainties in the local 
ANOX and AVOC emissions strongly influence predictions of KPAB O3 response. Relatively small 
perturbations to the assumed baseline local ANOX or AVOC emissions can flip predictions of 
whether peak O3 is NOX‐ or VOC-limited. Change in the emission inventory could therefore cause 
spatial differences in the O3 chemical regime at individual observation sites. Given the impacts of 
the emission uncertainties on sensitivity estimates, efforts to improve the inventory such as 
observation-based correction, VOC speciation profile improvement, and temporal variation could 
enhance the reliability of sensitivity estimates that inform O3 strategic abatement planning. 
We note that our HDDM estimates here are not strictly comparable to a State Implementation Plan 
(SIP) attainment demonstration, since we have only examined a short episode and considered 
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regionally averaged results, and the feasibility of achieving these reductions has not been 
considered. Despite these limitations, our HDDM results agree well with previous studies 
conducted in KPAB (Chang, 2008; Lin et al., 2007b; Peng et al.,2006, 2011). Nevertheless, further 
examination of specific non-attaining monitors, and analysis of more days for a fuller 
understanding meteorological variability needs to be conducted to provide a more robust emission 
control strategy. 
 
3.5 Conclusion 
CMAQ-HDDM simulations were performed to assess the impact of regional transport (i.e. 
NCMAB, CTAB, YCNAB and YLHDAB) and local (i.e. KPAB) ANOX and AVOC emissions on 
O3 concentrations in the KPAB. HDDM computed sensitivities of MDA8 O3 to Taiwan domain-
wide emissions matched well with the results of corresponding BFM emission reduction 
simulations, indicating confidence in the CMAQ-HDDM application for further sensitivity 
analyses. On the high O3 day of October 1, 2010, positive first order sensitivities of O3 over KPAB 
to upwind anthropogenic emissions of both ANOx and AVOC were found, indicating that effective 
O3 mitigation can be achieved by reductions of either precursor. The first‐order response of O3 to 
local ANOX emissions is typically positive over KPAB rural areas (NOX-limited chemical regime) 
but is negative in KPAB urban areas (VOC‐limited chemical regime). O3 exhibits a strongly 
concave response to upwind and local ANOX emissions, indicating nonlinear O3 formation in 
KPAB region, and the effect of interactions between local and upwind emissions to KPAB O3 is 
significant. O3 responses to local emissions show mostly positive sensitivities (NOX‐limited) 
during the daytime, but negative sensitivities (VOC‐limited) during the nighttime. The cross-
sensitivity contribution of upwind and local anthropogenic emissions is generally negative, 
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reflecting that as ANOX (AVOC) emissions are reduced, O3 becomes less sensitive to AVOC 
(ANOX).  
 The study also identified the relative contributions of upwind and local emissions to KPAB 
O3. Domain-wide biogenic emissions, boundary and initial conditions, and anthropogenic 
emissions from NCMAB, CTAB, YCNAB, YLHDAB and KPAB can contribute 18%, 36%, 1%, 
3%, 5%, 8%, 1% and 7% to the MDA8 O3 concentrations over KPAB on 1 October, 2010, 
respectively, indicating that anthropogenic emissions from upwind emissions combined can 
contribute 17% of the simulated O3 concentration in KPAB in comparison to 7% from local 
emissions. On this particular O3 event, a 4.0 ppb O3 reduction averaged over KPAB can be 
achieved by either a 70% reduction from local AVOC emissions (218 ton/day) or 100% reduction 
from YCNAB ANOX emissions (132 ton/day). However, a variety of combinations of local AVOC 
emission reductions along with upwind ANOX controls can more feasibly achieve this O3 reduction 
than reducing emissions from any source region alone. Whereas reducing local AVOC emissions 
along with upwind ANOX emissions will achieve the O3 8-hour standard for KPAB O3 more 
effectively than reducing emissions from any single source region including KPAB itself, reducing 
KPAB ANOX with upwind AVOC emissions will fail to meet the 8-hour O3 standard. 
In addition, the response of KPAB O3 to source emission regions also shows spatial 
differences. In O3 isopleth, reducing local ANOX emissions is more effectively reduces O3 than 
local AVOC emissions (NOX-limited) at Chaozhou (rural site) while reducing local AVOC 
emissions is more effective (VOC-limited) at Fengshan (urban). In addition, the temporal O3 
contributions along with backward trajectory also reflects the O3 contributions from upwind 
emissions are dominant at Fengshan while local emissions at Chaozhou. 
Our study has limitations in the use of five episode days, and model performance in which O3 
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is underestimated while NO2 and VOC are overestimated. In addition, we find that O3 sensitivities 
may vary strongly over changes in emissions within the range of uncertainties. Future work over 
a longer period to sample a more complete range of meteorological conditions, to evaluate 
sensitivities to uncertainties in other parameters such as chemical reaction rates, initial and 
boundary conditions and deposition velocities etc., and improvement in the emission inventory 
should be conducted to enhance the reliability of sensitivity estimates that inform abatement 
planning. Despite these limitations, the study presents a great insight that can be used to support 
the development of O3 mitigation control strategies for KPAB. 
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Table 3.1 Episode average NOX and VOC emissions rate (ton/day) in each sensitivity political 
region in October 1-31, 2010.  
aRegion 
Area(km2) Population(thousand) bNOX 
(ton/day) 
bVOC(ton/day) 
NCMAB 7,030 10,772 261(259) 1,474 (1,084) 
CTAB 7,396 4,569 166 (164) 693 (311) 
YCNAB 5,446 3,357 135 (132) 479 (264) 
KPAB 5,727 3,607 186 (184) 642 (312) 
YLHDAB 10,287 1,005 72 (70) 696 (68) 
aNCMAB denotes North and Chu-Miao air basin, CTAB denotes Central air basin, YCNAB denotes 
Yun-Chia-Nan air basin, and YLHDAB denotes Yi-Lan and Hua-Dong air basin. bAnthropogenic emissions 
of NOX and VOC are shown in parentheses. 
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Table 3.2 Key model performance metrics for the hourly NO2, VOC and O3 at 15 monitoring sites 
in KPAB (Fig. 3.1c) during October 1-5, 2010. 
 O3 
O3(>60pp
b) 
O3(1hr-
max) 
O3(8hr-
max) 
NO2 
aVO
C 
Num. of obs. 
1,77
3 
409 75 75 
1,76
8 
1,32
0 
Mean mod.,ppb 33.3 75.1 74.0 60.7 32.5 
390.
3 
Mean obs.,ppb 42.4 83.0 84.4 69.2 14.3 
213.
3 
Mean bias (MB), 
ppb 
-9.1 -7.9 -10.4 -8.5 18.2 
177.
0 
Mean absolute 
gross error (MAGE), 
ppb 
19.3 19.6 17.9 14.6 21.0 
236.
5 
Normalized 
mean bias (NMB), % 
-21.4 -9.5 -12.3 -12.4 
127.
1 
83.0 
Normalized 
mean error (NME), % 
45.5 23.6 21.2 21.1 
146.
6 
110.
9 
Root mean 
Square error (RMSE), 
ppb 
15.7 9.0 13.4 12.3 19.4 
207.
3 
Correlation 
coefficient (R) 
0.8 0.4 0.9 0.8 0.5 0.5 
aChaozhou, Meinong, Hengchun, and Qiaotou is not available. 
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Table 3.3 Statistical comparison of the average sensitivity coefficient of MDA8 O3 (ppb per 100% 
change in emissions) averaged over the KPAB domain to Taiwan domain-wide average ANOX and 
AVOC emissions, using BFM and HDDM for October 1-5, 2010..   
Emission aBFM(ppb) HDDM(ppb) bNMB(%) cNME(%) R2 
1st order NOX 6.56 7.69 17.32 18.44 0.97 
1st order VOC 4.26 4.7 10.16 11.87 0.99 
2nd order NOX -11.95 -7.63 -36.17 36.63 0.93 
2nd order VOC -3.05 -1.91 -37.21 37.73 0.95 
aFirst order sensitivity is calculated by eq. 5 while second order sensitivity is calculated by eq. 6 for ±
10% emission perturbations. bFirst order sensitivity is calculated by eq. 7 while second order sensitivity is 
calculated by eq. 8 for infinitesimal emission perturbations. cNormalized mean bias Σ(HDDM -BFM)/ 
Σ(BFM), comparing coefficients for each day and grid cell. dNormalized mean error, Σ|(HDDM - BFM)|/ 
Σ|(BFM)| 
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Table 3.4 Simulated daily maximum 8-hour O3 concentrations averaged over the KPAB political 
region (Fig. 3.1b), and zero‐out source contributions from local and upwind ANOX and AVOC 
emissions, Taiwan domain-wide biogenic emissions, and initial and boundary conditions on each 
episode day. 
Zero‐out source contribution components (ppb) 
1-Oct 2-Oct 3-Oct 4-Oct 5-Oct 
ppb % ppb % ppb % ppb % ppb % 
1st order& 
NCMAB_NOx 2 3% 0.9 2% 0.5 1% 0.9 1% 1.1 1% 
NCMAB_VOC 1.2 2% 1.2 2% 1.2 2% 1.2 2% 1.2 2% 
CTAB_NOx 2.2 3% 0.6 1% 0.6 1% 1.3 2% 1.3 2% 
CTAB_VOC 1.3 2% 0.3 1% 0.2 0% 0.8 1% 0.7 1% 
YCNAB_NOx 3.3 5% 2.8 6% 1.7 3% 2 3% 1.7 2% 
YCNAB_VOC 2 3% 1.9 4% 0.7 1% 1.9 3% 1 1% 
KPAB_NOx -1.9 -3% -2.5 -5% 5.2 10% -2.3 -3% 0 0% 
KPAB_VOC 5.3 8% 2.4 5% 4.3 8% 4.7 7% 5.1 6% 
YLHDAB_NOx 0.9 1% 0.5 1% 0.2 0% 0.7 1% 0.6 1% 
YLHDAB_VOC 0 0% 0.1 0% 0 0% 0 0% 0 0% 
2nd order(Self) & 
NCMAB_NOx 0 0% 0 0% 0.1 0% 0.2 0% 0.3 0% 
NCMAB_VOC 0.2 0% 0 0% 0 0% 0.1 0% 0.1 0% 
CTAB_NOx 0 0% 0 0% 0.2 0% 0.3 0% 0.2 0% 
CTAB_VOC 0.1 0% 0 0% 0 0% 0 0% 0 0% 
YCNAB_NOx 0.7 1% 1.1 2% 0 0% 0.3 0% 0.2 0% 
YCNAB_VOC 0.3 0% 0.2 0% 0 0% 0.1 0% 0 0% 
KPAB_NOx 3.1 5% -0.1 0% 0.4 1% 1.2 2% 4.2 5% 
KPAB_VOC 0.6 1% -0.1 0% 0.1 0% 0.1 0% 0.6 1% 
YLHDAB_NOx 0 0% 0 0% 0 0% 0 0% 0 0% 
YLHDAB_VOC 0 0% 0 0% 0 0% 0 0% 0 0% 
2nd order(Cross) & 
NCMABNOxVOC -0.9 -1% -0.4 -1% -0.2 0% -0.3 0% -0.4 -1% 
NCMABNOx_KPABNOx 0.1 0% 0.1 0% 0 0% 0.1 0% 0.1 0% 
NCMABNOx_KPABVOC 0.3 0% 0 0% 0 0% 0.1 0% 0.3 0% 
NCMABVOC_KPABNOx 0 0% 0 0% 0 0% 0 0% 0 0% 
NCMABVOC_KPABVOC -0.7 -1% -0.1 0% -0.1 0% -0.4 -1% -1 -1% 
CTABNOxVOC -0.7 -1% -0.1 0% -0.1 0% -0.3 0% -0.2 0% 
CTABNOx_KPABNOx 0.1 0% 0 0% 0 0% 0.1 0% 0.1 0% 
CTABNOx_KPABVOC 0.1 0% 0 0% 0 0% 0.1 0% 0.1 0% 
CTABVOC_KPABNOx 0 0% 0 0% 0 0% -0.1 0% 0 0% 
CTABVOC_KPABVOC -0.2 0% 0 0% 0 0% -0.3 0% -0.4 -1% 
YCNABNOxVOC -1.1 -2% -1.1 -2% -0.4 -1% -1 -1% -0.3 0% 
YCNABNOx_KPABNOx 0.7 1% 0.4 1% 0 0% 0.6 1% 0.5 1% 
YCNABNOx_KPABVOC 0.4 1% 0 0% 0 0% 0.1 0% 0.2 0% 
YCNABVOC_KPABNOx -0.2 0% -0.1 0% -0.1 0% -0.4 -1% -0.2 0% 
YCNABVOC_KPABVOC -0.9 -1% -0.2 0% -0.4 -1% -1 -1% -0.7 -1% 
YLHDABNOxVOC 0 0% 0 0% -0.1 0% -0.1 0% 0 0% 
YLHDABNOx_KPABNOx 0 0% 0 0% 0 0% 0 0% 0 0% 
YLHDABNOx_KPABVOC 0 0% 0 0% 0 0% 0 0% 0 0% 
YLHDABVOC_KPABNOx 0 0% 0 0% 0 0% 0 0% 0 0% 
YLHDABVOC_KPABVOC 0 0% 0 0% 0 0% 0 0% 0 0% 
KPABNOxVOC -2.5 -4% 0.3 1% -3 -6% -2.5 -4% -3.8 -5% 
$Taiwan domain-wide biogenic emission 5.2 5.2 8% 3.2 7% 3.5 7% 3.5 5% 3.6 
Initial condition 0.4 0.4 1% 0.1 0% 0 0% 0 0% 0 
Boundary condition 23.2 23.2 36% 26.3 54% 32.9 63% 38.1 56% 33.2 
#Sum of contributions 44.9 44.9 70% 37.5 77% 47.4 90% 50.0 74% 49.4 
Simulated O3  64.0 64.0 49.1 52.5 67.7 
&The first order source contribution denotes the first‐order sensitivity coefficients, the second order self-source contribution denotes minus one half of 
the second‐order self-sensitivity coefficients, and the second order cross-source contribution denotes minus second‐order cross‐sensitivity coefficients, 
reflecting their contributions to zero‐out source contribution in eq. 7.$Taiwan domain-wide is defined as the 3-km resolution model domain (D4) in figure 
1b.#Sum of contribution denote that O3 contribution is added up by local and upwind anthropogenic emissions, Taiwan domain-wide biogenic emission, 
initial condition and boundary condition. 
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(a) 
 
(b) 
 
(c) 
 
Figure 3.1 (a) The four-level nesting modeling domains derived from WRF for the application of 
CMAQ. (b) The Taiwan domain, used for HDDM sensitivity analysis, defined by d04 at 3-km 
resolution (90 columns x 135 rows), and showing the five political regions for HDDM sensitivity 
analysis North and Chu-Miao Air Basin (NCMAB), Central Air Basin (CTAB), Yun-Chia-Nan Air 
Basin (YCNAB), Kao-Ping Air Basin (KPAB), and Yi-Lan and Hua-Dong Air Basin (YLHDAB) 
regions, where KPAB consists of the Kaohsiung and Ping-Tung administrative districts.  The 
KPAB domain is shown as an orange rectangle (columns 15–55 and rows 1–70 of the Taiwan 
domain), and O3 concentrations are averaged over this region. (c) The locations of 15 monitoring 
sites are shown over part of KPAB (1.Daliao, 2.Xiaogang, 3.Renwu, 4.Zuoying, 5.Linyuan, 
6.Qianjin, 7.Qianzhen, 8.Pingtung, 9.Hengchun, 10.Meinong, 11.Fuxing, 12.Nanzi, 13.Fengshan, 
14.Chaozhou, 15.Qiaotou) 
NCMAB 
CTAB 
YCNAB 
KPAB 
YLHDAB 
d01 
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(e) 
 
 
(f)
 
 
(g)  
 
(h)  
 
(i) 
   
 
Figure 3.2 Synoptic surface weather maps for (a) 8am(LST) on 1 October, (b) 2pm(LST) on 1 
October, (c) 8am(LST) on 2 October, (d) 2pm(LST) on 2 October, (e) 8am(LST) on 3 October, (f) 
2pm(LST) on 3 October, (g) 8am(LST) on 4 October, (h) 2pm(LST) on 4 October, and (i) 8am(LST) 
on 5 October, 2010. 
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(a) 
 
(b) (c)  
(d) 
 
(e) 
 
 
Figure 3.3 Simulated surface wind vectors and O3 concentration (ppb) over the Taiwan domain at 
2pm (LST) on (a) 1 October (b) 2 October (c) 3 October (d) 4 October, and (e) 5 October, 2010.  
The reference vector on each plot denotes a wind speed of 10 m/s.   
 
  
 88 
 
 
Figure 3.4 Time series of predicted hourly O3 concentration (ppb) concentrations compared with 
TAQMN measurements in KPAB (Fig. 3.1c) for October 1-5, 2010. 
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Figure 3.5 Hourly variations in pressure (hPa), temperature (0C), sunshine (%), relative humidity 
(%) and wind speed (m/s) at Kaohsiung station from Taiwan’s Central Weather Bureau during 1 
to 5 October, 2010. 
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(d) 
 
 
 
 
 
 
 
(e) 
 
Figure 3.6 Spatial distribution of MDA8 O3 sensitivity coefficients (ppb per 100% change in 
emissions) shown over the KPAB domain (Fig. 3.1b) estimated by HDDM for ANOX and AVOC 
emissions from a) NAMAB b) CTAB c) YCNAB d) YLHDAB and e) KPAB source regions on 1 
October 2010.  
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Figure 3.7 a) Simulated daily maximum 8-hour O3 concentration (ppb) over the KPAB domain on 
1 October 2010 for the base emission inventory, and HDDM zero-out source contributions (ppb) 
of anthropogenic ANOX and AVOC emissions combined from b) NAMAB c) CTAB d) YCNAB 
e) KPAB f) YLHDAB g) boundary conditions, and h) initial conditions. Note that panels a, g and 
h have different color scales from panels b-f.   
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(a) 
 
(b) 
 
Figure 3.8 The 72-hour HYSPLIT backward trajectories (Red line) at the hour when the highest O3 concentration was observed on 1 
October, 2010 at (a) Chaozhou (2pm)(b) Fengshan (12pm), along with trajectories 1 hour (purple), 2 hours (blue) and 3 hours (green) 
earlier. The site location is shown with a yellow triangle. 
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Figure 3.9 Temporal variation in hourly O3 source contributions (ppb) of local and upwind anthropogenic precursor emissions and 
simulated and observed O3 concentration (ppb) during episode days at a)Chaozhou and b)Fengshan site over KPAB. 
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Figure 3.10. Hourly zero‐out source contributions (ppb) averaged over the KPAB political region 
for 1 October 2010 from upwind and local ANOx and AVOC emissions. S1NOX and S1VOC 
denote first‐order sensitivity coefficients, S2NOX and S2VOC denote minus one half of the 
second‐order self-sensitivity coefficients, and S2CROSS are minus second‐order cross‐sensitivity 
coefficients, reflecting their contributions to the zero‐out source contribution in eq. 7. Each 
sensitivity coefficient in the legend is followed by N, C, Y, K, or I which indicates emissions from 
NCMAB, CTAB, YCNAB, KPAB and YLHDAB, respectively. The total simulated and observed 
O3 concentrations are shown on the right axis, and the source contributions and sum of source 
contributions are shown on the left axis.   
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Figure 3.11 Isopleths of O3 (ppb) for the daily maximum 8-hour O3 concentration averaged over 
the KPAB political region on 1 October 2010 for changes in anthropogenic emissions from a) 
NCMAB, b) CTAB, c) YCNAB, d) KPAB and e) YLHDAB estimated by eq. 6. Axes reflect 
fractional changes in total anthropogenic emissions. 
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Figure 3.12 Simulated sensitivities coefficient (ppb per 100% change in emissions)  of the daily 
maximum 8-hour O3 averaged over the KPAB political region on 1 October, 2010 to local (KPAB) 
ANOX and AVOC emissions under the base emission inventory (thick black lines) and O3 
sensitivity coefficient (ppb per 100% change in emissions)  to various perturbations in the 
emission inventory for a) local ANOX from changes in local ANOX emissions, b) local AVOC from 
changes in local ANOX emissions, c) local ANOX from changes in local AVOC emissions, and d) 
local AVOC from changes in local AVOC emissions.   
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CHAPTER 4 – PM2.5 SENSITIVITIES AND SOURCE CONTRIBUTIONS OF 
GEOGRAPHICALLY-DISTRIBUTED PRECURSOR EMISSIONS OVER KAO-PING 
AIR BASIN IN TAIWAN AND IMPLICATIONS FOR MITIGATION POLICY 
 
4.1 Introduction 
Particulate matter with aerodynamic diameter less than 2.5 µm(PM2.5) has been recognized 
to cause adverse human health effects, including cardiovascular and respiratory premature 
mortality (Bell et al., 2004; Burnett et al., 2014; Krewski et al., 2009; Lepeule et al., 2012), and is 
a key focus of air quality policies such as the National Ambient Air Quality Standards (NAAQS). 
PM2.5 can be directly emitted (e.g., from diesel vehicles, dust, and biomass burning) and formed 
secondarily from reactions of gases including sulfur dioxide (SO2), nitrogen oxides (NOX), 
ammonia (NH3), and volatile organic compounds (VOCs) (Ansari and Pandis, 1998; Hallquist et 
al., 2009; NARSTO, 2004; Zhang et al 2015). Several chemical pathways affect PM2.5 
concentration. PM2.5 concentrations can even increase as SO42− concentrations decrease, by 
allowing more HNO3 to condense (Ansari and Pandis, 1998; West et al., 1999). A decrease in NOX 
can lead to an increase in nitrate concentrations because of the increase in oxidant concentrations 
under a VOC-limited regime(Pun and Seigneur, 2001). A reduction in VOCs emissions similarly 
can lead to a reduction in PM organic compound concentrations, but may cause increases in sulfate 
and nitrate concentrations due to increases in oxidant concentrations and/or decreases in the 
formation of gaseous organic nitrates (Meng et al., 1997). Understanding how PM2.5 responds to 
changes in its precursor emissions can therefore contribute to forming effective control 
management strategies (Blanchard and Tanenbaum, 2008; Chen et al., 2014a; Holt et al., 2015).  
The Taiwan Environmental Protection Administration (TEPA) established National Ambient 
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Air Quality Standards (NAAQS) for 24-hour (35 μg/m3) and annual average (15 μg/m3) PM2.5 
concentrations in 2012. TEPA observations show that the Kao-Ping air basin (KPAB) had 
maximium 24-hour average  PM2.5 concentrations of 61.0 μg/m3 averaged over all measurement 
sites from 2015 to 2017, and annual average PM2.5 concentrations of 23.5 μg/m3 in 2015 to 20.9 
μg/m3 in 2017 averaged over all measurement sites. KPAB has had higher PM2.5 concentrations 
than the other air basins (TEPA, 2017), due to its high density of population, vehicles and intensive 
industries, and geographic downwind disadvantage relative to other air basins. Observed PM2.5 
concentrations have shown that the highest monthly average PM2.5 concentrations occur during 
the winter, and the lowest during the summer in Taiwan (Chou et al., 2010; TEPA, 2017). A long 
term synoptic weather analysis has pointed out that different categories of weather patterns are 
associated with high PM2.5 air pollution in Taiwan, among which high pressure reversal, light 
northeasterly monsoon and emanating high pressure are three major weather patterns triggering 
elevated PM2.5 during the winter and spring (Chuang et al., 2008; Lai et al., 2014; TEPA, 2017; 
Weng et al., 2013). In particular, Taiwan is situated in East Asia, with proximity to the east of 
China. The long-range transport (LRT) of air pollutants from East Asia significantly contribute to 
Taiwan’s PM2.5 concentration during the winter monsoon season when northeasterly winds prevail 
(Chen et al., 2014b; Chuang et al., 2008; Junker et al., 2009). Chen et al. (2014b) estimated that 
contributions to annual PM2.5 concentration in Taiwan are 60%from Taiwan’s own contribution, 
27% from direct LRT (transport of outside pollutants including PM2.5 and its precursors directly 
forms PM2.5 without any interactions with local precursors), 9% indirect LRT (transported aerosols 
interact with local precursors to form PM2.5) and 3% background (from neither Taiwan nor East 
Asia), showing that local emissions are responsible for about 70% of PM2.5 while 30% of PM2.5 
was due to LRT. When the prevailing northeasterly synoptic weather patterns occur, the Central 
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Mountain Range reduces the dispersion of pollutants and causes pollutants to accumulate in the 
downwind KPAB, exacerbating the buildup of PM2.5 concentrations in KPAB due to its location at 
the lee side (Chang et al., 2011; Tsai et al., 2011; Weng et al., 2013; TEPA, 2017). Previous studies 
have indicated that high PM2.5 is strongly associated with meteorological parameters such as wind 
speed, temperature, mixing height, cloudiness, relative humidity and pressure (Asimakopoulos et 
al., 2012; Fang et al., 2007; Kuo et al,. 2011; Wise and Comrie, 2005;  Wang et al., 2014). In 
addition, several field experiments conducted in southern Taiwan have shown that the most 
important constituents of PM2.5 concentrations during winter were secondary inorganic 
components such as SO42-, NO3-, NH4+, indicating that reducing the corresponding precursors 
could represent a cost-effective PM2.5 control management strategy (Chang et al., 2011; Chou et 
al., 2010; Hsu et al., 2008; Lu et al., 2016; Tsai et al., 2011; Tsai and Kuo, 2005; Tsai and Chen, 
2006; TEPA, 2016a).  
For PM2.5 mitigation strategies, different approaches have been used to quantify PM2.5 
contributions and analyze PM2.5 sensitivities to its precursor emissions, including the brute force 
method (BFM) and decoupled direct method (DDM). Both techniques can be applied to study the 
influence of regional emissions to air quality at receptor locations. BFM evaluates the 
concentration response to the change in emissions from a source region by calculating the 
difference between a base case and a perturbation simulation (Chen et al., 2014a; Chen et al., 2017; 
Holt et al., 2015; Lu et al., 2016; Vieno et al., 2016; Wang et al., 2013a). For example, Chen et al. 
(2017) used BFM and found that to meet the air quality standard in three air basins (KPAB, Yun-
Chia-Nan Air Basin (YCNAB) and Central Taiwan Air Basin (CTAB)), the reduction of Taiwan 
domain wide primary PM2.5, NOX and SOX emissions should be 76%, 93% and 20% respectively. 
A similar approach applied in California’s San Joaquin Valley (SJV) revealed that reductions in 
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anthropogenic primary PM2.5 and oxides of nitrogen (NOX) have the greatest impact on PM2.5 
concentrations (Chen et al., 2014a). Whereas BFM does not involve complex programming skill, 
it becomes computationally burdensome when modeling multiple sources. DDM offers an 
alternative to BFM by directly solving sensitivity equations derived from the governing equations 
of the model (Boone and Arunachalam, 2014; Habermacher et al., 2007; Itahashi et al., 2012; Kim 
et al., 2016; Shih et al., 2004; Tsimpidi et al., 2012; Wang et al., 2013b). For example, Shih et al. 
(2004) used DDM to estimate inter- and intrastate impacts of emissions on both ozone (O3) and 
PM2.5 in 19 states in the eastern United States, finding that local (in-state) emissions generally 
account for about 23% of both local 8-hour O3 and 24-hour PM2.5 concentrations, averaging over 
all states, while neighboring states contribute much of the rest. Kim et al. (2016) estimate that 
contributions to PM concentration in Seoul are 39.77%-53.19% from China industrial and urban 
regions, 15.37%～37.10% from South Korea, and 9.03%～18.05% from North Korea. DDM 
appears to work better than BFM due to numerical noise and other factors, and is more accurate 
than BFM in determining the impact of emissions that affect secondary PM. When estimating 
sensitivities to multiple source regions, DDM is also more computationally efficient (Koo et al., 
2007; Napelenok et al., 2006; Wang et al., 2013b).  
Whereas previous studies have identified the main emission sources and proposed possible 
emission reductions in KPAB for PM2.5 mitigation (Chen et al., 2014a; Kuo et al., 2011; Lu et al., 
2016; Tsai and Chen, 2006 ), none has investigated how KPAB PM2.5 responds to emissions from 
specific upwind source regions. Understanding sensitivities and contributions from local and 
upwind regions is particularly important for KPAB because it is downwind of large emission 
sources, and the relative importance of intra- and inter-basin transport for KPAB PM2.5 is not well 
understood. Here, we use the Community Multiscale Air Quality (CMAQ) model with DDM is 
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conducted to investigate  PM2.5 sensitivity to changes in primary PM2.5 and precursor emissions 
(i.e. SO2, NOX, VOCs, and NH3), as well as PM2.5 contributions from local and upwind emissions 
under northeasterly synoptic weather conditions typical of high PM2.5 in winter. The result is 
expected to quantify the influences of effective emission reductions from different source regions 
to mitigate PM2.5 concentration in KPAB. 
 
4.2 Methodology  
4.2.1 Model settings and configuration 
The Community Multi-scale Air Quality (CMAQ) modeling system version 5.0.2 (Byun and 
Schere, 2006; Byun and Ching, 1999) released by the US Environmental Protection Agency was 
applied to simulate the chemical transport of air pollution in this study. CMAQ is driven by 
meteorological fields generated by the Weather Research and Forecasting (WRF) version 3.4.1 
model, with the full WRF model application documented by TEPA (2014) and summarized here. 
The National Centers for Environmental Prediction (NCEP) Final Analyses Data (ds083.2) with a 
spatial resolution of 1.0 × 1.00 and a 6-hourly temporal resolution was used to drive the WRF 
model, along with 6-hourly observational data including NCEP Automated Data Processing (ADP), 
surface observations (ds464.0), and upper air observations (ds353.4). The WRF model 
configuration is listed in Table C1. The one-way nested approach with four-dimensional data 
assimilation (FDDA) in WRF was performed to generate 2010 meteorology fields using model 
domains with 80×70 horizontal grids at a resolution of 81 km × 81 km (D01),  80×70 at 27 km × 
27 km (D02), 80×70 at 9 km × 9 km (D03), and 135×90 at 3 km × 3 km (D04), with all domains 
centered at 250N, 1250E nested on a Lambert conformal projection (Fig. 4.1a). The 
Meteorology/Chemistry Interface Processor (MCIP) 3.4 was used to process WRF output. CMAQ 
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simulations were conducted over all four domains, and we define D04 at 3 km resolution as the 
Taiwan domain over which all BFM and DDM sensitivity simulations are conducted (Fig. 4.1b). 
The KPAB domain is defined in Fig. 1b for analysis of model output. 
TEPA identified 13 common weather patterns associated with high PM2.5 episode occurrence 
by a synoptic weather cluster analysis over a decade (TEPA, 2017). It has indicated that 
northeasterly wind monsoon and continental high pressure moving toward Taiwan from mainland 
China are two frequent typical synoptic weather patterns associated with high PM2.5 in winter, and 
the tropical low pressure system moving northwards closer to Taiwan prevails for high PM2.5 
episodes in spring. KPAB observations show that the 2010 annual mean PM2.5 concentration is 
35.7 μg/m3, and that the most severe PM2.5 pollution is in December with a monthly mean PM2.5 
concentration of 59.5 μg/m3, while the lowest PM2.5 pollution month is July (20.7 μg/m3) (Chou 
et al., 2010; TEPA, 2017). Therefore, CMAQ modeling was set up to simulate the period of 
November 28 to December 31 in 2010 when high PM2.5 concentrations were observed over KPAB 
(Fig. 4.1b). We further choose the period of 21 to 24 December 2010 for sensitivity analysis 
because it is a typical synoptic weather pattern of northeasterly wind monsoon and continental 
high pressure moving toward Taiwan from mainland China, in particular December 21 and 23 fit 
into PW1 (First class of high PM2.5 episode in winter) and December 22 and 24 for PW2 (Second 
class of high PM2.5 episode in winter) indicated by TEPA (2017). In all of 2010, these days had the 
highest number of monitoring sites in KPAB with hourly PM2.5 concentrations greater than 100 
μg/m3. Sensitivity simulations begin on December 18 to allow for three days as the initialization 
period. 
The 2010 emission inventory in this study was developed by the Taiwan Emission Data 
System (TEDS 8.1) released by the Taiwan EPA (https://teds.epa.gov.tw/Default.asp), with a 
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resolution of 1 km × 1 km, categorized into point, mobile and area emissions.  Table 1 shows 
average anthropogenic primary PM2.5, SO2, NOX, NH3 and VOCs emission rates (ton/day) in each 
political sensitivity region during December, 2010. Average SO2 emissions over KPAB is greater 
than other regions due to its high density of power plants and petrochemical facilities. NCMAB 
has more factories producing greater NOX and VOCs emissions. While YLHDAB is the largest in 
area, its emissions are relatively small due to the small population. Biogenic emissions in Taiwan 
were prepared using the Taiwan Biogenic Emissions Inventory System (TBEIS-2) (Chang et al., 
2009) with total estimates of 458,000 tons per year, including isoprene (155,000 ton/year), 
monoterpenes (152,900 ton/year), Methyl-Buten-Ol (145,700 ton/year) and other NMVOC (4,700 
ton/year). Both anthropogenic and biogenic emission data are processed by the Sparse Matrix 
Operator Kernel Emissions (SMOKE) version 3.7 (CEP, 2015) into hourly temporal resolution and 
3-km spatial resolution, in coordination with meteorological data, for input to CMAQ (Table 4.1 
and Figure C1). Using SMOKE with SPECIATE version 4.5 (Hsu et al., 2016), VOCs emissions 
were speciated into 19 subcategories based on chemical reactivity and functional groups, for use 
with the CB05 chemical mechanism (Yarwood et al., 2005) with aqueous and aerosol extensions, 
and the AERO6 model (Carlton et al., 2010). Initial and boundary (IC/BC) conditions for CMAQ 
were derived from GEOS-Chem simulations with a resolution of 2.00x2.50 that used various 
emission inventories for different sectors, including the MIX Asia Emission Inventory (Li et al., 
2015), biogenic emissions from the Model of Emissions of Gases and Aerosols from Nature 
(MEGANv2.1) (Guenther, 2006), and biomass burning emissions from the Global Fire Emissions 
Database (GFED) (Van der Werf et al., 2008). The downscaling methodology of IC/BC from 
GEOS-Chem to CMAQ has been described by Lam and Fu (2009). In CMAQ, 15 vertical layers 
are used extending to approximately 17.5 km above ground, with 6 layers below 1 km and the first 
 104 
 
layer is 20 m thick. CMAQ treats the PM size distribution in three modes: Aitken and accumulation 
modes for particles with diameter under 2.5 μm, and a dynamic coarse mode. A summation of 
Aitken and accumulation modes was used for PM2.5. 
4.2.2 Sensitivity experiments 
Brute Force Method (BFM). BFM is the simplest way to evaluate the concentration 
response to a change in emissions in a CTM. In this method, finite differencing compares 
concentrations computed by two CTM simulations that are identical except for a perturbation in 
the sensitivity parameter: 
𝑆𝑗
(1)
≈
𝐶+∆𝜀𝑗−𝐶−∆𝜀𝑗
2∆𝜀𝑗
                       (eq. 14) 
Where the 𝜀𝑗  is the relative perturbation, 𝐶+∆𝜀𝑗  is the simulated concentration at an 
emissions level ∆𝜀𝑗 higher than the base, 𝐶−∆𝜀𝑗 the concentration at emissions ∆𝜀𝑗 lower, and 
𝑆𝑗
(1)
 the approximate first-order, brute-force sensitivity. BFM is handy to use in any CTM and it 
doesn’t involve complex programming skill. However, when it comes to a large number of 
sensitivities, BFM becomes computational burdensome. Although it computes an exact model 
response to specific perturbations, BFM has been shown to be susceptible to numerical instability 
for small emission perturbations due to model discontinuities and round-off errors (Napelenok et 
al., 2006, 2008). 
Decoupled Direct Method (DDM). DDM in three dimensions (DDM-3D) is designed to 
calculate the sensitivity to different parameters and uses the same numerical algorithms for 
transport-related processes (advection, diffusion, deposition, etc.) as for concentrations (Dunker, 
1984; Yang et al., 1997). DDM-3D is used to calculate the semi-normalized sensitivity 
coefficients,𝑆𝑖,𝑗
(1)
, of ambient pollutant concentrations to perturbations in a model input (e.g., an 
 105 
 
initial condition, boundary condition or emission rate) or parameter (e.g., a reaction rate): 
𝑆𝑖,𝑗
(1)
= 𝑃𝑗
𝜕𝐶𝑖
𝜕𝑝𝑗
= 𝑃𝑗
𝜕𝐶𝑖
𝜕(𝜖𝑗𝑝𝑗)
=
𝜕𝐶𝑖
𝜕𝜀𝑗
                                (eq. 15) 
where 𝜀𝑗 is the relative perturbation, 𝐶𝑖 is the ambient concentration of species i, and 𝑃𝑗 is the 
unperturbed “base case” emissions rate of source j. The sensitivity coefficients are computed for 
all modeled species and vary spatially and temporally. To project the fractional perturbation of ∆𝜀𝑗 
from the base case simulation, the corresponding concentration can be approximated by a Taylor 
series expansion of the sensitivity coefficient: 
𝐶𝑖(𝑝𝑗) = 𝐶𝑖(𝑃𝑗) + 𝑆𝑖,𝑗
(1)∆𝜀𝑗 + ⋯ ≈ 𝐶𝑖,0 + 𝑆𝑖,𝑗
(1)∆𝜀𝑗             (eq. 16) 
where Ci,0 is the concentration in the base case simulation. The zero-out source contribution (ZOC) 
of an emission source is defined as the difference between Ci,0 and the concentration that would 
occur if the source did not exist. A first-order approximation of ZOC can be calculated from DDM 
results by setting 𝑃𝑗 = 0 (i.e., ∆𝜀𝑗 = −1) in eq. 3, also be expressed as 
ZOC(𝑝𝑗) ≅ 𝐶𝑖,0|𝑝𝑗=𝑃𝑗 − 𝐶𝑖,𝑗|𝑝𝑗=0 = 𝑆𝑖,𝑗
(1)
                           (eq. 17) 
DDM-3D has been integrated into the CMAQ model for gaseous (Cohan et al., 2005) and 
particulate species (Napelenok et al., 2006, 2008) according to prior developments of the method 
(Dunker, 1984; Yang et al., 1997). A key distinction between two methods is that DDM predicts 
local sensitivity coefficients that represent the responsiveness to infinitesimal changes in a 
parameter, while BFM predicts responses to finite changes. DDM has been applied to quantify 
emission control strategy impacts (Tsimpidi et al., 2012), control costs (Cohan et al., 2006) or 
health effects (Kerl et al., 2015; Penn et al., 2017).  Although those applications can be achieved 
by BFM, DDM has an advantage that it efficiently computes sensitivities to numerous input 
parameters. Comparisons between the two methods have concluded that DDM is better than BFM 
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in particular in the linear response environment (Koo et al., 2009; Napelenok et al. 2006, 2008). 
In this sense, the first-order approximation of ZOC is equal to the semi-normalized first-order 
sensitivity itself, and we can investigate the source receptor relationships (SRRS) based on the 
ZOC approach in this study. Since the response of secondary inorganic PM has been reported to 
be reasonably linear for specific emission sources, a first-order approximation of ZOC can provide 
reasonably good predictions of the impact of emission sources (Koo et al., 2009; Napelenok et al. 
2006, 2008). 
4.2.3 CMAQ model performance evaluation 
Simulated surface meteorological fields were examined against surface hourly observations 
from 26 ground observation sites of the Taiwan Central Weather Bureau (CWB), for which 
December 2010 was a part of the over-one-month simulation period of TEPA (TEPA, 2014). WRF 
model performance was validated in agreement with Taiwan’s Air Quality Modeling Performance 
Criteria Act (TEPA, 2015) (Table C2). We compare CMAQ predictions for December 1-31 2010 
with measured 24-hour average concentrations for PM10, PM2.5 as well as major PM2.5 components 
and precursors from air quality monitoring stations over KPAB (i.e. Taiwan Air Monitoring Station 
Network (TAQMN) (http://taqm.epa.gov.tw/taqm/). In KPAB, Daliao, Xiaogang, Renwu, Zuoying, 
Linyuan, Qianjin, Pingtung, Hengchun, Meinong, Nanzi and Chaozhou are classified as regular 
air quality monitoring stations,  Fengshan and Fuxing are classified as transportation air quality 
monitoring stations, Qianzhen is classified as an industrial air quality monitoring station, and 
Qiaotou is classified as a background air quality monitoring station. Fuying, Qianzhen and 
Chaozhou are also supersites (Figure. 4.1c). The measurements include hourly PM10 and PM2.5 
and their major precursor pollutants such as SO2, NO2, VOCs etc. while 3 supersites measure 
physical and chemical properties of aerosol hourly such as nitrate, sulfate, OC, EC etc. Due to lack 
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of ammonium measurement, we apply (2⨯sulfate/96+ nitrate/62)⨯18 as suggested by (Lin et al., 
2007) to calculate the observed ammonium concentration. Model performance metrics such as 
mean bias (MB), mean absolute gross error (MAGE), normalized mean bias (NMB), normalized 
mean error (NME), mean fractional bias (MFB), mean fractional error (MFE), the root mean 
square error (RMSE), and correlation coefficient (R) (Yu et al., 2006) were computed for 24-hour 
averages during the December 2010 period and compared to model performance criteria suggested 
by Boylan and Russell (2006) and TEPA (2015). Other qualitative indicators of model performance 
such as the spatial concertation distribution, time series and scatter plots of modeled and measured 
air pollutants were also generated. 
4.2.4 PM2.5 sensitivity analysis 
CMAQ simulations were conducted to investigate the response of PM2.5 concentrations in the 
KPAB to reductions in anthropogenic emissions of primary PM2.5 and PM2.5 precursors (i.e., NOX, 
SOX, VOCs, and NH3) in the KPAB and other regions, for 21 to 24 December 2010. We use DDM 
to calculate the sensitivities of PM2.5 to precursor emissions from KPAB and 4 upwind regions (i.e. 
North and Chu-Miao Air Basin (NCMAB), Central Air Basin (CAB), Yun-Chia-Nan Air Basin 
(YCNAB), and Yi-Lan and Hua-Dong Air Basin (YLHDAB) (Figure. 4.1b). Here, the 
anthropogenic emissions tracked by DDM are the point, area and mobile emissions defined by the 
Taiwan Emission Data System (TEDS 8.1). To prevent interference of initial conditions, 3 day 
spin-ups were used for this episode, beginning on 18 December. The modeled results were 
averaged to present 24-hour averages from the surface layer across the 4 day episodes at grid cells 
where the monitoring sites are located over the KPAB (Figure. 4.1c). In addition, we use the Air 
Resources Laboratory’s (ARL’s) Hybrid Single Particle Lagrangian Integrated Trajectory 
(HYSPLIT) model to locate the source of the high peak of PM2.5 occurrence by showing 72-hour 
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backward trajectories (Stein et al., 2015).  
To assess the accuracy of DDM, we compared DDM and BFM simulations of the response 
of PM2.5 concentrations across the KPAB to 20% reductions in Taiwan domain-wide precursor 
emissions during 21–24 December 2010, using eq. 1 for BFM and eq. 2 for DDM. A 20% emission 
reduction was chosen to be large enough to prevent numerical noise but small enough to capture 
small variations from the emissions base case, following Koo et al., (2009) and Napelenok et al., 
(2006, 2008). This 20% emission perturbation is also applied during the spinup period to take into 
account the influence of emissions from before the focus period. We used three statistical modeling 
performance benchmarks, the normalized mean bias (NMB), normalized mean error (NME) and 
correlation coefficient (R), to compare the BFM and DDM techniques. 
 
4.3 Results 
4.3.1 CMAQ model simulation evaluation 
Baseline simulation. Model performance metrics for the 24-hour average PM2.5 precursor, 
PM10 and PM2.5 mass and major PM2.5 species compared with 15 regular sites and 3 supersites 
within the KPAB domain during 1-31 December are shown in Table C3. Time series and scatter 
plots of 24-hour average observed and simulated PM2.5 and PM2.5 component concentrations are 
presented in Figure C2-C8. We use the model performance criteria recommended by Taiwan EPA 
(2015), indicating that criteria for PM2.5 and PM10 mass are met when MFB is less than or equal 
to ±35%, MFE is less than or equal to 55%, and R is greater than or equal to 0.5, while model 
performance criteria for PM2.5 precursor evaluation are met when MFB is less than or equal to 
±65%, MFE is less than or equal to 85%, and R is greater than or equal to 0.45. For PM2.5 species, 
we use Boylan and Russell (2006)’s model performance criteria that the level of accuracy is 
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considered acceptable for modeling applications if MFB ≤ ±60%, and MFE ≤ 75%.  
In general, the 24-hour average PM10 and PM2.5 are underestimated by 39.2 μg/m3 and 10.0 
μg/m3 with -52.5% and -28.7% for MFB and 60.8% and 47.7% for MFE, respectively (Table C3). 
The model predicts 40-50% of the variability in both the daily PM10 and PM2.5. The overall the 
model performance for PM2.5 meets the criteria suggested by Taiwan EPA (2015), but violates for 
PM10. In addition, the model overpredicts the concentrations of NH4+, NO3- and EC by 0.7 μg/m3, 
7.3 μg/m3 and 0.4 μg/m3, respectively while underestimating the concentrations of SO42- and OC 
by 2.6 μg/m3 and 7.6 μg/m3, respectively. The over-predicted NO3- may be explained by the 
underestimated SO42- which makes more NH3 available to react with NOX. The overestimate of 
NH4+ can be explained by over-predicted NO3- and underestimated SO42-, as NH4+ concentration 
was derived from these two species. The model significantly underestimates OC, -67.5% for MFB 
and 73.5% for MFE, which is expected given uncertainties in the atmospheric processing of 
primary and secondary OC. Except for OC, simulated PM2.5 species meet the model performance 
criteria of Boylan and Russell (2006). For PM2.5 precursors, the model overpredicted the 
concentrations of SO2, VOCs and NO2 by 0.7 ppb, 67.0 ppb and 6.9 ppb, respectively but the MFB 
and MFE meet the model performance criteria of the Taiwan EPA (2015). Overall, the model was 
able to duplicate the observed temporal variation in PM2.5 and major PM2.5 species, and the 
statistical comparison meets the model performance benchmarks, indicating acceptable modeling 
performance. 
Episode simulation. During the winter episode of 21-24 December, a typical emanating high-
pressure system moves from inland and northern China toward the East China Sea. The high hourly 
PM2.5 concentrations of 73 μg/m3 observed at the northeast background Wanli site, suggests a 
significant influence of transport from outside of Taiwan (Figure 4.2) (Chuang et al., 2018). At 
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12am (LST) on the first day, a continental high pressure system (1022 hPa, 20N, 110E) forms 
moving toward the East China Sea, causing the northeasterly winds that prevailed in the vicinity 
of Taiwan (Figure 4.2a-b and Figure 4.3a-b). High PM2.5 concentrations (over 60 μg/m3 for 24-
hour average PM2.5) are observed over almost all monitoring sites in the KPAB (except for 
Meinong, Pingtung and Hengchun) on the first day.  
In the following two days, a high-pressure system (1056 hPa) developed over Siberia (100°E, 
50°N) at 12am (LST) on 22 and 23 December, pushing a previous continental high pressure system 
(1022 hPa, 30N, 120E) that formed on 21 December away from mainland China(Figure 4.2c-f and 
Figure 4.3c-f). When the emanating high pressure system reaches Taiwan, the west of Taiwan is 
situated at the lee side of the Central Mountain Range and encounters a high PM2.5 concentration 
buildup. In particular, a vortex formed accompanied by a significant land–sea breeze over KPAB 
after 12 pm (LST) on 22 December, bringing significant concentrations of PM2.5 and precursors to 
KPAB areas, resulting in a high PM2.5 buildup over KPAB (Figure 4.2c-f and Figure 4.3c-f). Except 
for the Hengchun site, over 60 μg/m3 of 24-hour average PM2.5 was observed at all monitoring 
sites in KPAB, with the highest measured PM2.5 concentrations of 108 μg/m3 and 127 μg/m3 at 
Qiaotou on 22 and 23 December, respectively.  
On 24 December the high-pressure system continues to impact Taiwan air quality, but the 
magnitude of effect has started to decrease due to the wind speed increase. Whereas the high PM2.5 
concentration still can be observed during the daytime, on 24 December the PM2.5 concentration 
started to decrease after 12pm (LST) along with a decrease in long-range from outside of Taiwan, 
based on the Wanli site (Figure 4.2g-h and Figure 4.3h). On 25 December, the 24-hour average 
PM2.5 concentration at all monitoring sites was below 60 μg/m3.  
On average, the simulated episode average 24-hour PM2.5 concentration across all KPAB sites 
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is 67.1 μg/m3 (Figure 4.4-4.5). The most abundant component is nitrate, accounting for 31.7% 
(21.3 μg/m3) of PM2.5 mass, followed by others 17.5% (11.8 μg/m3), ammonium 16.5% (11.0 
μg/m3), sulfate 14.7% (9.9 μg/m3), Soil 7.4% (4.9 μg/m3), OC 7.5% (5.0 μg/m3), EC 3.2% (2.2 
μg/m3) and sea salt 1.5% (1.0 μg/m3). This proportion of simulated PM2.5 component is in good 
agreement with previous field experiments which indicate that SO42-, NO3-, NH4+ are the most 
important constituents of PM2.5 during winter (Chang et al., 2011; Chou et al., 2010; Hsu et al., 
2008; Lu et al., 2016; Tsai et al., 2011; Tsai and Kuo, 2005; Tsai and Chen, 2006; TEPA, 2016a). 
Table 4.2 shows the model performance for the 24-hour average PM precursor, PM10 and PM2.5 
mass and PM2.5 species at KPAB sites during this four-day episode. Compared with the model 
performance for 1-31 December (Table C3), these 4 episode days overall have lower bias for PM10 
and PM2.5 mass but higher bias for PM2.5 precursors and components. The violation of R indicates 
that model has difficulty reproducing the variability during these 4 episode days (<40%). However, 
the simulated MFB and MFE for PM2.5/PM10 mass and PM2.5 precursor overall meet the model 
performance criteria (Taiwan EPA, 2015), except for MFB of PM10 (>±35%). For PM2.5 species, 
nitrate and OC violate the model performance criteria of Boylan and Russell (2006) but other PM2.5 
species are within those criteria. During this four day episode, the meteorological parameters 
shows low wind speed, high relative humidity and high surface pressure, which have been 
associated with high PM2.5 by previous studies (Fang et al., 2007; Kuo et al,. 2011;  Wang et al., 
2014) (Figure 4.6). 
4.3.2 CMAQ-DDM sensitivities to KPAB domain-wide emissions and evaluation with respect 
to BFM 
DDM evaluation. We compare CMAQ-DDM sensitivity coefficients to those approximated 
by the BFM for the response of PM2.5 concentrations to perturbations in Taiwan domain-wide 
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anthropogenic emissions of primary PM2.5, NOX, SO2, VOCs and NH3 using eq. 1 during a winter 
episode of 21-24 December 2010. For comparison, 24-hour average BFM and DDM sensitivity 
coefficients were computed in each cell from 4 episode days. Statistical comparison is performed 
for all cells for the entire episode. Table 4.3 shows the statistical parameter differences in episode 
average 24-hour PM2.5 sensitivity coefficients between the two methods, and Figure 4.7 shows 
spatial distribution differences. In general, the two methods agree well on the total PM2.5 sensitivity 
to precursor emissions (R is range from 0.85 to 0.99) except for VOCs (R is -0.05). Compared to 
BFM, DDM overestimates PM2.5 sensitivities to SO2, NOX and NH3 by 0.2 μg/m3, 1.07 μg/m3 and 
0.49 μg/m3, respectively, and underestimate PM2.5 sensitivities from primary PM2.5 and VOCs by 
1.44 μg/m3and 5.04 μg/m3, respectively (Table 4.3).   
Sensitivity response. To understand sensitivity differences, we further examine the response 
of PM2.5 species to precursor emissions (Table C4 and Figure C9). For SO42-, two sensitivity 
methods predict consistent SO42- sensitivities to each precursor, where the SO42- sensitivity to 
primary PM2.5, SO2, VOCs and NH3 is positive while NOX is negative. As urban areas of KPAB 
are understood to be VOC-limited (Liang et al., 2018; Peng et al. 2006, 2011; Shiu et al., 2007), 
the reduction of NOX could lead to increase in oxidant concentration (i.e. OH, O3) which may 
oxidize more SO2 to SO42- (Ansari and Pandis, 1998; West et al., 1999; NARSTO, 2004; Zhang et 
al 2015) and potentially form secondary organic aerosol due to the formation of a myriad of 
condensable VOCs products (NARSTO, 2004; Ziemann et al., 2012; Zhang et al 2015). The 
negative NO3- sensitivity to SO2 may result from SO2 emission reductions decreasing SO42-, which 
frees up NH3 to react with HNO3 to form ammonium nitrate (West et al., 1999). The negative NO3- 
and NH4+ sensitivity to VOCs may result from available NH3 to form ammonium nitrate, where 
VOC reductions cause NO2 to be converted to HNO3 rather than PAN (Meng et al., 1997; 
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NARSTO, 2004; Zhang et al 2015). For EC, no significant change in EC sensitivity to precursor 
emissions is predicted except for primary PM2.5 which includes direct EC emissions. The 
agreement between methods is better when there is a more direct relationship between the PM2.5 
species and the gaseous emissions (Table C4 and Figure C9). For instance, the sensitivities of EC 
to primary PM2.5 emissions, sulfate to SO2, nitrate to NOX, ammonium to NH3 and OC to VOCs 
agree well between the two methods (Table C4). When the relationship is less direct, more 
nonlinearity exists, leading to lower correlations or opposite signs (e.g. sensitivity of nitrate to SO2, 
sulfate to NOX and NH3, and OC to NH3). 
4.3.3 Source PM2.5 contribution to regional precursor emissions  
Spatial sensitivity. Figure 4.8 highlights the spatial distributions of the sensitivity of PM2.5 
to anthropogenic precursor emissions from local (i.e. KPAB) and upwind (i.e. NCMAB, CTAB, 
YCNAB and YLHDAB) regions on 21-24 December, 2010. Overall, the four-day average 
sensitivities of surface PM2.5 to precursor emissions are positive from any source region except for 
VOC emission reductions from CTAB and YCNAB, which are negative. Positive sensitivities 
indicate that reducing emissions of this precursor can mitigate PM2.5 over KPAB while negative 
sensitivities can get opposite result for PM2.5 reduction. In general, the response of KPAB PM2.5 
to local precursor emissions shows higher sensitivity than to upwind precursor emissions. In 
particular, KPAB PM2.5 has greater sensitivity to primary PM2.5, NOX and NH3 while smaller 
sensitivity to SO2 and VOCs, indicating that reducing primary PM2.5, NOX and NH3 more 
effectively reduce PM2.5 over KPAB. This priority of pollutant emission reductions is comparable 
to the previous findings (Chen et al., 2014b, 2017); however, Chen et al (2017) indicates that the 
most important emissions are primary PM2.5, NOX, and SOX, while VOCs and NH3 should not be 
a focus, which slightly differs from our result. This distinction may be explained by our four-day 
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wintertime episode simulation against two months, June and December simulated by Chen et al 
(2017). Our wintertime episode particularly has low SO2 because of low electricity generation 
relative to other seasons. 
 Spatial contribution. On average, BCs, ICs, and anthropogenic emissions from NCMAB, 
CTAB, YCNAB, YLHDAB and KPAB contribute 32.6%, 0.2%, 10.4%, 11.4%, 14.8%, 0.2% and 
26.6% to the 24-hour average PM2.5 concentrations, respectively, averaging the results at all KPAB 
sites, and 47.5%, 0.7%, 10.2%, 13.3%, 16.6%, 0.7% and 29.4%, respectively, averaging over the 
political KPAB region (Figure 4.9). These source contributions do not sum to the modeled PM2.5 
concentrations because biogenic emissions and higher-order nonlinear interactions also play a role. 
Here, we focus on the results averaged over measurement locations, as they are relevant to control 
policy management. The result that 32.6% of simulated PM2.5 was attributed to BC is comparable 
to previous findings that indicated that 36% of the annual PM2.5 average concentration in Taiwan 
is due to transport from outside Taiwan (Chen et al., 2014b). The transport of anthropogenic 
emissions from NCMAB, CTAB and YCNAB combined contribute about 36.6% of simulated 
PM2.5 concentration in KPAB, indicating that reducing those upwind emissions can significantly 
mitigate PM2.5 in KPAB. YLHDAB is estimated to be a negligible source, as air transport from 
YLHDAB is restricted by the Taiwan Central Mountain Range. The PM2.5 contribution from initial 
conditions on KPAB PM2.5 is also insignificant, indicating that the three day spin-up is sufficient. 
We further investigate the major PM2.5 contributions from individual precursor emissions (Figure 
4.10). For local emissions sources, primary PM2.5 emissions are the largest contributor to PM2.5 on 
average (11.9 μg/m3), while for upwind regions, NOX emissions contribute most (0.04-5.6 μg/m3), 
indicating that primary PM2.5, NH3 and NOX are the major emission precursors while SO2 and 
VOCs have little effect on PM2.5 (Figure 4.10a). Among PM2.5 species, NO3- has the largest 
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sensitivity to local and upwind precursor emissions ranging from -0.1 to 4.5 μg/m3 among local 
and upwind regions, followed by PM2.5 others, soil, OC, NH4+, EC, SO42-, and sea salt (Figure 
4.10b).  
Whereas the response of PM2.5 to local primary PM2.5 and upwind NOX emissions was found 
to be greatest in general, this response could vary among locations (Figure 4.9).  In particular, to 
further investigate these responses, we select the Qiaotou, Qianzhen and Chaozhou sites to 
represent background, urban, and rural sites, respectively defined by TAQMN 
(https://taqm.epa.gov.tw/taqm/en/AqiSiteMap.aspx). Among these three sites, local anthropogenic 
emissions dominate the PM2.5 contribution at the urban and rural sites, while upwind emissions 
dominate at the background site (Table 4.4 and Figure 4.9). The greatest contribution from upwind 
emissions at the background site is explained by its geographic location subject to emissions from 
upwind regions. At Qiaotou, local anthropogenic primary PM2.5 emissions contribute the most to 
episode average PM2.5 concentrations (6.9 μg/m3), followed by YCNAB NOx emissions (6.4 
μg/m3), CTAB NOx emissions (6.0 μg/m3), NCMAB NOx emissions (4.6 μg/m3) (Table 4.4 and 
Figure C10a). At Qianzhen, local anthropogenic primary PM2.5 emissions contribute the most to 
episode average PM2.5 concentrations (20.5 μg/m3), followed by YCNAB NOx emissions (6.3 
μg/m3), CTAB NOx emissions (6.1 μg/m3), NCMAB NOx emissions 4.8 μg/m3) (Table 4.4 and 
Figure C10b). At Chaozhou, the PM2.5 showed strong contributions from local anthropogenic NOX 
emissions (10.3 μg/m3) followed by local anthropogenic primary PM2.5 emissions (8.4 μg/m3), 
YCNAB NOx emissions (5.9 μg/m3), CTAB NOx emissions (5.1 μg/m3), NCMAB NOx emissions 
(3.2 μg/m3)(Table 4.4 and Figure C10c). For the response of 24-hour PM2.5 species to precursor 
emissions, no matter where the response takes place, the PM2.5 species show similar responses as 
the previous averaged results (Figure 4.10b and Figure C10).    
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Temporal contribution. We further break down the PM2.5 contribution of local and upwind 
emissions for each hour during this four day episode (Figure 4.11). The temporal variation shows 
that simulated PM2.5 concentration from local and upwind emissions is low in the daytime but high 
at night due to limitation of atmospheric dispersion by the low mixing height, as also indicated by 
Tsai et al. (2006). PM2.5 contribution from BC doesn’t vary through time. Among the upwind 
regions, the YCNAB shows the greatest PM2.5 contribution at night and lower during the day, while 
other regions do not show much temporal variation of PM2.5 contribution. At Qianzhen, we found 
a spike of PM2.5 contribution from local primary PM2.5 emissions in the early morning (Figure 
C11), which may be due to traffic emissions at the morning rush hour. Overall, the temporal PM2.5 
contribution to precursor emissions in each hour at three sites are similar to the site-average 24-
hour PM2.5 contributions of precursor emissions, that is, local anthropogenic emissions dominate 
PM2.5 contribution at the urban and rural sites while upwind emissions dominate at the background 
site (Figure 4.9). However, at night, the PM2.5 contribution from upwind emissions becomes 
dominant at the urban site. In general, although three sites show similar site-average 24-hour PM2.5 
contribution to precursor emissions, some precursors have important PM2.5 contributions at certain 
hours (Figure C10). For example, the PM2.5 contribution from local NOX emission is large 
overnight at the background site, and the PM2.5 contribution from local NH3 emissions is large 
during the day at the three sites (Figure C11). 
Trajectory analysis. Figure 4.12 represents 72-hour HYSPLIT backward trajectories at three 
target sites relative to the hour when the highest PM2.5 concentration was observed, and the 
corresponding PM2.5 source contributions from local and upwind anthropogenic emissions at 
different locations along the trajectory. Due to the prevailing northeastern winds during this winter 
episode, backward trajectories show transport from the north of Taiwan to KPAB, revealing the 
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potentially significant PM2.5 contributions of those upwind emissions along the trajectory to KPAB. 
It takes 18 hours for air parcels from farthest upwind source in Taiwan (i.e. NCMAB) to reach 
Qiaotou at its time of peak observed PM2.5 (171 μg/m3), 9 hours to Qianzhen (142 μg/m3), and 15 
hours to Chaozhou (124 μg/m3). Although the model underestimates the observed PM2.5 
concentration at the peak PM2.5 hour (i.e. 0 hour) at each site, we focus here on the relative PM2.5 
source contributions from upwind and local emissions. Along these backward trajectories, PM2.5 
concentrations increase by 58.9 μg/m3, 37.3 μg/m3, 35.4 μg/m3 at Qiaotou, Qianzhen and 
Chaozhou, respectively, in comparison to PM2.5 concentration when the air mass first enters 
Taiwan. PM2.5 precursor concentrations also increase as the air mass approaches the target sites, 
showing strong influences of anthropogenic emissions from the regions where air masses pass over.  
When the air mass starts moving inland from offshore Taiwan at 5 hours before it reaches 
Qiaotou, PM2.5 contributions from upwind emissions start to increase (Figure 4.12a). When the air 
mass reaches Qiaotou, upwind emissions account for 32% of the simulated PM2.5 concentration 
while local emissions contribute 7%. For Qianzhen and Chaozhou, the PM2.5 contribution from 
upwind regions significantly increasing as the air masses move toward KPAB. In particular, these 
trajectories find a peak PM2.5 at 3 hour before the air mass reaches Qianzhen and 9 hour before it 
reaches Chaozhou due to significant contributions from YCNAB emissions. When the air masses 
approach these two sites, the PM2.5 contributions from upwind emissions decrease while 
contributions from local KPAB emissions increase (Figure 4.12b and 4.12c). Overall, upwind 
emissions contribute 31% and 26% of simulated PM2.5 concentration while local emissions 
contribute 26% and 19% at Qianzhen and Chaozhou, respectively. 
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4.4 Discussion 
In this study, December 21-24, 2010 is selected for PM2.5 sensitivity and source contribution 
analysis because of the high PM2.5 and synoptic weather pattern of northeasterly wind monsoon 
and continental high pressure system, which is frequently associated with high PM2.5 (TEPA, 2017). 
Despite the fact that this weather pattern is common during the winter, high PM2.5 concentrations 
sometimes do not occur over the KPAB when this weather condition occurs, indicating that other 
metrological parameters such as sunlight, pressure, humidity, wind speed play a significant role 
(TEPA, 2017). In addition, anthropogenic activities on particular days may increase emissions and 
cause high PM2.5, such as from opening burning, rush hour traffic, industrial releases (Zhang et al 
2015). However, we assume that high PM2.5 in our study is caused by meteorological conditions 
and not by unusual emissions on these days. Although our four-day episode of high PM2.5 cannot 
exactly represent high PM2.5 events during the rest of the year, our results are relevant for high 
PM2.5 events when similar weather patterns occur. Extending the current analysis to a longer period 
to sample a more complete range of meteorological and episodic emission conditions therefore is 
desired in future work. 
Although the simulated PM2.5 and PM10 mass and PM2.5 precursor overall meet the model 
performance criteria during these 4 episode days, the underestimated 24-hour PM2.5 concentration 
(NMB = -11.9%) could potentially lead to underestimated PM2.5 sensitivity coefficients due to the 
lower PM2.5 concentration simulated. For PM2.5 precursors, we further estimate the sulfur 
oxidation ratio (SOR) (i.e. SO42–/( SO42–+ SO2)) and nitrogen oxidation ratio (NOR) (i.e. NO3-
/( NO3-+NO2) to estimate the degree of secondary formation of sulfate and nitrate. The SOR is 
0.53 for model while 0.61 for observation. The NOR is 0.4 for model while 0.25 for observation. 
Since these ratios are comparable, the model predicts reasonable secondary sulfate and nitrate 
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formation in spite of overestimated SO2 and NO2 concentration. However, the large overestimate 
of NO3- may imply that the model overestimates the sensitivity of PM2.5 to NOX emission controls, 
and perhaps also to NH3 controls, while the large underestimate of OC may imply an underestimate 
of PM2.5 sensitivities to VOC emissions. These biases may primarily result from emissions 
inventory, as indicated by previous studies which have investigated the influence of the uncertainty 
in the current emission inventory on ozone sensitivities by using higher order sensitivity 
coefficients (Cohan et al., 2005; Liang et al., 2018; Tian et al., 2010). We suggest that a similar 
approach be considered to evaluate how sensitivities may vary with change in the emission 
inventories.  
Whereas the DDM used in the present study is computationally efficient for multiple 
sensitivity parameters and subject to considerably less numerical noise than BFM, the DDM first-
order sensitivity is useful for determining source contributions only if the model response to input 
changes is reasonably linear. A previous study indicates that first-order DDM sensitivities can 
adequately predict the model responses of inorganic secondary aerosols to 20% emission changes 
(and in some cases larger changes) while for SOA and primary PM2.5, DDM agreed reasonably 
well with BFM up to 100% emission reductions (Koo et al., 2009). However, as the size of model 
input changes increases, higher-order sensitivities generally become more important, and the first-
order sensitivity alone is not adequate to describe the model response for all magnitudes of 
emission reductions for all sources (Koo et al., 2009). Higher order sensitivity functionality (Zhang 
et al., 2012) is recommended to provide more accurate estimates of the PM2.5 response to emission 
changes particularly for different PM2.5 species response. Despite this limitation, PM2.5 sensitivity 
to precursor emissions estimated by BFM and DDM are in good agreement except for sensitivity 
to VOC emissions (less significant than other precursors) during these four days, indicating that 
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total PM2.5 sensitivities and source contributions approximated by the first-order DDM can be 
regarded as reasonable. In addition, similar approaches have been used in previous studies to 
quantify PM2.5 contributions from multiple precursor sources (Bergin et al. 2007; Odman et al. 
2002; Itahashi et al. 2012; Penn et al., 2017; Shin et al., 2004; Wang et al., 2013). While previous 
modeling studies has shown different level of agreement between model simulation and 
measurement, the sensitivity and source contribution is not possibly measured. As a result, further 
work such as process analysis application assess how PM2.5 sensitivities are impacted by 
meteorology, chemical reaction rates, advection or diffusion mechanisms or deposition velocities 
parameters could be conducted. 
We note that our DDM estimates here are not strictly comparable to a State Implementation 
Plan (SIP) attainment demonstration, since we have only examined a four-day episode and the 
feasibility of achieving these reductions has not been considered. Despite the limitations described 
above, our DDM results agree well with previous studies conducted in KPAB (Cheng et al., 2017). 
Nevertheless, further examination of specific individual non-attaining monitors, and analysis of 
more days for a fuller understanding meteorological variability needs to be conducted to provide 
a more robust emission control strategy. 
 
4.5 Conclusion  
We used CMAQ-DDM simulations to assess the impact of regional transport and local 
emissions on KPAB PM2.5 concentrations. PM2.5 sensitivities to precursor emissions were 
evaluated during 21-24 December, 2010 when a northeasterly wind monsoon and continental high 
pressure weather pattern took place and very high PM2.5 concentrations were observed in KPAB. 
DDM sensitivity coefficients was compared to traditional BFM computations during this episode 
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over KPAB. These two methods agree well except for PM2.5 sensitivity to VOCs for which 
nonlinearities cause different estimates of sensitivities between these two methods. In general, the 
agreement between DDM and BFM is better for more direct relationships between aerosol species 
and gaseous emissions, but is poor or differ in sign when the relationship is less direct, in agreement 
with Napelenok et al. (2006). A good agreement between these two methods indicates confidence 
in estimates of PM2.5 sensitivities and source contributions using the first order DDM. 
During the winter episode, the simulated 4-day episode average surface PM2.5 concentration 
across KPAB sites is 67.1 μg/m3. The proportion of simulated PM2.5 components is in good 
agreement with previous field experiments which indicate that SO42-, NO3-, NH4+ are the most 
important constituents of PM2.5 during winter (Chou et al., 2010; Hsu et al., 2008; Lu et al., 2016; 
Tsai and Chen, 2006; TEPA, 2016a). Compared to measurements, the simulated PM2.5, PM2.5 
species and PM2.5 precursor meet the model performance criteria except for overestimated nitrate 
and OC. Future effort to investigate the influence of the uncertainty in the current emission 
inventory on PM2.5  sensitivities are needed. 
DDM results show that the anthropogenic emissions from BC, IC, NCMAB, CTAB, YCNAB, 
YLHDAB and KPAB can contribute 32.6%, 0.2%, 10.4%, 11.4%, 14.8%, 0.2% and 26.6% of 24-
hour average PM2.5 concentrations, respectively by averaging the result over all KPAB sites, 
indicating that reducing upwind emissions can have a greater effect on PM2.5 reductions than local 
emissions alone, while IC and YLHDAB emissions are estimated to be negligible. Among 
precursors, PM2.5 has greater sensitivity to primary PM2.5, NH3 and NOX emissions while SO2 and 
VOCs have little effect on PM2.5.  
 The PM2.5 contribution from local and upwind emissions is lower in the daytime than at 
night. At all hours, local anthropogenic emissions contribute most to PM2.5 concentrations at the 
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urban and rural sites while upwind emissions contribute most at the background site. In trajectory 
analysis, upwind emissions play an important role in elevating PM2.5 contribution at three target 
sites. 
  We note that the DDM estimates of PM2.5 contribution are impacted by uncertainties in the 
emission inventory, meteorology, chemical reaction rates etc. Future work to extend the current 
analysis to a longer period and examine how PM2.5 sensitivities are impacted by above parameters 
are desired. Despite these limitations, this study provides an informative policy implication that 
emission sources impacting KPAB are not only within the control of KPAB jurisdiction. In 
particular, controls on local primary PM2.5 and upwind NOX emissions together are more effective 
for PM2.5 mitigation policy for KPAB. Without further interregional cooperation with upwind 
regions, KPAB may not able to meet its own air quality goal. 
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Table 4.1 Episode average anthropogenic primary PM2.5, SO2, NOX, NH3 and VOCS Emissions 
rate (ton/day) by defined sensitivity regions in December 1-31, 2010&.  
Regions# 
Area 
(km2) 
Population 
(thousand) 
Primary PM2.5 
(ton/day) 
SO2 
(ton/day) 
NOX  
(ton/day) 
VOCS  
(ton/day) 
NH3 
(ton/day) 
NCMAB 7,030 10,772 59 (59) 85 (85) 263 (261) 1,287 (1,100) 129 (129) 
CTAB 7,396 4,569 43 (43) 68 (68) 172 (171) 494 (320) 136 (136) 
YCNAB 5,446 3,357 39 (39) 37 (37) 141 (139) 378 (275) 157 (157) 
KPAB 5,727 3,607 42 (42) 123 (123) 195 (194) 492 (325) 114 (114) 
YLHTAB 10,287 1,005 29 (29) 15 (15) 75 (74) 371 (72) 43 (43) 
#NCMAB, CTAB, YCNAB, KPAB and YLHTAB denotes North and Chu-Miao air basin, Central air basin, Yun-
Chia-Nan air basin, and Yi-Lan and Hua-Dong air basin, respectively as defined in Figure 4.1b. &The 
anthropogenic emission between precursor emissions are shown in parentheses.
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Table 4.2 Key model performance metrics for the 24-hour average PM precursors (ppb), PM10 and PM2.5 mass and PM2.5 species (ug/m3) 
at 15 monitoring sites and 3 supersites in KPAB (Fig. 4.1c) during 21-24 December, 2010. 
 SO2 VOC NO2 PM10 PM2.5 aNH4+ bNO3- bSO42- cEC cOC 
Num. of obs. 1,421 1,038 1,418 1,409 1,411 282 282 282 94 94 
Mean mod. 10.0  459.9  35.6  87.5  67.1  10.8  24.2  11.1 3.2 7.9 
Mean obs. 8.0  395.2  28.7  127.1  76.2  7.1  9.7  12.6 3.3 15.6 
Mean bias (MB) 2.0  64.7  6.9 -39.6 -9.1 3.7  14.5  -1.5  -0.1  -7.7 
Mean absolute gross 
error (MAGE) 
6.0  261.8  19.2  52.7  29.6  4.2  15.8  3.9 2.2 8.9 
Normalized mean bias 
(NMB), % 
25.2  16.4  24.0  -31.1  -11.9  51.3  149.4  -11.8  -4.1  -49.1  
Normalized mean error 
(NME), % 
75.0  66.3  66.9  41.5  38.8  59.7  163.1  30.7  66.0  57.1  
Mean fractional bias 
(MFB), % 
13.8  15.8  -3.2  -40.1  -15.4  38.5  74.9  -12.9 -2.9 -62.2 
Mean fractional error 
(MFE), % 
63.8  57.9  63.0  49.9  42.4  45.5  85.1  34.3 64.4 70.9 
Root mean square error 
(RMSE) 
2.6  107.3  11.5  42.4  13.0  3.7  14.5  2.0 0.1 7.6 
Correlation coefficient 
(R) 
0.0  0.2  0.2  0.2  0.2  0.4  0.3  0.4 -0.3 -0.2 
aObserved concentration of NH4+ is estimated by (2⨯SO42-/96+ NO3-/62) ⨯17. 
bFuying, Qianzhen and Chaozhou are supersites. 
cOnly Qianzhen is available.
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Table 4.3 Statistical comparison of episode-average of 24-hour PM2.5 sensitivity coefficients 
(μg/m3 per 100% change in emissions) over the KPAB domain to Taiwan domain-wide precursor 
emissions, using BFM and DDM for December 21-24, 2010.   
Emission 
aBFM(μg/m3 
per 100% 
change in 
emissions) 
bDDM(μg/m3 
per 100% 
change in 
emissions) 
cNMB(%) dNME(%) R2 
Primary PM2.5 5.33 3.89 -27.12 27.24 0.99 
SO2 0.32 0.52 62.11 65.79 0.85 
NOx 6.69 7.76 15.95 17.65 0.99 
NH3 4.44 4.93 10.85 20.59 0.93 
VOCS -0.11 4.93 -457.96 194.72 -0.05 
aCalculated by eq. 14 for ±10% emission perturbations. bCalculated by eq.15 for infinitesimal emission 
perturbations. cNormalized mean bias Σ(DDM -BFM)/ Σ(BFM), comparing coefficients for each day and 
grid cell. dNormalized mean error, Σ|(DDM - BFM)|/ Σ|(BFM)|. 
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Table 4.4 Simulated episode-average 24-hour PM2.5 concentration (μg/m3) and a decomposition of 
the zero-out source regional contributions (μg/m3) of anthropogenic precursor emissions estimated 
by eq. 17 during December 21-24 over three KPAB sites. The dominant PM2.5 precursor 
contributing to PM2.5 concentration from a given source area is highlighted in bold font. 
Source 
Regions 
Emission species Qiaotou Qianzhen Chaozhou 
NCMAB 
Primary PM2.5 1.11 1.7% 1.10 1.3% 0.73 1.2% 
NOX 4.58 7.1% 4.80 5.7% 3.22 5.4% 
SO2 0.32 0.5% 0.32 0.4% 0.35 0.6% 
NH3 1.24 1.9% 1.21 1.4% 1.00 1.7% 
VOCS 0.53 0.8% 0.69 0.8% 0.47 0.8% 
CTAB 
Primary PM2.5 1.45 2.3% 1.39 1.7% 0.99 1.7% 
NOX 6.05 9.4% 6.10 7.3% 5.14 8.6% 
SO2 0.16 0.2% 0.16 0.2% 0.29 0.5% 
NH3 0.96 1.5% 0.83 1.0% 0.99 1.7% 
VOCS -0.06 -0.1% 0.03 0.0% -0.08 -0.1% 
YCNAB 
Primary PM2.5 3.63 5.6% 3.15 3.8% 1.68 2.8% 
NOx 6.44 10.0% 6.32 7.6% 5.92 9.9% 
SO2 0.09 0.1% 0.09 0.1% 0.10 0.2% 
NH3 1.61 2.5% 1.13 1.4% 1.27 2.1% 
VOCS 0.11 0.2% 0.17 0.2% -0.11 -0.2% 
KPAB 
Primary PM2.5 6.94 10.8% 20.50 24.5% 8.41 14.0% 
NOX 2.15 3.3% 1.79 2.1% 10.34 17.2% 
SO2 0.07 0.1% 0.10 0.1% 0.22 0.4% 
NH3 1.40 2.2% 1.78 2.1% 2.51 4.2% 
VOCS 0.16 0.2% 0.84 1.0% 0.17 0.3% 
YLHDAB 
Primary PM2.5 0.03 0.0% 0.03 0.0% 0.04 0.1% 
NOX 0.04 0.1% 0.04 0.0% 0.05 0.1% 
SO2 0.00 0.0% 0.00 0.0% 0.01 0.0% 
NH3 0.02 0.0% 0.03 0.0% 0.03 0.1% 
VOCS 0.02 0.0% 0.02 0.0% 0.02 0.0% 
BC 22.75 35.4% 23.47 28.1% 19.62 32.7% 
IC 0.10 0.2% 0.09 0.1% 0.19 0.3% 
Sum of PM2.5 contribution (μg/m3) 61.90 76.18 63.57 
Simulated PM2.5(μg/m3) 64.27 83.64 59.96 
Observed PM2.5(μg/m3) 97.88 91.25 72.84 
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(a) 
 
(b) 
 
(c) 
 
Figure 4.1 (a) The four-level nesting modeling domains derived from WRF for the application of 
CMAQ. (b) The Taiwan domain, used for HDDM sensitivity analysis, defined by d04 at 3-km 
resolution (90 columns x 135 rows), and showing the five political regions for HDDM sensitivity 
analysis North and Chu-Miao Air Basin (NCMAB), Central Air Basin (CTAB), Yun-Chia-Nan Air 
Basin (YCNAB), Kao-Ping Air Basin (KPAB), and Yi-Lan and Hua-Dong Air Basin (YLHDAB) 
regions, where KPAB consists of the Kaohsiung and Ping-Tung of administrative districts.  The 
KPAB domain is shown as an orange rectangle (columns 15–55 and rows 1–70 of the Taiwan 
domain), and is used to analyze ozone concentrations averaged over this region, and (c) The 
location of 16 monitoring sites are shown over KPAB (1.Daliao, 2.Xiaogang, 3.Renwu, 4.Zuoying, 
5.Linyuan, 6.Qianjin, 7.Qianzhen, 8.Pingtung, 9.Hengchun, 10.Meinong, 11.Fuxing, 12.Nanzi, 
13.Fengshan, 14.Chaozhou, 15.Qiaotou, 16. Fuying, where Fuying, Qianzhen and Chaozhou are 
supersites.) 
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(a)
  
(b)
 
(c)
 
(d)
 
(e)
 
(f)
 
(g)
 
(h)
 
Figure 4.2 Synoptic surface weather maps for (a) 12am(LST) on 21 December, (b) 12pm(LST) on 
21 December, (c) 12am(LST) on 22 December, (d) 12pm(LST) on 22 December, (e) 12am(LST) 
on 23 December, (f) 12pm(LST) on 23 December, (g) 12am(LST) on 24 December, and (h) 
12pm(LST) on 24 December in 2010.
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
 
(g) 
 
(h) 
 
Figure 4.3 Simulated surface wind vectors and PM2.5 concentrations at (a) 12am(LST) on 21 December, (b) 12pm(LST) on 21 December, 
(c) 12am(LST) on 22 December, (d) 12pm(LST) on 22 December, (e) 12am(LST) on 23 December, (f) 12pm(LST) on 23 December, 
(g) 12am(LST) on 24 December, and (h) 12pm(LST) on 24 December in 2010. The reference vector on each plot denotes a wind speed 
of 10 m/s.
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Figure 4.4 Simulated KPAB domain-wide episode-average 24-hour surface PM2.5 and mass 
components concentration (μg/m3) for December 21-24, 2010. 
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Figure 4.5 Time series of predicted hourly PM2.5 concentration (μg/m3) concentrations compared with TAQMN measurements inside 
KPAB domain for December 21-24, 2010.
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Figure 4.6 Hourly variations in pressure (hPa), temperature (0C), sunshine (%), relative humidity 
(%) and wind speed (m/s) at Kaohsiung station from Taiwan’s Central Weather Bureau during 21 
to 24 December, 2010.  
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Figure 4.7 Spatial comparison between DDM (bottom) and BFM (top) for the 4-day episode 
average 24-hour PM2.5 sensitivity coefficients (μg/m3 per 100% change in emissions) over the 
KPAB domain (Fig. 1b) to Taiwan domain-wide anthropogenic primary PM2.5, SO2, NOx, NH3 
and VOCs emissions during December 21-24, 2010. While BFM sensitivity coefficient is 
calculated by eq. 14 using ±10% emission perturbations, DDM sensitivity coefficient is calculated 
by eq. 15 using infinitesimal emission perturbations.  
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 Primary PM2.5       NOX            SO2           NH3           VOCS 
NCMAB 
 
CTAB 
 
YCNAB 
 
KPAB 
 
YLHDAB 
 
 Figure 4.8. Spatial distribution of the 4-day episode average PM2.5 sensitivity coefficients (μg/m3 
per 100% change in emissions) in the KPAB domain to anthropogenic primary PM2.5, SO2, NOX, 
NH3 and VOCS emissions from different source regions. 
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Figure 4.9 Four-day episode-average simulated and observed PM2.5 concentrations (μg/m3) and a 
decomposition of the zero-out source contributions (μg/m3) from local and upwind anthropogenic 
emissions at individual KPAB sites (Fig. 4.1c), the average of KPAB sites and averaged over the 
KPAB political region (Fig. 4.1b). 
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Figure 4.10. A decomposition of 4-day episode average (a) PM2.5 and (b) PM2.5 species zero-out 
source contributions (μg/m3) from anthropogenic emissions of primary PM2.5, SO2, NOX, NH3 and 
VOCs from different source regions by averaging over all KPAB sites (Fig. 4.1c). 
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(a) 
 
(b) 
 
(c) 
 
Figure 4.11. Daily cycle of episode-average simulated and observed PM2.5 concentrations and a decomposition of the zero-out source 
contributions from local and upwind anthropogenic emissions (μg/m3) at a) Qiaotou (background), b) Qianzhen (urban) and c) Chaozhou 
(rural). 
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(a) 
  
(b) 
  
(c) 
  
Figure 12. The 72-hour HYSPLIT backward trajectories a) at 8pm on 23 December at Qiaotou 
(background), b) at 9pm on 22 December at Qianzhen (urban) and c) 2pm on 22 December at 
Chaozhou (rural) when the peak PM2.5 was observed (i.e. at 0 hour), and the corresponding 
simulated total PM2.5 (μg/m3) and PM2.5 source contributions (μg/m3) from local and upwind 
anthropogenic emissions and PM2.5 precursors i.e. primary PM2.5 (μg/m3), and NOx (ppb), 
VOCs(ppb), SO2 (ppb) and NH3 (ppb) concentration at each hour and location along the 
moving trajectory. The triangle in yellow represents the site location.  
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CHAPTER 5 – CONCLUSIONS 
 
The study aims to investigate how the change in emissions from one region influences air 
quality and human mortality over others. We conduct three studies by using modeled air 
pollutant concentrations from the TF-HTAP2 multi-model ensemble (chapter 2) for health 
impact assessment, and the CMAQ model (chapters 3 and 4) for air quality impact assessment. 
The first project quantifies the avoided premature mortality from 6 regional and 3 sectoral 
emission reductions while the other two projects estimate the O3 and PM2.5 sensitivity and 
contribution from local and 4 upwind air basin emissions over KPAB in Taiwan due to air 
pollution transport. Our study results highlight that air pollution control strategies through 
inter- regional cooperation to reduce air pollution transported over long distances provide a 
framework for the integrated assessment of actions that address both human health and air 
quality issue. 
5.1 Scientific findings 
Exposure to anthropogenic O3 and PM2.5 leads to over three million deaths per year in 
2010 globally (chapter 2). An estimate of 290,000 (95% CI:30,000, 600,000) global premature 
O3-related deaths and 2.8 million (0.5 million, 4.6 million) global PM2.5-related premature 
deaths is obtained from the TF-THPA2. Reducing anthropogenic emissions by 20% from NAM, 
EUR, SAS, EAS, MDE and RBU can avoid 54%, 54%, 95%, 85%, 21%, and 22% of the global 
change in O3-related deaths within the source region, and 93%, 81%, 93%, 94%, 32%, and 
82% of the global change in PM2.5-related deaths, respectively, implying that emission 
reductions from MDE (for both O3 and PM2.5) and RBU (for O3) can avoid more premature 
deaths outside of the source region than within. In contrast, for each receptor region, reducing 
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domestic anthropogenic emissions by 20% contributes about 66%, 39%, 84%, 72%, 45% and 
25% of the total O3-related avoided premature mortality (from the global reduction), and 90%, 
78%, 87%, 87%, 58% and 66% of the total PM2.5-related avoided premature mortality (from 
the global reduction) in NAM, EUR, SAS, EAS, MDE and RBU, respectively, implying that 
reducing emissions from the other 5 foreign regions avoids more O3-related premature deaths 
in EUR, MDE and RBU than reducing domestic emissions. Overall, adding results from all 6 
regional reductions, interregional transport of air pollution from extraregional contributions is 
estimated to lead to more avoided deaths through changes in PM2.5 (25,100 (8,200, 35,800) 
deaths/year) than in O3 (6,000 (-3,400, 15,500) deaths/year).  
Reducing global anthropogenic emissions by 20% in 3 sectors (i.e. PIN, TRN and RES) 
together avoids 48,500 (7,100, 108,000) O3-related premature deaths and 243,000 (66,800, 
357,000) PM2.5-related premature deaths globally, with the greatest avoided air pollution-
related premature deaths located in highly populated areas (e.g., North America, Europe, India, 
China, etc.). TRN emissions account for the greatest fraction (26-53% of global emission 
reduction) of O3-related premature deaths in most regions, except for EAS (58%) and RBU 
(38%) where PIN emissions dominate. PIN emission reductions have the greatest fraction (38-
78% of global emission reduction) of PM2.5-related deaths in most regions, except for SAS 
(45%) where RES emission dominates.   
In air quality impact analysis, for O3 (chapter 3), the positive first order of O3 sensitivities 
to upwind ANOX and AVOC emissions carrying downwind in KPAB reflect a KPAB NOX-
limited chemical regime response to transport of the upwind regions. The urban area of KPAB 
shows negative O3 sensitivities to local ANOX emission (i.e. VOC‐limited chemical regime) 
while rural area of KPAB exhibit positive sensitivity to local ANOX emission (i.e. NOX-limited 
chemical regime). On the highest O3 day, source contribution estimates suggest that boundary 
conditions contribute 36% of MDA8 O3 concentrations in KPAB, biogenic emissions 8%, 
initial conditions 1%, local emissions 7%, and four upwind regions together contribute 17% 
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(between 1% and 8% among the four regions), highlighting that the reduction of local 
emissions alone can not effectively mitigate O3 in KPAB. KPAB O3 sensitivities to local ANOX 
exhibit daily cycles, with VOC‐limited conditions during the night and NOX‐limited conditions 
during the day, while KPAB O3 shows positive sensitive to upwind ANOX throughout the day 
with greater sensitivity during the day and less at night. The application of higher-order 
sensitivities to create O3 isopleths suggests that a 70% reduction of local AVOC emissions (218 
ton/day) or a 100% reduction of YCNAB ANOX emissions (132 ton/day) can reduce the MDA8 
O3 concentration in KPAB by 4 ppb, but a policy combining reductions from local AVOC and 
upwind ANOX emissions may be more feasible than reductions from a single region alone. For 
PM2.5 (chapter 4), the average 24-hour PM2.5 concentrations over KPAB showed strong 
responses to reductions from local primary PM2.5 while reductions from upwind NOX dominate 
most PM2.5 concentrations over KPAB. Among PM2.5 precursors, KPAB PM2.5 has greater 
sensitivity to primary PM2.5, NH3 and NOX emissions than SO2 and VOCs emissions. The 
boundary conditions (BC), initial conditions (IC), and anthropogenic primary PM2.5, NOX, SOX, 
VOCs, and NH3 emissions from NCMAB, CTAB, YCNAB, YLHDAB and KPAB contribute 
32.6%, 0.2%, 10.4%, 11.4%, 14.8%, 0.2% and 26.6%, respectively, to the modeled 24-hour 
PM2.5 concentrations over KPAB, which indicates that the PM2.5 sensitivity to upwind 
emissions combined is significantly higher than that to KPAB emissions alone. The PM2.5 
contributions from local and upwind source emissions are high during the nighttime and low 
in the daytime, reflecting a low mixing layer height conducive to PM2.5 buildup during the 
nighttime. At all hours, local anthropogenic emissions contribute most to PM2.5 concentrations 
at the urban and rural sites while upwind emissions contribute most PM2.5 concentrations at the 
background site. Along the air transport trajectory from the North of Taiwan to KPAB, the 
analysis suggests that upwind emissions contribute 26% to 32% of peak hour PM2.5 
concentration at three target sites while local emissions contribute 7% to 26%, indicating that 
upwind regions are important in elevating KPAB PM2.5. 
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5.2 Uncertainty and future research 
In health impact analysis, the air pollutant concentration changes reported by the TF-
HTAP2 models differ among models. The accuracy of model is limited by their representation 
of the complex chemical and physical processes of pollutant transport, transport time step and 
transformation, as well as accuracy in inputs (e.g., emissions rates, meteorological conditions, 
and initial and boundary conditions), highlighting the importance of using output from a multi-
model ensemble. The uncertainty in premature mortality estimates reflects several assumptions 
in this study such as health impact function, region definitions, updated population or baseline 
mortality rates. In addition, the coarse model resolution used by global models may 
underestimate health effects by misaligning peak concentration and population, particularly in 
urban areas, and it is not known how model resolution would affect the relative contributions 
of extraregional and intraregional health benefits. Future research should explore the possible 
bias from using coarse global models for extraregional and intraregional mortality estimates in 
metropolitan regions by comparing with finer-resolution chemical transport models. Another 
uncertainty for mortality estimate lies in applying the same RRs worldwide, because of lack of 
long-term records of the chronic influences of ambient air pollution on mortality outside of 
North America and Europe. We consider only the population of adults ≥25 years old, ignoring 
possible mortality effects on the younger population, and consequently we may underestimate 
premature mortality overall. Likewise, the effects of air pollution on several morbidity 
endpoints are omitted. We also assume that all components of PM2.5 are equally toxic, for lack 
of clear evidence for greater toxicity of some species. Inter-regional transport may also change 
the toxicity of PM2.5 by changing the size distribution or chemical composition, where transport 
likely causes particles to become more oxidized. Future research on PM2.5-related mortality 
should include estimating health effects for different PM2.5 chemical components. 
In air quality impact analysis, we only select a short period of time episode to analyze the 
response of O3 and PM2.5 to local and upwind emissions. Despite representativeness of 
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common synoptic weather system commonly taking place during the fall and winter, the result 
of O3 and PM2.5 sensitivity analysis from these episodes cannot be exactly to apply the rest of 
year given that the other metrological parameters such as sunlight, pressure, humidity, wind 
speed etc also play a significant role. In addition, emissions may vary and cause high O3 and 
PM2.5 such as industrial releases, opening burning, rush hour traffic etc. However, we assume 
that the high O3 and PM2.5 in our study is caused by meteorological conditions and not by 
unusual emissions on these days. Extending the current analysis to a longer period to sample a 
more complete range of meteorological and episodic emission conditions therefore is desired 
in future work. 
 Despite the comparable modeled chemical indicators such as NO2/VOCs, NOR and SOR 
to observational value, the overestimate of modeled precursor (i.e. NO2, VOC, SO2) and 
underestimate of modeled O3 and PM2.5 concentration could potentially lead to bias and errors 
on sensitivity. Our analysis using high‐order sensitivity coefficients indicates that relatively 
small perturbations to the assumed baseline local ANOX or AVOC emissions can flip 
predictions of whether peak O3 is NOX‐ or VOC-limited. Given the impacts of the emission 
uncertainties on sensitivity estimates (i.e. sensitivity coefficients represent O3 and PM2.5 
concentration per 100% change in precursor emissions), the accuracy of emission inventories 
for these components needs to be improved in the future to develop more accurate O3 and PM2.5 
sensitivity. Future efforts to improve the inventory such as observation-based correction, VOC 
speciation profile improvement, and temporal variation could enhance the reliability of 
sensitivity estimates that inform O3 and PM2.5 strategic abatement planning. 
Our study period for O3 and PM2.5 sensitivity analysis has shown significant boundary 
condition (here refer to East Asia) influence which contribute 36% for KPAB O3 while 32.6% 
for KPAB PM2.5. In chapter 3, we already found how the significant impact of emission 
reductions from East Asia could potentially impact on O3 and PM2.5 air quality over the other 
regions due to long-range air transport. In addition, boundary contribution to KPAB O3 and 
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PM2.5 air quality could vary based on different global model estimate, emissions inventory and 
meteorology condition etc. Future extension to model different study periods under 
consideration with and without boundary influence episode days should be evaluated to provide 
robust air management strategy.  
Whereas the DDM used for PM2.5 sensitivity analysis is the computationally efficient for 
multiple sensitivity parameters and subjectable to considerably less numerical noise than BFM, 
DDM first-order sensitivity is useful for determining source contributions only if the model 
response to input changes is reasonably linear. In the presence of nonlinearity, higher-order 
sensitivities become more important and first-order sensitivity alone is not adequate to describe 
the model response for all magnitudes of emission reductions for all sources, future research 
with higher order sensitivity functionality is recommended to provide more accurate and 
insight of PM2.5 response to emission change. While previous modeling studies has shown 
different level of agreement between model simulation and measurement, the sensitivity and 
source contribution is not possibly measured. As a result, further work such as process analysis 
application assess how PM2.5 sensitivities are impacted by meteorology, chemical reaction rates, 
advection or diffusion mechanisms or deposition velocities parameters could be conducted. 
5.3 Policy implication 
Modelling performed under the TF-HTAP2 multi-model experiments has demonstrated 
that comparable mitigation efforts carried out from source regions can avoid more premature 
deaths outside of the source region than within and health impacts outside the source region 
that are comparable to or even exceed the domestic impacts. Thus, international cooperation to 
reduce intercontinental transport of pollution is an effective and necessary complement to local 
and regional emission controls. Whereas emission reduction from one region can have 
pollution-related mortality benefit on the other region, different locations show relatively 
mortality health benefit from emission reduction in different sectors. For example, we found 
that TRN emission reductions cause the greatest fraction of avoided O3-related deaths in most 
 145 
 
regions while PIN emissions avoids the most PM2.5-related premature deaths. Thus, different 
air pollution control policies may be appropriate in different locations and targeting different 
emission sectors.  
CMAQ-DDM demonstrates that KPAB O3 shows NOX-limited to upwind emissions while 
VOC-limited chemical regime to local emissions and KPAB PM2.5 has greater sensitivity to 
primary PM2.5, NH3 and NOX emissions while SO2 and VOCs have little effect, implying that 
reducing upwind NOX and local VOC emissions together is an effective O3 mitigation while 
control on primary PM2.5, NH3 and NOX emissions is for PM2.5. However, the O3 and PM2.5 
responsiveness to precursor emissions from difference source regions can vary spatially. For 
example, we found that at rural site, reducing local ANOX emissions more effectively reduces 
O3 than local AVOC emissions (NOX-limited), while at urban site reducing local AVOC 
emissions is more effective (VOC-limited). The greater response of PM2.5 to local primary 
PM2.5 and upwind NOX emissions was found at the background and urban sites, whereas the 
greater response of PM2.5 to both local and upwind NOX emissions at a rural site. Thus, different 
mitigation strategies will have different implications for the mix of pollutant emission 
reductions and could affect the effectiveness and efficiency of air quality control. Future 
planning to mitigate O3 and PM2.5 concentration over KPAB should address the target precursor 
emissions with caution.  
Our study period for O3 and PM2.5 sensitivity analysis has shown significant boundary and 
upwind contributions to KPAB O3 and PM2.5. In chapter 4 and 5, we estimate 17% of simulated 
O3 and 38.8% of simulated PM2.5 concentrations over KPAB was from upwind emissions in 
comparison to 7% of simulated O3 and 26.6% of simulated PM2.5 concentrations from local 
emissions. Furthermore, emissions from East Asia (mostly China) can contribute 36% for 
KPAB O3 while 32.6% for KPAB PM2.5. As the sources of these pollutants are not within the 
control of KPAB political jurisdictions, without further interregional cooperation to mitigate 
interregional air pollution, KPAB is not able currently to meet its own air quality goal alone.  
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Although the emission inventory used in this study does not reflect exactly the same 
amount as current emission inventory, the relative magnitude of impact of the change in 
emissions from one region on air quality and human mortality over the other regions due to air 
transport are regarded as reasonably comparable and therefore can provide policymaker with 
informative air management control implications. Our study shows that despite tremendous 
efforts to reduce domestic emissions, without further international cooperation to mitigate 
interregional flows of air pollution, domestic regions are not able to meet their own goals and 
objectives for protecting public health and air quality. We expect that addressing these issues 
altogether could lead to maximize multiple benefits on multiple spatial scales. 
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APPENDIX A - MULTI-MODEL ESTIMATES OF PREMATURE HUMAN 
MORTALITY DUE TO INTERCONTINENTAL TRANSPORT OF AIR POLLUTION 
– SUPPLEMENTAL MATERIAL 
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Table A1 –Models that reported O3 and PM2.5 (mmrpm2p5) concentrations for TF-HTAP2, with type of O3 (h – hourly, d– daily and m – monthly) and 
monthly PM2.5 output with the function used by models to calculate PM2.5 from species concentrations. (Data are available upon request from 
http://aerocom.met.no). 
Model 
Emission 
perturbation 
experiment 
Institution Contact 
Model 
resolution 
(lonxlat) 
O3 PM2.5 Reference 
CAM-Chem -20% regions NCAR Louisa Emmons 2.50x1.90 m  Tilmes et al. (2016) 
CHASER_T42 -20% regions 
-20% sectors 
NAGOYA,JAMSTEC
,NIES 
Kengo Sudo 
Takashi Sekiya 
2.80x2.80 h SO4+OC+NO3+NH4+ BC+ 
Dust(fine)+SS(fine) 
Sudo et al. (2002) 
CHASER_T106 -20% regions as above as above 1.10x1.10 m SO4+OC+NO3+NH4+ BC+ 
Dust(fine)+SS(fine) 
as above 
#C-IFS -20% regions ECMWF Johannes Flemming 0.70x0.70 m SS1 + 0.5*SS2 + Dust1 + Dust2 + 
0.7*(OM1 + OM2 + SO4) 
Flemming et al. (2015) 
EMEPrv48 -20% regions Met No Jan Eiof Jonson 0.50x0.50 m SO4+OA+NO3+NH4+Dust+BC+SS Simpson et al. (2012) 
GEOS5 -20% regions NASA GSFC 
Huisheng Bian, 
Mian Chin 
Xiaohua Pan 
1.30x1.00 - 1.375* SO4+OA+0.15*Dust+BC+SS 
Rienecker et al. (2008) 
Colarco et al. (2010) 
$GEOSCHEMADJ
OINT 
-20% regions 
-20% sectors Univ.Col. Boulder Daven Henze 2.5
0x2.00 m 
1.33*(SO4+NO3+NH4)+BCpi+BCpo+1.4*(
1.16*OCpi+OCpo)+1.16*SOA+Dust1+0.
38*Dust2+1.86SS 
Henze et al. (2007) 
GEOS-Chem -20% regions SNU Rokjin Park 2.50x2.00 d - Bey et al. (2001a) 
GFDL_AM3 -20% regions NOAA Meiyun Lin 1.20x1.00 h - 
Lin et al. (2012) 
Lin et al. (2017) 
GOCART 
-20% regions 
-20% sectors NASA GSFC Tom Kucsera 1.3
0x1.00 - 1.375*SO4+OA+0.15*Dust+BC Chin et al. (2002) 
HadGEM2-ES 
-20% regions 
-20% sectors UK Met Office Gerd Folberth 2.5
0x3.750 h - 
Collins et al. (2011) 
Jones et al. (2011) 
OsloCTM3.v2 
-20% regions 
-20% sectors CICERO Marianne Tronstad Lund 2.8
0x2.80 m - Søvde et al. (2012) 
RAQMS -20% regions NOAA/NESDIS Bradket Pierce Allen Lenzen 1.0
0x1.00 m - Pierce et al. (2007) 
SPRINTARS -20% regions -20% sectors RIAM Toshihiko Takemura 1.1
0x1.10 - SO4+OA+Dust+BC+SS 
Watanabe et al. (2010) 
Takemura et al. (2005) 
#The C-IFS SS1 and SS2, dust 1 and dust 2 refer to two modes of aerosol size distribution.$The GEOSCHEMADJOINT pi and po of BC and OC refer to 
hydrophilic and hydrophobic components, and dust 1 and dust 2 refer to two modes of aerosol size distribution. 
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Table A2. Statistical model evaluation for the maximum 3-month average of daily 1-hour maximum ozone, comparing TOAR observations with individual 
model simulations and the ensemble average, in TF-HTAP2 regions (Figure. A2).  
  Ensemble CAMchem CHASER_T42 CHASER_T106 C-IFS_v2 EMEP_rv48 GEOSCHEMADJOINT GEOS-Chem GFDL_AM3 HadGEM2-ES OsloCTM3.v2 RAQMS 
NAM 
(1,417 sites) 
NMB(%) 14.1% 21.9% 21.1% 30.8% -8.9% 20.1% 31.6% 32.3% 25.1% 5.4% -18.1% -6.3% 
NME(%) 17.6% 22.7% 25.9% 32.3% 16.6% 24.9% 32.5% 33.5% 26.4% 13.8% 21.0% 12.5% 
R 0.52 0.63 0.38 0.44 0.29 0.42 0.51 0.47 0.49 0.6 0.35 0.46 
EUR 
(1,887 sites) 
NMB(%) 4.3% 9.0% 7.0% 21.3% -23.0% 15.8% 14.9% 10.1% 14.0% 11.7% -24.1% -10.1% 
NME(%) 9.8% 12.5% 13.2% 22.7% 24.5% 17.8% 16.5% 13.3% 15.4% 17.7% 27.1% 15.1% 
R 0.55 0.55 0.41 0.48 0.28 0.47 0.48 0.49 0.61 0.31 0.37 0.48 
SAS 
(4 sites) 
NMB(%) 25.3% 37.9% 16.1% 29.1% -2.4% 40.0% 42.0% 40.6% 45.0% 31.1% -24.5% 23.9% 
NME(%) 25.3% 37.9% 16.1% 29.1% 15.6% 40.0% 42.0% 40.6% 45.0% 41.6% 24.5% 23.9% 
R 0.30 0.41 0.67 0.31 0.14 0.28 0.52 0.40 0.03 -0.29 -0.22 0.45 
EAS 
(1,156 sites) 
NMB(%) 5.2% 10.8% 1.2% 19.8% -26.4% -3.1% 24.5% 13.0% 18.7% 10.9% 4.0% -16.5% 
NME(%) 13.2% 16.1% 16.5% 22.6% 28.3% 17.0% 26.1% 18.4% 19.9% 16.9% 14.8% 22.3% 
R 0.08 0.12 0.05 0.14 -0.15 -0.06 0.07 0.06 0.25 0.03 0.12 -0.09 
MDE 
(13 sites) 
NMB(%) 4.9% 20.8% 4.3% 7.9% -30.5% 6.7% 21.2% 16.0% 0.1% 20.3% 10.4% -22.9% 
NME(%) 12.2% 22.1% 14.1% 13.7% 30.5% 18.7% 22.0% 17.6% 15.0% 20.7% 16.9% 27.2% 
R -0.09 -0.05 -0.49 -0.2 -0.09 -0.21 0.26 0.17 -0.1 0.54 0.18 -0.21 
RBU 
(4 sites) 
NMB(%) -11.2% -12.2% -9.7% -6.9% -27.7% 5.4% 2.4% 0.1% 1.4% -23.1% -35.3% -17.9% 
NME(%) 11.2% 12.2% 14.3% 7.3% 27.7% 6.4% 2.4% 1.0% 9.1% 23.1% 35.3% 17.9% 
R 0.98 1.00 0.71 0.97 0.26 0.94 1.00 1.00 0.92 0.97 0.67 0.93 
World 
(4,655 sites) 
NMB(%) 7.3% 13.1% 9.2% 23.0% -19.4% 11.7% 22.5% 17.6% 19.0% 9.5% -14.9% -10.8% 
NME(%) 13.2% 16.6% 18.0% 25.3% 23.0% 19.8% 23.9% 20.8% 20.4% 16.5% 21.9% 16.4% 
R 0.53 0.56 0.36 0.47 0.24 0.30 0.51 0.45 0.55 0.48 0.47 0.38 
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Table A3. Statistical model evaluation for the annual average PM2.5, comparing GBD2013 observations with individual model simulations and the ensemble 
average in each TF-HTAP2 region (Figure. A2).  
  Ensemble CHASER CHASER_t106 C-IFS_v2 EMEP_rv48 
GEOSCHEMADJ
OINT 
GEOS5 GOCARTv5 SPRINTARS 
NAM 
(757 sites) 
NMB(%) -10.5% 7.4% 13.9% -28.1% -10.1% 11.6% -7.5% -24.9% -46.6% 
NME(%) 27.6% 39.2% 39.5% 45.8% 29.0% 48.5% 30.2% 35.5% 47.8% 
R 0.50 0.42 0.43 0.13 0.56 0.45 0.36 0.44 0.47 
EUR 
(1,580 sites) 
NMB(%) -36.0% -27.6% -29.6% -52.3% -45.6% 31.9% -34.0% -55.1% -76.0% 
NME(%) 39.7% 35.5% 37.2% 58.6% 47.3% 56.4% 41.1% 56.8% 76.0% 
R 0.73 0.49 0.46 0.47 0.55 0.25 0.65 0.67 0.64 
SAS 
(189 sites) 
NMB(%) 19.4% 32.3% 49.7% 8.6% 26.1% 39.5% 36.6% -2.5% -35.0% 
NME(%) 40.4% 48.8% 61.4% 39.5% 48.1% 55.5% 54.6% 33.6% 50.2% 
R 0.60 0.55 0.57 0.49 0.52 0.60 0.45 0.56 -0.09 
EAS 
(390 sites) 
NMB(%) -10.9% 2.6% 21.0% -50.4% -12.1% 29.5% -9.1% -21.8% -46.5% 
NME(%) 28.7% 31.7% 40.5% 51.8% 37.2% 59.9% 35.0% 32.0% 49.9% 
R 0.65 0.57 0.56 0.61 0.63 0.56 0.61 0.63 0.48 
MDE 
(29 sites) 
NMB(%) -11.1% -30.2% -42.6% 22.8% 31.5% -52.6% 12.3% 20.8% -50.5% 
NME(%) 21.2% 37.9% 44.4% 34.1% 46.1% 52.6% 22.8% 27.6% 50.5% 
R 0.84 0.33 0.74 0.81 0.43 0.54 0.91 0.91 0.67 
RBU 
(2 sites) 
NMB(%) -49.7% -42.7% -37.4% -58.8% -64.6% -19.8% -45.4% -55.0% -74.1% 
NME(%) 49.7% 42.7% 37.4% 58.8% 64.6% 38.2% 45.4% 55.0% 74.1% 
R 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
World 
(3,157 sites) 
NMB(%) -23.1% -12.7% -7.4% -39.7% -26.3% 20.3% -18.7% -39.4% -60.9% 
NME(%) 35.4% 37.4% 40.0% 52.2% 41.8% 55.1% 38.6% 46.6% 62.9% 
R 0.77 0.71 0.71 0.66 0.71 0.65 0.74 0.77 0.63 
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Table A4 - Regional and global population (for age 25 and older) and average cause-specific 
baseline mortality rates (also for age 25 and older): chronic respiratory mortality (RESP), 
ischemic heart disease (IHD), cerebrovascular disease (STROKE), chronic obstructive 
pulmonary disease (COPD) and lung cancer (LC).  
Sources: Population - Oak Ridge National Laboratory's Landscan 2011 Global Population 
Dataset (Bright et al. 2012). Baseline mortality rates - Cause-specific baseline mortality rates 
for 187 countries (IHME, 2013) 
 
Regions 
Population 
(million people) 
Mortality (deaths per year per 1,000 people). 
RESP IHD COPD STROKE LC 
NAM 231.7 0.88 2.71 0.73 0.84 0.80 
EUU 433.3 0.72 2.84 0.53 1.77 0.70 
SAS 730.9 1.73 1.68 1.33 0.94 0.14 
EAS 1,047.3 1.18 1.18 1.05 2.07 0.63 
MDE 102.4 0.34 2.11 0.16 1.05 0.13 
RBU 194.4 0.54 6.80 0.42 3.64 0.47 
World 3,838.8 0.97 1.86 0.76 1.57 0.41 
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Table A5 – Difference in global population-weighted anthropogenic O3 concentrations (ppb) for 20% emission reduction scenarios relative to the baseline 
for the year 2010. O3 is seasonal average of 1-hr. daily maximum O3 for consecutive 6 months, a metric commonly used in health impact evaluations. All 
numbers are rounded to the nearest hundredth. 
Models 
 20% emission reduction scenarios 
BASE GLO NAM EUR SAS EAS MDE RBU PIN TRN RES 
CAM-Chem 56.49 -2.29 -0.10 -0.05 -0.58 -0.23 -0.02 0.06 --- --- --- 
CHASER_T42 56.27 -3.64 -0.26 -0.22 -1.06 -1.04 -0.11 -0.08 -1.51 -1.35 -0.53 
CHASER_T106 56.38 -3.30 -0.23 -0.19 -1.03 -0.91 --- --- --- --- --- 
C-IFS 38.73 -1.95 -0.11 -0.04 -0.75 -0.28 --- --- --- --- --- 
EMEPrv48 59.41 -3.13 -0.24 -0.18 -0.93 -0.77 -0.09 -0.13 --- --- --- 
GEOSCHEM 
ADJOINT 
58.97 -2.36 -0.18 -0.08 -0.69 -0.41 -0.09 -0.03 -0.83 -0.92 -0.46 
GEOS-Chem 57.59 -2.45 -0.21 --- --- -0.62 --- --- --- --- --- 
GFDL_AM3 63.75 -3.15 -0.22 -0.20 --- -0.49 --- --- --- --- --- 
HadGEM2-ES 58.03 -3.18 -0.23 -0.20 -1.30 -0.51 -0.07 -0.09 -1.02 -1.29 -0.81 
OsloCTM3.v2 38.95 -2.79 -0.16 -0.12 -0.87 -0.63 -0.14 -0.03 -1.09 -0.97 -0.47 
RAQMS 46.62 --- --- --- --- -0.45 --- --- --- --- --- 
Multi-model 
mean 
53.74±8.03 -2.82±0.53 -0.19±0.07 -0.14±0.07 -0.90±0.22 -0.58±0.25 -0.09±0.04 -0.05±0.06 -1.11±0.25 -1.13±0.19 -0.57±0.14 
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Table A6 – Difference in global population-weighted anthropogenic PM2.5 concentrations (μg/m3) for 20% emission reduction scenarios relative to the 
baseline for the year 2010. PM2.5 is the annual average. All numbers are rounded to the nearest hundredth. 
Models 
 20% emission reduction scenarios 
BASE GLO NAM EUR SAS EAS MDE RBU PIN TRN RES 
CHASER_T42 27.02 -4.09 -0.12 -0.18 -1.31 -1.77 -0.12 -0.05 -1.94 -0.47 -1.28 
CHASER_T106 30.49 -4.64 -0.11 -0.18 -1.48 -2.00 --- --- --- --- --- 
C-IFS 23.67 -1.42 -0.03 -0.03 -0.47 -0.56 --- --- --- --- --- 
EMEPrv48 26.55 -4.23 -0.08 -0.14 -1.30 -1.54 -0.08 -0.07 --- --- --- 
GEOS5 30.85 -3.64 -0.05 -0.08 -1.39 -1.42 -0.05 -0.03 --- --- --- 
GEOSCHEM 
ADJOINT 
30.36 -6.02 -0.15 -0.34 -2.05 -2.79 -0.12 -0.09 -2.07 -0.99 -1.54 
GOCART 24.42 -2.34 -0.04 -0.07 -0.81 -0.96 -0.05 -0.03 -1.06 -0.10 -1.18 
SPRINTARS 14.50 -1.51 -0.03 -0.06 -0.45 -0.59 -0.04 -0.01 -0.76 -0.06 -0.68 
Multi-model 
mean 
25.98±5.05 -3.49±1.51 -0.08±0.04 -0.13±0.09 -1.16±0.51 -1.45±0.71 -0.08±0.03 -0.05±0.03 -1.46±0.56 -0.40±0.37 -1.17±0.31 
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Table A7 – Global O3-related respiratory mortality for the year 2010 baseline, showing the deterministic mean. All numbers are rounded to three significant 
figures or the nearest 100 deaths. 
Models 
 Receptors 
World NAM EUR SAS EAS MDE RBU 
CAM-Chem 396,000 22,600 16,600 167,000 168,000 3,700 3,400 
CHASER_ T42 355,000 23,200 24,000 150,000 125,000 5,700 5,200 
CHASER_ T106 394,000 22,500 20,300 157,000 172,000 3,600 4,400 
C-IFS 96,700 6,000 1,400 64,400 18,700 800 200 
EMEPrv48 418,000 15,400 17,600 195,000 146,000 3,300 5,200 
GEOSCHEMADJOINT 391,000 22,400 17,700 178,000 132,000 5,000 4,900 
GEOS-Chem 381,000 22,600 15,200 178,000 130,000 4,500 4,400 
GFDL_AM3 494,000 22,200 23,400 224,000 170,000 3,800 5,000 
HadGEM2-ES 390,000 14,200 19,700 211,000 108,000 4,700 2,500 
OsloCTM3.v2 73,900 3,200 2,300 36,800 23,600 2,300 100 
RAQMS 202,000 5,700 5,500 118,900 56,300 1,200 1,400 
Multi-model mean 326,000±131,000 16,400±7,600 14,900±7,700 153,000±55,700 114,000 ±53,700 3,500±1,500 3,300±1,900 
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Table A8 – Global PM2.5-related mortality (IHD+Stroke+COPD+LC) for the year 2010 baseline, showing the deterministic mean. All numbers are rounded to 
three significant figures or the nearest 100 deaths. 
Models 
 Receptors 
World NAM EUR SAS EAS MDE RBU 
CHASER_T42 3,070,000 98,700 230,000 797,000 1,320,000 67,000 158,000 
CHASER_T106 3,270,000 109,000 229,000 845,000 1,400,000 63,700 157,000 
C-IFS 2,420,000 16,800 144,000 713,000 781,000 106,000 200,000 
EMEPrv48 2,780,000 80,600 150,000 778,000 1,170,000 100,000 128,000 
GEOS5 3,190,000 67,600 213,000 825,000 1,220,000 101,000 244,000 
GEOSCHEM 
ADJOINT 
3,230,000 114,000 381,000 797,000 1,430,000 41,000 281,000 
GOCART 2,710,000 39,400 127,000 718,000 1,120,000 106,000 201,000 
SPRINTARS 1,720,000 27,400 25,600 477,000 812,000 59,000 9,000 
Multi-model 
mean 
2,840,000±494,000 77,400±35,300 180,000±96,700 743,000±110,000 1,190,000±231,000 75,000±24,000 172,000±77,100 
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Table A9–Global avoided O3-related respiratory mortality in 20% emission reduction scenarios for the year 2010, showing the deterministic mean. All 
numbers are rounded to three significant figures or the nearest 100 deaths. 
Models 
20% emission reduction scenarios 
GLO NAM EUR SAS EAS MDE RBU PIN TRN RES 
CAM-Chem 34,000 800 0 12,400 3,600 -700 -1,300 --- --- --- 
CHASER_ T42 64,900 4,000 2,800 23,800 22,000 900 1,100 27,800 23,400 9,600 
CHASER_ T106 58,700 3,500 2,500 23,000 19,300 --- --- --- --- --- 
C-IFS 32,100 1,600 400 16,400 5,200 --- --- --- --- --- 
EMEPrv48 52,600 3,500 2,300 20,400 14,200 1,200 2,100 --- --- --- 
GEOSCHEM 
ADJOINT 
37,600 2,600 900 15,100 7,800 1,000 500 13,200 14,400 8,500 
GEOS-Chem 40,600 3,100 --- --- 12,100 --- --- --- --- --- 
GFDL_AM3 50,300 3,200 2,600 --- 9,200 --- --- --- --- --- 
HadGEM2-ES 54,700 3,300 2,600 28,600 9,700 1,100 1,200 17,000 21,002 15,100 
OsloCTM3.v2 46,700 2,200 1,400 19,100 12,100 1,600 400 18,600 16,000 8,300 
RAQMS --- --- --- --- 8,600 --- --- --- --- --- 
Multi-model 
mean 
47,200±10,400 2,800±900 1,700±1,000 19,800±4,900 11,200±5,300 800±700 600±1,000 19,200±5,300 18,800±3,600 10,400±2,800 
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Table A10 –Global avoided PM2.5-related mortality (IHD+Stroke+COPD+LC) in 20% emission reduction scenarios for the year 2010, showing the deterministic 
mean. All numbers are rounded to three significant figures or the nearest 100 deaths. 
Models 
20% emission reduction scenarios 
GLO NAM EUR SAS EAS MDE RBU PIN TRN RES 
CHASER_T42 375,000 27,100 57,500 57,800 116,000 11,500 25,800 179,000 44,000 86,500 
CHASER_T106 375,000 26,200 60,500 54,900 111,000 --- --- --- --- --- 
C-IFS 172,000 5,900 8,100 27,500 86,300 --- --- --- --- --- 
EMEPrv48 375,000 21,200 55,900 57,800 113,000 3,500 33,400 --- --- --- 
GEOS5 266,000 18,000 27,100 52,900 94,700 2,300 14,000 --- --- --- 
GEOSCHEMADJOINT 435,000 29,000 71,000 84,300 126,000 16,100 39,000 140,000 66,000 78,900 
GOCART 231,000 15,200 19,600 46,000 89,600 2,500 15,000 114,000 10,300 98,100 
SPRINTARS 225,000 10,900 13,200 50,000 95,600 4,500 5,600 122,000 7,800 89,500 
Multi-model mean 
307,000±
88,500 
20,600±
7,700 
40,500±
23,000 
57,000±
14,800 
106,000±
13,400 
6,700±
5,200 
22,100±
11,700 
139,000±
25,100 
32,000±
24,200 
88,200±
6,900 
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Table A11 O3-related deaths in regional reduction scenarios, including the deterministic means, 
results from the Monte Carlo analysis, and analysis of uncertainty showing the standard deviation 
and coefficient of variation (%) due to uncertainties from the spread of individual model results, the 
relative risks (RRs), and baseline mortality rates. 
  Spread of model RRs Baseline rates Monte-Carlo analysis 
source Receptor mean stdev CV mean stdev CV mean stdev CV mean 2.5% 97.5% 
NAM 
NAM 1,516 699 46% 1,516 510 34% 1,516 154 10% 1,529 -169 4,037 
ERU 325 98 30% 325 108 33% 325 38 12% 327 -11 -797 
SAS 165 701 425% 165 55 34% 165 27 17% 172 -246 -685 
EAS 509 262 52% 509 170 33% 509 45 9% 527 -910 2,209 
MDE 32 10 31% 32 11 33% 32 6 18% 33 2 82 
RBU 66 20 31% 66 22 33% 66 8 12% 66 -2 168 
EUR 
NAM 61 36 58% 61 20 33% 61 6 10% 63 -81 239 
ERU 919 727 79% 919 308 34% 919 111 12% 929 -73 2,440 
SAS -68 728 1065% -68 -23 33% -68 -10 14% -80 -875 668 
EAS 471 309 66% 471 157 33% 471 40 9% 492 -1,052 2,260 
MDE 45 11 25% 45 15 33% 45 8 18% 45 6 107 
RBU 107 31 29% 107 36 33% 107 13 12% 108 7 253 
SAS 
NAM 36 18 49% 36 12 33% 36 4 10% 37 -39 133 
ERU 50 28 56% 50 17 33% 50 6 12% 51 -31 157 
SAS 18,864 5,202 28% 18,864 6,378 34% 18,864 2,968 16% 19,013 4,000 42,201 
EAS 408 215 53% 408 136 33% 408 34 8% 416 -339 1,373 
MDE 15 6 39% 15 5 33% 15 3 19% 15 0 41 
RBU 13 9 68% 13 4 33% 13 2 12% 13 -7 40 
EAS 
NAM 228 121 53% 228 76 33% 228 23 10% 230 -51 629 
ERU 311 163 52% 311 104 33% 311 36 12% 314 -54 848 
SAS 423 828 196% 423 141 33% 423 68 16% 449 -1,249 2,381 
EAS 9,609 5,254 55% 9,609 3,241 34% 9,609 813 8% 9,696 -2,015 26,364 
MDE 33 15 45% 33 11 33% 33 6 18% 34 -3 95 
RBU 84 38 46% 84 28 33% 84 10 12% 84 -10 225 
MDE 
NAM 34 19 56% 34 11 33% 34 3 10% 34 -33 121 
ERU 55 17 31% 55 18 33% 55 7 13% 57 -45 187 
SAS 304 845 278% 304 102 33% 304 50 16% 310 -89 911 
EAS 158 70 45% 158 53 33% 158 14 9% 160 -117 520 
MDE 172 97 57% 172 58 34% 172 31 18% 176 -6 479 
RBU 30 4 13% 30 10 33% 30 4 13% 30 1 74 
RBU 
NAM 41 34 82% 41 14 33% 41 4 10% 42 -60 166 
ERU 152 69 46% 152 51 33% 152 19 12% 154 -45 440 
SAS -178 850 478% -178 -59 33% -178 -28 16% -199 -1,707 1,175 
EAS 407 332 82% 407 136 33% 407 35 9% 420 -622 1,660 
MDE 16 12 73% 16 5 33% 16 3 17% 17 -12 56 
RBU 139 129 93% 139 47 34% 139 17 12% 141 -63 422 
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Table A12 PM2.5-related deaths in regional reduction scenarios, including the deterministic means, 
results from the Monte Carlo analysis, and analysis of uncertainty showing the standard deviation 
and coefficient of variation (%) due to uncertainties from the spread of individual model results, the 
relative risks (RRs), and baseline mortality rates. 
  Spread of model RRs Baseline Mortaltiy Monte-Carlo analysis 
source Receptor mean stdev Cv mean stdev CV mean stdev CV mean 2.5% 97.5% 
NAM 
NAM 17,686 7,015 40% 17,686 3,071 17% 17,686 1,819 10% 17,988 630 28,310 
ERU 629 711 113% 629 68 11% 629 60 9% 640 82 1,076 
SAS -11 193 1682% -11 5 46% -11 -1 6% 11 -207 82 
EAS 214 250 117% 214 -2 1% 214 21 10% 196 -296 365 
MDE 9 52 579% 9 2 21% 9 1 16% 8 -5 28 
RBU 298 387 130% 298 32 11% 298 16 5% 250 89 420 
EUR 
NAM 62 34 55% 62 18 30% 62 6 10% 62 6 108 
ERU 31,072 19,747 64% 31,072 4,560 15% 31,072 2,785 9% 31,924 4,521 53,853 
SAS 123 140 113% 123 19 15% 123 22 18% 117 -57 188 
EAS 412 182 44% 412 20 5% 412 40 10% 389 -23 550 
MDE 537 448 83% 537 -16 3% 537 68 13% 401 27 1,363 
RBU 5,826 3,940 68% 5,826 476 8% 5,826 317 5% 5,743 681 8,033 
SAS 
NAM 46 65 142% 46 15 32% 46 5 10% 46 -14 88 
ERU 109 111 102% 109 2 2% 109 10 10% 113 14 196 
SAS 50,435 14,936 30% 50,435 5,748 11% 50,435 7,484 15% 47,923 30,035 68,484 
EAS 1,415 1,196 85% 1,415 147 10% 1,415 124 9% 1,394 -71 2,045 
MDE 58 78 135% 58 9 15% 58 11 20% 38 2 148 
RBU 50 95 190% 50 -8 15% 50 2 5% 42 8 108 
EAS 
NAM 338 179 53% 338 93 28% 338 35 10% 335 35 505 
ERU 395 324 82% 395 46 12% 395 37 9% 394 24 694 
SAS 903 870 96% 903 152 17% 903 136 15% 897 589 1,355 
EAS 98,495 13,602 14% 98,495 6,963 7% 98,495 8,770 9% 91,114 436 128,649 
MDE 11 28 260% 11 -1 7% 11 1 12% 5 -1 25 
RBU 813 534 66% 813 135 17% 813 46 6% 803 14 1,298 
MDE 
NAM 36 24 66% 36 12 34% 36 4 10% 34 -1 57 
ERU 481 360 75% 481 6 1% 481 48 10% 419 93 854 
SAS 1,400 709 51% 1,400 295 21% 1,400 234 17% 1,346 744 2,371 
EAS 169 646 383% 169 -10 6% 169 16 10% 177 -612 455 
MDE 2,538 2,800 110% 2,538 22 1% 2,538 336 13% 1,599 238 4,535 
RBU 813 842 104% 813 53 6% 813 53 7% 644 31 1,605 
RBU 
NAM 46 39 86% 46 8 17% 46 5 10% 41 12 64 
ERU 2,196 1,099 50% 2,196 241 11% 2,196 174 8% 2,204 299 3,695 
SAS 13 507 3974% 13 31 247% 13 8 66% 93 -216 192 
EAS 859 376 44% 859 61 7% 859 82 10% 814 334 1,086 
MDE 106 111 104% 106 1 1% 106 13 12% 75 9 222 
RBU 18,001 10,178 57% 18,001 2,625 15% 18,001 985 5% 17,640 386 25,674 
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Figure A1. Regional (upper panel) and sectoral (lower panel) percent of total anthropogenic 
emissions of gaseous pollutants and particulate matter for the year 2010. Global absolute emissions 
are reported on bottom table in Tg species per year (Adapted from Janssens-Maenhout et al (2015)). 
 
 
SO2 NOX CO NMVOC NH3 PM10 PM2.5 BC OC
Other countries 37 39 187 71 15 19 11 2 5
RBU 5 5 11 5 1 1 1 0 0
MDE 7 5 12 4 1 0 0 0 0
EAS 29 30 177 25 10 17 12 2 3
SAS 11 11 82 20 13 9 7 1 3
EUR 7 10 24 8 4 2 2 0 1
NAM 10 14 52 14 4 2 2 0 1
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SHIPS 0 1 0 1 14 0 1 1 8
AIR 0 1 0 0 2 0 0 0 0
RESIDENTIAL 3 239 5 43 7 10 22 17 8
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INDUSTRY 1 135 1 67 22 2 18 10 41
ENERGY 0 9 0 1 28 0 6 3 45
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Figure A2. Six priority regions defined by TF-HTAP2 – NAM: North America, EUR: Europe, EAS: East 
Asia, SAS: South Asia, RBU; Russia/Belarus/Ukraine and MDE: Middle East.
NAM 
EUR 
RBU 
MDE SAS 
EAS 
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Figure A3. Spatial distributions of model performance for the maximum 3-month average of daily 1-hour maximum O3 comparing TOAR observations with 
individual model simulations and the ensemble mean. The overall statistical parameters for each model are in the bottom left of each plot. 
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Figure A3. Continued. 
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Figure A4. As Figure S3, but for North America. 
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Figure A4. Continued. 
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Figure A5. As Figure S3, but for Europe. 
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Figure A5. Continued. 
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Figure A6. As Figure S3, but for East Asia. 
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Figure A6. Continued. 
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Figure A7. Spatial distributions of model performance for the annual average PM2.5, comparing GBD2015 observations with individual model simulations 
and the ensemble mean. The overall statistical parameters for each model are in the bottom left of the plot. 
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Figure A8. As Figure A7 but for NAM. 
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Figure A9. As figure A7, but for Europe. 
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Figure A10. As Figure A7, but for East Asia.
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Figure A11– Spatial distribution of exposed population (people per 1,000 square kilometers) and the 
baseline mortality rates (deaths per year per 1,000 people) for adults aged 25 and above for specific 
mortality causes, at 0.5°× 0.5° resolution in 2011. The cause-specific baseline mortality rates for 187 
countries are from the GBD 2010 mortality dataset (IHME, 2013) 
(a)Population 
 
(d) Respiratory disease (RESP) 
 
(b)Ischemic heart disease (IHD) 
 
(e) Chronic obstructive pulmonary disease (COPD) 
 
(c)Cerebrovascular disease (STROKE) 
 
(f) Lung cancer (LC) 
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Figure A12 – Spatial distribution of O3 concentrations for the year 2010 (ppb), showing the multi-
model mean (11 models) in each grid cell for the baseline. 
 
 
Figure A13 – Spatial distribution of PM2.5 concentrations for the year 2010 (μg/m3), showing the 
multi-model mean (8 models) in each grid cell for the baseline. 
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Figure A14 – The spatial distribution of the global difference in individual model O3 concentrations (ppb) in 20% emission reduction scenarios relative to the 
baseline for year 2010, for the 6-month O3 season average of 1-hr. daily maximums. 
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Figure A14 – Continued. 
     CHASER_t106                         C-IFS_v2                          GEOS-Chem                         GFDL_AM3                           RAQMS 
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Figure A15 – As Figure A14, but for 20% sectoral emission reductions. 
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Figure A16 – The spatial distribution of the global difference in individual model annual average PM2.5 concentrations (μg/m3) in 20% emission reduction 
scenarios relative to the baseline for year 2010. 
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Figure A16 – Continued. 
CHASER_t106                  C-IFS_v2                   EMEP_rv48                   GEOS5     
-20% NAM 
-20% EUR 
-20% EAS 
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Figure A17 – As Figure A16, but for 20% sectoral emission reductions. 
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Figure A18 – Annual avoided O3-related mortality in each 6 receptor region due to 20 % anthropogenic emission reductions in each 6 source region, as 
simulated by each of the 11 models. The left y axis shows the avoided deaths within source region itself, while the right represents the avoided deaths 
outside of the source region. The upper labels on x axis represent the receptor regions, while the six bottom labels represent the source region.  
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Figure A19 – Annual avoided PM2.5-related mortality in each 6 receptor region due to 20 % anthropogenic emission reductions in each 6 source region, as 
simulated by each of the 8 models. The left y axis shows the avoided deaths within source region itself, while the right represents the avoided deaths 
outside of source region. The upper labels on x axis represent the receptor regions, while the six bottom labels represent the source region. 
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Figure A20 – Annual avoided O3-related mortality in the 6 receptor regions due to 20 % anthropogenic emission reductions in 3 source sectors, as simulated 
by each of the 4 models. The value of y axis represents the percentage of total O3-related mortality (sum of 3 sectors) of each sectoral emission reduction 
for individual models and receptor regions. The upper labels on x axis represent individual model while the bottom labels on x axis represent the receptor 
regions. The table shows the number of O3-related avoided deaths from each sectoral emission reduction estimated by each model in each receptor region. 
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Figure A21 –Annual avoided PM2.5-related mortality in the 6 receptor regions due to 20 % anthropogenic emission reductions in 3 source sectors, as 
simulated by each of the 4 models. The value of y axis represents the percentage of total PM2.5-related mortality (sum of 3 sectors) of each sectoral 
emission reduction for individual models and receptor regions. The upper labels on x axis represent individual models while the bottom labels on x axis 
represent the receptor region. The table shows the number of PM2,5-related avoided deaths from each sectoral emission reduction estimated by each 
model in each receptor region.
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APPENDIX B - THE SENSITIVITIES AND CONTRIBUTIONS OF SURFACE 
OZONE OVER KAO-PING AIR BASIN IN TAIWAN TO 
GEOGRAPHICALLY-DISTRIBUTED ANTHROPOGENIC VOC AND NOX 
EMISSIONS AND IMPLICATIONS FOR MITIGATION POLICY – 
SUPPLEMENTAL MATERIAL 
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Table B1. Model configurations for WRF and CMAQ 
WRF configuration$ 
Version 3.4.1 
Vertical resolution  34 sigma-pressure levels 
Horizontal resolution  81km/27km/9km/3km 
Projection Lamber conformal 
FDDA  Analysis nudging 
Cumulus Kain–Fritsch 
Microphysics  WSM 5-class scheme 
Radiation cam scheme 
PBL YSU scheme 
LSM MM5 Monin-Obukhov scheme 
LULC  Unified Noah land-surface model 
 
CMAQ configuration 
 
Version 5.0.2 
Horizontal resolution 81km/27km/9km/3km 
Vertical resolution  
15 sigma-pressure levels (with the top 
pressure of 100 mb) 
Projection Lambert conformal conic 
Depth of first layer 20 m 
Advection 
WRF omega calculation with the Piecewise 
Parabolic Method (PPM) 
Vertical diffusion K-theory 
Gas-phase chemistry CB05 with EBI solver 
Aerosol AERO 6 
Dry deposition M3dry 
Wet deposition Henry’s law 
Aqueous chemistry Walcek 
Advection hyamo global mass-conserving scheme  
PBL scheme Blackadar 
Explicit moisture scheme Mixed phase  
Atmospheric radiation scheme Cloud  
Cumulus scheme  Grell 
$ Model configurations for WRF is based on Taiwan Environmental Protection project, “Air 
quality modeling supporting and air quality assessment (EPA-102-FA11-03-D107)”(Taiwan 
Environmental Protection, 2014). 
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Table B2. Bias and error in WRF-generated meteorological parameter fields during October 
1-31, 2010 with respect to the Taiwan Central Weather Bureau (CWB) surface observations. 
 Surface Air Temperature  
(0K) 
Surface Wind Speed  
(m/s) 
Surface Wind Direction 
(degree) 
 MBE MAGE MBE RMSE WNMB WNME 
NCMAB -0.2 1.0 0.9 2.3 -1.1% 11.5% 
CTAB -0.2 1.2 -0.6 1.6 -2.9% 9.0% 
YCNAB -0.4 1.4 0.0 1.4 -2.1% 8.6% 
KPAB -0.4 1.5 0.3 1.7 -1.1% 9.3% 
YLHDAB -1.0 1.6 0.4 2.4 -1.0% 9.2% 
Average -0.4 1.3 0.2 1.8 -1.6% 9.5% 
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Table B3. Key model performance metrics for the hourly NO2, VOC and O3 over KPAB during 
the October 1-31, 2010$. 
 O3 O3(>60ppb) O3(1hr-max) O3(8hr-max) NO2 VOC# 
Num. of obs. 10,973  2,221  465 465 10,937  8,100  
Mean mod.,ppb 35.6  76.2  74.4  60.9  30.6  364.0  
Mean obs.,ppb 37.8  80.4  83.0  65.6  17.8  265.2  
Mean bias 
(MB), ppb 
-2.2  -4.2  -8.6  -4.7  12.8  98.8  
Mean absolute 
gross error 
(MAGE), ppb 
17.7  16.3  21.2  16.2  17.7  205.3  
Normalized 
mean bias 
(NMB), % 
-5.9 -5.2 -10.3 -7.1 72.1 37.2 
Normalized 
mean error 
(NME), % 
46.7  20.3  25.6  24.6  99.4  77.4  
Root mean 
Square error 
(RMSE), ppb 
11.0  4.2  9.6  8.8  14.7  135.8  
Correlation 
coefficient (R) 
0.7  0.1  0.4  0.5  0.3  0.4  
$The result is calculated by averaging each metric from 15 monitoring sites over KPAB. 
#Chaozhou, Meinong, Hengchun, and Qiaotou is not available.  
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Figure B1. Episode average NOX and VOC emissions (ton/day) over Taiwan domain during 
October 1-31, 2010.  
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Figure B2. Time series of predicted hourly O3 concentration (ppb) concentrations compared with TAQMN measurements inside KPAB domain for October 1-
31, 2010. 
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Figure B3. Scatter diagrams of predicted hourly O3 concentration (ppb) concentrations 
compared with TAQMN measurements inside KPAB domain for October 1-31, 2010. 
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(a) (b) 
  
Figure B4. Simulated KPAB domain-wide episode average results (ppb) for October 1-31, 
2010. (a) 1-hour peak O3 concentrations; (b) 8-hour peak O3 concentrations.  
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Figure B5. Time series of predicted hourly NO2 concentration (ppb) concentrations compared with TAQMN measurements inside KPAB domain for October 
1-31, 2010. 
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Figure B6. Time series of predicted hourly VOC concentration (ppb) concentrations compared with TAQMN measurements inside KPAB domain for October 
1-31, 2010.
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 BFM               HDDM 
1st order NOX 
 
1st order VOC 
 
2nd order NOX 
 
2nd order VOC 
 
Figure B7- Spatial comparison between HDDM and BFM for the episode-average daily 
maximum 8-hour O3 sensitivity coefficient (ppb per 100% change in emissions) to KPAB 
domain-wide ANOX and VOC emissions of for October 1-5, 2010. 
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Figure B8. Spatial distribution of simulated daily maximum 8-hour O3 concentration (ppb) 
and its corresponding NOX (ppb), VOC(ppb) and NOX/VOC concentration over KPAB domain 
on 1 October 2010. 
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Figure B9. Spatial distribution of daily maximum 8-hour O3 coefficient (ppb per 100% change 
in emissions) in KPAB domain on 1 October 2010 to interactions between upwind and local 
ANOX and AVOC emissions.
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Figure B10. Isopleths of O3 (ppb) for the daily maximum 8-hour O3 concentration averaged at 
Xiaogang site on 1 October 2010 for changes in anthropogenic emissions from a) NCMAB, b) 
CTAB, c) YCNAB, d) KPAB and e) YLHDAB) estimated by eq. 6. Axes reflect fractional changes 
in total anthropogenic emissions 
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Figure B11. Isopleths of O3 (ppb) for the daily maximum 8-hour O3 concentration averaged at 
Chaozhou site on 1 October 2010 for changes in anthropogenic emissions from a) NCMAB, b) 
CTAB, c) YCNAB, d) KPAB and e) YLHDAB) estimated by eq. 6. Axes reflect fractional changes 
in total anthropogenic emissions. 
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Figure B12. Isopleths of O3 (ppb) for daily maximum 8-hour O3 concentration in KPAB 
political region on 1-5 October 2010. Axes reflect percentage changes from anthropogenic 
emissions. 
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Figure B13. Simulated MDA8 O3 sensitivity coefficient (ppb per 100% change in emissions) to upwind ANOX and AVOC emissions over KPAB 
political region on 1 October, 2010 under base emission inventories (thick black lines), and under various perturbations to upwind ANOX and 
AVOC emissions (lines in different color) 
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APPENDIX C - PM2.5 SENSITIVITIES AND SOURCE CONTRIBUTIONS OF 
GEOGRAPHICALLY-DISTRIBUTED PRECURSOR EMISSIONS OVER 
KAO-PING AIR BASIN IN TAIWAN AND IMPLICATIONS FOR 
MITIGATION POLICY - SUPPLEMENTAL MATERIAL 
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Table C1. Model configurations for WRF and CMAQ 
WRF configuration$ 
Version 3.4.1 
Vertical resolution  34 sigma-pressure levels 
Horizontal resolution  81km/27km/9km/3km 
Projection Lamber conformal 
FDDA  Analysis nudging 
Cumulus Kain–Fritsch 
Microphysics  WSM 5-class scheme 
Radiation cam scheme 
PBL YSU scheme 
LSM MM5 Monin-Obukhov scheme 
LULC  Unified Noah land-surface model 
 
CMAQ configuration 
 
Version 5.0.2 
Horizontal resolution 81km/27km/9km/3km 
Vertical resolution  
15 sigma-pressure levels (with the top 
pressure of 100 mb) 
Projection Lambert conformal conic 
Depth of first layer 36 m 
Advection 
WRF omega calculation with the Piecewise 
Parabolic Method (PPM) 
Vertical diffusion K-theory 
Gas-phase chemistry CB05 with EBI solver 
Aerosol AERO6 
Dry deposition M3dry 
Wet deposition Henry’s law 
Aqueous chemistry Walcek 
Advection hyamo global mass-conserving scheme  
PBL scheme Blackadar 
Explicit moisture scheme Mixed phase  
Atmospheric radiation scheme Cloud  
Cumulus scheme  Grell 
$ Model configurations for WRF is based on Taiwan Environmental Protection project, “The 
Project of Consolidating the System of Air Quality Model (EPA-103-FA11-03-A33)” (TEPA, 
2016b)  
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Table C2. Bias and error in WRF-generated meteorological parameter fields during 
December 1-31, 2010 with respect to the Taiwan Central Weather Bureau (CWB) surface 
observations 
 Surface Air Temperature  
(0K) 
Surface Wind Speed  
(m/s) 
Surface Wind Direction 
(degree) 
 MBE MAGE MBE RMSE WNMB WNME 
NCMAB -0.3 1.2 1.0 2.1 -1.9% 12.6% 
CTAB -0.4 1.3 -0.4 1.3 -8.6% 9.9% 
YCNAB -0.3 1.3 0.3 1.4 -3.4% 5.4% 
KPAB -0.3 1.3 0.5 1.6 -0.5% 6.0% 
YLHTAB -1.4 1.7 0.1 1.9 3.5% 7.7% 
 
 
  
 
2
0
6
 
Table C3. Key model performance metrics for the 24-hour average PM precursors (ppb), PM10 and PM2.5 mass and PM2.5 species (ug/m3) at 15 monitoring 
sites and 3 supersites in KPAB (Fig. 1c) during the December of 2010 
 SO2 VOC NO2 PM10 PM2.5 aNH4+ NO3- SO42- EC OC 
Num. of obs. 10,919 7,981 10,820 10,761 10,832 2,104 2,170 2,108 688 688 
Mean mod. 8.6 428.0 34.1 65.8 49.6 7.2 16.7 7.5 3.0 7.0 
Mean obs. 7.9 361.0 27.2 105.0 59.6 6.5 9.4 10.1 2.6 14.6 
Mean bias (MB) 0.7 67.0 6.9 -39.2 -10.0 0.7 7.3 -2.6 0.4 -7.6 
Mean absolute gross error (MAGE) 5.0 200.8 14.5 49.1 23.4 3.1 10.4 4.1 1.7 8.3 
Normalized mean bias (NMB), % 8.6 18.6 25.2 -37.3 -16.9 11.0 77.5 -25.4 15.0 -52.1 
Normalized mean error (NME), % 62.6 55.6 53.2 46.8 39.2 47.2 110.0 40.2 63.0 56.9 
Mean fractional bias (MFB), % -5.9 14.7 -1.0 -52.5 -28.7 1.7 38.0 -29.5 10.1 -67.5 
Mean fractional error (MFE), % 58.3 48.4 53.1 60.8 47.7 43.4 73.1 44.3 50.3 73.5 
Root mean square error (RMSE) 2.3 113.5 10.7 41.8 13.7 0.7 7.3 2.6 0.4 7.6 
Correlation coefficient (R) 0.3 0.5 0.5 0.4 0.5 0.4 0.3 0.4 0.2 0.2 
aObserved concentration of NH4+ is estimated by (2⨯SO42-/96+ NO3-/62) ⨯17. 
bFuying, Qianzhen and Chaozhou are supersites. 
cOnly Qianzhen is available 
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Table C4. Statistical comparison of episode-average 24-hour PM2.5 species concentration 
(μg/m3) to Taiwan domain-wide precursor emissions between BFM and DDM for December 
21-24, 2010. The direct PM species of precursor is highlighted in bold font.  
Emission PM species aBFM(μg/m3) bDDM(μg/m3) cNMB(%) dNME(%) R2 
SO2 
SO42- 0.28 0.37 31.78 41.75 0.77 
NO3‐ ‐0.03 0.01 ‐145.16 124.31 0.56 
NH4+ 0.09 0.13 50.86 55.3 0.87 
OC ‐4.2E‐03 ‐4.0E‐05 ‐99.13 99.13 0.7 
&EC ‐1.4E‐03 0 ‐ ‐ ‐ 
NOx 
SO42‐ ‐0.40 ‐0.05 ‐87.2 88.32 0.24 
NO3- 5.91 6.07 2.59 8.03 0.99 
NH4+ 1.60 1.77 10.88 12.59 0.99 
OC ‐0.11 ‐0.02 ‐83.58 83.58 0.94 
&EC ‐0.03 0 ‐ ‐ ‐ 
NH3 
SO42‐ 0.19 7.0E‐04 ‐99.64 99.64 0.2 
NO3‐ 3.06 3.55 15.99 24.43 0.94 
NH4+ 1.27 1.38 8.32 19.88 0.88 
OC ‐0.04 4.7E‐05 ‐100.12 100.12 ‐0.85 
&EC ‐0.01 0 ‐ ‐ ‐ 
VOC 
SO42‐ 0.06 0.33 492.91 492.96 0.44 
NO3‐ ‐0.29 ‐0.13 ‐54.92 49.86 0.89 
NH4+ ‐0.07 0.05 ‐175.79 146.89 0.54 
OC 0.10 0.08 -17.03 17.22 0.97 
&EC 1.0E‐03 0 ‐ ‐ ‐ 
Primary 
PM2.5 
SO42‐ 0.48 0.31 ‐35.84 35.85 0.98 
NO3‐ 0.73 0.01 ‐98.06 98.06 0.70 
NH4+ 0.23 0.12 ‐48.06 52.01 0.88 
OC 0.64 0.58 ‐10.31 11.40 1.00 
EC 0.32 0.31 -2.41 6.96 1.00 
aCalculated by eqs. 1 using 10% perturbations. bAveraged over domain. cNormalized mean 
bias Σ(DDM -BFM)/ Σ(BFM), comparing coefficients for each day and grid cell. dNormalized 
mean error, Σ|(DDM - BFM)|/ Σ|(BFM)|.&No value change was found. 
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Figure C1. Spatial distribution of primary PM2.5, SO2, NOx, NH3 and VOCS Emissions (ton/day) 
in December 1-31, 2010. 
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Figure C2. Time series of predicted hourly PM2.5 concentration (μg/m3) concentrations compared with TAQMN measurements inside KPAB domain for 
December 1-31, 2010.
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Figure C3. Scatter diagrams of predicted 24-hour average PM2.5 concentration (μg/m3) 
concentrations compared with TAQMN measurements inside KPAB domain for December 1-
31, 2010.
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Figure C4. Time series of predicted hourly PM10 concentration (μg/m3) concentrations compared with TAQMN measurements inside KPAB domain for 
December 1-31, 2010.
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Figure C5. Time series of predicted hourly PM2.5 EC, OC, SO42-, NO3-, NH4+ components concentration (μg/m3) compared with TAQMN measurements inside 
KPAB domain for December 1-31, 2010 (Observed concentration of NH4+ is estimated by (2⨯SO42-/96+ NO3-/62) ⨯17). 
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Figure C6. Time series of predicted hourly SO2 components concentration (ppb) compared with TAQMN measurements inside KPAB domain for December 
1-31, 2010 
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Figure C7. Time series of predicted hourly NO2 concentration (ppb) compared with TAQMN measurements inside KPAB domain for December 1-31, 2010 
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Figure C8. Time series of predicted hourly VOCS concentration (ppb) compared with TAQMN measurements inside KPAB domain for December 1-31, 2010 
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Figure C9- Spatial comparison between DDM and BFM for the episode-average 24-hour sensitivity 
coefficients (μg/m3 per 100% change in emissions) of PM2.5 species to Taiwan domain-wide primary 
PM2.5, SO2, NOX, NH3 and VOCS emissions for December 21-24, 2010 over KPAB domain. 
 
Primary  
PM 
 
 
BFM 
 
 
 
DDM 
 
SO2 
 
 
BFM 
 
 
 
DDM 
 
NOX 
 
 
BFM 
 
 
 
DDM 
 
NH3 
 
 
BFM 
 
 
 
DDM 
 
VOCS 
 
 
BFM 
 
 
 
DDM 
 
  
 
2
1
7
 
a) b)  c)  
   
   
Figure C10. A decomposition of episode-average 24-hour zero-out source contributions (μg/m3) of PM2.5 precursor (upper) and PM2.5 components (bottom) 
from local and upwind anthropogenic precursor emissions at a) a background, b) an urban and c) a rural site over KPAB domain.  
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Figure C11. Episode-average simulated and observed PM2.5 concentrations (μg/m3) and a decomposition of the zero-out source contributions of local and 
upwind anthropogenic precursor emissions (μg/m3) at a) Qiaotou (background), b) Qianzhen (urban) and c) Chaozhou (rural). Note that N, C, Y, and K 
represents KPAB, CTAB, YCNAB and KPAB, respectively while YLHDAB is negligible (not shown). 
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