I-optimal curve for impulsive Lotka—Volterra predator-prey model  by Angelova, J. et al.
An International Journal 
computers & 
mathematics 
with applications 
PERGAMON Computers and Mathematics with Applications 43 (2002) 120331218 
www.elsevier.com/locate/camwa 
I-Optimal Curve for Impulsive 
Lotka-Volterra Predator-Prey Model 
J. ANGELOVA, A. DISHLIEV AND S. NENOV 
Department of Mathematics 
University of Chemical Technology and Metallurgy 
8, Kliment Ohridsky Blvd., Sofia 1756, Bulgaria 
<dana><s.nenov>Quctm.edu 
(Received October 2000; revised and accepted August 2001) 
Abstract-For the classical Lotka-Volterra predator-prey system, new notion I-optimal curve ~1 
is introduced. This curve is disposed in the phase space of the system. The curve <I intersects each 
trajectory yc of Lotka-Volterra system at least once. The points of (1 possess the following optimal 
property: if (m, hl) E <I n yco, then after a “jump” with magnitude I to the origin of coordinates. it 
hits a trajectory yci and ci is minimal; i.e., yc, is the “nearest” to the stable centre. The minimality 
concerns the rest points of initial trajectory ycO, from which the “impulsive jumps” (subtractings) with 
magnitude I to (0,O) are realized. The monotonicity, continuityl a.nd linear asymptotical behaviour 
of <I curve are proved. @ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In the present paper, we consider the impulsive analogue of the classical Lotka-Volterra system. 
The qualitative theory of impulsive differential equations is almost developed for the systems with 
fixed and dynamical impulsive perturbations. We shall cite the following famous monographs, 
which are devoted to this modern theory [lHj]. Tl re impulsive moments and impulsive pertur- 
bations (IPs) of the system under consideration are determined as optimal ones. The following 
optimization problems from population dynamics are solved. 
We consider an association of preys and predators describing their evolution by a Lotka-Volterra 
system with fixed initial condition. It is well known that a phase trajectory is closed curve yc 
from ll$_ (R+ = (0, oo)) contained inside the stable centre. For a given trajectory ycO (ca > 0) 
and fixed magnitude I > 0 of IP, we introduce an I-optimal curve <I. The curve (1 crosses each 
trajectory of Lotka-Volterra system almost once. The point,s of this curve possess the following 
optimal property: if (m, Al) E & fY ycO, then after a “‘jump” with magnitude f to the origin 
of coordinates, the trajectory ycl is reached. In addition, cl is minimal; i.e., ycl is “nearest” 
to the stable centre of the system. The minimality is concerned the residual points of initial 
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trajectory ycO, from which the impulsive “jumps” (subtractings) with magnitude 1 are realized 
to the origin of coordinates. The following properties of <I are derived: 
. 
. 
. 
EI is continuous per coordinates; 
[I is continuous via parameter I E R+; 
for every I E W+, the curve (1 is asymptotically equivalent to the line with equation Al = 
(ql/qz)m, where q1 and 42 are the coefficients of intraspecies competition, respectively, for 
the prey and predator. 
2. PRELIMINARY RESULTS 
In the present article like in [7], the classical problem is considered only for two interacting 
species-predator and prey under the next constraints: 
(1) the association of interacting species (predators and preys) is isolated; 
(2) these two bioIogica1 species coinhabit in stationary environment; 
(3) the predator feeds only with preys; 
(4) in the absence of predator, the prey has positive relative growth rate; 
(5) the quantity of prey is eaten proportionally to the quantity of predator; 
(6) in the absence of prey, the predator has negative relative growth rate; 
(7) the amount of prey eaten is proportional to the amount of predator; 
(8) if the predator has a lot of foods, it reproduces proportionally to the redundant quantity 
of preys. 
The mathematical description of the predator-prey problem based on these constraints is given 
by the following system differential equations: 
dm 
- = m(r1 - qlAd), 
dt 
dM 
- = -M(P~ - q2m), 
dt 
(2.1) 
where 
. 
. 
. 
m = m(t) > 0 and M = M(t) > 0 are the population biomasses of the preys and predators 
in the moment t > 0, respectively; 
~1 > 0 and rg > 0 are the relative growths of the first species (prey) and of the second 
species (predator), respectively; 
q1 > 0 and q2 > 0 are the coefficients of intraspecies competition for the prey and for the 
predator, respectively. 
It is well known that system (2.1): 
l possesses two stationary points: O(O,O)-saddle point, and (me, A4e) = (rz/qz, r1 /ql)- 
stable centre; 
l through any point in the first quadrant passes a unique closed trajectory of system (2.1) 
which contains inside the point (me, A&); 
l has a first integral 
U(~JZ, M) = qlM + q2m - r1 1nM - r2 In m + UO, (2.2) 
where 
The following statements are obvious: 
(1) U(m,Ad) > 0 for any point (m,M) E R”+ \ {(ms,Ms)}, B+ = (0,oo); 
(2) U(mo,Al,) = 0; 
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(3) for every constant c > 0, the set D, = {(m, M) E W: : U(m, M) < c} is one-connected 
domain with smooth contour dV, = yc = {(m, M) E lR”+ : U(m, Ad) = c}; 
(4) if 0 < cl < ~2, then yCl C VD,,. 
We shall say that trajectory yC1 is “closer” (“remoter”) to the stable centre of system (mo, A&) 
than the trajectory yCz if 0 < cl < c2 (~1 > ~2). 
In the present paper, the main considerations and results concern a special curve <I called 
I-optimal curve for system (2.1). This curve is disposed in the phase space of the same system. 
We note that curve & variates according to the magnitude of the positive constant I. In other 
words, I-optimal curves are one-parametric family curves with parameter I > 0. 
We assume that I > 0 is a fixed constant. 
DEFINITION 1 
(1) 
(2) 
Let 
CI = u mrJ 
( ( 
If 
JG&@ ,M” l+&&iq 1 ( 1) : 
where (mo, MO) are the coordinates of the stable center of Lotka-Volterra system. 
For every c > CI functions m = m(c, I), M = M(c,I) are the solutions of conditional 
minimum problem 
(2.3) 
Then we shall call 
EI = {(m,M) : m = m(c,I), M = M(c,I), c 2 cr) 
the I-optimal curve (Figure 1). 
2 4 6 8 -m 
Figure 1. <: : 7-117-2 > (a/q2J2, E? : 7x1~2 = (a/q2j2, t’; : n/r2 < (n/q2j2. 
REMARK 1. In view of first integral (2.2), and introducing the notation 
the problem for conditional minimum (2.3) can be set in the following way. 
(2’) For every c 2 CZ, to find the solutions of conditional minimum problem 
min{G(m, M, I) + U(m, M); U(m, M) = c}, 
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i.e., 
min{G(m, M, 1); U(m, 111) = c}. 
REMARK 2. Further, for convenience, we shall use the polar coordinates. The first integral of 
system (2.1) becomes 
W(p,Q) = U(pcos8,psinB) = PA(B) - (~1 + ~-2) Inp - ~1 Insin - rz Incos0 + U,, 
where p > 0, 0 < B < -/r/2, A(B) = q1 sin 0 + q2 cos 6. 
In polar coordinates, the curve [I is in the form 
In the above expression, for any c > CI, polar coordinates ~(0; c, I) and e(c, I) are the solutions 
of conditional minimum problem 
min{G(pcosQ,psin0,1); U(pcosB,psin@ = c} 
= min{H(p, 8, I); W(p, 0) = c} 
(2.4) 
= min -IA(Q) - (rl + 7427~ 
where H(p, 8, I) = G(pcos8,psinG), p > 0 and 0 < 6’ < 7r/2. 
REMARK 3. Evidently, through every point of [I passes only one trajectory of system (2.1). 
3. AN ALGORITHM FOR 
DETERMINING AN I-OPTIMAL CURVE 
For any fixed c > cl from condition W(p, 19) = c, we determine p as an implicit function of 0, 
i.e., p = p(B; c, I). We introduce a function h : (0,7r/2) --+ Iw+ according to equality 
h(Q) = H(p(Q; c, I), 0, I). 
To find I-optimal curve <I, it is necessary for every c > CI to perform the following. 
1. To determine 
where 
W,(P>@ = “iiva’p”; ‘) = A(0) 
‘l ; T2 ; 
= PA’(B) - ~1 cot 0 + ~2 tan 8. 
2. To solve the system 
h’(Q) = H,(P, 8, I)P'(@ c, I) + Hdp, 8, I) = 0; 
W(P,Q) = c, 
which is equivalent to the system 
H,(P, 0, I)Wo(p, 0) - Hdp, 0, I)W,(P, 0) = 0; 
W(P,Q) = c, 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
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where 
The immediate calculations show that equation (3.3) gives capability to express p by 8. For 
this purpose, we have to solve the equation 
P2 - I+ 
qr1 + n) 
> 
Tl fT2 
qq 
’ + A(Q 
(IA’(e) + ‘r1 cot, H - 7-2 tan 0) = 0. (3.5) 
The following two solutions of equation (3.5) are found: 
where 
I2 Tl +r2 
D(e, I) = 4 + A(Q) 
7’1 + 7‘2 rlcotQ-T2tanQ -- 
A(o) 
3. To find these 0, for which pl(8, I) and pz(Q, I) are real, i.e., D(8, I) 2 0. For large values of 
parameter 1, the last inequality is valid. We note for small enough I, the inequality D(0) 2 0 is 
valid when 
Tl +r2 -_ B(B) = A(@ 
rlcotO-ratan 1 o, 
A’(o) 
(3.6) 
The former inequality is fulfilled for B E A = (@,e) = (min{f?, e}, max{&8}), e = arctan /CO, 
3 = arctanIc1, /Q = A&/mo, Icl = ql/q2 (see Lemma 1). To determine real functions p1 and pl 
which are able to express from (3.5), it remains to show that denominators in (3.5) and (3.6) do 
not vanish in A. 
The direct test yields that A’(B) # 0 for 0 E A ( see Lemma 1). Moreover, A(H) > 0 for 
0 E (0,~/2) c A. Hence, pl(B,1) and pz(Q,I) are well defined. 
4. To choose a proper polar radius vector, the solution ~~(0~1) is rejected, because for any 
fixed 0 E A after impulse with magnitude I to the coordinate origin. a trajectory is reached: 
which is at a greater distance from the stable center (nzo, MO) than the trajectory of the point 
(P2(~,0> 0). 
5. To determine in accordance with ~1 arguments Qc, I), thus IY(pl, 0) = c (Figure 2). 
For this target in equation (3.4), we replace p by p1 (H, I) and achieve an equation 
\VC,J(0) = b1/(p1(8,I),H) -c = 0. (3.7) 
The above equation is transcendental and for any fixed c > cl, I > 0 can be solved only numeri- 
cally. Let us denote by 8i, i = 1,2,. , the solutions of equation (3.7), respectively. Further, we 
shall show that there exists a unique solution 81 E A (see Theorem 1). 
In Tables 1 and 2, under fixed parameters of the Lotka-Volterra system are given some concrete 
values for I and their corresponding evaluated CI. For c E {7,13,19}, the radius vectors and 
arguments of points of I-optimal curve, for which the first derivative of function h is 0 and 
the second derivative is positive, are evaluated. In Figure 2, shown below the figure values 
of parameters of the Lotka-Volterra system, the graphs of function Wc,~(0) for 1 = 10 and 
c E {7,13,19} are drawn. From these graphs it is clear that the function w,,,(Q) is strongly 
monotone in A, W,.J(~J)W,,J(~) < 0, and r/i/,.,(Q) = 0 of a unique point 8 = 81 E A. 
6. To verify for solutions of system (3.3),(3.4), satisfying the former two steps of t,he present 
algorithm, whether the following inequality is fulfilled (see Theorem 3): 
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(a) Full activation. (b) Active force scales with activation but passive is 
force is unaffected (adapted from [lo]). 
Figure 2. r-1 = 3, qr = 1, 1‘2 = 4, 42 = 1, r-r = 3, qr = 1, ~a = 5, q2 = 2. 
Table 1. rr = 3, qr = 1, ~2 = 4, 42 = 1; e = 0.644. 8 = 0.785; TI/TZ < (ql/q2)2 
I 
1 2 5 10 0.124 2.148 6.31 
0.756 
0.773 
0.778 
0.744 
0.769 
0.776 
0.675 
0.758 
0.773 
Table 2. rr = 3, qr = 1, ~2 = 5, 42 = 2; @ = 0.876, ?? = 0.464; q/r2 > (q1/q2)2. 
7 10.394 0.562 0 1.994 
1 0.225 13 14.081 0.511 0 1.943 
I I 1 19 1 17.512 1 0.492 1 0 1 1.95 1 
7 10.658 0.653 0 8.512 
5 3.648 13 14.146 0.536 0 a.959 
19 17.537 0.502 0 9.267 
10 10.326 13 14.632 0.683 0 13.4G9 
19 17.63 0.538 0 15.861 
where 
Hp& 0, I) = 0; 
He&, 8, I) = IA(B); 
/y(Q; c, I) = _ Wee(P, Q) + 2Weph W(Q; 6 I) + Wp,(P, WP’(R c, I)J2 : 
Wp(P, 0) 
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W,,(p,B) = =; 
P2 
W&A 0) = A’(0 
1209 
Wee(p,e) = -p-4(8) + s + %. 
COG e 
4. AUXILIARY RESULTS 
In proofs of main characteristics of I-optimal curve, we use the next Hypotheses (H). 
(Hl) ~1, qlrr2,q2 E lR+ are parameters of Lotka-Volterra system (2.1). 
(H2) 51 is I-optimal curve for the same system. 
(H3) A = (&8), e = arctan ko, e = arctan ICI, k0 = iVlo/rno, k1 = ql/q2. 
(H4) One of the following two inequalities is valid: 
(H4.1) 7r/4 5 @ < 3, where 1 < ko < kl; 
(H4.2) 0 < ,Q < 8 < 1r/4, where 0 < kl < ko 5 1. 
Further considerations are necessary in the following auxiliary statements. 
LEMMA 1. Let the following conditions be fulfilled: 
(1) the hypotheses (Hl) and (H3) are valid; 
(2) A(B) = qlsin0+q2cos0, 8~ (0,~/2); 
(3) B(B) = (~1 +772)/A(B) - (1.1 Cot6 - r:! tan@/A’(B), 0 E A = (&8). 
Then 
(1) the function A has a unique maximum in the point 8 E (O,n/2), A’(B) > 0 for B E (0,s) 
and A’(0) < 0 for .O E (3, r/2); 
(2) B(e) = 0 and lim+e, 0Ea B(B) = 00; 
(3) B(B) > 0 for 0 E (&8). 
PROOF. 
(1) The derivative of function A 
A’(8) = 41 cos 0 - q2 sin 0 
becomes zero for 0 = e. It is clear that A’(0) > 0 for 0 E (0,s) and A’(B) < 0 for H E 
(3, x/2). Therefore, the function A possesses a unique maximum in the point 8 E (0,7r/2): 
moreover, it is increasing in (O,e) and decreasing in (8,7r/2). 
(2) Let k = tan0. Then 
(I+ k2) (wlk - rlqz) 
B(e) = ‘(‘) = k(qlk + q2)(ql - qzk) 
r2ql (I+ ‘c”) (k - ko) 
= q,“k(l + klk)(kl - k) ’ 
where ko = tang = rlq2Ir2ql > 0 and ICI = tan8 = ql/q2 > 0. 
It is clear that B(e) = /?(ko) = 0. If A = (@,e), it follows that 
lim B(B) = liky_oP(k) = lim 
r2ql (1 +k2)(k- ko) 
e-s-o k-kl-o q;k(l + klk)(kl - k) = w’ 
Similarly, if A = (3, @), it becomes that 
elir+oB(B) = I; likmiofl(k) = 00. 
-1 
(4.1) 
(3) The last statement follows from (4.1) and the fact that p(k) > 0 for k E (ko, ICI). 
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COROLLARY 1. Let the following conditions be fulfilled: 
(1) Hypotheses (HI) and (H3) are valid; 
(2) D(Q, I) = 12/4 + (~1 + T~)B(B)/A(B), B E A = (@), I > 0; 
(3) ,Q(@, I) = I/2 + (~1 + 7-2)/A(e) + dm, 0 E A, I > 0. 
Then 
(1) D&1) = 12/4; 
(2) pl(B, I) = I + (~1 + rz)/‘A(B) = I+ /m; 
(3) lim,,e, QEa pl(e, 1) = 03. 
LEMMA 2. Let the following conditions hold: 
(1) Hypotheses (HI) and (H3) are valid; 
(2) C(Q) = B(B)/A(O), e E A = @8), where 
1^1 fT2 rlcotO-r2tan8 -- B(e) = A(e) A’(B) ’ 
A(B) = q1 sin e + q2 cos 8. 
Then 
(1) if (H4.1) is valid, then the function C(O) is increasing for 0 E A = (e,e); 
(2) if jH4.2,) is valid, then the function G(B) is decreasing for B E A = (8, (9). 
PROOF. It is clear that the function C E C’{A,IW+}. Then from (lnC(0))’ > 0 (< 0) will follow 
C’(0) > 0 (< 0) for 0 E A. It is realized that 
(In C(e))’ = 
raql cos e + rlqz sin 0 2-4’(e) A”(e) + tan e _ cot e 
---- 
T2q1 sine - rlq2 cos e A(e) A’(e) 
1 -t- kok =-- ~ - 
k - k. 
2(k1 - k) + 1 + klk + k2 - 1 
l+klk kl-k k 
[ 
lskok kl -k l+klk kl -k ___-~ 
= k-k0 I i 
~-~ 
l+klk + kl-k l-t-klk I 
+k2-1 
k 
Hence, 
(lnC(e)), = (1 + klko) (1 + k”) + (klk - k + 1 + kl)(klk + k + 1 - kl) + k2 - 1 
(k - ko)(l + klk) (kl - k)(l + klk) -’ k 
(4.2) 
Let (H4.1) be fulfilled, i.e., 1 < ko < k < k 1. It immediately follows that each summand from 
the right-hand side of (4.2) is positive, which means that (In C(0))’ > 0; i.e., 
e(e) > 0, 
C(e) 
From the last inequality, taking into account that C(B) > 0 (see Lemma l), we conclude that 
C’(Q) > 0, which completes the first statement of Lemma 2. 
Let (H4.2) be valid; i.e., 0 < kl < k < ko 5 1. Then it immediately follows that the first and 
last summands in the right-hand side of (4.2) are negative. We shall show that 
(klk - k + 1 + kl)(klk + k + 1 - kl) < o, 
(kl - k)(l + klk) 
For this goal, it is enough to established that the function E(k) = (ICI- l)k + 1 + kl is positive for 
k E (kl, ko). In view of kl - 1 < 0 (in the case considered), then we deduce that E is decreasing, 
and therefore, its infimum for k E [ICI, k 0 is attained for k = ko. Hence, ] 
E(k) > E(ko) = klko + kl + 1 -k. > 0, k E (kl, ko). 
Finally, having in mind (4.2), we conclude that (In C(0))’ < 0, i.e., C’(f?) < 0, which implies the 
second statement of Lemma 2. 
REMARK 4. The conditions of Lemma 2 are sufficient. In addition, probably, the statement of 
the lemma is valid without the imposed Hypothesis (H4). 
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COROLLARY 2. Let the following conditions hold: 
(1) Hypotheses (Hl) and (H3) are valid; 
(2) B(B) = (rl+rz)/A(e)-(rlcotB-r2tanB)/A’(B), B E A = (fi,e), A(B) = qlsinH+q2cos~?. 
Then 
(1) if (H4.1) is fulfilled, then the function B(B) is increasing for 0 E A = (8, e) ; 
(2) if (H4.2) is fulfilled, then the function B(B) is decreasing for 0 E A = (g,@). 
The proof of the corollary follows from the analytic expression of 
(In B(B))’ = 
r2ql cos 0 + Tlqz sin 19 
rzql sin B - rlq2 cos 0 
1 +kok k1 -k =---- 
k - k. 
p-t 
lsklk 
where k = tane. 
A’(B) A”(Q) --__ 
40) A’(@) 
+tanB-cot0 
l+klk k2 - 1 
kl-k +-%--’ 
COROLLARY 3. Let the following conditions be fulfilled: 
(1) Hypotheses (Hl) and (H3) are valid; 
(2) D(0, I) = 12/4 + (~1 + r2)B(e)/A(Q), 8 E A. 
Then for every I > 0, the following assertions are vafid: 
(1) if (H4.1) is fulfilled, then the function D(B, I) is increasing for 0 E A = (@.$); 
(2) if (H4.2) is fulfilled, then the function D(t9, I) is decreasing for 0 E A = (H, e). 
The statement immediately follows from the analytic expression of 
y = CT1 + r2) (c(e))‘. 
5. MAIN RESULTS 
THEOREM 1. Let Hypotheses (H) be valid. 
Then for every I > 0 and c > cl, there exists a unique solution 81 = &(c, I) E A of equation 
WC,,(e) = 0, where the function WC,1 is defined by the equality (3.7). 
PROOF. We shall show that for any I > 0 and c > CI, 
(1) W,,I(@) < 0 and lim~,s,eEa mC.z(e) = 03; 
(2) WGI is strongly monotone in A. 
I. The next inequality is valid 
WC,1 @) = w (Pl @, I) ,B) - c < w (Pl (8, I) ,e) - CI = WC, ,I (@) : (5.1) 
where 
Wc,r (e) = IA (S) + ~1 + 7-2 - (~1 + r-2) In 
( ?&$)- 
I + rllnsine-r~lncose+UO-c; 
r1+r2 
Pl@,I) =I+-qg 
an/r, + q21720 
A(@ = J&Fgq ; 
cl = U mo 
cc 
lf 
I 
&SC=? ) ( 
’ iLhJ 1 + &g&g 
>) 
= U(m0, MO) + I “FL!: - (~1 + r2)ln 1+ I 
0 0 &7$x@ 
= IA (@) - (~1 + 7-z) In 1 + 
I 
> J&$X@’ 
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Then we obtain that 
- r11n~&--r21n~~+rr(1n~~0-1)+r2(1nm0-1) 
- IA(B) + (~1 + rz) In 
( 
1 + 
I 
d_ 1 
= -(TI +rz)ln 
( 
I+ (‘l +$/)z +(rr +r*)lnj/G 
+(q +rs)In 1+ 
I 
J_ 
(559 
= -(7-l + ~2) In 
r1+7-2 
9rM0 + 92m0 + &$&) .,,.rs)ln(l+ &&) =O. 
Inequality (5.1) and equality (5.2) imply IV,,,(@) < 0. 
We shall show that lime,g. OeA I+‘,,,(e) = co. Really, from lim,,e @eA B(B) = co, it follows 
that lim,_g,eeA pr (0, I) = co, which yields 
>I (5.3) 
2. We shall exhibit that WC,1 is increasing (decreasing) in A = (&8) (A = (s,@). Elementary 
transformations result in 
w,’ ,(Q) = ““$1) A(B) + pr(B, I)A’(B) - s ““‘~~“) - ~1 cot 6 + r2 tanQ 
1 
= &I(~> 0 PI(~, &4(Q) - (~1 + ~2) 
ae . p1 (6 I) 
+ i+s+dm).A’(B)-rrcote+r:!tane 
( 
= dpl(eY 1) . 4ew + dW?D + 
de i-9 (e, 0 
; + dm A,cej 
2 ’ > 
(5.4) 
+ 40) 
rl+yej - rlc0t8+r2tanB 
= II2 + I’m d 
pl (6 I) 
. z(p1(6 ww) + A9w(q. 
The first statement of Lemma 1 and Corollary 3 imply 
aD(e, I) 
sgnA’(t9) = sgn dB, e E A. 
Hence, the derivative 
$+(e. qA(e)) = f + dT@Fj) A’(o) + 
( 
A(e) 
q/m 
is a positive for @ < ?? and negative for 3 < @, i.e.. 
-j&r (e,I)A(e)) > O, e E (@) , $h(k ww < 0, 0 E (62) 
Finally, from (5.4) and above inequalities, it follows that WC,1 is strongly monotone in A. 
Statements 1 and 2 yield that for every I > 0 and c > CI, the equation W,,,(e) = 0 possesses 
a unique solution 8r = Br(c, I) E A. 
Lotka-Volterra Predator-Prey Model 1213 
THEOREM 2. Let Hypotheses (H) be valid. 
Then the function 81, defined implicitly by equation (3.71, 1 ras the following characteristics: 
(1) if Hypothesis (H4.1) is fulfilled, then the function 6’1 is increasing per argument c t [cr. X) 
and decreasing per argument I E R+; 
(2) if Hypothesis (H4.2) is fulfilled, then tire functiorr 81 is decreasing per argument c E [CT, cm) 
and increasing per argument 1 E R+, c E [CI , m). 
PROOF. 
1. Let I > 0 be fixed. For each c 2 CI, the values of 01 are determined by equation (3.7), 
which can be rewritten as 
v(Q) = W(Pi(8, I), e) = c. 
It is fulfilled that 
Applying Theorem 1, we obtain 
Z!‘(B) = W,l,,(Q) > 0, 
Therefore, there exists a unique 
for @ < e; V’(Q) = IV:,,(B) < 0: for ?? < 3. 
inverse function v-l E C’{[Q, w), A} such that, 
8, = Q,(c,J) = V -i(c). 
(5.5) 
From the former equality, we obtain that 
d@l (C, 1) h.-‘(c) 
z.zp 
dC dC 
1 
=- 
d( 8) 
(5.6) 
By (5.5) and (5.G), it follows that the function 0i is increasing per argument c E [cr. oe) if 
Condition (H4.1) is valid, and decreasing if (H4.2) is fulfilled. 
2. Let c 2 CI be fixed. Implicit differentiation of equation (3.7) yields 
where 
The following inequalities can be easily established for 0 E A and I > 0: 
W,,(pl(~,I),O) = A(B) - = = 6 + dm > 44 . ~ Pl(Q? I) Pl(Q>I) >O 
an d 
%Jl(B> 0 > o 
dl . 
i.e.: W’~(pi(8,1),0) > 0. Then by (5.7) and the last equality of (5.8) follows that 
a01 (C, I) 
sgn- = -sgnWf,l(B). 
f3I 
(5.7) 
(5.8) 
(5.9) 
In the former Theorem 1, we ascertained that if Hypothesis (H4.1) is valid, then lVi,,(fl) > 0. 
Q E A, and M$(Q) < 0, 6’ E A, if Hypothesis (H4.2) is fulfilled. Using t,his fact and t,he 
equalky (5.9), the proof of Theorem 2 follows. 
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COROLLARY 4. Let Hypotheses (H) hold. 
Then for every point (m, M) E [I is fulfilled k = M/m E (/CO, ICI); i.e., I-optimal curve belongs 
to the domain with boundary lines lo = {(m, M) E IR: : h/f = kom} and II = {(m, M) E 
JR: : M = klm}, which is disposed in the Ith quadrant and contains the stable center of the 
Lotka-Volterra system. 
THEOREM 3. Let the following conditions be fulfilled: 
(1) Hypotheses (H) are valid; 
(2) I 2 10 = ~G$F-xq. 
Then h”(Bl(c, I)) > 0, where 01 E A, is the unique solution of equation (3.7). 
PROOF. Using the fact that pl = pl(&, I) and 81 = &(c, I) are the solutions of system (3.1),(3.2), 
we obtain that 
p’(6$;c,I) = - 
&(Pl!&,1) = A’(& )pl(pl - 1) 
- H&l, &,I) Tl +r2 
Then 
h”(&) = W)2(W(2~1 - 1) + IA(B1) + I(rl + ~2) 
1‘1 + 7.2 Pl -I 
X 
r2 
-plA(el) + + + ___ 
sm $1 COG 81 
+ -W’)2 (el)pl(pl - 1) + W2 (Ql)(pl - II2 
T1 +7-a Tlt7-2 I 
1 
’ plA(&) - (~1 + 7.2) 
(5.10) 
= I 
Tl fT2 
A(B1) + - . 
-plA(Ql) + rl/sin2 4 + Q/COS* 64 
Pl -I plA(&) - (~1 + 7.2) I 
+ I(A’)2(@l) . 
T1 $1‘2 
2pl _ I + (Tl + 7-2)(-Pl - I) 1 plA(&) - (~1 + 7.2) .
Taking into account that sin81 < 1, c0s8~ < 1, D(&, I) 2 I/2, and p1 = I/2 + (rl +r2)/A(Q1) + 
Jc-3 D 6’ I > 0, we determine the following estimate: 
A(S,)+S. 
-plA(&) + rl/sin2 Q1 + r2/cos2 6$ 
LJlA(Ql) - (Tl + T2) 
> A(81) - s 
(5.11) 
LO. 
Immediate calculations show that 
2p1 - I - 
(Tl +r*)(p1 +I) 2&4(Q - 3~1(~1 + 7.2) - IplA(&) = 
PIA - (~1 + ~2) LQA(&) - (Tl + T2) 
= (I/2 + &+ A(&) 
X (wamm - (Tl + r2)) 
By Lemma 1 and Corollary 1, we obtain the estimate 
(5.12) 
(5.13) 
From (5.10)-(5.13) follows the statement of theorem. 
REMARK 5. The conditions of Theoreln 3 are sufficient. In addition, possibly, the statement of 
theorem is valid without Condition 2. 
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THEOREM 4. Let Hypotheses (H) be fulfilled. 
Then the curve [I is asymptotically equivalent to ttle line 11 = {(m, M) E JR: : AI = k:pn} fol, 
c+ Co. 
PROOF. It is clear that for fixed c > c 1, the polar coordinates of a point from $1 are derived 
as a solution of the conditional minimum problem (2.4). Precisely, if c = const, > <‘I ant1 
gL~y(C)) = (~l(el(C,I),l),el(C,r)) 1s a solution of problem (2.4), then t,he following is ful- 
-IA(&(c))-(~~+~2)ln(l---&) 
= min 
{ 
(5.14) 
-IA(B) - (q + Q) In 
1 
( > 
1 - - 
P 
; W(p.8) = c 
> 
I/V(Pl(CLQl(C)) = C, 
from where we conclude that 
+_w(pl(c),L91(c)) = OG. 
From the above equality in view of 
Iff(p~(c),B~(c)) = p~(c)A(&(c)) - (1.1 + rdln~l(c) - rI 1 nsin6$(c) - 1‘2lncosHl(c) + U,. 
we derive that 
lim PI(C) = m. 
C’oz 
Moreover. if the point (p, Q) satisfies the equality 1Y(p, 0) = c: it is evident that ,Y + CC fol 
C’CO. 
Let us push c + 00 in problem (5.14). We obtain 
i.e., 
Jiim_ 4&(c)) = BE;;y2j A(6) = A (8) 
Hence, lim,,, 6$(c) = 8 = arctan 41 /qz, which completes the proof of Theorem 4. 
THEOREM 5. Let the following conditions Ilold: 
(I) Hypotheses (HI) and (H2) are valid; 
(2) curve [I is a line; i.e., [r = {(7n,M) : Af(c,I) = Knz(c,I), wllere K > 0; 7n(c, I) 2 r~j,~ 
c E [Cl, co), I > O}. 
Then 
(1) (c11/42j2 = v/72; 
(2) e = 8, /Co = ICI = K; 
(3) P = (Tl + ~2)/~~ + 1. 
PROOF. 
(1) For every c E [CI, oa) and I > 0, curve (1 is a line, which passes across O(0, 0). which 
means p = p1 (0, (c, I), I) does not depend on 8. Therefore, for fixed I, I,‘(@) = 0 is f~~lfilled, 
which implies Wo(p, 0) = 0, i.e., 
We(p, 8) = pA’(0) - ~1 cot .G + ~2 tan 8 = 0. (5.15) 
To satisfy (3.1), it is necessary that He(p,@,I) = 0, i.e.. 
H&1,6,1) = -IA’(e) = 0. (5.16) 
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From (5.16), we obtain A’(B) = 0, i.e., k = tan8 = ql/qz. Using this fact, from (5.15) 
follows that the necessary condition for I-optimal curve to be a line is 
0 
2 
‘1 7-1 
q2 =g. 
(5.17) 
It is clear that ko = h&/m0 = rlqz/qlr2 = ql/q2 = kl. This equality and Corollary 4 
yield the corresponding statement of the theorem. 
Thus, the one-parametric family curves [I consist of only one line for every I > 0, and we 
obtain Hl(p, 8, I) = 0, i.e., 
HI(p, 8, I) = -A(B) + 5. (5.18) 
From (5.18), we find p = (r1 + rz)/Jm+ I. The sufficient condition for minimum is 
fulfilled, too, 
-PA(B) + rl/sin2 B + r2/cos2 > 0 
46’) - (r1 + m)/p 
, 
which completes the proof of theorem. 
REMARK 6. Condition (2.2) is a sufficient condition, too. It yields ql/q2 = rlq2/raql, i.e., 
A = {@} = (8). F or any fixed I > 0, condition (3.4) implies 
c = w (P, e, 1) = f(P, 1). 
For p > (r1 + rz)/A(e) = dm, the function f(p,I) 1s continuous and increasing; then 
it possesses a unique inverse function f- ‘. Therefore, p = f-‘(c,I), m(c,I) = f-‘(c,I) cos@, 
M(c, I) = f-‘(c, I) sin@. 
THEOREM 6. Let Hypotheses (23) hold. 
Then curve <I is 
(1) continuous via c, i.e., the functions m(c, I), M(c, 1) defining [I are continuous in [CI, co) 
for any fixed I > 0; 
(2) continuous via I, i.e., the functions m(c, 1), M(c, I) are continuous for I > 0 for any 
fixed c in [CI, co). 
The proof follows from the continuity of functions pl(&, I) and 81 = &(c, I) via c and I and 
relations 
m(c, 0 = Pl (Ql, 4 cm 01 (c, 1); M(c,I) = p1(&,c)sinf+(c,I). 
6. SUPPLEMENTATION 
Using I-optimal curve [I, the following optimization problem can be solved for the Lotka- 
Volterra system. 
Let the following conditions hold. 
(1) CO = const > 0 and ye0 is a trajectory of the Lotka-Volterra system. 
(2) I = const > 0 is a quantity biomass, which can be subtracted from the predator-prey 
association, described by the Lotka-Volterra system. Volume I consists of prey biomass IT, 
and predator biomass I&l, i.e., I = I,+Ih,. Moreover, in the moment of subtracting I,,/I 
and Im,/I are the corresponding parts of biomasses of prey and predator, respectively. 
(3) n is a number of subtractings, which are to be realized. (We suppose that the biomass of 
society is enough, so it is possible to subtract n times per 1 parts from its volume.) 
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The following problem is set down: to determine points of trajectory of mapping point of 
association, from which n subtractings with magnitude I are realized. The subtractings (from 
the mathematical point of view) represent impulsive perturbations with magnit,ude 1: which a.re 
realized from the found points to the origin of coordinates. The trajectory, which the assoc~iat,ion 
evolves after all n subtractings, is required to be maximal closed to the stublc center (,ltt”. No) of 
system. 
The settled problem has biological and technological basis. It is clear that as thr tri\,j~tory is 
“closer” to the stable center, so the changes of biomass quantities of prey and preclat,or will IW 
smaller, and therefore easily controlled. 
According to the results obtained, the above problem can algorithmically solved in t,he Mlowing 
Wkly. 
(0) 
(1.1) 
(14 
(1.3) 
(2.1) 
(2.2) 
(2.3) 
(7X:1) 
(n.4 
The curve <I is constructed, where I is a quantity biomass to subtract at once from 
population society. 
The point (mCO, MC,) = (1 n yCO is determined. We uot,e that this is the point of tht> first. 
impulsive perturbation with magnitude 1 directed to t,he origin of coordinat,cs. 
We find the point 
We mark that the former point is a point where the mapping point of society occurs 
after impulsive perturbation. 
Cl = U(&.,,&,). 
We determine (m,, , AI,-,) = $1 pi ycl This is a point, from which the second impulse is 
performed. 
We find 
c2 = U(?^n,,> Cc*). 
We determine (m,,, _ 1 , hlc,l _ 1 ) = (1 n T~,,_~. This is a point of realization of u”’ impulsr. 
We evaluate 
(n.3) crL = U(&,, , iI,-,,). 
In view of mentioned former statements, it can be comprehended that, the traject,ory ?(.,, 
is a maximal close to the stable center of the system compared to whole triljcctories 
coming across and evolving the association after n numbers of impulsive perturbation 
with magnitude I to the origin of coordinates. 
Finally, we shall give an example for finding 1-optimal curve <I. 
EXAMPLE 1. Let us consider the following Lotka-Volterra system: 
d172 
- = 77X(1 - M); 
dt 
dM 
_ = -M(l - 171). 
dt 
(‘3.1) 
The system’s parameters are 1’1 = r2 = ql = ~2 = 1. Hypothesis (Hl) is \~>~litl. 
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The stable center of system (6.1) is (ma, A&) = (1,l). The first integral of (6.1) is 
U(m,M) =M+m-lnM--lnm-2. 
Independently of the magnitude of impulsive perturbation I, under example constrains the 
1-optimal curve is 
<I = 1 (m, A4) : 1n = m(c, I) = t, h/I = M(c, I) = t, t E 5, co L >> ) 
where CI = U(1 + I/d, 1 + I/d). 
Really, Theorem 5 is valid. It is fulfilled @ = ?? = 7r/4, Ice = tang = tan?? = ql/q2 = 1 = K, i.e., 
<I = {(m, A&) : A4 = m, c E [cr, co)} coincides with the bisectrix of the ISt and lllrd quadrants. 
I-optimal curve (line) is a continuous and smooth one. 
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