The effect of root exudates on rhizosphere water dynamics by Cooper, L. J. et al.
                                                                    
University of Dundee
The effect of root exudates on rhizosphere water dynamics
Cooper, L. J.; Daly, K. R.; Hallett, P. D.; Koebernick, N.; George, T. S.; Roose, T.
Published in:
Proceedings of the Royal Society A: Mathematical, Physical and Engineering Sciences
DOI:
10.1098/rspa.2018.0149
Publication date:
2018
Document Version
Publisher's PDF, also known as Version of record
Link to publication in Discovery Research Portal
Citation for published version (APA):
Cooper, L. J., Daly, K. R., Hallett, P. D., Koebernick, N., George, T. S., & Roose, T. (2018). The effect of root
exudates on rhizosphere water dynamics. Proceedings of the Royal Society A: Mathematical, Physical and
Engineering Sciences, 474(2217), 1-20. [20180149]. https://doi.org/10.1098/rspa.2018.0149
General rights
Copyright and moral rights for the publications made accessible in Discovery Research Portal are retained by the authors and/or other
copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with
these rights.
 • Users may download and print one copy of any publication from Discovery Research Portal for the purpose of private study or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain.
 • You may freely distribute the URL identifying the publication in the public portal.
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 24. Nov. 2019
rspa.royalsocietypublishing.org
Research
Cite this article: Cooper LJ, Daly KR, Hallett
PD, Koebernick N, George TS, Roose T. 2018 The
effect of root exudates on rhizosphere water
dynamics. Proc. R. Soc. A 474: 20180149.
http://dx.doi.org/10.1098/rspa.2018.0149
Received: 2 March 2018
Accepted: 3 August 2018
Subject Areas:
geophysics, environmental engineering,
applied mathematics
Keywords:
homogenization, porous media, Richards’
equation
Author for correspondence:
T. Roose
e-mail: t.roose@soton.ac.uk
†These authors are considered to have
contributed equally and therefore share first
authorship.
Electronic supplementary material is available
online at http://dx.doi.org/10.6084/m9.
figshare.c.4203062.
The effect of root exudates on
rhizosphere water dynamics
L. J. Cooper1,†, K. R. Daly1,†, P. D. Hallett2,
N. Koebernick1, T. S. George3, T. Roose1
1Bioengineering Sciences Research Group, Faculty of Engineering
and the Environment, University of Southampton, Southampton, UK
2School of Biological Sciences, University of Aberdeen, Aberdeen, UK
3The James Hutton Institute, Invergowrie, Dundee, UK
TSG, 0000-0003-3231-2159; TR, 0000-0001-8710-1063
Most water and nutrients essential for plant growth
travel across a thin zone of soil at the interface between
roots and soil, termed the rhizosphere. Chemicals
exuded by plant roots can alter the fluid properties,
such as viscosity, of the water phase, potentially with
impacts on plant productivity and stress tolerance.
In this paper, we study the effects of plant exudates
on the macroscale properties of water movement in
soil. Our starting point is a microscale description of
two fluid flow and exudate diffusion in a periodic
geometry composed from a regular repetition of a
unit cell. Using multiscale homogenization theory,
we derive a coupled set of equations that describe
the movement of air and water, and the diffusion of
plant exudates on the macroscale. These equations are
parametrized by a set of cell problems that capture the
flow behaviour. The mathematical steps are validated
by comparing the resulting homogenized equations
to the original pore scale equations, and we show
that the difference between the two models is 7%
for eight cells. The resulting equations provide a
computationally efficient method to study plant–
soil interactions. This will increase our ability to
predict how contrasting root exudation patterns may
influence crop uptake of water and nutrients.
1. Introduction
Jethro Tull’s [1] 1762 observation that ‘roots are but
as guts inverted. . . that spew out what is superfluous’
recognized the capacity of plants to exude chemicals
2018 The Authors. Published by the Royal Society under the terms of the
Creative Commons Attribution License http://creativecommons.org/licenses/
by/4.0/, which permits unrestricted use, provided the original author and
source are credited.
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from their roots to capture nutrients from the soil. More recent research has observed that
these surface active chemicals alter fluid properties at the root–soil interface considerably [2].
This has the potential to affect storage and transport of water and nutrients. Plant breeding
may be able to manipulate the chemistry and quantity of these exudates to improve resource
capture and stress tolerance from droughts and floods, potentially addressing food security by
improving yield. Certainly between species of plants, root exudate properties vary considerably.
Understanding of root exudates and root–soil interactions can lead to advances in agricultural
techniques to improve food production, particularly in extreme conditions [3]. Mathematical
modelling provides one route through which the complexities of water and nutrient movement
in soils can be understood [4]. Hence, developing new mathematical models, which use the vast
computational resources that are now available, will lead to a significant improvement in root–soil
interaction models. This in turn will further improve, and potentially optimize, crop yield.
Richards’ equation is widely used to model the movement of water through partially
saturated porous media, including soil, at large scales [5]. Traditionally, Richards’ equation is
derived by combining conservation of mass with Darcy’s Law and parametrized by equilibrium
measurements of the soil water characteristic curve (SWCC) and hydraulic conductivity [6,7].
More recently, Daly & Roose [8] used the Cahn–Hilliard–Stokes equations, which have been used
to model two fluid flow in porous media [9–11], to show that these hydraulic properties of a
partially saturated soil can be evaluated from the underlying geometry.
The equations derived by Daly & Roose [8] are appropriate for modelling bulk soil. However,
they might not be directly applicable to the region of soil close to the roots over which the plants
have influence, known as the rhizosphere [12]. The rhizosphere can have different structural,
chemical, biological and hydraulic properties to the bulk soil [13–15]. This can be partially due
to the presence of root exudates. Root exudates mix with soil pore water, creating a diffusion
gradient away from the surface of the root. When exudates mix with soil pore water they can
decrease the surface tension and soil–water content, increase viscosity and affect the contact angle
between soil particles and pore water [2,16–18]. These impacts, however, vary between species of
plants and it may be possible to breed future crops that produce exudates with desired physical
impacts on soil pore water.
The impact of the altered hydraulic properties on the movement of water at large scales has
been investigated, but is not well understood [13,15]. Raynaud [19] used Fickian diffusion to
model exudates from a root in a simple cylindrical geometry. The water content was assumed
constant and the water movement was controlled by the rate of uptake by the root, a sink term
was used to model exudate decay and a source term was present at the root surface to model
exudation from the root. The gradient of the adsorption isotherm, decay rate of the exudate, and
soil water content primarily determined the time for the concentration to reach steady state. The
effects of exudates on the macroscale have been considered in conditions where the viscosity
dominates over surface tension in regions of high root exudate content [15,20]. They found that
an increase in hydraulic connectivity of the rhizosphere due to the formation of liquid bridges.
Daly et al. [13] used the model derived in Daly & Roose [8] to study the effect of increased contact
angle, surface tension and viscosity. However, they did not explicitly model exudate diffusion or
how this would affect the derivation of Richards’ equation.
The work presented here is motivated by the effect of root exudates on soil, however, the
theory can also be applied to areas such as geological waste disposal, oil production or oil-spill
clean-up problems. Numerical methods have been used to investigate two fluid flow with mass
transfer on the pore scale for applications in chemical engineering, such as determining the rate
of CO2 capture [21,22]. Yang et al. [21] and Haroun et al. [22] implemented the Navier–Stokes
equations, using the one fluid formulation with a characteristic function to define the interface,
and are coupled to the mass transfer equation through the local velocity. In these studies, the
solute concentration does not affect the behaviour of the fluid flow and the solute is able to diffuse
across the interface between the two fluids, which have different diffusion coefficients [21,23,24].
Davidson & Rudman [23] considered a solute within a spherical drop of one fluid containing
a solute within a second fluid. They validated the numerical calculations by comparison with
3rspa.royalsocietypublishing.org
Proc.R.Soc.A474:20180149
...................................................
the analytical solutions and considered mass transfer of a solute from a drop rising in a fluid
column. Haroun et al. [24] examined the effect of a periodic corrugated geometry on mass transfer
and found that recirculation zones, which held up the movement of the liquid, affected the mass
transfer because it changed the shape of the fluid–fluid interface. Yang et al. [21] created a model of
a microscale segmented flow microreactor in OpenFOAM, which shows the gas transfer between
a gas and liquid phase, and could be used to optimize this type of system.
In this paper, we derive macroscale models for water movement in soil that take account
of changes to fluid properties due to the presence of root exudates and the underlying pore
scale geometry. To do this, we have extended the derivation of Daly & Roose [8] by developing
a pore scale description of exudate diffusion, which we have coupled to a two fluid model
for water movement. By including coupling terms to link the fluid properties to the exudate
diffusion we were able to capture the effect of exudates on hydraulic properties. We have applied
homogenization theory [25] to upscale the model from the pore scale to the macroscale, e.g. pot
or field scale, and have obtained a set of coupled equations for water movement and the diffusion
of exudates. The upscaling procedure used to develop the macroscale model has been validated
against the underlying pore scale equations using an idealized geometry. The upscaled equations
agree with the underlying pore scale equations within less than 7% error.
2. Derivation of equations
In this section, we describe the derivation of the macroscale coupled flow and diffusion equations.
Our aim is to start with a set of equations on the pore scale and to use these to derive a set of
macroscale equations. We will start with the Cahn–Hilliard two fluid model and couple this to
a phase-dependent diffusion equation, which describes the movement of root exudates through
the pore water.
(a) The pore scale model
We consider a macroscale soil domain, Ω . On the pore scale, this is composed of repeating
periodic units. The periodic units contain a fluid domain, B, and the soil particle surface, ∂B,
as illustrated in figure 1. We start with the dimensional Cahn–Hilliard–Stokes equations, which
we write following the notation used in Daly & Roose [8]:
∂φ
∂ t˜
+ V˜ · (φu˜) = V˜ · φ
2(1 − φ)2
ζ˜
V˜μ˜, x˜ ∈ B, (2.1a)
V˜ · η˜σ˜ − V˜p˜− φV˜μ˜ = ρ˜g˜eˆ3, x˜ ∈ B (2.1b)
and V˜ · u˜ = 0, x˜ ∈ B. (2.1c)
Here, the notation ·˜ denotes a dimensional value, φ is the dimensionless fluid phase field, which
takes the value φ = 1 in water and φ = 0 in air, u˜ = φu˜(w) + (1 − φ)u˜(a) is the combined velocity,
where u˜(w) and u˜(a) are the water and air velocities, respectively, and σ˜ = (V˜u˜) + (V˜u˜)T is the
viscous stress tensor. ρ˜(φ) is the phase-dependent density, which takes the value of the density
of air when φ = 0 and takes the value of the density of water when φ = 1, η˜(φ) is the phase-
dependent viscosity, g˜ is the acceleration due to gravity, t˜ is time, ζ˜ is the drag coefficient between
the water and air, and p˜ is the combined pressure that enforces incompressibility of both the
water and air phases. The mobility is generally free to choose, up to some structural requirements
for tensors, and we have used M˜= φ2(1 − φ)2/ζ˜ for consistency with the homogenization of two
fluids literature [8]. We note that in the case of Daly & Roose [8], it was derived directly from a
free energy based on the idea that the two fluids exert a drag on each other with drag coefficient ζ˜ .
The capillary pressure, μ˜, is given by
μ˜ = γ˜ α(λ˜−1f ′(φ) − λ˜∇˜2φ), x˜ ∈ B, (2.2)
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Figure 1. The macroscale soil domain,Ω , and one of the periodic units. An idealized porescale periodic unit contains a fluid
domain, B, and an illustrative example of a soil particle surface, ∂B, shaded in grey.
where γ˜ is the surface tension between air and water, α = 6√2, λ˜ is the air–water interface
thickness, which is small compared with the geometry on which the model is applied, and
f (φ) = φ2(1 − φ)2 is the energy of the two fluid system. f (φ) is chosen to have minima at φ = 0 and
φ = 1. Hence, equation (2.2) has the solution φ = 0 +O(λ˜) and φ = 1 +O(λ˜) everywhere except for
a region of width λ˜, where φ varies rapidly.
Equations (2.1) and (2.2) are the Cahn–Hilliard–Stokes equations, where equation (2.1a)
describes the movement of the air and water phases driven by the velocity of the combined
velocity, u˜, and the capillary pressure, μ˜. Equation (2.1b) is Stokes equation with capillary pressure
and gravitational effects. Equation (2.1c) ensures that the mass of both the water and air is
conserved. The Cahn–Hilliard model has been used here as it has previously been homogenized
allowing us to build on existing theory [8,26–28]. Here we extend from the previous application
to a fuel cell in [26,27] to consider fluid flow in soil. Using a phase field variable within the Cahn–
Hilliard framework allows the model to be more general than other models such as Korteweg
theory, which is restricted to using density as the order parameter [29].
In order to be able to homogenize the equations, it is required that the component of velocity
normal to the soil surface is zero, i.e. a zero penetration condition must be used. This can be
combined with a no-slip, or generalized Navier slip condition. Here, we demonstrate the method
using a no-slip condition on the soil boundary, ∂B, i.e.
u˜ = 0, x˜ ∈ ∂B. (2.3a)
A flux condition that defines the behaviour between the water–air interface and the soil particle
surface using the soil–liquid contact angle θ , as in Daly et al. [13], is given by
nˆ · V˜φ = |V˜φ| cos(θ˜ (c˜)), x˜ ∈ ∂B, (2.3b)
and a zero flux condition for the capillary pressure is given by
nˆ · φ
2(1 − φ)2
ζ˜
V˜μ˜ = 0, x˜ ∈ ∂B. (2.3c)
The initial saturation S¯ is chosen and used to establish the initial condition for the phase, φ¯, i.e.
φ(x˜, 0) = φ¯(S¯), where
S¯= 1‖B‖
∫
B
φ dy, (2.4)
where ‖B‖ is the volume of the pore scale domain. The initial velocity is defined as u = 0.
Assuming the functions γ˜ , η˜ and θ˜ are specified, e.g. from experiments, equations (2.1), (2.2)
and (2.3) provide a complete description of the fluid velocity, pressure and phase on the pore
scale, respectively. From new experimental evidence [2], we will assume that certain features of
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the fluid model are dependent on the concentration of root exudate. In keeping with the literature,
we assume that the root exudate concentration c˜ affects the air–water contact angle at the surface
of the porous material, θ (c˜), surface tension, γ˜ (c˜), viscosity, η˜(φ, c) [13,14,30] and the fluid–fluid
drag coefficient ζ˜ (c). The functions θ (c˜), γ˜ (c˜) and η˜(φ, c) can be parametrized using experimental
measurements [2]. The concentration-dependent functions are expected to depend nonlinearly
on the concentration of root exudate. Fitting to the experimental data from [2] shows that this
dependence is quadratic. The fluid–fluid drag coefficient is particularly difficult to parametrize,
and it is assumed to be linearly dependent on the viscosity ζ˜ = ς˜ η˜(φ, c), where ς˜ is a constant
with units m−2. This implies that the greater the viscosity of the water phase, the greater the drag
between the water and air phases.
The viscosities of the water and air are combined into one function using φ. The viscosity,
η˜(c, φ), takes the value, η˜(a) when φ = 0, and η˜(w)(c) when φ = 1. Here, η˜(a) is the viscosity of air
and η˜(w)(c) is the viscosity of water, which depends on the concentration of root exudate. The
viscosity function is defined as
η˜(φ, c) = η˜(a) + [η˜(w)(c) − η˜(a)]φ. (2.5)
In order to couple the Cahn–Hilliard–Stokes equations with the diffusion of root exudates
through water, we introduce a phase-dependent diffusion equation. We assume that the exudate
can diffuse in water with a diffusion constant, D˜ = 0, and that in the air-filled pore space the
exudate is immobile. As the interface is mobile, an additional term needs to be included to
ensure the exudate is advected with the interface as it moves. This is achieved by adding an
advection term to the diffusion model, which accounts for the movement of the phase, φ. From
a mathematical point of view, this term ensures that the concentration in the water phase is
conserved and decays with the phase field at the air–water interface. Hence, the phase-dependent
concentration equation is
∂ c˜
∂ t˜
+ u˜ · V˜c˜= V˜ · D˜(φV˜c˜− c˜V˜φ), x˜ ∈ B (2.6a)
and
nˆ · D˜(φV˜c˜− c˜V˜φ) = 0, x˜ ∈ ∂B. (2.6b)
Equations (2.6) are similar to the equation used by Haroun et al. [24,31] without the expression of
Henry’s Law which allows the chemical species to diffuse across the interface.
(b) Dimensionless equations
Equations (2.1)–(2.6) describe the fluid flow in soil coupled with root exudate diffusion. Equations
(2.1)–(2.6) are non-dimensionalized using x˜ = L˜yy, where L˜y is the microscopic length scale and
V= L˜yV˜, so the unit cell, Y= (0, 1)3, is defined with fluid part B and solid boundary ∂B [8]. The
macroscopic length scale is L˜x and L˜y/L˜x = ε  1. We assume the non-dimensional surface tension
to be γ˜ = γ¯ γ (c), where γ¯ is a baseline surface tension, e.g. the surface tension of water in air at
20◦C, 0.072 N m−1, and γ (c) is the dimensionless exudate concentration-specific surface tension.
We choose λ = λ˜/L˜y. The non-dimensional variables, denoted without ·˜, are given by
μ = μ˜ L˜y
γ¯ α
, p= p˜ L˜y
γ¯ α
, u = u˜ L˜xη˜
(w)
L˜yγ¯ α
, t= t˜ γ¯ α
L˜xη˜(w)
, c= c˜C˜, D= D˜ η˜
(w)
L˜yγ¯ α
, (2.7a)
with
η(φ, c)= η˜(φ, c)
η˜(w)
= η˜
(a)
η˜(w)
+ (η˜(c) − η˜
(a))
η˜(w)
φ and φg= L˜xL˜yg˜
γ¯ α
ρ˜(φ), (2.7b)
where g= (ρ˜(w) − ρ˜(a))/ρ˜(w) and M= φ2(1 − φ)2. We define the dimensionless drag/interface
parameter 1/L˜2yς˜ = Υ . Using these scalings, the non-dimensional Cahn–Hilliard, Stokes and
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phase-dependent advection–diffusion equations become
∂φ
∂t
+ u ·Vφ = Υ
ε
V · M
η(c)
Vμ, y ∈ B, (2.8a)
V · η(φ, c)σ − 1
ε
Vp− 1
ε
φVμ = φgeˆ3, y ∈ B, (2.8b)
V · u = 0, y ∈ B (2.8c)
and μ = γ (c)(λ−1f ′(φ) − λV2φ), y ∈ B, (2.8d)
with boundary conditions
u = 0, nˆ ·Vφ = |Vφ| cos(θ (c)), y ∈ ∂B (2.8e)
and
nˆ · M
η(c)
Vμ = 0, y ∈ ∂B, (2.8f )
and the transport equation
∂c
∂t
+ u ·Vc−V · D
ε
(φVc− cVφ) = 0, y ∈ B, (2.8g)
with boundary condition
nˆ ·D(φVc− cVφ) = 0, y ∈ ∂B, (2.8h)
where σ =Vu + (Vu)T, and D is assumed to be constant. Here, to simplify the analysis, we have
neglected the influence of gravity on the air phase, i.e. ρ˜(a)/ρ˜(w) O(ε) [8]. The scalings used here
have been chosen so that Υ ∼O(1) so that the only small parameters are ε and λ. The scaling
results in a unit change in μ driving a fluid velocity of order ε−1 that corresponds to the fastest
time scale, which is defined in the next section, and implies that the capillary forces dominate
as we have assumed. Therefore, the velocity and gravity contributions first appear at order 1,
corresponding to the intermediate timescale.
(c) Homogenization
The full set of equations (2.8) is fourth order, stiff and nonlinear. Hence, it is time consuming
and computationally expensive to solve them numerically on real soil geometries. To overcome
this issue, we derive a set of equations that describe how the pore scale dynamics affect
the macroscale behaviour using the method of multiple scale asymptotic homogenization, an
averaging procedure for periodic structures [25]. Homogenization requires two assumptions:
firstly, that the macro and micro length scales, L˜x and L˜y, can be treated independently; and
secondly, that the underlying geometry is periodic on the pore scale.
Homogenization is based on a linear expansion of the dimensionless equations in terms of ε.
This leads to a cascade of numerical problems, in which the details of the pore scale geometry
are captured by solving representative cell problems on one period of the domain [25]. The
results from the cell problems then parametrize averaged macroscale equations that approximate
the solution of the full set of equations. Importantly, the homogenized equations are solved on
an averaged geometry, i.e. they only depend on the pore scale geometry through the averaged
parameters. This makes the macroscale equations much more efficient to solve than the original
full set of equations.
In the homogenization presented here, there are some differences to the standard procedure.
Firstly, in addition to the macro and micro length scales, we also consider three different time
scales. The fastest time scale, τ−1, is associated with the leading-order pore scale dynamics, i.e.
the equilibration of the air–water interface. The second time scale, τ0, is the intermediate timescale
associated with fluid flow driven by flux imbalances on the pore scale. Finally, the slowest time
scale, τ1, is associated with the macroscale behaviour, i.e. the slow variation in saturation due
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to macroscale pressure gradients. In addition, equations (2.8) are nonlinear and therefore the
accuracy of the final macroscale approximation will depend on how well the equations can be
approximated by linear expansions.
The homogenization procedure involves a large number of mathematical steps, which are
somewhat analogous to the steps taken by Daly & Roose [8]. Hence, the full procedure has been
detailed in the electronic supplementary material S1 and we have included here only the main
steps and key results. We seek a perturbation expansion solution to equations (2.8), i.e. we use
V=Vy + εVx and t= ε−1τ1 + τ0 + ετ−1 +O(ε2) with the expansions
φ =
∞∑
k=0
εkφk(y,x, τ1, τ0, τ−1), u =
∞∑
k=0
εkuk(y,x, τ1, τ0, τ−1),
M=
∞∑
k=0
εkMk(y,x, τ1, τ0, τ−1), c=
∞∑
k=0
εkck(y,x, τ1, τ0, τ−1),
μ =
∞∑
k=0
εkμk(y,x, τ1, τ0, τ−1), σ =
∞∑
k=0
εkσky(y,x, τ1, τ0, τ−1)
p=
∞∑
k=0
εkpk(y,x, τ1, τ0, τ−1), and σ0y = (Vyu0) + (Vyu0)T.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(2.9)
Using Taylor series expansions, we also write, 1/εη(c) = 1/εη0 − η1/η20 +O(ε), where η1 =
c1(δη/δc)|c=c0 , M0 = φ20(1 − φ0)2, M1 = φ1(δM/δφ)|φ=φ0 and δ/δv is the functional derivative with
respect to a function v. We substitute these expansions into equations (2.8) and solve the problems
for increasing orders in ε.
(i)O(ε−1)
The first step in the homogenization procedure is to collect the dominant terms from equations
(2.8) using expansions (2.9). In this case, the largest terms are of size ε−1. By collecting order ε−1
terms, we find
∂φ0
∂τ−1
= ΥVy · M0
η0
Vyμ0, y ∈ B, (2.10a)
−Vyp0 − φ0Vyμ0 = 0, y ∈ B, (2.10b)
μ0 = γ (c0)(λ−1f ′(φ0) − λV2yφ0), y ∈ B (2.10c)
and
∂c0
∂τ−1
−Vy ·D(φ0Vyc0 − c0Vyφ0) = 0, y ∈ B, (2.10d)
with boundary conditions,
nˆ ·Vyφ0 = |Vyφ0| cos(θ (c0)), y ∈ ∂B, (2.10e)
nˆ · M0
η0
Vyμ0 = 0, y ∈ ∂B (2.10f )
and nˆ ·D(φ0Vyc0 − c0Vyφ0) = 0, y ∈ ∂B, (2.10g)
where p0, μ0, φ0 and c0 are periodic with period 1. The initial condition for the phase is defined,
as per equation (2.4), for a chosen macroscale saturation, S, as φ0(x,y, 0) = φ¯(S(x),y), where
S= 1‖B‖
∫
B
φ0 dy. (2.11)
We are interested in the behaviour of the fluids and exudates on a timescale that is much longer
than τ−1, i.e. longer than the time it takes for the air–water capillary interfaces to equilibrate on
the pore scale. Hence, we are only interested in the steady-state behaviour of equations (2.10).
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However, as equation (2.10c) is nonlinear, the solution to (2.10a) is dependent on the initial
condition. Therefore, to find the steady-state solutions of p0, μ0, φ0 and c0 from equations (2.10),
it is necessary to include the time derivative in equation (2.10a) and numerically integrate to the
steady state.
While we have to solve parts of equations (2.10) numerically, we are able to determine
certain properties of the steady-state solution by analysing these equations. These properties
will enable us to progress through the homogenization procedure without knowing the precise
solution to equations (2.10). The numerical solutions can then be calculated to parametrize the
resulting equations. We note that, at steady state, equation (2.10a) is satisfied for any μ0 ∼ μ0(x),
i.e. μ0 is constant in y, and equation (2.10b) is satisfied for any p0 ∼ p0(x). Following Daly
& Roose [8], we note that at steady state φ0 is a function of x and y and can be written as
φ0 = S(x, τ0, τ1) + φ(m)0 (S(x, τ0, τ1),y, τ−1), where φ
(m)
0 (S(x, τ0, τ1),y, τ−1) is the modulated part of φ0
with zero average, and the only x dependence in φ0 comes through the saturation S(x). Also, at
steady state, equations (2.10d,g) have the solution c0 = C¯(x, τ0, τ1)φ0(x,y, τ−1, τ0, τ1), where C¯ is the
macroscale component of c0.
As the value of μ0 is determined by equations (2.10a,c,e), it depends on the initial condition, φ¯,
the surface tension, γ (c0) and the contact angle θ (c0). We assume that, γ (c0) = γ [C¯(x, τ0, τ1)] and
θ (c0) = θ [C¯(x, τ0, τ1)], i.e. the surface tension and contact angle do not depend on higher order
terms in c. Rather, they are only dependent on the macroscale concentration of exudate and
not the position of the air–water interface. As a result, we can scale the surface tension out of
equations (2.10), using the scalings τ¯−1 = τ−1γ (C¯) and μ¯0 = μ0/γ (C¯), to obtain a set of equations
which depend only on the geometry and contact angle,
∂φ0
∂τ¯−1
= ΥVy · M0
η0
Vyμ¯0, y ∈ B, (2.12a)
μ¯0 = λ−1f ′(φ0) − λV2yφ0, y ∈ B, (2.12b)
nˆ · M0
η0
Vyμ¯0 = 0, y ∈ ∂B, (2.12c)
nˆ ·Vφ0 = |Vyφ0| cos(θ (C¯)), y ∈ ∂B (2.12d)
and φ0(t= 0) = φ¯. (2.12e)
The result is that, for fixed values of S and θ , we can calculate μ¯0 by solving equations (2.12).
By repeating this for a range of different saturation values while keeping the contact angle fixed,
we obtain
F[S, θ (C¯)] = lim
τ¯−1→∞
{μ¯0[S, θ (C¯)]}, (2.13)
where F[S, θ (C¯)] is the SWCC for contact angle θ (C¯). Hence, at steady state in τ−1 we write
μ0 = γ (C¯)F[S, θ (C¯)]. (2.14)
Equation (2.14) is the SWCC, where for constant concentration, F[S, θ (C¯)], is the numerical
analogue to fitting the well-known van-Genuchten or Brooks and Corey models to an
experimentally measured SWCC [6,7]. In this case, however, the SWCC will be different for
different contact angles. Hence, if θ (C¯) is known then the SWCC can be calculated as a function of
both saturation and concentration. In reality, it will not be possible to solve equations (2.12) for all
values of S and C¯. However, the curve can be numerically generated by solving for a fixed set of
S and C¯ and using interpolation to obtain the function at all saturation and concentration values.
At this point, we return to the expression for the viscosity, equation (2.7b). In order to proceed,
we need to address two issues with this equation. Firstly, since the Cahn–Hilliard equation allows
the phase to be of order λ outside the defined range of (0, 1), inputting φ0 directly into the
viscosity can result in negative viscosities, which are not physical. Secondly, as equation (2.7b)
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is not in the form η(x,y) = ηy(y)ηx(x) it is impossible to separate the x and y dependence. Hence,
we approximate the leading-order viscosity as
η0 =
[
η(a) − (η(w) − η(a))
(
φ0 − min(φ0)
max(φ0) − min(φ0)
)]
η(w)(C¯(x)) = ηφ0 η(w)(C¯), (2.15)
where φ0 has been scaled using the maximum and minimum values to force the value to be strictly
in the interval (0,1). The effect of having the macroscale viscosity outside the phase terms is that
both water and air are dependent on the macroscale concentration, rather than just the water. As
η(a)  η(w), the effect of this approximation should be small. We will quantify the effect of this
approximation in §3.
(ii)O(ε0)
We now collect terms of O(ε0) from equations (2.8). Our aim is to find an approximation for the
effect of large-scale pressure and concentration gradients on the local phase, velocity, pressure
and concentration. The steps required to derive these equations are included in the electronic
supplementary material S1. We are interested in the behaviour of the porous medium on the long
timescale, i.e. we assume that the equilibration of the air–water interface occurs on a timescale
τ−1 that is much quicker than the one associated with bulk fluid movement. In addition, we
show that the O(0) fluxes balance and the resulting equations are independent of τ0, electronic
supplementary material S1. Hence, we can write
u0 ·Vyφ0 = Υ
(
Vy · M0
η0
Vyμ1 +Vy · M0
η0
Vxμ0
)
, y ∈ B, (2.16a)
Vy · η0σ 0y −Vxp0 −Vyp1 − φ0Vyμ1 − φ0Vxμ0 = φ0geˆ3, y ∈ B, (2.16b)
Vy · u0 = 0, y ∈ B (2.16c)
and μ1 = γ (C¯)λ−1f ′′(φ0)φ1 − λV2yφ1, y ∈ B, (2.16d)
where the boundary conditions are
u0 = 0, nˆ ·Vxφ0 + nˆ ·Vyφ1 = |Vyφ1 +Vxφ0| cos(θ (C¯)), y ∈ ∂B, (2.16e)
and
nˆ · M0
η0
Vxμ0 + nˆ · M0
η0
Vyμ1 = 0, y ∈ ∂B, (2.16f )
and the exudate transport equation is
Vy · (φ0Vyc1 − c1Vyφ0) = −Vy · (φ20VxC¯), y ∈ B, (2.16g)
with boundary condition
nˆ · (φ0Vyc1 − c1Vyφ0) = −nˆ · φ20VxC¯, y ∈ ∂B. (2.16h)
We note that the advection term from equation (2.8g) is not present as transport is dominated
by the diffusion term when λ → 0, as shown in electronic supplementary material S1. Equations
(2.16) describe the phase, velocity and pressure of the air and water phases and the exudate
concentration of the water on the short space scale. We require that these equations are satisfied
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for all possible combinations of gradients on the large scale. Hence, we look for solutions in a
separable form
u0 =
∑
k
κ
μ
k (y)
∂xkμ0(x)
η[C¯(x)]
+ κ pk(y)
∂xkp0(x)
η[C¯(x)]
+ κ g(y) g
η[C¯(x)]
, (2.17a)
μ1 =
∑
k
χ
μ
k (y)∂xkμ0(x) + χ
p
k (y)∂xkp0(x) + χg(y)g, (2.17b)
p1 =
∑
k
ω
μ
k (y)∂xkμ0(x) + ω
p
k (y)∂xkp0(x) + ωg(y)g, (2.17c)
φ1 = 1
γ [C¯(x)]
∑
k
ψ
μ
k (y)∂xkμ0(x) + ψ
p
k (y)∂xkp0(x) + ψg(y)g (2.17d)
and c1 =
∑
k
ξ c(y)∂xk C¯(x). (2.17e)
We substitute the solutions in a separable form, equations (2.17), into equations (2.16) and gather
terms dependent on μ0, the macroscale capillary pressure, to get,
κ
μ
k ·Vyφ0 = Υ
(
Vy · M0
η
φ
0
Vyχ
μ
k +Vy ·
M0
η
φ
0
eˆk
)
, y ∈ B, (2.18a)
Vy · ηφ0σ μ0y −Vyωμk − φ0Vyχ
μ
k − φ0eˆk = 0, y ∈ B, (2.18b)
Vy · κμk = 0, y ∈ B (2.18c)
and χμk = λ−1f ′′(φ0)ψ
μ
k − λV2yψ
μ
k , y ∈ B, (2.18d)
where σ μ0y =Vyκμk + (Vyκ
μ
k )
T. The corresponding boundary conditions are
κ
μ
k = 0, nˆ ·Vyψ
μ
k = |Vyψ
μ
k | cos(θ (C¯)), y ∈ ∂B (2.18e)
and
nˆ ·M0eˆk + nˆ ·M0Vyχμk = 0, y ∈ ∂B. (2.18f )
Equations (2.18) determine the fluid velocity driven by a large-scale variation in capillary
pressure. Physically, this corresponds to the difference in pressure between the two phases. Hence,
in the limit λ → 0, only the water phase is directly driven by the capillary pressure. The air phase
is not directly driven by the capillary pressure, but can be set in motion by the water velocity at
the air–water boundary.
Next, we gather terms dependent on the macroscale combined pressure, p0,
κ
p
k ·Vyφ0 = Υ
(
Vy · M0
η
φ
0
Vyχ
p
k
)
, y ∈ B, (2.19a)
Vy · ηφ0σ
p
0y − eˆk −Vyω
p
k − φ0Vyχ
p
k = 0, y ∈ B, (2.19b)
Vy · κ pk = 0, y ∈ B (2.19c)
and χpk = λ−1f ′′(φ0)ψ
p
k − λV2yψ
p
k , y ∈ B, (2.19d)
where σ p0y =Vyκ
p
k + (Vyκ
p
k)
T. The corresponding boundary conditions are
κ
p
k = 0, nˆ ·Vyψ
p
k = |Vyψ
p
k |cos(θ (C¯)), y ∈ ∂B (2.19e)
and
nˆ ·M0Vyχpk = 0, y ∈ ∂B. (2.19f )
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Equations (2.19) determine the fluid velocity due to a unit pressure gradient, in this case both
the air and water phases are driven by the combined pressure, p0.
Next, we gather terms dependent on gravity, g,
κ g ·Vyφ0 = Υ
(
Vy · M0
η
φ
0
Vyχ
g
)
, y ∈ B, (2.20a)
Vy · ηφ0σ
g
0y −Vyωg − φ0Vyχg = φ0eˆk, y ∈ B, (2.20b)
Vy · κ g = 0, y ∈ B (2.20c)
and χg = λ−1f ′′(φ0)ψg − λV2yψg, y ∈ B, (2.20d)
where σ g0y =Vyκ g + (Vyκ g)T. The corresponding boundary conditions are
κ g = 0, nˆ ·Vyψg = |Vyψg|cos(θ (C¯)), y ∈ ∂B (2.20e)
and
nˆ ·M0Vyχg = 0, y ∈ ∂B. (2.20f )
Equations (2.20) determine the fluid velocity due to gravity. As we chose to neglect the effect of
gravity on the much less dense air phase, only the water phase is directly driven by gravity. Any
induced movement of the air phase comes from the effect of water movement at the air–water
interface.
Finally, we gather terms dependent on c0,
Vy · (φ0Vyξ ck − ξ ckVyφ0) = −Vy · (φ20 eˆk), y ∈ B, (2.21a)
with boundary condition
nˆ · (φ0Vyξ ck − ξ ck∇yφ0) = −nˆ · φ20 eˆk, y ∈ ∂B. (2.21b)
Equations (2.21) determine the local geometry-dependent diffusion offered by the soil pore
structure and the position of the air–water interface. Physically, this will be combined with the
unimpeded diffusion coefficient to calculate the effective diffusion coefficient in the water phase
as a function of saturation.
Cell problems (2.18)–(2.21), for known φ0 and θ (C¯), provide a complete description of how the
pore scale geometry and physical processes are dependent on large-scale variations in capillary
pressure, combined pressure, acceleration due to gravity and the concentration of root exudates.
In the next section, we will derive equations for terms of order ε1, which will relate these pore
scale behaviours to the macroscale flow.
(iii)O(ε1)
The final step in the homogenization procedure is to expand equations (2.8) to O(ε1). Then, by
applying a solvability condition and taking a volume average over the domain B, we find a series
of macroscale equations that describe the averaged movement of air, water and exudate through
the soil. Finally, we take the limit λ → 0 to obtain
‖B‖ ∂S
∂τ1
+Vx ·U = 0, x ∈ Ω , (2.22a)
Vx · U¯ = 0, x ∈ Ω (2.22b)
and ‖B‖
(
S
∂C¯
∂τ1
+ C¯ ∂S
∂τ1
)
+Vx · (C¯U) −Vx ·D(‖B‖SI +Deff)VxC¯= 0, x ∈ Ω , (2.22c)
where
U = K[S, θ (C¯)]
η(w)(C¯)
Vxμ0 + b[S, θ (C¯)]
η(w)(C¯)
Vxp0 +
bg[S, θ (C¯)]
η(w)(C¯)
eˆ3g (2.22d)
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and
U¯ = K¯[S, θ (C¯)]
η(w)(C¯)
Vxμ0 + b¯[S, θ (C¯)]
η(w)(C¯)
Vxp0 +
b¯g[S, θ (C¯)]
η(w)(C¯)
eˆ3g, (2.22e)
and we recall the SWCC is given by
μ0 = F[S, θ (C¯)]γ (C¯). (2.22f )
The derivation of these equations involves a large number of steps and the details are included
in the electronic supplementary material S1. Equation (2.22a) is equivalent to the macroscale
equation from Daly & Roose [8] for η(w)(C¯) = γ (C¯) = 1 and θ (C¯) = θ (0), i.e. where the viscosity and
surface tension are constant and not dependent on the root exudate concentration. Note that if it is
also assumed that the pressure in the air phase is constant, as used in deriving Richards’ equation,
equation (2.22a) reduces to Richards’ equations. If gravity is also neglected, then Buckingham–
Darcy’s Law is also recovered. Equation (2.22a) describes how the macroscale saturation varies
with time depending on the concentration-dependent viscosity and surface tension and it is
related to the pore scale behaviour by the parameters K[S, θ (C¯)], b[S, θ (C¯)] and bg[S, θ (C¯)] that
are defined using volume averages
K[S, θ (C¯)] =
∫
B
φ0κ
μ
k ⊗ eˆk dy, (2.23a)
b[S, θ (C¯)] =
∫
B
φ0κ
p
k ⊗ eˆk dy (2.23b)
and bg[S, θ (C¯)] =
∫
B
φ0κ
g ⊗ eˆ3 dy. (2.23c)
Equations (2.23a–c) describe the velocity of the water phase averaged over the pore scale
domain driven by capillary pressure, combined pressure and gravity, respectively. Equation
(2.22b) ensures the conservation of mass for the saturation equation (2.22a), where the
concentration-dependent viscosity and surface tension are present, and are related to the pore
scale behaviour by,
K¯[S, θ (C¯)] =
∫
B
κ
μ
k ⊗ eˆk dy, (2.24a)
b¯[S, θ (C¯)] =
∫
B
κ
p
k ⊗ eˆk dy (2.24b)
and b¯g[S, θ (C¯)] =
∫
B
κ g ⊗ eˆ3 dy. (2.24c)
Equations (2.24a–c) describe the velocity of both the air and water phases averaged over the
pore scale domain driven by capillary pressure, combined pressure and gravity, respectively.
Finally, equation (2.22c) describes the movement of exudate on the macroscale, driven by
diffusion and fluid movement, and is related to the pore scale behaviour by,
Deff[S, θ (C¯)] =
∫
B
(φ0Vyξ ck − ξ ckVyφ0) ⊗ eˆk dy. (2.25)
Equation (2.25) is the average geometry-dependent diffusion on the pore scale domain due to the
soil pore structure and position of the air–water interface. Equations (2.22) provide a complete
description of how saturation, pressure and concentration change over time. The equations are
coupled through the viscosity, surface tension, saturation-dependent diffusion constant and the
SWCC which is calculated numerically from equation (2.12). In addition, the soil geometry is
captured through the parameters given in equations (2.23)–(2.25), which are based on the cell
problems (2.18)–(2.21).
This is an advancement from the work of Daly & Roose [8] as we have combined the equations
for fluid flow with the equations for exudate diffusion. If we neglect diffusion and root exudates
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then equations (2.22) reduce to those derived by Daly & Roose [8]. Alternatively, if we wanted to
consider diffusion of solutes, which did not directly influence the properties of water, then setting
γ (C¯) = η(w)(C¯) = 1 and θ (C¯) = θ (0) would provide a partially coupled set of equations describing
the movement of air and water, from which the diffusion of solutes, which do not bind to the soil
particle surfaces, could be calculated.
3. Validation of homogenization procedure
The homogenization procedure involved a large number of mathematical steps and assumptions.
In order to test the accuracy of these assumptions and to transparently demonstrate the
application of the method, we show that the macroscale model, equations (2.22) presented above,
provides an accurate approximation of the pore scale equations, (2.8). We do this using an
idealized geometry for two cases; firstly, we compare the homogenized equations to the pore scale
equations with the original viscosity, equation (2.7b). Secondly, we compare the homogenized
model to the original equations with the assumed viscosity, equation (2.15). Our overall aim is
to test the accuracy of the mathematical steps, not to compare the predictions of this model with
experimental results, which is beyond the scope of this paper.
(a) Test geometry
We consider a soil column in which the saturation is perturbed by subtracting a linear function
from the initial phase configuration. This drives a re-equilibration of both the fluid phase and the
local concentration of exudate. All equations are solved numerically using COMSOL Multiphysics
(v5.2a). In order to simplify the analysis, we consider the case U¯ = 0, corresponding to the case in
which the air viscosity is much smaller than the water viscosity. In this case, we also assume p0 is
constant and the effects of gravity can be neglected.
For the purposes of validation, we focus on the effect of viscosity on water movement and
exudate diffusion. Hence, we choose γ (C¯) = 1 and note that, in the case U¯ = 0, the only effect of
the surface tension changing is a variation in the timescales which appear in equation (2.22). We
also make the simplification θ (C¯) = 0, corresponding to a fully wetted soil. Mathematically, the
contact angle features in all the cell problems either directly, or indirectly through the function
φ0. The effect of changing the contact angle in this way has been investigated by Daly et al. [13].
Hence, here we neglect these changes and focus only on viscosity.
We consider the geometry shown in figure 2a,b. This idealized soil physical structure is
composed of soil particles of two different sizes. The soil geometry is built from repetition of a unit
cell. At the centre of the cell, we have placed a spherical soil particle of radius 0.49 [dimensionless]
and at the corners of the cell we have placed a spherical soil particle of radius 0.35 [dimensionless].
These two sizes have been chosen to force the geometry to exhibit wetting–drying hysteresis, i.e.
the SWCC will exhibit different values depending on whether the water content is increasing or
decreasing. This hysteresis requires pores of different sizes, something which does not occur for
a single soil particle size for a perfectly packed structure. The full geometry is formed from eight
repetitions of the unit cell (which we label unit 1 to unit 8). However, to reduce the computational
load we have used symmetry to quarter the domain, see figure 2b. The cell problem is calculated
on one-eighth of the unit cell and it is of size 0.53 (dimensionless) (figure 2c). It was meshed with
tetrahedral elements, maximum size 0.0335 and minimum size 0.002, and one boundary layer on
the surfaces of the soil particles. This mesh was sufficient to resolve the interface with width 0.02
(dimensionless) using quadratic elements. A mesh refinement study was conducted to ensure
this was a suitable mesh. The same mesh was used for the full model. The homogenized model
used a one-dimensional mesh with 96 evenly spaced elements. All the models were solved using
the MUMPS solver with Newton’s method, with a constant damping of 1 so that it has quadratic
convergence, within the fully coupled solver in COMSOL Multiphysics. The solution was declared
converged when an absolute tolerance of 10−4 was reached.
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Figure 2. Geometry used for validation. In (a–c), the blue areas show the pore space and grey shows soil particles boundaries.
(a) Idealized pore space geometry for test case. The soil particles shown have radius 0.35 [dimensionless]; (b) idealized pore
space geometry for test case. The soil particles shownhave radius 0.49 [dimensionless]; (c) pore geometry used for cell problem;
(d) geometryused for homogenizedequation, each cube is 1 × 1 × 1 [dimensionless]. Thenumbers indicate theunit cell labels.
(Online version in colour.)
The homogenized equations (2.22), are applied to a unit cuboid (figure 2d). In order to ensure
that the homogenized equations (2.22) converge, we require that there are enough repetitions of
the unit cell such that Ly/Lx = ε  1. As the full equations are computationally expensive, we also
require that we have a small enough domain that the resulting equations are computationally
tractable. By gradually increasing the number of repetitions of the unit cell, we found that eight
repetitions was sufficient for the homogenized equations (2.22) to converge. However, good
convergence between the models can also be found for as few as four repetitions.
(b) Numerical results
Before we solved the homogenized equations, the cell problem, equations (2.12), (2.18) and
(2.21), were evaluated for a range of dimensionless capillary pressures between −7 and −4
[dimensionless] with λ = 2 × 10−3 [dimensionless] and Υ = 1 [dimensionless]. As we have
neglected the effects of combined pressure and gravity, it is not necessary to solve cell problems
(2.19) and (2.20). We solved equations (2.12), (2.18) and (2.21) for both increasing and decreasing
capillary pressures in order to evaluate the wetting and drying curves (figure 3a). The parameters
F(S, 0) and, hence, the effective parameters K[S, θ (C¯)] and Deff(S) exhibit wetting drying hysteresis
and Haines’ jumps [32], where the topology of the air–water interfaces changes resulting in a
large change in saturation for a small change in capillary pressure. These parameters feed into
equations (2.22) and are used to calculate the solution to the homogenized equations.
To establish the initial configuration for the phase of the full model, equation (2.8), the
dimensionless capillary pressure was set to −4.25 and the model was run to steady state, resulting
in an average saturation of 0.6 over each unit in the column. This was outside the hysteresis
loop of the SWCC at the wet end (figure 3a). The saturation was perturbed in the full model by
subtracting a linear function from the initial configuration of the phase, i.e. φ¯0 = φˇ0 − A(1 − (h/8)),
where φˇ0 is the unperturbed phase field, A is the magnitude of the perturbation and h is the
vertical position of the column. For A> 0, this resulted in a greater saturation at the top of
the column and lower saturation at the bottom. The equivalent condition was applied to the
homogenized model using the expression S(t= 0) = 0.6 − A(1 − (h/8)). Two perturbations were
used, a small perturbation with A= 0.1 [dimensionless] and a large perturbation with A= 0.25
[dimensionless] that allows for comparison between the models where Haines’ jumps and
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Figure 3. Solutions calculated on the cell geometry (figure 2c), using the cell problems (2.12), (2.18) and (2.21). K(S, 0) is
the saturation-dependent hydraulic conductivity for a 0◦ contact angle and Deff(S, 0) is the saturation-dependent geometry-
dependent diffusion for a 0◦ contact angle. (a) Soil–water characteristic curve calculated using equations (2.12). Four different
phase topologies are shown with asterisks that indicate the corresponding points on the graph. The colour bar represents the
value ofφ0, i.e. 1 is water, 0 is air. The arrowheads indicate the transition between states. (b) Hydraulic conductivity calculated
using equations (2.18). (c) Geometry-dependent diffusion calculated using equations (2.21). (Online version in colour.)
hysteresis are present. The initial concentration of the root exudate was set to 0.2 [dimensionless]
for the small perturbation and 0.5 [dimensionless] for the large perturbation. The expression for
the concentration-dependent viscosity was chosen to be
η(w)(C¯) = (qC¯2 + 1) × (C¯> 0), (3.1)
where q is 1059. This value comes from fitting the function to the concentration versus viscosity
relation measured for barley root exudate from Naveed et al. [2] (M Naveed 2017, unpublished
data, see electronic supplementary material, figure S1.1).
We compare the results from the full model and the homogenized model as a function of
time. All equations were integrated to steady state and the dynamics can be seen in figure 4.
For the large perturbation, evidence of a Haines’ jump can be seen in figure 4a as not all the unit
saturations converge to the same steady-state value. For the full model with assumed viscosity,
equation (2.15), units 1 and 2 converge to a saturation of approximately 0.4, unit 3 converges to
approximately 0.46, whereas the other units converge to approximately 0.51. The homogenized
model exhibits the same behaviour as the full model with the assumed viscosity, and captures the
effect of the Haines’ jump.
The initial exudate concentration also exhibits dynamics, due to the saturation perturbation
(figure 4b). It can be seen that unit 8, which has the greatest initial saturation, has the smallest
exudate concentration due to the dilution effect. The opposite can be observed for unit 1.
The homogenized model exhibits behaviour at time 101 [dimensionless], where the exudate
concentration of each unit overshoots the steady-state value of 0.63 for the exudate concentration,
before all the units converge to 0.63 concentration. For the full model in which the assumed
viscosity (2.15) is used, the concentration tends to the same value as the homogenized model,
with values of 0.62–0.64 at steady state. The full model in which the original viscosity (2.7b)
is used, displays different behaviour to the homogenized model for low saturation, units 1, 2
and 3. At time 10−2 [dimensionless], units 1 and 2 in the original viscosity model have converged
to the same saturation, 0.38. They also converge to the same saturation at steady state as the
homogenized and assumed viscosity model. Unit 3, however, converges to 0.49 at steady state,
compared to the saturation of 0.46 reached by the homogenized model. This is due to a topological
difference in the final phase configuration as can be seen by comparing figure 5b,c.
In figure 5, the result of the homogenized model is compared to sections from both of
the full models. It can be seen that where the homogenized model has a smaller saturation,
caused by the hysteresis and Haines’ jumps present in the cell problem results, there is a
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Figure 4. Comparison of full model with original viscosity (*), full model with assumed viscosity (o) and homogenized model
(solid line) for the large perturbation. The colours represent the different geometry units in the soil column. S is the saturation,
C¯ is the macroscale exudate concentration and τ1 is the slow time scale. If time is dimensionalized using the values γ¯ =
0.072 N m−1, L˜x = 1 m and η˜(w) = 8.9 × 10−4 Pa · s, then the time shown on the x-axis ranges from 1.46 × 10−6 s to 1.46 s.
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Figure 5. Saturation calculated using homogenized equation along the height of the soil column. The dashed box corresponds
to the section of the full models shown in figure 5b,c. The colour bar shows the values of the phase,φ, in the full model images;
1 (red) indicates water—water containing root exudate, 0 (blue) indicates air—air without root exudate. The oscillations that
canbe seen either side of the jump in saturation are due to the choice of numerical solver. (a) Steady-state saturation, (b) original
viscosity and (c) assumed viscosity. (Online version in colour.)
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Table 1. Relative error, Er .
original viscosity (%) assumed viscosity (%)
saturation concentration saturation concentration
homogenized model 1.82 1.14 0.48 0.95
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
original viscosity — — 0.48 0.65
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Table 2. Maximum error, Em.
original viscosity (%) assumed viscosity (%)
saturation concentration saturation concentration
homogenized model 6.85 3.51 2.14 3.03
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
original viscosity — — 6.32 3.68
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
different phase configuration in the full model. This configuration is different in the original
viscosity and assumed viscosity models. The relative differences between the three models are
calculated by
Er = 2
√√√√∑Nn=1(xhn − xfn)2∑N
n=1(xhn + xfn)2
× 100, (3.2)
where N is the total number of time steps taken by the solver for the homogenized model, xhn is the
result of the homogenized model at time step n and xfn is the result of the full model (either original
or assumed viscosity model) interpolated onto the time steps taken by the homogenized model
solver. The relative differences are shown in table 1. The maximum errors between individual
points of the models are calculated by
Em = 2
√√√√max
[
(xhn − xfn)2
(xhn + xfn)2
]
× 100 (3.3)
and are shown in table 2. These values are small (less than or equal to 7%) and similar to the
variability between different experimental methods [33]. For the small perturbation all the models
exhibit the same behaviour, resulting in a smaller maximum errors (less than or equal to 1.1%) and
the results can be seen in the electronic supplementary material, figure S1.2.
(c) Discussion
The homogenized equations provide a good estimate for the saturation and concentration when
compared with the full equations. This is particularly true when considering the assumed
viscosity model (2.15). Overall, it is not surprising that the homogenized equations provide a
better approximation to the assumed viscosity, rather than the original viscosity equations, as the
assumed viscosity is the one used in the homogenization scheme. The key difference between
these two viscosities is the location at which the Haines’ jump is seen to occur.
A significant advantage to the homogenized model is that it is less computationally expensive
than the full model. The cell problems for the homogenized model took 20 min and 3 GB ram for
each capillary pressure evaluated, in this case 24. This resulted in a total computation time of 8 h
on a laptop. The resulting homogenized model took just 2.5 min and 5.8 GB of ram on a standard
desktop computer. The full model took up to 26 h and 35 GB ram using a segregated solver on the
Iridis 4 supercomputer at the University of Southampton.
The homogenized model captures the fluid behaviour near a Haines jump with maximum
error less than 7%. We only consider eight repetitions of the unit cell, which corresponds to ε =
Ly/Lx = 0.125. Formally, we would expect an error of size ε to be present in the model. With this
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in mind, we see that the model provides a much more accurate description of the saturation and
concentration than would be expected, i.e. the error is less than 12%. It is interesting to note that
the homogenized model is able to capture the hysteresis and Haines jumps despite these violating
one of the key assumptions used in the derivation. Formally, we require that S varies only on the
long spatial scale Lx. However, by definition VxS is effectively infinite at the Haines jump. In
order to analyse the behaviour of the model at this point, future research could use matched
asymptotics to attempt to capture the behaviour around a Haines’ jump. This would allow the
homogenized solution to be defined by appropriate jump conditions.
In §2c, it is assumed that the surface tension and wetting angle are functions of the
spatially averaged concentration in order to be able to separate the two length scales of the
problem. This assumption is not valid in the case where significant concentrations of the root
exudate are absorbed on the air–water interface or soil particle surfaces, and therefore some
important physical processes may be ignored. However, in the present model, the concentration
is dominated by the macroscale part of the concentration, C0(x), and therefore we would expect
that the effects of these missing physics would be small compared with the effect of the spatially
averaged concentration. Furthermore, in soil systems, adsorption of organic compounds to
mineral surfaces is complex and the physical characteristics of root exudates have only recently
been explored [2,14]. Greater experimental characterization would be required before accounting
for particle adsorption and air–water interface impacts from surfactants in root exudates, but the
model could be adapted to account for these processes in the future.
4. Conclusion
In this paper, the Cahn–Hilliard–Stokes equations were combined with a phase-dependent
diffusion equation for the root exudates and this full set of equations was homogenized.
The homogenized equations were shown to reduce to a exudate concentration-dependent
Richards’ equation, (2.22a), and a saturation-dependent exudate diffusion equation, (2.22c). This
homogenization procedure relied on two key assumptions. Firstly, the fluid–fluid drag coefficient
is linearly dependent on the viscosity; and secondly, the viscosity of the air and water are
sufficiently different that the error induced by assuming the air viscosity was dependent on
exudate concentration was negligible.
In §3, the method was validated by comparing the homogenized, equations (2.22), and
assumed viscosity model, equations (2.8) with (2.15), to the original viscosity model, equations
(2.8) with (2.7b). The relative errors over the whole simulation for the homogenized and assumed
viscosity solutions compared to the original viscosity solution were less than 1%. The maximum
errors for a particular time point were less than 7%. This shows that the homogenized model is
an appropriate approximation to the full set of equations.
The homogenized model is a much more attractive option for calculating the local macroscale
flow and diffusion properties of soil than the pore scale description. This is particularly evident
if the pore scale geometry is taken from three-dimensional images, a technique that is becoming
more frequently used [13,34]. The model derived in this paper captures the effects of root exudates
and could therefore be applied to rhizosphere soil. The homogenized model can also be used to
investigate the impact of altered hydraulic properties on the movement of water at large scales
and be used to improve our understanding of these effects. Detailed models of this kind have the
distinct advantage that they can be used to relate specific porescale soil geometries to the observed
macroscopic soil properties. The simulations presented here conserved the root exudate within
the domain during wetting and drying. In a natural soil system, root exudates may leach and their
physical properties may alter due to microbial decomposition over time [2]. Moreover, adsorption
of the exudates onto soil minerals will also affect behaviour, potentially altering properties such
as the contact angle and surface tension [2,14]. Future modelling could incorporate these impacts
to assess the time variability and longevity of root exudate impacts on flow and retention in soil.
This would be particularly useful in exploring how properties change with age along a growing
root. Hence, this method could be used to gain greater understanding of soil hydraulic properties
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in and around the rhizosphere and even lead to the possibility of theoretically simulating the
quantity of root exudates required to improve the chances of a plant thriving in particular soil
environments. Ultimately this reveals the theoretical potential for plant breeders to manipulate
root exudation in the development of crops with more effective root systems. The theory can be
further extended to other applications such as geological waste disposal, oil production or oil-spill
clean-up problems.
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