Abstract. We present and motivate a new model of the truss topology design problem, where the rigidity of the resulting truss with respect both to given loading scenarios and small "occasional" loads is optimized. It is shown that the resulting optimization problem is a semidefinite program. We derive and analyze several equivalent reformulations of the problem and present illustrative numerical examples.
Introduction.
Truss topology design (TTD) deals with the selection of optimal configuration for structural systems (mechanical, civil engineering, aerospace) and constitutes one of the newest and most rapidly growing fields of structural design (see the excellent survey paper by Rozvany, Bendsøe, and Kirsch [12] ). The TTD problem was studied extensively, both mathematically and algorithmically, in [1, 2, 3, 4, 5] .
In this paper we bring forth the issue of the robustness of the truss; here we say that a truss is robust if it is reasonably rigid with respect both to the given set of loading scenarios and to all small uncertain (in size and direction) loads, which may act at any of the active nodes of the truss, i.e., those which are linked at least by one bar. In the engineering literature, rigidity is modeled by considering different loading scenarios on the structure (the multiload TTD problem) or by imposing upper and lower bounds on nodal displacements. The first approach depends on the engineer's ability to "guess right" the relevant scenarios, while the second approach leads to a mathematical problem which is not tractable computationally. Here we suggest a new modeling approach, which circumvents both of the above mentioned difficulties.
The paper is organized as follows. Section 2 describes the modeling approach in question. The preliminary section 2.1 presents the basic notions related to the TTD problem and the traditional formulations of the problem. We demonstrate by simple example (section 2.2) that robustness restrictions (which are basically ignored in the traditional formulations) are critical to obtain reasonable designs; this observation motivates our modeling approach presented in section 2.3. Its computational tractability is demonstrated in section 2.4, where we show that the TTD problem in our new formulation can be equivalently cast as a semidefinite program. This brings the problem into the realm of convex programming for which efficient (polynomial time) interior point algorithms can be employed. Sections 3-5 are devoted to mathematical processing of the semidefinite program of section 2.4; the goal is to get a program better suited for interior point algorithms. Possibilities for robust truss topology design by these algorithms are discussed in section 6. We end up (section 7) with illustrating usefulness of our approach by considering several examples of optimal trusses with and without robustness considerations. We show that at least for these examples robustness can be gained without sacrificing much in the optimality of the resulting trusses. Concluding section 8 contains remarks on the possibility to extend the idea of "robust reformulation" of an optimization program from the particular case of the TTD problem to other problems of mathematical programming.
Truss topology design with robustness constraints.
2.1. Trusses, loads, compliances. Informally, a truss is a 2D or 3D construction composed of thin elastic bars linked with each other at nodes-points from finite nodal set V given in advance in 2D plane (respectively, 3D) space. When subjected to a given load-distribution of external forces applied at the nodes-the construction deformates until the reaction forces caused by deformations of the bars compensate the external load. The deformated truss capacitates certain potential energy, and this energy, the compliance, measures stiffness of the truss, its ability to withstand the load; the less is compliance, the more rigid is the truss with respect to the load.
In the usual TTD problem we are given the nodal set and one (single-load TTD) or several (multi-load TTD) loads along with total volume of the bars. The displacements of some of the nodes are completely or partially fixed, so that the space R v of virtual displacements of node v is certain linear subspace and the problem is to distribute the given volume of the truss between the bars in order to get the most rigid construction, i.e., the one which minimizes the maximal compliance over the given set of loads. Some of the bars can get zero volume, i.e., be eliminated from the resulting construction, so that in fact the topology of the construction is optimized as well (this is the origin of the term "topology design").
The mathematical formulation of the problem, in its simplest form, is as follows. Given are (i) graph (V, B) (ground structure) with the nodal set V ⊂ R D (D = 2, 3) composed of n nodes and with arc set B of m tentative bars;
(ii) collection of linear subspaces R v ⊂ R D , v ∈ V-the spaces of virtual displacements of the nodes. We refer to the quantity n = v∈V dimR v as the number of degrees of freedom of the nodal set and call the space R n = v∈V R v the space of nodal displacements. A vector x ∈ R n can be naturally interpreted as collection of virtual displacements of the nodes. Similarly, a load-collection of external forces applied at the nodes -can be interpreted as a vector from R n . (One can ignore the components of the forces orthogonal to the subspaces of virtual nodal displacements, since these components are compensated by supports restricting virtual displacements of nodes; the remaining components of the forces can be naturally assembled in a vector from R n .) (iii) When designing the truss, we are given a finite set F ⊂ R n of loading scenarios; the truss should be able to carry the load for each of the scenarios.
(iv) The design variables in the problem are bar volumes t i , i = 1, ..., m; along with the nodal set V, they completely determine the truss. We allow ourselves, for the sake of brevity, truss t. We are given the total volume V > 0 of the bars, so that the set of all admissible vectors of bar volumes is the simplex
With the elastic model of the bars, deformation of truss accompanied by displacement x ∈ R n of the nodes results in the vector of reaction forces A(t)x, where t is the vector of bar volumes and
is the n × n bar-stiffness matrix of the truss. The bar-stiffness matrix A i of the ith bar is readily given by the geometry of the nodal set and involves the Young modulus of the material. What is crucial for us is that for all i,
is a rank 1 positive semidefinite symmetric matrix (for explanations and details, see, e.g., [1, 2, 3] ).
Given t ∈ T and a load f ∈ F , one can associate with this pair the equilibrium equation
(As was explained, x is the vector of nodal displacements caused by the load f , provided that the vector of bar volumes is t.) Solvability of this equation means that the truss is capable of carrying the load f , and if this is the case, then the compliance
is regarded as a measure of internal work done by the truss with respect to the load f ; the smaller is the compliance, the larger is the stiffness of the truss. If the equilibrium equation (2.2) for a given t is unsolvable, then it is convenient to define the compliance c f (t) as +∞, which is compatible with the second equality in (2.3).
The problem of optimal minmax TTD is to find the vector of bar volumes which results in the smallest possible worst-case compliance:
(TD minmax ) : find t ∈ T which minimizes the worst-case compliance c F (t) = sup f ∈F c f (t). From now on we assume that the problem is well posed, i.e., that A. The matrix m i=1 A i is positive definite. (This actually means that the supports prevent rigid body motion of the truss.) 2.2. Robustness constraint: Motivation. The "standard" case of problem (TD minmax ) is the one when F is a singleton (single-load TTD problem) or a finite set composed of small number (3-5) of loads (multiload TTD problem). An evident shortcoming of both these settings is that they do not take "full" care of the robustness of the resulting truss. The associated optimal design ensures reasonable (in fact the best possible) behavior of the truss under the loads from the list of scenarios F ; it may happen, however, that a load not from this set, even a "small" one, will cause an inappropriately large deformation of the truss. Consider, e.g., the following toy example. Figure 2 .1 represents a six-element nodal set with two fixed nodes (R v = {0}) and four free nodes (R v = R 2 ), the "ground structure"-the set of all tentative bars and the load f which is the unique element of F .
1 The "true" compliance, as defined in mechanics, is one half of the quantity given by (2.3); we rescale the compliance in order to avoid multiple fractions 2 shows the results of the usual single-load design, which results in the optimal compliance 16.000. Note that the resulting truss is completely unstable; e.g., the bar linking nodes 5 and 6 can rotate around node 5, so that arbitrarily small nonhorizontal force applied at node 6 will cause infinite compliance.
It seems that a "good" design should ensure reasonable compliances under all tentative loads of reasonable magnitude acting at the nodes of the resulting truss, not only "the best possible" compliance under the small list of loads in F of primary interest.
The indicated requirement can be modeled as follows. When formulating the problem, the engineer embeds a small finite set of loads F = {f 1 , ..., f q } he is especially interested in ("primary" loads) into a "more massive" set M containing F , but also "occasional loads" of perhaps much smaller magnitude ("secondary" loads), and looks for the truss t ∈ T which minimizes the worst-case compliance c M (t) taken with respect to this extended set M of loading scenarios.
In order to get a computationally tractable problem, in what follows we restrict ourselves to the case where M is an ellipsoid centered at the origin.
Here Q is a given n × q "scale" matrix and W q is the unit Euclidean ball in R q . Note that we allow the case q < n as well, where M is a "flat" q-dimensional ellipsoid.
The corresponding modification of (TD minmax ) is as follows:
(TD robust ) : find t ∈ T which minimizes the compliance
2.3. Selection of scale matrix Q. Problem (TD robust ) takes care of all loads f ∈ M , M being the image of the unit q-dimensional Euclidean ball under the mapping e → Qe. It follows that if a load f ∈ M has a nonzero force acting at certain node l, then this node will for sure be present in the resulting construction. This observation means that we should be very careful when forming Q; otherwise we enforce incorporating into the final construction the nodes which in fact are redundant. There are two ways to meet the latter requirement.
A. We could use the indicated approach as a postoptimality analysis; after we have found the solution to the usual multiload TTD problem, given the resulting nodal structure, we can improve the robustness of the solution by solving (TD robust ) associated with this nodal structure.
B. We know in advance some nodes which for sure will be present in the solution (certainly the nodes where the forces from the given loading scenarios are applied) and it seems to be natural to require rigidity with respect to all properly scaled forces acting at these "active" nodes.
Let us discuss in more detail the latter possibility. Let F = {f 1 , ..., f k } be the given set of loading scenarios. We say that a node v ∈ V is active with respect to F if the projection of certain load f j on the space R v of virtual displacements of the node is nonzero. Let V * be the set of all active nodes. Our goal is to embed F into a "reasonably chosen" ellipsoid M in the space R q = v∈V * R v (which for sure will be the part of the displacement space in the final construction). According to our motivation, M should contain (i) the set F of given loads; (ii) the ball B = {f ∈ R q | f T f ≤ r 2 } of all "occasional" loads of prescribed magnitude r. The setup M = F ∪ B most adequate to our motivation is inappropriate; as it was explained, we need M to be an ellipsoid in order to get a computationally tractable problem, so that we should look for "the smallest possible" ellipsoid M containing F ∪ B. The simplest interpretation of "the smallest possible" here is in terms of q-dimensional volume. Thus, it is natural to choose as M the ellipsoid in R q centered at the origin and containing F ∪ B of the minimum q-dimensional volume. To form the indicated ellipsoidal envelope M of F and B is a convex problem; since normally q is not large, there is no difficulty to solve the problem numerically. Note, however, that there exists an "easy case" where M can be pointed out explicitly. Namely, let L(F ) ⊂ R k be the linear span of F . Assume that 1. the loads f 1 , ..., f k are linearly independent; 2. the convex hullF of the set
Note that in actual design both these assumptions normally are satisfied. 
be the coordinates of a vector in this basis (u are the first k and v are the rest q − k coordinates). A centered at the origin ellipsoid E in R q can be parameterized by a positive definite symmetric q × q matrix A:
the squared volume of E is inversely proportional to det A. The matrix A * corresponding to the minimum volume centered at the origin ellipsoid containing F and B is therefore an optimal solution to the following convex program:
The problem clearly is solvable, and since its objective is strictly concave on the cone of positive definite symmetric q×q matrices, the solution is unique. On the other hand, let J be the matrix of the mapping (u, v) → (u, −v); then the mapping A → J T AJ clearly is a symmetry of (2.5). This mapping preserves feasibility and does not vary the value of the objective. We conclude that the optimal solution is invariant with respect to the indicated mapping:
containF and B , respectively. We claim that then the ellipsoid {x| x T Ax ≤ 1}, A = Diag(U, V ), contains B ∪F . Indeed, the ellipsoid clearly containsF , and all we need is to verify
The above observations combined with the identity ln det A = ln det U + ln det V for positive definite symmetric A = Diag(U, V ) demonstrate that the block U * of the optimal solution to (2.5) corresponds to the minimum volume ellipsoid in L(F ) containingF , and similarly for V * , L ⊥ (F ) and B . In other words, M is the "ellipsoidal product" of the ellipsoid M of the minimum volume in
To conclude the proof, it suffices to verify that one can choose, as Q , the matrix 
Remark 2.1. Evident modification of the proof of Lemma 2.1 demonstrates that the minimum volume ellipsoid in R q centered at the origin and containing F ∪B always is the "ellipsoidal product" of the minimum volume ellipsoid M in L(F ) containing
to find M is, basically, the same as to find M , and this latter convex problem is normally of quite a small dimension, since k ≤ k and typically k ≤ 5.
The outlined way of modeling the robustness constraint is, perhaps, more reasonable than the usual multiload setting of the TTD problem. Indeed, the new model enforces certain level of rigidity of the resulting construction with respect not only to the primary loads, but also to loads associated with "active" nodes. At the same time, it turns out, as we are about to demonstrate, that the resulting problem (TD robust ) is basically not more computationally demanding than the usual multiload TTD problem of the same size (i.e., with the same ground structure and the number of scenario loads equal to the dimension of the loading ellipsoid used in (TD robust )).
Semidefinite reformulation of (TD robust ) .
Our goal now is to rewrite (TD robust ) equivalently as a so-called semidefinite program. To this end we start with the following simple result.
Lemma 2.2. Let A be a positive semidefinite n × n matrix, and let c = max 
Then the inequality c ≤ τ is equivalent to positive semidefiniteness of the matrix
(Here and in what follows the inequality A ≥ B between symmetric matrices means that the matrix A − B is positive semidefinite.)
Deriving a dual problem to (TD sd ) .
Here we derive the Fenchel-Rockafellar [11] dual to the problem (TD sd ) . The latter problem is of the form
is a linear mapping from R × R n to the space S of symmetric (n + q) × (n + q) matrices equipped with the standard Frobenius Euclidean structure X, Y = Tr(XY ), S + is the cone of positive semidefinite matrices from S and
We write the problem in the Fenchel-Rockafellar primal scheme:
and δ(x|W ) is the indicator function of a set W . To derive the dual to (P), we need to compute the conjugates f * and g * of the convex function f and the concave function g, which is quite straightforward:
(We have used the well-known fact that the cone of positive semidefinite matrices is self-conjugate with respect to the Frobenius Euclidean structure.)
The Fenchel-Rockafellar dual to (P) is
Representing R ∈ S in the block form
Substituting the resulting expressions for f * , g * , and A * , we come to the following explicit formulation of the dual problem (D):
the design variables being symmetric q × q and n × n matrices Λ, Y , respectively, and n × q matrix X. Note that the functions f and g in (P) are clearly closed convex and concave, respectively. Moreover, from the well-posedness assumption A, it immediately follows that (P) is strictly feasible (i.e., the relative interiors of the domains of f (τ, t) and φ(τ, t) = g(A(τ, t)) have nonempty intersection, and the image of the mapping A intersects the interior of the domain of g); to see this, choose arbitrary positive t ∈ T and enforce τ to be large enough. Of course (P) is bounded below (the compliance always is nonnegative); thus, all requirements of the Fenchel-Rockafellar duality theorem are satisfied, and we come to the following. Remark 3.1. Until now, we dealt with the TTD problem with simple constraints on the bar volumes:
In the case when there are also lower and upper bounds on the bar volumes so that the constraints on t are
, the above derivation results in a dual problem as follows:
the design variables being real λ, symmetric q × q matrix Λ, symmetric n × n matrix Y , and n × q matrix X.
A simplification of the dual problem (D).
Our next goal is to simplify problem (D), derived in the previous section, by eliminating the matrix variable Y . To this end it suffices to note that (D) can be rewritten as
(We have replaced the maximization problem (D) by an equivalent minimization one.) Note that (TD dl ) is strictly feasible-there exists a feasible solution where all scalar inequality constraints and the matrix inequality one are strict (take Λ = q −1 I q , Y = I n , and enforce ρ to be large enough).
The matrix inequality (β) clearly implies that Λ is positive semidefinite. Thus, we do not vary (TD dl ) when adding (in fact, redundant) inequality Λ ≥ 0. Now let us strengthen, for a moment, the latter inequality to
i.e., to positive definiteness of Λ; it is immediately seen from strict feasibility of (TD dl ) that the transformation does not violate the optimal value of the problem, although it may cut off the optimal solution (anyhow, from the computational viewpoint the exact solution is nothing but a fiction). Thus, we may focus on the problem (TD dl ) obtained from (TD dl ) by adding to the list of constraints inequality (4.1).
The pair of matrix inequalities (β), (4.1), which are present among the constraints of (TD dl ) , is equivalent to the pair of matrix inequalities 
Now let (Λ,
, we can rewrite the constraints
which is the same (since Λ = Λ T > 0) as
With this substitution, the problem (TD dl ) becomes
When replacing the strict inequality Λ > 0 in the latter problem with the nonstrict one Λ ≥ 0, we clearly do not vary the optimal value of the problem; in the modified problem, the inequality Λ ≥ 0 is in fact redundant (it follows from positive semidefiniteness of any of the matrices
). With these modifications, we come to the final formulation of the problem dual to (TD robust ) :
(TD fn ) min
Tr(Λ) = 1.
Note that (TD fn ) is very similar to the standard multiload TTD problem in dual setting [5] ; the only difference is that in the latter problem Λ is further restricted to be diagonal.
Recovering the bar volumes.
Until now, the only relation between the initial primal problem (TD robust ) and the dual one (TD fn ) is that their optimal values are negations of each other (note that when coming to (TD fn ) from the maximization problem (TD dl ) , which has the same optimal value as (TD sd ) , we have changed the sign of the objective and have replaced maximization with minimization). Thus, the problem arises: how to restore good approximate solutions to (TD robust ) via good approximate solutions to (TD fn ) . To resolve this problem, we first derive the FenchelRockafellar dual (TD * fn ) to (TD fn ) and recognize in it the initial problem (TD robust ) , and then use the well-known relation in interior point theory between "central path" approximate solutions to (TD fn ) and approximate solutions to (TD * fn ) .
A dual problem to (TD fn
. Similar to the above, we represent problem (TD fn ) in the Fenchel-Rockafellar scheme:
is the linear mapping from the space of design variables of (TD fn ) to the space S of block-diagonal symmetric matrices with m diagonal blocks of the sizes (q +1)×(q +1) each, and
S + being the cone of positive semidefinite matrices from S. The dual to (P) is
where A * is the operator adjoint to A. Here
(Here we again used the fact that the cone S + is self-dual with respect to the Frobenius Euclidean structure of S.) Denoting a generic element of S as
With these relations, the dual (DI) to (PI) becomes 
The "in particular" part of the statement follows from its first part due to Proposition 5.1, and all we need is to prove the first part. From the positive semidefiniteness constraints (δ) in (TD * fn ) it follows that t ≥ 0, which combined with (γ) implies the inclusion t ∈ T . To complete the proof, we should verify that c
Let e ∈ R q , e T e ≤ 1. From (β) we have
Thus, φ e (x) ≤ λ for all x. By definition, c M (t) is the upper bound of φ e (x) over x, and the inequality c M (t) ≤ λ then follows. Remark 5.1. Note that (TD * fn ) is a natural modification of the "bar-forces" formulation of the usual multiload TTD problem; see [5] .
Solving (TD fn
and (TD * fn ) via interior point methods. Among numerical methods available for solving semidefinite programs like (TD fn ) and (TD * fn ) , the most attractive (and, in fact, the only meaningful in the large scale case) are the recent interior point algorithms (for relevant general theory, see [10] ). Here we discuss the corresponding possibilities. In what follows we restrict ourselves to outlining the main elements of the construction, since our goal now is not to present detailed description of the algorithms, but to demonstrate the following.
(i) From the above semidefinite programs related to truss topology design with robustness constraints, the most convenient for numerical processing by interior point methods is the problem (TD fn ) .
(ii) Solving (TD fn ) by interior point path-following methods, one has the possibility of generating, as a byproduct, good approximate solutions to the problem of interest (TD * fn ), i.e., of recovering the primal design variables (bar volumes). When solving a generic semidefinite program (SP)
N being the design vector, A(ξ) being an affine mapping from R N to the space S of symmetric matrices of certain fixed block-diagonal structure, and S + being the cone of positive semidefinite matrices from S, by a path-following interior point method, one defines the family of barrier-type functions
and traces the central path-the path of minimizers
If (SP) is strictly feasible (i.e., A(ξ) is positive definite for certain ξ) and the level sets
a ∈ R, are bounded, then the path ξ * is well defined and converges, as s → ∞, to the optimal set of the problem. In the path-following scheme, one generates close (in certain exact sense) approximations ξ i to the points ξ * (s i ) along certain sequence {s i } of penalty parameters "diverging to ∞ fast enough," thus generating a sequence of strictly feasible approximate solutions converging to the optimal set. Updating (s i , ξ i ) → (s i+1 , ξ i+1 ) is as follows: first, we increase, according to certain rule, the current value s i to a larger value s i+1 . Second, we restore closeness to the path of the new point ξ * (s i+1 ) by running the damped Newton method-the recurrence
with s set to s i+1 . The recurrence is started at y = ξ i and is terminated when, for the first time, it turns out that λ(F si+1 , y) ≤ κ, κ ∈ (0, 1) being a once forever fixed threshold. (Thus, the exact meaning of "closeness of a point ξ to the point ξ * (s)" is given by the inequality λ(F s , ξ) ≤ κ. In what follows, for the sake of definiteness, it is assumed that κ = 0.1.) The resulting y is chosen as ξ i+1 , and the process is iterated.
The following is known: (i) it is possible to trace the path "quickly": with reasonable policy of updating the values of the penalty parameter, it takes, for any T > 2, no more than
Newton steps (6.1) to come from a point ξ 0 close to ξ * (s 0 ) to a point ξ M close to ξ * (s M ) with s M ≥ T s 0 ; here µ is the total row size of the matrices from S and O(1) is an absolute constant;
(ii) if ξ is close to ξ(s), then the quality of ξ as an approximate solution to (SP) can be expressed via the value of s alone:
* being the optimal value in (SP); (iii) being close to the path, it is easy to come "very close" to it; if λ ≡ λ(F s , y) ≤ 0.1, then (6.1) results in
Although the indicated remarks deal with the path-following scheme only, the conclusions related to the number of "elementary steps" required to solve a semidefinite program to a given accuracy and to the complexity of a step (dominated by the computational cost of the Newton direction; see (6.1)) are valid for other interior point methods for semidefinite programming. The "integrated" complexity characteristic of an interior point method for (SP) is the quantity
where C Nwt is the arithmetic cost of computing the Newton direction. Indeed, according to the above remarks, it takes O(1) √ µ Newton steps to increase the value of the penalty by an absolute constant factor, or, which is the same, to reduce by the same factor the (natural upper bound for) inaccuracy of the current approximate solution. Now let us look at the complexity characteristic C for the semidefinite programs related to (TD robust ) . In the table below we write down the principal terms of the corresponding quantities (omitting absolute constant factors); it is assumed (as it is normally the case for TTD) that
The expression for C Nwt corresponds to the "explicit" policy when we first assemble, in the natural manner, the Hessian matrix ∇ 2 ξ F s (·) and then solve the resulting Newton system by traditional direct linear algebra routines like Choleski decomposition. It turns out that the specific structure of matrix inequalities in our problems 3 allows us to assemble the Hessians at a relatively low cost, so that the cost of a single Newton step is dominated by the complexity of Choleski factorization of the Hessian, i.e., by cube of the design dimension of the corresponding problem. With this remark, we come to the results as follows:
The reader should be aware that there are "implicit" schemes of computing the Newton direction in (TD * fn ) with arithmetic cost O(q 3 n 3 ) (the same as in (TD fn )). Thus, in fact, the primal and dual problems in primal-dual pairs ((TD sd ) , (TD dl ) ), ((TD fn ) , (TD * fn ) ) are theoretically equivalent in complexity; moreover, there are "symmetric" primal-dual methods which solve simultaneously the primal-dual pair of the problems at the complexity, respectively, O(n 7 ) and O(q 3.5 n 4 ). Nevertheless, we believe that at the moment practical considerations still are in favor of "purely primal" methods as applied to (TD sd ) in the first primal-dual pair and to (TD fn ) in the second pair. The reason is that the feasible planes L in the "unfavorable" problems of the above pairs are given by linear equalities, while in the "favorable" components of the pairs they are parameterized (from the very beginning they are represented as images of affine mappings). Now, the theoretically efficient way to compute the Newton direction for an "unfavorable" problem represents the direction as the difference of a certain "exactly known" vector and its projection on the orthogonal complement to L. Such a computation is relatively unstable-rounding errors make the actually computed Newton directions nonparallel to L, and the iterates eventually become far from the feasible plane. In order to overcome this instability, in the existing software for semidefinite problems, "expensive" linear algebra routines, like QR factorization, are used, at least at the final phase of computations. In contrast to this, in the "favorable" problems the Newton direction is computed in the space of parameters identifying a point on the feasible plane, so that there is no danger of being kicked off this plane.
With the above remarks, it is clear that among the semidefinite programs we introduced, the most convenient for numerical processing by interior point methods is (TD fn ) , as it was claimed in I. There is, however, an a priori drawback of this approach; what we need are the bar volumes, and they "are not seen" at all in (TD fn ) .
We are about to demonstrate that in order to overcome this difficulty it suffices to solve (TD fn ) not by an arbitrary interior point method, but with a path-following one.
Assume that we are applying a path-following method to (TD fn ) and have computed a point ξ = (Λ, X, ρ) close (in the aforementioned sense) to the point ξ * (s). From (6.3) it follows that a small number of steps of the recurrence (6.1) started at ξ allows to come "very close" to ξ * (s) (six steps of the recurrence restore ξ * (s) within machine accuracy). We may, therefore, assume for the sake of simplicity that we can "stand at the path," i.e., operate with ξ * (s) itself rather than with a tight approximation of the point. 4 It turns out that given ξ * (s), one can explicitly generate a feasible solution to (TD * fn ) of inaccuracy ≤ O(1/s). The exact statement is as follows. Proposition 6.1. Let s > 0, and let ξ * (s) = (Λ s , X s , ρ s ) be the minimizer of the function
over the set of strictly feasible solutions to (TD fn ) . Here
S is the space of block-diagonal symmetric matrices with m diagonal blocks of the size (q + 1) × (q + 1) each, and
Then the matrix 
where c * is the optimal value in (TD * fn ) and µ = m(q + 1) is the total row size of the matrices from S.
The proposition is an immediate consequence of general results of [10] ; to make the paper self-contained, below we present a direct proof.
Let
The set G of strictly feasible solutions to (TD fn ) is comprised of all triples ξ = (Λ, X, ρ), which correspond to positive definite A(ξ) and are such that Tr Λ = 1;
this is an open convex subset in the hyperplane given by the equation Tr Λ = 1. Since ξ * (s) = (Λ s , X s , ρ s ) is the minimizer of F s over G, we have, for certain real p,
Substituting the expression for F s and A, we obtain
ρ denote, respectively, the Λ-, the X-, and the ρ-component of the design vector of (TD fn ).) Note also that Y (and therefore Z) is positive definite. We see that (R(s), λ ≡ −s −1 p) indeed is a feasible solution of (TD * fn ) . Now, if (Λ, X, ρ) is a feasible solution to (TD fn ) , and
by the constraints of (TD * fn ) and Tr Λ = 1 by the constraints of (TD fn ) ] = Tr(RA (Λ, X, ρ) 
Since the optimal values in (TD fn ) and (TD * fn ) , by the Fenchel-Rockafellar duality theorem, are negations of each other, we come to
here [Λ, X, ρ] is the accuracy of the feasible solution (Λ, X, ρ) of (TD fn ) (i.e., the value of the objective of (TD fn ) at (Λ, X, ρ) minus the optimal value of the problem), and * [·] is similar accuracy in (TD * fn ) . Specifying (Λ, X, ρ) as (Λ s , X s , ρ s ) and (R, λ) as (R(s), λ s ), we make the righthand side of (6.9) equal to
and with this equality (6.9) implies (6.8).
Numerical examples.
Let us illustrate the developed approach by a few examples.
Example 1. Our first example deals with the toy problem presented in Fig. 2.1 ; as was explained in section 2.2, here the single-load optimal design results in an unstable truss capable of carrying only very specific loads; the compliance of the truss with respect to the given load is 16.000. Now let us apply approach B from section 2.3, where the robustness constraint is imposed before solving the problem and corresponds to "active" nodes-those where the given load is applied. When imposing robustness requirement, we choose Q as explained in section 2.3. Namely, in our case we have 2 fixed and 4 free nodes, so that the dimension n of the space of virtual nodal displacements is 2 × 4 = 8. Since all free nodes are active, the ellipsoid of loads in robust setting is full-dimensional (q = n = 8); this ellipsoid is chosen as explained in section 2.3-one of the half-axes is the given load, and the remaining 7 half-axes are 10 times smaller. The corresponding matrix (rounded to 3 decimal places after the dot) is (To relate Q to the nodal structure presented on Fig. 2.1 , note that the coordinates of virtual displacements are ordered as 2X,2Y,3X,3Y,5X,5Y,6X,6Y, where, say, 3X corresponds to the displacement of node #3 along the X-axis.) The result of "robust" design is presented in Fig. 7 .1 and Table 7 .1. Now the maximum over the 8-dimensional loading ellipsoid compliance becomes 17.400 (8.75% growth). But the compliance of the truss with respect to the load f is 16.148; i.e., it is only larger by 0.9% than for the truss given by single-load setting.
Example 2 (Console). The second example deals with approach A from section 2.3, where the robustness constraint is used for postoptimality analysis. The left part of Fig. 7 .2 represents optimal single-load design for a 9 × 9 nodal grid on a 2D plane; nodes from the very left column are fixed, the remaining nodes are free, and the load is the unit force acting down and applied at the midnode of the very right column (long arrow). The compliance of the resulting truss with respect to f * , in appropriate scale, is 1.00. Now note that the compliance of t with respect to very small (of magnitude 0.005 f * ) "occasional" load (short arrow) applied at properly chosen node is > 8.4 ! Thus, in fact, t is highly unstable.
The right part of Fig. 7 .2 represents the truss obtained via postoptimality design with robustness constraint. We marked the nodes incident to the bars of t (there were only 12 of them) and formed a new design problem with the nodal set composed of these marked nodes, and the tentative bars given by all 66 possible pair connections in this nodal set (in the original problem, there were 2040 tentative bars). The truss represented in the right part corresponds to optimal design with robustness constraint imposed at all 10 free nodes of this ground structure in the same way as in the previous example (i.e., the first column in the 20 × 20 matrix Q is the given load f * , and the remaining 19 columns formed orthogonal basis in the orthogonal complement to f * in of 20-dimensional space of virtual displacements of the construction; the Euclidean 
The ground nodes are fixed, and the top ones are free. The ground structure is composed of all pair connections of the nodes, except connections between the groundfixed ones. We dealt with two kinds of loading scenarios, referred to, respectively, as "N ×2s"-and "N × 2m"-design data. N × 2s-data corresponds to a singleton scenario set, where the load is composed of N nearly horizontal forces acting at the top nodes and "rotating" the construction. The force acting at the ith node, i = N + 1, ..., 2N , is
where ρ is a small parameter and α is a normalizing coefficient which makes the Euclidean length of the load equal to 1 (i.e., α = 1/ N(1 + ρ 2 )). N × 2m-data correspond to N -scenario design where the forces (7.1) act nonsimultaneously (and are renormalized to be of unit length, i.e., α = 1/ 1 + ρ 2 ).
Along with the traditional "scenario design" (single load in the case of s-data and multiload in the case of m-data), we carried out "robust design" where we minimized the maximum compliance with respect to a full-dimensional ellipsoid of loads M θ -the "ellipsoidal envelope" of the unit ball in the linear span L(F ) of the scenario loads and the ball of radius θ in the orthogonal complement of L(F ) in the 3N -dimensional space of virtual displacements of the nodal set. In other words, dim L(F ) of the principal half-axes of M θ are of unit length and span L(F ), and the remaining principal halfaxes are of length θ. In our experiments with robust design, we used θ = 0.3 and measured the worst-case compliance of the resulting trusses, same as those given by the usual scenario design, with respect to three sets of loads: (i) the original set of scenarios, (ii) the ellipsoid of loads M 0.1 , (iii) the ellipsoid of loads M 0.3 . The resulting structures are shown in Fig. 7.3 (data N × 2s) and Fig. 7 .4 (data N × 2m), and the corresponding compliances are seen in Table 7 .2. In Table 7 .2, Compl(Scen) means the maximum compliance of the designed structure with respect to the set of loading scenarios given by the corresponding data, while Compl(θ), θ = 0.1, 0.3 is the maximum compliance with respect to the ellipsoid M θ . In order to make the comparison more clear, we normalize the data in each row to make the compliance of the truss given by scenario design with respect to the underlying set of scenarios equal to 1.
The summary of the numerical results in question is as follows. 1. N × 2s design data. The trusses given by the scenario and the robust designs have the same topology and differ only in bar volumes; the difference basically is in the thickness of the "top" -horizontal -bars (see Fig. 7.3 ): for the "robust" truss they are approximately 80 times larger in volume than for the "scenario" one (0.1% of the total bar volume instead of 0.0012% for N = 3). Although this difference in sizing seems small, it is in fact quite significant. The scenario design results in highly unstable constructions: appropriately chosen "occasional" loads with magnitude only 10% of the scenario load, result in 2.6-13.0 times larger compliance than the "scenario" one. When the occasional load is allowed to be 30% of the scenario one, the ratio in question may become 15-100. Note that bad robustness of the trusses given by the scenario design has very simple origin: in the limiting case of ρ = 0 (purely horizontal rotating load-the torque) the top bars disappear at all, and the optimal truss given by the usual single-load design becomes completely unstable.
The robust design associated with the ellipsoid M 0.3 ("occasional" loads may be as large as 30% of the scenario one) results in trusses nearly optimal with respect to the scenario load ("nonoptimality" is at most 0.3%). Surprisingly enough, for the trusses given by the robust design the maximum compliance with respect to the ellipsoid of loads is the same as their compliance with respect to the scenario load. Thus, in the case in question, the robustness is "almost costless." 2. N × 2m design data. Here the trusses given by the scenario design are of course much more stable than in the case of N × 2s data, and both kinds of design possess their own advantages and drawbacks. On one hand, the maximum compliance, over the ellipsoid M 0.3 of loads, of the truss given by the scenario design is considerably larger than the optimal value of this quantity (by 27% for N = 3, by 3670 % for N = 4, 5 and by 69% for N = 5). On the other hand, the maximum compliance, over the scenario set, of the truss given by robust design is also considerably larger than the optimal value of this quantity (by 9% for N = 3, by 29% for N = 4, and by 56% for N = 5). Thus, it is difficult to say which design-the scenario or the robust one-results in better construction.
The results in question suggest a seemingly better approach to ensuring robustness than those mentioned in section 2.3, namely, as follows. Given a scenario set F , we embed it into an ellipsoid M (see section 2.3) and solve the resulting problem (TD robust ) ; let c * robust be the corresponding optimal value. After this value is found, we increase it in certain fixed proportion 1 + χ, say, by 10%, and solve the problem find t ∈ T which minimizes the compliance c
A somewhat "arbitrary" element in the outlined general approach is that we model uncertainty as an ellipsoid. Note, anyhow, that in principle the above scheme can be applied to any other uncertainty set U, and the actual "bottleneck" is our ability to solve efficiently the resulting problem (P st ). Note that the robust problem (P st ) always is convex, so that there is a sufficient condition for its "efficient solvability." The condition, roughly speaking (for the details, see [8] ), is that we should be able to equip the feasible domain G = {u | u ∈ E, Au ∈ K ∀A ∈ U} of (P st ) with a separation oracle-a "computationally efficient" routine which, given on input u, reports on output whether u ∈ G, and if it is not the case, returns a linear form which separates G and u. Whether this sufficient condition is satisfied or not depends on the geometry of U and K, and the "more complicated" U is, the "simpler" K should be. When U is very simple (a polytope given as a convex hull of a finite set), K could be an arbitrary "tractable" cone (one which can be equipped with a separation oracle); when U is an ellipsoid, K could be for sure the nonnegative orthant or a direct product of the second order cones. On the other hand, if K is simple (the nonnegative orthant, as in the linear programming case), U could be more complicated than an ellipsoid-e.g., it could be an intersection of finitely many ellipsoids. Under mild regularity assumptions, in the latter case (P st ) turns out to be a conic quadratic program [6] . In other words, there is a "tradeoff" between the flexibility and the tractability, i.e., between the ability to express uncertainties, on one hand and the ability to produce computationally tractable problems (P st ) on the other hand.
We strongly believe that the approach advocated here is promising and is worthy of investigation, and we intend to devote a separate paper to it.
