Within the framework of multi-stage mixed-integer linear stochastic programming we develop a short-term production plan for a price-taking hydropower plant operating under uncertainty. Current production must comply with the day-ahead commitments of the previous day which makes short-term production planning a matter of spatial distribution among the reservoirs of the plant. Day-ahead market prices and reservoir inflows are, however, uncertain beyond the current operation day and water must be allocated among the reservoirs in order to strike a balance between current profits and expected future profits. A demonstration is presented with data from a Norwegian hydropower producer and the Nordic power market at Nord Pool.
Introduction
As is also the case in other regions of the world, hydropower production accounts for a significant share of the total power production in the Nordic countries. Indeed, the countries within Nordel produced 191 TWh hydropower out of a total production of 387 TWh in 2004
1 . In the process of planning hydropower production, problems are usually categorized according to their time horizon, i.e. long-term, medium-term and short-term. Short-term hydropower production planning mainly involves the physical operation of the plant within a time horizon of a day or a week and with a time resolution of an hour or shorter. The most important activities that come into play are
• The day-ahead commitments, i.e. the bidding of the production into a power exchange a day in advance. • The establishment of a production plan that complies with the day-ahead commitments.
• The real-time balancing, i.e. the continuous corrections of deviations between the commitments and the actual production.
The focus of the present paper is the establishment of a one-day production plan that complies with the day-ahead commitments of the previous day. From the perspective of this paper, the day-ahead bidding has been completed whereas real-time balancing considerations will be postponed until actual production has been observed. For an illustration of the time schedule, see Fig. 1 .1. When the results of the day-ahead auction are known, the classical hydropower problem, i.e. the scheduling of water through time, is no longer an issue. The challenge in making a production plan for the following operation day is rather the scheduling of water through space, i.e. the allocation of production between various parts of the plant to achieve effective and efficient operation. However, since short-term planning is strongly coupled to long-term planning the value of current decisions must be evaluated against future consequences. To determine the spatial distribution of the following operation day it is therefore common to consider production in a longer time span, e.g. seven days. Day-ahead market prices and reservoir inflows are both subject to data uncertainty caused by non-anticipated market conditions and unpredictable weather situations. The stochastic programming framework is proposed to handle this data uncertainty. Indeed, as information evolves over time and uncertainty is disclosed in stages, a multi-stage stochastic program is appropriate. The first stage relates to the one-day production plan and the remaining stages to the production of the following six days. The overall objective of the stochastic program is to establish a one-day production plan that strikes a balance between current profits and expected future profits subject to a number of operational constraints. Existing approaches to short-term production planning comprise both simulation and optimization. As simulation is based on adjusting manual suggestions until a convincing plan is found this approach is highly user dependent and does not guarantee an optimal plan. On the contrary, optimization represents a relatively impartial way of identifying an optimal plan. Until now however the procedures used in practice do not take data uncertainty explicitly into account. The outline of the paper is the following. Sections 2 and 3 present a mixed-integer linear programming problem for the development of a one-day production plan that complies with the day-ahead commitments. Section 4 introduces data uncertainty and presents a stochastic programming formulation of the problem whereas Section 5 explains how to generate scenarios that serve as input. Finally, Section 6 illustrates with a case study.
We give a selected overview of related work in the field of energy optimization problems. If the inherent data uncertainty is acknowledged, a survey on the modeling of such problems by means of stochastic programming can be found in [46] . In general, the literature covers reservoir management problems, hydrothermal coordination problems as well as hydropower production problems. The former kinds of problems concern the management of reservoir storage levels through the scheduling of water releases in a network of reservoirs. The challenge is that releases upstream contribute to inflows downstream possibly with a time delay. The complexity of the problems increases with the stochastic nature of natural inflows. For an overview on the subject, see [27] and for applications of stochastic programming, see [37] and [47] . Hydrothermal coordination problems facilitate the combined operation of hydropower and thermal power production. Combined operation is relevant as hydropower production is relatively flexible whereas thermal is more stable. Examples of deterministic problems include [48] and [43] and stochastic problems that rest on stochastic programming are [5] , [9] , [15] , [30] and [16] . The literature on hydropower production problems concerns the operation of a plant in order to maximize production profits earned from market disposals and potentially involves the inclusion of market price uncertainty. In continuous versions, production decisions deal with water scheduling as it is the case in [23] , [45] , [7] and [36] . In mixed-integer linear formulations, unit commitment decisions are included. Finally, hydropower production problems may involve bidding as in [12] . Hydropower production problems involving unit commitment have been addressed only few times in the literature. The authors of [19] and [14] present a short-term production scheduling problem of a hydropower system modeled as a deterministic mixed-integer linear program whereas [34] considers the problem subject to uncertain demand and formulates a multi-stage stochastic mixed-integer linear program.
Short-term hydropower production
The starting point for modeling is short-term hydropower production. Modeling is restricted to mixed-integer linear programming and follows the lines of for example [34] . For illustration purposes, the case study is kept rather simple and the model concerns only a very small hydropower plant. Some examples of nonmodeled features are constraints that apply to the network of watercourses and junctions, the distinction between baseload and loadfollowing power stations, reserve requirements as well as legal requirements, see [23] . Nevertheless, it should be clear that including additional hydrological constraints or modeling a larger hydropower plant is possible in the case of mixed-integer linear programming. The hydropower plant of the case study consists of two reservoirs in a cascade, i.e. a larger upper reservoir and a smaller lower reservoir. Each reservoir has an inflow stream. Furthermore, each reservoir is connected to a power station that contains a turbine. As upstream water reaches the plant, it is stored in the reservoirs until released through the turbines in which electricity is generated by changing the potential energy of the water into electrical energy before it proceeds downstream. Water released from the upper reservoir flows to the lower reservoir, possibly with a time delay on its way. Water that is not discharged on purpose and used for generation is considered spill. The size differences of the reservoirs restrict the flexibility of the system in that water releases from the upper reservoir may force releases in the lower reservoir or may even lead to spill. For an illustration of the plant, see Fig. 2 .1. The model is presented in slightly more general terms than the case study. The time horizon covers the current operation day for which a production plan should be made as well as the following six operation days. Due to the availability of data, the time horizon is discretized into intervals with the length of an hour and is denoted by T = {1, . . . , T } with T = 7 × 24 = 168.
To model hydropower generation, let J index the reservoirs and let I j , j ∈ J index the generators of the connected power stations. For the case study J = {1, 2} and I 1 = {1}, I 2 = {2}. Let the variables u it ∈ {0, 1}, i ∈ I j , j ∈ J , t ∈ T represent the on/off states of the generators, w it ∈ R + , i ∈ I j , j ∈ J , t ∈ T the generation levels and v it ∈ R + , i ∈ I j , j ∈ J , t ∈ T the corresponding discharges from the reservoirs. Also, let the variables l jt ∈ R + , j ∈ J , t ∈ T be the reservoir storage levels and r jt ∈ R + , j ∈ J , t ∈ T the spill.
As concerns direct costs of hydropower generation, operating costs are negligible. However, start-up costs amount to t∈T j∈J i∈I j
where the cost functions are
and the costs per start-up are c i , i ∈ I j , j ∈ J . It should be remarked that the formulation corresponds to a mixed-integer linear formulation. Initial on/off states of the generators are u i0 = u i,init , i ∈ I j , j ∈ J . Indirect costs include opportunity costs of releasing water as the water could be stored and saved for future generation and thus such costs are measured as the value of stored water. The opportunity costs are
where
hj }, j ∈ J , t ∈ T and the coefficients of the concave water value functions are e 1
hj , e 2 hj , h ∈ H, j ∈ J . The formulation is consistent with a linear formulation. As concerns the case study, the water value of the upper reservoir accounts for the opportunity of releasing water from both the upper and the lower reservoirs. However, the possibility of releasing water from the upper reservoir depends on the level of the lower reservoir. With large size differences, possibilities of releasing water from the upper reservoir might be limited and the water value of the upper reservoir might be even lower than that of the lower reservoir. This is the case in Figs. 2.2 and 2.3. The same principle applies with more than two reservoirs.
The following bounds are imposed on the generation levels
in which w min i
, i ∈ I j , j ∈ J and w max i
, i ∈ I j , j ∈ J are minimum and maximum generation levels. The water discharges have to comply with similar bounds, i.e.
, i ∈ I j , j ∈ J and v max i
, i ∈ I j , j ∈ J are the minimum and maximum discharges. Finally, the following bounds apply to the storage levels
where l min j , j ∈ J and l max j , j ∈ J denote minimal and maximal storage levels. The power generated is a function of the water discharge from the reservoir and the net water head of the power station. Whereas the headwater elevation is a function of the reservoir storage level, the tailwater elevation is a function of the discharge. It is however assumed that the net water head does not vary much with the reservoir storage level over the course of the short-term planning horizon. The assumption is justified in the case of relatively small storage level variations, which holds for the case study. Ignoring head variation effects, the relation between generation and discharge is approximated fairly well by a concave function. Hence,
and the coefficients of the concave functions are f
hi , h ∈ H, i ∈ I j , j ∈ J . According to the reservoir balances, inflow and storage from previous periods either appear as discharge, storage or spill in the following period. The upper reservoir balances are in which ν 1t , t ∈ T are the inflows from upstream. The initial storage level is l 10 = l 1,init . The lower reservoir balances are
in which ν jt , j ∈ J \{1}, t ∈ T are the direct inflows from upstream. Note that releases from the upper reservoirs are inflows of the lower reservoirs. τ is the time delay between the reservoirs. Again, the initial storage level is l j0 = l j,init , j ∈ J \{1}.
Day-ahead market commitments
Although the case study concerns a Norwegian hydropower producer, the model applies to any price-taking day-ahead market participant. As regards the deregulation of the power markets, Norway was among the first countries in the world to undertake the process. In the beginning of the nineties a Norwegian power market was established and has since that time developed into an overall Nordic power market. An essential component of the power market is the presence of the power exchange facilitating physical trading activity on a day-per-day basis. The spot market, Elspot, at Nordic power exchange, Nord Pool, is a pool-based market in which market participants exchange power contracts for physical delivery the following operation day and is referred to as the day-ahead market. In 2004 a total of 167 TWh of the Nordel power production was traded at Elspot which represents 43 percent 2 . Elspot contracts are commitments to sell or purchase power of a duration of one hour or longer. The market participants post price-differentiated bids for every hour of the following operation day before deadline at noon. The hourly market prices are determined by equilibrium between sales and purchases. Once the market prices have been announced, the market participants receive a notification of the winning bids and the hourly commitments of the following operation day. Real-time operation and physical delivery is done according to the day-ahead commitments to the extent possible. The value of electricity production should be measured on the basis of day-ahead market prices. Without loss of generality, it is assumed that the entire production is sold in the day-ahead market and that more long-term bilateral contracts are left out. Day-ahead market sales give rise to the revenues t∈T j∈J i∈I j ρ t w it where ρ t , t ∈ T are the day-ahead market prices. By assuming that the producer is a pricetaker, market prices can be modeled as exogenous. To justify the price-taker assumption, the producer is assumed to be sufficiently small to be of limited market power. In the case of considerable market power the concepts of game theory, monopoly or oligopoly becomes important and the complexity of the model may increase. The production of the first day has to meet the hourly commitments in the day-ahead market fixed the day before. As the day-ahead commitments are fixed the day before, these are given as data of the model. This gives rise to the constraints
where T 1 index the hours of the first day and d t , t ∈ T 1 are the day-ahead commitments of the first day. Note that in the case of portfolio bidding, i.e. if submitting compound bids for all plants of a producer, the modeling of a larger hydropower system comes into play. Still, it is straightforward to extend the model. If the production deviates from the day-ahead commitments, the imbalances are settled in a real-time balancing market. Since the purpose of the model is production planning rather than market exchange, however, real-time balancing is not included. Moreover, since planned imbalances are not allowed by the market operators, producers should not have incentives to hold back production for the balancing market. Nevertheless, although real-time balancing is left out from the process of production planning, production can always ramp down or, in the case of spare capacity, ramp up while actually producing and participate in the real-time balancing market.
The stochastic programming model
Both day-ahead prices and water inflows are rather volatile and hard to predict because of unexpected market conditions and unforeseen weather situations. The model of the previous sections does not reflect the fact that new information on the uncertain data arrives as time evolves along the planning horizon. Nevertheless, this can be handled by the application of multi-stage stochastic programming. Basically, stochastic programming deals with optimal decision making under uncertainty over time. In a multi-stage setting the outcome of uncertain data is only gradually revealed and decisions are made dynamically without anticipating the future outcome. For an introduction to stochastic programming in general and multi-stage stochastic programming specifically, see [2] , [24] and [35] . Provided that the relevant probability information is available, the current model can be formulated as a multi-stage stochastic program. The uncertain data evolves over time according to a multivariate stochastic process and the probability information is approximated by a so-called scenario tree. The root node corresponds to time interval t = 1. The remaining nodes all have an ascendant node and a set of descendant nodes. For node n the immediate ascending node is termed n −1 with the transition probability π n/n −1 , i.e. the probability that n is the descendant of n −1 . The probabilities of the nodes are given recursively by π 1 = 1 and π n = π n/n −1 π n −1 , n > 1.
The ascendant node of node n at t time intervals back in time is n −t . The immediate descendants of node n are N +1 (n) and nodes with N +1 (n) = ∅ are called leaves. Moreover, the path from the root node to node n is denoted by path(n) and t(n) is its length. N t is the set {n ∈ N : t(n) = t} and nodes of N T constitute the leaves. Each path from the root node to a leaf represents a scenario. For t ∈ T the realizations of the uncertain data {ν 1t , ν 2t , ρ t } are denoted {ν n 1 , ν n 2 , ρ n } n∈Nt . By assuming that information is revealed only at the beginning of an operation day, the scenario tree consists of seven stages or operation days that each consists of 24 time intervals or hours. The assumption is valid for day-ahead market prices that are announced a day prior to physical delivery. Furthermore, it is justified in the case of daily measurements of water inflows or at least as an effort to limit the size of the scenario tree. An example of a scenario tree is shown in Fig. 4 . The inclusion of seven stages makes for the coupling between short-term and long-term planning. While the first stage determines the one-day production plan, the remaining six stages serve to evaluate the impact of the one-day production plan on future production. Indeed, the overall objective of the multi-stage stochastic program is to determine the one-day production plan that strikes a balance between current profits and expected future profits. The multi-stage stochastic program is the following
Note that the multi-stage stochastic program may be approximated by a two-stage program. The natural way to construct the two-stage approximation would be to let the first stage determine the one-day production plan and the second stage consist of the remaining six days.
Scenario generation
The modelling of day-ahead market prices and water inflows is based on time series analysis. Time series models can be derived from limited data and information and still allow for forecasting and simulating. In practice, power producers use socalled fundamental models that specify detailed physical relationships. Although the forecast performance of fundamental models may be superior, these are not constructed for simulating which is needed for scenario generation. The use of ARMA models and variants of these to forecast hourly day-ahead market prices are often seen in the litterature, see [8] , [29] , [13] and [17] for examples. ARMA models however have been used mostly to forecast monthly and annual water inflows, whereas hourly inflows modeled by the ARMA framework has occured only rarely in the litterature. Alternatives to the ARMA framework may be better suited to take into account the effect of sudden jumps due to heavy rainfalls, persistence caused by the tendency for weather conditions to continue for some period of time and many high level crossings in which inflows remain above or below a given threshold. Nevertheless, ARMA models are considered to be sufficient for the scenario generation in order to demonstrate the usefulness of stochastic programming. The multivariate stochastic process of hourly day-ahead market prices and water inflows constitute a time series characterized by seasonal changes, periodic cycles and stochastic variations 3 . Day-ahead market prices are mainly driven by supply and demand patterns whereas the most significant features of water inflows are attributed to precipitation behavior. Box and Jenkins [3] introduced the ARMA processes, which form a class of stochastic processes suitable for describing such time series. In general, a multivariate stochastic process can be modeled as a vector ARMA process with the parameter matrices φ i and θ i and where B denotes the back-shift operator, i.e. B i X t = X t−i . X t and E t are vectors where E t , t ∈ Z are assumed to be independent identically and normally distributed random vectors with the covariance matrix Σ. Consider the three-dimensional stochastic process {ν 1t , ν 2t , ρ t } t∈T of day-ahead market prices and water inflows. An inspection of the cross correlations indicates that the price series and the inflow series are uncorrelated and therefore can be modeled separately and that the inflow series are only contemporaneously correlated. If contemporaneously correlated, any interaction between the inflows series is instantaneous. The approach is a standard way of modeling multivariate stream-flow series. It is motivated by the fact that vector ARMA models of higher orders are difficult to estimate and that a contemporaneous model allows model decoupling into univariate components. For further references on contemporaneous ARMA models and stream-flows, see [1] , [4] , [39] and [40] . As a result three univariate ARMA models may be fitted independently and combined to a multivariate model. The development of the univariate ARMA models follows the steps 1. Identify a statistical model of the data observed. for day-ahead market prices and
for water inflows. 2. Parameter estimation is based on maximum likelihood optimization. The estimates can be found in Tables 1 and 2. 3. Finally, diagnostic checks are applied to the residuals to validate the assumptions of independence and normality. The residuals of (5.1) and (5.2), i.e. {ǫ t } t∈T and {ǫ 1t , ǫ 2t } t∈T , are uncorrelated and, since normally distributed, independent. The residuals of (5.2), i.e. {ǫ 1t } t∈T and {ǫ 2t } t∈T , are contemporaneously correlated. In order to obtain completely uncorrelated residuals, the transformation (ǫ 1t , ǫ 2t )
T is performed where CC T = Σ, C is an upper triangular matrix, Σ is the covariance matrix of the residuals and {ǭ 1t ,ǭ 2t } t∈T are independent identically and normally distributed random vectors. The entries of the estimated covariance matrix are listed in Table 3 . A multivariate ARMA model that describes the three-dimensional process of day-ahead market prices and water inflows has been fitted. The fitting of the time series models, i.e. steps 1-3, is accomplished by the statistical software package SAS, version 8.2. There are various approaches to approximate what is actually a continuous probability distribution of the uncertain data by a discrete distribution represented by a scenario tree. For a general survey on constructing scenario trees, see for instance [11] . Examples cover internal sampling methods, [22] , moment matching principles, [20] and [21] , Monte Carlo based approaches, [42] , Quasi Monte Carlo based approaches, [32] as well as methods motivated by stability analysis, [33] and [18] . The starting point of the present approach is to generate 1000 scenario paths that are Monte Carlo samples from the fitted multivariate ARMA model. Some descriptive statistics of the generated scenarios are given in Table  4 for a sample size of 10000. Examples of a few scenario paths are shown in Figs. 5.1, 5.2 and 5.3. The individual scenario paths are combined to a scenario tree by applying the method of [18] . The scenario tree construction is conducted by a heuristic that works recursively either backwards or forwards stage by stage bundling the scenario paths at the current stage. For multi-stage stochastic linear programs, the method is supported by stability results, i.e. the optimal value depends continuously on the stochastic data. Consequently, the quality of the constructed scenario tree can be controlled by certain error bounds. The method has been implemented in a test version most kindly made available by the authors. In approximating a continuous probability distribution by a discrete distribution, the quality of the approximation is directly linked to the quality of the scenario generation method. As the error bounds of the constructed scenario tree are often quite loose, the performance of the scenario generation method may also be evaluated in terms of in-sample stability as well as out-of-sample stability and tested for the introduction of potential bias into the solution, cf. [26] . Stability has been tested and found to be satisfactorily fulfilled. In addition to simulation scenarios, demonstration scenarios have been generated to illus- trate various effects of day-ahead prices and water inflows. In the demonstration scenarios, prices and inflows are allowed to be significantly higher and lower than real observations of the data.
Computational results
The case study is based on data from a small Norwegian hydropower plant located south of Trondheim and run by the company TrønderEnergi. The annual inflows to all power plants of this company amount to 1.5 TWh, the generation capacity to 334 MW and the reservoir capacity to 0.7 TWh 4 . However, the case study concerns only two reservoirs which corresponds to annual inflows of 69.6 GWh, a generation capacity of 33.9 MW and a reservoir capacity of 24. and is therefore considered a price-taker of the area. The multi-stage stochastic program (4.1) contains 12 variables, 1 binary and 11 continuous, and 22 constraints per node of the scenario tree except for a few extra variables and constraints in the first and the last stages. Hence, it is a mixed-integer linear program whose size depends on the number of scenarios and nodes of the scenario tree. We have solved the problem with the mixed-integer linear programming solver from OPL Studio version 3.7 calling CPLEX 9.0 on an Intel Xeon 2.67 GHz processor with 4 GB RAM. Direct application of CPLEX is not possible when the number of scenarios and nodes of the scenario tree is further increased. However, the problem is suitable for decomposition approaches that are often based on Lagrangian relaxation of nonanticipativity constraints, cf. [6] , [28] and [44] , nodal coupling constraints, cf. [10] , or component coupling constraints, cf. [9] , [15] , [16] and [30] . While varying the level of bundling in the scenario tree construction method we have recorded the number of scenarios and nodes of the scenario tree, the total number of variables and constraints of the problem, the optimal objective function value and the computing time spent to solve the problem, cf. Table 5 . All numbers reported are averages of 10 different runs and all computations are based on simulation scenarios. It should be remarked that test runs show that the two-stage approximation to the multi-stage stochatic program may provide very good first-stage solutions in terms of objective function values. As regards hydropower production, planning is coupled in time. The time coupling can mainly be explained by to the storage balancing between the reservoirs. The storage balancing and the capacities of the reservoirs determine the spatial distribution of water between the reservoirs of the hydropower plant. The spacial distribution therefore depends on future day-ahead market prices and water inflows to the reservoirs. To see this, consider the case where both reservoirs are close to empty. If day-ahead market prices for the following six days are expected to be high, there is a potential for future generation and current production takes place in downstream reservoirs. Indeed, this ensures future water releases from all reservoirs in the cascade and higher future generation levels. If day-ahead market prices for the following six days are expected to be low, current production is allocated according to water values and start-up costs. Moreover, consider the case where both reservoirs are almost full. If water inflows for the following six days are expected to be high, current production takes place in downstream reservoirs in order to empty the system and accommodate future generation. If water inflows for the following six days are expected to be low, current production is allocated according to water values and start-up costs. The dependence of the spatial distribution on the future day-ahead market price and water inflow level is illustrated in Figs. 6.1-6 .4. The columns of the figures represent the hourly day-ahead commitments which are chosen to be constant and the dark and light gray colours demonstrate the distribution of generation between the upper and lower reservoirs. The illustrations have been based on demonstration scenarios. Obviously, mixed effects of future day-ahead market prices and water inflows may appear. If both reservoirs are nearly empty and low day-ahead market prices are expected, current production may take place upstream or downstream depending on future inflow levels since current production is allocated according to water values and start-up costs.
In the same fashion, consider the case where both reservoirs are close to full and water inflows are expected to be low. If low day-ahead market prices are expected, current production takes place upstream. If day-ahead market prices are expected to be high, there is a potential for future generation and current production takes place both upstream and downstream to ensure higher future generation levels. Time coupling may also be explained by start-up costs. Besides, start-up costs contribute Spatial distribution among reservoirs, both reservoirs are close to empty. to the complexity of the model in that binary variables are introduced. By the use of simulation scenarios the result of the case study is a production plan with few start-ups. Therefore, to illustrate the effect of start-up costs, we have generated demonstration scenarios that capture fluctuations in day-ahead prices and water inflows and used these for testing. The results of fluctuating day-ahead market prices alone and both fluctuating day-ahead market prices and water inflows are displayed in Table 6 . We have listed the optimal objective function value, the expected number of start-ups and the expected start-up costs. Although start-up costs seem to be limited, the mixed-integer linear formulation still has relevance since modeling a larger hydropower plant with more turbines or including other hydrological constraints may involve integers. Moreover, increasing the cost per start-up, total start-up costs increase even though the expected number of start-ups decreases. By employing the expectation-based objective function criterion, the production planning is conducted in a risk neutral fashion. As most power producers are in fact risk averse, portfolio hedging comes into play. Portfolio hedging is often separated from production planning so that the aim of planning is to maximize the value of the available resources while hedging alone aims to control the risk of the portfolio. Still, to control risk along with production planning, and in particular achieve a more uniform profit distribution among scenarios, a risk measure can be appended to the objective function. The result is a so-called mean-risk model. The downside risk measure semideviation penalizes deviations below expected profit and has the advantage of being consistent with a linear formulation. We append the risk measure and penalize accumulated deviations to obtain the following mean-risk model It should be remarked that it is possible to include a multi-period risk measure instead which do not focus on accumulated profit alone but also take into account intermediate time periods. We have solved the problem for varying weights and recorded the expected value along with the risk, cf. Table 7 . All numbers reported are averages of 10 different runs and all computations are based on simulation scenarios. As can be seen in Table 7 , if employing the expectation-based objective function criterion in short-term production planning, the downside risk is significant. Also, a reduction in risk requires a considerable reduction in profit. In the long run, however, hydropower producers have a natural hedge. Whereas prices and inflow are uncorrelated in the short run they are usually negatively correlated in a longer time span. If inflows decrease, prices tend to increase and compensate for this and vice versa.
