Abstract. We give a complete classification of distance-regular graphs of valency 6 and a 1 = 1.
Introduction
In this paper we only consider undirected finite graphs without loops or multiple edges. Let be a connected graph. We identify with the set of vertices. For two vertices α, β, let ∂(α, β) denote the usual distance between α and β in . Let The girth of , denoted by g, is the length of a shortest circuit. In particular, the girth g equals 3 if and only if a 1 = 0 for a distance-regular graph .
Information about general theory of distance-regular graphs is given in [1, 5, 8] .
In this paper we prove the following theorem.
Theorem 1.1 Let be a distance-regular graph of valency 6 and a 1 = 1. Then one of the following holds. (1) is isomorphic to the collinearity graph of the generalized quadrangle of order (2, 2). (2) is isomorphic to the collinearity graph of one of the two generalized hexagons of order (2, 2). (3)
H (3, 3) , the Hamming graph 3 3 . (4) is isomorphic to the 3-cover of the collinearity graph of a generalized quadrangle of order (2, 2) , the halved Foster graph.
In [12] A.A. Ivanov proved that the diameter d( ) of a distance-regular graph is bounded by a function of the valency k and r ( ). So in order to classify distance-regular graphs of fixed valency k, the major part of work is to give an upper bound of r ( ). On the other hand if r ( ) ≥ 2, it is easy to see that every maximal clique has size s + 1 = a 1 + 2. In particular, t + 1 = k/(a 1 + 1) is an integer. So we define the following.
A distance-regular graph is said to be of order (s, t) if (α) (t + 1) · K s for every vertex α. If does not have an induced subgraph isomorphic to K 2,1,1 , then a distanceregular graph is of order (s, t) for some s and t. In particular, this is the case if r ( ) > 1 or a 1 ≤ 1. In this terminology this paper is concerned with a classification of distance-regular graphs of order (2, 2) .
Let be a distance-regular graph of order (s, t). If t = 0, it is clear that is a complete graph. If t = 1, is a line graph and we have a classification of such graphs. See [8, 13] and Proposition 6.2.
We are interested in the next case, t = 2. If s = 1, i.e., a 1 = 0 then k = 3. A classification of distance-regular graphs of valency 3 is completed by Ito [11] , Biggs-Boshier-ShaweTaylor [6] and Bannai-Ito [3] . In this paper we treat the case s = t = 2. It seems that the situation is a little different in each of the following cases.
t < s, t = s and t > s.
Actually, stimulated by our result and the techniques developed in this paper, N. Yamazaki proved the following [16] . We note here that the condition s > 2 is essential in his proof. We believe that our case is one of the key parts of the classification of distance-regular graphs with t = 2.
Theorem 1.2 Let be a distance-regular graph of order (s,
We also note that k = 6, a 1 = 1 is the smallest unsettled case with girth equals 3.
For the convenience of the reader, we also give a classification of distance-regular graphs of valency k ≤ 7, girth 3 in the last section. Except the case k = 6, a 1 = 1, the results may be known to some specialists.
In [15] , Our proof is divided into two parts.
In the first part we apply combinatorial arguments to show that either d( ) ≤ r ( ) + 2 or is a bipartite half of a bipartite distance-regular graph of valency 3. We use intersection diagrams and investigate the clique patterns on the diagram of rank 1. (See the last part of Section 2.) After determining the clique patterns, we apply circuit chasing techniques. See Sections 3 and 4.
Since bipartite distance-regular graphs of valency 3 are completely classified [11] , in the second part we assume d( ) ≤ r ( ) + 2. We use eigenvalue techniques. We follow mainly the techniques developed by E. Bannai and T. Ito [2] [3] [4] . Using additional information in our case and refinement in computation, we could obtain a bound r ( ) ≤ 17. Now it is not hard to determine the feasible arrays either by computer testing the integrality condition of multiplicities of eigenvalues, or by hand checking the divisibility condition coming from the number of circuits of certain types.
We also note here the importance of these two parts. Under our assumption, it is not hard to show that if l(c, a, b) ≥ 2, then (c, a, b) = (1, 1, 4), (2, 2, 2) or (4, 1, 1). By a result of E. Bannai and T. Ito in [2] , l(2, 2, 2) ≤ 10 · 6 · 2 6 . Now we can apply the main theorem in [4] and d( ) is bounded. So in this sense, d( ) is theoretically bounded. In order to get a complete classification, however, we need to obtain a reasonable upper bound of d( ). For that reason, it was essential to show that d( ) ≤ r ( ) + 2.
Our notation and terminologies are standard except the following. Let e(A, B) denote the number of edges between subsets A, B of . Instead of e({x}, B), we will write e(x, B).
For an edge α ∼ β,
The b i -graph and the a i -graph are defined similarly.
Preliminaries
In this section we collect several results we apply in the following sections. 
Proof:
If c d = 6, the assertion is obvious.
Suppose 
Then t ≤ 1. In this and the following two sections we will use intersection diagrams of rank 1. For intersection diagrams, see for example [7, 9] . P Let be a distance-regular graph with k = 6, a 1 = 1, and r = r ( ). Then for each vertex x ∈ , (x) = 3 · K 2 , i.e., a disjoint union of three K 2 's. We fix the following notation in this and the following two sections.
Note that |D 1 1 | = 1 as a 1 = 1. We introduce three terms which play key role in the following sections. They are 'clique type', 'vertex type' and 'clique pattern'. Let x = {ζ, η, ξ } be a clique. By the clique type (with respect to a vertex π) of x, we mean
the list of distances from π minus r of vertices in a clique.
We call
the type of a vertex δ (with respect to (α, β)). We also use column vectors in the figures.
The clique pattern at δ is the collection of types of vertices in (δ) with edges among them. The first part of our proof is to determine these things. For example, if (c r +1 , a r +1 , b r +1 ) = (2, 2, 2), Lemma 2.5 tells us that there are no cliques of type (0, 0, 1), (1, 1, 1), (1, 1, 2) . This is equivalent to say that there are no vertices of the same types. Next we determine the possibilities of the clique pattern at a vertex which is of certain type. By this argument and circuit chasing techniques we will show that either d( ) ≤ r + 2 or is a halved graph of a bipartite graph of valency 3.
The case c r+1 ≥ 2
In this section we prove the following. Proof: As we remarked in the previous section, for each vertex x ∈ , (x) 3 · K 2 , i.e., a disjoint union of three K 2 's.
Since every c r +1 -graph is a coclique by Lemma 2.5, c r +1 ≤ 3. Moreover if c r +1 = 3, then b r +1 = 0, i.e., d = r + 1. Hence we may assume that c r +1 = 2 and b r +1 ≥ 1 to prove our theorem.
Take any edge x ∼ y with x ∈ r +1 (α) and y ∈ r +2 (α). Since c r +1 = 2, we have
The types of cliques in (x) ∪ {x} for each x ∈ r +1 (α) are as depicted in figure 3 . 
This is a contradiction.
On the other hand suppose e(u, D r +1
) is a union of two cocliques of size 2 without edges in between, because it contains two c r +2 -graphs
r +2 ) = 0. Hence (u) contains a coclique of size 4, a contradiction. Thus we have (2) in this case.
The types of cliques in (x) ∪ {x} for each x ∈ r +1 (α) are as depicted in figure 3 . This implies that every c r +1 -graph is a coclique of size 2 and every c r +2 -graph is a union of K 2 's. If c r +2 = 6, we have (3). Hence we may assume that c r +2 = 4, as every c r +2 -graph always contains a c r +1 -graph as a subgraph. 
Now we apply a circuit chasing technique. Take a circuit x 0 ∼ x 1 ∼ · · · ∼ x 2r+2 ∼ x 0 of length 2r + 3 such that
We have y 0 = γ, y r+1 = z 2 , y r+2 = z 1 , and this circuit does not contain a triangle, i.e., x i ∼ x i+2 . See figure 4. Changing the base points to x 1 , x 2 , we have easily that
This implies that x r +3 ∈ r +2 (y 1 ) and it is of same type as x. In particular, ∂(x 2 , y r+3 ) = r. By induction we have that (3) in Theorem 3.1 does not occur. Actually, we could eliminate this case. However we decided to eliminate this case after bounding the diameter in Section 5 to avoid lengthy arguments.
The case c r+1 = 1
In this case we prove the following. (
is a bipartite half of a bipartite distance-regular graph of valency 3.
Proof: Throughout this proof we assume that d ≥ r +2. First we note that e(D r r +1 , D r +1 r ) = 0 as c r+1 = 1. By Proposition 2.1, there is a c r +2 -graph, which is not a coclique. In particular c r +2 ≥ 2. We argue three cases separately depending on the values of a r +1 .
The following are the clique types of vertices in (x) ∪ {x} for each x ∈ r +1 (α). By figure 5 , it is easy to see that every c r +2 -graph is a union of K 2 's, and therefore c r +2 ∈ {2, 4, 6}. c r+2 = 2 is impossible by Lemma 2.2. We want to show that c r +2 = 6. So we will assume c r +2 = 4 to derive a contradiction.
Step
Since {α, β, γ } is a clique, the assertion follows easily from figure 5. (2, 1, 1), u cannot be of type (1, 2, 1) by Step 2, as otherwise
Hence u is of type (1, 1, 1), and we may assume that
Since y ∼ x and y ∼ w , x ∼ v . We have B-type. By symmetry, we have A-type if
r+2 . Now we may assume that
and D r +2 r +2 by Step 2. Since b r +1 = 1, ∂(w, γ ) ≥ r + 2, as otherwise ∂(w, γ ) = r + 1 and
We have ∂(y, γ ) ≥ r + 1. Hence u = (1, 2, 1), as otherwise u must be adjacent to a vertex in r (γ ), which is impossible. Therefore we also have x = x = (1, 1, 1).
, and we have C-type.
Step 4. r ≡ 0 (mod 3). We apply a circuit chasing technique. Take a circuit x 0 ∼ x 1 ∼ · · · ∼ x 2r+2 ∼ x 0 of length 2r + 3 such that
It is easy to see that with respect to the base points x i , x i+1 ,
r+1 ,
where the indices of x i 's are taken modulo 2r + 3.
Assume that x r +2 is of A-type. Let
Changing the base points to x 1 , x 2 , we have y r+2 ∈ D r+2 r+1 , as
r+1 , and y r +2 ∈ r +2 (x 1 ).
Hence x r +3 is of B-type and y r +3 ∈ r +2 (y 1 ) ∩ D r +1 r +1 . Changing the base points to x 2 , x 3 , we have y r+3 ∈ D r+1 r+1 as before. We claim that y r +3 ∈ r +1 (y 2 ). Since
This contradicts b r +1 = 1. Thus y r +3 ∈ r +1 (y 2 ) and y r +3 is of A-type. So x r +4 must be of C-type and
Changing again the base points to x 3 , x 4 , we have y r+4 ∈ D r+1 r+1 . We claim that y r +4 ∈ r +2 (y 3 ). If y r+4 ∈ r+1 (y 3 ), then Figure 8 . Circuit of length 2r + 3. form 2 · K 2 . This is impossible by figure 5. Hence y r +4 ∈ r +2 (y 3 ) and x r +5 is of A-type.
We have proved that the type changes
with period 3, as we change the base points successively in this circuit. Thus we can conclude that 2r + 3 ≡ 0 (mod 3).
Step 5. The case c r +2 = 4 is not possible.
In the following, we show that r ≡ 1 (mod 3) to derive a contradiction. Take a circuit x 0 ∼ x 1 ∼ · · · ∼ x 2r+3 ∼ x 0 of length 2r + 4 such that
Assume that x r +3 is of A-type. We note that this circuit does not contain triangles. Let Hence we have the same profile with respect to x 0 , x 1 . Therefore we conclude that 2r + 4 ≡ 0 (mod 3). This contradicts Step 4. Therefore we have (2) in this case. Step
, and w ∈ D r +2 r +1 be a triangle. Then the clique pattern at the vertex u is as in figure 10 .
Since c r +2 = 2, e(w, D r +1 r +1 ) = 1 and w ∈ r +2 (γ ), as otherwise w ∈ r +1 (γ ) and there would exist a vertex u such that 
Let By induction we can conclude that
r +1 (x r +1 , x r +2 ) and therefore x 0 ∈ r +1 (y r +1 ). Our goal is to show (5) in the theorem.
Firstly, in all these three cases every b r +1 -graph is a coclique, as every c r +2 -graph is a union of K 2 's. So there is no triangle in r +1 (x) for x ∈ . This implies D r +1
r +1 ∩ r +2 (γ ) and the b r +1 -graph (β) ∩ r+2 (x) is a clique. Now it is easy to determine clique patterns.
Let be the set of all maximal cliques, i.e., K 3 's in . Let˜ = ∪ be the incidence graph, i.e., a bipartite graph defined by the following adjacency.
α ∼ x in˜ if and only if α ∈ x, for α ∈ , x ∈ .
We use∼notation for the graph˜ .
It is straightforward to show the distance-regularity of˜ by the clique patterns described above. We only give the values ofc i 's in each case.
Therefore we have (3) or (5) if a r +1 = 3. We start from a lemma. figure 13 . 
1). Moreover there is no triangle in r +2 (x) for every vertex x ∈ , i.e., there is no vertex of type (2, 2, 2). (3) Let x be a vertex of type (1, 2, 1). If c r+2 ≤ 3 and d ≥ r + 3, then the clique patterrn of the vertex x is as in

Proof:
(1) This follows easily from the fact that (x) 3 · K 2 for every vertex x ∈ . See figure 5 . (2) There is a vertex u of type (2, 1, 1) by figure 5. u is adjacent to a vertex in r +3 (α), which must be of type (3, 2, 2). If b r +2 = 2, then every b r +2 -graph is a clique. So there is no vertex of type (3,2,2). This is a contradiction. Thus we have (c r +2 , a r +2 , b r +2 ) = (3, 2, 1). 2, 2 ). This is a contradiction from (2). Hence z = (2, 2, 1) . By symmetry we have
Suppose (c r +2 , a r +2 , b r +2 ) = (2, 2, 2). Let x be a vertex of type (1, 2, 1). Then the clique patterrn of the vertex x is as in figure 13 . D(z 1 , z ) . Thus (c r +2 , a r +2 , b r +2 ) = (2, 2, 2) .
The lemma is proved. P By Lemma 4.3 (1), c r +2 = 6. Suppose c r +2 = 4 and d ≥ r + 3. Then every c r +2 -graph is a union of K 2 's. On the other hand, every b r +1 -graph is a union of a K 1 and a K 2 . This is impossible.
Suppose c r +2 = 3 and d ≥ r + 3. Then (c r +2 , a r +2 , b r +2 ) = (3, 2, 1) by Lemma 4.3 (2) . Let x be a vertex of type (1, 2, 1). The clique pattern at the vertex x is as in figure 13 . by Lemma 4.3 (3) . Since (c r +2 , a r +2 , b r +2 ) = (3, 2, 1) we may assume that v ∈ r +1 (γ ), w ∈ r +3 (γ ). This is impossible. Converting the base points, we also have clique patterns of vertices of types (1, 0, 1), (0, 1, 1), (2, 1, 1), (1, 1, 2) .
Let η be of type (2, 2, 1)-A. By the clique patterns of a vertex of type (2, 1, 1), η is not adjacent to a vertex of type (2, 1, 1). Since b r +2 = 1, there is no vertex of type (3, 3, 2) .
Hence if u 1 , u 2 , u 3 , u 4 , u 5 , u 6 be vertices in (η), we may assume that u 1 is of type (1, 1, 0), u 2 is of type (1, 2, 1), u 3 is of type (2, 2, 1), u 4 is of type (2, 3, 2), u 5 is of type (3, 2, 2), and u 6 is of type (2, 1, 2).
Since u 6 ∈ r +1 (γ ), there exists v ∈ r (γ ) ∩ (u 6 ) which must be of type (1, 0, 1). If u 3 ∼ u 6 , then {v, η, u 3 } ⊂ r+1 (β) ∩ (u 6 ). This contradicts c r +2 = 2. Hence
Let ξ be of type (2, (3, 2, 2).
Moreover u 3 in (η) is of type A, and v 5 in (ξ ) is of type B.
Converting the base points, we can obtain the clique patterns of vertices of type (2, 1, 2). See figure 14 .
Take a circuit x 0 ∼ x 1 ∼ · · · ∼ x 2r+4 ∼ x 0 of length 2r + 5 such that Let {y i } = D(x i , x i+1 ) . We define three types as follows.
Type I.
x r +2 = (2, 2, 1)-A, x r +3 = (2, 3, 2), x r +4 = (1, 2, 2), y r +2 = (2, 2, 1)-A, y r +3 = (1, 2, 2) , y r +4 = (1, 2, 1) Type II. x r +2 = (2, 2, 1)-A, x r +3 = (2, 2, 1)-A, x r +4 = (1, 2, 1) , y r +2 = (2, 3, 2) , y r +3 = (1, 1, 0) ,
Note that each of these circuits does not contain triangles. In the following, we determine the type of the circuit with respect to x 1 , x 2 for each type. Suppose the circuit is of type I. Then x r +3 ∈ r +2 (x 1 ), y r +2 ∈ r +1 (x 1 ). So x r+3 is of (2, 2, 1)-A type, and x r +4 ∈ r +2 (x 1 ), y r +3 ∈ r +2 (x 1 ). Hence there are two possibilities.
x r +4 = (2, 3, 2) , y r +3 = (2, 2, 1)-A, or x r +4 = (2, 2, 1)-A, y r +3 = (2, 3, 2) Thus we have either type I or type II. Note that in the first case e(x r +4 , D r +1 r +1 ) = 0, and
Suppose the circuit is of type II. Then x r +3 ∈ r +1 (x 1 ). So x r+3 is of (1, 2, 1) type. x r +4 ∈ r +1 (x 1 ), y r +3 ∈ r (x 1 ) implies that we have type III, as this circuit does not have triangles.
Suppose the circuit is of type III. Then x r +3 ∈ r +2 (x 1 ), y r +2 ∈ r +1 (x 1 ). So x r+3 is of (2, 2, 1)-A type, and x r +4 ∈ r +2 (x 1 ), y r +3 ∈ r +2 (x 1 ). Suppose ∂(y r+3 , y 1 ) = r + 3. Then
This contradicts b r +2 = 1. Hence y r +3 is of (2, 2, 1)-A type and we have a circuit of type I.
Therefore by induction, we can conclude that for each i, this circuit is either of type I, II, or III with respect to every pair of adjacent vertices x i , x i+1 in the circuit. Moreover, it is easy to see that there is a circuit of type III.
Take a circuit of type III with respect to x 0 , x 1 . It is of type I with respect to x 1 , x 2 . Changing the base points to x r +3 , x r +4 , we have that x 0 ∈ D r +1 r +1 and x 1 ∈ D r +2 r +2 . This is absurd because with respect to these base points, this circuit is of type different from I, II, or III.
This completes the proof of Theorem 4. Let u be of type (1, 1, 1) and {v 1 , v 2 , . . . , v 6 } = (u). Since c r +1 = b r +1 = 1, we may assume that v 1 = (1, 1, 0) v 2 = (1, 0, 1) v 3 = (0, 1, 1)   v 4 = (1, 1, 2) v 5 = (1, 2, 1) v 6 = (2, 1, 1) .
Note that D(v 2 , u) = {v 4 } or {v 6 }. Now we have either A-type or B-type depending on the location of D(x, u) . Now we can determine the clique pattern at a vertex of type (1, 2, 1) as well without difficulty.
Therefore we can use the first circuit used in Case 1
Step 4 in the proof of Theorem 4.1 to conclude r ≡ 0 (mod 3). P
Remark
We can also show that in case (4) in Theorem 4.1, c r +2 = 4.
In the next section, we apply Theorem 4.1 to give a bound of the diameter. We summarize the information we need as a corollary as follows. 1, 2, 3) , then c r +2 ≤ 4.
An upper bound of r(Γ)
We apply eigenvalue technique to give an upper bound of r ( ) assuming that d ≤ r ( ) + 2.
Theorem 5.1 Let be a distance-regular graph of valency 6 with a
We start by the notational conventions, which mostly follow those used in [1] [2] [3] [4] . Let be a distance-regular graph of diameter d, valency k and parameters a i , b i , c i . Let A be the adjacency matrix of a graph . Let
be the eigenvalues of A and m(θ i ) the multiplicity of θ i .
The polynomials v i (x)(0 ≤ i ≤ d + 1) are defined by the recurrence relation
, and c d+1 = 1.
are the monic polynomials defined by
They satisfy the recurrence relation
We put
It is well known that
In the following we assume that k = 6, a 1 = 1, r = r ( ) = l(1, 1, 4), and d ≤ r + 2.
Lemma 5.2 Let θ = 6 be an eigenvalue of A. Then −3 ≤ θ < 5.
Proof:
Since a 1 = 1, the size of maximal cliques is always 3. Hence by Proposition 4.4.6 in [8] , θ ≥ −3. We now find an upper bound by a Sturm series. For 2 ≤ i ≤ r , the recurrence relation of F i 's yields
and
Thus we have the assertion. P Lemma 5.3 Let θ 1 be the second largest eigenvalue. Then
Proof: Let x = 1 + 4 cos α < 5. Then by the recurrence relation, (2) If r ≥ 18, then
. Firstly we will improve the lower bound above. Let a = 1.09, φ = π/ar. Then 2 sin(r + 1)φ + sin r φ − sin(r − 1)φ Hence S r (x) is increasing in the interval (ξ, ∞).
Thus we may assume that
Using the mean value theorem, 
Since sin r α > 0,
. We have
This completes the proof of Lemma 5.4. P Lemma 5.5 If |x − 1| < √ 14, then the following hold.
< 123.
(1) Let x − 1 = 4 cos β. Then
Since the right hand side equals v r +1 (x) for a distance-regular graph with l(1, 1, 4) = r + 1,
by (1). Hence we have
Assume c r +1 = 1. Then
We have
Suppose c r +1 = 2, a r +1 = 2. In this case,
If c r +1 = 2, a r +1 = 3, then c r +2 ≥ 4. So
This competes the proof of Lemma 5. 
where the product is taken for all algebraic conjugates θ of θ 1 . In particular η is a non-zero integer. Since 0 < |(θ 1 − 1) 2 − 15| < 1, there is an algebraic conjugate θ of θ 1 such that
By Lemma 5.2, the first case is impossible.
by Lemma 5.4. On the other hand
Thus
This implies r ≤ 17. Therefore we conclude that r ≤ 17 as desired. P Proof of Theorem 1.1: If is a bipartite half of a bipartite distance-regular graph of valency 3, then we can use the classification of such graphs given by Ito in [11] . We have (1), (2) and (4) in this case. Now we can assume d( ) ≤ r ( ) + 2 and r ( ) ≤ 17 by Theorem 3.1, 4.1, and 5.1. It is not hard to check the integrality condition of multiplicities of eigenvalues. Actually, just by testing them for the second largest eigenvalues, we see that the only possible arrays are those of (1), (2) In this section, we give a classification of the graphs in the title above. As we noted in Introduction, except the case k = 6, a 1 = 1, the result may be known to some specialists. We decided to include this section for the convenience of the reader. See the table.
Here we only determine the arrays. For the description and the uniqueness, refer the readers to [8] . For GD(3, 1) it seems that the uniqueness problem is not settled yet. (1) C n ; an n-gon. By Lemma 6.1, we may assume that k ≥ 3 and a 1 ≤ k − 3.
