The problem of relative position estimation between two spacecraft based on X-ray pulsar measurements is addressed. A mathematical model is developed for the pulsar's intensity as observed at each spacecraft. The time of arrival (TOA) of photons is modeled as a Poisson point process, and the relevant probability density functions are provided. A solution to the relative navigation problem is suggested based on estimation of the pulse delay between the detected signals. The problem of pulse time delay estimation is formulated and the Cramér-Rao lower bound (CRLB) is presented. Based on probability distribution of photon time of arrivals, a maximum likelihood estimation (MLE) problem is formulated and the pulse delay estimator is proposed. It is proven that the proposed estimator is asymptotically efficient. The analytical results are verified numerically employing computer simulations.
I. Introduction
Formation flight of spacecraft in deep space has attracted a great deal of interest in recent years. To accomplish the formation, accurate estimation of relative position between the space vehicles is necessary. For navigation in deep space missions the Deep Space Network (DSN) is primarily utilized. But there are situations where the network is not available or augmentation of the system's solutions is desired. In order to resolve the issue and to be able to perform more autonomous missions, an alternative approach is needed. In recent years, researchers have been considering the utility of X-ray pulsars for spacecraft navigation. X-ray pulsars are highly magnetized, rotating neutron stars that emit X-ray signals with strict periodic variations in their intensity. 1 Because of their stable period and their geometric distribution about the galactic disc, they are good candidates to be utilized in a navigation system. Another advantage of X-ray pulsars is that unlike radio pulsars, which require large antennae, relatively small detectors can be used for detection of X-ray photons on-board a spacecraft. This facilitates the spacecraft design procedure.
Previous works on X-ray pulsar based navigation have mainly focused on the absolute navigation problem. [2] [3] [4] [5] The relative navigation problem has also been addressed. 6 Researchers have recently applied known signal processing methods to develop techniques for post processing of data within the context of time delay estimation (TDE) and three-dimensional relative position estimation. [7] [8] [9] [10] In reference, 10 based on the epoch folding procedure a pulse delay estimator is presented and shown to be consistent but not asymptotically efficient. In order to improve this result, an asymptotically efficient estimator is proposed for pulse delay estimation in this paper. The paper's organization is as follows: Section II introduces the relative navigation problem. Section III presents a mathematical model of the X-ray pulsar signal. In Section IV, the TDE problem is formulated, the Cramér-Rao lower bound (CRLB) for estimation of the pulse delay is presented, and an asymptotically efficient time delay estimator is proposed. Analytical results are verified numerically in Section V. Concluding remarks are made in Section VI and proofs of the stated theorems are presented in the Appendix. 
II. Pulsar-Based Relative Navigation
The goal is to estimate the relative position between two spacecraft based on X-ray pulsar measurements. The measurements are performed in an inertial system whose origin is the solar system barycenter. Figure  1 shows a general diagram of the problem. The relative position to be estimated is referred to as ∆ x. The normal vector pointing to the source is n. It is assumed that the space vehicles are sufficiently close to each other that they see the source with the same normal vector n. Each vehicle has an X-ray detector. The detectors lock on the same X-ray source. Hence, the farther vehicle from the pulsar detects a signal whose intensity is the time delayed version of the one detected by the closer vehicle. The relative distance projected onto n, denoted by ∆d, is proportional to the time delay, t d ,
where c is the speed of light. The pulsar signal is assumed to pass the distance ∆d in less than one pulsar cycle. Over the observation time, the spacecraft velocities are assumed to be known constants, and the relativistic effects are assumed to be negligible. The vehicles are capable of communicating and sharing their data. The proposed approach is to first estimate t d and then, to use Eq. (1) as the measurement for estimation of the relative position, ∆ x. These measurements can be processed by a recursive estimator such as a Kalman filter. In order to obtain a three-dimensional position estimate, measurements from three or more different pulsars must be employed.
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III. Modeling of X-ray Pulsar Signal
X-ray detectors are designed based on measuring the time-of-arrival (TOA) of photons when they hit the detecting material. The time resolution of the X-ray detector is such that if more than one photon arrives within a given time-bin, it is detected as a single photon. The number of X-ray photons arriving at the detector in a certain interval is modeled by a non-homogeneous Poisson process (NHPP). In other words, the probability of detecting k photons in the time interval (t a , t b ), denoted by p[k; (t a , t b )], is given by, 11, 12 
The time-varying periodic or quasi-periodic function λ(t) ≥ 0 is the aggregate rate of all photons arriving at the detector from the source and background. 13 The overall rate function has the following form,
where, φ det (t) is the pulsar phase at the detector, and h(φ) is the pulse profile function. The parameters λ b and λ s are the effective background and source arrival rates. They are modeled as known constants which also depend on the detector specifications. For pulsars, the pulse profile function h(φ) is periodic with respect to φ. It is usually defined on the phase interval φ ∈ [0, 1) (cycle), and its definition is extended to the entire real line by letting h(φ+n) = h(φ), where n is an integer. Furthermore, the function h(φ) is non-negative and normalized according to Phase at the detector referenced to the beginning of the observation, t 0 , consists of an initial phase, φ 0 , and accumulated phase,
The observed signal frequency is denoted by f . It can be decomposed into two components,
where f s is the source frequency, and f d is the Doppler shift due to the spacecraft range rate (radial speed) in the direction of the source, v. Both components are assumed to be known constants. From Eqs. (4) and (5), the detected phase can be expressed as,
Using Eq. (3) the rate function equals,
The photon TOAs measured by a stable clock at the detector over the observation time [t 0 , t f ], where t f t 0 + T obs , can be regarded as a realization of the NHPP and denoted by {t 1 , t 2 , ..., t M }. Note that M itself is a random variable. The probability density function (pdf) of the TOAs is given by the following theorem,
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Theorem 1. The M -dimensional joint probability density function (pdf) of the set of M numbers
where,
is called the energy or integrated rate of the Poisson process.
Proof. See the Appendix.
Using the pdf presented in Eq. (8), the following property of the pdf may be verified,
where Ω is the sure event, i.e. the event that any number of photons occur at any time instant in the interval
where Ω M is the event of receiving M photons at any M different increasing time instants
. The probability of event Ω M is given by,
. (12) The sequence {t 1 , t 2 , · · · , t M } in Eq. (12) is in increasing order. Since there exists M ! permutations of t i , for a fixed M , the probability that M number of t i 's occur in no special order, is M ! times that of the sequence occurring in increasing order,
Using Eq. (8), the left side of Eq. (13) can be expressed as,
Therefore, from Eqs. (13) and (14), for a fixed M ,
Now, using Eqs. (11) and (15),
IV. Pulse Time Delay Estimation
As explained in section II, measurements are obtained through the estimation of the time delay between the received signals. In this section, this process is formulated mathematically and the CRLB for estimation of the pulse delay is presented.
A. Formulating the TDE Problem
Let {t
be the measured photon TOAs at the first detector. This TOA set corresponds to the following pulsar rate function,
At the second (more distant) spacecraft, a different TOA set is measured, {t
, which corresponds to the delayed rate function observed by the first detector, i.e.
where t d is the time delay between the detected rate functions. Defining φ 2 as,
the rate function λ 2 (·) in Eq. (18) can be simplified as,
The goal is to estimate t d , given the two sets of TOA measurements.
B. Cramér-Rao Lower Bound (CRLB)
The CRLB is a lower bound on the variance of any unbiased estimator. Let p(x; θ) be the pdf of the observed random vector which is parameterized by the unknown parameter θ. A semicolon is used to denote the dependence. Assume that p(x; θ) satisfies the "regularity" conditions,
where x is the observed random vector, θ is the unknown scalar parameter, and the expectation is taken with respect to p(x; θ). Then the variance of any unbiased estimatorθ satisfies the following,
where I(θ) is the Fisher information. The derivatives are evaluated at the true value of θ and the expectation is taken with respect to p(x; θ). The lower bound I −1 (θ) is called the CRLB.
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The CRLB for any unbiased estimator of t d is presented by the following theorem.
Theorem 2. Given the photon TOAs {t
, measured on detectors, the CRLB for any unbiased estimator of t d is,
where h (φ) = ∂h/∂φ.
C. Proposed TDE Technique
Employing the pdfs associated with the detected time tags on each spacecraft, a maximum-likelihood estimation (MLE) problem may be formulated to estimate φ 1 and φ 2 . Then from Eq. (19), the time delay estimate can be found as,t
According to Eq. (8), the pdfs associated with each set of the time tags are given by,
Recognizing the pdfs given in Eq. (25) as likelihood functions, the maximum likelihood estimators are provided by maximizing each likelihood function with respect to the unknown parameters φ 1 and φ 2 . Equivalently, the natural logarithm of the likelihood function or the log-likelihood function (LLF) can be maximized,
If the observation time is long enough compared to the pulsar period, then Λ k (φ k ) in Eq. (27) shows a minimal dependence on the parameter φ k , in other words ∂Λ k (φ k )/∂φ k = 0.
12-14 Therefore, it can be dropped from the objective function and the likelihood functions, denoted by Ψ(φ k ), become,
The unknown parameters φ 1 and φ 2 can be determined by solving the following optimization problems,
D. Pulse Delay Estimator's Performance
The statistical properties of the proposed pulse delay estimator, namely its mean and variance, are of interest to us. The obtained results are summarized in the following theorem. 
V. Simulations
In this section the theoretical results are verified using MATLAB simulations. An algorithm based on inversion of the integrated rate function is used to generate the photon TOAs associated with the Crab pulsar (PSR B0531+21). For details of NHPP simulation, the interested reader may refer to the reference. 16 The pulsar period is 33.5 msec, and its profile is plotted in Figure 2 . The simulations are performed using the Monte-Carlo technique over 500 independent realization of TOAs for each observation time. It is assumed that the spacecraft velocities are v 1 = 3 km/s and v 2 = 9 km/s. The initial phase in Eq. (17) is assumed to be φ 1 = 0.15985 cycle and the distance between the vehicles is ∆d = 150 km. Therefore, the time delay to be estimated is t d = 0.5 msec. Two different scenarios are considered in table 1. For each scenario, the initial phase value for each spacecraft is estimated by solving the optimization problems given in Eq. (29) over the interval (0, 1) cycle. A grid search method is used to find the maximum of the LLFs. The time delay is estimated using Eq. (24). Note that magnitude of the estimation error is calculated modulo one cycle, i.e. |e| = min{ mod (φ −φ, 1), mod (φ − φ, 1)}. For instance, if φ = 0.1 cycle andφ = 0.9 cycle, the error is 0.2 cycle, and not 0.8 cycle. Figure 3 shows the root mean square (RMS) of the estimation error and the CRLB for both scenarios. As it shows, the estimator attains the CRLB for long observation times. Also, as the source rate increases, the variance of estimation error gets smaller. As the observation time drops below a certain threshold, the estimator's performance is degraded relative to the CRLB. This behavior results from the fact that in this region, the maximum of the LLF does not lie in the vicinity of the true parameter value and the estimator becomes biased. 
VI. Conclusion
Estimation of the relative position between two spacecraft, based on time-tagging of the photons received from an X-ray pulsar, was studied. The problem of pulse delay estimation was addressed and the Cramér-Rao lower bound for the estimation of pulse delay was presented. A delay estimator was proposed, and its performance was analyzed theoretically and via simulation. This estimator is based on the maximum likelihood estimation of the pulse phase, obtained at each spacecraft. The proposed pulse delay estimator was shown to be asymptotically efficient. 
Appendix
Proof of Theorem 1
The probability of detecting k photons in a given time interval for a NHPP with the rate function λ(t) is given by Eq. (2). For derivation of this equation the following assumptions are postulated, 12 1. The probability of detecting one photon in a time interval ∆t, p [1; ∆t] , is given by
2. The probability of detecting more than one photon in ∆t is zero when ∆t → 0.
3. The number of detected photons in any interval is independent of those detected in all other disjoint intervals.
To calculate p({t
, M ), consider non-overlapping infinitesimal intervals of width ∆t i symmetric about t i , i = 1, 2, ..., M (see Figure 4) . The desired TOA pdf satisfies the following,
The expression on the left side of Eq. (31) is the probability of detecting exactly one photon in each one of the intervals and none outside them. In other words,
Note that using Eq. (2), the probability of receiving M = 0 photon in the interval (t a , t b ) is given by,
Therefore, by letting ∆t i → 0 for all i, and substituting Eqs. (30) and (33) into Eq. (32), it can be simplified to,
where Λ is given in Eq. (9) . On the other hand, as ∆t i → 0 for all i, the expression on the right side of Eq. (31) equals,
Therefore, using equality of Eqs. (34) and (35), the joint density function
(36)
Proof of Theorem 2
First, the CRLB for estimation of the initial phase is derived. For simplicity, the sub-indices in φ 0 and f 0 are dropped. Let's transform the photon TOA set into another set of data containing the number of detected photons. This new data set is formed by dividing the observation time into N sub-intervals, where each one's length is ∆t, i.e. ∆t = T obs /N , and placing the number of counted photons in each bin into the vector
T , as shown in Figure 5 . For sufficiently small ∆t, the rate of arrival in the n-th bin can be assumed to be constant,
The bin count x n is a Poisson random variable whose probability is given by, where k = 0, 1, 2, . . . and the mean and variance of x n are given by,
Since x n 's are independent random variables, their joint probability mass function is,
In order to use Eq. (40) for derivation of the CRLB, first it must be checked if the regularity condition (21) holds. Therefore, the natural logarithm of Eq. (40) is calculated,
The derivative of Eq. (41) with respect to φ equals,
and its stochastic expectation is given by,
Hence, the regularity condition (21) holds. Now, to obtain the CRLB, the Fisher information I(φ) must be found. Using Eqs. (22) and (39), it equals,
By letting ∆t → 0, the summation in Eq. (44) can be replaced by the following integral,
Using Eq. (7), the partial derivative in Eq. (45) is,
where h (·) = ∂h/∂φ. Substituting Eq. (46) into Eq. (45),
The observation time can be written as T obs = N p · P + T p , where P is the pulsar period, and 0 ≤ T p < P . Hence, the integral in Eq. (47) can be split as follows,
If the observation time is long enough, i.e. T obs 0, then T obs ≈ N p · P and the last integral in Eq. (48) approximately equals to zero. Also, since h(·) is periodic, all of the remained integrals in Eq. (48) are equal. Therefore,
By changing the integration variable, and noticing that f = 1/P and T obs ≈ N p P , I(φ) can be simplified as,
and the CRLB for estimation of the initial phase equals,
Hence, using (24), the CRLB for any unbiased estimator of t d equals to 2 CRLB(φ 0 )/f 2 2 , as given in Eq. (23).
Proof of Theorem 3
The time delay estimator's performance can be analyzed employing Eq. (24) and properties of the ML estimatorsφ 1 andφ 2 . To investigate the properties of the ML estimators, first note to the following theorem, 15 Theorem 4. If the pdf p(x; θ) of the data x satisfies the regularity conditions given in Eq. (21), then the MLE of the parameter θ is asymptotically unbiased and asymptotically attains the CRLB. It is therefore asymptotically efficient.
In order to apply Theorem 4, it must be shown that the following regularity condition is satisfied,
where
. For simplicity, the k subindex is dropped in the following. From Eq. (8),
Therefore, ∂ ∂φ ln p(x; φ) = − ∂ ∂φ
Since the observation time is assumed to be long enough, the first term in Eq. (54) vanishes and,
To calculate the expectation appearing in the right side of Eq. (55), the following corollary may be used, 
which yields, E 1 λ(t i ; φ) · ∂ ∂φ λ(t i ; φ) = e −Λ λ(t f ; φ) − λ(t 0 ; φ) .
Since Λ increases as a function of observation time, e −Λ approaches zero, while λ(t f ; φ) − λ(t 0 ; φ) remains finitely bounded in magnitude. Therefore, the right hand side of Eq. (61) approaches zero. This means that the regularity condition (21) holds and as a result, according to Theorem 4, the ML estimatorsφ 1 andφ 2 are asymptotically efficient. Hence, from Eq. (24), the time delay estimator is also asymptotically efficient.
