L Introduction. In the first note of this series [2] f the author laid a broad foundation for the theory of Hermitian series in the complex domain. A number of questions encountered during this investigation were merely mentioned and detailed discussion had to be postponed till later communications.
The representation or expansion problem was such a question, that is, the problem of finding necessary and sufficient conditions in order that an analytic function shall be representable by an Hermitian series for complex values of the variable. This problem is solved in the present note.
Let ff»(z) denote the wth normalized orthogonal function of Hermite dn (1. 
J -oo
This series is ordinarily not convergent, but if we assume for instance that exp [ -ax2 ]f(x) t Li(-w, °o) for somea<l/2, then the series (1.2) can be summed to the sum f{x) for almost all x by a generalization of the Abel method of summation.! Under this assumption the series Further/(x; s) is a holomorphic function of s in the interior of the ellipse in the complex s-plane having its vertices at the points s= ±1, + ira. As s-> +1 along the real axis,/(x; s)->f(x) for almost all values of x. It follows in particular that if the series (1.2) converges in a set E of positive measure, its sum equals/(x) almost everywhere in E provided exp [-ax2 ]f(x) e L\{ -», «s)
for some a<l/2.
It may happen that the series (1.2) converges also for complex values of the variable. If so, it is known that the domain of absolute convergence is a strip ST: -t <y < r, z = x +iy, where (1.3) r = -lim sup (2« + 1)"1/2 log j /" I. for -co <£< cc , -ßSySß.
The proof that this condition is necessary will be given in §2. The sufficiency proof occurs in §5 and is preceded by material relating to the asymptotic behavior of Hn(z) for large values of n based on the investigations of R. E. Langer [3] . An application to functions meromorphic in an upper or a lower half-plane is given in §6.
As far as I know there have only been two previous contributions to the representation problem for Hermitian series, those of G. N. Watson [9, pp. 417-421] and 0. Volk [8] . Their equivalent conditions require that/(s) shall be holomorphic in -rSySr and that the function g(z)=zr1 exp (z2/2)/(z) shall have the properties (i) g(x+iy)-+Q as \ x\-»«, -rSySr, and (ii) g(x + ir) t Li(-co, co). It is clear that these conditions while sufficient are far from necessary.
2. Proof of necessity. The reader will be supposed to have some knowledge of the properties of Hermitian polynomials and of solutions of the Weber-Hermite differential equations. For convenient summaries of the former theory see E. Hille [l] and G. Szegö [7] , for the latter see Whittaker-Watson [12] .
The only property which will be used in the present paragraph is the generating function* Finally, by Schwarz' inequality
Suppose now that the series (1.6) exists and converges to/(z) in the strip -T<y<T. It follows immediately that/(z) is holomorphic in the strip and it remains merely to estimate /(z). Let ß be given, 0<ß<r, and put a=(ß +t)/2. In view of (1.5), the series Elementary considerations show that coth t Si (1 + t)/t, -tanh t S -t/(l + t), t > 0.
Substituting these dominants for the hyperbolic functions in (2.10) we obtain (ir/a)H(x,y;a) S H0(x, y; a)
and it remains to estimate Hi(x, y; a).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use We note that t/(l + t) is an increasing function. Hence its least value in the interval (£, ») is taken on at
The inequality 1 + uSe" gives
and finally
(1 -e-*')-112 = (1/(40 + 1)1/2 ^ t-l'*/2 + 1.
L 4a + I x IJ Supposing I x\ =ia, which is no essential restriction, and using (2.3) and (2.5), we get
If -ßSySß, the right-hand side does not exceed
for |x| S:4a, -ßSySß, and by a suitable modification of Bi(ß) we can of course gain that the inequality is true for all x. Here and in the following B(ß), with or without subscripts, denotes a monotone increasing function of ß, defined and continuous for 0Sß<r, but conceivably tending to infinity as /?->t.
For / > 0 we have
Further, for 0</g£^l, that is, for |*| >ia,
Hence
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Suppose again that \y\ Sß-Then (ß2-y2)1/2< (a2 -y2)1'2 and the absolute maximum of
for all values of x equals
for -ßSy Sß and all values of x, since clearly the restriction | x\ ^±4a can be removed.
Combining the inequalities in (2.9) to (2.14) we get the desired estimate
valid for every z in the strip -ßSytkß and for every ß<r. This completes the proof of the necessity of condition (1.7). 3. Some asymptotic formulas. The sufficiency proof requires accurate information concerning the behavior of 2?"(z) for large values of n when the distance of z from the line segment (-TV, TV) remains bounded. This question will be studied in this and the next following sections.
The Weber-Hermite differential equation
where k is an arbitrary real or complex parameter, has a solution hK(z) which is uniquely characterized by the asymptotic property Since Hn{z) satisfies (3.1) when K=n and
we conclude that
It was shown by Whittaker [11] that h-K-i(iz) and A_«_i(-z'z) are also solutions of (3.1) and Watson [9, p. 395 ] proved that (3.4) h
The asymptotic behavior of A_«_i(-iz) was studied by Watson on two occasions. The result of his earlier paper [9, p. 416] is not good enough for our purposes, but that of his second paper [10, p. 142] more than meets our needs. Watson's analysis is based upon special representations of the functions involved by means of definite integrals to which he applies the method of steepest descent.
I prefer a different approach to the problem based upon the work of Langer [3 ] on the asymptotic behavior of solutions of certain classes of second order linear differential equations for large values of a parameter. This is a much more general approach and brings out the reason why different expansions are to be expected in different parts of the plane-the so-called phenomenon of Stokes. N. Schwid [6] has proved that Langer's method applies to the Weber-Hermite equation. Schwid does not discuss A_"_i( ±iz) explicitly, however, and in that part of the plane where we require information his results are not valid.* It is not necessary to give a detailed presentation of Langer's method. We shall merely state the results and refer to Langer and Schwid for all details.
In the following, k shall be real positive. We write t Strictly speaking we should take -K as the lower limit of the integral when z is in the left half-plane. Since £(-K) is a real quantity, the imaginary part of £(z) is not affected by this change and the only place where it matters is in the remainder terms of formulas (3.7), (3.9), and (3.11) below. Here we should write £-£(-K) instead of £ in the left half-plane. The correction is of no importance, however, except in a small neighborhood of z= -K which is excluded from consideration anyway.
The Langer theory shows that for any value of z^ +K there are two linearly independent local solutions of (3.1) which for large values of k are of the form (3.7) [rOOh^exp [± *&*)]{ i +0(1/0 +0(1 A)} and with the aid of which any solution can be expressed linearly. The coefficients will of course depend upon the determination chosen for the infinitelymany-valued function £(z). In the present case the situation is simplified by the fact that the imaginary part of £(z) is only two-valued and the arcs 3[£(z)]=0 are independent of the determination of £(z). These arcs form a configuration symmetric with respect to the coordinate axes and divide the plane into four sectors Sj. The sector S2, of main importance to us, is bounded by the line segment (-K, K) and two transcendental curves 11 and T2 going from +K to co. The angle of inclination of the tangent of Ti with the positive real axis starts with the value 7r/3 at z = K and tends to 7r/4 as | z| -> w .
Suppose the determination of £(z) to be chosen at some point z0 in S2 and let a particular solution w(z) of (3.1) be expressed linearly in terms of the two local solutions (3.7) in some neighborhood of z = z0. Both solutions can be continued analytically in 6*2, the continuations agreeing everywhere with the local fundamental system. It follows that the expression of w(z) remains valid at all interior points of 52. It is only when we cross the boundary of S2 that the situation may change and a different substitution may have to be used to express w(z) in terms of the local fundamental system. Thus to every sector Sj and to every given solution w(z) there are corresponding coefficients Cjk,j=l, 2, 3, 4; k = 1, 2, joining w(z) with the fundamental system in Sj.
After these generalities let us choose £(z) so that on the positive imaginary axis we have (3 8) = ~ XKV4 + (t'/2)^(R2 + fY'2
where the square roots and the logarithm have their principal values. We can then take as the fundamental system in S2 two solutions w2,t(z) which for large values of k have the form (3.9) w2,*(z) = {1 -zVK2}-1/4exp [± *£(z)]{l +0(1/0 +0(1/«)}.
Here the plus sign goes with k = 1 and the minus sign with k = 2 and the fourth root is real positive on the positive imaginary axis. The parameter k is supposed to be large and this will make | £(z) | large if we omit small neighborhoods of the points z= ±K of radius 0(k~1/6) inside of which (3.9) is not valid* * Compare the second footnote on page 86.
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We have consequently in S2. In order to determine A(k) and B(k) we use (3.2). Multiply both sides of (3.10) by e~*2/2( -2iz)1+K and let z->co, say along the positive imaginary axis. The left-hand side tends to the limit 1, whereas the right-hand side tends to a limit if and only if B(k) =0. Setting B(k) =0 and using (3.8) and The maximum value of y(K2 -x2)1'2 + I x| (ß2 -y2)1'2 for a fixed x is reached when y = (0/K)(K2-x2)1/2, that is, on the ellipse £(K, ß), and equals ßK. Substitution of this value of y gives formula (4.3). 5. The sufficiency proof. After all these preparations we can attack the sufficiency proof. It is assumed that f(z) is holomorphic in the strip ST: -T<y<r, and that to every ß, 0<ß<r, there exists a finite positive Biß) for which condition (1.7) holds.* This condition is evidently sufficient to ensure the existence of the Fourier-Hermite coefficients/" defined by the second half of formula (1.6). Thus the Fourier-Hermite series of/(z) has a sense, and condition (1.7) also ensures that this series is Abel summable to the sum/(x) everywhere on the real axis. In order to complete the proof of the theorem it * It is of course only values of ß close to t which are of interest, but it is no restriction to assume that B(ß) satisfies the conventions of §2 for all ß, 0£ß<t.
The same conventions can be imposed on all J?-functions introduced below.
is then enough to prove that the series is convergent in the strip ST, and this will be proved if we are able to show the existence, for every ß, 0<ß<r, of a finite positive B*(ß) such that On the interval ( -N + \, N -l)we use formula (3.
In these integrals we can choose the path of integration joining -N+l with N -1 in an arbitrary manner provided it stays in the strip Sr. Moreover, we can choose a different path for each of the integrals involved. Let E(N, ß) be the ellipse of Lemma 2 and denote the points of intersection of the ellipse with the lines x = + (N -1) by P, Q, R, and S, where Q is in the first and P in the second quadrant.
The path of integration C2 for the integral involving k-"-i( -it) shall consist of the line segments joining -2V+1 with P and N -1 with Q connected by the arc PQ of the ellipse. The path of integration Ci for the integral involving h-n-\(it) will be the image of C2 in the real axis. Let us put Along C2 we are at a safe distance from the critical points z= +N so that formula (3.11) is valid, if we replace k and K by n and N respectively. It follows that there exists a constant M independent of s and n such that on E(N, ß) we have This being true for every ß < r, it is clear that the estimate implies the validity of (5.1). This completes the proof of Theorem 1. 6. Functions holomorphic or meromorphic in a half-plane. Suppose that ,/(z) is holomorphic in the half-plane y> -a, a>0, and that/(z) admits of a formal Fourier-Hermite series (6.1) /(z)~Z/»7Y"(z), fn= f f(t)Hn(t)dt. This Lemma applies directly to the present situation since the assumption that the Fourier-Hermite series of /(z) has a strip of convergence implies the inequality log \f(x) \ < -ß\ x\ for some positive ß by virtue of Theorem 1 and this combined with the inequality (6.2) would force/(z) to vanish identically.
We see in particular that the Fourier-Hermite series of an entire function of order p will never converge outside of the real axis unless p > 1 or p = 1 and the function is of the maximal type. Some further results of F. and R. Nevanlinna [5, pp. 40-42] throw light upon the possible width of the strip of convergence of the Fourier-Hermite series of an entire function of order one and particular maximal type. We state the result for functions meromorphic in a half-plane. If f(z) has a Fourier-Hermite series whose ordinale of convergence equals r, then t S min (a, ß, q +wd).
In order to connect this theorem with the Nevanlinna theory we have merely to observe that by Theorem 1
1
. . hm sup-(log I /(-r) \ + log | f{r) | { g -r r->» 2r
and substitution in the inequality of F. and R. Nevanlinna gives rSq +ird. The other inequalities are self-evident. Theorem 3 shows that the width of the strip of convergence is affected by the frequency of zeros and poles as well as by the rate of growth of the function in parts of the plane distant from the real axis, since all these factors influence the rate of growth of the function near the real axis. That Theorem 3 is the best of its kind is brought out by the following examples.
We first consider/(z) = T (a -iz), a>0. By Stirling's formula and Theorem 1 we have r = min (a, x/2). Applying Theorem 3 to T(a -iz) in the half-plane y> -a, we find ß= + », d = 0, and, again by Stirling's formula, q = ir/2, so that the inequality r^min (a, ß, q 4-xd) = min (a, x/2) becomes exact. We may of course also apply the theorem to an arbitrary lower half-plane. Then ß = a, d= \ and q= -x/2, so that the same inequality results.
Our second example is/(z) =sech az, a>0. Here we can take a = /3 = x/(2a) and find wd = a, q = 0 and r ^min (a, x/(2a)), which is exact.
