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Abstract
Using lattice theory, we establish a one-to-one correspondence between
the set of Fourier-Mukai partners of a projective K3 surface and the set of
0-dimensional standard cusps of its Kahler moduli. We also study the re-
lation between twisted Fourier-Mukai partners and general 0-dimensional
cusps, and the relation between Fourier-Mukai partners with elliptic fi-
brations and certain 1-dimensional cusps.
1 Introduction
The excellent work of Mukai ([9], [10]) and Orlov ([12]) opened a way to study
derived equivalence for K3 surfaces via their periods. One of their conclusions
is that two projective K3 surfaces are derived equivalent if and only if there
exists an isometry between their Mukai lattices preserving the periods. This
theorem can be viewed as a generalization of the global Torelli theorem for K3
surfaces. Let FM(S) be the set of isomorphism classes of Fourier-Mukai (FM)
partners of a projective K3 surface S, i.e., K3 surfaces derived equivalent to
S. As an application of Mukai-Orlov’s theorem, Hosono-Lian-Oguiso-Yau ([5])
gave a counting formula for #FM(S).
In this paper, we construct a bijection between FM(S) and the set of em-
beddings of the hyperbolic plane U into the lattice N˜S(S) := NS(S)⊕U up to
the action of a certain finite-index subgroup ΓS ⊂ O(N˜S(S)). Then, by consid-
ering the isotropic vector (0, 1) ∈ U , we obtain 0-dimensional standard cusps of
the modular variety Γ+S \Ω+gNS(S) associated with Γ
+
S and N˜S(S) ([1], [13]). Let
Γ+S \I1(N˜S(S)) be the set of 0-dimensional standard cusps of Γ+S \Ω+gNS(S). We
shall prove the following.
Theorem 1.1 (Theorem 3.6). There exists a bijective map
µ0 : FM(S)→ Γ+S \I1(N˜S(S)).
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In particular,
#FM(S) = #{ 0-dimensional standard cusps of Γ+S \Ω+gNS(S)}.
Of course, not every 0-dimensional cusp of Γ+S \Ω+gNS(S) is standard. It turns
out that the existence of non-standard cusps corresponds to the existence of
twisted FM-partners of S. Let FMd(S) be the set of isomorphism classes of
twisted FM-partners (S′, α′) of S with ord(α′) = d, and let Γ+S \Id(N˜S(S)) be
the set of 0-dimensional cusps [l] of Γ+S \Ω+gNS(S) with div(l) = d. Introducing
certain quotient sets FMd(S), r(Γ+S )\Id(AgNS(S)) of FMd(S), Γ+S \Id(N˜S(S))
respectively (see Sect.3.2 for the definitions), and using Huybrechts-Stellari’s
solution of Ca˘lda˘raru conjecture ([8]), we shall prove the following.
Theorem 1.2 (Theorem 3.10). There exist a map
ν0 : Γ
+
S \Id(N˜S(S)) −→ FMd(S)
and a bijective map
ξ0 : r(Γ
+
S )\Id(AgNS(S))
≃−→ FMd(S)
which fit in the following commutative diagram:
Γ+S \Id(N˜S(S))
ν0−−−−→ FMd(S)
p
y ypi
r(Γ+S )\Id(AgNS(S)) −−−−→ξ0 FM
d(S).
Via Theorem 1.1 and 1.2, we can obtain informations about the abstract set
FMd(S) by studying the 0-dimensional cusps of the modular variety Γ+S \Ω+gNS(S).
Besides 0-dimensional cusps, Γ+S \Ω+gNS(S) has also 1-dimensional cusps. Let
FMell(S) be the set of isomorphism classes of pairs (S
′, L′), where S′ ∈ FM(S)
and L′ ∈ Pic(S′) is the line bundle associated to a smooth elliptic curve
on S′. In the same manner as in the case of 0-dimensional standard cusps,
we relate FMell(S) to the set Γ
+
S \Ist2 (N˜S(S)) of those 1-dimensional cusps of
Γ+S \Ω+gNS(S) whose closure contains a 0-dimensional standard cusp. The map
µ1 from FMell(S) to the set of such 1-dimensional cusps is surjective but not
injective in general. For example, for generic K3 surface S with NS(S) = U(r)
(r > 2), we will calculate µ1 explicitly to conclude that µ1 is far from being injec-
tive (Example 4.13). On the other hand, if detNS(S) is square-free, then µ1 is
bijective (Corollary 4.11). It turns out that FMell(S) carries informations about
the compactifications of 1-dimensional cusps which belong to Γ+S \Ist2 (N˜S(S)).
We shall observe that if two elliptic K3 surfaces (S,L) and (S′, L′) give the
same 1-dimensional cusp, there exists a coherent sheaf on S × S′ via which L
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gives rise to L′. (For precise statement see Proposition 4.12 and the remark
after it.)
According to Bridgeland’s results ([2], [3]), Γ+S \Ω+gNS(S) is biholomorphic to
a natural quotient of the space of certain stability conditions on Db(S), after
removing some divisors on Ω+
gNS(S)
. That is, we have a canonical isomorphism
(Proposition 5.1)
Aut†(Db(S))\Stab†(S)/G˜L+2 (R) ≃ Γ+S \
(
Ω+
gNS(S)
−
⋃
δ∈∆(S)
δ⊥
)
.
Hence Theorem 1.1 asserts that FM(S) is identified with the 0-dimensional stan-
dard cusps of the Baily-Borel compactification of Aut†(Db(S))\Stab†(S)/G˜L+2 (R).
However, the lattice theoretic approach employed in this paper does not explain
any intrinsic reason for the correspondence between (twisted) FM-partners and
0-dimensional cusps. It may be interesting to understand the correspondence
in more derived-categorical way.
This paper is organized as follows. In Sect.2.1, we recall some facts about
even lattices and their discriminant forms, following Nikulin ([11]). Sect.2.2 is
devoted to the study of isotropic elements of an even lattice. In Sect.2.3, we
recall the Baily-Borel compactification of an arithmetic quotient of a type IV
symmetric domain, following [1], [13], [15]. In Sect.3.1, we prove Theorem 1.1.
In Sect.3.2, we prove Theorem 1.2. In Sect.4.1, we define FMell(S) and relate
it to primitive embeddings of U ⊕ Zl into N˜S(S). In Sect.4.2, we study the
relation between FMell(S) and certain 1-dimensional cusps of Γ
+
S \Ω+gNS(S). In
Sect.5, we observe the action of Γ+S on Ω
+
gNS(S)
, and we also describe Γ+S \Ω+gNS(S)
in terms of the space of stability conditions.
Notation 1.3. By an even lattice, we mean a free Z-module L of finite rank
equipped with a non-degenerate symmetric bilinear form (, ) : L × L → Z
satisfying (l, l) ∈ 2Z for all l ∈ L. Denote by rk(L) and sign(L) the rank and
the signature of L, respectively. For a lattice L and a field K, LK denotes the
K-vector space L ⊗ K. For two lattices L and M , L ⊕M is the lattice defined
as the orthogonal direct sum of L and M , while L+M denotes the direct sum
of the Z-modules underlying L and M . The projection from L ⊕M to L is
denoted by prL : L⊕M → L. The group of isometries of L is denoted by O(L).
For an element l ∈ L, we define the positive integer div(l) to be the generator
of the ideal (x, L) ⊆ Z. A sublattice M ⊂ L is called primitive if L/M is
a free Z-module. For (possibly degenerate) lattices L and M , we denote by
Emb(L,M) the set of primitive embeddings of L into M . A sublattice M ⊆ L
is called isotropic if (x, y) = 0 for all x, y ∈ M . We denote by Ir(L) the set
of primitive isotropic sublattices of L of rk = r. A non-zero element l ∈ L is
called isotropic (resp. primitive) if Zl is isotropic (resp. primitive). We denote
Id(L) := {l ∈ L| l is primitive , (l, l) = 0, div(l) = d }.
By a K3 surface, we mean a projective K3 surface over C. For a K3 surface
S, we denote by NS(S) (resp. T (S)) the Neron-Severi (resp. transcendental)
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lattice of S. Set N˜S(S) := H0(S,Z)+NS(S)+H4(S,Z), ΛK3 := U
3⊕E28 , and
Λ˜K3 := U
4 ⊕ E28 .
2 Preliminaries from lattice theory
2.1 Even lattice and its discriminant form
For an even lattice L, we can associate a finite Abelian group AL := L
∨/L
equipped with a quadratic form qL : AL → Q/2Z, qL(x+L) = (x, x)+ 2Z. The
corresponding bilinear form on AL is bL : AL ×AL → Q/Z, bL(x+ L, y + L) =
(x, y) + Z. We call (AL, qL) or (AL, bL) the discriminant form of L. There is
a natural homomorphism rL : O(L) → O(AL, qL), whose kernel is denoted by
O(L)0 ⊂ O(L). We often write just AL or (AL, q) instead of (AL, qL), and write
r instead of rL. The following well-known facts due to Nikulin will be used
frequently in this paper :
Proposition 2.1 ([11]). Let M be a primitive sublattice of an even unimodular
lattice L with the orthogonal complement M⊥. Then
(1) There is an isometry λL : (AM , qM )
≃→ (AM⊥ ,−qM⊥).
(2) For isometries γM ∈ O(M) and γM⊥ ∈ O(M⊥), there is an isometry
γL ∈ O(L) such that γL|M⊕M⊥ = γM ⊕ γM⊥ if and only if γM and γM⊥ are
compatible on the discriminant group, i.e, λL ◦ rM (γM ) = rM⊥(γM⊥) ◦ λL.
Two even lattices L and M are said to be isogenus if L⊗ Zp ≃M ⊗ Zp for
every prime number p and sign(L) = sign(M) . By [11], this is equivalent to
the condition that (AL, qL) ≃ (AM , qM ) and sign(L) = sign(M) . The set of
isometry classes of lattices isogenus to L is denoted by G(L).
Proposition 2.2 ([11]). Let l(AL) be the minimal number of the generators
of the Abelian group AL. If L is indefinite and rk(L) ≥ l(AL) + 2, then
G(L) = {L} and the homomorphism rL is surjective.
By Proposition 2.2, L andM are isogenus if and only if L⊕U ≃M⊕U , where
U is the even indefinite unimodular lattice Ze+Zf, (e, f) = 1, (e, e) = (f, f) = 0.
Note that if an even unimodular lattice L is embedded in another even lattice
M , L must be an orthogonal summand of M .
Lemma 2.3. Let L and M be even lattices. If there is an isometry ϕ : L⊕U ≃
M ⊕ U with ϕ(f) = f , then the composition prM ◦ (ϕ|L) : L →֒ ϕ(f)⊥ =
M ⊕ Zf ։M is an isometry.
Proof. Since L ⊕ Zf = f⊥ ≃ ϕ(f)⊥ = M ⊕ Zf , we can write ϕ(l) = m + αf
for each l ∈ L, where m ∈ M and α ∈ Z. Then (l, l) = (ϕ(l), ϕ(l)) = (m,m).
Thus the correspondence ϕ(l) 7→ m gives an embedding of lattice L →֒ M . By
the inclusions L ⊆M ⊆M∨ ⊆ L∨, we have |AM | = |M/M∨| ≤ |L/L∨| = |AL|.
Here the equality holds if and only if L ≃ M by prM ◦ (ϕ|L). Since AL ≃
AL⊕U ≃ AM⊕U ≃ AM , we get |AM | = |AL|, so that L ≃M .
4
2.2 Primitive isotropic vectors
Let L be an even lattice possessing a primitive isotropic vector l. We shall study
some properties of L related to l.
Proposition 2.4. Let l ∈ I1(L) be an arbitrary element. Then there is a
canonical bijection
O(L)\I1(L) ≃ G(l⊥/Zl).
Proof. For l ∈ I1(L), there exists m′ ∈ L with (l,m′) = 1. Setting m :=
m′ − (m′,m′)2 l, we have (l, l) = (m,m) = 0 and (l,m) = 1. Hence there is an
embedding ϕ : U →֒ L with ϕ(f) = l. Since the lattice U is unimodular, we
have
L = ϕ(U)⊕ ϕ(U)⊥ ≃ ϕ(U)⊕ (l⊥/Zl)
so that AL ≃ Al⊥/Zl for each l ∈ I1(L). In particular, G(l⊥/Zl) is independent
of the choices of l ∈ I1(L).
We define the map µ : O(L)\I1(L) → G(l⊥/Zl) by µ(l′) := (l′)⊥/Zl′. If
there is an isometry γ : l⊥1 /Zl1 ≃ l⊥2 /Zl2, we can extend γ to the isometry
γ˜ ∈ O(L) with γ˜(l1) = l2. Therefore l1 and l2 are O(L)-equivalent so that µ
is injective. Given a lattice K ∈ G(l⊥/Zl), we have an isometry Ψ : K ⊕ U ≃→
L by Proposition 2.2, which gives Ψ(f) ∈ I1(L). Since µ(Ψ(f)) = K, µ is
surjective.
Proposition 2.5. For a primitive isotropic vector l ∈ Id(L), we have the equal-
ity d2 ·#(Dl⊥/Zl) = #(DL).
Proof. The free Z-module L˜ := 〈L, ld 〉 ⊂ L∨ is an even overlattice of L. Since
l
d ∈ I1(L˜), we have L˜ ≃ U⊕(l⊥/Zl) so that DeL ≃ Dl⊥/Zl. If we set H := L˜/L ⊂
DL, thenH is an isotropic cyclic group of order d satisfyingDeL ≃ H⊥/H . Hence
#(DL) = d
2 ·#(DeL) = d2 ·#(Dl⊥/Zl).
Corollary 2.6. If det(L) is square-free, every primitive isotropic vector l ∈ L
satisfies div(l) = 1.
Let l ∈ I1(L). Choose an element m ∈ L so that (m,m) = 0 and (l,m) = 1.
Then we define L0 := Zl + Zm ≃ U and L1 := L⊥0 ≃ l⊥/Zl. We can describe
the group
O(L)l := {γ ∈ O(L) | γ(l) = l}.
in terms of the free Abelian group L1 and the group O(L1) as follows. For an
element v ∈ L1, define the isometry Tv ∈ O(L)l by
Tv(l) = l,
Tv(m) = m+ v − (v, v)
2
l,
Tv(v
′) = v′ − (v′, v)l, v′ ∈ L1. (1)
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Proposition 2.7. For l ∈ I1(L), we regard L1 ⊂ O(L)l by the correspondence
v 7→ Tv and regard O(L1) ⊂ O(L)l by the correspondence g 7→ idL0 ⊕ g. Then
O(L)l ≃ O(L1)⋉ L1.
Moreover, the subgroup L1 ⊂ O(L)l acts trivially on DL ≃ DL1 .
Proof. Take an isometry γ ∈ O(L)l. Since γ(l⊥) = l⊥ and l⊥ = Zl ⊕ L1, γ
induces the isometry prL1 ◦ (γ|L1) ∈ O(L1). The correspondence γ 7→ prL1 ◦
(γ|L1) induces the homomorphism π : O(L)l → O(L1). Then π is surjective
because π(idL0 ⊕ g) = g for g ∈ O(L1). The correspondence g 7→ idL0 ⊕ g is a
section of π.
We prove that Ker(π) = L1 ⊂ O(L)l. The inclusion Ker(π) ⊃ L1 is ap-
parent. For γ ∈ Ker(π), we can write γ(m) = m + v + αl for some integer
α ∈ Z and some vector v ∈ L1. Since (γ(m), γ(m)) = (m,m) = 0, we can
determine α as α = − (v,v)2 . On the other hand, if we take v′ ∈ L1, we can write
γ(v′) = v′+β(v′)l for some integer β(v′) ∈ Z. Since (γ(v′), γ(m)) = (v′,m) = 0,
we have β(v′) = −(v, v′). Hence we have γ = Tv. The claim that rL(L1) = {id}
is obvious.
2.3 The Baily-Borel compactification
In this subsection, we recall the Baily-Borel compactification of an arithmetic
quotient of a type IV symmetric domain ([1], [13]), following [15]. Although
the Baily-Borel compactifications are defined for general arithmetic groups, we
restrict ourselves to finite-index subgroups of O(L)+ containing {±id}.
Let L be an even lattice of sign(L) = (2, b−). Set
ΩL := {Cω ∈ P(LC) | (ω, ω) = 0, (ω, ω¯) > 0},
which has two connected components Ω+L and Ω
−
L exchanged by the complex
conjugation on ΩL. Denote by O(L)
+ ⊂ O(L) the subgroup of index at most
2 which consists of isometries preserving Ω+L . By associating the oriented two-
plane RReω ⊕ RImω to Cω ∈ ΩL, we have the isomorphism
ΩL ≃
{
(E, τ)
∣∣∣ E ⊂ LR is a positive-definite two-plane,
τ is an orientation of E
}
. (2)
The right hand side of (2) is an open subset of the oriented Grassmannian.
Choosing a connected component of ΩL, we can attach the orientation to every
positive-definite two-plane in LR. A choice of a component of ΩL is sometimes
called an orientation of L.
Regarding Ω+L as an open subset of Q := {Cω ∈ P(LC) | (ω, ω) = 0}, we can
decompose its boundary in Q as follows:
∂Ω+L =
⊔
I
BI ,
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where I is an isotropic subspace of LR and BI is the interior of P(IC) ∩ Ω+L .
Each BI is biholomorphic to the upper half-plane H or a point. The set BI is
called a rational boundary component if I = ER for some isotropic sublattice E
of L. Thus there is a canonical identification
Ii+1(L) =
{
i-dimensional rational boundary components of Ω+L
}
for i = 0, 1, and Ω+L has no higher dimensional rational boundary components.
Now assume that we are given a finite-index subgroup Γ ⊂ O(L)+ with
{±id} ⊂ Γ. The Baily-Borel compactification of Γ\Ω+L is set-theoretically the
set
Γ\Ω+L = Γ\
(
Ω+L ⊔
⋃
I1(L)
BZl ⊔
⋃
I2(L)
BE
)
=
(
Γ\Ω+L
)
⊔
⋃
Γ\I1(L)
[Cl] ⊔
⋃
Γ\I2(L)
ΓE\BE ,
where ΓE = {γ ∈ Γ | γ(E) = E} for E ∈ I2(L). It turns out that Γ\Ω+L is a
normal projective variety. The boundary components of Γ\Ω+L are often called
cusps . We have the canonical identification
Γ\Ii+1(L) =
{
i-dimensional cusps of Γ\Ω+L
}
.
Definition 2.8. A 0-dimensional cusp corresponding to [Zl] with div(l) = 1 is
called a standard cusp.
By our assumption that Γ ⊂ O(L)+, the notion of standardness is well-
defined. Since {±id} ⊂ Γ, the set of 0-dimensional standard cusps of Γ\Ω+L is
identified with Γ\I1(L).
For a rank 2 primitive isotropic sublattice E ∈ I2(L), the compact curve(
ΓE\BE
)
⊔
(
Γ\
⋃
γ∈Γ
⋃
Zl∈γ(E)
[Cl]
)
(3)
is obtained from the curve(
ΓE\BE
)
⊔
(
ΓE\
⋃
Zl∈E
[Cl]
)
(4)
by identifying Γ-equivalent points in
⋃
Zl∈E [Cl]. The curve (4) is the canonical
compactification of ΓE\BE ≃ ΓE\H itself.
When there exists an embedding ϕ : U →֒ L, we can write L = ϕ(U) ⊕ Lϕ
for the lattice Lϕ := ϕ(U)
⊥ ∩ L of sign(Lϕ) = (1, b− − 1). Assume that we
have chosen an orientation, say Ω+L , of L. Then we can choose the connected
component L+ϕ of the open set {v ∈ (Lϕ)R, (v, v) > 0} so that for each vector
v ∈ L+ϕ the oriented two-plane Rϕ(e+f)⊕Rv belongs to Ω+L . If there is another
embedding ϕ′ : U →֒ L with ϕ(f) = ϕ′(f), the projection γϕ,ϕ′ := (prLϕ′ )|Lϕ :
Lϕ → Lϕ′ is an isometry (Lemma 2.3). Then it can be immediately checked
that γϕ,ϕ′ maps the cone L
+
ϕ to the cone L
+
ϕ′ .
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3 FM(S), FMd(S) and the 0-dimensional cusps of
Γ+S \Ω+N˜S(S)
3.1 0-dimensional standard cusps and FM-partners
Let S be a K3 surface. We denote by Db(S) the bounded derived category of
S. A K3 surface S′ is called a Fourier-Mukai (FM) partner of S if Db(S) ≃
Db(S′) as triangulated categories. Let FM(S) be the set of isomorphism classes
of FM-partners of S. By the results of Mukai and Orlov ([9], [10], [12]), FM(S)
can be studied via the period of S. We denote by H˜(S,Z) the total cohomology
group H∗(S,Z) equipped with the Mukai pairing(
(r1, l1, s1), (r2, l2, s2)
)
:= (l1, l2)− (r1, s2)− (s1, r2)
where ri ∈ H0(S,Z), li ∈ H2(S,Z), si ∈ H4(S,Z). Since H2(S,Z) ≃ ΛK3 as
a lattice, H˜(S,Z) ≃ H2(S,Z) ⊕ U ≃ Λ˜K3 as a lattice. We fix an isometry
H0(S,Z) +H4(S,Z) ≃ U by identifying (1, 0, 0) with e, and (0, 0,−1) with f .
The lattice H˜(S,Z) inherits the weight-two Hodge structure from H2(S,Z). If
we denote by ωS ∈ H2(S,C) the period of S, then
ω⊥S ∩ H˜(S,Z) = N˜S(S) ≃ NS(S)⊕ U.
It is obvious that T (S) = N˜S(S)⊥∩H˜(S,Z). Let NS(S)+ be the positive cone,
i.e., the component of {v ∈ NS(S)R, (v, v) > 0} containing ample classes. We
choose an orientation, say Ω+
gNS(S)
, of N˜S(S) so that for a vector v ∈ NS(S)+ the
oriented positive-definite two-plane R(1, 0,−1)⊕ R(0, v, 0) belongs to Ω+
gNS(S)
.
Theorem 3.1 ([10], [12]). Let S and S′ be K3 surfaces. Then Db(S) ≃ Db(S′)
if and only if there exists a Hodge isometry H˜(S,Z) ≃ H˜(S′,Z).
Thanks to this theorem, we are able to obtain every member of FM(S) by
an embedding of U into N˜S(S).
Lemma 3.2. For an embedding ϕ ∈ Emb(U, N˜S(S)), there exists a unique
(up to isomorphism) K3 surface Sϕ ∈ FM(S) such that H2(Sϕ,Z) is Hodge
isometric to Λϕ := ϕ(U)
⊥ ∩ H˜(S,Z). The correspondence ϕ 7→ Sϕ gives a
surjection
Emb(U, N˜S(S))։ FM(S).
Proof. The lattice Λϕ is an even unimodular lattice of signature (3, 19), hence
is isometric to the K3 lattice ΛK3. Since T (S) ⊂ Λϕ, Λϕ inherits the period
from that of T (S). By the surjectivity of period map ([16], [17]), there is a
K3 surface Sϕ such that H
2(Sϕ,Z) is Hodge isometric to Λϕ. By the Torelli
theorem ([14], [17]), Sϕ is unique up to isomorphism. Since
H˜(Sϕ,Z) ≃ U ⊕ Λϕ ≃ ϕ(U)⊕ Λϕ = H˜(S,Z)
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is an isometry of lattices preserving the periods, Sϕ ∈ FM(S) by Theorem 3.1.
Conversely, if S′ ∈ FM(S), there is a Hodge isometry Φ˜ : H˜(S′,Z) ≃→
H˜(S,Z) which induces a Hodge isometry
H2(S′,Z) ≃ Φ˜((H0(S′,Z) +H4(S′,Z))⊥ ∩ H˜(S,Z).
It follows that S′ ≃ SΦ˜((H0(S′,Z)+H4(S′,Z)) by the Torelli theorem.
By the construction of Sϕ, we can identify T (Sϕ) = T (S), and NS(Sϕ) =
ϕ(U)⊥∩ N˜S(S). We shall introduce an equivalence relation on Emb(U, N˜S(S))
to make the above correspondence bijective.
Definition 3.3. Set
ΓS := r
−1
gNS(S)
(λ ◦ rT (S)(OHodge(T (S)))),
whereOHodge(T (S)) is the group of Hodge isometries of T (S), rgNS(S) : O(N˜S(S))→
O(AgNS(S)) and rT (S) : O(T (S))→ O(AT (S)) are the natural homomorphisms,
and the isomorphism λ : O(AT (S)) ≃ O(AgNS(S)) is induced from the isometry
(AT (S),−q) ≃ (AgNS(S), q) (cf. Proposition 2.1).
By the identifications N˜S(S) = N˜S(Sϕ) and T (S) = T (Sϕ), We have ΓS =
ΓSϕ . If we denote by OHodge(H˜(S,Z)) the group of Hodge isometries of H˜(S,Z),
then ΓS is the image of the natural homomorphism
OHodge(H˜(S,Z))→ O(N˜S(S))
by Proposition 2.1.
In generic case, the period ωS is not contained in any eigenspace of any
ϕ ∈ O(T (S))− {±id} so that OHodge(T (S)) = {±id}. By the inclusions
O(N˜S(S))0 × {±id} ⊆ ΓS ⊆ O(N˜S(S)),
ΓS is a finite-index subgroup of O(N˜S(S)). Then ΓS acts on Emb(U, N˜S(S))
from left as γ(ϕ) := γ ◦ ϕ for γ ∈ ΓS and ϕ ∈ Emb(U, N˜S(S)).
Proposition 3.4. The correspondence ϕ 7→ Sϕ of Lemma 3.2 induces the bi-
jection
ΓS\Emb(U, N˜S(S)) ≃ FM(S).
Proof. It suffices to show that Sϕ1 ≃ Sϕ2 if and only if there exists an isometry
γ ∈ ΓS such that ϕ1 = γ ◦ ϕ2. By the Torelli theorem, the former condition is
equivalent to the existence of a Hodge isometry Φ : H2(Sϕ2 ,Z)
≃→ H2(Sϕ1 ,Z).
Given such Φ, we get a Hodge isometry Φ˜ : H˜(Sϕ2 ,Z)
≃→ H˜(Sϕ1 ,Z) by
adding ϕ1 ◦ ϕ−12 |ϕ2(U) : ϕ2(U) ≃→ ϕ1(U). Then, by Proposition 2.1 (2), the
Hodge isometry Φ˜|T (S) : T (S) ≃→ T (S) and the isometry Φ˜|gNS(S) : NS(Sϕ2) ⊕
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ϕ2(U)
≃→ NS(Sϕ1)⊕ϕ1(U) are compatible on the discriminant form. It follows
that Φ˜|gNS(S) ∈ ΓS . By the construction ϕ1 = (Φ˜|gNS(S)) ◦ ϕ2.
Conversely, if there exists γ ∈ ΓS such that ϕ1 = γ ◦ϕ2, we can find a Hodge
isometry g : T (S)
≃→ T (S) which is compatible with γ on the discriminant group.
Then, again by Proposition 2.1 (2), γ ⊕ g extends to Φ˜ ∈ OHodge(H˜(S,Z)),
which gives a Hodge isometry between H2(Sϕ2 ,Z) = ϕ2(U)
⊥ ∩ H˜(S,Z) and
H2(Sϕ1 ,Z) = ϕ1(U)
⊥ ∩ H˜(S,Z).
Now we turn to the 0-dimensional standard cusps. Let Ω+
gNS(S)
be the
bounded symmetric domain associated with the lattice N˜S(S) (cf. Section
2.3). Denote by Γ+S the arithmetic group ΓS ∩O(N˜S(S))+. Since the isometry
idNS(S) ⊕ −idU ∈ O(N˜S(S))0 exchanges Ω+gNS(S) and Ω
−
gNS(S)
, we know that
Γ+S is of index 2 in ΓS . Recall from Section 2.3 the canonical identification
Γ+S \I1(N˜S(S)) =
{
0-dimensional standard cusps of Γ+S \Ω+gNS(S)
}
.
Lemma 3.5. The natural surjection
Γ+S \I1(N˜S(S)) −→ ΓS\I1(N˜S(S))
is bijective.
Proof. For l ∈ I1(N˜S(S)), there exist an embedding ϕ ∈ Emb(U, N˜S(S)) such
that l ∈ ϕ(U). Then the isometry idϕ(U)⊥ ⊕ −idϕ(U) ∈ O(N˜S(S))0 preserves
Zl and interchanges Ω+
gNS(S)
with Ω−
gNS(S)
. Therefore Γ+S · l = ΓS · l.
Theorem 3.6. Let {e, f} be the canonical basis of the lattice U . The map
µ0 : FM(S) ∋ [Sϕ] −→ [ϕ(f)] ∈ ΓS\I1(N˜S(S)) .
is bijective.
Proof. The map µ0 is well-defined by Proposition 3.4. Since l ∈ I1(N˜S(S))
induces an embedding ϕ ∈ Emb(U, N˜S(S)) with ϕ(f) = l, µ0 is surjective.
If [ϕ1(f)] = [ϕ2(f)], then by identifying ϕi(Zf) = H
4(Sϕi ,Z), the isome-
try id eH(S,Z) induces the Hodge isometry Φ˜ : H˜(Sϕ1 ,Z) ≃ H˜(Sϕ2 ,Z) with
Φ˜(H4(Sϕ1 ,Z)) = H
4(Sϕ2 ,Z). Now Lemma 2.3 implies that prH2(Sϕ2 ,Z)◦(Φ˜|H2(Sϕ1 ,Z))
gives a Hodge isometry between H2(Sϕ1 ,Z) and H
2(Sϕ2 ,Z), since prH2(Sϕ2 ,Z)
is identity on T (Sϕ2) = Φ˜(T (Sϕ1)).
In this way, we have
#FM(S) = #{ 0-dimensional standard cusps of Γ+S \Ω+gNS(S)}.
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3.2 General 0-dimensional cusps and twisted FM-partners
In this subsection, using Huybrechts-Stellari’s solution of Ca˘lda˘raru conjecture
([8]), we study the relation between general 0-dimensional cusps of Γ+S \Ω+gNS(S)
and twisted Fourier-Mukai partners of S. For twisted K3 surfaces, see [7].
Let (S′, α′) be a twisted K3 surface. By the natural isomorphism
Br(S′) ≃ Hom(T (S′),Q/Z),
we identify the twisting α′ ∈ Br(S′) with a surjective homomorphism α′ :
T (S′) → Z/dZ where d = ord(α′). Then Ker(α′) is denoted by T (S′, α′).
A twisted K3 surface (S′, α′) is called a twisted Fourier-Mukai partner of S if
there is an equivalence Db(S′, α′) ≃ Db(S). By the result of Canonaco-Stellari
([4]), the equivalence is of Fourier-Mukai type. We define
FMd(S) :=
{
(S′, α′) : twistedK3surface, Db(S′, α′) ≃ Db(S), ord(α′) = d
}
/ ≃ .
It is obvious that FM1(S) = FM(S).
Proposition 3.7. There exists a map
ν0 : Γ
+
S \Id(N˜S(S)) −→ FMd(S).
If d = 1, we have ν0 = µ
−1
0 on Γ
+
S \I1(N˜S(S)).
Proof. For l ∈ Id(N˜S(S)), we define
M˜l :=
〈 l
d
, N˜S(S)
〉
⊂ N˜S(S)∨,
which is an even overlattice of N˜S(S). Via the isometry
λ := λ eH(S,Z) : (AgNS(S), q) ≃ (AT (S),−q),
we have an isotropic element λ( ld ) ∈ AT (S) of order = d. Set
Tl :=
〈
λ(
l
d
), T (S)
〉
⊂ T (S)∨.
We have a surjective homomorphism
αl : Tl → Z/dZ with Ker(αl) = T (S), αl(λ( l
d
)) = 1¯.
Since the isometry λ induces the isometry λ¯ : (AfMl , q) ≃ (ATl ,−q), we have
an embedding M˜l ⊕ Tl →֒ Λ˜K3 with both M˜l and Tl embedded primitively.
Since ld ∈ I1(M˜l), there exists an embedding ϕ : U →֒ M˜l with ϕ(f) = ld .
The orthogonal complement Λϕ := ϕ(U)
⊥ ∩ Λ˜K3 is isometric to the K3 lattice
ΛK3 and has the period induced from Tl. Moreover, via the orientation of M˜l
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(induced from N˜S(S) ), we can choose the positive cone M+ϕ of the lattice
Mϕ := ϕ(U)
⊥ ∩ M˜l (see Section 2.3). By the surjectivity of the period map,
there exist a K3 surface Sϕ and a Hodge isometry Φ : H
2(Sϕ,Z)
≃→ Λϕ such
that Φ(NS(Sϕ)
+) = M+ϕ . Pulling back the homomorphism αl : Tl → Z/dZ by
Φ|T (Sϕ), we obtain a surjective homomorphism αΦ : T (Sϕ) → Z/dZ. Thus we
constructed a twisted K3 surface (Sϕ, αΦ).
If there are another K3 surface S′ϕ and a Hodge isometry Φ
′ : H2(S′ϕ,Z)
≃→
Λϕ such that Φ
′(NS(S′ϕ)
+) =M+ϕ , we have a Hodge isometry Φ
′′ := (Φ′)−1◦Φ :
H2(Sϕ,Z)
≃→ H2(S′ϕ,Z) with Φ′′(NS(Sϕ)+) = NS(S′ϕ)+ and (Φ′′|T (Sϕ))∗αΦ′ =
αΦ. Composing Φ
′′ with an element of the Weyl group W (S′ϕ), we may assume
that Φ′′ is effective so that we have (Sϕ, αΦ) ≃ (S′ϕ, αΦ′) by the Torelli theorem.
Thus we constructed a twisted K3 surface (Sϕ, αϕ) from an embedding ϕ.
If we take another embedding ϕ′ : U →֒ M˜l with ϕ′(f) = ld , it follows from
Lemma 2.3 and Section 2.3 that the projection defines an isometry Λϕ
≃→ Λϕ′
which is identity on Tl and maps the cone M
+
ϕ to the cone M
+
ϕ′ . So we have
a Hodge isometry Φ : H2(Sϕ,Z)
≃→ H2(Sϕ′ ,Z) such that Φ(NS(Sϕ)+) =
NS(Sϕ′)
+ and (Φ|T (Sϕ))∗αϕ′ = αϕ. As above, we obtain an isomorphism
(Sϕ, αϕ) ≃ (Sϕ′ , αϕ′). Hence we constructed a twisted K3 surface (Sl, αl) from
l ∈ Id(N˜S(S)).
Next we consider the action of the group Γ+S . For an isometry γ ∈ Γ+S ,
set l′ := γ(l). The isometry γ extends to the isometry γ˜ : M˜l
≃→ M˜l′ . Take
an embedding ϕ : U →֒ M˜l with ϕ(f) = ld and set ϕ′ := γ˜ ◦ ϕ : U →֒ M˜l′ ,
which satisfies ϕ′(f) = l
′
d . On the other hand, there exists a Hodge isometry
g ∈ OHodge(T (S)) such that λ ◦ r(γ) = r(g) ◦ λ. Since r(g)(λ( ld)) = λ( l
′
d ), g
extends to the Hodge isometry g˜ : Tl
≃→ Tl′ with g˜∗αl′ = αl. Because we have
λ¯ ◦ r(γ˜) = r(g˜) ◦ λ¯, the isometry γ˜ ⊕ g˜ extends to the Hodge isometry
(ϕ′ ◦ ϕ−1)⊕ Φ : ϕ(U)⊕ Λϕ ≃→ ϕ′(U)⊕ Λϕ′ with (Φ|Tl)∗αl′ = αl.
Since γ preserves the orientation, we have Φ(M+ϕ ) =M
+
ϕ′ . In this way we obtain
a Hodge isometry Φ : H2(Sl,Z)
≃→ H2(Sl′ ,Z) with Φ(NS(Sl)+) = NS(Sl′)+
and (Φ|T (Sl))∗αl′ = αl. As above we have (Sl, αl) ≃ (Sl′ , αl′).
Finally, we see that Db(Sl, αl) ≃ Db(S). Let Bl ∈ H2(Sl,Q) be a B-field
lift of αl ∈ Br(Sl). Since we have a Hodge isometry T (S) ≃ T (Sl, Bl) ⊂
H˜(Sl, Bl,Z), the lattice N˜S(Sl, Bl) := T (Sl, Bl)
⊥ ∩ H˜(Sl, Bl,Z) is isogenus to
N˜S(S), so we have an isometry N˜S(S) ≃ N˜S(Sl, Bl) by Proposition 2.2. Hence
there is a Hodge embedding
γ ⊕ g : N˜S(S)⊕ T (S) →֒ H˜(Sl, Bl,Z).
Since the natural homomorphism r : O(N˜S(S)) → O(AgNS(S)) is surjective by
Proposition 2.2, after composing γ with an element of O(N˜S(S)) (and with
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idNS(S) ⊕ −idU ∈ O(N˜S(S))0 if necessary), γ ⊕ g extends to an orientation-
preserving Hodge isometry H˜(S,Z) ≃ H˜(Sl, Bl,Z). Then our claim follows
from Huybrechts-Stellari’s theorem ([8]).
The proof of the assertion that ν0 = µ
−1
0 for d = 1 can be left to the
reader.
Definition 3.8. Set
FMd(S) := FMd(S)/ ∼,
where (S1, α1) ∼ (S2, α2) if there exists a Hodge isometry g : T (S1) ≃→ T (S2)
with g∗α2 = α1. Since (S1, α1) ≃ (S2, α2) implies (S1, α1) ∼ (S2, α2), the set
FMd(S) is well-defined. Denote by π : FMd(S)→ FMd(S) the quotient map.
Definition 3.9. Set
Id(AgNS(S)) :=
{
x ∈ AgNS(S)
∣∣∣ qgNS(S)(x) = 0 ∈ Q/2Z, ord(x) = d
}
.
Since N˜S(S) = NS(S)⊕ U , the map
p : Id(N˜S(S)) −→ Id(AgNS(S)), l 7→
l
d
is surjective by Proposition 4.1.1 of [15].
Theorem 3.10. There exists a bijective map ξ0 : r(Γ
+
S )\Id(AgNS(S))→ FMd(S)
which fits in the following commutative diagram.
Γ+S \Id(N˜S(S))
ν0−−−−→ FMd(S)
p
y ypi
r(Γ+S )\Id(AgNS(S)) −−−−→ξ0 FM
d(S).
Proof. We define ξ0 by π◦ν0◦p−1. For x = ld ∈ Id(AgNS(S)) we have an isotropic
cyclic subgroup λ(〈x〉) ⊂ AT (S) of order d and its generator λ(x) ∈ AT (S), which
define an overlattice Tx ⊃ T (S) and a surjective homomorphism αx : Tx → Z/dZ
with Ker(αx) = T (S), αx(λ(x)) = 1¯ ∈ Z/dZ. Here we write λ for λ eH(S,Z) :
(AgNS(S), q)
≃→ (AT (S),−q). The isotropic subgroup 〈x〉 ⊂ AgNS(S) defines an
overlattice M˜x =
〈
l
d , N˜S(S)
〉
⊃ N˜S(S). Similarly as the construction of ν0 in
Proposition 3.7, λ induces an isometry λ¯ : (AfMx , q) ≃ (ATx ,−q), which gives an
embedding M˜x ⊕ Tx →֒ Λ˜K3. Then the isotropic vector ld ∈ I1(M˜x) defines the
twisted K3 surface (Sl, αx) ∈ FMd(S).
Since the definitions of Tx and αx depend only on x ∈ Id(AgNS(S)), the
equivalence class [(Sl, αx)] ∈ FMd(S) is independent of the choices of l ∈
Id(N˜S(S)) with x = ld .
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Take an isometry γ ∈ Γ+S and set x′ := r(γ)(x). If we choose an isotropic
vector l ∈ Id(N˜S(S)) with ld = x, then γ( ld ) = x′ ∈ AgNS(S). Now we have
(Sl, αl) ≃ (Sγ(l), αγ(l)) so that [(Sl, αl)] = [(Sγ(l), αγ(l))]. Hence the map ξ0 is
well-defined.
We prove the surjectivity of ξ0. For a twisted FM partner (S
′, α′) ∈ FMd(S),
we have a Hodge isometry T (S) ≃ T (S′, α′) and an inclusion T (S′, α′) ⊂ T (S′)
with Ker(α′) = T (S′, α′). Set y := (α′)−1(1¯) ∈ AT (S) ≃ AT (S′,α′), where
1¯ ∈ Z/dZ is the generator. Then we have an isotropic element x := λ−1(y) ∈
Id(AgNS(S)). By the construction of Tx and αx, we have a Hodge isometry
(Tx, αx) ≃ (T (S′), α′) so that [(Sl, αx)] = [(S′, α′)] ∈ FMd(S), where l ∈
Id(N˜S(S)) is such that ld = x.
Finally, we prove the injectivity of ξ0. Suppose we have [(Sl, αl)] = [(Sl′ , αl′)] ∈
FMd(S). Since there exists a Hodge isometry g˜ : T (Sl) ≃→ T (Sl′) with g˜∗αl′ =
αl, g˜ maps T (S) = Ker(αl) ⊂ T (Sl) to T (S) = Ker(αl′) ⊂ T (Sl′) isometri-
cally. Setting g := g˜|T (S) ∈ OHodge(T (S)), we have r(g)
(
λ( ld)
)
= λ
(
l′
d
)
. Hence
λ−1 ◦ r(g) ◦ λ ∈ r(ΓS) = r(Γ+S ) maps ld to l
′
d .
The set r(Γ+S )\Id(AgNS(S)) is relatively easy to calculate.
Corollary 3.11. If there is an embedding U →֒ NS(S), then ν0 : Γ+S \Id(N˜S(S))→
FMd(S) is bijective. In particular, we have the formula
#FMd(S) = #{ 0-dimensional cusp [l] of Γ+S \Ω+gNS(S) with div(l) = d}.
Proof. Since there is an embedding U ⊕U →֒ N˜S(S), p is bijective by Proposi-
tion 4.1.3 of [15]. On the other hand, we have an embedding U⊕U →֒ N˜S(S) ⊂
M˜x so that Proposition 2.2 implies that π is bijective.
In this way, we can obtain informations about FMd(S) by studying 0-
dimensional cusps of Γ+S \Ω+gNS(S) and vice versa.
4 FMell(S) and certain 1-dimensional cusps of Γ
+
S \Ω+N˜S(S)
Now we study the relation between FM-partners with elliptic fibrations and
1-dimensional cusps containing 0-dimensional standard cusps in their closures.
4.1 FM-partners with elliptic fibrations
Definition 4.1. Define
FMell(S) :=
{
(S′,OS′(C′))
∣∣∣S′ ∈ FM(S), C′ is a smooth elliptic curve on S′}/ ≃
where (S1,OS1(C1)) ≃ (S2,OS2(C2)) if there exists an isomorphism ϕ : S1 ≃ S2
such that ϕ∗OS2(C2) ≃ OS1(C1). In other words, (S1,OS1(C1)) ≃ (S2,OS2(C2))
if they are isomorphic as elliptic K3 surfaces.
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For an even lattice L, let I(L) = ∪dId(L) be the set of primitive isotropic
vectors in L.
Lemma 4.2. By associating to OS′(C′) its class in NS(S′), there exists a
one-to-one correspondence between FMell(S) and the set{
(S′, l′)
∣∣∣S′ ∈ FM(S), l′ ∈ I(NS(S′) )}/ ≃ . (5)
In (5), (S1, l1) ≃ (S2, l2) if there exists a Hodge isometry Φ : H2(S1,Z) ≃
H2(S2,Z) with Φ(l1) = l2.
Proof. It is known ( Corollary 6.1 of [14] ) that every primitive isotropic element
of NS(S) can be transformed by the action of {±id} ×W (S) to the class of
a smooth elliptic curve. Thus, each element of the set (5) is represented by
the divisor class of a smooth elliptic curve. Let l1 ∈ NS(S1), l2 ∈ NS(S2)
be the classes of smooth elliptic curves. By the Torelli theorem, it suffices
to show that, if there is a Hodge isometry Φ : H2(S1,Z)
≃→ H2(S2,Z) with
Φ(l1) = l2, then there is an effective Hodge isometry Φ
′ : H2(S1,Z)
≃→ H2(S2,Z)
with Φ′(l1) = l2. Let A(S)R be the cone in NS(S)R generated by the ample
classes of S over R>0. Since li is contained in the boundary of the positive
cone NS(Si)
+, we have Φ(A(S1)R) ⊂ NS(S2)+. Then we have two chambers
Φ(A(S1)R) and A(S2)R in NS(S2)+, and Φ(l1) = l2 is contained in the closures
of both chambers. If we take x1 ∈ Φ(A(S1)R) and x2 ∈ A(S2)R , only finite
number of walls {Wi}N1 intersect with the segment x1x2, and each Wi must
passes through l2. Writing Wi ∩ x1x2 = tix2 + (1 − ti)x1, we may assume
that 0 < t1 < · · · < tN < 1. If we denote by sWi the reflection with respect
to Wi, then sWN ◦ . . . ◦ sW1 maps Φ(A(S1)R) to A(S2)R and fixes l2. Hence
sWN ◦ . . . ◦ sW1 ◦ Φ gives the desired effective Hodge isometry Φ′.
In what follows, we identify the two sets in Lemma 4.2. Let Zl be a degener-
ate lattice of rank 1, and consider the degenerate lattice U ⊕Zl = Ze+Zf +Zl
of rank 3, where (e, f) = 1, (e, l) = (f, l) = (l, l) = (e, e) = (f, f) = 0. The proof
of the following theorem is parallel to that of Lemma 3.2 and Proposition 3.4.
Theorem 4.3. For an embedding ϕ ∈ Emb(U ⊕ Zl, N˜S(S)) we have ϕ(l) ∈
ϕ(U)⊥ ∩ N˜S(S) = NS(Sϕ) so that we get [(Sϕ, ϕ(l))] ∈ FMell(S). Then the
correspondence
ΓS\Emb(U ⊕ Zl, N˜S(S)) ∋ [ϕ] 7→ [(Sϕ, ϕ(l))] ∈ FMell(S)
is a bijection.
Corollary 4.4. The following counting formula for FMell(S) holds:
#(FMell(S)) = #

⊔
[M ]
⊔
[k]
rT (S)(OHodge(T (S)))\O(AM )/rM (O(M)k)


where [M ] runs over G(NS(S)) and [k] runs over O(M)\I(M) = O(M)\I1(M).
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Proof. We have
ΓS\Emb(U ⊕ Zl, N˜S(S))
=
⊔
[M ]
⊔
[k]
ΓS\
{
ϕ ∈ Emb(U ⊕ Zl, N˜S(S))
∣∣∣ϕ(U)⊥ ≃M, [ϕ(l)] = [k]}.
SinceO(M⊕U) acts transitively on each set {ϕ ∈ Emb(U⊕Zl, N˜S(S)) |ϕ(U)⊥ ≃
M, [ϕ(l)] = [k]} with stabilizer O(M)k, the last line can be written as
=
⊔
[M ]
⊔
[k]
ΓS\O(M ⊕ U)/O(M)k
=
⊔
[M ]
⊔
[k]
rT (S)(OHodge(T (S)))\O(AM )/rM (O(M)k),
where we used Proposition 2.2 and the inclusion O(M ⊕ U)0 ⊂ ΓS in the last
equality.
Definition 4.5. Define
FMell,sec(S) :=
{
[(S′,OS′(C′))] ∈ FMell(S)
∣∣∣ [C′] ∈ NS(S′), div([C′]) = 1 }.
Note that div([C′]) = 1 if and only if the elliptic fibration associated to
OS′(C′) has a section. If S is an elliptic K3 surface admitting a section, then
FM(S) = {S} by Corollary 2.7 of [5]. Hence FMell,sec(S) (if not empty) is
exactly the set of isomorphism classes of elliptic fibrations on S admitting a
section.
Corollary 4.6. The following equality holds:
#(FMell,sec(S)) = #

 ⊔
L∈G(l⊥/Zl)
rT (S)(OHodge(T (S)))\O(AL)/rL(O(L))

 ,
where l is an arbitrary standard isotropic vector in NS(S), and ANS(S) is iden-
tified with AL by the isometry NS(S) ≃ U ⊕ L.
Proof. By Proposition 2.4, O(NS(S))\I1(NS(S)) is identified with G(l⊥/Zl).
On the other hand, rNS(S)(O(NS(S))
l) ≃ rL(O(l⊥/Zl)) by Proposition 2.7.
Now the assertion follows from Corollary 4.4.
4.2 FMell(S) and certain 1-dimensional cusps
Definition 4.7. Set
Ist2 (N˜S(S)) :=
{
E ∈ I2(N˜S(S))
∣∣∣ there is e ∈ N˜S(S) with(e, E) = Z }. (6)
If we take f, l ∈ E so that (e, f) = 1 and Ker(e, ·)|E = Zl, then E + Ze =
Zl + Zf + Ze ≃ U ⊕ Zl. We may assume that e in (6) is taken to be isotropic.
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Lemma 4.8. Let E ∈ Ist2 (N˜S(S)).
(1) If f, f ′ ∈ E satisfy the equalities (e, f) = (e, f ′) = 1, then
(SZe+Zf , l) ≃ (SZe+Zf ′ , l).
(2) If e, e′ ∈ N˜S(S) satisfy the relations (e, E) = (e′, E) = Z and Ker(e, ·)|E =
Ker(e′, ·)|E = Zl, then
(SZe+Zf , l) ≃ (SZe′+Zf ′ , l).
Here f ′ ∈ E is an arbitrary element satisfying (e′, f ′) = 1.
(3) If e, e′ ∈ N˜S(S) satisfy (e, f) = (e′, f) = 1 for some f ∈ E, then
(SZe+Zf , l) ≃ (SZe′+Zf , l′).
Here l (resp. l′) is a generator of Ker(e, ·)|E (resp. Ker(e′, ·)|E).
Proof. (1) Since l ∈ (Ze+Zf)⊥∩ (Ze+Zf ′)⊥, Lemma 2.3 tells that the projec-
tion from (Ze+ Zf)⊥ to (Ze+ Zf ′)⊥ gives a Hodge isometry H2(SZe+Zf ,Z) ≃
H2(SZe+Zf ′ ,Z), which is identity on Zl.
(2) Both {l, f} and {l, f ′} are basis of E, so that f ′ = ±f + αl for some
integer α ∈ Z. Hence (e, f) = (e,±f ′) = 1, and (SZe+Zf , l) ≃ (SZe+Z(±f ′), l) ≃
(SZ(±e)+Zf ′ , l) by (1). On the other hand, (SZ(±e)+Zf ′ , l) ≃ (SZe′+Zf ′ , l) by
Lemma 2.3.
(3) As in the proof of (2), l′ = ±l+βf for some integer β ∈ Z. If we project
l′ ∈ (Ze′ + Zf)⊥ to (Ze + Zf)⊥, the image of l′ is given by ±l. Now the claim
follows from Lemma 2.3.
Now we relate FMell(S) to Γ
+
S \Ist2 (N˜S(S)), the set of 1-dimensional cusps of
Γ+S \Ω+gNS(S) whose closures contain 0-dimensional standard cusps, via Theorem
4.3. Similarly as Lemma 3.5, the projection
Γ+S \Ist2 (N˜S(S)) −→ ΓS\Ist2 (N˜S(S))
is bijective.
Definition 4.9. Define the map µ1 : FMell(S) −→ ΓS\Ist2 (N˜S(S)) by
µ1((Sϕ, ϕ(l))) := [Zϕ(f)⊕ Zϕ(l)].
By the definition of Ist2 (N˜S(S)), µ1 is surjective. It follows that
#
(
FMell(S)
)
≥ #
{
1-dimensional cusp of Γ+S \Ω+gNS(S) whose
closure contains a 0-dimensional standard cusp
}
.
Proposition 4.10. The map
µ1 : µ
−1
1
(
µ1(FMell,sec(S))
)
−→ µ1(FMell,sec(S))
is bijective. In particular, we have µ−11
(
µ1(FMell,sec(S))
)
= FMell,sec(S).
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Proof. Take [E] = µ1((SZe+Zf , l)) ∈ µ1(FMell,sec(S)). We can find an element
m ∈ (Ze + Zf)⊥ ∩ N˜S(S) with (m,m) = 0, (l,m) = 1. Write U1 := Ze + Zf
and U2 := Zl+Zm. Let e
′, f ′, l′ ∈ N˜S(S) be such that [E] = µ1((SZe′+Zf ′ , l′)).
We may assume that E = Zf + Zl = Zf ′ + Zl′. Then we can write f ′ =
αf + βl, l′ = γf + δl with αδ − βγ = ±1. Since (±(δe − γm), f ′) = 1 and
(±(δe− γm), l′) = 0, we get (SZ(±δe∓γm)+Zf ′ , l′) ≃ (SZe′+Zf ′ , l′) by Lemma 4.8
(2). If we set e′′ := ±(δe−γm) andm′ := ±(−βe+αm), then the correspondence
e 7→ e′′, f 7→ f ′, l 7→ l′, m 7→ m′ gives an isometry ϕ ∈ O(U1⊕U2). The isometry
ϕ˜ := ϕ ⊕ id(U1⊕U2)⊥ ∈ O(N˜S(S)) is identity on AgNS(S) ≃ A(U1⊕U2)⊥ , so that
ϕ˜ ∈ ΓS . It follows that
(SZe+Zf , l)
eϕ≃ (SZe′′+Zf ′ , l′) ≃ (SZe′+Zf ′ , l′).
Corollary 4.11. If detNS(S) is square-free, then every 0-dimensional cusp of
Γ+S \Ω+gNS(S) is standard. Every elliptic fibration on S
′ ∈ FM(S) (if exists) has
a section. Therefore, µ1 is bijective in this case. If rk(NS(S)) ≥ 3 in addition,
Γ+S \Ω+gNS(S) has exactly one 0-dimensional cusp corresponding to S.
Proof. The assertions except the last one are consequences of Corollary 2.6 and
Proposition 4.10, while the last assertion is Corollary 2.7 of [5].
However, the map µ1 is not injective in general. By Lemma 4.8 (3), it is
easily seen that
µ−11
(
[E]
)
≃ ΓES \
{
f ∈ E
∣∣∣ div(f) = 1 } (7)
for E ∈ Ist2 (N˜S(S)), where ΓES = {γ ∈ ΓS | γ(E) = E}. The right hand side
of (7) is the set of standard cusps appearing in the canonical compactification
of the curve ΓES \BE ≃ ΓES \H (cf. (4)). From the identification (7), we observe
the following two facts. Firstly, for two elliptic K3 surfaces (S1, l1) and (S2, l2)
with S1 6≃ S2, µ1((S1, l1)) = µ1((S2, l2)) if and only if the two distinct standard
cusps µ0(S1) and µ0(S2) are connected by the 1-dimensional cusp µ1((S1, l1)).
Secondly, fixing an elliptic K3 surface (S, l), we have
#
{
[(S, l′)] ∈ FMell(S)
∣∣∣ µ1((S, l′)) = µ1((S, l)) } = multµ0(S)
(
µ1((S, l))
)
, (8)
where µ1((S, l)) is the closure of the 1-dimensional cusp µ1((S, l)) in Γ
+
S \Ω+gNS(S),
and multx(C) is the multiplicity of the curve C at the point x. Hence FMell(S)
carries informations about canonical compactifications of certain 1-dimensional
cusps themselves.
We remark that, by Proposition 3.7 and Theorem 4.3, an elliptic fibration
on an FM-partner S′ ∈ FM(S) gives rise to a twisted FM-partner of S. If
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the elliptic fibration has a section, then S′ ≃ S, and the resulting twisted FM-
partner is also isomorphic to S. In particular, untwisted FM-partner except S
itself can never be obtained in this way.
When two elliptic K3 surfaces are connected by a 1-dimensional cusp, there
certainly exists a geometric (but not so direct) relation between them. Let L ∈
Pic(S) be the line bundle associated to an elliptic fibration, and denote by l ∈
NS(S) the class of L. Define the isotropic lattice E := Zl ⊕H4(S,Z). Assume
we are given a hyperbolic plane Ze′+Zf ′ ⊂ N˜S(S) such that f ′ ∈ E and (S, l) 6≃
(SZe′+Zf ′ , l
′). Here l′ ∈ E is a generator of Ker(·, e′)|E . For brevity, we write
S′ instead of SZe′+Zf ′ . The situation is that, two non-isomorphic elliptic K3
surfaces (S, l) and (S′, l′) are connected by the boundary curve corresponding to
E. Let π1 : S×S′ → S and π2 : S×S′ → S′ be the projections. For a coherent
sheaf E on S×S′, we can associate the Mukai vector vE := ch(E)
√
td(S × S′) ∈
H∗(S×S′,Z). The following proposition gives a way to obtain l ∈ NS(S) from
l′ ∈ NS(S′).
Proposition 4.12. (1) There is a coherent sheaf E on S × S′ such that the
cohomological FM transform
ΦHE : H˜(S
′,Z)→ H˜(S,Z), a 7→ π1∗(vE ∧ π∗2a)
is a Hodge isometry with ΦHE (H
4(S′,Z)) = Ze′, ΦHE (H
0(S′,Z)) = Zf ′. By the
construction of S′, we may assume that ΦHE gives the identification H
2(S′,Z) ≃
(Ze′ + Zf ′)⊥ ∩ H˜(S,Z). (In fact, E induces an equivalence Db(S′) ≃ Db(S). )
(2) Let L′ ∈ Pic(S′) be the line bundle representing l′ ∈ NS(S′). Then the
line bundle
det(Rπ1∗(E ⊗ π∗2L′))⊗ det(Rπ1∗E)−1 ∈ Pic(S)
is a multiple of L.
Proof. (1) Firstly, we claim that the H0(S,Z) component of e′ is not 0. Assume
e′ = (0,m, s). Since f ′ ∈ E = Zl ⊕ H4(S,Z), we can write f ′ degreewise as
f ′ = (0, αl, t) for some integer α. Then we have 1 = (e′, f ′) = α(m, l). It
follows that div(l) = 1, so we have (S, l) ≃ (S′, l′) by Proposition 4.10. This
contradicts the assumption. Since (e′, e′) = 0 and (e′, f ′) = 1, then according
to [10], [12] (or Proposition 10.10 of [6]), there exists a coherent sheaf E ′ on
S × S′ such that the cohomological FM transform ΦHE′ : H˜(S′,Z)→ H˜(S,Z) is
a Hodge isometry with ΦHE′(H
4(S′,Z)) = Ze′. Replacing {e′, f ′} by {−e′,−f ′}
if necessary, we may assume that the positive generator v′ of H4(S′,Z) satisfies
ΦHE′(v
′) = e′. Since (e′, f ′) = 1, the H0(S′,Z) component of (ΦHE′)
−1(f ′) is
equal to −1. Then, as (ΦHE′)−1(f ′) is isotropic, (ΦHE′)−1(f ′) = −(1, [M ], [M ]
2
2 ) =
−ch(M) for some line bundle M ∈ Pic(S′). Setting E := E ′ ⊗ π∗2M , we have
ΦHE (v
′) = ΦHE′(v
′ ∧ ch(M)) = ΦHE′(v′) = e′ and ΦHE (1) = ΦHE′(ch(M)) = −f ′.
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(2) We compute
c1
(
det(Rπ1∗(E ⊗ π∗2L′))
)
= ch1
(
Rπ1∗(E ⊗ π∗2L)
)
= the H2(S,Z) component of ch
(
Rπ1∗(E ⊗ π∗2L′)
)
∧
√
td(S)
= the H2(S,Z) component of ΦHE
(
ch(L′) ∧
√
td(S′)
)
.
The last equation is a consequence of the Grothendieck-Riemann-Roch formula
(cf. Corollary 5.29 of [6]). Decomposing ch(L′) ∈ H˜(S′,Z) degreewise, we can
write ch(L′) = (1, l′, 0). Since
√
td(S′) = (1, 0, 1), we have ch(L′) ∧
√
td(S′) =
(1, l′, 1). Similarly,
c1
(
det(Rπ1∗E)
)
= the H2(S,Z) component of ΦHE
(
(1, 0, 1)
)
.
Hence,
c1
(
det(Rπ1∗(E⊗π∗2L′))⊗det(Rπ1∗E)−1
)
= the H2(S,Z) component of ΦHE (l
′).
Since the identification H2(S′,Z) ≃ (Ze′ + Zf ′)⊥ ∩ H˜(S,Z) is given by ΦHE ,
ΦHE (l
′) belongs to E = Zl⊕H4(S,Z). Hence the H2(S,Z) component of ΦHE (l′)
lies in Zl.
Note that the statement of Proposition 4.12 is symmetric with respect to
(S, l) and (S′, l′). In this way, we can construct L′ (resp. L) from L (resp. L′)
via a certain sheaf on S × S′. (Of course, even if a sheaf E on S × S′ induces
a Hodge isometry H˜(S,Z) ≃ H˜(S′,Z), it is not true in general that the first
Chern class of the line bundle det(Rπ2∗(E ⊗π∗1L))⊗det(Rπ2∗E)−1 is isotropic.)
To obtain an elliptic curve on S′, we first eliminate the fixed components of
the linear system
∣∣∣det(Rπ2∗(E ⊗ π∗1L))±1 ⊗ det(Rπ2∗E)∓1
∣∣∣ and then we take a
connected component of generic member of the moving part.
We give an example for which µ1 is not injective.
Example 4.13. Let S be a K3 surface with NS(S) ≃ U(r), r > 2, and denote
by r =
∏τ(r)
i=1 p
ei
i the prime decomposition of r. Assume that S is generic so
that OHodge(T (S)) = {±id}. Then the followings hold :
(1) G(U(r)) = {U(r)}.
(2) #
(
FM(S)
)
= 2τ(r)−2ϕ(r), where ϕ is the Euler function.
(3) S has two non-isomorphic elliptic fibrations, whose image by µ1 are
different 1-dimensional cusps.
(4) #
(
FMell(S)
)
= 2τ(r)−1ϕ(r).
(5) For E ∈ Ist2 (N˜S(S))) , #µ−11 (E) = ϕ(r)2 .
(6) #
(
ΓS\Ist2 (N˜S(S))
)
= 2τ(r).
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Proof. Write U(r) = Zl + Zm with (l, l) = (m,m) = 0, (l,m) = r. Then
AU(r) = 〈 lr 〉+ 〈mr 〉 ≃ (Z/rZ) ⊕ (Z/rZ) with
(
l
r
,
l
r
) ≡ (m
r
,
m
r
) ≡ 0 mod 2Z, ( l
r
,
m
r
) ≡ 1
r
mod Z.
We haveO(U(r)) = {id,−id, ι,−ι} ≃ (Z/2Z)⊕(Z/2Z), where ι(l) = m, ι(m) =
l. Therefore O(U(r))l = O(U(r))m = {id}.
(1) Let L be an even lattice with sign(L) = (1, 1), AL ≃ 〈 lr 〉+ 〈mr 〉. Given a
basis {l˜, m˜} of L∨, we have rl˜, rm˜ ∈ L. The inclusions Zrl˜ + Zrm˜ ⊂ L ⊂ L∨ =
Zl˜ + Zm˜ imply that Zrl˜ + Zrm˜ = L. Thus the Gram matrix of L with respect
to the basis {rl˜, rm˜} is divisible by r. Then |det(L(1r ))| = #(AL)/r2 = 1,
sign(L(1r )) = (1, 1), and L(
1
r ) is even so that L(
1
r ) must be isometric to U .
(2) To calculate #FM(S), we shall calculate O(AU(r)).
Claim 4.14. O(AU(r)) ≃
∏τ(r)
i=1 O(AU(peii )). Thus #O(AU(r)) = 2
τ(r)ϕ(r).
With respect to the basis { lr , mr } of (Z/rZ) ⊕ (Z/rZ),
O(AU(r)) =
{(
a b
c d
) ∈ GL2(Z/rZ)
∣∣∣ ad+ bc ≡ 1 mod r, ab ≡ cd ≡ 0 mod r}
=
τ(r)∏
i=1
{(
a b
c d
) ∈ GL2(Z/peii Z)
∣∣∣ ad+ bc− 1 ≡ ab ≡ cd ≡ 0 mod peii
}
=
τ(r)∏
i=1
O(AU(pei
i
)),
where the second equality follows from the Chinese Remainder theorem. Direct
calculations show that O(AU(pei
i
)) =
{(
a 0
0 a−1
)
; a ∈ (Z/peii Z)×
}
∪
{ (
0 b
b−1 0
)
; b ∈
(Z/peii Z)
×
}
, so that #O(AU(pei
i
)) = 2ϕ(p
ei
i ). Since ϕ(r) =
∏
ϕ(peii ), the second
assertion follows.
Now (2) follows from (1), Claim 4.2, and the counting formula for #FM(S)
([5]).
(3) NS(S) has exactly four primitive isotropic elements {±l,±m}. We
may assume that l,m are classes of effective divisors. Since W (S) = {id},
both of l,m are classes of elliptic fibrations by the first part of the proof of
Lemma 4.2. The only isometry of NS(S) mapping l to m is ι, which is not
compatible with any element of OHodge(T (S)) = {±id} on the discriminant
group. Therefore (S, l) and (S,m) are not isomorphic. If there exists γ ∈ ΓS
which sends µ1((S, l)) = H
4(S,Z)⊕Zl to µ1((S,m)) = H4(S,Z)⊕Zm, γ maps
〈 lr 〉 to 〈mr 〉 on AU(r)⊕U ≃ AU(r), which does not coincide with {±id}.
The assertion (4) follows from (2) and (3).
(5) By (1), for each E ∈ Ist2 (U(r) ⊕ U), we can find a basis {l1,m1, e1, f1}
of U(r) ⊕ U such that E = Zf1 + Zl1 and (l1, l1) = (m1,m1) = (e1, e1) =
(f1, f1) = (l1, e1) = (l1, f1) = (m1, e1) = (m1, f1) = 0, (l1,m1) = r, (e1, f1) = 1.
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Take integers α, β ∈ Z so that β and rα are coprime to each other. Then
there exist γ, δ ∈ Z such that βδ + rαγ = 1. Set f2 := αl1 + βf1 ∈ E, e2 :=
γm1 + δe1, l2 := δl1 − rγf1 ∈ E,m2 := βm1 − rαe1. We have an isometry
ϕ(α,β,γ,δ) ∈ O(U ⊕U(r))E which maps e1(resp. f1, l1,m1) to e2(resp. f2, l2,m2).
On the discriminant group AU(r)⊕U , ϕ(α,β,γ,δ)(
m1
r ) = β
m1
r , ϕ(α,β,γ,δ)(
l1
r ) = δ
l1
r .
Note that, the image of δ in Z/rZ is uniquely determined by α, β as above.
Conversely, given f2 = αl1 + βf1 ∈ E with div(f2) = 1, we can find e2 =
γm1 + δe1 + ǫf1 + ζl1 with (f2, e2) = 1, (e2, e2) = 0. We have βδ + rαγ = 1.
Then Lemma 4.8 (3) assures that we are allowed to take e′2 := γm1+δe1 instead
of e2. In this case, l2 = δl1−rγf1. Settingm2 := βm1−rαe1, we get ϕ(α,β,γ,δ) ∈
O(N˜S(S)) which maps f1(resp.e1, l1,m1) to f2(resp.e
′
2, l2,m2). Therefore, each
Ze2+Zf2+Zl2 ∈ µ−11 (E) can be written as ϕ(α,β,γ,δ)(Ze1+Zf1+Zl1) for some
α, β, γ, δ ∈ Z with βδ+ rαγ = 1. Recall that ϕ(α,β,γ,δ) ∈ ΓS ·ϕ(α′,β′,γ′,δ′) if and
only if rU(r)⊕U (ϕ(α,β,γ,δ)) = ±rU(r)⊕U (ϕ(α′,β′,γ′,δ′)). Since rU(r)⊕U (ϕ(α,β,γ,δ))
is expressed as the matrix
(
β 0
0 δ
)
, we see that ΓSϕ(α,β,γ,δ) = ΓSϕ(α′,β′,γ′,δ′) if
and only if β ≡ ±β′, δ ≡ ±δ′ mod rZ. It follows that
µ−11 (E) ≃
{
[β], [γ] ∈ Z/rZ
∣∣∣ [β][γ] ≡ 1 ∈ Z/rZ}/{±id}
≃ (Z/rZ)×/{±id}.
The assertion (6) follows from (4) and (5).
5 Remarks on Γ+S \Ω+N˜S(S)
In this section, we mention two remarks on the modular variety Γ+S \Ω+gNS(S).
For ϕ ∈ Emb(U, N˜S(S)), the splitting N˜S(S) = NS(Sϕ)⊕ϕ(U) induces the
realization of Ω+
gNS(S)
as a tube domain
ιϕ : NS(Sϕ)R +
√−1NS(Sϕ)+ ≃−→ Ω+gNS(S), y 7→ C
(
ϕ(e) + y − (y, y)
2
ϕ(f)
)
.
Let us observe briefly the action of O(N˜S(S))ϕ(f) ∩ Γ+S on the tube domain
NS(Sϕ)R +
√−1NS(Sϕ)+. By Proposition 2.7 we have
O(N˜S(S))ϕ(f) ≃ O(NS(Sϕ))⋉NS(Sϕ),
and the action ofNS(Sϕ) is identity on the discriminant group. Take an element
α +
√−1ω ∈ NS(Sϕ)R +
√−1NS(Sϕ)+. According to the equations (1), m ∈
NS(Sϕ) and g ∈ O(NS(Sϕ)) act as
m(α+
√−1ω) = α+m+√−1ω,
g(α+
√−1ω) = g(α) +√−1g(ω).
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There is a normal subgroup W (Sϕ) ⋉ NS(Sϕ) ⊂ O(N˜S(S))ϕ(f) ∩ Γ+S , where
W (Sϕ) is the Weyl group of NS(Sϕ). Since A(Sϕ)R is the fundamental domain
for the action of W (Sϕ) on NS(Sϕ)
+,
(
NS(Sϕ)R/NS(Sϕ)
)
+
√−1A(Sϕ)R (9)
is the fundamental domain for the action of W (Sϕ) ⋉ NS(Sϕ) on NS(Sϕ)R +√−1NS(Sϕ)+. Hence the fundamental domain for the action ofO(N˜S(S))ϕ(f)∩
Γ+S on NS(Sϕ)R +
√−1NS(Sϕ)+ is a quotient of (9).
Next, we explain Γ+S \Ω+gNS(S) in connection with Stab(S), the space of nu-
merical locally finite stability conditions on Db(S), following Bridgeland ([2],
[3]). The space Stab(S) admits a right action of G˜L
+
2 (R), the universal cover-
ing of GL+2 (R), and a left action of Aut(D
b(S)). These two actions commute.
By definition, the central charge of σ ∈ Stab(S) takes the form
Z : E 7→
(
π(σ), ch(E)
√
Td(S)
)
, E ∈ K(Db(S))
for some vector π(σ) ∈ N˜S(S)C. The correspondence σ 7→ π(σ) defines a
continuous map π : Stab(S)→ N˜S(S)C. Set
P (S) :=
{
ω ∈ N˜S(S)C
∣∣∣ RReω + RImω is a positive-definite two-plane }.
Via the isomorphism (2), P (S) is a principal GL+2 (R)-bundle over ΩgNS(S) by
the projection
p : P (S)→ ΩgNS(S), ω 7→ RReω + RImω.
Here the right action of GL+2 (R) is given by
ω · g := (aReω + bImω) +√−1(cReω + dImω),
where ω ∈ P (S) and g = ( a bc d )−1 ∈ GL+2 (R). Each tube domain realization ιϕ
induces a section ΩgNS(S) → P (S). Denote by P+(S) ⊂ P (S) the component
lying over Ω+
gNS(S)
, and set
∆(S) := {δ ∈ N˜S(S) | (δ, δ) = −2}.
As an immediate corollary of Bridgeland’s results, we have the following de-
scription of the modular variety Γ+S \Ω+gNS(S).
Proposition 5.1. There is a connected component Stab†(S) ⊂ Stab(S) and a
subgroup Aut†(Db(S)) ⊂ Aut(Db(S)) such that p ◦ π induces the isomorphism
Aut†(Db(S))\Stab†(S)/G˜L+2 (R) ≃ Γ+S \
(
Ω+
gNS(S)
−
⋃
δ∈∆(S)
δ⊥
)
.
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Proof. According to [2] and [3], π induces the isomorphism
Aut†(Db(S))\Stab†(S) ≃ Γ+S \
(
P+(S)−
⋃
δ∈∆(S)
δ⊥
)
.
Since π is G˜L
+
2 (R)-equivariant, we have
Aut†(Db(S))\Stab†(S)/G˜L+2 (R) ≃ Γ+S \
(
P+(S)−
⋃
δ∈∆(S)
δ⊥
)
/GL+2 (R)
≃ Γ+S \
(
Ω+
gNS(S)
−
⋃
δ∈∆(S)
δ⊥
)
.
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