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Abstract
Maximum likelihood estimation (MLE) of hyperparameters in Gaussian process regression as well as other computational models
usually and frequently requires the evaluationof the logarithmof the determinant of a positive-deﬁnitematrix (denotedbyChereafter).
In general, the exact computation of log det C is of O(N3) operations where N is the matrix dimension. The approximation
of log det C could be developed with O(N2) operations based on power-series expansion and randomized trace estimator. In this
paper, the accuracy and effectiveness of using uniformly distributed seeds for log det C approximation are investigated. The research
shows that uniform-seed based approximation is an equally good alternative to Gaussian-seed based approximation, having slightly
better approximation accuracy and smaller variance. Gaussian process regression examples also substantiate the effectiveness of
such a uniform-seed based log-det approximation scheme.
© 2007 Elsevier B.V. All rights reserved.
Keywords: Gaussian random seeds; Uniformly distributed seeds; Randomized trace estimator; Log-det approximation; O(N2) operations
1. Introduction
Due to its unavoidable role in maximum likelihood estimation (MLE), the evaluation of the logarithm of a matrix
determinant arises in numerous contexts, such as, in statistics and machine learning. Speciﬁcally, in sparse spatial
models [5,1,10], in Bayesian learning and Gaussian processes (GP) [9,8,6,16], and in robotic control and other ﬁelds
of science and engineering [12,2]. The exact implementation of log det C is of O(N3) operations when using matrix
decomposition techniques, such as, Cholesky decomposition, LU decomposition, or singular-value decomposition. The
computational cost involved and the extra matrix-storage requirement may limit their usage in large-scale applications,
e.g., N > 500.
The approximate evaluation of the log det C is thus tried; e.g. [1,16]. An approximation method, based on power-
series expansion, is investigated in geographical modeling for sparsematrices of special forms [1]. By using randomized
trace estimator (RTE), 500 trace seeds and 50 power-series expansion termswere used for 1 000 000-dimensional sparse
matrices; i.e., theoretically 25 000N2 operations if the matrix is dense. In [16], the power-series expansion approach
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is extended to the log-det approximation of general positive-deﬁnite matrices C (not only some special forms), with
three novel compensation schemes improving the approximation accuracy. As only one trace seed and a small number
of power-series terms (e.g., 30) are entailed, such a log-det approximation is of only 50N2 operations.
The accuracy and effectiveness of such a 50N2-operation log det C approximation scheme strongly depends on the
performance of the underlying RTE, especially when a very few seeds (or only one seed) are used. It follows from
[3,11] that the RTE variance could be minimized by taking the seeds to be a random vector of which each component
is independent and taking on the values of ±1 with probability 12 . This kind of seeds is termed here “uniformly
distributed seeds” or “uniform seeds”, as compared to Gaussian seeds [16]. For the purpose of further improving the
approximation accuracy, in this paper, we investigate the use of uniform seeds in the log-det approximation in the
context of GP regression.
The remainder of this paper is organized in ﬁve sections. As a test platform, GP regression is depicted in Section 2.
Section 3 shows the updated version of the O(N2)-operation log-det approximation/compensation scheme, which is
based on Gaussian seeds. Section 4 proposes the use of uniform seeds in such an O(N2)-operation log-det approxima-
tion/compensation scheme. Numerical results are illustrated in Section 5. Lastly, Section 6 concludes this paper with
ﬁnal remarks.
2. GP regression
The idea of using GP for regression has been investigated for a long time. Recently, it has been applied to various
examples and engineering problems. For example, [6,4,13]. Roughly speaking, a Gaussian process for regression is to
model function y(x) from given noisy data D={(xi, ti)}Ni=1, where input vector xi ∈ RL with L denoting the dimension
of input space, noisy output ti ∈ R, and N is the number of given data points. Here, for simplicity, t := [t1, t2, . . . , tN ].
Then, based on data D, the tuned GP model could be used to make predictions at new input points. For example, tN+1
[or y(xN+1)] corresponding to input xN+1.
Now, let us come to see themathematical description of dataD: ti =y(xi)+vi where vi is the noise imposed on y(xi),
i ∈ {1, 2, . . . , N}. The data vector t is deﬁned here as a GP, a collection of random variables t = [t (x1), t (x2), . . .] for
any set of input x, which has the following Gaussian joint probability distribution under standard zero-mean assumption
P(t|x,) ∝ exp(− 12 tTC−1()t).
The GP is characterized by the covariance matrix C() ∈ RN×N , which is a function of a few hyperparameters, ,
such as, length scales and variance scales. In the above, the ijth entry of covariance matrix C() is a scalar covariance
function cij (), and symbol ∝ stands for equality up to a normalizing factor. The conditional Gaussian distribution of
tN+1 is thus
P(tN+1|D,, xN+1) ∝ exp
(
− (tN+1 − t¯N+1)
2
22N+1
)
,
where the predictive mean is
t¯N+1 := C−1()t (1)
with row vector  := [c(x1, xN+1;), c(x2, xN+1;), . . . , c(xN , xN+1;)], and the predictive variance is
2N+1 := c(xN+1, xN+1;) − C−1(). (2)
Evidently, given D, the covariance function (or simply, the hyperparameters  inside) determines the performance of
the GP model. The following covariance function is often used by most researchers:
cij =  exp
(
−‖xi − xj‖2D
2
)
+ ij , (3)
where ij is the Kronecker delta. Matrix D = diag(d1, d2, . . . , dL) characterizes a set of length scales corresponding
to each input, and the set of hyperparameters  := [, d1, d2, . . . , dL, ] ∈ RL+2 with each being nonnegative.
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Fig. 1. 2D sinusoidal regression of N = 961 synthesized by the O(N2)-operation log det C approximation based on uniform seeds.
Given the speciﬁc form of cij (), we have to estimate the distribution of hyperparameters from training data D, in
order to make an ideal prediction of tN+1. In addition to Monte Carlo approach, another standard and general practice
for estimating  is the MLE approach. That is, to minimize the following negative log-likelihood function of D:
L() = 12 log det C + 12 tTC−1t (4)
so as to obtain the most-probable values of hyperparameters for prediction. From the optimization point of view, given
speciﬁcD and cij (), theGP regression actually becomes an unconstrained nonlinear optimization problem depicted in
(4) over hyperparameters. During such a standard MLEmodel-tuning procedure, numerous evaluations of log det C
may be entailed with expensive O(N3) operations.
For a visual effect of the GP regression, Fig. 1 is shown. As depicted in the upper left plot of such a ﬁgure, 961
noisy data are used to train the GP model via the MLE optimization (4). The uniform-seed based O(N2)-operation
approximation is used to evaluate such a log det C term. With the obtained most-probable values of, the regression
results, as calculated via (1) and (2), are shown in the remaining three plots of Fig. 1. It is worth mentioning that these
regression results are in good agreement with those based on the standard Gaussian-process MLE implementation.
3. log det C approximation of O(N2) operations
To accommodate general positive-deﬁnite matrices, C can be transformed to a positive-deﬁnite matrix A with all
eigenvalues less than 1.0 by the following procedure:
log det C = N log(c¯) + log det A, (5)
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where c¯ := ‖C‖∞ and A := C/c¯ [14,15]. Then, by deﬁning B = I − A, we know that log det A = tr(log A) [9] with
tr(·) denoting the trace operation of a matrix, and that
log(A) = −B − B2/2 − B3/3 − · · · − Bw/w − · · · ,
where positive-deﬁnite matrix B has eigenvalues in (0, 1) as well. Thus,
log det A = −tr(B) − tr(B2)/2 − · · · − tr(Bw)/w · · · .
To calculate log det A with only O(N2) operations via the above equation, the following RTE can be used instead of
calculating Bw explicitly.
Lemma 1 (Barry and Pace [1], Zhang and Leithead [16]). LetB ∈ RN×N be a symmetric positive-semideﬁnite matrix
with eigenvalues lying between 0 and 1. For integer w0, the mean, E(sTBws/sTs) = tr(Bw)/N , where Gaussian
random vector, also termed “Gaussian seed”, is deﬁned here as s ∼NN(0, I ).
A simple w-term power-series expansion based log det A approximation is thus
log det A ≈ −NE
(
w∑
i=1
sTBis
isTs
)
. (6)
However, this approximation may not work well if applied directly to dense covariance matrices in our GP context.
The error is mainly from two procedures; namely,
• the trace-estimator error (only a few seeds or even one seed will be used, instead of +∞ seeds), and
• the truncation error in power-series expansion (w = 30 will be used in the paper, instead of +∞ terms).
Tomake the approximation practically usable in terms of efﬁciency and accuracy, three levels of compensation schemes
are to be presented in the ensuing subsections. Before proceeding to the compensation schemes, the following lemma
and remark are given in light of their utility and inspiration to our research.
Lemma 2 (Barry and Pace [1]). For symmetric matrix B ∈ RN×N with eigenvalues i , i =1, 2, . . . , N , the following
equality holds: sTBs/(sTs) = ∑Ni=1 Wii where seed s ∼ NN(0, I ), and coefﬁcients Wi are of the multivariate
Dirichlet( 12 ) distribution with mean E(Wi) = 1/N .
Remark 1. As a reviewer points out (andwe agree aswell), Eq. (5) is not the onlyway to accommodate general positive-
deﬁnite matrixC. We could alternatively transform the log-det operation of matrixC to that of a positive-deﬁnite matrix
Awith all eigenvalues less than 2.0; i.e., log det C=N log(c¯)+ log det Awith c¯ := ‖C‖∞/2 andA := C/c¯. Then, by
deﬁningB=I−Awhich has eigenvalues in (−1, 1), we could have log det A=−tr(B)−tr(B2)/2−· · ·−tr(Bw)/w . . .,
of which the convergence still holds true.
3.1. Trace-seed selection and compensation
Algorithm 1. Trace-seed selection and compensation
Step (1) generate a seed vector s.
Step (2) compute the difference 	1 between
NsTBs/(sTs) and tr(B).
Step (3) compute the difference 	2 between
NsTB2s/(sTs) and tr(B2).
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Step (4) calculate the weighted difference
(	1 + 	2/2).
Step (5) repeat Steps 1–4 for h times, and save the
smallest weighted-difference workspace
(which corresponds to the best seed s).
Step (6) calculate 
= 	2/	1 for the best seed s, and
then compensate log det A by Proposition 1.
To use only one-seed trace estimator, the ﬁrst two power-series terms, tr(B) and tr(B2), respectively, of O(N) and
O(N2) operations, are fully exploited to compare and then compensate the trace estimations in (6), especially for the
high-order ones. Although it may be well-known, we would like to mention here that tr(B) =∑Ni=1 bii takes O(N)
operations, and that tr(B2) =∑Ni=1∑Nj=1 b2ij takes O(N2) operations. The low cost of computing these two traces
naturally motivates the following compensation scheme (or to say, correction scheme). The procedure for selecting
the best seed s among h randomly generated seeds is presented in Algorithm 1. Based on the selected seed s and
its resultant errors on the ﬁrst-order and second-order RTEs (i.e., 	1 and 	2), we could compensate log det A as
follows.
Proposition 1. Given seed s with low-order RTE errors 	1 = NsTBs/(sTs) − tr(B) and 	2 = NsTB2s/(sTs) −
tr(B2), we can deﬁne 
 = 	2/	1. The suggested compensation for such a one-seed log det A approximation in (6)
could be⎧⎪⎨⎪⎩
−(	1/
) log(1 − 
) if 0< |
|< 1,
	1/(1 − 
/2) if 1 |
|< 2,
	1(
2 + 2
)/(2(
− 1)) if |
|2.
Note that 
= 0 means there is no need to compensate.
Proof. See the Appendix.
Remark 2. It is worthmentioning that the extra computational cost of the above trace-seed selection and compensation
algorithm is 2hN2 operations (h=10 in the paper). Moreover, the selected s and the above compensation scheme work
well in practice in the sense that trace estimations are very close to true values [e.g., tr(B) and tr(B2)]. The design
purpose of such a compensation scheme is to compensate the higher-order trace-estimator errors according to the errors
in estimating tr(B) and tr(B2). If the error (	1 + 	2/2) resulting from a speciﬁc seed s is large, the compensation
term should be large. If such an error is small, the compensation should also be small. In this sense, other trace-error
compensation schemes might also be accepted, if it shows the above proportional trend.
Remark 3. As a reviewer points out (and we agree as well), limiting 
 = 	2/	1 to a small range could help. For
example, 1> |
| → 0 means that 	2 = 
	1 → 0, and that 	i (i = 1, 2, 3, 4, . . .) all could be very small because 	i
is proved to be upper bounded by a convergent geometric sequence which is determined by 	1 and 	2. For details,
please see the proof of Proposition 1 in the Appendix and the left two plots of Fig. 2, where the compensation scheme
−(	1/
) log(1−
) for |
|< 1 appears to be more accurate than the case of |
|1. In addition, as seen from the middle
plot of Fig. 2, it is good to have negative 
which results in different signs of even and odd trace-estimations.The different
signs of trace-estimations could neutralize the sum of estimation errors more effectively than in other situations of 
.
Before ending this subsection, it is worth mentioning that the situation of |
|2 depicted in the rightmost plot of
Fig. 2 does happen on some numerical trials, and that the following compensation scheme could be chosen: 	1 +
	2/2 + (	1 + 	2/2)/
 + (	1 + 	2/2)/
2 + · · · = 	1(
2 + 2
)/(2(
 − 1)), which shows the proportional trend as
required in Remark 2. That is, if the error (	1 + 	2/2) is large, then the compensation term should be large as well.
This choice is made also in view of the fact that we only have two independent parameters (i.e., 	1 and 	2) to construct
a convergent compensation series.
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Fig. 2. Three possible situations of 	i related to Proposition 1, where 	i (i = 1, 2, 3, . . .), denoted by solid curves, are bounded by a geometric
sequence, and a possible compensation scheme is denoted by dashed curves.
3.2. Power-series truncation compensation
For the case of the eigenvalue of B near 1, the power-series converges relatively slowly, and the truncation part after
the wth term may be very large. An efﬁcient and robust remedy to the one-seed small-w power-series approximation
of general dense matrices could be the compensation of −N∑∞i=w+1 sTBis/(isTs) as the following.
Proposition 2 (Zhang and Leithead [16]). By calculating the (w − 1)th and wth power-series terms, respectively,
as w−1 = NsTBw−1s/ (sTs) and w = NsTBws/(sTs), we can deﬁne ¯w = w/w−1 of which |¯w|< 1. The
power-series truncation error could thus be compensated for log det A in (6) as{
w{log(1 − ¯w) +∑wi=1¯iw/i}/¯ww if ¯ww 
= 0,
−w∑wi=1 ¯iw/(w + i) if ¯ww = 0.
Proof. The proof can be done based on Lemma 2 and the identity log(1 − ¯w) = −∑∞i=1 ¯iw/i with |¯w|< 1. Here,
for the truncated term w+i , we utilize the geometric sequence {w¯iw} to approximate, ∀i = 1, 2, 3, . . . . 
Remark 4. Note that the second compensation case in Proposition 2 is for numerically preventing the division-by-zero
errors (it is mathematically equal to the ﬁrst compensation case). It is also worth mentioning that the compensation
scheme in Proposition 2 is of O(w) operations, negligibly much smaller than O(N) [not to mention O(N2)]. The design
purpose of such a compensation scheme is the same as in Remark 2. Online-monitoring parameter, ¯w, could be viewed
as the dominant eigenvalue of B, especially if w → ∞ (refer to the Rayleigh quotient). If the dominant eigenvalue
¯w is large, the compensation of the truncated power-series terms should be large; otherwise, the compensation should
be small.
3.3. Geometric-series based re-estimation
Algorithm 1 is designed because only one trace seed is used in (6), while Proposition 2 is designed because only a
small number of power-series terms are used in the scheme. After considering these two compensation terms for (6),
the computational procedure of log det A becomes the following ﬁnite sequence:
g = − N
(
g∑
i=1
sTBis
isTs
)
+
⎧⎪⎨⎪⎩
−	1 log(1 − 
)/
 if 0< |
|< 1,
	1/(1 − 
/2) if 1 |
|< 2,
	1(
2 + 2
)/(2(
− 1)) if |
|2,
0 if 
= 0
+
⎧⎪⎨⎪⎩
g{log(1 − ¯g) +∑gi=1 ¯ig/i}/¯gg if ¯gg 
= 0,
−g∑gi=1 ¯ig/(g + i) if ¯gg = 0,
0 if |¯g|1,
(7)
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where index g increases from 1 to w. In other words, we are recursively realizing the compensated g-term power-series
expansion for log det A approximation, g = 1, 2, 3, . . . , w.
Consider the situation that even if the above two main sources of errors are compensated, the ﬁnal value of g in (7)
(i.e., w) may not be close enough to the true value of log det A. The following geometric-series based re-estimation
scheme could thus be designed for the ensemble effect of estimating the limiting value of w [7].
Proposition 3 (Zhang and Leithead [16] Press et al. [7]). By calculating the last three values of g in (7), i.e.,
g = (w − 2), (w − 1), w, based on geometric-series estimation, if |(w − w−1)/(w−1 − w−2)|< 1, the limiting
value of w could be remedied as
lim
w→∞w ≈ w−2 +
(w−1 − w−2)2
2w−1 − w−2 − w ,
or simply limw→∞ w ≈ w for (w−1 − w−2) = 0 and other situations.
Remark 5. For better ensemble effect, the very efﬁcient geometric-series based re-estimation can be performed for
multiple times. For example, twice by utilizing the last ﬁve values of g , g = (w − 4), (w − 3), . . . , w; or, three times
by utilizing the last six values of g , g = (w − 5), (w − 4), (w − 3), . . . , w; and so on. Alternatively, depending on
a small number of pre-performed numerical tests, a coefﬁcient  ∈ [0.9, 1.1] could be determined and then used to
adjust log det A =  limw→∞ w.
Evidently, the total computational cost for approximating log det C by the presented approach is (w + 2h)N2
operations. Withw=30 and h=10 in this paper, the complexity of the approximation scheme is thus 50N2 operations.
4. Uniform seeds and RTE
Clearly, the 50N2-operation log det C approximation scheme presented in the previous section is made of w RTEs
(e.g., based on Gaussian seeds in Lemma 1). The performance of such a log det C approximation scheme is thus
strongly related to that of an individual RTE, especially in our context of using only one seed s.
In this section, we investigate the effects of using different random seeds in the RTE and its resultant log det C
approximation. It follows from [3,11] that the variance of the RTE could be minimized by using a special kind of
uniform seeds. The following lemma can be adapted from [3] for the performance of a uniform-seed based trace
estimator.
Lemma 3 (Hutchinson [3]). Let S be the discrete random variable which takes the values 1 and −1 each with
probability 12 . Let s, also termed “unform seed”, be a vector of N independent samples from S. Then, for positive-
semideﬁnite B ∈ RN×N with eigenvalues lying between 0 and 1, for integer w0, by using such unform seeds,
we have
E(sTBws) = tr(Bw),
var(sTBws)2 tr(Bw) tr(I − Bw)/N ,
where var(·) denotes the variance operator.
As tr(I −Bw)/N1, the variance inequality in Lemma 3 could be further reduced to var(sTBws)2 tr(Bw). This
shows that the variance of the trace estimator is related to the matrix-trace itself; and that, in view of the B eigenvalues
lying in [0, 1), the variance values will tend to zero as w tends to inﬁnity. It is also shown that the relative standard
estimation error could be bounded approximately by
√
2/N , becoming smaller for larger N [3]. Simulation examples
related to Laplacian smoothing splines have substantiated that the uniform-seed based trace estimator performs almost
as well as the exact method in their context.
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Such a uniform seed s could be generated as follows:
• ﬁrstly, generating s independently uniformly distributed on the interval [0, 1]; and
• secondly, taking each component of s to be −1 if it is smaller than 12 , or be +1 for other situations.
Our focus/contribution is not on theRTE, but on theO(N2)-operation log det C approximation. Improving the accuracy
and performance (e.g., for a smaller variance of the approximation) is the motivation for us to try uniform seed s in
the approximation context of Section 3. The following proposition is given as it is the basis for us to re-use such
geometric-sequence based compensation schemes.
Proposition 4. Given uniform seed s, trace-estimation error 	w = sTBws − tr(Bw) has mean zero and variance less
than 2 tr(Bw), where tr(Bw)=∑Nj=1wj . The variance also tends to zero as w → +∞. Moreover, the variance of 	w
is bounded by 2N ̂w, w = 1, 2, 3, . . ., with ̂ := max1 jN j (B)< 1.
Proof. In view of Lemma 3, for uniform seed s,
E(	w) = E(sTBws − tr(Bw)) = 0, ∀w = 1, 2, 3, . . . .
From the deﬁnition of mean and variance, E(sTBws) = tr(Bw) and Lemma 3, it follows that the variance of 	w is
var(	w) = E((	w − E(	w))2) = E(	2w)
=E((sTBws − tr(Bw))2)
= var(sTBws)
2 tr(Bw) tr(I − Bw)/N . (8)
Since 0j (Bw)=wj (B)< 1, tr(I −Bw)/N =
∑N
j=1 (1−wj (B))/N1. From (8) and the above equation, we have
var(	w)2 tr(Bw) = 2∑Nj=1wj = 2(w1 + w2 + · · · + wN).
In view of 0j (B)< 1, limw→∞ wj (B)=0, ∀j =1, 2, . . . , N , and thus limw→∞ tr(Bw)= 0. As var(	w)0 and
var(	w)2 tr(Bw), we have limw→∞ var(	w) = 0. That is, the variance value tends to zero as w tends to inﬁnity.
Furthermore, the variance of 	w is bounded by a convergent geometric sequence in view of the following and
0 ̂< 1:
var(	1)2 tr(B)2N max j (B) = 2N ̂,
var(	2)2 tr(B2)2N max 2j (B) = 2N ̂2,
...
var(	w)2 tr(Bw)2N max wj (B) = 2N ̂w,
...
The proof is thus complete. 
5. Numerical studies
A large number of numerical experiments are performed on different types of dense matrices using the presented
uniform-seed 50N2-operation log det C approximation scheme. Tables 1–6 list the absolute value of the relative error
between the log det C values estimated by the presented scheme and those calculated by Cholesky decomposition.
In calculating the relative error, the denominator is the maximum of the log det C approximation and the Cholesky-
decomposition based log det C evaluation so as to ensure the nonzero denominator and robust comparison.
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Table 1
Tests on general positive-deﬁnite matrices in the form of errors’ mean (variance)
N = 500 N = 1000 N = 1500 N = 2000 N = 2500 N = 3000
0.006 0.006 0.004 0.005 0.005 0.005
(0.00001) (0.00026) (0.00002) (0.00007) (0.000002) (0.000004)
0.005 0.004 0.004 0.005 0.004 0.004
(0.00001) (0.00001) (0.000005) (0.00001) (0.000002) (0.000002)
0.006 0.006 0.008 0.006 0.004 0.005
(0.00002) (0.00009) (0.00144) (0.00010) (0.000002) (0.000003)
0.006 0.005 0.005 0.006 0.004 0.005
(0.00002) (0.00002) (0.00006) (0.00016) (0.000002) (0.000001)
0.009 0.004 0.006 0.005 0.004 0.005
(0.00133) (0.00001) (0.00010) (0.00001) (0.000003) (0.000002)
Table 2
Tests on positive-deﬁnite matrices with positive entries
N = 500 N = 1000 N = 1500 N = 2000 N = 2500 N = 3000
0.011 0.011 0.010 0.011 0.012 0.011
(0.00004) (0.00002) (0.00001) (0.00001) (0.00001) (0.000005)
0.013 0.011 0.011 0.011 0.011 0.011
(0.00003) (0.00002) (0.00001) (0.00001) (0.00001) (0.000010)
0.012 0.012 0.012 0.011 0.011 0.011
(0.00004) (0.00002) (0.00001) (0.00001) (0.00001) (0.000004)
0.013 0.011 0.011 0.010 0.011 0.011
(0.00003) (0.00002) (0.00001) (0.00001) (0.00001) (0.000005)
0.012 0.012 0.011 0.011 0.011 0.011
(0.00004) (0.00002) (0.00001) (0.00001) (0.00001) (0.000010)
Table 3
Tests on parameterized covariance matrices in the form of errors’ mean (variance)
N = 484 N = 961 N = 1444 N = 1936 N = 2500 N = 2916
0.098 0.114 0.117 0.129 0.147 0.141
(0.01789) (0.01754) (0.01155) (0.02468) (0.07219) (0.03230)
0.141 0.132 0.132 0.107 0.143 0.137
(0.05303) (0.04677) (0.05030) (0.01291) (0.04802) (0.03452)
0.115 0.119 0.149 0.121 0.139 0.155
(0.02499) (0.04104) (0.06000) (0.01855) (0.03011) (0.06890)
0.135 0.109 0.131 0.140 0.098 0.121
(0.04351) (0.01862) (0.02311) (0.03174) (0.00765) (0.02045)
0.124 0.127 0.106 0.120 0.146 0.139
(0.04680) (0.02106) (0.01000) (0.02584) (0.02450) (0.01828)
5.1. Positive-deﬁnite matrices
In this subsection, the test is conducted for general positive-deﬁnite matrices.
Example 1. Positive-deﬁnite matrices with dimensions 500, 1000, 1500, 2000, 2500 and 3000 are generated with
every entry randomly distributed in [−10, 10]. Table 1 shows the results for 5 sets of 100 trials. The sample mean and
variance of the relative errors are presented with the variance in brackets. In total, in this example, 5× 6× 100= 3000
trials are performed with an average relative error of 0.0052. In comparison, Gaussian-seed based approximation error
for this group of tests is 0.0047 [16].
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Table 4
Tests on parameterized covariance matrices of time-series type
N = 500 N = 1000 N = 1500 N = 2000 N = 2500 N = 3000
0.070 0.040 0.039 0.035 0.040 0.055
(0.04814) (0.00251) (0.00524) (0.00514) (0.00937) (0.02835)
0.051 0.051 0.045 0.042 0.023 0.042
(0.01563) (0.01207) (0.00864) (0.00567) (0.00133) (0.00828)
0.071 0.041 0.062 0.047 0.057 0.043
(0.02120) (0.01146) (0.02273) (0.00964) (0.03536) (0.01385)
0.071 0.044 0.037 0.034 0.035 0.039
(0.02185) (0.00525) (0.00692) (0.00793) (0.00699) (0.00939)
0.064 0.079 0.046 0.030 0.048 0.079
(0.02017) (0.03950) (0.00484) (0.00314) (0.01246) (0.04074)
Table 5
Tests on MLE-generated matrix sequences of 2D sinusoidal example
N = 484 N = 961 N = 1444 N = 1936 N = 2500 N = 2916
0.149 0.221 0.045 0.072 0.344 0.052
(0.00446) (0.03294) (0.00224) (0.00101) (0.05306) (0.00320)
0.162 0.040 0.249 0.072 0.315 0.034
(0.01124) (0.00082) (0.04136) (0.00087) (0.03613) (0.00270)
0.100 0.107 0.054 0.190 0.164 0.080
(0.00580) (0.00534) (0.00304) (0.01680) (0.00278) (0.00220)
0.042 0.141 0.250 0.297 0.127 0.082
(0.00194) (0.00517) (0.04116) (0.03556) (0.00265) (0.00280)
0.149 0.187 0.084 0.566 0.274 0.072
(0.01218) (0.01375) (0.00095) (0.03382) (0.01430) (0.00249)
0.100 0.053 0.250 0.171 0.315 0.184
(0.01919) (0.00292) (0.03385) (0.03701) (0.03613) (0.00887)
0.060 0.055 0.146 0.135 0.163 0.079
(0.00181) (0.00093) (0.00487) (0.03352) (0.00278) (0.00223)
0.054 0.031 0.106 0.253 0.315 0.201
(0.00178) (0.00175) (0.00212) (0.04494) (0.03613) (0.04675)
0.038 0.167 0.235 0.276 0.164 0.162
(0.00170) (0.01654) (0.05436) (0.05862) (0.00278) (0.00977)
0.084 0.062 0.307 0.229 0.063 0.072
(0.00172) (0.00110) (0.05270) (0.02892) (0.00218) (0.00276)
Example 2. Tests are also conducted for positive-deﬁnite matrices with positive entries randomly generated in [0, 5].
Table 2 is shown for this group of numerical experiments. In total, 3000 trials are performed with an average relative
error of 0.0113. In comparison, Gaussian-seed based approximation error for this group of tests is 0.0115 [16].
5.2. Parameterized covariance matrices
In this subsection, the tests for randomly parameterized covariance matrices are described.
Example 3. Covariance matrices of form C() in (3) are tested with ∈ R4 randomly generated to be positive. See
Table 3 for the approximation performance, where in total 3000 trials are performed for which the average relative
error is 0.1280. In comparison, Gaussian-seed based approximation error for this group of tests is 0.1359 [16].
Example 4. Covariance matrices of time-series type are tested by randomly generating ∈ R3 such that C() in (3)
is of the band-diagonal form [17]. Table 4 is shown for this group of numerical experiments. A total of 3000 trials are
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Table 6
Tests on MLE-generated matrix sequences of Wiener–Hammerstein example
N = 500 N = 1000 N = 1500 N = 2000 N = 2500 N = 3000
0.026 0.010 0.016 0.079 0.167 0.132
(0.00690) (0.00136) (0.00316) (0.00920) (0.05220) (0.03450)
0.023 0.009 0.022 0.055 0.103 0.225
(0.00476) (0.00099) (0.00450) (0.01374) (0.02040) (0.05290)
0.021 0.010 0.025 0.053 0.0135 0.225
(0.00461) (0.00135) (0.00582) (0.01060) (0.02456) (0.05290)
0.027 0.007 0.026 0.065 0.212 0.151
(0.01247) (0.00051) (0.00377) (0.01001) (0.01356) (0.03075)
0.026 0.007 0.035 0.036 0.029 0.079
(0.01141) (0.00055) (0.00782) (0.00831) (0.00230) (0.00442)
0.021 0.006 0.023 0.145 0.158 0.141
(0.00519) (0.00049) (0.00548) (0.02668) (0.04128) (0.02773)
0.026 0.009 0.016 0.051 0.139 0.148
(0.01176) (0.00101) (0.00316) (0.01640) (0.03726) (0.04450)
0.021 0.010 0.035 0.033 0.093 0.062
(0.00480) (0.00122) (0.00782) (0.00800) (0.02083) (0.00640)
0.034 0.007 0.023 0.063 0.023 0.136
(0.02124) (0.00072) (0.00548) (0.01613) (0.00339) (0.02858)
0.030 0.012 0.026 0.057 0.063 0.082
(0.00827) (0.00129) (0.00377) (0.01725) (0.01135) (0.02317)
performed, for which the average relative error is 0.0487. In comparison, Gaussian-seed based approximation error for
this group of tests is 0.0554 [16].
5.3. MLE-generated covariance-matrix sequences
As illustrated above, the performance of the presented O(N2)-operation log-det approximation scheme is quite good
for general randomly generated dense/sparse matrices. However, we may be more interested in its online performance
for particular applications, such as the GP regression discussed in Section 2.
The numerical tests in this subsection are performed for two regression applications: the 2D sinusoidal-function
regression example and the Wiener–Hammerstein nonlinear-system identiﬁcation example. During the optimization
procedure for GP regression, a sequence of MLE-generated covariance matrices are tested online.
Example 5. The underlying 2D sinusoidal function is of form y(x)=0 sin(1x(1) +2x(2)). The standard GP model
is trained, starting with random initial conditions for every sequence test. Table 5 shows the approximation result for
60 online sequences of covariance matrices with dimensions being 484 through 2916. In total, for this example, 13 475
covariance matrices have been generated iteratively and tested online, with the average approximation error 0.1553.
The model-tuning procedure works well, and the average number of optimization iterations is 23. A typical regression
result is shown in Fig. 1, which is in good agreement with the result based on the exact log det C approach.
In comparison, for this example, when Gaussian seeds are used [16], 16 390 covariance matrices have been generated
iteratively and tested online, with the average approximation error 0.1405.
Example 6. Consider the identiﬁcation problem of a transversal Wiener–Hammerstein system. The system dynam-
ics of interest is yi = 0.3(H1R)3 + 0.165(H3R)3, i = 1, 2, 3, . . . , N where the reformulated input for time instant
i is deﬁned as R = [r(i )r(i−1)r(i−2)r(i−3)]T (i.e., L = 4). H1 and H3 are deﬁned as [0.9184, 0.3674, 0, 0]
and [0, 0, 0.9184, 0.3674], respectively. The output in response to a random input is measured for 0.1N s with sam-
pling interval 0.1 s and Gaussian noise of v = 0.2. The standard GP model is trained with random initial conditions.
Table 6 shows the approximation-accuracy result for 60 online sequences of covariance matrices with dimensions being
500 through 3000. In total, for this example, 19 691 covariance matrices have been generated and tested online, with
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Fig. 3. Wiener–Hammerstein example synthesized by the O(N2)-operation log det C approximation based on uniform seeds, where for clarity a
typical test session, [50, 70] s, is shown in the upper plot.
average approximation error 0.0620. Furthermore, the model-tuning procedure works well, and the average number
of optimization iterations is 32 (as estimated by using ﬁve function-evaluations for a line-search purpose in an MLE
iteration). The application to GP regression based modeling of the Wiener–Hammerstein system is illustrated in Fig. 3.
In comparison, for this example, when Gaussian seeds are used [16], 22 141 covariance matrices have been generated
iteratively and tested online, with the average approximation error 0.0702.
Remark 6. Comparing the results based on uniform-seed log det C approximation with those based on Gaussian
seeds, we have the following observations. (1) Among the totally 45 166 tested matrices, the average approximation
error based on uniform seeds is 0.0863. This is slightly better than the error based on Gaussian seeds (which is 0.0887
[16]). (2) In addition to the theoretical analysis, the numerical tests have further substantiated that the variance of the
approximation error based on uniform seeds is in general appreciably smaller than the variance of the error based on
Gaussian seeds. This can be seen from Table 7. (3) Even for situations where the approximation errors is large, the
O(N2)-operation log det C approximation scheme still works well possibly because it could show a proportional and
consistent trend of real log det C values in such optimization procedures.
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Table 7
Variance comparison between uniform-seed based approximation and Gaussian-seed based approximation
Uniform seed Gaussian seed
Table 1 1.2593 × 10−4 6.7333 × 10−5
Table 2 1.5467 × 10−5 1.6000 × 10−5
Table 3 0.0319 0.0402
Table 4 0.0148 0.0227
Table 5 0.0157 0.0132
Table 6 0.0137 0.0174
On average 0.0138 0.0156
Remark 7. As a reviewer points out (andwe agree as well), the uniform seeds performed possibly worse thanGaussian
seeds for his/her speciﬁc work, which can be explained based on the following observations and conjecture. (1) For
Gaussian seeds, the trace is estimated and there is noise related to the off-diagonal elements. However, the product of
two independent Gaussian vectors is fairly small and can handle large off-diagonal elements. (2) The uniform-seed
approach gives the exact trace value plus noise related to the off-diagonal elements. However, the uniform seeds have a
product of 1 or −1 for the off-diagonal elements, and thus in sparse matrices, this uniform-seed approach may not have
enough elements to add together to have the sums come close to zero. (3) It is thus conjectured that the uniform seeds
perform best when the diagonal elements are highly variable relative to the off-diagonal elements, and that the ideal
case for using uniform seeds is a dense matrix with highly variable diagonal elements and almost constant off-diagonal
elements. In contrast, Gaussian seeds could do well with a low-variance diagonal with sparse off-diagonals which are
large in magnitude. We believe that the reviewer’s observation is very insightful in choosing a speciﬁc kind of seeds
for a speciﬁc kind of applications.
Before ending this section, as suggested by a reviewer, it is good to show experimental trial results on some
of the variables of interest, e.g., typical values of 
 which are shown in Figs. 4 and 5. For the test based on ran-
domly generated static matrices, as depicted in Fig. 4, the 
 values are generally scattered around zero. Speciﬁcally
speaking,
• for the 100 trials of general positive-deﬁnite matrices related to Table 1, as seen from the upper left plot of Fig. 4,
most of 
 values lie in 1 and 2;
• for the 100 trials of positive-element positive-deﬁnite matrices related to Table 2, as seen from the upper right plot
of Fig. 4, most of 
 values lie in −3 and 1;
• for the 100 trials of covariance-type matrices related to Table 3, as seen from the lower left plot of Fig. 4, most of 

values lie in −2 and 2; and,
• for the 100 trials of covariance-type matrices with a time-series property related to Table 4, as seen from the lower
right plot of Fig. 4, most of 
 values lie in −1 and 2.
On the other hand, for the test based on MLE-generated matrix-sequences, as depicted in Fig. 5, some of 
 values are
scattered between −5 and 4, while most of them are clustered around some values. For example,
• related to Table 5 and depicted in the left plot of Fig. 5, most of 
 values are clustered around −1.46, −2.4 and
−5.23; and,
• related to Table 6 and depicted in the right plot of Fig. 5, most of 
 values are clustered around −2.47, −0.8, 0 and
0.986.
6. Concluding remarks
The O(N2)-operation approximation of log-det has been investigated in this paper based on uniform seeds. It has
been shown that the uniform-seed based approximation could have slightly better approximation accuracy and smaller
variance. GP regression examples have substantiated the effectiveness of such a log-det approximation scheme. This
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Fig. 4. Typical values of 
= 	2/	1 corresponding to tests of Tables 1–4.
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Fig. 5. Typical values of 
= 	2/	1 corresponding to tests of Tables 5 and 6.
work, on the other hand, shows that the O(N2)-operation log-det approximation is robust and effective no matter what
kind of seeds is used. Future research directions may lie in the generalization of the approximation scheme to other
application contexts and/or to the handling of very large scale Gaussian-process regressions.
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Appendix
Proof of Proposition 1. In view of Lemma 2, for seed s ∼NN(0, I ),
	1 = s
TBs
sTs
− tr(B)
N
=
N∑
j=1
Wjj (B) − tr(B)
N
=
N∑
j=1
(
Wj − 1
N
)
j (B),
	2 = s
TB2s
sTs
− tr(B
2)
N
=
N∑
j=1
Wjj (B
2) − tr(B
2)
N
=
N∑
j=1
(
Wj − 1
N
)
2j (B),
...
	i = s
TBis
sTs
− tr(B
i)
N
=
N∑
j=1
Wjj (B
i) − tr(B
i)
N
=
N∑
j=1
(
Wj − 1
N
)
ij (B),
...
whereWj , ∀j=1, 2, . . . , N , has been deﬁned in Lemma 2. Themean value of {sTBis/(sTs)−tr(Bi)/N}, ∀i=1, 2, . . .,
is zero, as the mean of Wj is 1/N , ∀j = 1, 2, . . . , N .
By using the speciﬁc seed s as obtained in Step (5) of Algorithm 1, we have a set of speciﬁc coefﬁcients Wj ,
∀j = 1, 2, . . . (of which the values are only for theoretical analysis and will be difﬁcult or impossible to know). On one
hand,
	1 = s
TBs
sTs
− tr(B)
N
 max j (B)
N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣ := ̂ N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣ ,
	2 = s
TB2s
sTs
− tr(B
2)
N
 max 2j (B)
N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣= ̂2 N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣ ,
...
	i = s
TBis
sTs
− tr(B
i)
N
 max ij (B)
N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣= ̂i N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣ ,
...
which implies that the maximum value of {sTBis/(sTs) − tr(Bi)/N}, ∀i = 1, 2, . . ., is representable by a
geometric sequence. As ̂< 1, the geometric sequence is convergent. On the other hand, the minimal value of
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{sTBis/(sTs) − tr(Bi)/N}, ∀i = 1, 2, . . ., can be similarly derived as the negative of the above geometric
sequence:
	1 = s
TBs
sTs
− tr(B)
N
 − max j (B)
N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣= −̂ N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣ ,
	2 = s
TB2s
sTs
− tr(B
2)
N
 − max 2j (B)
N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣= −̂2 N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣ ,
...
	i = s
TBis
sTs
− tr(B
i)
N
 − max ij (B)
N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣= −̂i N∑
j=1
∣∣∣∣Wj − 1N
∣∣∣∣ ,
...
In otherwords, sTBis/(sTs)−tr(Bi)/N=∑Nj=1(Wj−1/N)ij (B),∀i=1, 2, . . ., can be viewed as theweighted average
of the eigenvalues of Bi , which is the summation of N geometric sequences. The maximal value and the minimal value
of sTBis/(sTs) − tr(Bi), ∀i = 1, 2, . . ., are also representable by a geometric sequence. These geometric sequences
are all convergent to zeros as index i tends to inﬁnity.
Since the 	i is bounded by a convergent geometric sequence, the total error
log det(A) −
{
−N
∞∑
i=1
sTBis/(isTs)
}
=
∞∑
i=1
	i/ i
is also a convergent series. This suggest that some seed-related compensation in the form of a convergent known
series might be applicable to (6). Given the geometric-sequence bound on 	i , the obvious choice for the known
series is
∞∑
i=1
	i/ i ≈ 	1 + 	22 +
	2

3
+ · · · + 	2

k−2
k
+ · · ·
= 	1


(

+ 

2
2
+ 

3
3
+ · · · + 

k
k
+ · · ·
)
= − 	1 log(1 − 
)


,
provided that 
 := 	2/	1 and |
|< 1. When 1 |	2/	1|< 2, an alternative choice for the power series is 	1 +
(
/2)	1 + (
/2)2	1 +· · ·+ (
/2)k−1	1 +· · ·=	1/(1−
/2) with 
=	2/	1. For the other situation of 
 (i.e., |
|2
with 
 = 	2/	1), an alternative choice for the power-series compensation is 	1 + 	2/2 + (	1 + 	2/2)/
 + (	1 +
	2/2)/
2 + · · · = (	1 + 	2/2)/(1 − 1/
), which can ﬁnally be written as 	1(
2 + 2
)/(2(
 − 1)). The suggested
compensation for the one-seed trace estimation error of log det(A) in (6) is thus⎧⎪⎨⎪⎩
−(	1/
) log(1 − 
) if 0< |
|< 1,
	1/(1 − 
/2) if 1 |
|< 2,
	1(
2 + 2
)/(2(
− 1)) if |
|2,
which completes the proof. 
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