Abstract
Introduction
Faces are much more than keys to individual identity. Human beings possess and express emotions in day to day interactions with others. Emotions are reflected in voice. hand and body gestures. and mainly through Facial expressions. While a precise. generally agreed upon definition of the cmotion does not exist. it is undeniable that emotions are an integral par! of our existence. The fact that we understand emotions and know how IO react 1 0 other people's cxprebsionr greatly enriches the interaction. Computers today. on the other hand. are still "emotionally challenped." They neither recognize the user'simotions nor possess emotions of their own.
In recent years there has been a growing interest in improving all aspects ofthc interaction between humans and computers. Ekman classifier based on Cauchy model assumption and we provide an algorithm to test whether a Cauchy assumption is better than the Gaussian assumption.
The rest of the paper is organized as follows. Section 2 presents the features used for facial expression recognition. In Section 3 we present the Cauchy Naive Bayes classifier followed by the experimental setup and the framework for choosing the best model assumption (Section 4). In Section 5 we apply the theoretical results to determine the influence of the model assumption on the emotion classification results. Conclusions are given in Section 6 .
Features for emotion recognition
The very basis of any recognition system is extracting the best features to dcscnbe the physical phenomenon. As such, categorization ofthe visual information revealed by facial expression is a fundamental step before any recognition ol facial expressions can be achieved. First a model of the facial muscle motion corresponding to different expressions has to be found. This model has 10 he generic enough for most people if it is to be useful in any way.
The best known such model is given in the study by Ekman and Friesen [I] . known as the Facial Action Coding System (FACS). Ekman has since argued that emotions are linked directly to the facial expressions and that there are six basic "universal facial expressions" corresponding to happiness. surprise. sadness. fear. anger. and disgust. The FACS c d e s the facial expressions as a combination of facial movements known as action units (AUs). The AUs have some relation to facial muscular motion and were defined based on anatomical knowledge and by studying videotapes of how the face changes its appearance. Ekman defined 46 such action units to correspond to each independent motion of the face. In our work. we consider a simplified model propobed by Tdo and Huang [IO] which uses an explicit 3D wireframe model of the face. The face model consists of 16 surface patches embedded in Uezier volumes. Figure I shows the wireframe model and the 12 facial motion measurements bring measured for facial expression recognition. where the arrow represents the motion direction away from the neutral position of the lacc. The 12 features we use correspond 10 the magnitude of the 12 Facial motion measurements defined in the face model and the combination of these features define the 1 basic classes of k i a l expression we want to classify (the Neutral class is also considered in classification).
Cauchy Naive Bayes classifier
Consider B classification problem with y t {O. 1:. . .~A l } (class label) and S e R" (feature vector) the observed data. The 
If the features in X are assumed to he independent o f each other conditioned upon the class label (the Naive Bayes framework). equation (I) reduces to:
Now the prohlem i s how to model the probability o f features given the class label P(xcly). In practice. the common assumption is that we have a Gaussian distribution and rhe ML can be used to obtain the estimate of the parameters (mean and variance 
Experimental setup
We consider that representative ground truth is provided. We split the ground truth in two nonoverlapping sets: the training set and the test set. The estimation of the parameters is done using only the training set. The classification is performed using only the test set.
An interesting problem is determining when to use the Cauchy assumption versus the Gaussian assumption. One solution i s to compute the distribution for the data and to match this distribution using a Chi-square or a Kolmogorav-Smirnov test with the model distributions (Cauchy or Gaussian) estimated using the ML approach described above. Another solution (considered here) is to extract a random subsample from the training set and to perform an initial classification. The model distrihulion which provides hetter results would be used further in the classification ofthe test set. The assumption behind this solution i s that the training set and the test set have similar characteristics.
Step 1. For each class consider the corresponding training set and estimate the parameters of the model (Gaussian and Cauchy) using the ML framework.
Step 2. Extract a random sample from the training set and perform classification. The model which provides the best results will be assigned for cach individual class in the classification step.
In summary, our algorithm can he described as follows:
Step 3. Perform classification using only the test set.
Experiments
The testing of the algorithm described in the previous section was performed an a database of five people who were not actors. They were instructed to display facial expressions corresponding to the six types of emotions. Each person displays six sequences ofeach one ofthe six emotions and always comes hack to a neutral state between each emotion sequence. Figure 2 shows one frame of each emotion for one o f the subjects. The data was collected in an open recording scenario. where the person was asked to display the expression corresponding to a panicular emotion. The ideal way of collecting emotion data would he using a hidden recording. inducing the emotion through events in the normal environment of the subject, not in a studio. However, the authors are not aware of an international benchmark which was acquired through hidden recording. Also. hidden recording could bring up ethical issues.
Person dependent results
There are six sequences of each facial expression for each person. For each test, one sequence of each emotion is left out, and the rest are used as the training sequences. The Cauchy assumption does not give a significant improvement in recognition rate mainly due to the fact that in this case there are fewer outliers in the data (each person was displaying the emotion sequences in the same environment). This may not be the case in a natural setting experiment.
Notc that the third person has the lowest recognition rate. T h i s fact can be attributed to the inaccurate tracking result (resulting in inaccurate features) and lack of sufficient variability in displaying emotions.
The confusion'matrix for the Cauchy assumption is presented in Tdble 2. The analysis of the confusion between different emotions shows that Happy and Surprise are well recognized. The other more subtle emotions are confused with each other more frequently, with Sad being the most confused emotion. Note that in some cases Happy was confused with Surprise due to the fact that the subject smiled while displaying surprise. These obserVations Suggest that we Can see the facial expression recognition problem from a slightly different perspective. Suppose that now we only want lo detect whether the person is in a good mood, bad mood, or is just surprised (this is separated since i t can belong to both positive and.negative facial expressions). This means that we consider now only 4 classes in the classification: Neutral, Positive, Negative, and Surprise. Anger, Disgust, Fear. and Sad will count for the Negative class while Happy will count for the Positive class.
The confusion matrix obtained in this case in presented in Table 3 . The system can tell now with 88.89% accuracy if a person displays a negative or a positive facial expression.
.
Person independent results
From the previous experiments we noticed that the Cauchy assumption brings only a small improvement in the classification rate. A more challenging application is to create a system which is person-independent. In this case the vanation of the data is Negative 89.11 Table 3 . Person-dependent average confusion matrix using the Cauchy assumption more significant and we expect that using a Cauchy-based classifier we will obtain significantly better results.
For this test all of the sequences of one subject are used as the test sequences and the sequences of the remaining four subjects are used as training sequences. This test is repeated five times, each time leaving a different person out (leave one out cross validation). Table 4 shows the recognition rate of the test when the Gaussian and Cauchy assumptions were used. In this case the recognition rates are lower compared with the persondependent results. This means that the confusions between subjects are largerthan those within the same subject. Table 4 . Person-independent emotion recognition rates using different assumptions One of the reasons for the misclassifications is the fact that the subjects are very different from each other (three females, two males, and different ethnic backgrounds); hence. they display their emotion differently. In fact, the recognition rate of subject 2. an hispanic male, was the highest in this cdSe (75% for Cauchy assumption). Although it appears to contradict the universality of the facial expressions as studied by Ekman and Friesen [41, the results show that for practical automatic emotion recognition, consideration of gender and race play a role in the training of the system.
Note that the Cauchy assumption is more appropriate in each case. The average gain in classification accuracy is almost 5%.
If we now consider the problem where only the person mood is imponant, the classification rates are significantly higher. The confusion matrix obtained in this case in presented in Table 6 . Table 6 . Person-independent average confusion matrix using the Cauchy assumption Table 2 . Person-dependent confusion matrix using the Cauchy assumption Table 5 . Person-independent average confusion matrix using the Cauchy assumption Now the recognition rates are much higher. The system can tell now with about 80% accuracy if a person displays a negative or a positive facial expression.
Discussion
In this paper we presented a method for recognizing emotions through facial expressions displayed in video sequences using a Naive Bayes classifier. The common assumption is that the model distribution is Gaussian. However, we successfully used the Cauchy distribution assumption and we provided an algorithm to test whether the Cauchy assumption is better than the Gaussian assumption. We performed person-dependem and person-independent experiments and we showed that the Cauchy distribution assumption provides better results than the Gaussian distribution assumption. Moreover. we showed that when the emotion recognition problem is reduced to a mood recognition problem the classification results are significantly higher.
Are the recognition rates sufficient for real world use? We think that it depends upon the particular application. In the case of image and video retrieval from large databases, the current recognition rates could aid in finding the right image or video by giving additional options for the queries. For future research, the integration of multiple modalities such as voice analysis and context would be expected 10 improve the recognition rates and eventually improve the computer's understanding of human emotional states.
