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Einführung
Unimodulare gerade Gitter, also diskrete Untergruppen Λ eines euklidischen Vektorraums
(V, (·, ·)) mit kompaktem Quotienten, für die das duale Gitter
Λ] := {v ∈ V | (v, w) ∈ Z für alle w ∈ Λ}
mit Λ übereinstimmt und in denen (v, v) ∈ 2Z für alle v ∈ Λ gilt, haben schon früh Be-
achtung gefunden. Sie sind unter anderem in der Theorie der Modulformen, der Codie-
rungstheorie und der Differentialtopologie von Interesse. Wir bezeichnen sie im folgenden
als Thetagitter. Derartige Gitter existieren genau dann, wenn die Dimension von V ein
Vielfaches von 8 ist. L.J. Mordell zeigte, dass das E8-Gitter bis auf Isometrie das einzige
solche Gitter in Dimension 8 ist (vgl. [Mo]). In Dimension 16 hat man die beiden Gitter
E8 ⊥ E8 und D+16; dies ist ein Resultat von E. Witt (vgl. [W]). Die Klassifikation in Di-
mension 24 stammt von H.-V. Niemeier (vgl. [Ni]). Hier gibt es 24 Gitter, darunter das
berühmte Leech-Gitter; die Gitter sind jeweils durch das Wurzelsystem eindeutig bestimmt.
Niemeier verwendete für seine Klassifikation das Knesersche Nachbarschaftsverfahren, das
M. Kneser in [Kn1] eingeführt hatte. Bei diesem Verfahren handelt es sich um eine globale
Konstruktion, die die Vervollständigungen eines Gitters nur über einer einzigen Primzahl
ändert. Es ist vielfach zur Klassifikation von Gittern eingesetzt worden.
In dieser Arbeit werden Gitter mit einer zusätzlichen Hermiteschen Struktur, d.h. ei-
ner Struktur als Modul über dem Ganzheitsring eines imaginär-quadratischen Zahlkörpers
oder einer Maximalordnung in einer definiten Quaternionenalgebra über Q, betrachtet. The-
tagitter mit Hermitescher Struktur wurden in zahlreichen Fällen klassifiziert. Im Fall der
Gaußschen ganzen Zahlen stammen entsprechende Resultate von K. Iyanaga (vgl. [I2]),
der das Nachbarschaftsverfahren verwendete, sowie von M. Kitazume und A. Munemasa
(vgl. [KM]). Ergebnisse zu weiteren imaginär-quadratischen Zahlkörpern finden sich in den
Arbeiten [HKN1], [HKN2] und [HHKN]. C. Bachoc und G. Nebe haben Thetagitter über
den Hurwitz-Quaternionen klassifiziert (vgl. [BN]), ebenfalls mithilfe des Nachbarschafts-
verfahrens. R. Coulangeon verwendete das Nachbarschaftsverfahren zur Klassifikation von
Thetagittern über der total definiten Quaternionenalgebra über Q(
√
5) (vgl. [Co]).
Thetagitter sind für die Theorie der Modulformen von Bedeutung, da die ihnen zuge-
ordneten Thetareihen vom Grad n, die durch
ϑ
(n)
Λ (Z) =
∑
(λ1,...,λn)∈Λn
epiiSpur((〈λν ,λµ〉)Z)
für Z aus dem Siegelschen Halbraum
Hn = {Z = X + iY | Z = Z ′, Y positiv definit}
definiert sind, Siegelsche Modulformen für die volle Siegelsche Modulgruppe sind. Darunter
versteht man (in Verallgemeinerung der elliptischen Modulformen für SL(2,Z)) holomorphe
Funktionen auf Hn, die für ein k ∈ Z die Transformationsgleichung
f
(
(AZ +B)(CZ +D)−1
)
= det(CZ +D)kf(Z)
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für
M =
(
A B
C D
)
∈ Sp(n,Z)
erfüllen; zudem gilt eine gewisse Beschränktheitsbedingung, die im elliptischen Fall, also für
n = 1, zusätzlich gefordert werden muss. Diese Modulformen haben eine Fourierentwicklung
der Form
f(Z) =
∑
T≥0 gerade
a(T )epiiSpur(TZ),
wobei über alle geraden positiv definiten Matrizen summiert wird. Weitere Verallgemei-
nerungen der elliptischen Modulformen sind die von H. Braun eingeführten Hermiteschen
Modulformen (vgl. [Br]) sowie die von A. Krieg eingeführten quaternionischen Modulfor-
men (vgl. [Kr1]). Im Fall von Gittern mit einer hermiteschen Struktur kann man nun auch
Thetareihen definieren, die Hermitesche bzw. quaternionische Modulformen sind, wie D.M.
Cohen und H.L. Resnikoff in [CR] bzw. A. Krieg in [Kr1] gezeigt haben; siehe auch [HN] für
den Hermiteschen Fall für Körper der Klassenzahl größer 1.
Von zentraler Bedeutung in der Theorie der Modulformen sind die sogenannten Hecke-
operatoren, gewisse Endomorphismen des Vektorraums der Modulformen. Im elliptischen
Fall wurden sie von E. Hecke eingeführt, Verallgemeinerungen auf den Siegelschen Fall ge-
hen auf M. Sugawara und H. Maaß zurück. Einen allgemeinen Rahmen für die Theorie dieser
Operatoren schuf G. Shimura mit der abstrakten Heckealgebra. Auf diesem Weg führt man
auch Heckeoperatoren für Hermitesche und quaternionische Modulformen ein.
In Verbindung mit dem Nachbarschaftsverfahren erklärt man nun den Nachbarschafts-
operator, der von G. Nebe und B. Venkov in [NV] eingeführt wurde. Es handelt sich um
einen Endomorphismus des Vektorraums der formalen Linearkombinationen von Isometrie-
klassen von Thetagittern. Diesen Operator kann man auch als Operator auf dem von den
Thetareihen vom Grad n der betrachteten Gitter aufgespannten Vektorraum betrachten. Es
folgt aus den Formeln für die Wirkung von Heckeoperatoren auf Thetareihen, die von H.
Yoshida in [Yo] bzw. in expliziterer Form von L. Walling in [Wa] hergeleitet wurden, dass
dieser Operator ein Heckeoperator ist. Hier sollen entsprechende Resultate im Hermiteschen
und quaternionischen Fall hergeleitet werden, allerdings nur im Fall der vollen Modulgruppe.
Wir beschreiben nun ausführlicher den Inhalt der vorliegenden Arbeit. Im ersten Kapitel
werden zunächst die grundlegenden Aspekte der Theorie der Gitter mit hermitescher Struk-
tur zusammengestellt. Dann befassen wir uns mit den drei euklidischen Maximalordnungen
M∞,2, M∞,3 und M∞,5 in den Quaternionenalgebren Q∞,2, Q∞,3 bzw. Q∞,5, die im fol-
genden von Interesse sein werden. Im Hinblick auf die Klassifikation der Thetagitter mit
einer hermiteschen Struktur über diesen Ordnungen leiten wir als nächstes eine Maßformel
für diese Gitter her, und zwar allgemein für Maximalordnungen in definiten Quaternionen-
algebren über Q (auch mit Klassenzahl größer als 1). Wir verwenden dabei einen Trick von
B. Venkov (vgl. [BN]) und die Maßformel von K. Hashimoto und T. Ibukiyama aus [HI].
Diese Maßformel genügt bereits, um zu zeigen, dass es über M∞,3 genau ein Thetagitter
vom Rang 2 und genau zwei vom Rang 4 gibt. Die Thetagitter vom Rang 6 über M∞,3
lassen sich mithilfe von Untersuchungen der Automorphismengruppen der Niemeier-Gitter
bestimmen, ähnlich wie dies im Fall der Gaußschen ganzen Zahlen von Kitazume und Mune-
masa in [KM] durchgeführt wurde. Dabei machen wir aber Gebrauch von Berechnungen mit
dem Computeralgebrasystem Magma (vgl. [BCP]). Hier gibt es bis auf Isometrie sechs The-
tagitter. Im Fall der Thetagitter vom Rang 8 über M∞,3 haben wir mit dem Kneserschen
Nachbarschaftsverfahren die Klassifikation durchgeführt (die Klassifikation der Thetagitter
vom Rang 16 über Q(
√−3) in [HHKN] war zu diesem Zeitpunkt noch nicht abgeschlossen,
daher konnten wir auf diese Resultate nicht zurückgreifen, um die Klassifikation wie für
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Rang 6 durchzuführen). Wir behandeln zunächst die theoretischen Grundlagen dieses Ver-
fahrens, wobei wir uns an der Arbeit von A. Schiemann zum imaginär-quadratischen Fall
(vgl. [Sc]) orientieren; dann beschreiben wir den entsprechenden Algorithmus, den wir in
Magma implementiert haben. Wir finden 83 Isometrieklassen von Thetagittern. Mit dersel-
ben Methode haben wir auch die Thetagitter über M∞,5 vom Rang ≤ 6 bestimmt. Hier
gibt es ein Thetagitter vom Rang 2, zwei vom Rang 4 und 21 vom Rang 6; die Klassifikation
in Rang 8 ist hier außer Reichweite. Anschließend gehen wir in diesem Kapitel noch auf die
Definition und die Berechnung des Nachbarschaftsoperators ein.
Das folgende Kapitel beschäftigt sich mit Hermiteschen und quaternionischen Modulfor-
men und Heckeoperatoren, wobei wir uns auf den Fall der Klassenzahl 1 beschränken. Nach
einer Einführung in die Grundlagen der jeweiligen Theorie bestimmen wir jeweils die Wir-
kung eines konkreten Heckeoperators auf die Thetareihen von Thetagittern und zeigen so,
dass der Nachbarschaftsoperator auf dem von den Thetareihen aufgespannten Vektorraum
einem Heckeoperator entspricht. Wir kombinieren dabei Methoden von A. Krieg (vgl. [Kr2])
und E. Freitag (vgl. [Fr1], [Fr2]) aus dem Siegelschen Fall. Weiterhin machen wir Gebrauch
von dem Vertauschungsgesetz der Heckeoperatoren mit dem Siegelschen Φ-Operator, wie es
von A. Krieg in [Kr3] hergeleitet wurde, wobei wir die dortigen Ergebnisse erweitern.
Da Heckeoperatoren normal (in den hier betrachteten konkreten Fällen sogar selbst-
adjungiert) bezüglich des Peterson-Skalarprodukts sind (vgl. [Kr6]), gibt es eine Basis aus
Eigenformen des Nachbarschaftsoperators. Im dritten und letzten Kapitel bestimmen wir in
einigen Fällen die Filtration der zugehörigen Linearkombinationen von Thetareihen und da-
mit die Dimension der von Thetareihen aufgespannten Vektorräume, indem wir mit Magma
Fourierkoeffizienten dieser Eigenformen berechnen. Leider bleiben diese Ergebnisse unvoll-
ständig, da die Berechnung hinreichend vieler Fourierkoeffizienten aufgrund des Rechenauf-
wands nicht in allen Fällen möglich ist.
An dieses Kapitel schließen sich zwei Anhänge an. Im ersten sind Grammatrizen für die
gefundenen Gitter zusammengestellt, im zweiten ist der Magma-Code für unsere Implemen-
tierung des Nachbarschaftsverfahrens enthalten.
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Kapitel 1
Thetagitter und die
Nachbarschaftsmethode
1.1 Hermitesche Gitter
Wir verwenden folgende Notation: Sei R ein kommutativer Ring mit Eins. Mit M(m×n,R)
bezeichnen wir den Ring der m×n-Matrizen über R. Gilt n = m, schreiben wir M(n,R) =
M(n× n,R). Mit I = I(n) bezeichnen wir die n× n-Einheitsmatrix. Für A ∈M(m× n,R)
bezeichne A′ die transponierte Matrix.
Im folgenden bezeichne K einen imaginär-quadratischen Zahlkörper, also K = Q(
√−d)
mit d ∈ N quadratfrei, oder eine definite Quaternionenalgebra über Q, also K = Q +
Qi1 + Qi2 + Qi3 mit i21, i22 ∈ Q<0, i3 = i1i2 = −i2i1. O sei eine Maximalordnung in K. Im
imaginär-quadratischen Fall ist O also der Ring der ganzen Zahlen in K, der durch
O = OK =
{
Z+ Z
√−d, falls d ≡ 1, 2 mod 4,
Z+ Z1+
√−d
2 , falls d ≡ 3 mod 4,
gegeben ist. Die Konjugation auf K, die durch
K → K, z = a+ b√−d 7→ z = a− b√−d
im imaginär-quadratischen bzw. durch
K → K, z = a0 + i1a1 + i2a2 + i3a3 7→ z = a0 − i1a1 − i2a2 − i3a3
im quaternionischen Fall erklärt ist, ist eine Involution. Durch Tr(z) = z + z ist die (redu-
zierte) Spur auf K definiert, durch N(z) = zz die (reduzierte) Norm. Ist (u1, . . . , ud) eine
Z-Basis von O, dann ist die Diskriminante dK von K gegeben durch
dK = det(Tr(uiuj)),
im imaginär-quadratischen Fall bzw. durch
d2K = det(Tr(uiuj))
mit dK > 0 im quaternionischen Fall (vgl. [Nk, §I.2] bzw. [Vi, §I.4]). Die Diskriminante
ist unabhängig von der Wahl der Basis und - da wir Maximalordnungen betrachten - auch
unabhängig von der Wahl der Ordnung (s. [Vi, Cor. II.5.3] oder [MR, Thm. 6.6.1]). Im
imaginär-quadratischen Fall hat man
dK =
{
−4d, falls d ≡ 1, 2 mod 4,
−d, falls d ≡ 3 mod 4.
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Wir setzen voraus, dass die im folgenden betrachteten Sesquilinearformen linear in der
ersten Variablen sind. Unter einem Gitter in einem Vektorraum verstehen wir immer ein
volles Gitter.
Definition 1.1.1. Sei (V, 〈·, ·〉) ein unitärer K-Linksvektorraum der Dimension n. Ein O-
Gitter ist ein Z-Gitter in V , das auch ein O-Untermodul von V ist.
O-Gitter bezeichnen wir auch als Hermitesche Gitter. dimKV bezeichnen wir als Rang
des O-Gitters. Gemäß [O’M, 81:3] bzw. [Re, (27.8)] hat jedes O-Gitter Γ eine Pseudoba-
sis, d.h. es existieren linear unabhängige Vektoren v1, . . . , vn ∈ V und gebrochene Ideale
a1, . . . , an von O mit
Γ = a1v1 + . . .+ anvn.
Γ heißt frei, wenn Γ = Ov1 + · · · +Ovn mit linear unabhängigen Vektoren v1, . . . , vn ∈ V ;
(v1, . . . , vn) bezeichnet man dann als Gitterbasis. Hat K die Klassenzahl 1, d.h. ist O
ein Hauptidealring, dann sind alle O-Gitter frei. Für K = Q(√−d) ist dies genau für
d ∈ {1, 2, 3, 7, 11, 19, 43, 67, 163} der Fall. Ist V eine Teilmenge von Cm bzw. Hm (jeweils
aufgefasst als Spaltenvektoren), wobei H den Schiefkörper der Hamiltonschen Quaternio-
nen bezeichnet, so bezeichnet man die Matrix mit den Zeilen v′1, . . . , v′n als Erzeugermatrix
von Γ. Für ein freies O-Gitter in einem unitären K-Linksvektorraum (V, 〈·, ·〉) bezeichnet
man die (hermitesche) Matrix (〈vi, vj〉)i,j als Grammatrix von Γ. Die Determinante einer
Grammatrix von Γ ist unabhängig von der Wahl der Gitterbasis v1, . . . , vn und wird auch
als Diskriminante von Γ (kurz: disc(Γ)) bezeichnet. Dabei ist die Determinante einer hermi-
teschen quaternionischen Matrix A ∈ Sym(n,K) wie folgt definiert: Man kann zeigen, dass
eine Matrix U aus der unitären Gruppe U(n,R⊗K) existiert, so dass
U
′
AU = diag[d1, . . . , dn],
wobei d1, . . . , dn ∈ R bis auf die Reihenfolge eindeutig bestimmt sind (s. [Ka, Cor. 3.5]).
Dann definiert man
det(A) := d1 · . . . · dn.
Das Quadrat der so definierten Determinante stimmt mit der reduzierten Norm von A
über R (vgl. [Dr, §22]) überein, was aus der Darstellung der reduzierten Norm mithilfe der
Bruhat-Zerlegung gemäß [Dr, Thm. 19.1, Thm. 22.1] folgt.
Ein O-Gitter können wir auch als Z-Gitter im euklidischen Vektorraum (V,Re〈·, ·〉)
auffassen. Wir sagen, ein Z-Gitter Λ habe eine Struktur als O-Gitter, wenn ein O-Gitter Γ
existiert, das als Z-Gitter zu Λ isometrisch ist. Mit discZ(Γ) bezeichnen wir die Diskriminante
von Γ als Z-Gitter. Für die Diskriminante eines O-Gitters gilt das folgende Lemma (vgl.
[CS, §2.2.6]):
Lemma 1.1.2. Für ein O-Gitter Γ in einem K-Linksvektorraum der Dimension n gilt
discZ(Γ) = 4−n|dK |n(disc(Γ))2,
falls K ein imaginär-quadratischer Zahlkörper ist, bzw.
discZ(Γ) = 4−2n|dK |2n(disc(Γ))4,
falls K eine Quaternionenalgebra ist.
Beweis. Sei u1, . . . , ud eine Z-Basis von O. Es gilt |dK | = −det(Tr(uiuj)) im imaginär-
quadratischen bzw. dK2 = −det(Tr(uiuj)) im quaternionischen Fall. Sei zunächst n = 1,
also Γ = Ov und disc(Γ) = 〈v, v〉 =: λ ∈ Q. Es gilt
discZ(Γ) = det(Re〈uiv, ujv〉) = 2−dλd det (Tr(uiuj)) .
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Nun gilt
(Tr(uiuj)) = (Tr(uiuj)) · S,
wobei S die Basiswechselmatrix von der Basis (u1, . . . , ud) nach (u1, . . . , ud) ist, also die
Darstellungsmatrix der Q-linearen Abbildung
ϕ : K → K, z 7→ z
bezüglich der Q-Basis (u1, . . . , ud) von K, und somit
det (Tr(uiuj)) = det(Tr(uiuj)) · det(S).
Es gilt aber det(S) = −1, denn im imaginär-quadratischen Fall ist die Darstellungsma-
trix von ϕ bezüglich der Basis (1,
√−d) gerade die Matrix diag[1,−1], im quaternioni-
schen Fall ist die Darstellungsmatrix von ϕ bezüglich der Basis (1, i1, i2, i3) die Matrix
diag[1,−1,−1,−1].
Wir behandeln nun den imaginär-quadratischen Fall. Man zeigt leicht, dass die Behaup-
tung auch für Gitter mit einer Orthogonalbasis gilt. Im Fall eines beliebigen Gitters Γ mit
Basis v = (v1, . . . , vn) wendet man das Gram-Schmidt-Orthogonalisierungsverfahren auf v
an, um eine Orthogonalbasis w = (w1, . . . , wn) zu erhalten, also
wµ = vµ −
µ−1∑
ν=1
ανµwν
mit
ανµ =
〈vµ, wν〉
〈wν , wν〉 .
Die Basiswechselmatrix von w nach v (aufgefasst als K-Basen von V ) ist also von der Form
S =

1 α12 · · · α1,n
0 1
. . .
...
...
. . . . . . αn−1,n
0 · · · 0 1
 .
Wegen det(S) = 1 gilt also für Λ = Ow1 + . . . + Own: disc(Γ) = disc(Λ). Zudem gilt
auch discZ(Γ) = discZ(Λ). Dies sieht man wie folgt: Sei O = Z + Zω mit ω ∈ O. Dann
sind b = (v1, ωv1, . . . , vn, ωvn) bzw. c = (w1, ωw1, . . . , wn, ωwn) Z-Basen von Γ bzw. Λ. Die
Basiswechselmatrix von c nach b hat die Form
T =

E2 α˜12 · · · α˜1,n
0 E2
. . .
...
...
. . . . . . α˜n−1,n
0 · · · 0 E2
 ,
wobei E2 die 2× 2-Einheitsmatrix und α˜ für α = β + γω ∈ K die Blockmatrix
α˜ :=
(
β βω
γ γω
)
bezeichnet. Wegen det(T ) = 1 folgt die Aussage.
Im quaternionischen Fall schließt man analog unter Verwendung der reduzierten Norm
anstelle der Determinante. Dabei macht man Gebrauch von der Multiplikativität der redu-
zierten Norm sowie davon, dass aufgrund der der Darstellung der reduzierten Norm gemäß
[Dr, Thm. 19.1, Thm. 22.1] die reduzierte Norm einer oberen Dreiecksmatrix mit lauter
Einsen auf der Hauptdiagonalen gleich 1 ist.
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Ist a ein Linksideal (bzw. Rechtsideal) von O, so ist a−1 = {z ∈ K | aza ⊆ a} ein
Rechtsideal (bzw. Linksideal) von O und erfüllt aa−1 = O (bzw. a−1a = O) (s. [Nk, Satz
I.3.8] bzw. [MR, Cor. 6.6.5]). Weiter ist a = {λ | λ ∈ a} ein Rechtsideal (bzw. Linksideal).
Für ein O-Gitter Γ definieren wir das duale Gitter als
Γ∗ := {z ∈ V | 〈z, w〉 ∈ O für alle w ∈ Γ}
(vgl. [M, Def. 8.1.2]). Γ∗ ist wieder ein O-Gitter. Gilt Γ∗ ⊂ Γ, so nennen wir Γ ganz.
Bemerkung 1.1.3. Ist
Γ = a1v1 + . . .+ anvn
mit einer Pseudobasis (v1, . . . , vn) und Idealen a1, . . . , an, so ist
Γ∗ = a1−1v∗1 + . . .+ an
−1v∗n
mit der dualen Basis (v∗1, . . . v∗n).
Beweis. Wir folgen [O’M, §82F]. Die duale Basis ist gegeben durch 〈v∗i , vj〉 = δij . Es gilt
〈aivi, aj−1v∗j 〉 = {0}, falls i 6= j, und 〈aivi, ai−1v∗i 〉 ⊂ O. Also ist
a1
−1v∗1 + . . .+ an
−1v∗n ⊂ Γ∗.
Ist umgekehrt z = β1v∗1 + . . .+ βnv∗n ∈ Γ∗, dann ist
aiβiai = ai〈βiv∗i , aivi〉 = ai〈z, aivi〉 ⊂ ai
und somit βi ∈ ai−1 für 1 ≤ i ≤ n.
Ist A = (〈vi, vj〉)i,j und B = (bij) = A−1, dann ist
v∗i =
n∑
j=1
bijvj .
Falls Γ ein freies O-Gitter mit Γ ⊂ Γ∗ ist, so gilt disc(Γ) = [Γ∗ : Γ] (dies sieht man wie in
[E, §1.1]).
Definition 1.1.4. Sei a ein zweiseitiges Ideal von O. Ein O-Gitter Γ heißt a-modular, wenn
aΓ∗ = Γ. Ist a = O, dann heißt Γ unimodular.
Sei C = CO|Z = {ξ ∈ K | Tr(ξO) ⊂ Z} die Kodifferente und D = DO|Z = C−1 die
Differente von O über Z. Beides sind (zweiseitige) Ideale von O, D ist ein ganzes Ideal (s.
[Nk, §III.2] bzw. [Vi, Lemme I.4.7]).
Lemma 1.1.5. Sei Γ ein O-Gitter. Dann ist
2D−1Γ∗ = Γ] := {z ∈ V | Re〈z, w〉 ∈ Z für alle w ∈ Γ}.
Beweis. Siehe [M, Prop. 8.1.3].
Fassen wir Γ als Z-Gitter im euklidischen Vektorraum (V,Re〈·, ·〉) auf, dann ist Γ] gerade
das duale Z-Gitter. Ein freies O-Gitter Γ ist daher genau dann 2D−1-modular, wenn Γ ⊂ Γ]
und
disc(Γ) =
(
2√|dK |
)n
.
Ein O-Gitter Γ heißt gerade, wenn 〈z, z〉 ∈ 2Z für alle z ∈ Γ.
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Lemma 1.1.6. Für ein gerades O-Gitter Γ gilt: 〈z, w〉 ∈ 2D−1 für alle z, w ∈ Γ.
Beweis. Re〈z, w〉 ist eine symmetrische Bilinearform. Aus 〈z, z〉 = Re〈z, z〉 ∈ 2Z für alle
z ∈ Γ folgt mit der Polarisationsformel für symmetrische Bilinearformen 12Tr(〈z, w〉) =
Re〈z, w〉 ∈ Z für alle z, w ∈ Γ. Ist α ∈ O, so gilt also für z, w ∈ Γ insbesondere
1
2
Tr(〈z, w〉α) = 1
2
Tr(〈z, αw〉) ∈ Z,
d.h.
1
2
〈z, w〉 ∈ C = D−1.
Im quaternionischen Fall und im Fall eines imaginär-quadratischen Körpers ungerader
Diskriminante gilt D−1 ∩Q = Z. Ist also in diesen Fällen Γ ein 2D−1-modulares O-Gitter,
so ist Γ gerade, da 〈z, z〉 ∈ 2D−1 ∩ Q = 2Z für alle z ∈ Γ. Zudem sind in diesen Fällen
unimodulare Gitter immer ungerade, vgl. [HKN2].
Definition 1.1.7. Ein Thetagitter ist ein gerades 2D−1-modulares O-Gitter.
Man kann zeigen, dass Thetagitter vom Rang m im imaginär-quadratischen Fall genau
dann existieren, wenn 4|m (vgl. [CR] bzw. [DK] für eine explizite Konstruktion), und im
quaternionischen Fall genau dann, wenn 2|m (vgl. [M, Thm. 8.7.2]).
Definition 1.1.8. Seien Γ1,Γ2 und Γ O-Gitter in V .
(i) Eine Isometrie von Γ1 und Γ2 ist eine Abbildung ϕ ∈ U(V ) mit ϕ(Γ1) = Γ2.
(ii) Ein Automorphismus von Γ ist eine Isometrie ϕ : Γ→ Γ.
(iii) Die Gruppe der Automorphismen von Γ bezeichnen wir als Aut(Γ).
Geht man im Fall freier O-Gitter über zur Koordinatendarstellung bezüglich einer Git-
terbasis b, so entsprechen die Automorphismen von Γ gerade den Matrizen G ∈ GL(n,O)
mit G′SG = S, wobei S die Grammatrix von Γ bezüglich b ist. Ebenso gilt: Zwei freie
O-Gitter Γ, Λ sind genau dann isometrisch, wenn Grammatrizen S von Γ und T von Λ
unimodular äquivalent sind, d.h. wenn G ∈ GL(n,O) mit S[G] = T existiert.
Sei p eine Primzahl, V ein unitärer K-Vektorraum. Wir schreiben Kp := Qp ⊗ K,
Op := Zp ⊗ O und Vp := Qp ⊗ V , für ein O-Gitter Γ in V schreiben wir Γp := Zp ⊗ Γ.
Weiterhin setzen wir K∞ := R ⊗K, O∞ := R ⊗ O, V∞ := R ⊗ V und Γ∞ := R ⊗ Γ. Wir
setzen das Skalarprodukt auf V auf Vp fort; mit U(Vp) bezeichnen wir die zugehörige unitäre
Gruppe.
Definition 1.1.9. Das Geschlecht eines O-Gitters Γ in einem K-Linksvektorraum V ist die
Menge aller O-Gitter Λ in V , so dass für alle p einschließlich∞ ein σp ∈ U(Vp) existiert mit
Λp = σp(Γp).
Die geraden bzw. die ungeraden 2D−1-modularen bzw. unimodularen O-Gitter gegebe-
nen Rangs bilden jeweils ein Geschlecht, vgl. [I1, Prop. 6.3] für den imaginär-quadratischen
und [Sh2, Prop. 6.18] für den quaternionischen Fall.
Im folgenden sei K ein imaginär-quadratischer Zahlkörper und p eine Primzahl. Mit | · |p
bezeichnen wir die auf Kp fortgesetzte p-adische Bewertung. Wir definieren eine Norm auf
M(n,Kp) durch
‖A‖p := max
µ,ν
|aµν |p
für A = (aµν). Analog zum ganzrationalen Fall (vgl. [Ca, Lemma 4.2]) hat man:
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Lemma 1.1.10. Sei P eine endliche Menge von Primzahlen, die in K unverzweigt sind,
und S ∈ Sym(n,O) mit det(S) = d. Für jedes p ∈ P sei Sp ∈ Sym(n,Op) gegeben, so
dass Gp ∈ GL(n,Op) existiert mit Sp = S[Gp]. Dann existiert für jedes ε > 0 eine Matrix
G ∈ SL(n,O), so dass ‖Sp − S[G]‖p < ε für alle p ∈ P .
Beweis. Für alle p ∈ P gilt det(Gp) ∈ Ep,0 := {α ∈ O×p | N(α) = 1}. Nach [Bö, §7] findet
man für alle β ∈ Ep,0 Matrizen Up ∈ GL(n,Op) mit detUp = β, so dass Sp[Up] = Sp;
wir können also detGp = 1 annehmen. Nach dem starken Approximationssatz für SL(n)
über Dedekindringen (vgl. [Bou, VII §2 no. 4]) findet man für jedes δ > 0 eine Matrix
G ∈ SL(n,O) mit ‖Gp −G‖p < δ für alle p ∈ P . Damit folgt die Aussage.
Im Fall von verzweigten Primzahlen kann man so nicht schließen, da dann im allgemeinen
nicht zu jedem β ∈ Ep,0 Automorphismen von Sp mit detUp = β existieren; vgl. [Bö, Satz
29] und [Sh2, Prop. 4.18].
Im Fall eines Körpers der Klassenzahl 1 folgt:
Korollar 1.1.11. Seien Γ1,Γ2 ganze O-Gitter, die im gleichen Geschlecht liegen. Sei N eine
natürliche Zahl, deren Primteiler in K unverzweigt sind. Dann existieren Grammatrizen S1
und S2 von Γ1 bzw. Γ2, so dass
S1 ≡ S2 mod NSym(n,O).
Unter Verwendung der reduzierten Norm kann man eine analoge Aussage für Quater-
nionenalgebren mit dem starken Approximationssatz [S, Thm. 5.1] sowie [Sh2, Prop. 6.11]
beweisen.
1.2 Die Ordnungen M∞,2, M∞,3 und M∞,5
In diesem Abschnitt sind einige Ergebnisse über die von uns betrachteten Maximalordnungen
der Quaternionenalgebren Q∞,2, Q∞,3 und Q∞,5 zusammengestellt. Referenzen sind [Kr1]
und [Kr3] für den Fall der Hurwitz-Quaternionen sowie [Fri].
Sei p eine Primzahl und H eine Quaternionenalgebra über Q. H heißt verzweigt in p,
wennHp := Qp⊗QH ein Schiefkörper ist.H ist genau dann vezweigt in der Primzahl p, wenn
p|dH (vgl. [Vi, Cor. III.5.3]). H heißt verzweigt in ∞, wenn H∞ := R⊗H ein Schiefkörper
ist. Mit Q∞,p bezeichnen wir die (bis auf Isomorphie eindeutige) Quaternionenalgebra über
Q, die genau in ∞ und in der Primzahl p verzweigt ist. Speziell betrachten wir
Q∞,p = Q+Qi1 +Qi2 +Qi3
für p = 2, 3, 5, wobei i3 = i1i2 = −i2i1 sowie
i21 = i
2
2 = −1 für p = 2,
i21 = −3, i22 = −1 für p = 3,
i21 = −2, i22 = −5 für p = 5.
Maximalordnungen in diesen Algebren, die bis auf Konjugation eindeutig bestimmt sind, da
die Klassenzahl jeder der drei Algebren 1 ist, erhält man durch
M∞,2 = Z+ Zi1 + Zi2 + Z1 + i1 + i2 + i32 ,
M∞,3 = Z+ Z1 + i12 + Zi2 + Z
i2 + i3
2
,
M∞,5 = Z+ Z1 + i1 + i22 + Zi2 + Z
2 + i1 − i3
4
.
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M∞,2 wird als Hurwitz-Ordnung bezeichnet.
Diese Maximalordnungen sind links- und rechtseuklidisch (s.u.) und (bis auf Konjuga-
tion) die einzigen Maximalordnungen in definiten Quaternionenalgebren über Q mit dieser
Eigenschaft. Maximalordnungen der Klassenzahl 1 erhält man zusätzlich noch durch die
Maximalordnungen von Q∞,7 und Q∞,13 (s. [Vi, §5.3 E]).
Eigenschaften dieser drei Maximalordnungen werden in [Fri] untersucht. Im Fall p = 5
wird dort eine zu M∞,5 konjugierte Ordnung betrachtet, aber die Ergebnisse lassen sich
leicht auf M∞,5 übertragen.
Es gilt
M×∞,2 =
{
±1,±i1,±i2,±i3, ±1± i1 ± i2 ± i32
}
,
M×∞,3 =
{
±1, ±1± i1
2
,±i2, ±i2 ± i32
}
,
M×∞,5 =
{
±1, ±2± (i1 − i3)
4
}
Im folgenden bezeichne M eine der Maximalordnungen M∞,p.
Definition 1.2.1. Wir nennen a ∈M \ {0} invariant, wenn aM =Ma.
Sei I(M) die Menge der invarianten Elemente in M. In [Fri, Satz 3.17] wird gezeigt,
dass I(M∞,p) = N(M×∞,p ∪ N (p)), wobei N (p) die Menge der Elemente der Norm p in
M∞,p bezeichnet (vgl. auch [Hu, Vorl. 5] für den Fall p = 2). Die Mengen N (p) werden in
[Fri] bestimmt.
In [Fri] wird gezeigt:
Lemma 1.2.2. Für alle a ∈ Q∞,p existiert ein g ∈M∞,p, so dass N(a− g) ≤ cp, wobei
cp =

1/2, falls p = 2,
2/3, falls p = 3,
4/5, falls p = 5.
Korollar 1.2.3. Seien a, b ∈M, b 6= 0. Dann existieren x, y, v, w ∈M mit
a = bx+ y und N(y) < N(b)
sowie
a = vb+ w und N(w) < N(b).
Die Ordnungen M∞,p sind also links- und rechtseuklidisch; damit ist jedes Links- bzw.
Rechtsideal ein Hauptideal. Außerdem zeigt man wie in [Kr1], dass jedes zweiseitige Ideal
in M∞,p von einem invarianten Element oder von 0 erzeugt wird.
Definition 1.2.4. Seien a, b ∈ M. a heißt Links- bzw. Rechtsteiler von b, wenn g ∈ M
existiert, so dass ag = b bzw. ga = b. Wir schreiben dafür a|lb bzw. a|rb. Gilt a|lb und a|rb, so
schreiben wir a|b. a ∈ M heißt größter gemeinsamer Linksteiler der Zahlen a1, . . . ak ∈ M
oder kurz ggLt(a1, . . . , ak), wenn a gemeinsamer Linksteiler von a1, . . . , an ist und jeder
gemeinsame Linksteiler von a1, . . . , an Linksteiler von a ist. Analog definiert man den größten
gemeinsamen Rechtsteiler ggRt(a1, . . . , ak).
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Wie in [Kr1, Lemma 1.1] zeigt man, dass für a1, . . . ak ∈ M ein größter gemeinsamer
Linksteiler und ein größter gemeinsamer Rechtsteiler existieren, sofern nicht a1 = . . . =
ak = 0 ist.
Definition 1.2.5. Seien a, b ∈M \ {0}.
(i) a heißt totaler Teiler von b, wenn c ∈ I(M) existiert mit a|lc|lb. Wir schreiben dafür
auch a‖b.
(ii) a und b heißen ähnlich, wenn N(a) = N(b) und inv(a) = inv(b).
Wir setzen
ρ =

1 + i1, falls p = 2,
i1, falls p = 3,
i2, falls p = 5.
ρ ist dann invariant. Jedes a ∈M besitzt eine eindeutige Darstellung
a = ρl · n · b (1.1)
mit l ∈ N0, n ∈ N und b ∈ M, so dass p weder n doch N(b) teilt und (1/m)b /∈ M für
m ∈ Z, m > 1 (vgl. [Fri, Hilfssatz 3.18]). Dann definieren wir den größten invarianten Teiler
von a als
inv(a) := ρl · n.
Genau dann gilt a‖b für a, b ∈M \ {0}, wenn a|inv(b).
Wir folgen [Kr3] und definieren
Definition 1.2.6. Ein Element a ∈ M \ {0} heißt vollständig primitiv, wenn inv(am) = 1
für alle m ∈ N.
Wie in [Kr3, Prop.1] hat man
Lemma 1.2.7. (i) Ein Element a ∈ M \ {0} ist genau dann vollständig primitiv, wenn
ggT(N(a), 2Re(a)) = 1.
(ii) Ist q 6= p eine Primzahl, dann enthält N (q) = {z ∈ M∞,p | N(z) = q} ein vollständig
primitives Element.
Beweis. (i) Falls ggT(N(a), 2Re(a)) > 1, so ist a2 = 2Re(a)a − N(a) nicht vollständig
primitiv. Sei nun a ∈ M \ {0} mit ggT(N(a), 2Re(a)) = 1. Wir zeigen, dass dann p - N(a)
gilt. Im Fall der Hurwitz-Quaternionen ist das leicht zu sehen, da für gerades N(a) die
Koeffizienten von a bezüglich der Basis (1, i1, i2, i3) ganzzahlig sind und ggT(N(a), 2Re(a))
daher gerade ist. Im Fall p = 3 schreiben wir a in der Form
a = c0 + c1
1 + i1
2
+ c2i2 + c3
i2 + i3
2
mit c0, . . . , c3 ∈ Z. Man bestimmt alle Lösungen der Kongruenz
N(a) = c20 + c0c1 + c
2
1 + c
2
2 + c2c3 + c
2
3 ≡ 0 mod 3
und sieht, dass dann 2Re(a) = 2c0 + c1 ≡ 0 mod 3 gelten muss. Im Fall p = 5 verfährt man
genauso: Wir schreiben a in der Form
a = c0 + c1
1 + i1 + i2
2
+ c2i2 + c3
2 + i1 − i3
4
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mit c0, . . . , c3 ∈ Z. Man bestimmt alle Lösungen der Kongruenz
N(a) = c20 + c0c1 + c0c3 + 2c
2
1 + 5c1c2 + c1c3 + 5c
2
2 + c
2
3 ≡ 0 mod 5
und sieht, dass dann 2Re(a) = 2c0 + c1 + c3 ≡ 0 mod 5 gelten muss.
Also gilt inv(a) = n mit n ∈ N, p - n. Dann gilt aber n|2Re(a) und n|N(a) und somit
folgt n = 1. Wegen
ggT(2Re(a2),N(a2)) = ggT(2Re(a)2 − 2N(a),N(a)2) = 1
gilt auch inv(a2) = 1. Induktiv folgt inv(a2k) = 1 für alle k ∈ N und damit inv(am) = 1 für
alle m ∈ N.
(ii) Sei a ∈ N (q). Gemäß (i) zeigen wir für q > 3, dass ε ∈M× existiert mit
0 < Re(aε) <
q
2
.
Zunächst zeigen wir, dass ε′ ∈ M× existiert mit Re(aε′) > 0. Im Fall der Hurwitz-
Quaternionen kann man ε′ ∈ {1, i1, i2, i3} wählen, so dass Re(aε′) 6= 0 gilt. Im Fall p = 3
schreiben wir a wie in (i). Angenommen es gilt Re(a) = c0 + c12 = 0 und Re(a · (−j)) =
c2 + c32 = 0. Dann folgt
N(a) = 3c20 + 3c
2
2 ≡ 0 mod 3,
ein Widerspruch. Im Fall p = 5 schreiben wir ebenfalls a wie in (i). Sei
β :=
2 + i1 − i3
4
∈M×.
Angenommen es gilt Re(a) = c0 + c12 +
c3
2 = 0 und Re(aβ) =
c0
2 − c32 = 0 und Re(aβ) =
c0
2 +
c1
2 + c3 = 0. Dann folgt
N(a) = 15c20 − 15c0c2 + 5c22 ≡ 0 mod 5,
ein Widerspruch. Also existiert ε′ ∈ M× mit Re(aε′) 6= 0 und damit auch ε ∈ M× mit
Re(aε) > 0.
Angenommen für ε ∈ M× gelte Re(aε) ≥ q2 . Dann folgt aus N(a) = q, dass q ≤ 4. Da
wegen (i) im Fall der Hurwitz-Ordnung das Element 1+ i1+ i2 ∈ N (3) vollständig primitiv
ist, im Fall p = 3 das Element
1 + i1
2
+ i2 ∈ N (2)
und im Fall p = 5 die Elemente
1 + i1 + i2
2
∈ N (2)
und 1 + i1 ∈ N (3), folgt die Aussage.
Wie in [CSm, Thm. 5.2] im Fall der Hurwitz-Quaternionen zeigt man:
Satz 1.2.8. Sei a ∈ M mit n - a für alle n ∈ N, n > 1, und N(a) = p1 · . . . · pk eine
Zerlegung in rationale Primzahlen. Dann existiert eine Zerlegung
a = pi1 · . . . · pik
mit piν ∈ N (pν) für 1 ≤ ν ≤ k. Alle anderen Zerlegungen mit diesen Eigenschaften sind von
der Form
a = pi1ε1 · ε−11 pi2ε2 · . . . · ε−1k−1pik
mit ε1, . . . , εk−1 ∈M×.
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Damit folgt (vgl. [Kr3, Prop.2] für den Fall der Hurwitz-Quaternionen):
Lemma 1.2.9. Sei q 6= p eine Primzahl und η ∈ N (q) vollständig primitiv. Für m ∈ N0
gilt
{a ∈M | a|rηm} = {εηn | ε ∈M×, 0 ≤ n ≤ m}
und
{a ∈M | a|lηm} = {ηnε | ε ∈M×, 0 ≤ n ≤ m}
Weiterhin gilt (vgl. [Hu] für den Fall der Hurwitz-Quaternionen):
Lemma 1.2.10. Ist q 6= p eine Primzahl, dann gilt |M∞,p\N (q)| = q + 1.
Beweis. Wir folgen [Kl]. Es gilt
M]∞,p = {z ∈ H| Re(zw) ∈ Z für alle w ∈M∞,p} = 2D−1M∞,p.
Wegen D =M∞,pρ erfüllt das Gitter Λ :=
√
2M∞,p also Λ] = ρ−1Λ. Also ist Λ p-modular
im Sinne von [Kr8]; nach [Kr8, Cor. 1] gilt daher
|{a ∈M∞,p | N(a) = m}| = 24
p− 1
∑
d|m,p-d
d.
Wegen
|M×∞,p| =
24
p− 1
für p = 2, 3, 5 folgt die Behauptung.
Sei
K(p) =

Q(
√−1), falls p = 2,
Q(
√−3), falls p = 3,
Q(
√−2,√5), falls p = 5.
Um einen Ersatz für die Determinante zu haben und um das Inverse einer Matrix aus
M(n,Q∞,p) zu berechnen, folgen wir [Kr1] bzw. [Kl] und definieren
∨ : Q∞,2 → M(2,K(2))
a = a0 + i1a1 + i2a2 + i3a3 7→ a∨ :=
(
a0 + a1
√−1 a2 + a3
√−1
−a2 + a3
√−1 a0 − a1
√−1
)
bzw.
∨ : Q∞,3 → M(2,K(3))
a = a0 + i1a1 + i2a2 + i3a3 7→ a∨ :=
(
a0 + a2
√−3 a1 − a3
√−3
−a1 − a3
√−3 a0 − a2
√−3
)
bzw.
∨ : Q∞,5 → M(2,K(5))
a = a0 + i1a1 + i2a2 + i3a3 7→ a∨ :=
(
a0 + a1
√−2 a2
√
5 + a3
√−10
−a2
√
5 + a3
√−10 a0 − a1
√−2
)
.
sowie entsprechende Abbildungen
∨ :M(n,Q∞,p)→M(2n,K(p)), A = (aµν) 7→ A∨ := (a∨µν).
Wie in [Kr1, Lemma I.2.1] zeigt man:
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Satz 1.2.11. Für p ∈ {2, 3, 5} ist die Abbildung ∨ :M(n,Q∞,p)→M(2n,K(p)) ein injekti-
ver Q-Algebrenhomomorphismus mit I(n)∨ = I(2n) und A ∈ GL(n,Q∞,p) genau dann, wenn
A∨ ∈ GL(2n,K(p)).
In 1.1 haben wir det(S) für hermitesche quaternionische Matrizen S definiert. In dieser
Situation gilt det(S∨) = det(S)2.
Matrizen U ∈ GL(n,M) nennen wir unimodular. Wie in [Kr1, Thm. I.2.7] zeigt man:
Lemma 1.2.12. Eine Matrix U ∈M(n,M) ist genau dann unimodular, wenn detU∨ = 1.
Weiter zeigt man wie in [Kr1, Lemma I.2.8]:
Lemma 1.2.13. Ein Vektor g ∈Mn ist genau dann Zeile einer unimodularen Matrix, wenn
ggLt(g1, . . . , gk) = 1.
Nun formulieren wir den Elementarteilersatz über M, den man genauso zeigt wie im
Fall der Hurwitz-Quaternionen in [Kr1, §2] (s. auch [GLO] und [Ra1]):
Satz 1.2.14. Sei A ∈ M(m × n,M), q = Rang A > 0. Dann existieren U ∈ GL(n,M),
V ∈ GL(m,M) und δ1, . . . δq ∈M, so dass δ1‖δ2‖ . . . ‖δq und
UAV =

δ1 0
. . .
...
δq 0
0 · · · 0 0
 .
Der Beweis dieses Satzes in [Kr1, §2] ist nicht konstruktiv. In den Berechnungen, die
wir durchführen, bestimmen wir daher jeweils nur S ∈ GL(n,M), T ∈ GL(m,M) und
η1, . . . , ηq ∈M, so dass η1|rη2|r . . . |rηq und
SAT =

η1 0
. . .
...
ηq 0
0 · · · 0 0
 .
Dafür verwenden wir den bekannten Algorithmus für die Smith-Normalform über euklidi-
schen Ringen (vgl. etwa [Bo, §2.9]). Dies reicht für unsere Zwecke aus, da wir die Diagonal-
form nur benötigen, um Faktormoduln zu berechnen. Diese Normalform genügt aber auch,
um im Fall q > 1 die GLn(M)-Doppelnebenklasse von A zu bestimmen, da diese durch m,n
und den Faktormodul
Mm/AMn ∼=M/η1M⊕ . . .⊕M/ηqM
eindeutig bestimmt ist (vgl. [Kr4] oder [GLO]).
1.3 Die Maßformel
Sei im folgenden H eine definite Quaternionenalgebra über Q undM eine Maximalordnung
in H. H → H, z 7→ z bezeichne wieder die Konjugation auf H. Wir benötigen einige Grund-
lagen über Vervollständigungen von M-Gittern. Im folgenden bezeichne p eine Primzahl
und P die Menge der Primzahlen. Hp = Qp ⊗Q H ist eine Quaternionenalgebra über Qp;
die Konjugation auf Hp bezeichnen wir mit Hp → Hp, z 7→ z. Wie im globalen Fall definiert
man Tr(z) = z + z und N(z) = zz für z ∈ Hp. Mp = Zp ⊗ZM ist eine Maximalordnung in
Hp, vgl. [MR, Cor. 6.2.8].
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Definition 1.3.1. Sei U ein Hp-Linksmodul mit einer positiv-definiten hermiteschen Form
〈·, ·〉 : U×U → Hp. EinMp-Gitter in U ist ein Zp-Gitter in U , das auch einMp-Linksmodul
ist.
Sei V ein H-Linksvektorraum. Ist Γ ein M-Gitter in V , dann ist Γp = Zp ⊗Z Γ ein
Mp-Gitter in Vp = Qp ⊗Q V . Ist
Γ = a1v1 + . . .+ anvn
mit einer Pseudobasis (v1, . . . , vn) und gebrochenen Idealen a1, . . . , an, dann zeigt man wie
in [O’M, §82K], dass
Γp = (a1)pv1 + . . .+ (an)pvn.
Aus [Kn2, (21.5)] folgt:
Satz 1.3.2. Ist V ein H-Linksvektorraum der Dimension n und Γ ein festes M-Gitter in
V , dann sind die Abbildungen
Λ 7→ (Λp)p∈P
und
(Lp)p∈P 7→
⋂
p∈P
(V ∩ Lp)
zueinander inverse Bijektionen zwischen der Menge aller M-Gitter Λ in V und der Menge
aller Folgen (Lp)p∈P von Mp-Gittern Lp in Vp mit Lp = Λp für fast alle p.
D = DM|Z bezeichne wieder die Differente. Wir leiten nun mit der auf Venkov zurück-
gehenden Methode aus [BN] eine Maßformel für die D−1-modularen M-Gitter und damit
für die Thetagitter über M her, dabei folgen wir [HKN2] und [Ht]. Die D−1-modularen
M-Gitter sind gerade die unimodularen Gitter bezüglich des euklidischen Skalarprodukts
Tr〈x, y〉, das Gitter √2Γ ist dann ein Thetagitter.
Wir gehen aus von folgender Maßformel aus [Ha, 3-1], die in [Ha] und [HI] bewiesen
wird:
Satz 1.3.3. Sei Γ1, . . . ,Γt ein Vertretersystem des Geschlechts der M-unimodularen Gitter
in einem K-Linksvektorraum der Dimension n. Dann gilt
t∑
ν=1
1
|Aut(Γν)| =
∏
p|dH
n∏
l=1
(
pl + (−1)l
) |B2l|
4l
,
wobei B2l die 2l-te Bernoulli-Zahl bezeichnet.
Sei a ⊂ M ein Ideal. Dann ist ap = Zp ⊗Z a = Mpa. Es gilt (a−1)p = (ap)−1, vgl. [Re,
§22]. Ist a ein zweiseitiges Ideal von M und b ⊂M ein Ideal, dann gilt (ab)p = apbp. Unter
Verwendung einer Pseudobasis sieht man damit, dass in diesem Fall für einM-Gitter Λ gilt,
dass (aΛ)p = apΛp.
Für ein Mp-Gitter L definieren wir das duale Gitter
L∗ := {z ∈ Vp | 〈z, w〉 ∈ Mp für alle w ∈ L}.
Ist ein M-Gitter
Γ = a1v1 + . . .+ anvn
gegeben, so ist
(Γp)∗ = a1p−1v∗1 + . . .+ anp
−1v∗n = (a1
−1)pv∗1 + . . .+ (an
−1)pv∗n = (Γ
∗)p
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mit der dualen Basis (v∗1, . . . , v∗n). Dies sieht man wie in Bem. 1.1.3. Wir können daher die
Bezeichnung Γ∗p verwenden.
Sei B ein zweiseitiges Ideal von Mp. Wir nennen ein Mp-Gitter L B-modular, wenn
BL∗ = L. Im Fall B =Mp nennen wir L unimodular.
Bemerkung 1.3.4. Sei a ein zweiseitiges Ideal von M und Γ ein M-Gitter. Γ ist genau
dann a-modular, wenn Γp ap-modular ist für alle p.
Beweis. Ist Γ a-modular, so gilt
Γp = (aΓ∗)p = apΓ∗p
für alle p ∈ P. Ist umgekehrt Γp ap-modular für alle p, so folgt mit Satz 1.3.2, dass
aΓ∗ =
⋂
p
(V ∩ apΓ∗p) =
⋂
p
(V ∩ Γp) = Γ.
Sei D = DM|Z die Differente vonM. Man definiert wie im globalen Fall die Kodifferente
CMp|Zp = {ξ ∈ Hp | Tr(ξMp) ⊂ Zp}
und die Differente
DMp|Zp = C
−1
Mp|Zp
von Mp über Zp. Dann ist DMp|Zp das Ideal Dp =MpD, s. [Vi, Cor. III.5.2].
Ist H in p unverzweigt, dann ist Hp ∼=M(2,Qp). Nach [Vi, Cor. III.5.2] gilt wegen p - dH
N(Dp) = N(D)p =MpdH =Mp,
also
DMp|Zp =Mp.
Ist H in p verzweigt, dann ist Hp die bis auf Isomorphie eindeutige Quaternionen-
Divisionsalgebra über Qp. DMp|Zp ist dann das eindeutig bestimmte maximale (zweiseitige)
Ideal von Mp, d.h. es gilt DMp|Zp = Mppip = pipMp mit pip ∈ Mp, vgl. [Re, (14.9)]. Nach
[Re, (13.2)] ist Mp/DMp|Zp ein Schiefkörper über Zp/pZp ∼= Fp, und nach [Re, (14.3)] gilt
[Mp/DMp|Zp : Zp/pZp] = 2.
Nach dem Satz von Wedderburn (s. [Re, (7.24)]) gilt also
Mp/DMp|Zp ∼= Fp2 .
Gemäß [Re, (14.5)] wählen wir pip so, dass die Konjugation mit pip den relativen Frobenius-
Homomorphismus
Mp/Dp →Mp/Dp, a 7→ ap
induziert.
Bemerkung 1.3.5. Ist H in p verzweigt, dann induziert die Konjugation
Mp →Mp, z 7→ z
den relativen Frobenius-Homomorphismus
Mp/Dp →Mp/Dp, a 7→ ap.
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Beweis. Gemäß [O’M, 57:6] erfüllt ein Isomorphismus von Quaternionenalgebren φ : H(1) →
H(2) die Gleichung
φ(a) = φ(a),
wobei H(ν) → H(ν), z 7→ z für ν = 1, 2 jeweils die Konjugation bezeichnet; wir können also
jeweils zu Hp isomorphe Quaternionenalgebren betrachten.
Sei zunächst p 6= 2. Die Konjugation induziert offenbar einen Automorphismus von
Mp/Dp (man beachte, dass Dp = Dp); es genügt zu zeigen, dass dieser nicht trivial ist.
Nach [MR, Cor. 2.6.4] können wir annehmen, dass
Hp = Qp +Qpi1 +Qpi2 +Qpi3
mit
i21 = u ∈ Z×p , i22 = p, i3 = i1i2 = −i2i1.
Wir definieren w := νp ◦N, wobei νp die p-adische Exponentialbewertung und N die (redu-
zierte) Norm auf Hp bezeichne. Dann gilt nach [MR, §6.4]
Mp = {z ∈ Hp | w(z) ≥ 0}
und
Dp = {z ∈ Hp | w(z) ≥ 1}.
Nun gilt
w(i1 − i1) = w(2i1) = νp(4) + νp(−u) = 0,
also i1 − i1 /∈ Dp. Damit folgt die Behauptung.
Im Fall p = 2 können wir annehmen, dass
H2 = Q2 ⊗Q∞,2 = Q2 +Q2i1 +Q2i2 +Q2i3
mit
i21 = −1 = i22, i3 = i1i2 = −i2i1
sowie M2 = Z2⊗M∞,2 und D2 =M2(1+ i1). Die Behauptung folgt, wenn man das durch
{0, 1, ω, ω + 1}
mit
ω =
1 + i1 + i2 + i3
2
gegebene Vertretersystem von M2/D2 betrachtet, denn es ist ω2 = −ω.
Lemma 1.3.6. Sei p eine verzweigte Primzahl und Dp =Mppip mit pip wie oben.
(i) Ist Γ ein unimodulares M-Gitter, dann ist
φ : Γp/DpΓp × Γp/DpΓp →Mp/Dp, (x+DpΓp, y +DpΓp) 7→ 〈x, y〉+Dp
eine nicht-ausgeartete hermitesche Form.
(ii) Ist Λ ein D−1-modulares M-Gitter, dann ist
ψ : Λp/DpΛp × Λp/DpΛp →Mp/Dp, (x+DpΛp, y +DpΛp) 7→ 〈x, y〉pip +Dp
eine nicht-ausgeartete symplektische Form.
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Beweis. Wir folgen [BN].
(i) Nach Bem. 1.3.5 ist φ eine Sesquilinearform. Ist x ∈ Γp mit 〈x, y〉 ∈ Dp = Mppip,
dann gilt pi−1p x ∈ Γ∗p und damit x ∈ DpΓp. Also ist φ nicht ausgeartet in der ersten Variablen.
Analog zeigt man, dass φ auch in der zweiten Variablen nicht ausgeartet ist.
(ii) Wegen DpΛp = Λ∗p ist pipy ∈ Λ∗p für alle y ∈ Λp (man beachte, dass Dp = Dp) und
somit 〈x, y〉pip in Mp für alle x, y ∈ Λp, ψ ist also wohldefiniert. ψ ist offensichtlich linear in
der ersten Variablen. Für β ∈Mp gilt
ψ(x+DpΛp, (β +Dp)(y + ΛpDp)) = 〈x, βy〉pip +Dp
= 〈x, y〉βpip +Dp
= 〈x, y〉pipβ +Dp,
da sowohl die Konjugation z 7→ z als auch die Konjugation mit pip den relativen Frobenius-
Automorphismus auf Mp/Dp induzieren. Wegen
〈x, x〉 ∈ Mp
(
D−1p ∩ Z
)
=MpZ =Mp für alle x ∈ Λp
sind alle Vektoren isotrop. Falls für ein x ∈ Λp gilt, dass 〈x, y〉pip ∈ Dp = Mppip für alle
y ∈ Λp, so gilt 〈x, y〉 ∈ Mp für alle y ∈ Λp und damit x ∈ Λ∗p = DpΛp, also ist ψ nicht
ausgeartet in der ersten Variablen. Analog schließt man in der zweiten Variablen.
Satz 1.3.7. (i) Sei Γ ein unimodulares M-Gitter vom Rang n. Die D−1-modularen M-
Gitter, die Γ enthalten, sind die Gitter Λ, für die DpΛp für alle verzweigten Primzah-
len p das Urbild eines maximalen isotropen Teilraums des unitären Fp2-Vektorraums
Γp/DpΓp ist und die Λp = Γp für alle unverzweigten Primzahlen erfüllen.
(ii) Sei Λ ein D−1-modulares M-Gitter vom Rang n. Die unimodularen M-Gitter, die in
Λ enthalten sind, sind die M-Gitter Γ, für die Γp für alle verzweigten Primzahlen
das Urbild eines maximalen isotropen Teilraums des symplektischen Fp2-Vektorraums
Λp/DpΛp ist und die Γp = Λp für alle unverzweigten Primzahlen erfüllen.
Beweis. Zu (i): Sei zunächst p eine verzweigte Primzahl und Wp ≤ Γp/DpΓp ein maximaler
isotroper Teilraum. Aus [Ta, Ex. 8.1] entnehmen wir dim(Wp) = n/2 (man beachte, dass
n nach Voraussetzung gerade ist). Sei κp : Γp → Γp/DpΓp die kanonische Projektion und
Lp := D−1p κ−1p (Wp). Wir zeigen, dass Lp D−1p -modular ist. Da Wp isotrop ist, gilt DpLp ⊂
L∗p; außerdem ist L∗p ⊂ Γ∗p wegen Γp ⊂ Lp. Sei q = p2. Es gilt
[Γp : DpLp] = [D−1p Γ
∗
p : Lp] = [D
−1
p Γ
∗
p : D
−1
p L
∗
p] · [D−1p L∗p : Lp].
Nun gilt
qn = [Γp : DpΓp] = [Γp : DpLp] · [DpLp : DpΓp] = [Γp : DpLp] · qn/2
und somit [Γp : DpLp] = qn/2. Weiter ist
[D−1p Γ
∗
p : D
−1
p L
∗
p] = [Lp : Γp] = [DpLp : DpΓp] = q
n/2.
Damit folgt [D−1p L∗p : Lp] = 1.
Nun definieren wir gemäß Satz 1.3.2 ein M-Gitter Λ durch
Λp :=
{
Lp, falls p verzweigt,
Γp, falls p unverzweigt.
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für p ∈ P. Dann ist Λp D−1p -modular für alle p ∈ P, und damit ist Λ D−1-modular; zudem
gilt Λ ⊃ Γ.
Ist umgekehrt Λ einM-Gitter mit D−1Λ∗ = Λ und Λ ⊃ Γ, so ist offensichtlich κp(DpΛp)
maximal isotrop für alle verzweigten Primzahlen p und Λp = Γp für alle unverzweigten
Primzahlen.
(ii) zeigt man analog unter Verwendung von [Ta, Ex. 10.4].
Wir erhalten wie in [BN, Prop. 2.4]:
Satz 1.3.8. Seien Γ1, . . . ,Γt Vertreter der Isometrieklassen unimodularer M-Gitter vom
Rang n und Λ1, . . . ,Λs Vertreter der Isometrieklassen D−1-modularer M-Gitter vom Rang
n. Dann gilt
t∑
µ=1
1
|Aut(Λµ)| =
∏
p|dH
dn(p)
cn(p)
s∑
ν=1
1
|Aut(Γν)| ,
wobei cn(p) die Anzahl der maximalen isotropen Teilräume des symplektischen Vektorraums
Fnp2 und dn(p) die Anzahl der maximalen isotropen Teilräume des unitären Vektorraums F
n
p2
bezeichnet.
Für cn(p) und dn(p) gilt nach [Ta, Ex. 8.1, Ex. 10.4]:
cn(p) =
n/2−1∏
r=0
(
p2n−4r − 1) /(p2r+2 − 1)
bzw.
dn(p) =
n∏
s=1
(ps − (−1)s)
/
n/2∏
t=1
(
p2t − 1) .
Ist Λ1, . . . ,Λs ein Vertretersystem der Isometrieklassen der D−1-modularenM-Gitter in
einem H-Linksvektorraum der Dimension n, so verwenden wir die Bezeichnung
µn(M) :=
t∑
µ=1
1
|Aut(Λµ)|
für das Maß des Geschlechts der D−1-modularen M-Gitter. Wir erhalten folgende Maßfor-
mel (vgl. [Q] für den Fall der Hurwitz-Ordnung):
Satz 1.3.9. Es gilt
µn(M) =
∏
p|dH
n/2∏
s=1
(
p4s−2 − 1) n∏
l=1
|B2l|
4l
.
Beweis. Wegen
n/2−1∏
r=0
(
p2r+2 − 1) = n/2∏
t=1
(
p2t − 1)
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gilt mit Satz 1.3.8
µn(M) =
∏
p|dH
n∏
l=1
|B2l|
4l
(
pl + (−1)l
) n∏
s=1
(ps − (−1)s)
/
n/2−1∏
r=0
(
p2n−4r − 1)
=
∏
p|dH
n∏
l=1
|B2l|
4l
n∏
s=1
(
p2s − 1)/n/2−1∏
r=0
(
p2n−4r − 1)
=
∏
p|dH
n∏
l=1
|B2l|
4l
n/2∏
s=1
(
p4s−2 − 1) .
Für die Quaternionenalgebren Q∞,3 und Q∞,5, mit denen wir uns im folgenden beschäf-
tigen, erhalten wir folgende Ergebnisse:
µ2(M∞,3) = 124 · 32 · 5 ≈ 0, 001,
µ4(M∞,3) = 1329 · 35 · 52 ≈ 4.2 · 10
−6,
µ6(M∞,3) = 11 · 61 · 691213 · 38 · 53 · 7 ≈ 9, 9 · 10
−6,
µ8(M∞,3) = 11 · 61 · 547 · 691 · 1093 · 3617219 · 310 · 54 · 7 · 17 ≈ 0, 44,
µ10(M∞,3) = 13 · 37 · 61 · 283 · 547 · 617 · 691 · 757 · 1093 · 3617 · 43867223 · 314 · 56 · 7 · 17 ≈ 3, 4 · 10
9
und
µ2(M∞,5) = 124 · 3 · 5 ≈ 0, 004,
µ4(M∞,5) = 3129 · 32 · 52 ≈ 0, 0003,
µ6(M∞,5) = 31 · 71 · 521 · 691213 · 34 · 53 · 7 · 13 ≈ 0, 10,
µ8(M∞,5) = 29 · 31 · 71 · 449 · 521 · 691 · 3617 · 19531219 · 35 · 54 · 7 · 13 · 17 ≈ 5, 9 · 10
6.
Die Klassifikationen der Thetagitter über M∞,3 in Rang 10 und über M∞,5 in Rang 8 bis
auf Isometrie sind also außer Reichweite.
1.4 Gitter vom Rang 2, 4 und 6 über M∞,3
Wir betrachten nun die Quaternionenalgebra
H = Q∞,3 = Q+Qi1 +Qi2 +Qi3
mit i21 = i23 = −3, i22 = −1 und die Maximalordnung
M =M∞,3 = Z+ Zω + Zi2 + Zωi2,
wobei
ω =
1 + i1
2
.
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Die Differente von M ist D =Mi1.
In diesem Abschnitt klassifizieren wir die Thetagitter vom Rang 2, 4 und 6 über M.
Eine notwendige Bedingung dafür, dass ein Gitter eine Struktur als M-Gitter hat, ist das
Vorliegen einer Struktur über den Eisensteinschen ganzen Zahlen. Also können wir uns auf
die Gitter beschränken, die eine Struktur über den Eisensteinschen ganzen Zahlen O = OK
mit K = Q(
√−3) haben; siehe dazu [HKN1].
Es ist bekannt, dass das E8-Gitter eine Struktur über M besitzt (vgl. z.B. [M] oder
[Kl]); die Maßformel zeigt, dass es sich hierbei um das einzige Thetagitter vom Rang 2 über
M handelt. Zudem sieht man, dass für ein Z-Gitter Γ mit einer Struktur als unzerlegbares
O-Gitter das Z-Gitter Γ ⊥ Γ eine Struktur als unzerlegbares M-Gitter hat, indem man die
Erzeugermatrix von Γ über O als Matrix überM auffasst, wobei man √−3 durch i1 ersetzt.
Damit erhält man zwei Strukturen alsM-Gitter für das Gitter 2E8; mithilfe der Maßformel
sieht man, dass es sich bei diesen beiden Gittern um die einzigen vom Rang 4 handelt.
Außerdem sieht man, dass das Gitter 3E8 mindestens zwei Strukturen als M-Gitter hat
und die Wurzelgitter 12A2, 6D4 und 4E6 mindestens eine.
Die Thetagitter vom Rang 6 klassifizieren wir, indem wir die Automorphismengruppen
der unimodularen geraden Z-Gitter in Dimension 24 untersuchen. Diese Methode stammt
aus [KM], wo sie im Fall der Gaußschen ganzen Zahlen angewandt wurde. In [HKN1] wurde
sie auf den Fall der Eisensteinschen ganzen Zahlen angewandt.
Sei H = (H ⊗ R)n. Wir identifizieren R4n mit Hn vermöge der Bijektion
Hn → R4n, (z1, . . . , zn) 7→ (α1, β1
√
3, γ1, δ1
√
3, α2, . . . , δn
√
3),
wobei zν = αν + i1βν + i2γν + i3δν für 1 ≤ ν ≤ n.
Sei
ζ = ω2 =
−1 + i1
2
.
Wir setzen
σ0 : Hn → Hn, z 7→ ζz
und
τ0 : Hn → Hn, z 7→ i2z.
Die Darstellungsmatrix von σ0 unter obiger Korrespondenz bezüglich der Standardbasis von
R4n ist gegeben durch eine Matrix, die entlang der Hauptdiagonalen aus n Blockmatrizen
der Form 
−12 −
√
3
2 0 0√
3
2 −12 0 0
0 0 −12 −
√
3
2
0 0
√
3
2 −12

und ansonsten aus Nullen besteht, die von τ0 besteht entlang der Hauptdiagonalen aus
Blockmatrizen der Form 
0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

und ansonsten aus Nullen.
Lemma 1.4.1. Der Zentralisator von 〈σ0, τ0〉 in O(R4n) ist U(Hn).
Satz 1.4.2. Ein Z-Gitter Γ hat genau dann eine Struktur über M, wenn in der Automor-
phismengruppe AutZ(Γ) Elemente σ und τ enthalten sind, so dass das Minimalpolynom von
σ gleich X2 +X + 1 und das Minimalpolynom von τ gleich X2 + 1 ist, wobei τσ = σ2τ .
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Beweis. Ist Γ ein M-Gitter, so sind σ0 und τ0 Automorphismen mit den geforderten Ei-
genschaften. Sei umgekehrt Γ ein Z-Gitter in R4n und σ, τ ∈ AutZ(Γ) mit den geforderten
Eigenschaften. Unser Ziel ist, eine Abbildung φ ∈ O(R4n) zu bestimmen, so dass φσφ−1 = σ0
und φτφ−1 = τ0. Sei dazu (b1, . . . , b4n) die Standardbasis von Rn; 〈·, ·〉 bezeichne das eukli-
dische Standardskalarprodukt. Wir setzen
c1 := b1,
d1 :=
1√
3
c1 +
2√
3
σ(c1),
e1 := τ(c1),
f1 :=
1√
3
e1 +
2√
3
σ(e1).
Wir ergänzen (c1, d1, e1, f1) induktiv zu einer Basis von R4n, indem wir für 2 ≤ ν ≤ n einen
Vektor cν ∈ 〈c1, d1, e1, f1, . . . , cν−1, dν−1, eν−1, fν−1〉⊥ mit ‖cν‖ = 1 wählen und dν , eν , fν
analog zum Fall ν = 1 definieren. Dann gilt
σ(cν) = −12cν +
√
3
2
dν ,
σ(dν) = −
√
3
2
cν − 12dν ,
σ(eν) = −12eν +
√
3
2
fν ,
σ(fν) = −
√
3
2
eν − 12fν
sowie
τ(cν) = eν ,
τ(dν) = −fν ,
τ(eν) = −cν ,
τ(fν) = dν .
Wir zeigen nun, dass (c1, d1, e1, f1, . . . , cn, dn, en, fn) eine Orthonormalbasis ist. Für 1 ≤
ν ≤ n gilt:
〈dν , dν〉 = 13〈cν , cν〉+
4
3
〈cν , σcν〉+ 43〈cν , cν〉
=
5
3
〈cν , cν〉 − 23〈cν , cν〉+
2√
3
〈cν , dν〉
= 〈cν , cν〉+ 2√
3
〈cν , dν〉
und damit
〈cν , dν〉 = 〈σcν , σdν〉
=
〈
−1
2
cν +
√
3
2
dν ,−
√
3
2
cν − 12dν
〉
=
√
3
4
〈cν , cν〉+ 14〈cν , dν〉 −
3
4
〈dν , cν〉 −
√
3
4
〈dν , dν〉
=
√
3
4
〈cν , cν〉 − 12〈cν , dν〉 −
√
3
4
〈cν , cν〉 − 12〈cν , dν〉
= −〈cν , dν〉,
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also 〈cν , dν〉 = 0 und 〈dν , dν〉 = 〈cν , cν〉 = 1. Analog sieht man, dass 〈eν , fν〉 = 0 sowie
〈fν , fν〉 = 〈eν , eν〉 = 〈cν , cν〉 = 1. Weiter gilt
〈cν , eν〉 = 〈τcν , τeν〉 = 〈eν ,−cν〉
und damit 〈cν , eν〉 = 0. Genauso sieht man 〈dν , fν〉 = 0. Außerdem gilt
〈cν , fν〉 =
〈
cν ,
1√
3
eν +
2√
3
σeν
〉
=
2√
3
〈cν , σeν〉
=
2√
3
〈τcν , τσeν〉
=
2√
3
〈τcν , σ2τeν〉
= − 2√
3
〈eν , σ2cν〉
=
2√
3
(〈eν , σcν〉+ 〈eν , cν〉)
=
2√
3
〈σeν , σ2cν〉
= − 2√
3
(〈σeν , σcν〉+ 〈σeν , cν〉)
= − 2√
3
〈
−1
2
eν +
√
3
2
fν , cν
〉
= −〈fν , cν〉
und damit 〈cν , fν〉 = 0 sowie 〈dν , eν〉 = 〈τdν , τeν〉 = 〈−fν ,−cν〉 = 0. Da schließlich mit
cν auch dν , eν und fν in 〈c1, d1, e1, f1, . . . , cν−1, dν−1, eν−1, fν−1〉⊥ liegen, haben wir gezeigt,
dass eine Orthonormalbasis vorliegt.
Definiert man nun eine Abbildung φ ∈ O(R4n) durch
φ(cν) = b4ν−3, φ(dν) = b4ν−2, φ(eν) = b4ν−1, φ(fν) = b4ν
für 1 ≤ ν ≤ n, so gilt φσφ−1 = σ0 und φτφ−1 = τ0, wie man mithilfe der Matrixdarstellung
sieht. Daher sind σ0 und τ0 Automorphismen des Gitters φ(Γ), dieses ist also einM-Gitter.
Wir folgen [KM] und definieren L als die Menge aller M-Gitter in Hn. Wir verwenden
die Bezeichnung L für die Menge der Isometrieklassen der M-Gitter in L. Weiter sei M die
Menge aller Tripel (Γ, σ, τ), wobei Γ ein Z-Gitter in R4n ist und σ, τ ∈ AutZ(Γ) wie in Satz
1.4.2. Wir schreiben (Γ, σ, τ) ≈ (Γ˜, σ˜, τ˜), wenn ein ρ ∈ O(R4n) existiert, so dass ρ(Γ) = Γ˜
sowie ρσρ−1 = σ˜ und ρτρ−1 = τ˜ und verwenden die Bezeichnung M :=M/ ≈.
Satz 1.4.3. Die Abbildung L →M, [Λ] 7→ [Λ, σ0, τ0] ist eine Bijektion.
Beweis. Wir zeigen zunächst die Wohldefiniertheit der Abbildung. Ist Λ ∈ L, dann haben
σ0, τ0 ∈ AutZ(Λ) die geforderten Eigenschaften. Seien Λ1,Λ2 isomorphe M-Gitter. Dann
existiert ρ ∈ U(Hn) mit ρ(Λ1) = Λ2. Wegen ρ ∈ U(Hn) gilt ρσ0 = σ0ρ und ρτ0 = τ0ρ, also
[Λ1, σ0, τ0] = [Λ2, σ0, τ0]. Die Abbildung ist also wohldefiniert.
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Sind Λ1,Λ2 ∈ L mit [Λ1, σ0, τ0] = [Λ2, σ0, τ0], dann existiert ρ ∈ O(R4n) mit ρ(Λ1) = Λ2
sowie ρσ0ρ−1 = σ0 und ρτ0ρ−1 = τ0. Also gilt wegen Lemma 1.4.1 ρ ∈ U(Hn) und somit
[Λ1] = [Λ2]; die Abbildung ist daher injektiv.
Ist nun [Γ, σ, τ ] ∈ M, so finden wir gemäß Satz 1.4.2 eine Abbildung φ ∈ O(R4n) mit
φ(Γ) ∈ L sowie φσφ−1 = σ0 und φτφ−1 = τ und φ(Γ) ∈ L, d.h. [Γ, σ, τ ] = [φ(Γ), σ0, τ0].
Also ist die Abbildung surjektiv.
Um zu bestimmen, ob ein Z-Gitter Γ eine Struktur als M-Gitter hat und wie viele,
genügt es also, die Z-Automorphismengruppe von Γ zu untersuchen. Ist nämlich Γ˜ = φ(Γ)
für ein φ ∈ O(R4n) und σ˜, τ˜ ∈ AutZ(Γ˜) mit den in Satz 1.4.2 geforderten Eigenschaften,
dann ist [Γ˜, σ˜, τ˜ ] = [Γ, φ−1σ˜φ, φ−1τ˜φ].
Betrachtet man nun σ, σ˜ ∈ AutZ(Γ) mit σ˜ = ρ−1σρ für ein ρ ∈ AutZ(Γ) sowie τ˜ ∈
AutZ(Γ) mit Minimalpolynom X2 +1 und τ˜ σ˜ = σ˜2τ˜ , so hat auch τ := ρτ˜ρ−1 das Minimal-
polynom X2+1, und es gilt τσ = σ2τ . Zur Bestimmung der Paare σ, τ bis auf Konjugation
bestimmen wir also zunächst die Automorphismen σ mit Minimalpolynom X2 +X + 1 bis
auf Konjugation. Aus [HKN1] ist bekannt, dass in den uns interessierenden Fällen genau
eine solche Konjugationsklasse existiert. Wegen der Vertauschungsrelation von τ und σ kön-
nen wir uns dann bei der Suche nach geeigneten τ ∈ AutZ(Γ) auf den Normalisator N〈σ〉
der Untergruppe 〈σ〉 beschränken.
Lemma 1.4.4. Genau dann gilt [Γ, σ, τ˜ ] = [Γ, σ, τ ], wenn ρ ∈ N〈σ〉 existiert mit τ˜ = ρτρ−1.
Beweis. Aus [Γ, σ, τ˜ ] = [Γ, σ, τ ] folgt, dass ρ ∈ AutZ(Γ) existiert mit ρτρ−1 = τ˜ und ρσρ−1 =
σ, also ρ ∈ N〈σ〉. Ist umgekehrt ρ ∈ N〈σ〉, so gilt entweder ρσρ−1 = σ oder ρσρ−1 = σ2.
Damit ist die Aussage im ersten Fall klar; im zweiten Fall gilt
(ρτ)σ(ρτ)−1 = ρσ2ττ−1ρ−1 = (ρσρ−1)2 = σ4 = σ
sowie
(ρτ)τ(ρτ)−1 = τ˜ ,
wobei ρτ ∈ N〈σ〉.
Es genügt also, zu gegebenem σ für jede Konjugationsklasse von N〈σ〉 einen Repräsen-
tanten zu bestimmen und jeweils festzustellen, ob dieser die Eigenschaften aus Satz 1.4.2
hat. Alternativ kann man τ bestimmen wie in [HHKN].
Einen Algorithmus entsprechend dieser Vorgehensweise haben wir in Magma implemen-
tiert. Die Methode in Satz 1.4.2 ist konstruktiv und liefert quaternionische Strukturen oder
auch Z-Basen für die gesuchten M-Gitter; durch Berechung der Hermite-Normalform (zum
Algorithmus vgl. [C, 2.4.4]) erhalten wir daraus eine Erzeugermatrix über M.
Der Algorithmus liefert folgendes Resultat: Bis auf Isometrie existieren sechs Thetagitter
vom Rang 6 überM. Grammatrizen für die gefundenen Gitter finden sich im Anhang A. In
der folgenden Tabelle sind die Wurzelsysteme sowie die Ordnungen der (quaternionischen)
unitären Automorphismengruppen der Thetagitter vom Rang 2, 4 und 6 aufgeführt:
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Rang Wurzelsystem |Aut(Γ)| zerlegbar
Γ(3,2)1 2 E8 2
4 · 32 · 5
Γ(3,4)1 4 2E8 2
9 · 34 · 52 +
Γ(3,4)2 4 2E8 2
8 · 35 · 5
Γ(3,6)1 6 3E8 2
13 · 37 · 53 +
Γ(3,6)2 6 3E8 2
12 · 37 · 52 +
Γ(3,6)3 6 4E6 2
9 · 38
Γ(3,6)4 6 6D4 2
12 · 34
Γ(3,6)5 6 12A2 2
4 · 37 · 5
Γ(3,6)6 6 ∅ 28 · 33 · 52 · 7
1.5 Die Nachbarschaftsmethode im quaternionischen Fall
1.5.1 Die Nachbarschaftsmethode
Sei H eine definite Quaternionenalgebra über Q und M eine Maximalordung in H. p sei
ein Primideal von Z. P sei ein maximales Linksideal von M, das p enthält. Falls p in H
verzweigt ist, ist P durch p eindeutig bestimmt und ein zweiseitiges Ideal mit pM = P2;
M/P ist dann ein Körper (vgl. [Re, §§ 22, 25]). Ist p unverzweigt, dann ist M/P ein
einfacher M-Modul, der durch p bis auf Isomorphie eindeutig bestimmt ist, denn gemäß
[Re, (22.15)] istM/P ein einfacher Modul über dem einfachen RingM/pM. Daher können
wir definieren (vgl. [Ba]):
Definition 1.5.1. Sei Λ einM-Gitter. EinM-Gitter Γ heißt p-Nachbar oder kurz Nachbar
von Λ, wenn Γ/Γ ∩ Λ ∼= Λ/Γ ∩ Λ ∼=M/P.
P =
{
λ | λ ∈ P} ist ein Rechtsideal von M, das PP = pM erfüllt; im verzweigten Fall
gilt also P = P.
In [Ba, 3.1] wurde folgender Satz gezeigt (dort in allgemeinerem Kontext):
Satz 1.5.2. Sei a ein zweiseitiges Ideal von M, und seien Γ,Λ zwei a-modulare M-Gitter
in V , wobei dim(V ) ≥ 2. Dann existieren ϕ ∈ U(V ) und a-modulare Gitter Γ1,Γ2, . . . ,Γs
mit Γ1 = Γ und Γs = ϕ(Λ), so dass Γν und Γν+1 p-Nachbarn sind für ν = 1, . . . , s− 1.
Wendet man dieses Resultat auf das Ideal 2D−1 an, sieht man, dass man die Thetagitter
überM bis auf Isometrie klassifizieren kann, indem man sukzessive die Nachbarn der bereits
bekannten Thetagitter bestimmt.
Nun gehen wir auf die explizite Berechnung von Nachbarn eines gegebenen Gitters ein.
Wir benötigen die beiden folgenden Lemmata:
Lemma 1.5.3. Sei Λ ein ganzes M-Gitter. Ist das M-Gitter Γ ein Nachbar von Λ, dann
ist PΓ ∩ Λ * PΛ.
Beweis. 1. Fall: p verzweigt. Dann gilt für den Annullator Ann(Γ/Γ ∩ Λ) = Ann(M/P) =
P = P, d.h. PΓ ⊂ Λ und somit PΓ ∩ Λ * PΛ.
2. Fall: p unverzweigt. Dann ist Ann(Γ/Γ∩Λ) = pM, vgl. [Re, §§ 22, 25]. Angenommen
PΓ∩Λ ⊂ PΛ. Dann ist PΓ/P(Γ∩Λ) ein einfacher Modul über der Maximalordnung PP−1,
da Γ/Γ ∩ Λ ein einfacher M-Modul ist. Daher gilt PΓ ∩ Λ = PΓ ∩PΛ = P(Γ ∩ Λ). Unter
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Verwendung des 1. Isomorphiesatzes für Moduln folgt
[Λ +PΓ : PΓ] = [Λ : PΓ ∩ Λ]
= [Λ : P(Γ ∩ Λ)]
= [Λ : Γ ∩ Λ] · [Γ ∩ Λ : P(Γ ∩ Λ)]
= [M : P] · [M : P]n
und weiter
[Λ + Γ : Λ +PΓ] · [Λ +PΓ : PΓ] = [Λ + Γ : PΓ]
= [Λ + Γ : Γ] · [Γ : PΓ]
= [Λ : Γ ∩ Λ] · [Γ : PΓ]
= [M : P] · [M : P]n
= [Λ +PΓ : PΓ].
Also gilt Λ + PΓ = Λ + Γ. Ist z ∈ Γ, so existieren also v ∈ Λ, w ∈ Γ und ρ ∈ P, so dass
z = v+ρw. Dann gilt aber auch v ∈ Γ, also z−ρw ∈ Γ∩Λ. Somit gilt für alle pi ∈ P wegen
piρ ∈ p
piz − piρw︸︷︷︸
∈Γ∩Λ
∈ Γ ∩ Λ,
also piz ∈ Γ ∩ Λ und somit P ⊂ Ann(Γ/Γ ∩ Λ), ein Widerspruch.
Lemma 1.5.4. (i) Es ist P−1/M∼=M/P.
(ii) Ist Λ ein ganzes M-Gitter und v ∈ Λ \PΛ, dann gilt Λ ∩P−1v =Mv.
Beweis. (i) Gemäß [Re, (22.23)] ist P−1/M ein einfacherM-Modul, und für den Annullator
gilt Ann(P−1/M) = P im verzweigten und Ann(P−1/M) = pM im unverzweigten Fall.
Da im ersten FallM/P ein Körper ist und im zweiten FallM/pM ein einfacher Ring, folgt
die Behauptung, da über einem einfachen Ring bis auf Isomorphie nur ein einfacher Modul
existiert.
(ii) Es gilt Mv ⊂ Λ ∩ P−1v ⊂ P−1v, und P−1v/Mv ∼= P−1/M ist ein einfacher
M-Modul. Wegen v /∈ PΛ folgt die Aussage.
Im folgenden nehmen wir an, dass die Klassenzahl von H 1 ist.
Definition 1.5.5. Sei Λ ein ganzes M-Gitter mit disc(Λ) /∈ p und v ∈ Λ \PΛ. Wir setzen
Λv(P) := {x ∈ Λ | 〈x, v〉 ∈ P} .
Gilt zudem 〈v, v〉 ∈ p (v wird dann als zulässig bezeichnet), setzen wir
Λv(P) := Λv(P) +P
−1
v.
Falls klar ist, welches Ideal P wir betrachten, schreiben wir auch kurz Λv := Λv(P) und
Λv := Λv(P).
Aus den Voraussetzungen v ∈ Λ \ PΛ und disc(Λ) /∈ p folgt, dass Λv(P) ein echtes
M-Untergitter von Λ ist. Die Bedingung 〈v, v〉 ∈ p stellt sicher, dass Λv(P) ein ganzes
M-Gitter ist.
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Satz 1.5.6. Sei Λ ein ganzes M-Gitter mit disc(Λ) /∈ p. Ein M-Gitter Γ ist genau dann
ein p-Nachbar von Λ, wenn ein zulässiger Vektor v ∈ Λ \PΛ existiert, so dass Γ = Λv(P).
Beweis. Wir folgen [Sc].
“⇒”: Sei v ∈ PΓ ∩ Λ \PΛ 6= ∅. Dann ist v ein zulässiger Vektor. Es gilt Λv ( Λ, denn
angenommen 〈x, v〉 ∈ P für alle x ∈ Λ, dann ist P−1v ⊂ Λ∗. Wegen disc(Λ) = [Λ∗ : Λ] ist
dann disc(Λ)P−1v ⊂ Λ ∩ P−1v = Mv und damit disc(Λ)P−1 ⊂ M. Dies bedeutet aber,
dass disc(Λ) ∈ Ann(P−1/M) = Ann(M/P) ⊂ P und somit disc(Λ) ∈ P ∩ Z = p, ein
Widerspruch. Λv+(Γ∩Λ) ist also ein echter Untermodul des einfachenM-Moduls Λ/Γ∩Λ,
also gilt Λv = Γ ∩ Λ. Ebenso folgt aus Γ ∩ Λ ( Λv ⊆ Γ, dass Γ = Λv.
“⇐”: Wegen 〈v, v〉 ∈ p ist Λv ganz; mit Lemma 1.5.4 folgt Λv ∩ Λ = Λv. Mit dem 1.
Isomorphiesatz und Lemma 1.5.4 folgt
Λv/Λv ∩ Λ ∼= (Λ + Λv)/Λ ∼= (P−1v + Λ)/Λ ∼= P−1v/Λ ∩P−1v ∼= P−1/M∼=M/P.
Nun bestimmen wir Λ/Λ ∩ Λv. Wir betrachten den Modulhomomorphismus
φv : Λ→M/P, x 7→ 〈x, v〉+P.
Wie oben sieht man, dass aus disc(Λ) /∈ p folgt, dass Kern φv = Λv ( Λ. Da M/P einfach
ist, ist φv also surjektiv und induziert einen Isomorphismus von Λ/Λ ∩ Λv nach M/P.
Bemerkung 1.5.7. Sei Λ wie oben. Ist das M-Gitter Γ ein p-Nachbar von Λ, dann liegen
Λ und Γ im gleichen Geschlecht.
Beweis. Wir schreiben p = pZ. Offensichtlich gilt Λq = Γq für alle Primzahlen q 6= p. Wegen
disc(Λ) = disc(Γ) /∈ p sind Λp und Γp unimodular und nach [Sh1, Prop. 2.11, Prop. 3.7]
daher isomorph.
Lemma 1.5.8. Sei Λ wie oben und v ∈ Λ \PΛ.
(i) Sei pi ∈ P, w ∈ Λ. Dann gilt Λv+piw(P) = Λv(P).
(ii) Sei ϕ ∈ Aut(Λ). Dann ist Λϕ(v)(P) = ϕ(Λv(P)) ∼= Λv(P).
Um die Nachbargitter eines gegebenen ganzen Gitters Λ zu bestimmen (bis auf Isome-
trie), genügt es also, die Bahnen von Λ/PΛ unter der Operation von Aut(Λ) zu berechnen,
festzustellen, in welchen Bahnen zulässige Vektoren liegen und für Repräsentanten dieser
Bahnen die Gitter Λv(P) zu berechnen; der Vektor v muss dabei aber nicht notwendiger-
weise selbst zulässig sein. Die Nachbargitter von Λ erhält man dann als geeignete Obergitter
der Gitter Λv(P).
1.5.2 Die Berechnung der Nachbarn
Wir beschreiben nun den Algorithmus zur Bestimmung der Nachbarn eines gegebenen Git-
ters Λ. Dabei betrachten wir wieder die Quaternionenalgebra
H = Q∞,3 = Q+Qi1 +Qi2 +Qi3
mit i21 = i23 = −3, i22 = −1 und die Maximalordnung
M =M∞,3 = Z+ Zω + Zi2 + Zωi2,
wobei
ω =
1 + i1
2
.
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Wir wählen p = 2Z und P =M(1+i2). Wir gehen aus von einem Thetagitter Γ in einem
unitären H-Linksvektorraum (V, h). Da Γ kein ganzes M-Gitter ist, betrachten wir das
Gitter Λ := i1Γ. Um disc(Λ) /∈ p zu erreichen, betrachten wir das reskalierte Skalarprodukt
〈·, ·〉 := 12h(·, ·). Wegen Lemma 1.5.8 genügt es zur Bestimmung der Isometrieklassen von
Gittern der Form Λv mit zulässigem v ∈ Λ, die Bahnen von Λ/PΛ unter der Operation von
Aut(Λ) zu berechnen und zu bestimmen, in welchen Bahnen zulässige Vektoren liegen und
dann für Repräsentanten dieser Bahnen die Gitter Λv zu berechnen. Dabei gehen wir wie
folgt vor: Sei (a1, . . . , an) eineM-Basis von Γ; dann ist (b1, . . . , bn)mit bν = i1aν (1 ≤ ν ≤ n)
eine Basis von Λ. Λ/PΛ ist ein F2-Vektorraum der Dimension 2n, eine Basis ist gegeben
durch (
b1 +PΛ, . . . , bn +PΛ, ωb1 +PΛ, . . . , ωbn +PΛ
)
.
Wir bestimmen mit Magma Darstellungsmatrizen der Erzeuger von Aut(Γ) bezüglich der
Z-Basis
(a1, . . . , an, ωa1, . . . , ωan, i2a1, . . . , i2an, ωi2a1, . . . , ωi2an).
Ist ϕ einer dieser Erzeuger, so berechnet man damit leicht die Darstellungsmatrix Bϕ der
Abbildung
ϕ : Λ/PΛ→ Λ/PΛ, v +PΛ 7→ ϕ(v) +PΛ
bezüglich der oben angegebenen F2-Basis von Λ/PΛ. Mit Magma berechnet man nun die
Bahnen in F2n2 unter der von den Matrizen Bϕ erzeugten Matrizengruppe, wobei ϕ die
Erzeuger von Aut(Γ) durchläuft. Wegen
ω(1 + i2)v ≡ v mod P
und
〈ω(1 + i2)v, ω(1 + i2)v〉 ∈ 2Z
für v ∈ Λ enthält jede Klasse in Λ/PΛ einen zulässigen Vektor.
Bei der Berechnung von Λv folgen wir [Sc]. Wir machen dabei Gebrauch von der Identität
|M/Mpi| = N(pi)2
für pi ∈M.
Sei v = α1b1 + . . . + αnbn, α = (α1, . . . , αn) und a = ggLt(α1, . . . , αn). Gemäß Lem-
ma 1.2.13 existiert eine unimodulare Matrix U , deren erste Zeile 1/a · α ist. Eine solche
Matrix kann man mit dem Algorithmus aus [Fr2, A 5.1] bestimmen. Fassen wir U als Basis-
wechselmatrix auf, so erhalten wir eine neue Gitterbasis (c1, . . . , cn) mit c1 = 1/a · v. Nun
unterscheiden wir zwei Fälle.
Fall 1: c1 ∈ Λv. Da Λv ein echtes Untergitter von Λ ist, existiert ein k ∈ {2, . . . , n} mit
ck /∈ Λv, o.B.d.A sei k = n. Dann gilt ggRt(〈cn, v〉, 1 + i2) = 1, also existieren s, t ∈M mit
s〈cn, v〉+ t(1 + i2) = 1,
d.h. s〈cn, v〉 − 1 ∈ P. Setzen wir nun λν := −〈cν , v〉s für 2 ≤ ν ≤ n− 1, so gilt
〈cν + λνcn, v〉 = 〈cν , v〉 − 〈cν , v〉s〈cn, v〉
= 〈cν , v〉 (1− s〈cn, v〉)︸ ︷︷ ︸
∈P
.
Setzen wir also d1 := c1, dν := cν + λνcn für 2 ≤ ν ≤ n− 1 und dn := cn, so ist (d1, . . . , dn)
eine Basis von Λ mit d1, . . . , dn−1 ∈ Λv. Nach dem Elementarteilersatz existiert wegen
Λ/Λv ∼=M/P ein µ ∈M mit N(µ) = 2, so dass
Λv =Md1 + . . .+Mdn−1 +Mµdn.
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Ein solches Element µ kann man durch Ausprobieren finden, da in M genau 36 Elemente
der Norm 2 existieren, die bis auf Linksassoziiertheit unter M× durch die drei Elemente
1 + i2, 1 + ωi2 und ω + i2 gegeben sind.
Fall 2: c1 /∈ Λv. Dann findet man wie oben s ∈ M mit s〈c1, v〉 − 1 ∈ P. Setzen wir
λν := −〈cν , v〉s für 2 ≤ ν ≤ n, so gilt
〈cν + λνc1, v〉 = 〈cν , v〉 (1− s〈c1, v〉)︸ ︷︷ ︸
∈P
.
Setzen wir also d1 := c1, dν := cν + λνcn für 2 ≤ ν ≤ n, so ist (d1, . . . , dn) eine Basis von Λ
mit d2, . . . , dn ∈ Λv. Wie oben findet man ein µ ∈M mit N(µ) = 2, so dass
Λv =Mµd1 +Md2 . . .+Mdn.
In beiden Fällen erhalten wir durch Multiplikation mit i−11 aus der Basis von Λ
v eine
Basis (f1, . . . , fn) von L := i−11 Λ
v, wobei L ein Untergitter von Γ mit Γ/L ∼= M/P ist.
Nun müssen wir gemäß Satz [E, Prop 3.5] nur noch die M-Untermoduln der Ordnung
vier von L]/L ∼= F42 (gemeint ist das Dual bezüglich des ursprünglichen Skalarprodukts h)
bestimmen; diese Untermoduln (die notwendigerweise isotrop sind im Sinne von [E, §3.3])
korrespondieren dann zu Γ sowie den Nachbarn von Γ über L. Ist nämlich M ein M-Gitter
mit |M/L| = 4, so existiert nach dem Elementarteilersatz ein γ ∈ M mit N(γ) = 2 und
eine Basis (z1, . . . , zn) von M , so dass (z1, . . . zn−1, γzn) eine Basis von L ist. Dann ist aber
Q := Mγ ein Linksideal von M, das 2Z enthält und maximal mit dieser Eigenschaft ist,
und somit gilt
M/L ∼=M/Q ∼=M/P.
Lemma 1.5.9. Für z ∈ L] ist 2z ∈ L.
Beweis. Sei z ∈ L]. Es gilt L] = 2i−11 L∗ = 2(Λv)∗, also 12z ∈ (Λv)∗. Es ist 2i1z ∈ i1Γ = Λ,
wegen
〈2i1z, v〉 = 12 i1h(2z, v) = 2i1h
(
1
2
z, v
)
∈ 2M⊂ P
also 2i1z ∈ Λv und somit 2z ∈ L = i−11 Λv.
Also wird L]/L von 2M annulliert. Da außerdem |L]/L| = 24 gilt, folgt wie im Beweis
von [Co, Prop. 2.1.2(3)], dass es genau drei solcher Untermoduln gibt.
Zur Berechnung von L]/L gehen wir folgendermaßen vor: Wir bestimmen eine Gram-
matrix für L, berechnen damit die duale Basis (f∗1 , . . . , f∗n) von L∗ und daraus eine Basis
(g1, . . . , gn) von L]. Wir berechnen daraus eine Basis (h1, . . . , hn) von L] und δ1, . . . , δn ∈M,
so dass (δ1h1, . . . , δnhn) eine Basis von L ist und δ1|rδ2|r . . . |rδn (vgl. Satz 1.2.14). Wegen
|L]/L| = 16 können wir annehmen, dass entweder δ1 = . . . = δn−1 = 1 und N(δn) = 4 oder
δ1 = . . . = δn−2 = 1 und N(δn−1) = N(δn) = 2. Mithilfe des Elementarteilersatzes für Z
berechnen wir dann ein Repräsentantensystem von M/Mδn ∼= F42 bzw. M/Mδn−1 ∼= F22
und M/Mδn ∼= F22 und erhalten so ein Repräsentantensystem von L]/L.
Mit dem beschriebenen Algorithmus haben wir sukzessive die Nachbarn gegebener Gitter
bestimmt. Weitere Gitter wurden mit Hilfe von G. Nebe aus quaternionischen Matrixgrup-
pen konstruiert. Es war möglich, die Thetagitter vom Rang 8 über M vollständig (bis auf
Isometrie) zu bestimmen. Wir haben aber nicht den vollständigen Nachbarschaftsgraphen
berechnet, sondern mithilfe der Maßformel aus Satz 1.3.9 festgestellt, dass die Klassifika-
tion vollständig ist. Es gibt 83 Isometrieklassen. Eine Übersicht über diese Gitter liefert
die folgende Tabelle. In der Spalte OQ(√−3) ist jeweils die Nummer des zugrundeliegenden
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OQ(√−3)-Gitters in [HHKN] angegeben. Grammatrizen für diese Gitter finden sich unter
[Hn2]. Außerdem haben wir mit dieser Methode die Thetagitter über der Ordnung M∞,5
vom Rang 2, 4 und 6 bestimmt; eine Übersicht über dieser Gitter ist ebenfalls in einer
Tabelle zusammengestellt. Grammatrizen für alle diese Gitter finden sich im Anhang A. In
Rang 4 und 6 haben wir sowohl überM∞,3 als auch überM∞,5 den Nachbarschaftsgraphen
berechnet, s. Abschnitt 3.2.1.
Die M∞,3-Gitter vom Rang 8
Nr. Wurzelsystem |Aut| OQ(√−3)
1 4E8 6449725440000 1
2 4E8 322486272000 1
3 4E8 193491763200 1
4 4E6 + E8 2418647040 2
5 6D4 + E8 238878720 3
6 12A2 + E8 125971200 4
7 4A2 + 4E6 60466176 5
8 4D4 + 2E6 5971968 6
9 E8 870912000 7
10 10A2 + 2E6 6298560 8
11 6D4 63700992 9
12 8D4 10616832 9
13 6D4 663552 12
14 4A2 + 4D4 82944 14
15 16A2 5038848 16
16 16A2 1679616 16
17 16A2 629856 16
18 8A2 + 2D4 62208 17
19 4D4 221184 20
20 6A2 + 2D4 15552 22
21 6A2 + 2D4 15552 22
22 4A2 + 2D4 6912 25
23 10A2 11664 27
24 2A2 + 2D4 8640 29
25 8A2 31104 31
26 8A2 10368 31
27 8A2 7776 32
28 8A2 7776 32
29 8A2 2592 32
30 8A2 1296 32
31 2D4 36864 34
32 2D4 11520 35
33 6A2 432 40
34 6A2 648 41
35 6A2 648 41
36 4A2 13824 46
37 4A2 13824 46
38 4A2 3888 47
39 4A2 2160 48
40 4A2 2160 48
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Nr. Wurzelsystem |Aut| OQ(√−3)
41 4A2 720 49
42 4A2 144 51
43 4A2 216 52
44 4A2 216 52
45 4A2 216 52
46 2A2 144 60
47 2A2 96 61
48 2A2 72 63
49 2A2 72 63
50 2A2 72 64
51 2A2 72 64
52 2A2 1800 65
53 2A2 1800 65
54 2A2 120 65
55 2A2 120 65
56 ∅ 6635520 70
57 ∅ 147456 70
58 ∅ 2592000 71
59 ∅ 14400 71
60 ∅ 3840 71
61 ∅ 2592 71
62 ∅ 1440 71
63 ∅ 27648 72
64 ∅ 3072 72
65 ∅ 768 72
66 ∅ 384 73
67 ∅ 768 74
68 ∅ 288 74
69 ∅ 256 74
70 ∅ 4896 75
71 ∅ 36 75
72 ∅ 48 76
73 ∅ 96 77
74 ∅ 96 77
75 ∅ 480 78
76 ∅ 480 78
77 ∅ 80 78
78 ∅ 32 78
79 ∅ 32 79
80 ∅ 16 79
81 ∅ 216 80
82 ∅ 24 80
83 ∅ 24 80
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Die M∞,5-Gitter vom Rang 2, 4 und 6
Rang Wurzelsystem |Aut| zerlegbar
Γ(5,2)1 2 E8 240
Γ(5,4)1 4 2E8 115200 +
Γ(5,4)2 4 2E8 3840
Γ(5,6)1 6 3E8 82944000 +
Γ(5,6)2 6 3E8 921600 +
Γ(5,6)3 6 4E6 1536
Γ(5,6)4 6 6D4 12288
Γ(5,6)5 6 6D4 768
Γ(5,6)6 6 6D4 216
Γ(5,6)7 6 6D4 144
Γ(5,6)8 6 6D4 48
Γ(5,6)9 6 12A2 1440
Γ(5,6)10 6 12A2 144
Γ(5,6)11 6 12A2 120
Γ(5,6)12 6 12A2 96
Γ(5,6)13 6 12A2 24
Γ(5,6)14 6 ∅ 2419200
Γ(5,6)15 6 ∅ 24192
Γ(5,6)16 6 ∅ 15600
Γ(5,6)17 6 ∅ 4608
Γ(5,6)18 6 ∅ 2400
Γ(5,6)19 6 ∅ 2400
Γ(5,6)20 6 ∅ 2184
Γ(5,6)21 6 ∅ 1152
1.5.3 Der Nachbarschaftsoperator
In diesem Abschnitt übertragen wir einige Konzepte aus [NV] auf den quaternionischen
Fall. Sei M eine Maximalordnung in einer definiten Quaternionenalgebra H über Q und
p ein Primideal von Z. Für zwei M-Gitter Γ und Λ bezeichne np(Γ,Λ) die Anzahl aller
p-Nachbarn von Γ, die isometrisch zu Λ sind.
Lemma 1.5.10. Seien Γ, Λ zwei M-Gitter. Dann gilt
np(Γ,Λ)|Aut(Λ)| = np(Λ,Γ)|Aut(Γ)|.
Beweis. Ist ϕ(Λ) ein p-Nachbar von Γ für ein ϕ ∈ U(V ), dann ist ϕ−1(Γ) ein p-Nachbar
von Λ. Ist ψ ∈ U(V ) eine weitere Abbildung mit ψ(Λ) = ϕ(Λ), dann ist ϕ−1 ◦ ψ ∈ Aut(Λ).
Damit folgt die Behauptung.
Sei X = X(m) der Vektorraum der formalen Linearkombinationen über C von Isome-
trieklassen von Thetagittern vom Rang m über M. Wir folgen [NV] und definieren eine
lineare Abbildung Kp : X → X durch
Kp([Γ]) :=
∑
[Λ]
np(Γ,Λ)[Λ],
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wobei über alle Isometrieklassen von Thetagittern summiert wird. Kp bezeichnen wir als
Nachbarschaftsoperator. Wir definieren ein Skalarprodukt auf X durch
〈[Γ], [Λ]〉 := |Aut(Γ)| · δ[Γ],[Λ].
Aus Lemma 1.5.10 folgt
Korollar 1.5.11. Kp ist ein selbstadjungierter Operator bezüglich 〈·, ·〉.
1.6 Die Nachbarschaftsmethode im imaginär-quadratischen
Fall
In diesem Abschnitt gehen wir auf die Nachbarschaftsmethode im imaginär-quadratischen
Fall ein; Referenz ist [Sc]. K bezeichne im folgenden einen imaginär-quadratischen Zahlkör-
per der Klassenzahl 1 und O = OK seinen Ganzheitsring.
Definition 1.6.1. Sei Λ ein O-Gitter und P ein Primideal von O. Ein O-Gitter Γ heißt
P-Nachbar von Λ, wenn
Γ/(Λ ∩ Γ) ∼= O/P und Λ/(Λ ∩ Γ) ∼= O/P.
Definition 1.6.2. Sei Λ ein ganzes O-Gitter und P ein Primideal von O mit disc(Λ) /∈ P
und v ∈ Λ \PΛ. Wir setzen
Λv := Λv(P) := {y ∈ Λ | 〈v, y〉 ∈ P} .
Gilt zudem 〈v, v〉 ∈ PP (v wird dann als zulässig bezeichnet), setzen wir
Λv := Λv(P) := Λv(P) +P
−1
v.
In [Sc] wird gezeigt:
Lemma 1.6.3. Sei Λ wie oben. Ein O-Gitter Γ ist genau dann ein P-Nachbar von Λ, wenn
ein zulässiger Vektor v ∈ Λ \PΛ existiert mit Γ = Λv.
Für zwei O-Gitter Γ und Λ bezeichne nP(Γ,Λ) die Anzahl aller P-Nachbarn von Γ, die
isometrisch zu Λ sind. Wie im quaternionischen Fall sieht man:
Lemma 1.6.4. Seien Γ, Λ zwei O-Gitter. Dann gilt
nP(Γ,Λ)|Aut(Λ)| = nP(Λ,Γ)|Aut(Γ)|.
Wie im quaternionischen Fall folgen wir [NV] und definieren auf dem Vektorraum X =
X(m) der formalen Linearkombinationen über C von Isometrieklassen von Thetagittern vom
Rang m über O den Nachbarschaftsoperator KP : X → X durch
KP([Γ]) :=
∑
[Λ]
nP(Γ,Λ)[Λ].
Der adjungierte Operator zu KP bezüglich des durch
〈[Γ], [Λ]〉 := |Aut(Γ)| · δ[Γ],[Λ]
definierten Skalarprodukts auf X ist gerade KP.
Kapitel 2
Der Nachbarschaftsoperator als
Heckeoperator
2.1 Hermitesche Modulformen und Heckeoperatoren
Dieser Abschnitt ist eine Einführung in die Grundlagen der Theorie der Hermiteschen Mo-
dulformen und der zugehörigen Heckealgebra. Referenzen sind [Br] und [Kr1]; für die Theorie
der Heckealgebra verweisen wir auf [Kr3] sowie [Fr2]. Wir beschränken uns hier auf den Fall
der Klassenzahl 1; zur Theorie der Heckealgebra im allgemeinen Fall s. [Ra2].
Wir verwenden folgende Notation: K bezeichne einen imaginär-quadratischen Körper
der Klassenzahl 1 und O = OK den Ring der ganzen Zahlen in K. Für S ∈ M(n,C) und
G ∈ M(m × n,C) schreiben wir S[G] := G′SG, wobei G′ die transponierte Matrix und G
die Matrix mit den komplex konjugierten Einträgen bezeichnet. Mit Sym(n,C) bezeichnen
wir den R-Vektorraum der hermiteschen Matrizen. Ist S ∈ Sym(n,C) positiv definit (bzw.
positiv semidefinit), so schreiben wir S > 0 (bzw. S ≥ 0). Die Menge der positiv definiten
Matrizen bezeichnen wir mit Pos(n,C). Wir nennen S, T ∈ Sym(n,C) unimodular äquivalent
oder kurz äquivalent, wenn U ∈ GL(n,O) existiert mit S[U ] = T .
2.1.1 Hermitesche Modulformen
Wir setzen
J :=
(
0 I
−I 0
)
,
wobei I = I(n) die Einheitsmatrix bezeichnet. Sei
Sp(n,K) := {M ∈M(2n,K) | J [M ] = J}
die unitäre symplektische Gruppe über K.
Γn := Γn(O) := Sp(n,K) ∩M(n,O)
ist die Hermitesche Modulgruppe vom Grad n über K.
In [Kr1, Lemma II.2.3] wird gezeigt:
Satz 2.1.1. Γn wird erzeugt von den Matrizen(
I S
0 I
)
, S = S′ganz;
(
U
′ 0
0 U−1
)
, U ∈ GL(n,O); J =
(
0 I
−I 0
)
.
39
40 KAPITEL 2. DER NACHBARSCHAFTSOPERATOR ALS HECKEOPERATOR
Damit folgt: Es ist
Γ1 = {εM | ε ∈ O×, M ∈ SL(2,Z)},
vgl. [Kr1, Lemma II.2.6].
Der Hermitesche obere Halbraum Hn ist definiert als{
Z ∈M(n,C)
∣∣∣∣ 12i(Z − Z ′) > 0
}
.
Die symplektische Gruppe operiert auf Hn vermöge
M〈Z〉 := (AZ +B)(CZ +D)−1
mit der üblichen Zerlegung
M =
(
A B
C D
)
in quadratische Blockmatrizen.
Für f : Hn → C, M ∈ Sp(n,K), Z ∈ Hn und r ∈ Z sei
f |rM(Z) := det(CZ +D)−rf(M〈Z〉)
und
f‖rM(Z) := det(M)r/2f |rM(Z).
Definition 2.1.2. Eine Funktion f : Hn → C heißt Hermitesche Modulform vom Gewicht
r ∈ Z und Grad n, wenn folgende Bedingungen erfüllt sind:
(i) f ist holomorph.
(ii) f‖rM = f für alle M ∈ Γn.
(iii) f ist beschränkt in Bereichen der Form Y ≥ Y0, Y0 > 0.
Im Fall n > 1 folgt die Bedingung (iii) schon aus (i) und (ii), das ist die Aussage des
sogenannten Koecherprinzips (s. [Kr1, Lemma II.1.5]). Den Vektorraum der Hermiteschen
Modulformen vom Gewicht r und Grad n bezeichnen wir als [Γn, r]. Im Fall n = 1 erhält
man den Vektorraum der elliptischen Modulformen vom Gewicht r.
Wegen f |r(MN) = (f |rM)|rN für M,N ∈ Γn kann man sich bei Bedingung (ii) in Def.
2.1.2 auf die Erzeuger der Modulgruppe beschränken, es gilt also:
Lemma 2.1.3. Sei r ∈ 2Z. Eine holomorphe Funktion f : Hn → C, die der Beschränkt-
heitsbedingung in Def. 2.1.2 genügt, ist genau dann eine Modulform vom Gewicht r, wenn
gilt:
a) f(Z + S) = f(Z) für alle S ∈ Sym(n,O),
b) f(Z[U ]) = f(Z) für alle U ∈ GL(n,O),
c) f(−Z−1) = (detZ)rf(Z).
Mit σ bezeichen wir im folgenden die Spur auf M(n,C). Wir nennen eine Matrix T ∈
Sym(n,K) gerade, wenn S[g] ∈ 2Z für alle g ∈ On. T = (tµν) ist genau dann gerade, wenn
tµµ ∈ 2Z für 1 ≤ µ ≤ n und tµν ∈ 2D−1 für 1 ≤ µ < ν ≤ n, vgl. [Kr1, Lemma III.1.1].
Modulformen besitzen eine absolut konvergente Fourierentwicklung
f(Z) =
∑
T=T
′gerade,T≥0
a(T )epiiσ(TZ)
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(vgl. [Kr1, Cor. III.1.8]). Die Koeffizienten a(T ) sind dabei eindeutig bestimmt.
Wir definieren
Sym(m,O)] := {T ∈ Sym(m,K) | σ(ST ) ∈ Z für alle S ∈ Sym(m,O)}.
Genau dann gilt T ∈ Sym(m,O)], wenn 2T gerade ist, vgl. [Kr1, Lemma III.1.1].
Wie im Fall der Siegelschen Modulformen hat man den Siegelschen Φ-Operator, der für
f ∈ [Γn, r] durch
f |Φ(Z) := lim
t→∞ f
(
Z 0
0 it
)
erklärt ist und eine lineare Abbildung [Γn, r]→ [Γn−1, r] definiert. Diejenigen Modulformen,
die im Kern von Φ enthalten sind, heißen Spitzenformen, den Vektorraum der Spitzenformen
bezeichnen wir mit [Γn, r]0.
Für S ∈ Pos(m,C) und Z ∈ Hn definiert man die Thetareihe
ϑ
(n)
S (Z) :=
∑
G∈M(m×n,O)
epiiσ(S[G]Z)
und analog für ein O-Gitter Λ vom Rang m
ϑ
(n)
Λ (Z) =
∑
(λ1,...,λn)∈Λn
epiiσ((〈λν ,λµ〉)Z).
Ist S eine Grammatrix von Λ, so gilt
ϑ
(n)
Λ = ϑ
(n)
S .
Ist Λ ein Thetagitter, dann ist ϑ(n)Λ ∈ [Γn,m], vgl. [CR]. Genauso gilt: Ist die Matrix S
K-stabil, d.h. ist S gerade und
det(S) = 2m|dK |−m/2,
dann ist ϑ(n)S ∈ [Γn,m] (diese Matrizen sind genau die Grammatrizen von Thetagittern). In
beiden Fällen hat man m ≡ 0 (mod 4), vgl. Kapitel 1. Offenbar gilt
ϑ
(n)
Λ |Φ = ϑ(n−1)Λ
für ein Thetagitter Λ. Mit [Γn, r]ϑ bezeichnen wir den Untervektorraum der Modulformen,
der von den Thetareihen zu Thetagittern aufgespannt wird. Weiter sei [Γn, r]0,ϑ = [Γn, r]0∩
[Γn, r]ϑ.
Sei
Γn,0 :=
{
M =
(
A B
C D
)
∈ Γn
∣∣∣∣ C = 0} .
Die Eisensteinreihe vom Gewicht r ∈ 2Z ist definiert als
Ern(Z) :=
∑
M :Γn,0\Γn
(detM)r/2 det(CZ +D)−r =
∑
M :Γn,0\Γn
1‖rM(Z)
für r > 2n. Es gilt Ern ∈ [Γn, r], vgl. [Kr1, Thm. V.2.9].
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2.1.2 Die Heckealgebra zur Hermiteschen Modulgruppe
Nun kommen wir zur Theorie der Heckealgebra zu Γn. Sei S eine Gruppe und R ≤ S eine
Untergruppe. Wir machen folgende Annahme:
Ist s ∈ S, dann enthält die Doppelnebenklasse RsR = {r1sr2 | r1, r2 ∈ R} nur endlich
viele Rechtsnebenklassen, also
RsR =
h⋃
ν=1
Rsν .
Mit L(R,S) bezeichnen wir den C-Vektorraum der formalen endlichen Linearkombina-
tionen von Rechtsnebenklassen aus R/S. Mit H(R,S) bezeichnen wir den C-Vektorraum,
der aus allen formalen endlichen Linearkombinationen von Doppelnebenklassen aus R\S/R
besteht.
Setzt man die Zuordnung
RsR 7→
∑
t:R\RSR
Rt
linear fort, erhält man eine injektive Abbildung
H(R,S)→ L(R,S).
Wir können H(R,S) also als Teilmenge von L(R,S) auffassen.
Das Produkt zweier Doppelnebenklassen
RaR =
h⋃
µ=1
Raµ
und
RbR =
g⋃
ν=1
Raν
aus H(R,S) ist definiert durch
RaR ·RbR =
h∑
µ=1
g∑
ν=1
Raµbν .
RaR · RbR ist wieder in H(R,S) enthalten. Durch bilineare Fortsetzung erhalten wir ein
Produkt auf ganz H(R,S). Die so erhaltene assoziative Algebra mit Einselement bezeichnet
man als die Heckealgebra.
Für l ∈ N definieren wir
∆n(l) := {M ∈M(2n,O) | J [M ] = lJ}
und
∆n := {M ∈M(2n,K) | J [M ] = qJ für ein q ∈ Q>0}.
Wie im Siegelschen Fall zeigt man, dass ∆n(l) in endlich viele Rechtsnebenklassen modulo
Γn zerfällt, und dass jede Rechtsnebenklasse einen Vertreter der Form
M =
(
A B
0 D
)
mit einer oberen Dreiecksmatrix A besitzt (vgl. [Fr2, Hilfssatz IV.1.3]). Das Paar (Γn,∆n)
erfüllt also obige Annahme.
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Bemerkung 2.1.4. Sei
T =
h∑
ν=1
cνΓnMν
ein Element von L(Γn,∆n). Ist f ∈ [Γn, r], dann hängt
f |T :=
h∑
ν=1
cνf‖rMν
nicht von der Wahl des Repräsentantensystems ab. Ist T in H(Γn,∆n) enthalten, ist auch
f |T ∈ [Γn, r].
So erhalten wir für jedes Element von H(Γn,∆n) einen Heckeoperator T : [Γn, r] →
[Γn, r]. Es gilt
f |(T1T2) = (f |T1)|T2
für T1, T2 ∈ H(Γn,∆n).
Nun betrachten wir die Zerlegung von Elementen aus Γn\∆n/Γn in Rechtsnebenklassen
näher. Im folgenden schreiben wir Un := GL(n,O). SeiM ⊂ ∆n(l) eine endliche Vereinigung
von Rechtsnebenklassen. Mit D(M) bezeichnen wir die Menge aller Matrizen D ∈ Mn(O),
die sich zu einer Matrix (
A B
0 D
)
∈M
ergänzen lassen. B(D,M) sei die Menge aller möglichen Ergänzungen B. Matrizen B,B∗ ∈
Mn(O) nennen wir kongruent modulo D, wenn eine Matrix S ∈ Sym(n,O) existiert mit
B −B∗ = SD. Wir verwenden dafür die Bezeichnung B ≡ B∗ mod D. Man hat die beiden
folgenden Lemmata, die in [Kr3] gezeigt werden:
Lemma 2.1.5. Sei M ⊂ ∆n(l) eine Teilmenge, die unter Links- und Rechtsmultiplikation
mit Modulmatrizen invariant bleibt. Man erhält ein Vertretersystem der in M enthaltenen
Rechtsnebenklassen
Γn
(
A B
0 D
)
,
wenn
(i) D ein Vertretersystem der Un-Rechtsnebenklassen von D(M) durchläuft,
(ii) B bei festem D (und A) ein Vertretersystem modulo D inkongruenter Matrizen von
B(D,M) durchläuft.
Lemma 2.1.6. Sei M ⊂ ∆n(l) eine Teilmenge, die unter Links-und Rechtsmultiplikation
mit Modulmatrizen invariant bleibt, D ∈ D(M), b(D,M) := |B(D,M)/(≡ mod D)| die
Maximalzahl modulo D inkongruenter Matrizen von B(D,M). Es gilt b(D,M) = b(UDV,M)
für U, V ∈ U. Die Maximalzahl modulo D inkongruenter Matrizen hängt also nur von den
Elementarteilern von D (und von M) ab.
Wie in [Fr2, Hilfssatz 1.12] zeigt man:
Satz 2.1.7. Sei M ∈ ∆n(l), l ∈ N. Dann existieren Matrizen K1,K2 ∈ Γn und a1, . . . , an,
d1, . . . , dn ∈ O, so dass
K1MK2 = diag[a1, . . . , an, d1, . . . , dn]
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mit
aνdν = l für 1 ≤ j ≤ n
und
an|dn, aν |aν+1 für 1 ≤ j > n.
Die Elemente a1, . . . , an, dn, . . . , d1 sind die bis auf Assoziiertheit eindeutig bestimmten Ele-
mentarteiler von M .
Wir benötigen das folgende Lemma, das man wie in [Fr2, Hilfssatz IV.2.7] zeigt (vgl.
[Hn1, Lemma 2.2.4] für den Fall der Gaußschen ganzen Zahlen):
Lemma 2.1.8. Sei pi ∈ O prim. Man erhält ein Vertretersystem der in
τn−i,i(pi) := Un
(
I(n−i) 0
0 piI(i)
)
Un
enthaltenen Rechtsnebenklassen, wenn
A =
pi
k1 aµν
. . .
0 pikn

alle ganzen Matrizen des folgenden Typs durchläuft:
a) k1 + . . .+ kn = i,
b) kν ∈ {0, 1} für ν = 1, . . . , n,
c) aµν durchläuft ein Repräsentantensystem von O/pikνO für 1 ≤ µ < ν ≤ n,
d) aµν = 0, falls kµ = kν = 1.
Die Anzahl dieser Matrizen bei festem k1, . . . , kn ist
∏
1≤µ<ν≤n
N(pi)kν(1−kµ) = N(pi)
−i(i+1)
2
n∏
ν=1
N(pi)νkν .
2.2 Der Nachbarschaftsoperator im Hermiteschen Fall
In diesem Abschnitt zeigen wir, dass der Nachbarschaftsoperator, aufgefasst als Operator auf
dem von den Thetareihen der Thetagitter aufgespannten C-Vektorraum, ein Heckeoperator
ist. Wir verwenden dabei die Sprache der hermiteschen Matrizen.
Für positiv-definite Matrizen S, T ∈ Sym(m,K) verwenden wir im folgenden die Be-
zeichnungen
A(S, T ) = |{G ∈M(m,O) | S[G] = T}|
und
A(S, T |GE) = |{G ∈M(m,O) | S[G] = T, die Elementarteilermatrix von G ist GE}|.
Damit hat man folgenden Zusammenhang:
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Bemerkung 2.2.1. Seien S, T hermitesche Matrizen und Γ,Λ Gitter mit Grammatrizen S
bzw. T . Dann gilt für ρ ∈ O prim und P = ρO:
A(S,N(ρ)T |[1, ρ, . . . , ρ,N(ρ)])
A(T, T )
= nP(Γ,Λ),
wobei nP(Γ,Λ) die Anzahl aller P-Nachbarn von Γ bezeichnet, die isometrisch zu Λ sind.
Beweis. Wir fixieren eine Erzeugermatrix A des Gitters Γ mit AA′ = S. Ist eine Darstellung
S[G] = N(ρ)T mit G = U [1, ρ, . . . , ρ,N(ρ)]V gegeben, so ist durch
ρ−1V ′[1, ρ, . . . , ρ,N(ρ)]U ′A
die Erzeugermatrix eines P-Nachbargitters mit Grammatrix
ρ−1V ′

1
ρ
. . .
ρ
N(ρ)
U
′
AA
′
U

1
ρ
. . .
ρ
N(ρ)
V ρ−1 = N(ρ)−1S[G] = T
gegeben.
Durch diese Zuordnung wird der Matrix GW mit W ∈ GL(n,O) und T [W ] = T das
gleiche Gitter wie der Matrix G zugeordnet. Sind umgekehrt G = U [1, ρ, . . . , ρ,N(ρ)]V und
G1 = U1[1, ρ, . . . , ρ,N(ρ)]V1 Matrizen mit S[G] = S[G1] = N(ρ)T , denen das gleiche Gitter
zugeordnet wird, dann ist
V
′
1[1, ρ, . . . , ρ,N(ρ)]U
′
1A =W
′
V
′[1, ρ, . . . , ρ,N(ρ)]U ′A
für ein W ∈ GL(n,O), also G1 = GW , wobei T [W ] = T gelten muss.
Es bleibt zu zeigen, dass so jedes Gitter einer Darstellung zugeordnet wird. Sei also
Λ′ ∼= Λ ein P-Nachbar von Γ. Gemäß [O’M, Thm. 81:11] existiert eine Basis (d1, . . . , dn)
von Γ, so dass
(ρ−1d1, d2, . . . , dn−1, ρdn)
eine Basis von Λ′ ist. Ist A eine Erzeugermatrix von Γ mit AA′ = S, dann existiert U ∈
GL(n,O), so dass
ρ−1[1, ρ, . . . , ρ,N(ρ)]U ′A
eine Erzeugermatrix von Λ′ ist. Daher gibt es V ∈ GL(n,O), so dass
ρ−1

1
ρ
. . .
ρ
N(ρ)
U
′
AA
′
U

1
ρ
. . .
ρ
N(ρ)
 ρ−1 = T [V −1],
mit
G := U · [1, ρ, . . . , ρ,N(ρ)] · V
also
S[G] = N(ρ)T,
wobei die Elementarteilermatrix von G von der Form
[1, ρ, . . . , ρ,N(ρ)]
ist.
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Wie in [Fr2, Bem. IV.5.1] zeigt man:
Bemerkung 2.2.2. Sei f ∈ [Γn, r], r ≡ 0 mod 4, eine Modulform mit Fourierentwicklung
f(Z) =
∑
T=T
′≥0 gerade
a(T )epiiσ(TZ),
die sich als Linearkombination
f =
h∑
ν=1
cνϑ
(n)
Sν
von Thetareihen zu K-stabilen Matrizen schreiben lässt. Die Matrizen S1, . . . , Sh seien paar-
weise inäquivalent. Es gelte n ≥ r. Dann sind die Koeffizienten cν eindeutig bestimmt, und
zwar gilt
cν =
a
(
Sν 0
0 0
)
A(Sν , Sν)
für ν = 1, . . . , h.
Wie in [Fr2, Thm. IV.5.7] zeigt man:
Satz 2.2.3. Sei n = m und S1, . . . , Sh ein Vertretersystem der unimodularen Äquivalenz-
klassen K-stabiler m ×m-Matrizen. Sei T ∈ H(Γn,∆n) eine Doppelnebenklasse. Dann gilt
für 1 ≤ µ ≤ h
ϑ
(m)
Sµ
|T =
h∑
ν=1
cµν(T )ϑ
(m)
Sν
mit
cµν(T ) =
∑
M=
“
A B
0 D
”
:Γn\T
(detM)m/2(detD)−m
A
(
Sµ, DSνA
−1)
A(Sν , Sν)
epiiσ(SνA
−1B).
Definition 2.2.4. Sei a ∈ O, a 6= 0. Wir definieren für 0 ≤ l ≤ n
Tn,l(a) := Γn[I(n−l), aI(l),N(a)I(n−l), aI(l)]Γn ⊂ ∆n(N(a)).
Sei ρ ∈ O prim und p die Primzahl, die von ρ geteilt wird. Mit rρ(M) bezeichnen wir
den Rang einer ganzen Matrix M über O/ρO. Dieser ändert sich nicht bei Multiplikation
mit unimodularen Matrizen von links oder von rechts. Mit Satz 2.1.7 sieht man, dass für
M ∈ ∆n(N(ρ)) gilt:
M ∈ Tn,l(ρ)⇔ rρ(M) = n− l.
Nun betrachten wir speziell Tm,m−1(ρ). In Satz 2.2.3 haben die Elementarteilermatrizen
von D dann die Form [1, ρ, . . . , ρ], ρI(m) oder [ρ, . . . , ρ,N(ρ)].
Gilt |detD| = |ρ|m−1, dann folgt wegen A−1 = N(ρ)−1D′, dass
A(Sµ, DSνA−1) = A(Sµ,N(ρ)−1Sν [D
′]) = 0,
da dann |det(N(ρ)−1Sν [D′])| < |detSµ| gilt.
Ist p zerlegt, dann kann der Fall D = ρI(m) nicht eintreten. Dann müsste nämlich gelten,
dass ρB = ρB′ und wegen ggT(ρ, ρ) = 1 also
1 = rρ(B) = rρ(ρB) = rρ(ρB
′),
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ein Widerspruch. Auch falls p verzweigt ist, kann dieser Fall nicht eintreten. Ist nämlich
p = ερ2 mit ε ∈ O×, ε 6= 1, dann müsste ερB = ρB′ und damit bνν = εbνν für 1 ≤ ν ≤ m
gelten, so dass entweder bνν eine Einheit ist oder von ρ geteilt wird, da p die einzige in O
verzweigte Primzahl ist. Da aber die Einheiten in den imaginär-quadratischen Zahlkörpern
diese Gleichung nicht erfüllen (dies gilt auch im Fall eines Körpers mit Ausnahmeeinheiten),
muss bνν ≡ 0 mod ρ gelten. Insgesamt erhält man so wieder einen Widerspruch zu rρ(B) =
1. Ist p = ρ träge, dann erhält man für D = ρI(m):
A(Sµ, DSνA−1) = A(Sµ, Sν) = δµνA(Sν , Sν).
B durchläuft dann alle ganzen hermiteschen Matrizen T mod p mit rp(T ) = 1. Wir setzen
β(p,m) :=
∑
T=T
′ mod p
rp(T )=1
e
1
p
piiσ(SµT ).
Nach Kor. 1.1.11 können wir
S1 ≡ S2 ≡ . . . ≡ Sh mod 2p Sym(m,O)]
annehmen. β(p,m) ist daher unabhängig von µ. Eine direkte Berechnung von β(p,m) mit-
hilfe Gaußscher Summen wie in [Kr2] ist nicht ohne weiteres möglich; wir werden β(p,m)
weiter unten mittels anderer Methoden bestimmen.
Im Fall D = [ρ, . . . , ρ,N(ρ)] ist A = [ρ, . . . , ρ, 1]. Ein Vertretersystem modulo D inkon-
gruenter Matrizen in B(D,Tm,m−1(ρ)) bilden die Matrizen der Form(
0 ρb
b
′
b
)
, (2.1)
wobei b ein Vertretersystem von Om−1/ρOm−1 und b ein Vertretersystem von Z/N(ρ)Z
durchläuft. Dies sieht man wie folgt: Wir schreiben B ∈ B(D,Tm,m−1(ρ)) in der Form
B =
(
B1 b1
b2
′
b1
)
mit B1 ∈Mm−1(O), b1, b2 ∈ Om−1 und b ∈ O. Wir erhalten
AB
′ =
(
ρB1
′
ρb2
b1
′
b1
)
und BA′ =
(
ρB1 b1
ρb2
′
b1
)
;
wegen AB′ = BA′ also ρB1 = ρB1
′, b1 = b1 und b1 = ρb2. Daher gilt
BD−1 =
1
N(ρ)
BA
′ =
(
ρ−1B1 ρ−1b2
ρ−1b2
′ N(ρ)−1b1
)
.
Wegen rρ(M) = 1 muss B1 ≡ 0 (mod ρ) gelten; zudem ist ρ−1B1 hermitesch. Wählt man
also b ∈ Om−1 so, dass b2 − b ∈ ρOm−1, und b ∈ Z so, dass b1 − b ∈ N(ρ)Z, dann ist(
0 ρb
b
′
b
)
≡ B (mod D).
Außerdem rechnet man leicht nach, dass die Matrizen des Vertretersystems paarweise inkon-
gruent mod D sind. Das Vetretersystem enthält N(ρ)m Elemente. Für jede dieser Matrizen
ist A−1B hermitesch und ganz, wegen S ∈ 2Sym(m,O)] gilt daher σ(SνA−1B) ∈ 2Z.
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Gilt allgemeiner
D = U [ρ, . . . , ρ,N(ρ)]V
mit U, V ∈ Um und durchläuft B˜ das oben angegebene Vertretersystem von
B([ρ, . . . , ρ, 1], Tm,m−1(ρ)), dann durchläuft U ′−1B˜V ein Vertretersystem modulo D inkon-
gruenter Matrizen in B(D,Tm,m−1(ρ)) (vgl. [Kr5, VI.(3.3)]). Auch für diese N(ρ)m Matrizen
ist
A−1B = V ′[ρ−1, . . . , ρ−1, 1]B˜V
hermitesch und ganz, daher gilt auch in diesem Fall σ(SνA−1B) ∈ 2Z.
Nun ist
DSνA
−1 = N(ρ)−1DSνD
′ = Sν [ρ−1D
′].
Durchläuft nun A ein Vertretersystem der in Um[ρ, . . . , ρ, 1]Um enthaltenen Rechtsneben-
klassen modulo Um, dann durchläuft D ein Vertretersystem der in Um[ρ, . . . , ρ,N(ρ)]Um ent-
haltenen Rechtsnebenklassen und damit ρ−1D ein Vertretersystem der in Um[1, . . . , 1, ρ]Um
enthaltenen Rechtsnebenklassen modulo Um. Wählt man also ein Vertretersystem Dm der
in
τm−1,1(ρ) := Um
(
I(m−1) 0
0 ρ
)
Um
enthaltenen Rechtsnebenklassen modulo Um, dann erhält man
Korollar 2.2.5. Für 1 ≤ µ ≤ h gilt
ϑ
(m)
Sµ
|Tm,m−1(p) = β(p,m)ϑ(m)Sµ +
h∑
ν=1
pm
( ∑
D∈Dm
A(Sµ, Sν [D
′])
A(Sν , Sν)
)
ϑ
(m)
Sν
,
falls p träge, und
ϑ
(m)
Sµ
|Tm,m−1(ρ) =
h∑
ν=1
pm/2
( ∑
D∈Dm
A(Sµ, Sν [D
′])
A(Sν , Sν)
)
ϑ
(m)
Sν
,
falls p zerlegt oder verzweigt ist.
Nun bestimmen wir die Summe im zweiten Summanden näher; dabei orientieren wir uns
am Beweis von [Fr2, Hilfssatz IV.5.9].
Lemma 2.2.6. Es gilt∑
D∈Dm
A(Sµ, Sν [D
′]) = A(Sµ,N(ρ)Sν |[1, ρ, . . . , ρ,N(ρ)]) + N(ρ)
m − 1
N(ρ)− 1 A(Sµ, Sµ)δµν .
Beweis. Wir setzen F = [1, ρ, . . . , ρ,N(ρ)]. Sei
M =
⋃
D∈Dm
{G1 ∈Mm(O) | Sµ[G1] = Sν [D′]}
und
N = {G ∈Mm(O) | Sµ[G] = N(ρ)Sν , die Elementarteilermatrix von G ist ρI(m) oder F}.
Sei Sµ[G1] = Sν [D
′] für ein D ∈ Dm. Dann gilt für G = G1ρD′−1
Sµ[G] = N(ρ)Sµ[G1][D
′−1] = N(ρ)Sν ,
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und G ist ganz. Es ist |det(G)| = |ρ|m. Da
rρ(G) ≤ rρ(ρD′−1) = 1
hat die Elementarteilermatrix von G die Form ρI(m), F oder [1, ρ, . . . , ρ, ρ2].
Der letzte Fall kann nicht eintreten, wenn ρρ zerlegt ist, wenn also ρ und ρ nicht assoziiert
sind. Die Matrizen 12dKSµ und
1
2dKSν sind nämlich ganz und erfüllen dann rρ(
1
2dKSµ) =
rρ(12dKSν) = m. Wegen
1
2
dKSµ[G] =
1
2
dKN(ρ)Sν
muss also rρ(G) + rρ(G) ≤ m gelten.
Wir erhalten also eine Abbildung
M → N, G1 7→ G1ρD′−1.
Als nächstes zeigen wir, dass diese Abbildung surjektiv ist. Sei also G ∈ N . Ist die Ele-
mentarteilermatrix von G die Matrix ρI(m), dann ist
G1 = ρ−1GD
′
ganz für alle D ∈ Dm. Hat G die Elementarteilermatrix F , dann existieren U, V ∈ Um mit
UGV = [N(ρ), ρ, . . . , ρ, 1]. Dann ist
N(ρ)F−1 = [N(ρ), ρ, . . . , ρ, 1] = (UGV )
′
.
Für die Matrix D1 = [1, . . . , 1, ρ] ist dann
ρ−1D1N(ρ)F−1 =

ρ−1
ρ−1
. . .
ρ−1
1


N(ρ)
ρ
. . .
ρ
1

ganz, d.h.
N(ρ)F−1 = D−11 ρE
mit einer ganzen Matrix E. Daher ist
G
′ = V ′−1N(ρ)F−1U ′−1 = V ′−1D−11 ρEU
′−1
und damit
G = U−1E′ρD′−11 V
−1.
Wegen D1V
′ ∈ Um[1, . . . , 1, ρ]Um existieren D ∈ Dm und T ∈ Um, so dass D1V ′ = T ′D,
also D′−11 V −1 = T−1D
′−1. Damit erhält man
G = U−1E′T−1︸ ︷︷ ︸
=:G1
ρD
′−1
,
wobei G1 = U−1E
′
T−1 ganz ist. Außerdem ist
Sµ[G1][ρD
′−1] = Sµ[G] = N(ρ)Sν
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und daher
Sµ[G1] = N(ρ)Sν [ρ−1D
′] = Sν [D
′].
Wir haben also für G ein Urbild G1 ∈M gefunden.
Weiter gilt
|{G ∈Mm(O) | Sµ[G] = N(ρ)Sµ, die Elementarteilermatrix von G ist ρI(m)}| = A(Sµ, Sµ).
Um die Aussage des Lemmas zu zeigen, müssen wir noch für gegebenes G ∈ N die
Anzahl
|{D ∈ Dm | ρ−1GD′ ganz}|
bestimmen. Es ist klar, dass diese Anzahl nicht von der Wahl des Vertretersystems abhängt.
Außerdem gilt:
|{D ∈ Dm | ρ−1GD′ ganz}| = |{D ∈ Dm | ρ−1GED′ ganz}|,
wobei GE die Elementarteilermatrix von G bezeichnet. Ist nämlich G = UGEV mit U,G ∈
Um, dann ist
ρ−1GD′ = ρ−1UGEV D
′
,
und mit D durchläuft auch DV ′ ein Vertretersystem der Um-Rechtsnebenklassen in
τm−1,1(ρ). Nun betrachten wir speziell das in Lemma 2.1.8 konstruierte Vertretersystem
D. Für GE = ρI(m) ist ρ−1GD′ ganz für alle D ∈ D, also gilt
|{D ∈ Dm | ρ−1GD′ ganz}| =
m∑
ρ=1
N(ρ)−1N(ρ)ρ =
N(ρ)m − 1
N(ρ)− 1 .
Im Fall GE = [1, ρ, . . . , ρ,N(ρ)] schreiben wir D ∈ D in der Form
D =
ρk1 d′1 d0 D0 d2
0 0 ρkm

mit D0 ∈ Mm−2(O), d1, d2 ∈ Om−2 und d ∈ O, wobei kν0 = 1 für ein ν0 ∈ {1, . . . ,m} und
kν = 0 sonst. Dann ist
ρ−1GED
′ = ρ−1
1 ρI(m−2)
N(ρ)
ρk1 0 0d1 D′0 0
d d2
′
ρkm

= ρ−1
 ρk1 0 0ρd1 ρD′0 0
N(ρ)d N(ρ)d2
′ N(ρ)ρkm
 ;
also muss k1 = 1 gelten, und die gesuchte Anzahl ist gleich N(ρ)−1N(ρ) = 1.
Insgesamt erhalten wir
Satz 2.2.7. Für 1 ≤ µ ≤ h gilt
ϑ
(m)
Sµ
|Tm,m−1(p) =
(
β(p,m) + pm
p2m − 1
p2 − 1
)
ϑ
(m)
Sµ
+ pm
h∑
ν=1
A(Sµ, p2Sν |[1, p, . . . , p, p2])
A(Sν , Sν)
ϑ
(m)
Sν
,
falls p träge ist, und
ϑ
(m)
Sµ
|Tm,m−1(ρ) = pm/2 p
m − 1
p− 1 ϑ
(m)
Sµ
+ pm/2
h∑
ν=1
A(Sµ, pSν |[1, ρ, . . . , ρ, p])
A(Sν , Sν)
ϑ
(m)
Sν
,
falls p zerlegt oder verzweigt ist.
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Also ist der Nachbarschaftsoperator, aufgefasst als Operator auf [Γm,m]ϑ, ein Hecke-
operator. Wir erhalten weiter:
Korollar 2.2.8. Im Fall n = m ist die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(n)Sµ eine Eigenform zu
Tm,m−1(ρ) zum Eigenwert
β(p,m) + pm
2p2m + pm+1 − pm − p− 1
p2 − 1 ,
falls p träge ist, bzw. zu
2pm/2
pm − 1
p− 1 ,
falls p zerlegt ist.
Beweis. Im trägen Fall (man hat also P = P) hat ein ganzes O-Gitter Γ nach [Sc, Lemma
3.3]
p
p2m−1 + pm − pm−1 − 1
p2 − 1
P-Nachbarn, falls P - disc(Γ). Zudem folgt aus [Sc, Lemma 2.8], dass im unverzweigten Fall
alle Nachbarn eines Thetagitters wieder Thetagitter sind. Daher gilt
h∑
µ=1
A(Sµ, Sµ)−1ϑ
(m)
Sµ
|Tm,m−1(ρ)
=
h∑
µ=1
|Aut(Γµ)|−1ϑ(m)Γµ |Tm,m−1(ρ)
=
(
β(p,m) + pm
p2m − 1
p2 − 1
) h∑
µ=1
|Aut(Γµ)|−1ϑ(m)Γµ
+ pm
h∑
µ=1
h∑
ν=1
nP(Γµ,Γν)|Aut(Γµ)|−1ϑ(m)Γν
=
(
β(p,m) + pm
p2m − 1
p2 − 1
) h∑
µ=1
|Aut(Γµ)|−1ϑ(m)Γµ
+ pm
h∑
ν=1
h∑
µ=1
nP(Γν ,Γµ)|Aut(Γν)|−1ϑ(m)Γν
=
(
β(p,m) + pm
p2m − 1
p2 − 1
) h∑
µ=1
|Aut(Γµ)|−1ϑ(m)Γµ
+ pm
h∑
ν=1
p
p2m−1 + pm − pm−1 − 1
p2 − 1 |Aut(Γν)|
−1ϑ(m)Γν
=
(
β(p,m) + pm
p2m − 1
p2 − 1 + p
mp
p2m−1 + pm − pm−1 − 1
p2 − 1
) h∑
µ=1
|Aut(Γµ)|−1ϑ(m)Γµ .
Wir haben dabei verwendet, dass nP(Γµ,Γν)|Aut(Γν)| = nP(Γν ,Γµ)|Aut(Γµ)|, vgl. Lemma
1.6.4. Im zerlegten Fall schließt man genauso, wobei man verwendet, dass in diesem Fall die
Anzahl der P-Nachbarn gemäß [Sc, Lemma 3.3] gerade (pm − 1)/(p− 1) ist.
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Da in [Sc] die Anzahl der Nachbarn eines Gitters Γ nur im Fall P - disc(Γ) bestimmt
wird, können wir die Ergebnisse für verzweigtes p hier nicht verwenden.
Andererseits zeigt man wie in [Fr2, Bem. IV.4.6]:
Bemerkung 2.2.9. Sei T ∈ H(Γn,∆n) eine endliche Summe von Doppelnebenklassen und
f ∈ [Γn, r] eine Eigenform von T zum Eigenwert λ. Wenn a(0(n)) 6= 0, dann gilt
λ =
∑
M=
“
A B
0 D
”
:Γn\T
(detM)r/2(detD)−r.
Damit erhalten wir:
Satz 2.2.10. Ist f ∈ [Γm,m] eine Eigenform von Tm,m−1(ρ) mit a(0(n)) 6= 0, dann ist der
Eigenwert
p2m − 1
p2 − 1 (2p
m + p− 1),
falls p = ρ träge ist, bzw.
2pm/2
pm − 1
p− 1 ,
falls p zerlegt oder verzweigt ist.
Beweis. Durchläuft
M =
(
A B
0 D
)
ein Vertretersystem der Rechtsnebenklassen von Tm,m−1(ρ) modulo Γm, dann haben die
Elementarteilermatrizen von D die Form [1, ρ, . . . , ρ], ρI(m) oder [ρ, . . . , ρ,N(ρ)].
Für D = [1, ρ, . . . , ρ] enthält das in Lemma 2.1.8 konstruierte Vertretersystem von UDU
m∑
σ=1
N(ρ)−
(m−1)m
2
m∏
ν=1
N(ρ)νN(ρ)−σ =
m∑
σ=1
N(ρ)−
m(m−1)
2 N(ρ)
m(m+1)
2 N(ρ)−σ
=
m∑
σ=1
N(ρ)mN(ρ)−σ
=
N(ρ)m − 1
N(ρ)− 1
Elemente, deren Determinante jeweil ρm−1 ist. Für D = [1, ρ, . . . , ρ] (und damit für alle D
mit dieser Elementarteilermatrix) enthält ein Vertretersystem mod D inkongruenter Matri-
zen von B(D,Tm,m−1(ρ)) nur ein Element; man kann z.B. die Nullmatrix wählen. Dies sieht
man wie folgt: Es ist A = [N(ρ), ρ, . . . , ρ]. Wir schreiben B ∈ B(D,Tm,m−1(ρ)) als
B =
(
b1 b1
′
b2 B1
)
mit b1 ∈ O, b1 ∈ Om−1 und B1 ∈M(m− 1,O). Dann gilt
AB
′ =
(
N(ρ)b1 N(ρ)b2
′
ρb1 ρB
′
1
)
und BA′ =
(
N(ρ)b1 ρb1
′
N(ρ)b2 ρB1
)
,
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wegen AB′ = BA′ also ρB1 = ρB
′
1, b1 = b1 und ρb2 = b1. Daher gilt
BD−1 =
1
N(ρ)
BA
′ =
(
b1 b2
′
b2 ρ
−1B1
)
,
wobei wegen rρ(M) = 1 gelten muss, dass B1 ≡ 0 mod ρ. Also ist BD−1 ganz und hermi-
tesch für alle B ∈ B(D,Tm,m−1(ρ)).
Wie oben gezeigt, kann der Fall, dass die Elementarteilermatrix von D die Matrix ρI(m),
nur eintreten, falls p träge ist. Die Doppelnebenklasse von D = pI(m) besteht aus einer
einzigen Rechtsnebenklasse. Ein Vertretersystem mod D von B(D,Tm,m−1(p)) erhält man,
wenn B alle ganzen hermiteschen Matrizen mod p mit rp(T ) = 1 durchläuft, s.o. Diese
Matrizen kann man folgendermaßen abzählen: Sind die ersten ν − 1 Zeilen kongruent 0
modulo p, dann auch die ersten ν − 1 Spalten. Ist die ν-te Zeile nicht kongruent 0 modulo
p, dann hat man dafür (p − 1)(p2)m−ν Möglichkeiten, und alle Zeilen unterhalb der ν-
ten sind dadurch eindeutig festgelegt. Insgesamt erhält man, dass das Vertretersystem von
B(D,Tm,m−1(p))
m∑
ν=1
(p− 1)(p2)m−ν = p
2m − 1
p+ 1
Elemente enthält.
Ein Vertretersystem der in der Doppelnebenklasse von D = [ρ, . . . , ρ,N(ρ)] enthaltenen
Rechtsnebenklassen erhält man, indem man das in Lemma 2.1.8 bestimmte Vertretersystem
der in U[1, . . . , 1, ρ]U enthaltenen Rechtsnebenklassen mit ρ multipliziert. Man erhält so
N(ρ)m − 1
N(ρ)− 1
Matrizen. Das in (2.2) bestimmte Vertretersystem von B(D,Tm,m−1(ρ)) enthält N(ρ)m Ele-
mente.
Insgesamt erhält man für den Eigenwert
pm
2
(
p−m(m−1)
p2m − 1
p2 − 1 + p
−m2 p2m − 1
p+ 1
+ p−m(m+1)p2m
p2m − 1
p2 − 1
)
=
p2m − 1
p+ 1
+ 2pm
p2m − 1
p2 − 1
=
p2m − 1
p2 − 1 (2p
m + p− 1)
im trägen Fall bzw.
ρ(2m−1)m/2ρm/2
(
ρ−m(m−1)
pm − 1
p− 1 + ρ
−m(m−1)p−mpm
pm − 1
p− 1
)
= 2pm/2
pm − 1
p− 1
im zerlegten oder verzweigten Fall.
Korollar 2.2.11. Im Fall n = m ist die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(n)Sµ eine Eigenform
zu Tm,m−1(ρ) zum Eigenwert
p2m − 1
p2 − 1 (2p
m + p− 1),
falls p = ρ träge ist.
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Ein Vergleich der beiden Ergebnisse für den Eigenwert liefert
β(p,m) =
pm − 1
p+ 1
;
wir erhalten also
Korollar 2.2.12. Für 1 ≤ µ ≤ h gilt
ϑ
(m)
Sµ
|Tm,m−1(p) =
(
pm − 1
p+ 1
+ pm
p2m − 1
p2 − 1
)
ϑ
(m)
Sµ
+ pm
h∑
ν=1
A(Sµ, p2Sν |[1, p, . . . , p, p2])
A(Sν , Sν)
ϑ
(m)
Sν
,
falls p träge ist.
Nun leiten wir wie in [Kr3, §4.1] ein Vertauschungsgesetz für Heckeoperatoren mit dem
Φ-Operator her, um die Formel aus Satz 2.2.7 auf den Fall n 6= m zu verallgemeinern. Sei
r ∈ 2Z. In der Rechtsnebenklasse L = ΓnM mit M ∈ ∆n(l) wählen wir einen Vertreter M
in der Form
M =
(
A B
0 D
)
mit
A =
(
A1 0
∗ a
)
, B =
(
B1 ∗
∗ ∗
)
, D =
(
D1 ∗
0 d
)
.
Es ist
M1 :=
(
A1 B1
0 D1
)
∈ ∆n−1(l).
Nun definieren wir
L∗ :=
(
N(d)
l
)−r/2
Γn−1M1 ∈ L(Γn,∆n).
L∗ ist wohldefiniert: Zunächst sieht man, dass die Rechtsnebenklasse Γn−1M1 durch L =
ΓnM eindeutig festgelegt ist (vgl. [Hn1, § 2.3]). Weiter ist mit a als ggT der (n−1)-ten Spalte
vonM auch d bis auf Multiplikation mit ε ∈ O× wohldefiniert, damit ist N(d) wohldefiniert.
Man sieht wie im Siegelschen Fall (vgl. [Fr2, § IV.4]), dass für f ∈ [Γn, r]
(f |rM)|Φ = (f |Φ)|rd−rM1
gilt (s. auch [Hn1, § 2.3]). Damit folgt
(f |rL)|Φ = (detM)r/2(f |rM)|Φ
= (detM)r/2(f |Φ)|rd−rM1
= (detM)r/2d−r(detM1)−r/2(f |Φ)‖rM1
= (ad)r/2d−r(f |Φ)‖rM1
=
(
l
dd
)r/2
(f |Φ)‖rM1
= (f |Φ)|rL∗.
Wir definieren nun für M ∈ ∆n und r ∈ 2Z
Φr(ΓnMΓn) :=
∑
N :Γn\ΓnMΓn
(ΓnN)∗ ∈ H(Γn−1,∆n−1).
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Durch lineare Fortsetzung erhält man einen Homomorphismus
Φr : H(Γn,∆n)→ H(Γn−1,∆n−1),
so dass
(f |T )|Φ = (f |Φ)|Φr(T )
für f ∈ [Γn, r] und T ∈ H(Γn,∆n) gilt.
Wie in [Kr2] und [Kr3] schließt man nun:
Lemma 2.2.13. Für n ≥ 2 und eine Primzahl p gilt:
(i) Ist p träge, dann ist
Φr(Tn,l(p)) =
∑
m=l−1,l,l+1
0≤m≤n−1
tmTn−1,m(p)
für 0 ≤ l ≤ n, wobei
tl−1 = p2n−2l, tl = pr + (p− 1)p2n−2l−2 + p4n−2−r,
tl+1 = (p2l+2 − 1)(p2l+1 + 1)p2n−2l−3.
(ii) Ist p = ρρ mit ρ ∈ O zerlegt, dann ist
Φr(Tn,l(ρ)) =
∑
m=l−1,l,l+1
0≤m≤n−1
tmTn−1,m(ρ)
für 0 ≤ l ≤ n, wobei
tl−1 = pn−l, tl = pr/2 + p2n−1−r/2, tl+1 = pn+l.
(iii) Ist p = ρρ mit ρ ∈ O verzweigt, dann ist
Φr(Tn,l(ρ)) =
∑
m=l−1,l,l+1
0≤m≤n−1
tmTn−1,m(ρ)
für 0 ≤ l ≤ n, wobei
tl−1 = pn−l, tl = pr/2 + p2n−1−r/2, tl+1 = (p2l+2 − 1)pn−l−2.
Induktiv erhalten wir:
Korollar 2.2.14. Für n ≥ 2, t ∈ N mit 1 ≤ t ≤ n− 1, r ∈ 2Z und eine Primzahl p gilt:
(i) Ist p träge, dann ist
Φtr(Tn,n−1(p)) = p
2tTn−t,n−t−1(p)
+
p2t − 1
p2 − 1 (p
r + p− 1 + p4n−2t−r)Tn−t,n−t(p).
(ii) Ist p = ρρ zerlegt oder verzweigt, dann ist
Φtr(Tn,n−1(ρ)) = p
tTn−t,n−t−1(ρ)
+
pt − 1
p− 1 (p
r/2 + p2n−t−r/2)Tn−t,n−t(ρ).
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Damit erhalten wir:
Korollar 2.2.15. Es gilt
ϑ
(n)
Sµ
|Tn,n−1(p) = p
4n−m + p2n−m+1 − p2n−m − pm − p+ 1
p2 − 1 ϑ
(n)
Sµ
+ p2n−m
h∑
ν=1
A(Sµ, p2Sν |[1, p, . . . , p, p2])
A(Sν , Sν)
ϑ
(n)
Sν
,
falls p träge ist, und
ϑ
(n)
Sµ
|Tn,n−1(ρ) = pm/2 p
2n−m − 1
p− 1 ϑ
(n)
Sµ
+ pn−m/2
h∑
ν=1
A(Sµ, pSν |[1, ρ, . . . , ρ, p])
A(Sν , Sν)
ϑ
(n)
Sν
,
falls p zerlegt oder verzweigt ist.
Beweis. Wir beschränken uns auf den Fall, dass p zerlegt oder verzweigt ist; den trägen Fall
behandelt man analog. Für n = m hat man wieder die Aussage von Satz 2.2.7. Für n > m
besagt Kor. 2.2.14, dass
Φn−mm (Tn,n−1(ρ)) = p
n−mTm,m−1(ρ) +
pn−m − 1
p− 1
(
pm/2 + pn+m/2
)
Tm,m(ρ).
Mit der Identität
ϑ
(m)
Sµ
|Tm,m(ρ) = ϑ(m)Sµ
erhält man (
ϑ
(n)
Sµ
|Tn,n−1(ρ)
)
|Φn−m
= ϑ(m)Sµ |Φn−mm (Tn,n−1(ρ))
= ϑ(m)Sµ
∣∣∣ (pn−m(Tm,m−1(ρ)) + pn−m − 1
p− 1 (p
m/2 + pn+m/2)Tm,m(ρ)
)
=
[
pn−mpm/2
pm − 1
p− 1 +
pn−m − 1
p− 1 (p
m/2 + pn+m/2)
]
ϑ
(m)
Sµ
+ pn−mpm/2
h∑
ν=1
A(Sµ, pSν |[1, ρ, . . . , ρ, p])
A(Sν , Sν)
ϑ
(m)
Sν
= pm/2
p2n−m − 1
p− 1 ϑ
(m)
Sµ
+ pn−m/2
h∑
ν=1
A(Sµ, pSν |[1, ρ, . . . , ρ, p])
A(Sν , Sν)
ϑ
(m)
Sν
.
Verwendet man nun, dass
Φn−m : [Γn,m]ϑ → [Γm,m]ϑ
ein Isomorphismus ist (vgl. [Kr1, Lemma IV.2.9]), folgt die Aussage. Falls n < m, folgt aus
Satz 2.2.14, dass
Φm−nm (p
n−mTm,m−1(ρ)) = Tn,n−1(ρ) +
1− pn−m
p− 1 (p
m/2 + pn+m/2)Tn,n(ρ).
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Damit erhält man
ϑ
(n)
Sµ
|Tn,n−1(ρ)
= ϑ(n)Sµ |Φm−nm
(
pn−mTm,m−1(ρ) +
pn−m − 1
p− 1 (p
m/2 + pn+m/2)Tm,m(ρ)
)
= ϑ(m)Sµ |
(
pn−mTm,m−1(ρ) +
pn−m − 1
p− 1 (p
m/2 + pn+m/2)Tm,m(ρ)
)
|Φm−n,
und die gleichen Umformungen wie im Fall n > m liefern die Aussage.
Lemma 2.2.16. Die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(n)Sµ ist für alle n ∈ N eine Eigenform zu
Tn,n−1(ρ).
Beweis. Wir folgen [NV]. Sei P = ρO. Auf dem Vektorraum X = X(m) der formalen
Linearkombinationen über C der Isometrieklassen der Thetagitter vom Rang m haben wir
den Nachbarschaftsoperator KP : X → X durch
KP([Γ]) :=
∑
[Λ]
nP(Γ,Λ)[Λ]
definiert. Wir definieren
Θ(n) : X → [Γn,m]ϑ
durch
Θ(n)([Γ]) := ϑ(n)Γ
für n ∈ N. Sei Xn der Kern von Θ(n) und Wn das orthogonale Komplement von Xn.
Wie im Siegelschen Fall sieht man, dass Heckeoperatoren Spitzenformen auf Spitzenformen
abbilden (vgl. [An, Prop. 4.1.1]); daher folgt mit Kor. 2.2.15 und Bem. 2.2.1, dass die Räume
Xn invariant unter KP sind. Daher sind die Räume Wn invariant unter dem adjungierten
Operator KP (vgl. Abschnitt 1.6). DaX0 die Kodimension 1 inX hat, istW0 eindimensional;
es wird von
e :=
∑
[Γ]
1
|Aut(Γ)| [Γ]
erzeugt. Daher ist e ein Eigenvektor von KP, und damit folgt die Behauptung mit Kor.
2.2.15 und Bem. 2.2.1.
Die Aussage des Lemmas ist äquivalent dazu, dass alle Thetagitter gleich viele Nachbarn
haben, die wieder Thetagitter sind. Dass letztere Aussage im unverzweigten Fall zutrifft,
haben wir aufgrund der Ergebnisse aus [Sc, Lemma 3.3] bereits gesehen; vgl. den Beweis
von Kor. 2.2.8.
Korollar 2.2.17. Die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(n)Sµ ist eine Eigenform zu Tn,n−1(ρ) zum
Eigenwert
p2n − 1
p2 − 1 (p
2n−m + pm + p− 1),
falls p = ρ träge ist, bzw. zu
pm/2
pn − 1
p− 1 (p
n−m + 1),
falls p = ρρ zerlegt oder verzweigt ist.
58 KAPITEL 2. DER NACHBARSCHAFTSOPERATOR ALS HECKEOPERATOR
Die Rechnung im Beweis von Kor. 2.2.8 zeigt im verzweigten Fall, dass sich für n = m
der Eigenwert zu
pm/2
pm − 1
p− 1 + p
m/2
h∑
µ=1
nP(Γν ,Γµ)
berechnet; in Verbindung mit Satz 2.2.11 erhalten wir also:
Korollar 2.2.18. Ist p verzweigt mit pO = P2, dann ist die Anzahl der P-Nachbarn eines
Thetagitters vom Rang m, die Thetagitter sind, (pm − 1)/(p− 1).
Im Fall n = 1 erhält man im trägen Fall den Eigenwert
p2−m + pm + p− 1
und im zerlegten oder verzweigten Fall
pm/2(p1−m + 1).
Diese Eigenwerte sind aus der Theorie der elliptischen Modulformen bekannt, es gilt nämlich
für f ∈ [Γn, r]
f |T1,0(p) = f |Γ1[1, p2]Γ1 = p2−mf |Tp2 − f |T1
im trägen Fall bzw.
f |T1,0(ρ) = pm/2p1−mf |Tp
im zerlegten oder verzweigten Fall (zur Notation vgl. etwa [KK]).
2.3 Quaternionische Modulformen und Heckeoperatoren
In diesem Abschnitt behandeln wir kurz die Grundlagen der Theorie der quaternionischen
Modulformen und der zugehörigen Heckealgebra. Referenzen sind [Kr1] und [Ge] sowie [Kr3]
und [Fr2] für die Theorie der Heckealgebra. In [Kr1] und [Kr3] werden zwar nur die Hurwitz-
Quaternionen behandelt, aber die Theorie der quaternionischen Modulformen für die hier
betrachteten Maximalordnungen ist vollständig analog, da es sich um euklidische Maximal-
ordnungen handelt. Zur Struktur der Heckealgebra für allgemeinere Quaternionenalgebren
s. auch [Ra2].
Im folgenden bezeichne H eine der Quaternionenalgebren Q∞,p für p ∈ {2, 3, 5} und M
eine zugehörige Maximalordnung M∞,p. Wir setzen
ρ =

1 + i1, falls p = 2,
i1, falls p = 3,
i2, falls p = 5.
ρ ist dann invariant (vgl. Def. 1.2.1). Es gilt ρ = ερ mit ε ∈ M×. Die Differente D von
M ist das zweiseitige Ideal Mρ. H bezeichne die Algebra H ⊗ R, die zur Algebra der
Hamiltonschen Quaternionen isomorph ist. Wir verwenden wieder die Schreibweise S[G] :=
G
′
SG für S ∈M(n,H) und G ∈M(m×n,H). Sym(n,H) bezeichne den R-Vektorraum der
hermiteschen Matrizen. Wie im Hermiteschen Fall schreiben wir für S ∈ Sym(n,H) S > 0
(bzw. S ≥ 0), falls S positiv definit (bzw. semidefinit) ist. Die Menge der positiv definiten
Matrizen bezeichnen wir mit Pos(n,H). S, T ∈ Sym(n,H) nennen wir unimodular äquivalent
oder kurz äquivalent, wenn U ∈ GL(n,M) existiert mit S[U ] = T .
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2.3.1 Quaternionische Modulformen
Wir setzen
J :=
(
0 I
−I 0
)
,
wobei I = I(n) die Einheitsmatrix bezeichnet.
Sp(n,H) := {M ∈M(2n,H) | J [M ] = J}
bezeichnen wir als die unitäre symplektische Gruppe über H.
Γn := Γn(M) := Sp(n,H) ∩M(n,M)
ist die quaternionische Modulgruppe vom Grad n über H.
Wie im Fall der Hermiteschen Modulgruppe zeigt man (vgl [Kr1, Lemma II.2.3]):
Satz 2.3.1. Γn wird erzeugt von den Matrizen(
I S
0 I
)
, S = S′ganz;
(
U
′ 0
0 U−1
)
, U ∈ GL(n,M); J =
(
0 I
−I 0
)
.
Damit gilt auch hier:
Γ1 = {εM | ε ∈M×, M ∈ SL(2,Z)},
vgl. [Kr1, Lemma II.2.6].
Sei
M(n,H)C :=M(n,H)⊗R C
Den quaternionischen oberen Halbraum Hn definieren wir als
Hn := Sym(n,H) + iPos(n,H)
=
{
Z = X + iY ∈M(n,H)C | X ′ = X, Y ′ = Y > 0
}
.
Sp(n,H) operiert auf Hn vermöge
M〈Z〉 := (AZ +B)(CZ +D)−1
mit der üblichen Zerlegung
M =
(
A B
C D
)
in quadratische Blockmatrizen.
Für f : Hn → C, M ∈ Sp(n,H), Z ∈ Hn und r ∈ 2Z setzen wir
f |M(Z) := f |rM(Z) := det
(
(CZ +D)∨
)−r/2
f(M〈Z〉).
Definition 2.3.2. Eine Funktion f : Hn → C heißt quaternionische Modulform vom Ge-
wicht r ∈ 2Z und Grad n, wenn folgende Bedingungen erfüllt sind:
(i) f ist holomorph.
(ii) f |rM = f für alle M ∈ Γn.
(iii) f ist beschränkt in Bereichen der Form Y ≥ Y0, Y0 > 0.
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Auch für quaternionische Modulformen gilt das Koecherprinzip, d.h. im Fall n > 1 folgt
die Bedingung (iii) schon aus (i) und (ii) (s. [Kr1, Lemma II.1.5]). Den Vektorraum der
Hermiteschen Modulformen vom Gewicht r und Grad n bezeichnen wir als [Γn, r]. Im Fall
n = 1 erhält man den Vektorraum der elliptischen Modulformen vom Gewicht r.
Wie im Hermiteschen Fall sieht man:
Lemma 2.3.3. Eine holomorphe Funktion f : Hn → C, die der Beschränktheitsbedingung
in Def. 2.3.2 genügt, ist genau dann eine Modulform vom Gewicht r ∈ 2Z, wenn gilt:
a) f(Z + S) = f(Z) für alle S ∈ Sym(n,M),
b) f(Z[U ]) = f(Z) für alle U ∈ GL(n,M),
c) f(−Z−1) = (detZ)rf(Z).
Für Matrizen A,B ∈M(m,n,H) setzen wir
τ(A,B) :=
1
2
Spur(AB′ +BA′).
Für T ∈ Sym(n,H) und Z = X + iY ∈ Hn setzen wir
τ(T,Z) = τ(T,X) + iτ(T, Y ).
T ∈ Sym(n,H) heißt gerade, wenn S[g] ∈ 2Z für alle g ∈ Mn. T = (tµν) ist genau dann
gerade, wenn tµµ ∈ 2Z für 1 ≤ µ ≤ n und tµν ∈ 2D−1 = 2ρ−1M für 1 ≤ µ < ν ≤
n. Quaternionische Modulformen besitzen eine absolut konvergente Fourierentwicklung der
Form
f(Z) =
∑
T=T
′gerade,T≥0
a(T )epiiτ(T,Z)
(vgl. [Kr1, Cor. III.1.8]). Die Koeffizienten a(T ) sind eindeutig bestimmt.
Wie im Fall der Siegelschen Modulformen hat man den Siegelschen Φ-Operator, der für
f ∈ [Γn, r] durch
f |Φ(Z) := lim
t→∞ f
(
Z 0
0 it
)
erklärt ist und eine lineare Abbildung [Γn, r]→ [Γn−1, r] definiert. Diejenigen Modulformen,
die im Kern von Φ enthalten sind, heißen Spitzenformen, den Vektorraum der Spitzenformen
bezeichnen wir mit [Γn, r]0.
Für S ∈ Pos(m,H) und Z ∈ Hn definiert man die Thetareihe
ϑ
(n)
S (Z) :=
∑
G∈M(m×n,M)
epiiτ(S[G],Z)
und analog für ein M-Gitter Λ vom Rang m
ϑ
(n)
Λ (Z) =
∑
(λ1,...,λn)∈Λn
epiiτ((〈λν ,λµ〉),Z).
Ist S eine Grammatrix von Λ, so gilt
ϑ
(n)
Λ = ϑ
(n)
S .
Ist Λ ein Thetagitter, dann ist ϑ(n)Λ ∈ [Γn, 2m], vgl. [Kr1, Thm IV.2.6]. Genauso gilt ϑ(n)S ∈
[Γn, 2m], falls die Matrix S H-stabil ist, d.h. falls sie gerade ist und
det(S) = 2md−m/2H
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erfüllt (diese Matrizen sind genau die Grammatrizen von Thetagittern). In beiden Fällen
hat man m ≡ 0 (mod 2), vgl. Kapitel 1. Offenbar gilt
ϑ
(n)
Λ |Φ = ϑ(n−1)Λ
für ein Thetagitter Λ. Mit [Γn, r]ϑ bezeichnen wir den Untervektorraum, der von den The-
tareihen zu den Thetagittern aufgespannt wird. Weiter sei [Γn, r]0,ϑ = [Γn, r]0 ∩ [Γ, r]ϑ.
Sei
Γn,0 :=
{
M =
(
A B
C D
)
∈ Γn
∣∣∣∣ C = 0} .
Analog zum Hermiteschen Fall definiert man die Eisensteinreihe vom Gewicht r ∈ 2Z als
Ern(Z) :=
∑
M :Γn,0\Γn
det
(
(CZ +D)∨
)−r/2 = ∑
M :Γn,0\Γn
1|rM(Z)
für r > 4n − 2. Wie in [Kr1, Thm. V.2.9] im Fall der Hurwitz-Ordnung zeigt man, dass
Ern ∈ [Γn, r]. Man hat den Siegelschen Hauptsatz, der in [Kr6] gezeigt wird (dort für den
Fall der Hurwitz-Ordnung, für die beiden anderen hier betrachteten Ordnungen verfährt
man analog):
Satz 2.3.4. Seien Λ1, . . . ,Λh Vertreter der Isometrieklassen der Thetagitter vom Rang m
über M. Für r = 2m > 4n− 2 gilt
Ern =
h∑
j=1
mνϑ
(n)
Λν
,
wobei
mν =
|Aut(Λν)|−1
|Aut(Λ1)|−1 + . . .+ |Aut(Λν)|−1 , 1 ≤ ν ≤ h.
2.3.2 Die Heckealgebra zur quaternionischen Modulgruppe
Als nächstes behandeln wir die Heckealgebra zur Quaternionischen Modulgruppe. Für l ∈ N
definieren wir
∆n(l) := {M ∈M(2n,M) | J [M ] = lJ}
und
∆n := {M ∈M(2n,H) | J [M ] = qJ für ein q ∈ Q>0}.
∆n(l) zerfällt in endlich viele Rechtsnebenklassen modulo Γn; jede Rechtsnebenklasse ent-
hält einen Vertreter der Form
M =
(
A B
0 D
)
besitzt (vgl. [Kr3, Lemma 6]).
Bemerkung 2.3.5. Sei
T =
h∑
ν=1
cνΓnMν
ein Element von L(Γn,∆n). Ist f ∈ [Γn, r], dann hängt
f |T :=
h∑
ν=1
cνf |rMν
nicht von der Wahl des Repräsentantensystems ab. Ist T in H(Γn,∆n) enthalten, ist auch
f |T ∈ [Γn, r].
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Wir erhalten so für jedes Element von H(Γn,∆n) einen Heckeoperator T : [Γn, r] →
[Γn, r]. Es gilt
f |(T1T2) = (f |T1)|T2
für T1, T2 ∈ H(Γn,∆n).
Nun betrachten wir die Zerlegung von Elementen aus Γn\∆n/Γn in Rechtsnebenklassen
näher. Wir verwenden wieder die Bezeichnung Un := GL(n,M). SeiM ⊂ ∆n(l) eine endliche
Vereinigung von Rechtsnebenklassen. Mit D(M) bezeichnen wir die Menge aller Matrizen
D ∈Mn(M), die sich zu einer Matrix(
A B
0 D
)
∈M
ergänzen lassen. B(D,M) sei die Menge aller möglichen Ergänzungen B. Matrizen B,B∗ ∈
Mn(M) nennen wir kongruent modulo D, wenn eine ganze Matrix S ∈ Sym(n,K) existiert
mit B − B∗ = SD. Wir verwenden dafür die Bezeichnung B ≡ B∗ mod D. Man hat dann
die beiden folgenden Lemmata, die in [Kr3] im Fall der Hurwitz-Ordnung gezeigt werden:
Lemma 2.3.6. Sei M ⊂ ∆n(l) eine Teilmenge, die unter Links- und Rechtsmultiplikation
mit Modulmatrizen invariant bleibt (dann ist M disjunkte Vereinigung von Doppelnebenklas-
sen). Man erhält ein Vertretersystem der in M enthaltenen Rechtsnebenklassen
Γn
(
A B
0 D
)
,
wenn
(i) D ein Vertretersystem der Un-Rechtsnebenklassen von D(M) durchläuft,
(ii) B bei festem D (und A) ein Vertretersystem modulo D inkongruenter Matrizen von
B(D,M) durchläuft.
Lemma 2.3.7. Sei M ⊂ ∆n(l) eine Teilmenge, die unter Links-und Rechtsmultiplikation
mit Modulmatrizen invariant bleibt, D ∈ D(M), b(D,M) := |B(D,M)/(≡ mod D)| die
Maximalzahl modulo D inkongruenter Matrizen von B(D,M). Es gilt b(D,M) = b(UDV,M)
für U, V ∈ U. Die Maximalzahl modulo D inkongruenter Matrizen hängt also nur von den
Elementarteilern von D (und von M) ab.
Wie in [Kr3, Thm. 6] im Fall der Hurwitz-Ordnung zeigt man den folgenden Elementar-
teilersatz für Γn:
Satz 2.3.8. (i) Sei M ∈ ∆n(l), l ∈ N. Dann existieren K1,K2 ∈ Γn, a1, . . . , an ∈M und
t1, . . . , tn ∈ N, so dass
K1MK2 = diag[a1, . . . , an, t1a1, . . . , tnan] (2.2)
mit
a1‖ . . . ‖an und tνN(aν) = l für 1 ≤ ν ≤ n.
t1, . . . , tn sind eindeutig bestimmt und a1, . . . , an sind bis auf Ähnlichkeit eindeutig
bestimmt.
(ii) Sei n ≥ 2. Sind zwei Matrizen
M1 = diag[a1, . . . , an, t1a1, . . . , tnan]
und
M2 = diag[a∗1, . . . , a
∗
n, t1a
∗
1, . . . , tna
∗
n]
der Form (2.2) gegeben, wobei aν und a∗ν ähnlich sind für 1 ≤ ν ≤ n, dann gilt
ΓnM1Γn = ΓnM2Γn.
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Wir benötigen das folgende Lemma, dass man wie in [Fr2, Hilfssatz IV.2.7] zeigt (vgl.
[Kr3, Lemma 3] für den Fall der Hurwitz-Quaternionen):
Lemma 2.3.9. Man erhält ein Vertretersystem der in
τn−i,i(ρ) := Un
(
I(n−i) 0
0 ρI(i)
)
Un
enthaltenen Rechtsnebenklassen, wenn
A =
ρ
k1 aµν
. . .
0 ρkn

alle ganzen Matrizen des folgenden Typs durchläuft:
a) k1 + . . .+ kn = i,
b) kν ∈ {0, 1} für ν = 1, . . . , n,
c) aµν durchläuft ein Repräsentantensystem von M/ρkνM für 1 ≤ µ < ν ≤ n,
d) aµν = 0, falls kµ = kν = 1.
Die Anzahl dieser Matrizen bei festem k1, . . . , kn ist∏
1≤µ<ν≤n
N(ρ)2kν(1−kµ) = N(ρ)−i(i+1)
n∏
ν=1
N(ρ)2νkν .
Sei l eine natürliche Zahl mit p - l. Man hat eine Abbildung
ψl :M→M(2,Z),
so dass
N(a) ≡ det(ψl(a)) mod l
für a ∈M gilt und
ϕl :M/lM→M(2,Z)/lM(2,Z), a+ lM 7→ ψl(a) + lM(2,Z)
ein Ringisomorphismus ist (vgl. [Hu, Vorl. 7] bzw. [Fri, Satz 2.11, Satz 2.16, Satz 2.23]). Wir
setzen ϕl zu einem Isomorphismus
ϕl :M(n,M)/lM(n,M)→M(2n,Z)/lM(2n,Z)
fort.
Sei nun q eine in M unverzweigte Primzahl. Für A ∈M(n,M) definieren wir rq(A) als
den Rang von ϕq(A+ qM(n,M)). rq ändert sich nicht bei Multiplikation mit unimodularen
Matrizen von links oder von rechts.
Gemäß Lemma 1.2.7 wählen wir ein vollständig primitives Element η ∈ N (q). Wir folgen
[Kr3] und definieren für n ≥ 2
R
(n)
2l (q) = Un[I
(n−l), qI(l)]Un, 0 ≤ l ≤ n
und
R
(n)
2l−1(q) = Un[I
(n−l), η, qI(l−1)]Un, 1 ≤ l ≤ n.
64 KAPITEL 2. DER NACHBARSCHAFTSOPERATOR ALS HECKEOPERATOR
Für A ∈M(n,M) mit det(A∨) 6= 0 gilt
A ∈ R(n)l (q)⇔ rq(A) = 2n− l und det(A∨) = q2l.
Für a, b ∈M definieren wir die Torsions-Untergruppe als
Tor(a, b) = {c ∈M | ac ∈Mb}.
Wie in [Kr3, Lemma 4] zeigt man:
Lemma 2.3.10. Sei q eine unverzweigte Primzahl, n ≥ 2 und 0 ≤ l ≤ 2n. Ein Vetretersys-
tem der in R(n)l (q) enthaltenen Rechtsnebenklassen bilden die Matrizen der Forma1 0. . .
0 an

 1 0. . .
bµν 1
 , N(aν) = qkν , 1 ≤ ν ≤ n,
wobei
a) aν = 1 oder aν = q oder aν durchläuft ein Vertretersystem von M×\N (q) für 1 ≤ ν ≤ n,
b) k1 + · · ·+ kn = l,
c) bµν durchläuft ein Vertretersystem von M/Tor(aµ, aν) für 1 ≤ µ < ν ≤ n.
Die Anzahl dieser Matrizen bei festem k1, . . . , kn ist∏
1≤ν<µ≤n
qkν(2−kµ).
Die Anzahl der Rechtsnebenklassen in R(n)l (q) ist
q−l(l+1)/2E(2n)l (q, q
2, . . . , q2n),
wobei E(n)l (X1, . . . , Xn) das l-te elementarsymmetrische Polynom bezeichne.
2.4 Der Nachbarschaftsoperator im quaternionischen Fall
Ziel dieses Abschnitts ist, wie im Hermiteschen Fall zu zeigen, dass der Nachbarschaftsope-
rator, aufgefasst als Operator auf dem von den Thetareihen der Thetagitter aufgespannten
C-Vektorraum, auch für die von uns betrachteten Quaternionenalgebren ein Heckeoperator
ist.
Für positiv-definite Matrizen S, T ∈ Sym(m,H) verwenden wir wieder die Bezeichnun-
gen
A(S, T ) = |{G ∈M(m,M) | S[G] = T}|
und
A(S, T |GE) = |{G ∈M(m,M) | S[G] = T,GE ist Elementarteilermatrix von G}|.
In [Kr6] wird gezeigt:
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Satz 2.4.1. Sei n = m und S1, . . . , Sh ein Vertretersystem der Klassen H-stabiler r × r-
Matrizen. Sei Sei T ∈ H(Γn,∆n) eine Doppelnebenklasse. Dann gilt für 1 ≤ µ ≤ h
ϑ
(m)
Sµ
|T =
h∑
ν=1
cµν(T )ϑ
(m)
Sν
mit
cµν(T ) =
∑
M=
(
A B
0 D
)
:Γn\T
(detD∨)−m
A
(
Sµ, DSνA
−1)
A(Sν , Sν)
epiiτ(Sν ,A
−1B).
2.4.1 Der verzweigte Fall
Bemerkung 2.4.2. Seien S, T hermitesche Matrizen und Γ,Λ Gitter mit Grammatrizen S
bzw. T . Dann gilt für p = pZ:
A(S, ρTρ|[1, ρ, . . . , ρ, p])
A(T, T )
= np(Γ,Λ),
wobei np(Γ,Λ) die Anzahl aller p-Nachbarn von Γ bezeichnet, die isometrisch zu Λ sind.
Beweis. Wir fixieren eine Erzeugermatrix A des Gitters Γ mit AA′ = S. Ist eine Darstellung
S[G] = ρTρ mit G = U [1, ρ, . . . , ρ, p]V gegeben, so ist durch
ρ−1V ′[1, ρ, . . . , ρ, p]U ′A
die Erzeugermatrix eines p-Nachbargitters mit Grammatrix
ρ−1V ′

1
ρ
. . .
ρ
p
U
′
AA
′
U

1
ρ
. . .
ρ
p
V ρ−1 = ρ−1S[G]ρ−1 = T
gegeben.
Durch diese Zuordnung wird der Matrix GW mit W ∈ GL(n,M) und ρTρ[W ] = ρTρ
das gleiche Gitter wie der Matrix G zugeordnet. Sind umgekehrt G = U [1, ρ, . . . , ρ, p]V
und G1 = U1[1, ρ, . . . , ρ, p]V1 Matrizen mit S[G] = S[G1] = ρTρ, denen das gleiche Gitter
zugeordnet wird, dann ist
V
′
1[1, ρ, . . . , ρ, p]U
′
1A =W
′
V
′[1, ρ, . . . , ρ, p]U ′A
für ein W ∈ GL(n,M), also G1 = GW , wobei ρTρ[W ] = T gelten muss. Weiter gilt
A(ρTρ, ρTρ) = A(T, T ),
da ρ invariant ist.
Es bleibt zu zeigen, dass so jedes Gitter einer Darstellung zugeordnet wird. Sei also
Λ′ ∼= Λ ein p-Nachbar von Γ. Nach dem Elementarteilersatz 1.2.14 (vgl. hierzu auch [Kr3,
(6)]) existiert eine Basis (d1, . . . , dn) von Γ, so dass
(ρ−1d1, d2, . . . , dn−1, ρdn)
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eine Basis von Λ′ ist. Ist A eine Erzeugermatrix von Γ mit AA′ = S, dann existiert U ∈
GL(n,O), so dass
ρ−1[1, ρ, . . . , ρ, p]U ′A
eine Erzeugermatrix von Λ′ ist. Daher gibt es V ∈ GL(n,O), so dass
ρ−1

1
ρ
. . .
ρ
p
U
′
AA
′
U

1
ρ
. . .
ρ
p
 ρ−1 = T [V −1],
mit
G := U · [1, ρ, . . . , ρ, p] · ρ−1V ρ
also
S[G] = ρTρ,
Dabei ist die Elementarteilermatrix von G von der Form
[1, ρ, . . . , ρ, p],
denn da ρ invariant ist, ist ρ−1V ρ ∈ Un.
Definition 2.4.3. Wir definieren für 0 ≤ l ≤ n
T
(n)
l (ρ) := Γn[I
(n−l), ρI(l),N(ρ)I(n−l), ρI(l)]Γn ⊂ ∆n(N(ρ)).
Sei p = N(ρ). Mit rp(M) bezeichnen wir den Rang einer ganzen Matrix M überM/ρM∼= Fp2 . Dieser ändert sich nicht bei Multiplikation mit unimodularen Matrizen von links
oder von rechts. Wegen Satz 2.3.8 gilt für M ∈ ∆n(p):
M ∈ T (n)l (ρ)⇔ rp(M) = n− l.
Nun bestimmen wir die Wirkung von T (m)m−1(ρ) auf Thetareihen im Fall n = m. Wir gehen
vor wie im Hermiteschen Fall und fassen uns deshalb kurz. In Satz 2.4 haben die Elementar-
teilermatrizen von D dann nach dem Elementarteilersatz 1.2.14 die Form [1, ρ, . . . , ρ], ρI(m)
oder [ρ, . . . , ρ, p].
Gilt detD∨ = pm−1, dann folgt wegen A−1 = p−1D′, dass
A(Sµ, DSνA−1) = A(Sµ, p−1Sν [D
′]) = 0,
da dann det(p−1Sν [D
′])∨ /∈M gilt.
Der Fall D = ρI(m) kann nicht eintreten. Dies sieht man folgendermaßen: Es muss
rp(B) = 1 gelten. Wegen der symplektischen Relationen muss weiter ρB = B
′
ρ gelten, also
insbesondere ρbνν = bννρ für 1 ≤ ν ≤ m. Aufgrund der Zerlegung (1.1) ist diese Bedingung
nur für bνν ∈ Zρ erfüllt. Dann ist aber die Bedingung rp(B) = 1 nicht erfüllbar.
Im Fall D = [ρ, . . . , ρ, p] ist A = [ρ, . . . , ρ, 1]. Ein Vertretersystem modulo D inkongru-
enter Matrizen in B(D,T (m)m−1(ρ)) bilden die Matrizen der Form(
0 ρb
b
′
b
)
,
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wobei b ein Vertretersystem vonMm−1/ρMm−1 und b ein Vertretersystem von Z/pZ durch-
läuft. Dies sieht man wie im Hermiteschen Fall. Das Vetretersystem enthält p2m−1 Elemente.
Für jede dieser Matrizen ist A−1B hermitesch und ganz, daher gilt τ(Sν , A−1B) ∈ 2Z. All-
gemeiner hat man auch für
D = U [ρ, . . . , ρ, p]V
mit U, V ∈ Un ein Vertretersystem von B(D,T (m)m−1(ρ)) mit diesen Eigenschaften.
Es ist
DSνA
−1 = p−1DSνD
′
.
Durchläuft A ein Vertretersystem der in Um[ρ, . . . , ρ, 1]Um enthaltenen Rechtsnebenklassen
modulo Um, dann durchläuft D ein Vertretersystem der in Um[ρ, . . . , ρ, p]Um enthaltenen
Rechtsnebenklassen und damit ρ−1D ein Vertretersystem der in Um[1, . . . , 1, ρ]Um enthal-
tenen Rechtsnebenklassen modulo Um. Wählt man also ein Vertretersystem Dm der in
τm−1,1(ρ) = Um
(
I(m−1) 0
0 ρ
)
Um = Um
(
I(m−1) 0
0 ρ
)
Um
enthaltenen Rechtsnebenklassen modulo Um, dann erhält man
Korollar 2.4.4. Für 1 ≤ µ ≤ h gilt
ϑ
(m)
Sµ
|T (m)m−1(ρ) =
h∑
ν=1
p−m
2+m−1
( ∑
D∈Dm
A(Sµ, p−1Sν [D
′
ρ])
A(Sν , Sν)
)
ϑ
(m)
Sν
.
Lemma 2.4.5. Es gilt∑
D∈Dm
A(Sµ, p−1Sν [D
′
ρ]) = A(Sµ, pSν |[1, ρ, . . . , ρ, p]) + p
2m − 1
p2 − 1 A(Sµ, Sµ)δµν .
Beweis. Wir setzen F = [1, ρ, . . . , ρ, p]. Sei
M =
⋃
D∈Dm
{G1 ∈Mm(M) | Sµ[G1] = p−1Sν [D′ρ]}
und
N = {G ∈Mm(M) | Sµ[G] = pSν , die Elementarteilermatrix von G ist ρI(m) oder F}.
Sei Sµ[G1] = p−1Sν [D
′
ρ] für ein D ∈ Dm. Dann gilt für G = G1ρD′−1
Sµ[G] = Sµ[G1ρD
′−1] = Sµ[pG1ρ−1D
′−1] = pSν [D
′
ρ][ρ−1D′−1] = pSν ,
und G ist ganz. Es ist det(G∨) = pm. Da pG−1 = S−1ν SµG
′ ganz ist und
rp(G) ≤ rp(ρD′−1) = 1,
hat die Elementarteilermatrix von G die Form ρI(m) oder F .
Wir erhalten also eine Abbildung
M → N, G1 7→ G1ρD′−1.
Als nächstes zeigen wir, dass diese Abbildung surjektiv ist. Sei also G ∈ N . Ist die Ele-
mentarteilermatrix von G die Matrix ρI(m), dann ist
G1 = GD
′
ρ−1
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ganz für alle D ∈ Dm. Hat G die Elementarteilermatrix F , dann existieren U, V ∈ Um mit
UGV = [p, ρ, . . . , ρ, 1]. Dann ist
pF−1 = [p, ρ, . . . , ρ, 1] = (UGV )
′
.
Für die Matrix D1 = [1, . . . , 1, ρ] ist dann
ρ−1D1pF−1 =

ρ−1
ρ−1
. . .
ρ−1
1


p
ρ
. . .
ρ
1

ganz, d.h.
pF−1 = D−11 ρE
mit einer ganzen Matrix E. Daher ist
G
′ = V ′−1pF−1U ′−1 = V ′−1D−11 ρEU
′−1
und damit
G = U−1E′ρD′−11 V
−1.
Wegen D1V
′ ∈ Um[1, . . . , 1, ρ]Um = Um[1, . . . , 1, ρ]Um existieren D ∈ Dm und T ∈ Um, so
dass D1V
′ = T ′D, also D′−11 V −1 = T−1D
′−1. Damit erhält man
G = U−1E′ρT−1D′−1 = U−1E′T˜︸ ︷︷ ︸
=:G1
ρD
′−1
mit der unimodularen Matrix T˜ = ρTρ−1, wobei G1 = U−1E
′
T˜ ganz ist. Außerdem ist
Sµ[G1][ρD
′−1] = Sµ[G] = pSν
und daher
Sµ[G1] = pSν [D
′
ρ−1] = p−1Sν [D
′
ρ].
Wir haben also für G ein Urbild G1 ∈M gefunden.
Wie im Hermiteschen Fall folgt
|{G ∈Mm(M) | Sµ[G] = pSµ, die Elementarteilermatrix von G ist ρI(m)}| = A(Sµ, Sµ).
Ebenfalls wie im Hermiteschen Fall sieht man unter Verwendung von ρ = ερ mit ε ∈ M×,
dass für G ∈ N gilt, dass
|{D ∈ Dm | GD′ρ−1 ganz}| =
{
p2m−1
p2−1 , falls GE = ρI
(n)
1, falls GE = F
.
Damit folgt die Aussage.
Insgesamt erhalten wir
Satz 2.4.6. Für 1 ≤ µ ≤ h gilt
ϑ
(m)
Sµ
|T (m)m−1(ρ) = p−m
2+m−1 p2m − 1
p2 − 1 ϑ
(m)
Sµ
+ p−m
2+m−1
h∑
ν=1
A(Sµ, pSν |[1, ρ, . . . , ρ, p])
A(Sν , Sν)
ϑ
(m)
Sν
.
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Wir verwenden das Vertauschungsgesetz der Heckeoperatoren mit dem Φ-Operator, um
die Formel aus Satz 2.4.6 auf den Fall n 6= m zu verallgemeinern. Genau wie im Hermiteschen
Fall hat man für r ∈ 2Z und n ≥ 2 einen Homomorphismus
Φr : H(Γn,∆n)→ H(Γn−1,∆n−1),
so dass
(f |T )|Φ = (f |Φ)|Φr(T )
für f ∈ [Γn, r] gilt, vgl. [Kr3, §4.3] bzw. [Ra2]. In [Kr3, Thm. 7] wird Φr(T (n)l (1+ i1)) für die
Hurwitz-Quaternionen bestimmt, die Ordungen M3,∞ und M5,∞ behandelt man analog.
Induktiv folgt:
Lemma 2.4.7. Für n ≥ 2 und t ∈ N mit 1 ≤ t ≤ n− 1 gilt:
Φtr(T
(n)
n−1(ρ)) = p
t(2−r/2)T (n−t)n−t−1(ρ) +
p2t − 1
p2 − 1 (p
−r(t−1)/2 + p4n−(2t+1)−r(t+1)/2)T (n−t)n−t (ρ).
Lemma 2.4.8. Es gilt
ϑ
(n)
Sµ
|T (n)n (ρ) = p−mnϑ(n)ρ−1Sµρ.
Beweis. Es ist
ϑ
(n)
Sµ
|T (n)n (ρ)(Z) =
∑
G∈M(m×n,M)
epiiτ(Sµ[G],ρZρ
−1)
für Z ∈ Hn. Nun gilt für Z = X + iY
2τ(Sµ[G], ρXρ−1) = ρ−1σ(Sµ[G]ρXρ−1 + ρXρ−1Sµ[G])ρ
= σ(ρ−1Sµ[G]ρX +Xρ−1Sµ[G]ρ)
= 2τ(ρ−1Sµ[G]ρ,X).
Genauso verfährt man mit Y und erhält
τ(Sµ[G], ρZρ−1) = τ(ρ−1Sµ[G]ρ, Z).
Da mit G auch ρ−1Gρ M(m× n,M) durchläuft, folgt
ϑ
(n)
Sµ
|T (n)n (ρ)(Z) = p−mn
∑
G∈M(m×n,M)
epiiτ(ρ
−1Sµ[G]ρ,Z)
= p−mn
∑
G∈M(m×n,M)
epiiτ(ρ
−1Sµρ[G],Z)
= p−mnϑ(n)
ρ−1Sµρ(Z).
Damit folgt:
Korollar 2.4.9. Es ist
ϑ
(n)
Sµ
|T (n)n−1(ρ) = p2n−mn−m−1
p2m − 1
p2 − 1 ϑ
(n)
Sµ
+ p−mn+m
p2(n−m) − 1
p2 − 1 (1 + p
2n−1)ϑ(n)
ρ−1Sµρ
+ p2n−mn−m−1
h∑
ν=1
A(Sµ, pSν |[1, ρ, . . . , ρ, p])
A(Sν , Sν)
ϑ
(n)
Sν
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Beweis. Für n = m hat man die Aussage von Satz 2.4.6. Für n > m besagt Lemma 2.4.7,
dass
Φn−m2m (T
(n)
n−1(ρ)) = p
(n−m)(2−m)T (m)m−1(ρ)
+
p2(n−m) − 1
p2 − 1
(
p−m(n−m−1) + p4n−(2n−2m+1)−m(n−m+1)
)
T (m)m (ρ)
= p(n−m)(2−m)T (m)m−1(ρ) +
p2(n−m) − 1
p2 − 1 p
−m(n−m−1)(1 + p2n−1)T (m)m (ρ).
Mit Lemma 2.4.8 erhält man(
ϑ
(n)
Sµ
|T (n)n−1(ρ)
)
|Φn−m
= ϑ(m)Sµ |Φn−m2m (T
(n)
n−1(ρ))
= ϑ(m)Sµ
∣∣∣(p(n−m)(2−m)T (m)m−1(ρ) + p2(n−m) − 1p2 − 1 p−m(n−m−1)(1 + p2n−1)T (m)m (ρ)
)
= p(n−m)(2−m)p−m
2+m−1 p2m − 1
p2 − 1 ϑ
(m)
Sµ
+ p−m(n−m−1)
p2(n−m) − 1
p2 − 1 (1 + p
2n−1)p−m
2
ϑ
(m)
ρ−1Sµρ
+ p(n−m)(2−m)p−m
2+m−1
h∑
ν=1
A(Sµ, pSν |[1, ρ, . . . , ρ, p])
A(Sν , Sν)
ϑ
(m)
Sν
.
Da
Φn−m : [Γn, 2m]ϑ → [Γm, 2m]ϑ
ein Isomorphismus ist (vgl. [Kr1, Lemma IV.2.9]), folgt die Aussage. Im Fall n < m hat
man
Φm−n2m (p
(n−m)(2−m)T (m)m−1(ρ)) = T
(n)
n−1(ρ)−
p2(n−m) − 1
p2 − 1 p
m(1 + p2n−1)T (n)n (ρ),
wegen
Φm−n2m (T
(m)
m (ρ)) = p
−m(m−n)T (n)n (ρ)
also
T
(n)
n−1(ρ) = Φ
m−n
2m (p
(n−m)(2−m)T (m)m−1(ρ) +
p2(n−m) − 1
p2 − 1 p
−m(n−m)pm(1 + p2n−1)T (m)m (ρ).
Nun folgt die Aussage mit den gleichen Umformungen wie im Fall n > m.
Korollar 2.4.10. Für 1 ≤ µ ≤ h gilt
ϑ
(n)
Sµ
|T (n)n (ρ) · T (n)n−1(ρ) = p2n−2mn−m−1
p2m − 1
p2 − 1 ϑ
(n)
ρ−1Sµρ
+ p−2mn+m
p2(n−m) − 1
p2 − 1 (1 + p
2n−1)ϑ(n)Sµ
+ p2n−2mn−m−1
h∑
ν=1
A(Sµ, ρSνρ|[1, ρ, . . . , ρ, p])
A(Sν , Sν)
ϑ
(n)
Sν
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Beweis. Die Behauptung folgt mit Lemma 2.4.8, wobei man verwendet, dass
A(ρ−1Sµρ, pSν |[1, ρ, . . . , ρ, p]) = A(Sµ, ρSνρ|[1, ρ, . . . , ρ, p])
und
ϑ
(n)
ρ−2Sµρ2 = ϑ
(n)
Sµ
.
Damit haben wir gezeigt, dass der Nachbarschaftsoperator ein Heckeoperator ist.
Wie im Hermiteschen Fall folgt nun, dass die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(m)Sµ eine Ei-
genform zu T (m)m−1(ρ) ist. Nach [Kr6, Lemma 2] gilt nun:
Bemerkung 2.4.11. Sei T ∈ H(Γn,∆n) eine endliche Summe von Doppelnebenklassen und
f ∈ [Γn, r] eine Eigenform von T zum Eigenwert λ. Wenn a(0(n)) 6= 0, dann gilt
λ =
∑(
A B
0 D
)
:Γn\T
(detD∨)−r/2.
Damit folgt:
Satz 2.4.12. Im Fall n = m ist die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(m)Sµ eine Eigenform zu
T
(m)
m−1(ρ) zum Eigenwert
p2m − 1
p2 − 1 (p
−m2+m + p−m
2+m−1).
Beweis. Durchläuft
M =
(
A B
0 D
)
ein Vertretersystem der Rechtsnebenklassen von T (m)m−1(ρ) modulo Γm, dann haben die Ele-
mentarteilermatrizen von D die Form [1, ρ, . . . , ρ] oder [ρ, . . . , ρ, p].
Für D = [1, ρ, . . . , ρ] enthält das in Lemma 2.3.9 konstruierte Vertretersystem von UDU
(p2m−1)/(p2−1) Elemente. Wie im Hermiteschen Fall sieht man, dass für D = [1, ρ, . . . , ρ]
(und damit für alle D mit dieser Elementarteilermatrix) ein Vertretersystem mod D inkon-
gruenter Matrizen von B(D,T (m)m−1(ρ)) nur ein Element enthält; man kann z.B. die Nullmatrix
wählen.
Ein Vertretersystem der in der Doppelnebenklasse von D = [ρ, . . . , ρ, p] enthaltenen
Rechtsnebenklassen erhält man, indem man das in Lemma 2.3.9 bestimmte Vertretersystem
der in U[1, . . . , 1, ρ]U enthaltenen Rechtsnebenklassen mit ρ multipliziert. Man erhält so
(p2m−1)(p2−1) Matrizen. Das oben bestimmte Vertretersystem von B(D,T (m)m−1(ρ)) enthält
p2m−1 Elemente.
Insgesamt erhält man für den Eigenwert
p−m(m−1)
p2m − 1
p2 − 1 + p
−m(m+1)p2m−1
p2m − 1
p2 − 1 =
p2m − 1
p2 − 1 (p
−m2+m + p−m
2+m−1).
Korollar 2.4.13. Im Fall n = m ist die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(m)Sµ eine Eigenform
zu T (m)m (ρ) · T (m)m−1(ρ) zum Eigenwert
p2m − 1
p2 − 1 (p
−2m2+m + p−2m
2+m−1).
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Korollar 2.4.14. Ist p verzweigt, dann ist die Anzahl der p-Nachbarn eines Thetagitters
vom Rang m, die ebenfalls Thetagitter sind, p(p2m − 1)/(p2 − 1).
Korollar 2.4.15. Die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(n)Sµ ist eine Eigenform zu T
(n)
n (ρ)
· T (n)n−1(ρ) zum Eigenwert
p−2mn
p2n − 1
p2 − 1 (p
m + p−m+2n−1).
Im Fall n = 1 erhält man den aus der Theorie der elliptischen Modulformen bekannten
Eigenwert p−m(1 + p1−2m); vgl. hierzu auch [Q, Lemma 3].
2.4.2 Der unverzweigte Fall
Bemerkung 2.4.16. Seien S, T hermitesche Matrizen und Γ,Λ Gitter mit Grammatrizen
S bzw. T . Dann gilt für eine unverzweigte Primzahl q ∈ N (also q 6= p) und q = qZ und
η ∈M mit η ∈ N (q) vollständig primitiv:
A(S, q2T |[η, q, . . . , q, ηq])
A(T, T )
= nq(Γ,Λ),
wobei nq(Γ,Λ) die Anzahl aller q-Nachbarn von Γ bezeichnet, die isometrisch zu Λ sind.
Beweis. Wir fixieren eine Erzeugermatrix A des Gitters Γ mit AA′ = S. Ist eine Darstellung
S[G] = q2T mit G = U [η, q, . . . , q, ηq]V gegeben, so ist durch
q−1V ′[η, q, . . . , q, ηq]U ′A
die Erzeugermatrix eines q-Nachbargitters mit Grammatrix
q−1V ′

η
q
. . .
q
ηq
U
′
AA
′
U

η
q
. . .
q
ηq
V q−1 = q−2S[G] = T
gegeben (man beachte, dass die M-Linksmoduln M/Mη und M/Mη isomorph sind).
Durch diese Zuordnung wird der Matrix GW mit W ∈ GL(n,M) und T [W ] = T das
gleiche Gitter wie der Matrix G zugeordnet. Sind umgekehrt G = U [η, q, . . . , q, ηq]V und
G1 = U1[η, q, . . . , q, ηq]V1 Matrizen mit S[G] = Sµ[G1] = q2T , denen das gleiche Gitter
zugeordnet wird, dann ist
V
′
1[η, q, . . . , q, ηq]U
′
1A =W
′
V
′[η, q, . . . , q, ηq]U ′
für ein W ∈ GL(n,M), also G1 = GW , wobei T [W ] = T gelten muss.
Es bleibt zu zeigen, dass so jedes Gitter einer Darstellung zugeordnet wird. Sei also
Λ′ ∼= Λ ein q-Nachbar von Γ. Gemäß dem Elementarteilersatz 1.2.14 existiert eine Basis
(d1, . . . , dn) von Γ, so dass
(η−1d1, d2, . . . , dn−1, ηdn)
eine Basis von Λ′ ist. Ist A eine Erzeugermatrix von Γ mit AA′ = S, dann existiert also
U ∈ GL(n,M), so dass
q−1[η, q, . . . , q, ηq]U ′A
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eine Erzeugermatrix von Λ′ ist. Daher gibt es V ∈ GL(n,M), so dass
q−1

η
q
. . .
q
ηq
U
′
AA
′
U

η
q
. . .
q
ηq
 q−1 = T [V −1],
mit
G := U · [η, q, . . . , q, ηq] · V
also
S[G] = q2T,
wobei die Elementarteilermatrix von G von der Form
[η, q, . . . , q, ηq]
ist.
Definition 2.4.17. Sei n ≥ 2 und q eine unverzweigte Primzahl. Sei η ∈ N (q) volllständig
primitiv. Wir definieren
R(n)2l (q) := Γn[I(n−l), qI(l), q2I(n−l), qI(l)]Γn, 0 ≤ l ≤ n,
und
R(n)2l−1(q) := Γn[I(n−l), η, qI(l−1), q2I(n−l), qη, qI(l−1)]Γn, 1 ≤ l ≤ n,
und
R(n)∗ (q) := Γn[I(n−1), η2, q2I(n−1), η2]Γn.
Für M ∈ ∆n(q2) gilt wegen Satz 2.3.8
M ∈ R(n)l (q)⇔ rq(M) = 2n− l, M ∈ R(n)∗ (q)⇔ rq(M) = 2n.
Wir bestimmen nun die Wirkung von R(n)2n−1(q) auf Thetareihen im Fall n = m. In
Satz 2.4 haben die Elementarteilermatrizen von D dann die Form [η, q, . . . , q], qI(m) oder
[q, . . . , q, qη].
Gilt detD∨ = q2m−1, dann folgt wegen A−1 = q−2D′, dass
A(Sµ, DSνA−1) = A(Sµ, q−2Sν [D
′]) = 0,
da dann det((q−2Sν [D
′])∨) < detS∨µ gilt.
Der Fall D = qI(m) kann nicht eintreten. Dann müsste nämlich gelten, dass B = B′ und
rq(B) = 1, was nicht möglich ist.
Im Fall D = [q, . . . , q, ηq] ist A = [q, . . . , q, η]. Ein Vertretersystem modulo D inkongru-
enter Matrizen in B(D,R(n)2m−1(q)) bilden die Matrizen der Form(
0 qb
ηb
′
ηb
)
,
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wobei b ein Vertretersystem vonMm−1/ηMm−1 und b ein Vertretersystem von Z/qZ durch-
läuft. Dies sieht man wie folgt: Wir schreiben B ∈ B(D,R(m)2m−1(q)) in der Form
B =
(
B1 b1
b2
′
b1
)
mit B1 ∈Mm−1(M), b1, b2 ∈Mm−1 und b ∈M. Wir erhalten
AB
′ =
(
qB1
′
qb2
ηb1
′
ηb1
)
und BA′ =
(
qB1 b1η
qb2
′
b1η
)
;
wegen AB′ = BA′ also B1 = B1
′, b1η = ηb1 und b1 = b2η. Wegen rq(B) = 1 muss
B ≡ 0 mod q und b2 = b3η mit b3 ∈ Mm−1 gelten. Wegen b1η ∈ Z ∩ Mη = qZ folgt
b1 = qb2η−1 = ηb2 mit b2 ∈ Z. Daher gilt
BD−1 =
1
q2
BA
′ =
(
q−1B1 b3η−1
η−1b3
′
b2q
−1
)
.
Wählt man also b ∈Mm−1 mit b3 − b ∈Mm−1η und b ∈ Z mit b2 − b ∈ qZ, so gilt(
0 qb
ηb
′
ηb
)
≡ B (mod D).
Man sieht, dass die Matrizen der gegebenen Form paarweise inkongruent mod D sind. Das
Vetretersystem enthält q2m−1 Elemente. Für jede dieser Matrizen ist A−1B hermitesch und
ganz, daher gilt τ(Sν , A−1B) ∈ 2Z. Allgemeiner hat man auch für
D = U [q, . . . , q, ηq]V
mit U, V ∈ Un ein Vertretersystem von B(D,R(m)2m−1(q)) mit diesen Eigenschaften.
Es ist
DSνA
−1 = q−2DSνD
′
.
Durchläuft A ein Vertretersystem der in Um[q, . . . , q, η]Um enthaltenen Rechtsnebenklassen
modulo Um, dann durchläuft D ein Vertretersystem der in Um[q, . . . , q, qη]Um enthaltenen
Rechtsnebenklassen und damit q−1D ein Vertretersystem der in Um[1, . . . , 1, η]Um enthalte-
nen Rechtsnebenklassen modulo Um. Wählt man also ein Vertretersystem Dm der in
R
(m)
1 (q) = Um
(
I(m−1) 0
0 η
)
Um
enthaltenen Rechtsnebenklassen modulo Um, dann erhält man
Korollar 2.4.18. Für 1 ≤ µ ≤ h gilt
ϑ
(m)
Sµ
|R(m)2m−1(q) =
h∑
ν=1
q−2m
2+m−1
( ∑
D∈Dm
A(Sµ, Sν [D
′])
A(Sν , Sν)
)
ϑ
(m)
Sν
.
Lemma 2.4.19. Es gilt∑
D∈Dm
A(Sµ, Sν [D
′]) = A(Sµ, q2Sν |[η, q, . . . , q, qη]) + q
2m − 1
q − 1 A(Sµ, Sµ)δµν .
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Beweis. Wir setzen F = [η, q, . . . , q, qη]. Sei
M =
⋃
D∈Dm
{G1 ∈Mm(M) | Sµ[G1] = Sν [D′]}
und
N = {G ∈Mm(M) | Sµ[G] = q2Sν , die Elementarteilermatrix von G ist qI(m) oder F}.
Wie im Hermiteschen Fall sieht man, dass die Abbildung
M → N, G1 7→ G1qD′−1
wohldefiniert und surjektiv ist. Wir betrachten nun das in Lemma 2.3.10 konstruierte Ver-
tretersystem D von Um\R1(q). Ist die Elementarteilermatrix GE von G ∈ N die Matrix
qI(m), dann ist
G1 = q−1GD
′
ganz für alle D ∈ Dm, also gilt
|{D ∈ Dm | q−1GD′ ganz}| = |D|
= q−1E1(q, q2, . . . , q2m)
= q−1(q + q2 + . . .+ q2m)
=
q2m − 1
q − 1 .
Im Fall GE = F gilt für D ∈ D mit
D =
a1 0. . .
0 an

 1 0. . .
bµν 1
 ,
dass
q−1GED
′ = q−1
η qI(m−2)
qη

1 bνµ. . .
0 1

a1 . . .
am

= q−1
η qI(m−2)
qη

a1 bνµaµ. . .
0 am
 .
Ist diese Matrix ganz, dann muss a1 = εη mit ε ∈ M× gelten, denn man hat N(aν) = q
oder aν = 1 für 1 ≤ ν ≤ m. Dann ist aber a2 = a3 = . . . = am = 1. Weiter muss b1µ ∈ Mη
gelten; wegen Tor(1, εη) =Mη und Tor(1, 1) =M sind also die Koeffizienten bµν eindeutig
festgelegt. Diese Bedingungen sind offensichtlich auch hinreichend, also gilt
|{D ∈ Dm | q−1GD′ ganz}| = 1.
Damit erhalten wir:
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Satz 2.4.20. Für 1 ≤ µ ≤ h gilt
ϑ
(m)
Sµ
|R(m)2m−1(q) = q−2m
2+m−1 q2m − 1
q − 1 ϑ
(m)
Sµ
+ q−2m
2+m−1
h∑
ν=1
A(Sµ, q2Sν |[η, q, . . . , q, qη])
A(Sν , Sν)
ϑ
(m)
Sν
.
Nun leiten wir das Vertauschungsgesetz von R(n)2n−1(q) mit dem Φ-Operator her, vgl.
hierzu [Kr3]. Wir benötigen dazu die explizite Form des Homomorphismus Φr. Sei r ∈ 2Z.
In der Rechtsnebenklasse L = ΓnM mit M ∈ ∆n(l) wählen wir einen Vertreter M in der
Form
M =
(
A B
0 D
)
, D obere Dreiecksmatrix, (2.3)
mit
A =
(
A1 0
∗ a
)
, B =
(
B1 ∗
∗ ∗
)
, D =
(
D1 ∗
0 d
)
.
Es ist
M1 :=
(
A1 B1
0 D1
)
∈ ∆n−1(l).
Wie im Hermiteschen Fall sieht man, dass
L∗ := N(d)−r/2Γn−1M1 ∈ L(Γn,∆n)
wohldefiniert ist.
Für M ∈ ∆n und r ∈ 2Z definieren wir nun
Φr(ΓnMΓn) :=
∑
N :Γn\ΓnMΓn
(ΓnN)∗ ∈ H(Γn−1,∆n−1).
Durch lineare Fortsetzung erhält man einen Homomorphismus
Φr : H(Γn,∆n)→ H(Γn−1,∆n−1),
so dass
(f |T )|Φ = (f |Φ)|Φr(T )
für f ∈ [Γn, r] und T ∈ H(Γn,∆n) gilt.
Lemma 2.4.21. Es gilt
Φr(R(n)2n−1(q)) = q2−rR(n−1)2n−3 (q) + (q + 1)(q−r/2 + q4n−3−3r/2)R(n−1)2n−2 (q).
Beweis. Wir gehen vor wie in [Kr2]. Gemäß dem Beweis von Theorem 10 in [Kr3] gilt
Φr(R(n)2n−1(q)) = q2−rR(n−1)2n−3 (q) + t2n−2R(n−1)2n−2 (q)
mit t2n−2 ∈ Q.
Φr(R(n)2n−1(q)) ist in H(Γn,∆n) enthalten, ist also Linearkombination von Doppelne-
benklassen. Fassen wir Φr(R(n)2n−1(q)) als Element von L(Γn,∆n) auf, treten alle Rechts-
nebenklassen, die zu R(n−1)2n−2 (q) gehören, mit dem gleichen Koeffizienten t2n−2 auf. Diesen
bestimmen wir, indem wir den Koeffizienten der Rechtsnebenklasse Γn−1qI(2n−2) bestimmt.
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Dabei machen wir Gebrauch von folgender Tatsache: Ist M in der Form (2.3) gegeben
mit
B =
(
B1 ∗
∗ b
)
,
so kann man die letzte Spalte von D und die letzte Spalte von B mit Ausnahme von b
modulo Md reduzieren, b kann man modulo dZ reduzieren, ohne die Form (2.3) und die
Rechtsnebenklasse dabei zu ändern. Im Fall von B kann man das durch Multiplikation von
links mit einer Matrix der Form(
I(n) S
0 I(n)
)
, S =
(
0 s
s′ s
)
, s ∈Mn−1, s ∈ Z,
erreichen, im Fall von D multipliziert man von links mit einer Matrix der Form(
U
′−1 0
0 U
)
, U =
(
I(n−1) x
0 1
)
, x ∈Mn−1.
Nun bestimmen wir alle Rechtsnebenklassen ΓnM in R(n)2n−1(q) mit M von der Form
(2.3) mit
A =
(
A1 0
∗ a
)
, B =
(
B1 ∗
∗ ∗
)
, D =
(
D1 ∗
0 d
)
und M1 = qI(2n−2). Da q2D
′−1 ganz ist, hat man d = λ oder d = q oder d = qλ mit
λ ∈ N (q).
Fall 1: d = λ, λ ∈ N (q).
Da rq(M) = 1 gelten muss, gilt
D =
(
qI qd1
0 λ
)
und B =
(
0 qb1
qb′2 qb
)
mit d1, b1, b2 ∈ Mn−1. Da wir mit d = λ reduzieren können (s.o.), können wir d1 = 0 = b1
annehmen. Wegen B′D = D′B muss weiter b2 = 0 und bλ = λb gelten, also qb ∈ λZ. Nach
Reduktion mit d = λ können wir also B = 0 annehmen. Weiterhin können wir von links mit
Matrizen der Form
N =
(
U 0
0 U
)
∈ Γn, U =

1
. . .
1
ε
 mit ε ∈M×, (2.4)
multiplizieren. Da andererseits Matrizen M, M˜ der angegebenen Form mit λ˜ /∈ M×λ nicht
in der gleichen Rechtsnebenklasse liegen, erhalten wir, dass die Anzahl der Matrizen mit
M1 = qI(2n−2) in diesem Fall |M×\N (q)| = q + 1 (vgl. Lemma 1.2.10) beträgt.
Fall 2: d = q.
Dann ist
D =
(
qI d
0 q
)
mit d ∈Mn−1, also
A =
(
qI 0
−d′ q
)
.
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Wegen rq(M) = 1 und d = q kann man d = 0 annehmen. Daher muss B = B
′ gelten, also
B =
(
0 b
b
′
b
)
mit b ∈ Mn−1 und b ∈ Z. Dann ist aber die Bedingung rq(M) = 1 nicht erfüllbar. Also
kann der Fall d = q nicht eintreten.
Fall 3: d = qλ, λ ∈ N (q).
Dann gilt wegen rq(M) = 1
D =
(
qI qd
0 qλ
)
,
also
A =
(
qI 0
−λd′ λ
)
, B =
(
0 qb1
b′2 b1
)
.
Wegen B′D = D′B hat man b2 = λb1 und q2d
′
b1 + qλb1 ∈ Z ∩ qλM = q2Z. Dann ist
d
′
b1 + λ−1b1 ∈ Z und damit b1 = λb, b ∈ M. Wegen d′b1 + b ∈ Z ist b − Re(b) eindeutig
bestimmt. λRe(b) kann modulo λqZ reduziert werden, also kann Re(b) modulo qZ reduziert
werden. Ein Vertretersystem der gesuchten Rechtsnebenklassen bei festem λ erhält man also
in der Form
D =
(
qI qd
0 qλ
)
, B =
(
0 qb1
λb1
′
λb
)
,
wobei d und b1 jeweils ein Vertretersystem vonMn−1/Mn−1λ durchlaufen, b−Re(b) durch
d und b1 eindeutig bestimmt ist, und Re(b) ein Vertretersystem von Z/qZ durchläuft (man
rechnet nach, dass diese Matrizen in unterschiedlichen Rechtsnebenklassen liegen). Die An-
zahl dieser Matrizen bei festem λ ist q4n−3. Da man weiterhin von links mit Matrizen
vom Typ (2.4) multiplizieren kann und andererseits Matrizen M, M˜ der angegebenen Form
nur im Fall λ˜ ∈ M×λ in der gleichen Rechtsnebenklasse liegen können, erhält man also
(q + 1)q4n−3 Matrizen der gesuchten Gestalt.
Insgesamt folgt
t2n−2 = (q + 1)(q−r/2 + q4n−3−3r/2).
Man beachte, dass wir beim Beweis dieser Identität keinen Gebrauch von der Voraussetzung
n > 2 gemacht haben.
Induktiv folgt
Korollar 2.4.22. Für t ∈ N und n > 2 gilt
Φtr(R(n)2n−1(q)) = qt(2−r)R(n−t)2(n−t)−1(q)
+ (q + 1)
q2t − 1
q2 − 1 (q
−(2t−1)r/2 + q4n−(2t+1)−(2t+1)r/2)R(n−t)2(n−t)(q).
Korollar 2.4.23. Für n > 2 ist
ϑ
(n)
Sµ
|R(n)2n−1(q) = q−2mn
q4n−m−1 + q2n−m − q2n−m−1 − qm
q − 1 ϑ
(n)
Sµ
+ q2n−2mn−m−1
h∑
ν=1
A(Sµ, q2Sν |[η, q, . . . , q, qη])
A(Sν , Sν)
ϑ
(n)
Sν
.
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Beweis. Für n = m hat man die Aussage von Satz 2.4.20. Für n > m besagt Lemma 2.4.21,
dass
Φn−m2m (R(n)2n−1(q))
= q(n−m)(2−2m)R(m)2m−1(q)
+
q2(n−m) − 1
q − 1
(
q−m(2n−2m−1) + q4n−(2n−2m+1)−m(2n−2m+1)
)
R(m)2m (q)
= q(n−m)(2−2m)R(m)2m−1(q) +
q2(n−m) − 1
q − 1 q
−m(2n−2m−1)(1 + p2n−1)R(m)2m (q).
Mit
ϑ
(m)
Sµ
|R(m)2m (q) = q−2m
2
ϑ
(m)
Sµ
erhält man(
ϑ
(n)
Sµ
|R(n)2n−1(q)
)
|Φn−m
= ϑ(m)Sµ |Φn−m2m (R
(n)
2n−1(q))
= ϑ(m)Sµ
∣∣∣(q(n−m)(2−2m)R(m)2m−1(q) + q2(n−m) − 1q − 1 q−m(2n−2m−1)(1 + q2n−1)R(m)2m (q)
)
= q(n−m)(2−2m)q−2m
2+m−1 q2m − 1
q − 1 ϑ
(m)
Sµ
+ q(n−m)(2−2m)q−2m
2+m−1
h∑
ν=1
A(Sµ, q2Sν |[η, q, . . . , q, qη])
A(Sν , Sν)
ϑ
(m)
Sν
+ q−m(2n−2m−1)
q2(n−m) − 1
q − 1 (1 + q
2n−1)q−2m
2
ϑ
(m)
Sµ
= q−2mn
q2n−m−1(q2m − 1) + qm(1 + q2n−1)(q2(n−m) − 1)
q − 1 ϑ
(m)
Sµ
+ q2n−2mn−m−1
h∑
ν=1
A(Sµ, q2Sν |[η, q, . . . , q, qη])
A(Sν , Sν)
ϑ
(m)
Sν
= q−2mn
−q2n−m−1 + q2n−m − qm + q4n−m−1
q − 1 ϑ
(m)
Sµ
+ q2n−2mn−m−1
h∑
ν=1
A(Sµ, q2Sν |[η, q, . . . , q, qη])
A(Sν , Sν)
ϑ
(m)
Sν
.
Da
Φn−m : [Γn, 2m]ϑ → [Γm, 2m]ϑ
ein Isomorphismus ist, folgt die Aussage. Im Fall n < m hat man
Φm−n2m (q
(n−m)(2−2m)R(m)2m−1(q)) = R(n)2n−1(q)−
q2(n−m) − 1
q − 1 q
m(1 + q2n−1)R(n)2n (q),
wegen
Φm−n2m (R(m)2m (q)) = p−2m(m−n)R(n)2n (q)
also
R(n)2n−1(q) = Φm−n2m (q(n−m)(2−2m)R(m)2m−1(q) +
q2(n−m) − 1
q − 1 q
−2m(n−m)pm(1 + p2n−1)R(m)2m (q).
Nun folgt die Aussage mit den gleichen Umformungen wie im Fall n > m.
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Wie im verzweigten Fall sieht man:
Satz 2.4.24. Im Fall n = m ist die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(m)Sµ eine Eigenform zu
R(m)2m−1(q) zum Eigenwert
q2m − 1
q − 1 (q
−2m2+m + q−2m
2+m−1).
Nach Bem. 1.5.7 sind im unverzweigten Fall alle q-Nachbarn eines Thetagitters wieder
Thetagitter. Damit folgt:
Korollar 2.4.25. Ist q unverzweigt, dann hat ein Thetagitter vom Rang m q(q2m−1)/(q−1)
q-Nachbarn.
Korollar 2.4.26. Für n > 2 ist die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(n)Sµ eine Eigenform zu
R(n)2n−1(q) zum Eigenwert
q−2mn
q2n − 1
q − 1 (q
m + q−m+2n−1).
Nun leiten wir ein Vertauschungsgesetz auch für den bisher ausgeschlossenen Fall n = 2
her.
Lemma 2.4.27. Es gilt
Φr(R(2)3 (q)) = (q + 1)(q−r/2 + q5−3r/2)Γ1qI(2)Γ1 + q2−r
∑
λ:M×\N (q)/M×
Γ1λ
(
1 0
0 q
)
Γ1.
Beweis. Nach [Kr3] lässt sich jede Doppelnebenklasse in Γ1\∆1/Γ1 darstellen als Γ1aNΓ1
mit a ∈ M \ {0} und N ∈ M(2,Z), det(N) 6= 0, wobei die Doppelnebenklassen M×aM×
und SL(2,Z)NSL(2,Z) eindeutig bestimmt sind. Da rq(M1) ≤ rq(M) für M ∈ ∆2(q2), gilt
Φr(R
(2)
3 (q)) = t0Γ1qI
(2)Γ1 +
∑
λ:M×\N (q)/M×
tλΓ1λ
(
1 0
0 q
)
Γ1
mit t0, tλ ∈ Q (λ : M×\N (q)). Wir gehen vor wie beim Beweis von Lemma 2.4.21. Genau
wie dort zeigt man, dass
t0 = (q + 1)(q−r/2 + q5−3r/2).
Sei nun λ aus einem Vertretersystem von M×\N (q). Wir bestimmen alle Rechtsnebenklas-
sen Γ2M in R(2)3 mit M von der Form (2.3) und
M1 = λ
(
1 0
0 q
)
.
Wegen rq(M) = 1 können wir D in der Form
D =
(
λq qδ
0 qd1
)
mit δ, d1 ∈ M schreiben. Wegen rq(M) = 1 und A = q2D′−1 folgt d1 ∈ M×. Wir können
also
D =
(
λq 0
0 q
)
und A =
(
λ 0
0 q
)
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annehmen. Wir schreiben B in der Form
B =
(
0 β2
qβ1 qb
)
.
Wegen B′D = D′B folgt λβ1 = β2 und b = b, d.h. b ∈ Z. Reduziert man die letzte Spalte
mit d = q, so sieht man, dass man ein Vertretersystem der gesuchten Rechtsnebenklassen
erhält, wenn A und D die angegebene Form haben und B die Matrizen der Form
B =
(
0 λβ1
qβ1 0
)
durchläuft, wobei β1 ein Vertretersystem von M/Mλ durchläuft. Damit folgt
tλ = q−rq2.
Definition 2.4.28. Sei q eine in M unverzweigte Primzahl. Wir definieren
T (1)(q) := Γ1
(
1 0
0 q
)
Γ1.
Korollar 2.4.29. Es gilt
ϑ
(1)
Sµ
|T (1)(q) = q
3−2m + q2−2m − q1−2m − 1
q2 − 1 ϑ
(1)
Sµ
+
q1−2m
q + 1
h∑
ν=1
A(Sµ, q2Sν |[η, q, . . . , q, qη])
A(Sν , Sν)
ϑ
(1)
Sν
.
Beweis. Gemäß Lemma 2.4.27 gilt∑
λ:M×\N (q)/M×
Γ1λ
(
1 0
0 q
)
Γ1 = qr−2Φr(R(2)3 (q))− q2m−2(q + 1)(q−m + q5−3m)Γ1qI(2)Γ1.
Damit folgt
ϑ
(1)
Sµ
∣∣∣ ∑
λ:M×\N (q)/M×
Γ1λ
(
1 0
0 q
)
Γ1
= ϑ(1)Sµ
∣∣∣q2m−2Φ2m(R(2)3 (q)) − (q + 1)q2m−2(q−m + q5−3m)q−2mϑ(1)Sµ
= q2m−2
(
ϑ
(2)
Sµ
|R(2)3 (q)
)
|Φ− (q + 1)(q−m−2 + q−3m+3)ϑ(1)Sµ
= q−2m−2
q7−m + q4−m − q3−m − qm
q − 1 ϑ
(1)
Sµ
+ q1−3m
h∑
ν=1
A(Sµ, q2Sν |[η, q, . . . , q, qη])
A(Sν , Sν)
ϑ
(1)
Sν
−(q−m−2 + q−3m+3)q
2 − 1
q − 1 ϑ
(1)
Sµ
=
q3−3m + q2−3m − q1−3m − q−m
q − 1 ϑ
(1)
Sµ
+ q1−3m
h∑
ν=1
A(Sµ, q2Sν |[η, q, . . . , q, qη])
A(Sν , Sν)
ϑ
(1)
Sν
Nun gilt für λ ∈ N (q)
Γ1λ
(
1 0
0 q
)
Γ1 = Γ1λI(2)Γ1 · Γ1
(
1 0
0 q
)
Γ1
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(vgl. [Kr3, § 3.3]). Wegen
Γ1 = {εM | ε ∈M×, M ∈ SL(2,Z)}
gilt
Γ1λI(2)Γ1 =
⋃
ξ:M×\M×λM×
Γ1ξI(2).
Da ϑ(1)Sµ (ζzζ
−1) = ϑ(1)Sµ (z) für z ∈ H1 und ζ ∈ H hat man
ϑ
(1)
Sµ
∣∣∣ ∑
λ:M×\N (q)/M×
Γ1λ
(
1 0
0 q
)
Γ1 =
 ∑
λ:M×\N (q)/M×
∑
ξ:M×\M×λM×
ϑ
(1)
Sµ
|ξI(2)
∣∣∣T (1)(q)
=
 ∑
ξ:M×\N (q)
ϑ
(1)
Sµ
|ξI(2)
∣∣∣T (1)(q)
= |N (q)/M×|q−mϑ(1)Sµ |T (1)(q).
Mit |(M×\N (q)| = q + 1 folgt die Behauptung.
Korollar 2.4.30. Die Funktion
∑h
µ=1A(Sµ, Sµ)
−1ϑ(1)Sµ ist eine Eigenform zu T
(1)(q) zum
Eigenwert q1−2m + 1.
Dieser Eigenwert ist aus der Theorie der elliptischen Modulformen bekannt.
Kapitel 3
Die Eigenformen des
Nachbarschaftsoperators
3.1 Der imaginär-quadratische Fall
3.1.1 Die Berechnung des Nachbarschaftsoperators
Sei O der Ganzheitsring eines imaginär-quadratischen Zahlkörpers K der Klassenzahl 1 und
P ein Primideal von O. Im folgenden bezeichne Λ ein ganzes O-Gitter mit disc(Λ) /∈ P.
Wir erinnern an die Definition
Λv = {y ∈ Λ | 〈v, y〉 ∈ P}
für v ∈ Λ \PΛ.
Lemma 3.1.1. Genau dann gilt Λv = Λw, wenn w ≡ αv (mod P) für ein α ∈ O \P.
Beweis. Offenbar gilt Λv = Λv+piu für pi ∈ P und u ∈ Λ. Anderseits gilt für α ∈ O \P und
w ∈ Λ \PΛ mit Λw = Λv
〈v − αw, x〉 = 〈v, x〉 − α〈w, x〉
und somit Λv ⊂ Λv−αw. Da O/P ein Körper ist und disc(Λ) /∈ P, ist die Abbildung
Λ→ O/P, y 7→ 〈w, y〉+P
surjektiv. Wähle dementsprechend y ∈ Λ mit 〈w, y〉 ≡ 1 (mod P). Für β := 〈v, y〉 /∈ P gilt
dann
〈v − βw, y〉 ≡ 0 (mod P),
die Inklusion Λv ⊂ Λv−βw ist also echt. Damit folgt Λv−βw = Λ und somit v−βw ∈ PΛ.
Die Gruppe G := Aut(Λ) operiert auf Λ/PΛ und außerdem auf der Menge der Gitter
Λv, wobei
ϕ(Λv) = Λϕ(v)
gilt. Es ist
|GΛv| = [G : GΛv ] = ([O : P]− 1)−1 · [G : Gv+PΛ], (3.1)
da |Gv+PΛ| = ([O : P]− 1) · |GΛv | nach Lemma 3.1.1.
Auf dem Vektorraum X = X(m) der formalen Linearkombinationen über C der Isome-
trieklassen der Thetagitter vom Rang m haben wir den Nachbarschaftsoperator KP : X →
X durch
KP([Γ]) :=
∑
[Λ]
nP(Γ,Λ)[Λ]
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definiert, wobei nP(Γ,Λ) die Anzahl der P-Nachbarn von Γ bezeichnet, die isometrisch zu
Λ sind.
Nun betrachten wir den Fall der Eisensteinschen ganzen Zahlen, also K = Q(
√−3) und
O = OK = Z+ Zω mit
ω =
1 +
√−3
2
.
Die Thetagitter vom Rang 4, 8 und 12 wurden in [HKN1] klassifiziert. In Rang 4 und 8 gibt es
bis auf Isometrie jeweils nur ein Gitter, E8 bzw. 2E8. In Rang 12 gibt es 5 Isometrieklassen.
Wir geben die betreffenden Resultate aus [HKN1, Thm. 2] wieder:
Wurzelsystem |Aut(Γ)|
3Eϑ8 3E8 2
22 · 316 · 53
4Eϑ6 4E6 2
16 · 317
6Dϑ4 6D4 2
21 · 39 · 5
12Aϑ2 12A2 2
7 · 315 · 5 · 11
∅ϑ ∅ 214 · 38 · 52 · 7 · 11 · 13
Sei nun P = 2O. Ein Vertretersystem von O/P ist gegeben durch
{0, 1, ω, ω}.
Wir wollen den Nachbarschaftsoperator für die Thetagitter vom Rang 12 berechnen (der in
diesem Fall selbstadjungiert ist). Für ein solches Gitter Γ in einem unitären K-Vektorraum
(V, h) sei Λ =
√−3Γ. Um disc(Λ) /∈ P zu erreichen, betrachten wir das reskalierte Ska-
larprodukt 〈·, ·〉 = 12h(·, ·). Da durch Multiplikation mit ω und ω Automorphismen von Λ
gegeben sind, liegen zwei Gitter Λv und Λw genau dann in der gleichen Bahn bezüglich der
Operation von G = Aut(Λ), wenn v + PΛ und w + PΛ in der gleichen Bahn liegen. Um
die Wirkung des Nachbarschaftsoperators auf Γ zu bestimmen, berechnen wir für Repräsen-
tanten v +PΛ der Bahnen unter Aut(Λ) die Länge der Bahn GΛv gemäß (3.1), indem wir
mit Magma den Stabilisator Gv+PΛ bestimmen. Dann bestimmen wir die Isometrieklassen
der von Γ verschiedenen 2D−1-modularen Obergitter von L := (1/
√−3)Λv. Die 2D−1-
modularen Obergitter von L entsprechen den isotropen O-Untermoduln von L]/L ∼= F24 der
Ordnung 4; es gibt drei solche Untermoduln nach [Ta, Ex. 10.4]. Wir betrachten die Basis
von X(12), die durch die Isometrieklassen von 3Eϑ8 , 4Eϑ6 , 6Dϑ4 , 12Aϑ2 und ∅ϑ gegeben ist.
Bezüglich dieser Basis erhalten wir folgende Matrix für den Nachbarschaftsoperator:
65520 1458 15 0 0
3888000 516285 96480 13365 0
1640250 3956283 2467899 1467477 405405
0 1119744 2998272 3935781 4717440
0 0 31104 177147 470925

3.1.2 Die Filtration der Eigenformen
Wir interessieren uns für die Dimensionen der Vektorräume [Γn, 12]ϑ für n ∈ N. Wegen
dim[Γn,m]ϑ = dim[Γn−1,m]ϑ + dim[Γn,m]0,ϑ
für n > 0 ist dies äquivalent dazu, dim[Γn, 12]0,ϑ für n ∈ N0 zu bestimmen. Wir folgen [NV]
und bestimmen zunächst die Eigenvektoren des Nachbarschaftsoperators aus dem vorher-
gehenden Abschnitt.
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Die Eigenwerte des Nachbarschaftsoperators sind
λ0 = 5593770, λ1 = 1395945, λ2 = 23805, λ3 = 357525, λ4 = 85365.
Zugehörige Eigenvektoren in Koordinatendarstellungen bezüglich der Basis
([3Eϑ8 ], [4E
ϑ
6 ], [6D
ϑ
4 ], [12A
ϑ
2 ], [∅ϑ])
sind
x0 = (3003, 800800, 328378050, 670924800, 25194240),
x1 = (55, 45320, 473121,−448512,−69984),
x2 = (1,−30, 135,−160, 54),
x3 = (5, 1020,−1809,−512, 1296),
x4 = (1, 15,−135, 200,−81).
Wir erinnern an die Definition von
Θ(n) : X → [Γn,m]ϑ
durch
Θ(n)([Γ]) := ϑ(n)Γ
für n ∈ N. Wir setzen G(n)ν := Θ(n)(xν) für 0 ≤ ν ≤ 4. Es gilt G(n)ν |Φ = G(n−1)ν für alle
n ∈ N. Weiter ist G(1)ν ∈ [Γ1, 12]0 für 1 ≤ ν ≤ 4.
Satz 3.1.2. Es gilt G(1)0 = 1032508093E
12
1 . Es gilt G
(1)
1 = 4077120∆
∗ mit der normierten
Diskriminante ∆∗. G(4)2 ist eine nichttriviale Modulform, G
(3)
2 verschwindet oder ist eine
nichttriviale Spitzenform. G(2)3 ist eine nichttriviale Spitzenform. G
(3)
4 ist eine nichttriviale
Spitzenform.
Beweis. Es gilt [Γ1, 12] = 〈E121 ,∆∗〉 (vgl. [KK, § III.4.2]). Damit folgt aus den oben angege-
benen Ordnungen der Automorphismengruppen sofort, dass G(1)0 = 1032508093E
12
1 . Weiter
gilt genau dann f ≡ 0 für f ∈ [Γ1, 12], wenn die ersten beiden Fourierkoeffizienten von f
verschwinden. Mit den bekannten Ordnungen der Wurzelsysteme der betrachteten Gitter
(vgl. [E, Table 1.1]) folgt nun, dass G(1)1 = 4077120∆
∗, und dass G(1)3 verschwindet. Die
übrigen Aussagen folgen unmittelbar aus [Ht, Thm. 2.3].
Es gilt sogar G(n)0 = 1032508093E
12
n für n < 6. Dies folgt aus dem Siegelschen Hauptsatz,
den man beweisen kann, indem man wie in [Fr2, § IV.5] für eine träge Primzahl p die Wirkung
von Tn(p) auf Thetareihen bestimmt und dann [Kr7] verwendet.
Wir geben die Filtration aus [Ht, Thm. 2] wieder:
n = 0 n = 1 n = 2 n = 3 n = 4 n ≥ 5
dim[Γn, 12]0,ϑ 1 1 1 2 oder 1 0 oder 1 0
Für entsprechende Resultate im Fall der Gaußschen ganzen Zahlen verweisen wir auf
[HK]. Ergebnisse über die Dimensionen von Vektorräumen von Thetareihen für weitere
Zahlkörper finden sich in [Ht] und [HKN2].
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3.2 Der quaternionische Fall
3.2.1 Die Berechnung des Nachbarschaftsoperators
Sei M eine Maximalordnung in einer definiten Quaternionenalgebra H über Q und p ein
Primideal von Z. Wie im imaginär-quadratischen Fall haben wir auf dem Vektorraum X =
X(m) der formalen Linearkombinationen über C von Isometrieklassen von Thetagittern vom
Rang m über M den Nachbarschaftsoperator Kp : X → X durch
Kp([Γ]) :=
∑
[Λ]
np(Γ,Λ)[Λ]
definiert, wobei np(Γ,Λ) die Anzahl der p-Nachbarn von Γ bezeichnet, die isometrisch zu Λ
sind.
Im folgenden betrachten wir speziell die beiden Fälle H = Q∞,3, M = M∞,3 und
P =M(1+ i2) oder H = Q∞,5, M =M∞,5 und P =Mi1. p ist in beiden Fällen das Ideal
2Z.
Sei Λ ein ganzes M-Gitter vom Rang m. Wir erinnern an die Definition
Λv = {x ∈ Λ | 〈x, v〉 ∈ P}
für v ∈ Λ \PΛ. Wie im imaginär-quadratischen Fall operiert die Gruppe G := Aut(Λ) auf
Λ/PΛ. Wie wir in Abschnitt 1.5.2 gesehen haben, enthält im Fall H = Q∞,3 jede Klasse in
Λ/PΛ einen zulässigen Vektor. Wegen
1 + i1 + i2
2
v ≡ v mod P
und 〈
1 + i1 + i2
2
v,
1 + i1 + i2
2
v
〉
∈ 2Z
für v ∈ Λ gilt dies auch für H = Q∞,5. Außerdem operiert G auf der Menge der Gitter Λv,
wobei
ϕ(Λv) = Λϕ(v).
Sei nun Γ ein Thetagitter über M in einem unitären H-Linksvektorraum (V, h) und
Λ := i1Γ im Fall H = Q∞,3 und Λ := i2Γ im Fall H = Q∞,5. Wir betrachten wieder das
reskalierte Skalarprodukt 〈·, ·〉 = 12h(·, ·), um disc(Λ) /∈ p zu erreichen.
Lemma 3.2.1. Für v, w ∈ Λ \PΛ gilt genau dann Λw = Λv, wenn w ≡ v mod PΛ.
Beweis. Nach Kor. 2.4.25 hat jedes Thetagitter 2 · (22m− 1) p-Nachbarn. Andererseits sieht
man wie im Fall H = Q∞,3 (vgl. Lemma 1.5.9 und die folgende Argumentation), dass für
einen Vektor v ∈ Λ\PΛ das Gitter i−11 Λv bzw. i−12 Λv genau zwei von Γ verschiedene 2D−1-
modulare Obergitter hat. Die Anzahl der Gitter Λv ist also 22m − 1 = |Λ/PΛ| − 1. Mit
Lemma 1.5.8 folgt die Aussage.
Korollar 3.2.2. Für v ∈ Λ \PΛ stimmen die Stabilisatoren GΛv und Gv+PΛ überein.
Bei der Berechnung des Nachbarschaftsoperators verfahren wir nun wie im imaginär-
quadratischen Fall. Wir erhalten folgende Ergebnisse:
Im Fall H = Q∞,3 ist (
60 135
450 375
)
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die Matrix des Nachbarschaftsoperators für die Thetagitter vom Rang 4 bezüglich der Basis
([Γ(3,4)1 ], [Γ
(3,4)
2 ]); in Rang 6 erhält man die Matrix
90 135 0 1 0 0
1350 405 54 6 0 0
0 3600 927 456 135 0
6750 4050 4617 2943 2295 1575
0 0 2592 4352 5031 5040
0 0 0 432 729 1575

bezüglich der Basis ([Γ(3,6)1 ], . . . , [Γ
(3,6)
6 ]) (zu den Bezeichnungen der Gitter vgl. Abschnitt
1.4).
Im Fall H = Q∞,5 erhält man in Rang 4(
60 15
450 495
)
als Matrix des Nachbarschaftsoperators bezüglich der Basis ([Γ(5,4)1 ], [Γ
(5,4)
2 ]); die Matrix des
Nachbarschaftsoperators in Rang 6 befindet sich auf der nächsten Seite (zu den Bezeichnun-
gen der Gitter vgl. Abschnitt 1.5.2).
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90
15
0
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
13
50
52
5
6
6
3
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
36
00
73
5
45
6
19
2
10
8
10
8
10
2
45
9
15
21
18
0
0
0
0
0
0
0
0
67
50
45
0
57
22
3
42
18
12
0
45
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3.2.2 Die Filtration der Eigenformen
Nun befassen wir uns mit den Dimensionen der Vektorräume [Γn,m]ϑ für n ∈ N für M∞,p,
p = 3, 5; für den Fall p = 2 verweisen wir auf [HK]. Im Fall m = 2 gibt es für p = 3 und für
p = 5 jeweils nur eine Isometrieklasse von Thetagittern überM∞,p. Wir betrachten daher
zunächst den Fall m = 4. Wir verwenden die Bezeichnung
ϑ(n,p)ν := ϑ
(n)
Γ
(p,4)
ν
für die Gitter Γ(p,4)ν aus dem vorhergehenden Abschnitt.
Bemerkung 3.2.3. (i) Die beiden Thetareihen ϑ(1,3)1 und ϑ
(1,3)
2 stimmen überein. Die
beiden Thetareihen ϑ(2,3)1 und ϑ
(2,3)
2 sind verschieden und damit linear unabhängig.
(ii) Die beiden Thetareihen ϑ(1,5)1 und ϑ
(1,5)
2 stimmen überein. Die beiden Thetareihen ϑ
(2,5)
1
und ϑ(2,5)2 sind verschieden und damit linear unabhängig.
Beweis. Sei p = 3 oder p = 5. Für die Gitter Γ(p,4)1 und Γ
(p,4)
2 ist das zugrundeliegende Z-
Gitter jeweils das Gitter E8 ⊥ E8. Die Thetareihen ϑ(1,p)1 und ϑ(1,p)2 stimmen daher überein
mit der elliptischen Thetareihe von E8 ⊥ E8.
Für n = 2 haben wir mit Magma berechnet, dass
a
ϑ
(2,3)
1
((
2 0
0 2
))
= 120960 und a
ϑ
(2,3)
2
((
2 0
0 2
))
= 69120
und
a
ϑ
(2,5)
1
((
2 0
0 2
))
= 118080 und a
ϑ
(2,5)
2
((
2 0
0 2
))
= 46080.
Nun betrachten wir den Fall p = 3, m = 6. Wir wollen dim[Γn, 12]0,ϑ für n ∈ N bestim-
men.
Die Eigenwerte des Nachbarschaftsoperators sind
λ0 = 8190, λ1 = 459, λ2 = 765, λ3 = −369, λ4 = 1971, λ5 = −45.
Die zugehörigen Eigenvektoren haben bezüglich der Basis ([Γ(3,6)1 ], . . . , [Γ
(3,4)
6 ]) die Koordi-
natendarstellungen
x0 = (21, 210, 14000, 141750, 268800, 38880),
x1 = (1, 3,−18,−36, 104,−54),
x2 = (23, 120, 300,−675,−1280, 1512),
x3 = (1,−3, 24,−54, 32, 0),
x4 = (5, 50, 1030, 2655,−2336,−1404),
x5 = (37,−57,−750, 2700,−2200, 270).
Wir erinnern an die Definition von
Θ(n) : X → [Γn, 2m]ϑ
durch
Θ(n)([Γ]) := ϑ(n)Γ
für n ∈ N. Wir setzen F (n)ν := Θ(n)(xν) für 0 ≤ ν ≤ 5.
90 KAPITEL 3. DIE EIGENFORMEN DES NACHBARSCHAFTSOPERATORS
Satz 3.2.4. Es ist F (n)0 = 463661E
12
n für n < 4. F
(2)
1 ist eine nichttriviale Spitzenform. F
(2)
2
ist eine nichttriviale Spitzenform. F (3)3 ist eine nichttriviale Modulform, F
(1)
3 verschwindet.
Es ist F (1)4 = 550368∆
∗. F (2)5 ist eine nichttriviale Spitzenform.
Beweis. Aus dem Siegelschen Hauptsatz 2.3.4 und den in Abschnitt 1.5 berechneten Ord-
nungen der Automorphismengruppen folgt, dass F (n)0 = 463661E
12
1 für n < 4. Wegen
[Γ1, 12] = 〈E121 ,∆∗〉 folgt wie im Hermiteschen Fall mit den bekannten Ordnungen der
Wurzelsysteme der Gitter Γ(3,6)1 , . . . ,Γ
(3,6)
6 , dass F
(1)
1 , F
(1)
2 , F
(1)
3 und F
(1)
5 verschwinden, und
dass F (1)4 = 550368∆
∗. In [BFW] wurden Fourierkoeffizienten der Siegelschen Thetareihen
zu den Niemeier-Gittern in zahlreichen Fällen berechnet. Die übrigen Aussagen folgen aus
dem Nichtverschwinden der entsprechenden Linearkombinationen der Siegelschen Thetarei-
hen, das man mithilfe der Fourierkoeffizienten in der dortigen Tabelle zeigt.
Damit erhalten wir folgende Filtration:
n = 0 n = 1 n = 2 n = 3 n ≥ 4
dim[Γn, 12]0,ϑ 1 1 4 oder 3 0 oder 1 0
Wir konnten nicht zeigen, dass die Funktion F (2)3 verschwindet. Mit Magma haben wir
berechnet, das alle Fourierkoeffizienten zu Matrizen der Form(
2 ∗
∗ 0
)
,
(
2 ∗
∗ 2
)
,
(
4 ∗
∗ 0
)
,
(
4 ∗
∗ 2
)
,
(
4 ∗
∗ 4
)
,
(
6 ∗
∗ 0
)
,
(
6 ∗
∗ 2
)
,
(
6 ∗
∗ 4
)
verschwinden. Um mit [Ge, Thm. 1.67] auf das Verschwinden von F (2)3 zu schließen, müsste
man aber das Verschwinden der Fourierkoeffizienten zu allen Matrizen T mit
Spur(T ) ≤ 24
√
3
pi
≈ 13, 23
zeigen, und das ist außer Reichweite. Die analog zu [HK] berechnete Schranke ist noch weiter
außer Reichweite.
Nach der in [Ge] gemachten Vermutung über die Struktur des graduierten Ringes⊕
k∈2Z
[Γ2, k]
würde dim([Γ2, 12])0 = 3 gelten. Dies unterstützt die Vermutung, dass F
(2)
3 in der Tat
verschwindet.
Anhang A
Grammatrizen
In diesem Anhang sind Grammatrizen der gefundenen Thetagitter vom Rang 2, 4 und 6
aufgelistet. Für die Bezeichnungen und Details zu den jeweiligen Gittern verweisen wir auf
die Tabellen in den Abschnitten 1.4 bzw. 1.5.2. Erzeugermatrizen sowie Grammatrizen für
die Gitter vom Rang 8 finden sich unter [Hn2].
A.1 Thetagitter über Q∞,3
A.1.1 Rang 2
Grammatrix von Γ(3,2)1 : (
2 −43 i1 + i2 − 13 i3
4
)
A.1.2 Rang 4
Grammatrix von Γ(3,4)1 :
2 −43 i1 + i2 − 13 i3 0 0
4 0 0
2 −43 i1 + i2 − 13 i3
4

Grammatrix von Γ(3,4)2 :
2 −43 i1 − i2 + i3 −i2 + 13 i3 −1 + 13 i1 + i2 − i3
6 1− 13 i1 − 23 i3 −2− 23 i1 + 43 i3
2 −3− 13 i1 − 2i2
8

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A.2 Thetagitter über Q∞,5
A.2.1 Rang 2
Grammatrix von Γ(5,2)1 : (
2 1− i1 + 15 i2
2
)
A.2.2 Rang 4
Grammatrix von Γ(5,4)1 : 
2 1− i1 + 15 i2 0 0
2 0 0
2 1− i1 + 15 i2
2

Grammatrix von Γ(5,4)2 :
4 −1 + 12 i1 − 12 i3 −2 + 12 i1 − 15 i2 + 110 i3 1− 2i1 − 35 i2 − 15 i3
4 12 i1 +
3
5 i2 − 310 i3 −1 + i1 − i2
2 −1 + i1 + 35 i2 + 25 i3
4
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Anhang B
Programmcode
Auf den folgenden Seiten ist die in Abschnitt 1.5.2 beschriebene Implementierung des Nach-
barschaftsverfahrens für die A-modularen M∞,3-Gitter vom Rang 8 in Magma wiederge-
geben, einschließlich einiger Hilfsprogramme. Zunächst werden Dateien geladen, die für die
bereits gefundenen Gitter Listen mit den Ordnungen der Automorphismengruppen, Erzeu-
ger der Automorphismengruppen, Erzeugermatrizen, die reellen Grammatrizen und die zu
den Elementen ω und j gehörigen quaternionischen Strukturen enthalten. Diese werden als
Listen mit den Namen AutGrpOrd, AutGrpGen, ErzMat, RealGramMat, RealGramMatWW und
RealGramMatJJ übergeben.
H<i,j,k>:=QuaternionAlgebra<Rationals()|-3,-1>;
w:=(1+i)/2;
n:=8;
load "AutGrpOrd.txt";
load "AutGrpGen.txt";
load "ErzMat.txt";
load "RealGramMat.txt";
load "RealGramMatJJ.txt";
load "RealGramMatWW.txt";
/*Einige Hilfsprogramme*/
/*Division mit Rest*/
Approx:=function(x)
x:=H!x;
a1:=Floor(2*x[2]+1/2);
y:=x-a1*(1+i)/2;
a2:=Floor(y[1]+1/2);
z:=y-a2;
a3:=Floor(2*z[4]+1/2);
v:=z-a3*(j+k)/2;
a4:=Floor(v[3]+1/2);
return a1*(1+i)/2+a2+a3*(j+k)/2+a4*j;
end function;
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eukl:=function(a,b)
a:=H!a;
b:=H!b;
if b ne 0 then
return Approx(a*b^-1);
end if;
end function;
euklr:=function(a,b)
a:=H!a;
b:=H!b;
if b ne 0 then
return Approx(b^-1*a);
end if;
end function;
/*euklidischer Algorithmus für ggT und erweiterten ggT*/
ggt:=function(x,y)
c:=[**];
Append(~c,x);
Append(~c,y);
i:=2;
while c[i] ne 0 do
c[i+1]:=c[i-1]-eukl(c[i-1],c[i])*c[i];
i:=i+1;
end while;
return c[i-1];
end function;
xggt:=function(x,y)
c:=[**];
Append(~c,x);
Append(~c,y);
i:=2;
while c[i] ne 0 do
c[i+1]:=c[i-1]-eukl(c[i-1],c[i])*c[i];
i:=i+1;
end while;
a:=[**];
b:=[**];
Append(~a,-eukl(c[i-2],c[i-1]));
Append(~b,1);
for j:=1 to i-2 do
Append(~a,b[j]-a[j]*eukl(c[i-j-1],c[i-j]));
Append(~b,a[j]);
end for;
return c[i-1],[b[i-1],a[i-1]];
end function;
GGT:=function(x)
n:=#x;
a:=x[1];
for i:=2 to #x do
a:=ggt(a,x[i]);
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end for;
return a;
end function;
XGGT:=function(x)
n:=#x;
a:=x[1];
c:=[1];
for i:=2 to #x do
a,b:=xggt(a,x[i]);
Append(~c,b[2]);
for j:=1 to i-1 do
c[j]:=c[j]*b[1];
end for;
end for;
return a,c;
end function;
/*Berechnung von Vertretersystemen von Faktormoduln (in Spezialfällen)*/
NeueBasis:=function(z)
b:=[1,j,w*j,w];
a:=[];
Append(~a,O!z);
Append(~a,O!(w*z));
Append(~a,O!(j*z));
Append(~a,O!(w*j*z));
B:=Matrix(Integers(),4,4,[[a[l][m]:m in [1..4]]:l in [1..4]]);
C,S,T:=SmithForm(B);
U:=T^-1;
c:=[];
for l:=1 to 4 do
x:=O!0;
for m:=1 to 4 do
x:=x+U[l,m]*b[m];
end for;
Append(~c,x);
end for;
return c;
end function;
RepSys:=function(A)
n:=NumberOfRows(A);
case Norm(A[n,n]):
when 4:
W:=KSpace(GF(2),4);
SW:=Set(W);
N:=[];
for l:=1 to #SW do
ExtractRep(~SW,~ww);
Append(~N,ww);
end for;
M:=[];
c:=NeueBasis(A[n,n]);
for l:=1 to #N do
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y:=0;
for m:=1 to 4 do
y:=y+Integers()!N[l][m]*c[m];
end for;
Append(~M,y);
end for;
return M,N;
when 2:
W:=KSpace(GF(2),2);
SW:=Set(W);
N:=[];
for l:=1 to #SW do
ExtractRep(~SW,~ww);
Append(~N,ww);
end for;
M:=[];
for s:=1 to 2 do
c:=NeueBasis(A[n-2+s,n-2+s]);
for l:=1 to #N do
y:=0;
for m:=1 to 2 do
y:=y+Integers()!N[l][m]*c[m+2];
end for;
Append(~M,y);
end for;
end for;
return M,N;
end case;
end function;
/*Umrechnung von quaternionischen Matrizen in reelle*/
zbasis:=function(M)
n:=NumberOfRows(M);
m:=NumberOfColumns(M);
K<x>:=QuadraticField(3);
N:=ZeroMatrix(K,4*n,4*m);
X:=[1,w,j,w*j];
for ii:=1 to n do
for jj:=1 to m do
for l:=0 to 3 do;
N[l*n+ii,4*jj-3]:=(X[l+1]*M[ii,jj])[1];
N[l*n+ii,4*jj-2]:=(X[l+1]*M[ii,jj])[2]*x;
N[l*n+ii,4*jj-1]:=(X[l+1]*M[ii,jj])[3];
N[l*n+ii,4*jj]:=(X[l+1]*M[ii,jj])[4]*x;
end for;
end for;
end for;
return(N);
end function;
/*Umrechnung von reellen Matrizen in quaternionische*/
quatern:=function(A)
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l:=NumberOfRows(A);
m:=NumberOfColumns(A);
n:=ExactQuotient(m,4);
B:=ZeroMatrix(H,m,n);
for s:=1 to l do
for t:=1 to n do
B[s,t]:=H!A[s,4*t-3]+i*A[s,4*t-2][2]+j*A[s,4*t-1]+k*A[s,4*t][2];
end for;
end for;
return B;
end function;
/*Berechnung der inversen Matrix einer quaternionischen Matrix*/
inv:=function(A)
n:=NumberOfColumns(A);
Q<x>:=PolynomialRing(Rationals());
K<v>:=QuadraticField(3);
F<I>:=ext<K|x^2+1>;
N:=ZeroMatrix(F,2*n,2*n);
for l:=1 to n do
for m:=1 to n do
N[2*l-1,2*m-1]:=A[l,m][1]+A[l,m][3]*I;
N[2*l-1,2*m]:=A[l,m][2]*v-A[l,m][4]*v*I;
N[2*l,2*m-1]:=-A[l,m][2]*v-A[l,m][4]*v*I;
N[2*l,2*m]:=A[l,m][1]-A[l,m][3]*I;
end for;
end for;
M:=N^-1;
B:=ZeroMatrix(H,n,n);
for l:=1 to n do
for m:=1 to n do
B[l,m]:=1/2*(H!Trace(M[2*l-1,2*m-1])+Trace(M[2*l-1,2*m])/v*i
-Trace(I*M[2*l-1,2*m-1])*j+Trace(I*M[2*l-1,2*m])/v*k);
end for;
end for;
return(B);
end function;
/*Berechnung einer unimodularen Matrix mit vorgegebener erster Zeile*/
Minimi:=function(v)
n:=NumberOfColumns(v);
T:=ScalarMatrix(H,n,1);
r:=1;
while Norm(v[1]) ne Min({Norm(v[m]):m in [1..n]|v[m] ne 0}) do
r:=r+1;
if Norm(v[r]) eq Min({Norm(v[m]):m in [1..n]|v[m] ne 0}) then
T[r,r]:=0;
T[1,1]:=0;
T[r,1]:=1;
T[1,r]:=1;
v:=v*T;
end if;
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end while;
return(T);
end function;
Umm:=function(v)
n:=NumberOfColumns(v);
v1:=[v[l]:l in [2..n]];
w:=[0:l in [2..n]];
U:=ScalarMatrix(H,n,1);
while v1 ne w do
U:=U*Minimi(v);
v:=v*Minimi(v);
V:=ScalarMatrix(H,n,1);
for l:=2 to n do
V[1,l]:=-euklr(v[l],v[1]);
end for;
v:=v*V;
U:=U*V;
v1:=[v[l]:l in [2..n]];
end while;
return U;
end function;
/*inv(Umm(v)) liefert die gesuchte unimodulare Matrix*/
/*Hermite-Normalform*/
Minimizer:=function(A,r,s)
n:=NumberOfRows(A);
T:=ScalarMatrix(H,n,1);
u:=r;
v:=[A[l,s]:l in [r..n]];
while Norm(A[r,s]) ne Min({Norm(A[m,s]):m in [r..n]|A[m,s] ne 0}) do
u:=u+1;
if Norm(A[u,s]) eq Min({Norm(A[m,s]):m in [r..n]|A[m,s] ne 0}) then
T[u,u]:=0;
T[r,r]:=0;
T[u,r]:=1;
T[r,u]:=1;
A:=T*A;
end if;
end while;
return(T);
end function;
HNF:=function(A)
n:=NumberOfRows(A);
m:=NumberOfColumns(A);
S:=ScalarMatrix(H,n,1);
kk:=1;
ii:=1;
while kk le m do
v:=[A[l,kk]:l in [ii..n]];
if v eq [0:l in [ii..n]] then kk:=kk+1;
else l:=ii+1;
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T:=Minimizer(A,ii,kk);
A:=T*A;
S:=T*S;
while l le n do
if A[l,kk] ne 0 then
U:=ScalarMatrix(H,n,1);
U[l,ii]:=-eukl(A[l,kk],A[ii,kk]);
S:=U*S;
A:=U*A;
if Norm(A[ii,kk]) ne Min({Norm(A[s,kk]):s in [ii..n]|
A[s,kk] ne 0}) then
T:=Minimizer(A,ii,kk);
S:=T*S;
A:=T*A;
l:=ii;
end if;
end if;
l:=l+1;
end while;
ii:=ii+1;
kk:=kk+1;
end if;
end while;
return(S);
end function;
/*Smith-Normalform*/
Minim:=function(A,l)
n:=NumberOfRows(A);
m:=NumberOfColumns(A);
M:={Norm(A[t,u]):t in [l..n],u in [l..m]|A[t,u] ne 0};
S:=ScalarMatrix(H,n,1);
T:=ScalarMatrix(H,m,1);
if IsEmpty(M) eq false then
a:=Min({Norm(A[t,u]):t in [l..n],u in [l..m]|A[t,u] ne 0});
V:=RSpace(H,m);
v:=V!0;
r:=Min({t: t in [l..n]|A[t] ne v and Min({Norm(A[t,u]):
u in [l..m]|A[t,u] ne 0}) eq a});
s:=Min({u: u in [l..m]|Norm(A[r,u]) eq a});
S[l,l]:=0;
S[r,r]:=0;
S[l,r]:=1;
S[r,l]:=1;
T[l,l]:=0;
T[s,s]:=0;
T[s,l]:=1;
T[l,s]:=1;
end if;
return S,T;
end function;
Red:=function(A,kk)
n:=NumberOfRows(A);
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m:=NumberOfColumns(A);
S:=ScalarMatrix(H,n,1);
T:=ScalarMatrix(H,m,1);
while [A[kk,r]:r in [kk+1..m]] ne [0: r in [kk+1..m]]
or [A[s,kk]:s in [kk+1..n]] ne [0:s in [kk+1..n]] do
SS,TT:=Minim(A,kk);
A:=SS*A*TT;
S:=SS*S;
T:=T*TT;
if A[kk,kk] ne 0 then
l:=kk+1;
while l le n do
if A[l,kk] ne 0 then
U:=ScalarMatrix(H,n,1);
U[l,kk]:=-eukl(A[l,kk],A[kk,kk]);
S:=U*S;
A:=U*A;
if Norm(A[kk,kk]) ne Min({Norm(A[t,u]):t in [kk..n],u in
[kk..m]|A[t,u] ne 0}) then
SS,TT:=Minim(A,kk);
S:=SS*S;
T:=T*TT;
A:=SS*A*TT;
l:=kk;
end if;
end if;
l:=l+1;
end while;
l:=kk+1;
while l le m do
if A[kk,l] ne 0 then
V:=ScalarMatrix(H,m,1);
V[kk,l]:=-euklr(A[kk,l],A[kk,kk]);
T:=T*V;
A:=A*V;
if Norm(A[kk,kk]) ne Min({Norm(A[t,u]):t in [kk..n],u in
[kk..m]|A[t,u] ne 0}) then
SS,TT:=Minim(A,kk);
S:=SS*S;
T:=T*TT;
A:=SS*A*TT;
l:=kk;
end if;
end if;
l:=l+1;
end while;
end if;
end while;
return S,T;
end function;
SNF:=function(A)
n:=NumberOfRows(A);
m:=NumberOfColumns(A);
S:=ScalarMatrix(H,n,1);
T:=ScalarMatrix(H,m,1);
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for kk:=1 to Min(n,m) do
SS,TT:=Red(A,kk);
S:=SS*S;
T:=T*TT;
A:=SS*A*TT;
end for;
return S,T,A;
end function;
/*Konjugieren von Matrizen und Vektoren*/
Conj:=function(A);
n:=NumberOfRows(A);
m:=NumberOfColumns(A);
B:=ZeroMatrix(H,n,m);
for ii:=1 to n do
for jj:=1 to m do
B[ii,jj]:=Conjugate(A[ii,jj]);
end for;
end for;
return(B);
end function;
conj:=function(v);
n:=NumberOfColumns(v);
V:=RSpace(H,n);
u:=V!0;
for ii:=1 to n do
u[ii]:=Conjugate(v[ii]);
end for;
return(u);
end function;
/*Berechnen der Z-Grammatrix*/
quat:=function(A)
VGRAMS:=A;
d:=NumberOfRows(A);
RealGRAMS:=ScalarMatrix(Rationals(),d*4,0);
for j:=1 to d do
for k:=1 to d do
RealGRAMS[j,k]:=VGRAMS[j,k][1];
RealGRAMS[d+j,d+k]:=VGRAMS[j,k][1];
RealGRAMS[2*d+j,2*d+k]:=VGRAMS[j,k][1];
RealGRAMS[3*d+j,3*d+k]:=VGRAMS[j,k][1];
RealGRAMS[j,d+k]:=(1/2)*VGRAMS[j,k][1]+(1/2)*3*VGRAMS[j,k][2];
RealGRAMS[d+j,k]:=(1/2)*VGRAMS[j,k][1]-(1/2)*3*VGRAMS[j,k][2];
RealGRAMS[j,2*d+k]:=VGRAMS[j,k][3];
RealGRAMS[2*d+j,k]:=-VGRAMS[j,k][3];
RealGRAMS[j,3*d+k]:=(1/2)*VGRAMS[j,k][3]+3/2*VGRAMS[j,k][4];
RealGRAMS[3*d+j,k]:=-(1/2)*VGRAMS[j,k][3]-3/2*VGRAMS[j,k][4];
RealGRAMS[d+j,2*d+k]:=(1/2)*VGRAMS[j,k][3]-(1/2)*3*VGRAMS[j,k][4];
RealGRAMS[2*d+j,d+k]:=-(1/2)*VGRAMS[j,k][3]+(1/2)*3*VGRAMS[j,k][4];
RealGRAMS[d+j,3*d+k]:=VGRAMS[j,k][3];
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RealGRAMS[3*d+j,d+k]:=-VGRAMS[j,k][3];
RealGRAMS[2*d+j,3*d+k]:=(1/2)*VGRAMS[j,k][1]-(1/2)*3*VGRAMS[j,k][2];
RealGRAMS[3*d+j,2*d+k]:=(1/2)*VGRAMS[j,k][1]+(1/2)*3*VGRAMS[j,k][2];
end for;
end for;
return RealGRAMS;
end function;
/*Darstellungsmatrizen für Multiplikation mit Ausnahmeeinheiten*/
WW:=function(d)
W:=ScalarMatrix(Integers(),d*4,0);
for j:=1 to d do
W[j,d+j]:=1;
W[d+j,j]:=-1;
W[d+j,d+j]:=1;
W[2*d+j,3*d+j]:=1;
W[3*d+j,2*d+j]:=-1;
W[3*d+j,3*d+j]:=1;
end for;
return(W);
end function;
JJ:=function(d)
J:=ScalarMatrix(Integers(),d*4,0);
for k:=1 to d do
J[k,2*d+k]:=1;
J[d+k,2*d+k]:=1;
J[d+k,3*d+k]:=-1;
J[2*d+k,k]:=-1;
J[3*d+k,k]:=-1;
J[3*d+k,d+k]:=1;
end for;
return(J);
end function;
/*Reduktion von Grammatrizen*/
Reduz:=function(A,ii)
case ii:
when 1:
B:=A;
T:=ScalarMatrix(Integers(),32,1);
when 2:
B,T:=LLLGram(A);
when 3:
B,T:=LLLGram(A:Delta:=0.9999,Eta:=0.5001);
when 4:
B,T:=PairReduceGram(A);
when 5:
B,T:=SeysenGram(A);
end case;
return B,T;
end function;
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Reduce:=function(A)
T:=ScalarMatrix(Integers(),32,1);
B:=A;
for i1:=1 to 5 do
for i2:=1 to 5 do
for i3:=1 to 5 do
for i4:=1 to 5 do
for i5:=1 to 5 do
if Max({B[l,l]:l in [1..NumberOfRows(A)]}) ge 6 then
B:=A;
B,T1:=Reduz(B,i1);
B,T2:=Reduz(B,i2);
B,T3:=Reduz(B,i3);
B,T4:=Reduz(B,i4);
B,T5:=Reduz(B,i5);
T:=T5*T4*T3*T2*T1;
end if;
end for;
end for;
end for;
end for;
end for;
return B,T;
end function;
/*Hauptprogramm*/
O:=MaximalOrder(H);
P:=LeftIdeal(O,[1+j]);
Q:=LeftIdeal(O,[1]);
Q1:=LeftIdeal(O,[1]);
Q2:=LeftIdeal(O,[1]);
V:=RSpace(H,n);
VV:=KSpace(GF(2),4);
mmm:=1002666637549027/2302551982080000; /*Maß des Geschlechts*/
masse:=0;
for l:=1 to #AutGrpOrd do
masse:=masse+1/AutGrpOrd[l];
end for;
/*Start der Hauptschleife*/
ii:=0;
while masse lt mmm do
ii:=ii+1;
"Gitter",ii;
/*Reduktion der Matrizen der Automorphismen*/
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S:=AutGrpGen[ii];
T:=[];
c:=ExactQuotient(NumberOfColumns(S[1]),4);
F:=GF(2);
for l:=1 to #S do
N:=ZeroMatrix(F,2*c,2*c);
for s:=1 to c do
for t:=1 to c do
a1:=S[l][s,t]-(S[l][s,t+2*c]+S[l][s,t+3*c])*j;
if a1 notin Conjugate(P) then N[s,t]:=1;
end if;
b1:=(S[l][s,t+c]+S[l][s,t+3*c]*j)*w;
if b1 notin Conjugate(P) then N[s,t+c]:=1;
end if;
a2:=S[l][s+c,t]-(S[l][s+c,t+2*c]+S[l][s+c,t+3*c])*j;
if a2 notin Conjugate(P) then N[s+c,t]:=1;
end if;
b2:=(S[l][s+c,t+c]+S[l][s+c,t+3*c]*j)*w;
if b2 notin Conjugate(P) then N[s+c,t+c]:=1;
end if;
end for;
end for;
Append(~T,N);
end for;
/*Berechne Repräsentanten der Bahnen unter der Automorphismengruppe*/
K:=MatrixGroup<2*c,F|T>;
LO:=LineOrbits(K);
ZZ:=[Basis(LO[l][1])[1]: l in [1..#LO]];
Z:=[];
Z1:=[];
for l:=1 to #ZZ do
www:=V!0;
for m:=1 to c do
case [ZZ[l][m],ZZ[l][m+c]]:
when [0,0]: www[m]:=0;
when [1,0]: www[m]:=1;
when [0,1]: www[m]:=w;
when [1,1]: www[m]:=w-1
end case;
end for;
Append(~Z1,www);
Append(~Z,w*(1+j)*www);
end for;
#Z, "Bahnen";
for ll:=1 to #Z do
/*Berechne maximale Untergitter*/
"Bahn",ll;
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A:=ScalarMatrix(H,n,i)*ErzMat[ii];
b:=[A[l]:l in [1..n]];
z:=Z[ll];
y:=V!0;
for l:=1 to NumberOfColumns(z) do
y:=y+z[l]*b[l];
end for;
U:=inv(Umm(z));
c:=[];
for l:=1 to n do
ww:=V!0;
for m:=1 to n do
ww:=ww+U[l,m]*b[m];
end for;
Append(~c,ww);
end for;
O4:=[1+j,1+w*j,w+j];
d:=[c[1]];
if 1/2*(c[1],conj(y)) in P then
t:=Min({l: l in [2..n]|1/2*(c[l],conj(y)) notin P});
ww:=c[t];
c[t]:=c[n];
c[n]:=ww;
a:=1/2*(c[n],conj(y));
xx,yy:=xggt(a,1+j);
s:=Conjugate(xx)*yy[1];
for m:=2 to n-1 do
l:=-1/2*(c[m],conj(y))*s;
Append(~d,c[m]+l*c[n]);
end for;
Append(~d,c[n]);
e:=[d[l]:l in [1..n-1]];
s:=Min({r:r in [1..#O4]|1/2*(O4[r]*d[n],conj(y)) in P});
Append(~e,O4[s]*d[n]);
else tt:=1/2*(c[1],conj(y));
xx,yy:=xggt(tt,1+j);
s:=Conjugate(xx)*yy[1];
for m:=2 to n do
l:=-1/2*(c[m],conj(y))*s;
Append(~d,c[m]+l*c[1]);
end for;
s:=Min({r:r in [1..#O4]|1/2*(O4[r]*d[1],conj(y)) in P});
e:=[O4[s]*d[1]];
for l:=2 to n do
Append(~e,d[l]);
end for;
end if;
f:=[];
for l:=1 to n do
Append(~f,1/i*e[l]);
end for;
/*f ist Basis des maximalen Untergitters*/
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/*Berechne Z-Dual des maximalen Untergitters*/
E:=Matrix(H,n,n,[f[l]:l in [1..n]]);
F:=E*Conj(Transpose(E));
G:=inv(F);
g:=[];
for l:=1 to n do
ww:=V!0;
for m:=1 to n do
ww:=ww+G[l,m]*f[m];
end for;
Append(~g,ww);
end for;
for l:=1 to n do
g[l]:=2/i*g[l];
end for;
/*g ist Basis des Z-Duals*/
/*Berechne Elementarteiler*/
C:=F*ScalarMatrix(H,n,i/2);
S,T,D:=SNF(C);
UU:=inv(T);
h:=[];
for l:=1 to n do
vv:=V!0;
for m:=1 to n do
vv:=vv+UU[l,m]*g[m];
end for;
Append(~h,vv);
end for;
case Norm(D[n,n]):
when 4: Q:=LeftIdeal(O,[D[n,n]]);
when 2: Q1:=LeftIdeal(O,[D[n-1,n-1]]);
Q2:=LeftIdeal(O,[D[n,n]]);
end case;
/*Berechne Repräsentantensystem für Diskriminantengruppe*/
M,N:=RepSys(D);
v:=[];
if #M eq 8 then
for l:=1 to 4 do
for m:=5 to 8 do
if IsEven(Integers()!(M[l]*h[n-1]+M[m]*h[n],conj(M[l]*h[n-1]+M[m]*h[n])))
then Append(~v,VV!([N[l,s]:s in [1..2]] cat [N[m-4,s]:s in [1..2]]));
end if;
end for;
end for;
else for l:=1 to 16 do
if IsEven(Integers()!(M[l]*h[n],conj(M[l]*h[n]))) then
Append(~v,N[l]);
end if;
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end for;
end if;
/*Berechne Untergruppen der Ordnung 4 der Diskriminantengruppe*/
SVV:=[];
for r:=1 to #v do
for s:=1 to #v do
for t:=1 to #v do
for u:=1 to #v do
W:=sub<VV|v[r],v[s],v[t],v[u]>;
if #W eq 4 and W notin {SVV[l]:l in [1..#SVV]} then
Append(~SVV,W);
end if;
end for;
end for;
end for;
end for;
/*Welche Untergruppen sind Untermoduln?*/
/*Wirkung der Multiplikation mit j/*
jmult:=function(v)
if #M eq 16 then
s1:=[l:l in [1..16]|v eq N[l]][1];
for m:=1 to 16 do
if j*M[s1]-M[m] in Q then return N[m];
end if;
end for;
else s11:=[l:l in [1..4]|[v[1],v[2]] eq [N[l,1],N[l,2]]][1];
s12:=[l:l in [1..4]|[v[3],v[4]] eq [N[l,1],N[l,2]]][1];
for l:=1 to 4 do
for m:=1 to 4 do
if j*M[s11]-M[l] in Q1 and j*M[s12+4]-M[m+4] in Q2 then
return KSpace(GF(2),4)!([N[l,s]:s in [1..2]]
cat [N[m,s]:s in [1..2]]);
end if;
end for;
end for;
end if;
end function;
/*Wirkung der Multiplikation mit omega*/
wmult:=function(v)
if #M eq 16 then
s1:=[l:l in [1..16]|v eq N[l]][1];
for m:=1 to 16 do
if w*M[s1]-M[m] in Q then return N[m];
end if;
end for;
else s11:=[l:l in [1..4]|[v[1],v[2]] eq [N[l,1],N[l,2]]][1];
s12:=[l:l in [1..4]|[v[3],v[4]] eq [N[l,1],N[l,2]]][1];
116 ANHANG B. PROGRAMMCODE
for l:=1 to 4 do
for m:=1 to 4 do
if w*M[s11]-M[l] in Q1 and w*M[s12+4]-M[m+4] in Q2 then
return KSpace(GF(2),4)!([N[l,s]:s in [1..2]]
cat [N[m,s]:s in [1..2]]);
end if;
end for;
end for;
end if;
end function;
/*Bestimme Untermoduln*/
SVV1:=[];
for l:=1 to #SVV do
X:=Set(SVV[l]);
if {jmult(x):x in X} subset X and {wmult(x):x in X} subset X
then Append(~SVV1,SVV[l]);
end if;
end for;
/*Berechne Basis der Nachbargitter*/
Nb:=[];
for l:=1 to #SVV1 do
v1:=Basis(SVV1[l])[1];
v2:=Basis(SVV1[l])[2];
if #M eq 8 then
t1:=[l:l in [1..4]|[v1[1],v1[2]] eq [N[l,1],N[l,2]]][1];
u1:=[l:l in [1..4]|[v1[3],v1[4]] eq [N[l,1],N[l,2]]][1];
t2:=[l:l in [1..4]|[v2[1],v2[2]] eq [N[l,1],N[l,2]]][1];
u2:=[l:l in [1..4]|[v2[3],v2[4]] eq [N[l,1],N[l,2]]][1];
A1:=Matrix(H,2,n,[M[t1]*h[n-1]+M[u1+4]*h[n],M[t2]*h[n-1]+M[u2+4]*h[n]]);
else t1:=[l:l in [1..#N]| v1 eq N[l]][1];
t2:=[l:l in [1..#N]| v2 eq N[l]][1];
A1:=Matrix(H,2,n,[M[t1]*h[n],M[t2]*h[n]]);
end if;
B1:=VerticalJoin(E,A1);
C1:=HNF(B1)*B1;
D1:=Matrix(H,n,n,[C1[l]: l in [1..n]]);
Append(~Nb,D1);
end for;
/*Isometrietest*/
for r:=1 to #Nb do
bekannt:=0;
CC:=zbasis(Nb[r]);
BB:=ChangeRing(CC*Transpose(CC),Integers());
BB,TT:=LLLGram(BB);
CC:=TT*CC;
XX:=HNF(quatern(CC))*quatern(CC);
YY:=Matrix(H,n,n,[XX[l]:l in [1..n]]);
ZZ:=ChangeRing(quat(YY*Transpose(Conj(YY))),Integers());
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BB,TT:=Reduce(ZZ);
"Berechne Automorphismengruppe";
G:=AutomorphismGroup([BB,TT*WW(n)*TT^-1*BB,TT*JJ(n)*TT^-1*BB]);
"Automorphismengruppe berechnet";
GT1:=[l: l in [1..#ErzMat]|AutGrpOrd[l] eq #G];
if IsEmpty(GT1) then bekannt:=-1;
else GT2:=[m: m in GT1|#ShortVectors(LatticeWithGram(BB),2,2) eq
#ShortVectors(LatticeWithGram(RealGramMat[m]),2,2)];
if IsEmpty(GT2)
then bekannt:=-1;
else "Teste auf Isometrie";
s:=1;
while bekannt eq 0 and s le #GT2 do
if IsIsomorphic([BB,TT*WW(n)*TT^-1*BB,TT*JJ(n)*TT^-1*BB],
[RealGramMat[GT2[s]],RealGramMatWW[GT2[s]],RealGramMatJJ[GT2[s]]])
then bekannt:=1;
"Nb[",r,"] isomorph zu Gitter", GT2[s];
end if;
s:=s+1;
end while;
end if;
end if;
if bekannt ne 1 then
"neues Gitter gefunden";
Append(~ErzMat,YY);
Append(~RealGramMat,BB);
Append(~RealGramMatWW,TT*WW(n)*TT^-1*BB);
Append(~RealGramMatJJ,TT*JJ(n)*TT^-1*BB);
Append(~AutGrpOrd,#G);
GG:=Generators(G);
GGL:=[];
for l:=1 to #GG do
ExtractRep(~GG,~N);
N:=MatrixRing(Integers(),4*n)!(TT^-1*N*TT);
Append(~GGL,N);
end for;
Append(~AutGrpGen,GGL);
end if;
end for;
end for;
masse:=0;
for l:=1 to #AutGrpOrd do
masse:=masse+1/AutGrpOrd[l];
end for;
end while;
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