Due to the intrinsic intermittent nature of renewable energy source, their utility in a microgrid can be enhanced by adding an energy storage system (ESS). Using a lookup table type MPC (Model Predictive Control), this study presents an optimal charging and discharging algorithm for the ESS which consists of multiple energy storage unit (ESU). The algorithm is designed to enable the integration of renewable energy and an ESS to dispatch scheduled power while performing SoC (State of Charge) balancing for each ESU as well as satisfying the constraints on SoC and current limits in power converters. Simulation and experimental results using ultra-capacitors as ESUs in a DC microgrid are presented here to show the effectiveness of the proposed charging and discharging algorithm.
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I. INTRODUCTION
Independent power generation systems with renewable energy sources are favorable on islands or in mountainous regions. This small-scale power generation system, called a microgrid, can significantly reduce the cost of building additional power plants or power transmission lines in those areas [1] , [2] . A microgrid can either use an AC system or DC system depending on the available sources of distributed energy and the load profile. In particular, the DC microgrid has been drawing more and more attention due to its structural simplicity, resulting from the absence of angular and frequency stabilization requirement and increasing DC loads, which allows for fewer power conversion steps and thereby reduces conversion loss [3] , [4] .
Primarily, microgrids consist of a local load and some distributed energy sources, which, in this paper, are renewables. However, the use of renewable sources such as wind and solar power requires an additional energy storage system (ESS) to be installed to mitigate the fluctuation of generated power owing to the energy sources intermittency [5] , [6] . In general, the ESS is made of multiple energy storage units (ESUs) connected to the bus via a bi-directional converter with different types and sizes depending on the system's requirements. Many types of ESU for utility purposes have been reviewed in [7] which also provides a comparison of each type. Usually, ESS represents a big part of the total cost of a microgrid. Due to that, appropriate sizing, system design, and an optimal energy management controller are needed to provide the optimal cost to benefit ratio for the installed ESS [8] , [9] . This paper focuses on the design and development of an optimal controller for energy management with an ESS comprised of multiple ESUs.
The energy management controller has to be able to provide a capacity firming capability, which means compensating for the variable power output of the wind farm or the photo-voltaic (PV) plant using the ESS [10]- [14] . This capability is important as it enables the microgrid to act as a dispatch-able power source [10] , [11] . More specifically, the controller makes the output from the integrated renewable generator and ESS follow the scheduled value determined by a grid operator. Typically, the grid operator determines the scheduled value by using a hierarchical energy management system [15] , [16] .
Conventionally, rule-based method [10] , [11] and moving average control [12] , [13] have been used to realize an energy management controller for utilizing an ESS. Most recently, the use of optimal control is gaining popularity due to its ability to deal with uncertainty, albeit with higher computation complexity [14] - [18] . For an ESS with multiple ESUs, an additional algorithm to adequately share power between each ESU must also be included into the energy management controller. Droop control is one power sharing methods that is known as a decentralized voltage control which does not require prior information about any other adjacent devices [19] - [22] . Another category of power sharing methods applies the consensus algorithm, in which each ESU is assumed to be connected in a communication network for data exchange [23] - [25] . Although the aforementioned methods show acceptable output management performance, they have limitations in dealing with the important physical constraints of DC microgrids with an ESS.
There are additional important requirements for the energy management controller to achieve output management. Firstly, when the controller allocates the necessary power to each ESU, SoC balancing has to be taken into account, which means that the saved power in each ESU has to be as similar as possible. If not, some units with low SoC can cease to operate earlier than others, resulting in power loss. Secondly, the SoC level and depth of discharge (DOD) of each ESU has to be considered for the purpose of maintaining each ESU's health and prolonging its life time [18] , [26] . Thirdly, there is a rated current limit in the power converter connecting an ESU and the DC-bus for stable grid operation. Hence, when the controller makes a decision on the required current level for the converter, this current limit has to be taken into consideration.
In this paper, an MPC based energy management controller is devised, which fulfills all the aforementioned requirements on top of output management. To this end, in the first stage, a one-step MPC problem is formulated in which the decision variable is the total amount of necessary power from the ESS. The SoC constraints and current limits are considered in the form of inequality constraints in the formulation. In the second stage, the optimum, total amount of power to be provided from the ESS, which was found in the first stage, is optimally allocated to each ESU such that SoC balancing of all the ESUs, the SoC constraints of each ESU, and the current limit in the power converter are satisfied. For this purpose, another one-step MPC problem is formulated in which the decision variable is the charging or discharging of power from each ESU, and the constraints are considered again as inequality constraints. Comparison of known control methods with the proposed method is shown in Table 1 .
The major contributions of this study in comparison with the existing literature can be summarized as follows:
• From the design principle, the advantage of the proposed algorithm is to make it possible for the integration of renewable generation and an ESS to dispatch the scheduled power while simultaneously taking into account SoC balancing, SoC constraints, and current limits.
• Another merit of the proposed algorithm is that the solutions to the MPC problems for the two stages are given in the form of a lookup table. Therefore, the proposed method is computationally friendly and easily implementable in real time using a digital signal processor (DSP). Despite the low complexity, the algorithm can still solve two constrained quadratic programming (QP) problems.
• This design objective and its advantages are validated through both simulation and experiment. The rest of this paper is organized as follows. Section II formulates the problem under consideration in this paper. Section III presents the main idea of the proposed method to derive the optimal control algorithm for multiple ESUs. The proposed method is then verified by simulations and experiments using three ultra-capacitors (UCs) with results presented in Section IV. Finally, the concluding remarks are shown in Section V. Figure 1 shows the typical configuration of the DC microgrid, in which the ESUs are connected through DC-DC converters to the DC-Bus, where N denotes the total number of pairs of converters and ESUs. From Figure 1 , the power relation is obtained by
II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION
where P grid is the amount of output power to the grid, P load the power taken by the local load, P res the total input power from the renewable energy sources, P n the power provided by the nth ESU such as the battery or UC, and P loss the total power loss due to power conversion in each ESU. The configuration of ESUs under consideration is given by Figure 2 . For each ESU, an UC 1 is connected through a bi-directional DC-DC converter into a DC-Bus. The energy stored in each UC, called E n is written by
where V n and I n denote the voltage and current, respectively, and C n the capacitance of the nth UC. The objective is to design an optimal charging and discharging algorithm for multiple ESUs so that where P ref is a constant scheduled power reference and
This objective can be interpreted as the requirement that charging and discharging of the ESS has to be done such that the sum of power from renewable generation and multiple ESUs follows the given reference power while several physical constraints (e.g. SoC) on the ESUs are fulfilled. UCs can have different capacitance C n = C n+1 and rated voltage V r,n = V r,n+1 where V r,n stands for the rated voltage of the nth UC. Therefore, instead of E n , a normalized value for the SoC s n = V n /V r,n is used [28] , which means 0 < s n < 1.
To be more precise, equation (3) is rewritten as
where s n (t 0 ) = V n (t 0 )/V r,n is the initial condition for the SoC.
The discrete-time model of equation (5) and (6) for each sampling instance k is written as
where P esu (k) = N n=1 P n (k), g n (k) :=ḡ n /V n (k) with a constantḡ n := h/(V r,n C n ), and h is the sampling time interval, respectively. Note that the power from the nth ESU is defined as P n (k) = V n (k)I n (k). Then, the energy management problem under consideration is to determine all P n such that (4) is achieved while fulfilling the following constraints for all k ≥ 0
where (8a) denotes the inductor current limit of the bi-directional DC-DC converter and (8b) the SoC limits. SoC constraints are important as they correlate directly to the optimal SoC and DOD of the ESU. Adequate limits must be chosen as DOD is the main factor impacting the life time of most ESUs. However, since UC life time is not limited by cycling stress, the SoC limit in this work is determined arbitrarily [18] . In addition, SoC balancing must also be achieved such that the SoC level of each ESU converges to the same level of SoC, i.e., s 1 (k) = · · · = s N (k) [29] . In the proposed method, SoC balancing is achieved in a way that the decision on P n (k) at each sampling instance leads to lim k→∞ ||s avg (k) − s n (k)|| = 0 where s avg (k) = N i=1 s i (k)/N . In other words, the proposed charging and discharging algorithm makes the SoC of each ESU converge to the average of all the ESUs in the ESS.
III. MAIN RESULT
The proposed method is designed in the form of a cascaded scheme where the PI controller shown in Figure 2 refers to the inner-loop that controls the inductor current I n . The bi-directional DC-DC converter is able to control the inductor current by changing the duty cycle of switches S a and S b [30] . The inductor reference current I * n for the inner-loop is obtained from the outer-loop controller which is the main contribution of this paper. In designing the MPC based outer-loop controller, it is assumed that the PI controller has a large bandwidth so that the relation I * n (t) ≈ I n (t), ∀t holds [31] , [32] .
This section describes the design of the outer-loop which consists of two stages of one-step MPCs based on the discrete-time model in (7) . Although power loss is considered in equation (1), for the sake of simplicity, it is assumed for the time being that the converter is highly efficient, namely, P loss (k) = 0, ∀k. After presenting the main result, a method for dealing with the situation where P loss (k) = 0 is shown.
A. ONE-STEP AHEAD MPC IN THE FIRST STAGE
The first stage of optimization calculates the total amount of power that needs to be dispatched from all the ESUs as a whole. In this stage, it is assumed that there is only one large ESU. Letting P esu (k) := N n=1 P n (k), the optimal solution based on the model (7) can be calculated by solving the optimization problem min P esu (k) J ess (P esu (k))
while also satisfying the constraints (8) rewritten as
where
and I esu denotes the total current flowing in all the ESUs. The optimal solution P * esu of this constrained optimization problem (9) is employed to determine the reference current for the DC-DC converter of each ESU in the next section.
Lemma 1: Consider P * uc,esu (k) denoting the optimal solution of the unconstrained problem of (9), i.e. problem (9) without (10) , which is given by
Then, the optimal current I * esu (k) corresponding to the optimal solution P * esu to the constrained optimization problem (9) is given by
V esu is the average voltage of all the UC within the ESS andḡ esu is the SoC increment constant derived using the average rated voltage and total UC capacitance of each ESU. Furthermore, the optimal solution to the constrained problem (9) is given by
Proof: It is obvious that P * uc,esu (k) from equation (12) is the optimal solution of the unconstrained optimization problem (9) by solving the equation ∂J ess ∂P esu (k) = 0. Based on this unconstrained optimal solution, the constrained optimal power and current that satisfy the constraints in (10) are computed as well. To this end, the one-step ahead prediction s avg (k + 1|k) of the actual SoC s avg (k + 1) (7a) at the current instant k is used as follows
Then, I esu (k) has to be chosen in order for the prediction s avg (k + 1|k) to satisfy inequality (10b) at k + 1, which can be rewritten as
This can also be written as
Therefore, the constraints (10a) and (10b) are satisfied if the current I esu (k) satisfies the constraint
Since the cost function J ess is just a quadratic function in P esu (k), then the optimal control I * esu (k) is given by equation (13), considering the unconstrained optimal solution I uc,esu (k) from equation (14a) and the constraints (16) . Hence, the optimal power is given by (15) .
In this section, the optimal amount of power P * esu to be dispatched by all the ESUs is determined. This means that the sum of P n (k) has been decided. The next step is to allocate the optimal power P * esu to each ESU while not only fulfilling the SoC and current constraints on each ESU but also achieving SoC balancing among the ESUs.
B. ONE-STEP AHEAD MPC IN THE SECOND STAGE
Using P * esu from the first stage, the optimization problem of allocating P * esu to each ESU (P 1 , P 2 , · · · , P N ) is defined as follows.
where J esu (P 1 (k), · · · , P N (k))
and s avg (k + 1|k) = N n=1 s n (k + 1|k) N denotes the average of predictions s n (k + 1|k). Note that if the optimizer finds the optimal solution of this problem successfully, the cost function J esu (k) decreases, which means that the first and second terms in the cost function get smaller. Hence, power allocation and SoC balancing can be achieved. For later use, let us define the vectors s(k) := [s 1 (k), · · · , s N (k)] T ∈ R N and P * (k) := [P * 1 (k), · · · , P * N (k)] T ∈ R N . The following lemma describes the solution of the unconstrained problem (17) .
Lemma 2: The solution of the optimization problem (17) is given by
are the components of A(k) ∈ R N ×N , and b(k) ∈ R N , VOLUME 8, 2020 and A ij denotes the (i, j)th element of matrix A and b i the ith component of the vector b. Proof: See the appendix. Notice that even though this allocated power leads to capacity firming with SoC balancing, it does not consider the SoC and current constraints. In the next subsection, based on the allocated power, the method for computing the optimal current which meets the constraints is presented.
C. OPTIMAL CURRENT COMPUTATION FULFILLING SoC CONSTRAINTS
This subsection shows the method for calculating I * n (k) in Figure 2 for each converter such that it satisfies the constraints in (8) .
Theorem 1: Suppose that P * esu (k) and P * (k) are given from the previous steps. Then, the optimal reference I * n (k) is given by
Proof: To satisfy the constraints, a one-step ahead prediction s n (k + 1|k) of the actual SoC s n (k + 1) (7a) at the current instant k is used, which is written as s n (k + 1|k) = s n (k) +ḡ n I n (k).
Then, I n (k) has to be determined such that the prediction s n (k + 1|k) satisfies the inequalities in (8) at k + 1, which can be rewritten as s min ≤ s n (k) +ḡ n I n (k) ≤ s max . This is equivalent to
Therefore, the constraints (8a) and (8b) are satisfied if the current satisfies the constraint
Then, the optimal control I * n (k) is given by equation (20) . Figure 3 shows the block diagram of the proposed method. The MPC in Lemma 1 calculates P * esu . Then, the MPC in Lemma 2 computes P * n for each ESU. Finally, the algorithm in Theorem 1 determines the optimal references I * n (k) (n = 1, · · · , N ) for the inner-loop as shown in Figure 2 . In practice, additional compensation is needed to overcome the error due to power conversion loss. Therefore, a PI loop is applied to add a loss compensation to P ref as shown in Figure 3 . Several things should be noted. Firstly, since the proposed two-stage optimal solutions are in the form of lookup tables (see (13) and (20)), the constrained optimization problem can be solved easily in real-time as shown by the experimental results in the next section. Secondly, the proposed method enables the integration of renewable generation and an ESS to dispatch the scheduled value while both satisfying all the physical constraints (see (20) ) and achieving SoC balancing, as minimizing the cost function (18) leads to s 1 (k) · · · s N (k) because of the second term in the cost function (18) .
IV. SIMULATION AND EXPERIMENTAL STUDIES
To validate the performance of the proposed algorithm, a simulation and experiment on a DC microgrid comprised of renewable generation and multi-ESUs have been carried out. As shown in Figure 4 , three ultra-capacitors act as multi-ESUs, a programmable power supply simulates an intermittent renewable energy source, and the DC Load that plays the role of load is a resistor. To demonstrate the power management capability of the proposed algorithm, several scenarios with renewable energy source inputs and the ESU's SoC constraints are presented. The parameters of the DC microgrid are given by
where V r,1 , V r,2 , and V r,3 are the nominal voltages of the UC. The current constraints on the DC-DC converter are the maximum inductor current I max = 6A and the minimum I min = −6A. The switching frequency is 10kHz. The PI gains K pc and K ic for the current controller and K pr and K ir for the power loss compensation are tuned to 1.885, 0.245, 2.5, and 0.005, respectively.
A. NUMERICAL SIMULATION
To test the algorithm with conditions as close as possible to the real field experiment, the DC microgrid is simulated using a switched bidirectional DC-DC converter model developed in PSIM. Figure 5 shows the result of the proposed algorithm during a 100s test where the SoC constraints s max and s min are 0.65 and 0.55 respectively and the initial SoC condition are set to be s 1 = 0.55, s 2 = 0.6, and s 3 = 0.65. From 0s to 25s, the proposed method is not applied. Instead of employing (20) , the reference current I n is set to I n (k) = I * esu /3, n = 1, 2, 3. It can be seen from Figure 5a that for the first 25s, although the power supplied to the load is maintained, SoC balancing is not achieved. This results in some instances where the output power does not follow the reference power due to the constraints on the SoC and inductor current. After the proposed algorithm is activated, the optimal amount of power is dispatched from each ESU and the power output stays at the constant reference. Moreover, SoC balancing is also achieved over all three ESUs as shown in Figure 5b . Depending on the initial SoC condition of the ESUs when the algorithm is activated, the algorithm is able to compute the proportional amount of current for each ESU as shown in Figure 5c . In summary, Figure 5 shows that the power management problem is solved well even though P res is fluctuating.
To test the performance of the proposed algorithm when the SoC have reached the constraints, a 100s simulation is conducted with s max and s min set to 0.62 and 0.58 respectively and the initial SoC condition stays the same at s 1 = 0.55, s 2 = 0.6, and s 3 = 0.65. The proposed algorithm is activated from the beginning and the results are shown in Figure 6 . It can be seen from Figure 9b that at first the algorithm drives the SoC level into the allowed limit. Then, as P res fluctuates, there are several times when the power supplied to the load does not track the power reference. This is due to the fact that the SoC of the ESUs has reached its constraints as shown in Figure 6b from 20s to 30s, 45s to 55s, and 70s to 75s. There is an exception for the time from 0s to 10s as it can be seen that only UC2 and UC3 have enough SoC to supply power to the load. However, as seen in Figure 6c , the maximum current output from UC2 and UC3 have been reached. Therefore the power supplied to the load cannot maintain its desired reference value. To cope with this situation, after t ≥ 75s, the SoC constraints are relaxed such that s max and s min are set to 0.65 and 0.55. Thereafter, the algorithm is able to make the output power track the power reference again. The second simulation setup shows that the algorithm strictly adhere to satisfying the constraints and even when the limits of the constraints have been reached, there is always a feasible optimal solution for the optimization problem ('0' solution). 
B. EXPERIMENTAL RESULT
To evaluate the feasibility of the proposed method, the algorithm is implemented using 32-bit floating-point DSP TMS320F28335 with a clock frequency of 150 MHz. The sampling period is chosen as 100µs, which results in the switching frequency of 10kHz. The currents and voltages are detected using a hall effect-based sensor and converted through a 12-bit A/D converter. The entire system configuration is illustrated in Figure 7a , and Figure 7b is the photograph of the entire experimental setup. The host PC is used entirely as a communication tool between the user and the DSP and does not take part in any calculation process for the algorithm. The used bi-directional DC-DC converter has a peak efficiency of 83% in boost mode and 89% in buck mode. A programmable DC power source is used to simulate a renewable energy source input while an electronic load is used as the load for the experiment. Figure 8 shows the performance of the proposed algorithm in the experiment. The parameters of the experiment are set to be exactly the same as the simulation. From Figure 8 , it is shown that the system behaves the same way as in the PSIM simulation. After the proposed algorithm is activated, the power supplied to the load is able to satisfy the power reference while also achieving SoC balancing of all three UCs and satisfying the SoC and current limit constraints. The last condition tested is considering the state of charge constraint behavior presented in Figure 9 . The SoC constraint s max and s min are set to 0.62 and 0.58 respectively and changed back to 0.65 and 0.55 at t ≥ 75s. It can also be seen that the results show the system behaves in a similar way as the PSIM simulation. It is concluded from the experiment that the proposed algorithm is implementable in hardware and that the algorithm is able to perform well in a hardware system.
V. CONCLUSION
In this paper, a study of an optimal charging and discharging method for an ESS has been presented. The proposed two stage one-step MPC based algorithm is designed to drive the output of the integration of renewable generation and an ESS to a predetermined power reference while considering the SoC and current constraints for each ESU. Unlike other optimal control methods, the proposed MPC based algorithm is made in the form of a computationally undemanding lookup table and is easily implementable, which is validated not only in numerical simulation but also in real experiment. Future work will focus on improving the control objective to also consider DC bus voltage disturbances. The objective is to not only provide capacity firming capabilities but also to provide a stable DC bus voltage within the DC microgrid system. Additionally, future work will also consider the real-life renewable generation and load profiles along with the optimal configuration of the DC microgrid system.
APPENDIX
The solution (19) can be obtained by evaluating N -partial derivatives :
, · · · , ∂J esu ∂P N (k) = 0 (23) where 0 ∈ R N denotes a zero vector. First of all, the nth element of equation (23) is written by 
Then, the N -partial derivatives can be written in equation (25) , as shown at the bottom of this page, and rearranged into equation (26), as shown at the bottom of this page. Note that is invertible due to the structure of its diagonal components. Compute and simplify equation (26) 
Hence, it follows
. . . . . . . . .
−2 +
2g N N g 1 · · · · · · − 2 − 2(N − 1)
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