Introduction
In several practical circumstances we have to solve a problem whose instance is not a priori completely known. Situations of this kind occur in computer systems and networks management, in financial decision making, in robotics etc. Problems that have to be solved without a complete knowledge of the instance are called on-line problems. The analysis of properties of on-line problems and the design of algorithmic techniques for their solution (on-line algorithms) have been the subject of intense study since the 70-ies, when classical algorithms for scheduling tasks in an on-line fashion [23] and for handling paging in virtual storage systems [12] have been first devised. In the 80-ies formal concepts for analyzing and measuring the quality of on-line algorithms have been introduced [41] and the notion of competitive analysis has been defined as the ratio between the value of the solution that is obtained by an on-line algorithm and the value of the best solution that can be achieved by an optimum off-line algoritm that has full knowledge of the problem instance. Since then a very broad variety of on-line problems have been addressed in the literature [15, 20] : memory allocation and paging, bin packing, load balancing in multiprocessor systems, updating and searching a data structure (e.g. a list), scheduling, financial investment, etc.
In most cases the model taken into consideration is as follows: one or more agents are required to serve requests in an on-line fashion. Each request consists in performing an operation on a data structure and the service cost corresponds to the cost of the transition between the initial configuration of the system (position of the agents and/or state of the data structure) an the configuration resulting from the agents' action. A request has to be served before a new request is revealed. A classical example of this kind of on-line setting is given by the socalled metrical task systems where the states of the system correspond to points in a metrical space, a family of tasks is given and to any task T i a cost vector C i is associated, cost C i (j) being to the cost of servicing task i when the system is in state j; the aim of the on-line algorithm is to serve a sequence of requests revealed over time by incurring in the minimum possible cost (see [20] ).
In the class of on-line problems that we have described before, the notion of time is simply used to refer to a totally ordered sequence of discrete instants (t 0 , t 1 , . . . , t n ). Both requests and agent's service actions occur instantanaously in one of these moments. The time intercurring between two instants is not specified and inessential under any respect.
In a variety of other on-line problems, a different situation occurs. In such problems the time dimension is continuous and plays a specific role. Consider for example a scheduling problem. In this case to serve a request requires time, corresponding to the execution time of a job (which is possibly different on different machines), and time durations determine the cost of a schedule. Besides, during the execution of jobs on multiple machines other jobs may arrive and a scheduler may decide to ignore them until a machine is idle or to preempt a running job to put the new job in execution. We call this kind of problems real time on-line problems. In this paper we address real time on-line problems and we analyze their properties by taking into consideration a specific class of problems: on-line vehicle routing problems. By examining the properties of this paradigmatic type of real time on-line problems, we put in evidence the role of time in the design of competitive algorithms and in exploiting clairvoyance and the use of multiple servers.
The paper is organized as follows. In Section 2 the on-line version of the classical traveling salesman problem is introduced and competitiveness results for variants of this problem are reviewed. Besides, adversarial models that are motivated by the real time context are also discussed. In Section 3 we show how real time can be exploited to improve the performance of an on-line algorithm: in particular we show that waiting can help an on-line agent to achieve better competitiveness bounds. A second technique that can improve the performance of an on-line algorithm is clairvoyance. In Section 4 we introduce suitable notions of clairvoyance for the real time context and we show positive and negative results for clairvoyant algorithms. Finally in Section 5 we briefly discuss multiserver problems and we present results that seem to imply that while in general increasing the number of servers also increases the competitiveness ratio, in real time problems more servers can achieve a better performance. Section 6 contains some conclusive remarks.
On Line Traveling Salesman Problem
As we mentioned in the introduction, throughout this paper we will discuss the properties of the on line versions of vehicle routing problems and, in particular, of the travelling salesman problem (OL-Tsp), with the aim of understanding the role of real time in on line problems.
OL-Tsp has been introduced by Ausiello et al. in [8] . In OL-Tsp we are given a metric space M = (X, d), where X is a set of points and d is a distance function on X, with a distinguished point O ∈ X, called the origin; and a set of requests σ = {σ 1 , . . . , σ n }. Each request consists of a pair σ i = (x i , t i ) ∈ X × R + 0 , where x i is the position of σ i , and t i is its release time. A server is located in the origin at time 0, and thereafter moves in the metric space, at most at unit speed, in order to serve all the requests, i.e. to visit each point x i where a request is placed, not earlier than the release time t i of the request. The additional constraint can be required that the server returns to the origin after having served all the requests. The goal of the server is to find a feasible schedule that minimizes an objective function, which in some way measures the quality of the schedule.
As usual the metric space M satisfies the following properties: i) it is symmetric, i.e., for every pair of points x, y in M , d(x, y) = d(y.x), where d(x, y) denotes the distance from x to y; ii) d(x, x) = 0 for every point x in M ; iii) it satisfies the triangle inequality, i.e., for any triple of points x, y and z in M it holds that d(x, y) ≤ d(x, z) + d(z, y). Furthermore the metric space M can be continuous, i.e., have the property that the shortest path from x ∈ M to y ∈ M is continuous, formed by points in M and has length d(x, y). Examples of continuous metric spaces include the plane, the real line, half of the real line and the interval. A discrete metric space is represented by a metric graph in which all the edges have positive weights and request can be made in nodes.
Many objective functions have been proposed in literature for the traveling salesman problem. Here we will mainly refer to the completion time, i.e. the time when the server completes its service, and the latency, i.e. the sum of the times each request has to wait to be served since time 0, namely n i=1 τ i (see also [22] and [40] ). Note that while the completion time is, so to say, a 'selfish' measure, aimed at reducing the time spent by the server, the latency can be considered an 'altruistic' measure, aimed at reducing the overall waiting time ofthe customers. If we consider the completion time, there are two distinct versions of the problem, depending on whether the server has to return to the origin at the end. These problems are known as the Homing on-line Traveling Salesman Problem (H-OL-Tsp) and the Nomadic 3 on-line Traveling Salesman Problem (N-OL-Tsp), respectevely; we call on-line Traveling Repairman Problem (L-OL-Trp) the problem in which we want to minimize the latency [1] .
We say that an on-line algorithm A is ρ-competitive (ρ ∈ R + ) if, for any input instance σ, A(σ) ≤ ρ · OPT(σ); we denote by A(σ) and OPT(σ) the cost, on input σ, of the solution found by A and of the optimal solution, respectively. Table 1 contains an overview of the main competitiveness results concerning the problems defined above.
In order to show some of the basic techniques used to deal with this kind of problems we now recall, from [8] , the proofs of a lower bound and of an upper bound for the N-OL-Tsp in general metric spaces. Note that, as it can be seen from Table 1 , these results have been improved in [35] ; however we report them here because they are simple enough to provide a good introduction, while the ones in [35] Proof. The proof is derived from the following simple argoment. Consider the problem on the real line with the abscissa 0 as the origin. The adversary gives a request at time 1 in either 1 or −1, depending on whether at time 1 the on-line server is in a negative or a positive position, respectively. Thus, the adversary has completed at time 1, whereas the on-line server needs at least 2, with 2 sufficing when the server is in the origin at time 1.
⊓ ⊔
We now present a 5/2-competitive algorithm; note that the algorithm is described completely by stating the action taken at any moment t, when a new request arrives. The algorithm is called "Greedily Traveling between Requests" (GTR), because the greedy server is restricted to move only on the shortest route between pairs of points to be served.
Algorithm 2 (GTR)
Assume that at time t, when a new request is presented, the on-line server's position, p GTR (t), is on the direct connection between x and y in S. Then the algorithm computes and follows the shortest route that first visits either x or y and then the yet unserved requests.
GTR achieves a competitive ratio of 5/2, as it is shown in the following theorem.
Theorem 3. GTR is a 5/2-competitive algorithm for N-OL-Tsp.
Proof. Let σ be an input instance, S be the set of all requests presented until t, including the new one and the origin o. Let T be the optimal Hamiltonian path on the set S, constrained to have o as one of the 2 extreme points. Notice that T does not take the release times of the requests into account. Without loss of generality we concentrate on an arbitrary instant of time t at which a new request is presented. Let us first state two lower bounds on the optimal completion time required. First, OPT(σ) ≥ t since also in the optimal solution a request cannot be served before the time at which it is presented. Secondly, OPT(σ) ≥ |T | since any algorithm must visit all points in S. Thus, proving GTR(σ) ≤ t + 3/2|T | proves also the theorem.
Let a be the endpoint of T , the starting point is o. Observe that p GTR (t), the position of GTR at time t, is somewhere on the direct connection between two points of S, say x and y. Assume that following T from o to a, x is visited before y. Then, min{d(p
Without loss of generality assume that the first term is smaller than the second one. Consider the route that goes from p GTR (t) to x, then to o and finally follows T until a. Its length, that is upper bounded by 3/2|T |, is also an upper bound of the length of the route followed by GTR starting at time t, and hence the on-line completion time is upper bounded by t + 3/2|T | proving the theorem.
⊓ ⊔
Note that the algorithm GTR takes indeed exponential time since it requires the computation of an optimal Hamiltonian path. In fact the competitive analysis framework does not take into account the computational costs of the various algorithms, unless it is explicitely requested that an algorithm runs in polynomial time.
Related problems. The traveling salesman problem can be seen as a special case of a broader family of vehicle routing problems known as dial-a-ride: here a server, in a metric space, is presented a sequence of rides; each ride is a triple
, where t i is the time at which the ride σ i is released, and s i and d i are, respectively, the source and the destination of the ride. Every ride has to be executed (served) by the server, that is, the server has to visit the source, start the ride, and end it at the destination. The capacity of the the server is an upper bound on the number of rides the server can execute simultaneously. In the literature unit capacity, constant capacity c ≥ 2, and infinite capacity for the server are usually considered. This family of problems can be used to model, for example, a taxi service (unitary capacity), an elevator scheduling and delivery service (constant capacity) or a postal service (infinite capacity). Feuerstein and Stougie started the study of on-line dial-a-ride problems in [19] , and up to date results can be found in [18, 35] .
Another generalization of the OL-Tsp is the well known Quota Tsp problem (a generalization of the k-Tsp [21] ): here the goal of the travelling salesman is to reach a given quota of sales, minimizing the amount of time. In [7] the on-line Quota Tsp problem is addressed, and bounds and algorithms for several metric spaces are presented.
A variation of the OL-Tsp is the on-line Asymmetric Tsp, in which the constraint that the underlying space is symmetric is dropped. In [6] this problem is studied both in the homing and nomadic version: for the first lower and upper bounds are provided; for the second the authors show that in the general case there is no on-line competitive algorithm; indeed, if the amount of asymmetry of the space is limited, i.e. if d(x, y) ≤ α · d(y, x) for every distinct points x, y, then competitive ratios are function of the amount of asymmetry of the space.
A problem strictly related to the L-OL-Trp is the NL-OL-Trp, in which the objective function to minimize is the net latency, i.e. the sum of the times each request has to wait to be served since its release time, namely
where τ i is the time instant when request σ i is served. Note that, if we define T = n i=1 t i to be the sum of all the release times, that is a constant term, it is easy to see that the objective function can be rewritten as
T that is the latency minus T , i.e. the latency minus a constant term; therefore minimizing latency or net latency should be exactly the same, but constant terms can alter the competitive ratio and therefore, as we can show in the following thorem, there is no on-line competitive algorithm for this problem.
Theorem 4. For the L-OL-Trp, if we want to minimize the net latency, there is no competitive algorithm.
Proof. Consider the real line as the metric space. Assume wlog that at time 1 the on-line server is in the positive half of the line: a request is released in position −1, and the adversary serves it immediately. There are no other requests, and the net latency of the adversary is 0, while the on-line server pays a positive cost.
⊓ ⊔ Before closing this overview it is worth making some comments on Table 1 . Considering the three problems it clearly appears that the Homing version of Tsp is in a sense the easiest one, because in all cases competitiveness upper bounds matching the corresponding lower bounds have been established, while the Nomadic version still presents gaps between upper and lower bounds. Intuitively we can argue that this is due to the value of the information (implicitely exploited by the on-line server in H-OL-Tsp) that the adversary has to come back to the origin at the end of its tour, information that is lacking in N-OL-Tsp. More interesting appear the large gaps still existing in the case of the latency problem, both for general metric spaces and for particular metric spaces, such as the line or the half line; these gaps resist as the major open problems in this domain.
Alternative adversarial models. It is well known that competitive analysis has been criticized for being too pessimistic, since it is often possible to build up pathological input instances that only an off-line server can serve effectively, thanks to its clairvoyance. Competitive analysis can be seen as a game between the on-line algorithm and an off-line adversary: the latter builds up an input instance that is difficult for the on-line algorithm, and serves it effectively. Using such a metaphore, the off-line adversary is often too powerful with respect to the on-line algorithm. In order to limit, in some way, the power of the off-line adversary, restricted types of adversary have been proposed that are not allowed to behave in an excessively unfair way with respect to the on-line algorithm. Here we mention only the ones that are specific in the context of on-line real time problems.
In [13] Blom et al. introduce the fair adversary, that is restricted to keep its server within the convex hull of the requests released so far. In this way sequences like the one we presented in the proof of Theorem 1 are no more allowed: it is not possible for the adversary to move its server "without an evident reason" from the perspective of the on-line player; the authors show that against the fair adversary the on-line server achieves better competitive ratios.
In [33] Krumke et al. propose the non-abusive adversary for the on-line Tsp, where the objective is to minimize the maximum flow time, i.e. max i (τ i − t i ); note that for this problem there are no competitive algorithms against general adversaries. A non-abusive adversary may only move in a direction if there are yet unserved requests on this side. Krumke et al. prove a constant competitive ratio against the non-abusive adversary.
An alternative technique for overcoming the excessive power of the adversary, frequently used for ordinary on-line problems, is the so called resource augmentation: instead of limiting the power of the adversary the idea is to increase the resources of the on-line algorithm, such as speed and number of servers. Note that, differently from the adversarial models defined above, no application of resource augmentation specific for vehicle routing problems is known, although resource augmentation has been used for other real time problems, such as scheduling, since the early work of Graham [23] .
A completely different approach to avoid pathological worst case input sequences is based on the notion of reasonable load, proposed by Hauptmeier et al. [25] : informally, they define a set of requests, that came up in a sufficiently large period, to be reasonable if they can be served by an optimal algorithm in a time period of the same length; most notably this kind of analysis can be applied to several on-line real time problems.
Waiting Helps Real Time on-line Agents
As we mentioned in the introduction, the peculiarity of real time on-line problems is that a server is allowed to decide whether to serve or not a request, and it can even wait idle. At a first glance, it may sound unusual that an algorithm should decide to wait instead of serving pending requests; but consider the following case: the server is in the origin, and the only request released so far it is "far away" from its current position; therefore it seems not a bad idea to "wait a little", or alternatively to move "slowly" towards it, to see if other requests show up in order to serve all of them together. Here the real time of the problem combines with the fact that moving a server could damage the quality of the overall service; this might not happen if we consider other real time problems like scheduling, if we allow jobs to be interrupted (even if we might start them again from scratch later). Now, if we concentrate on vehicle routing problems, the benefits of waiting could depend on the objective function; intuitively, if we want to minimize latency it could be more "dangerous" to move the server for an isolated request far away, while, if completion time is the objective function, serving a distant request might be less insecure.
How can we measure, in a real time problem, the importance of waiting, or, more precisely, the importance of the opportunity of waiting? To do so, we recall from the work of Blom et al. [13] the notion of zealous algorithm for on-line routing problems; informally, a zealous algorithm is not allowed to wait 4 .
Definition 1 (Zealous algorithm).
The server used by a zealous algorithm, a zealous server, should never sit and wait if there are unserved requests. If there are still unserved requests the direction of a zealous server changes only if a new request becomes known, or if the server is either in the origin or it has just served a request. A zealous server is allowed to move only at maximum (i.e. unitary) speed.
Note that zealous algorithms are a natural and well-defined class of algorithms; furthermore they are easy to be analyzed because their behavior is restricted; more notably, we can measure the importance of waiting by studying how much are penalized, for a given problems, the algorithms that are not allowed to wait. In Table 2 , we compare the known competitive results for both zealous and non-zealous algorithms; note that non-zealous algorithms perform always better, and these results formally confirm the intuition that, for this kind of problems, waiting helps (see also [35] ).
To provide an example of advantages of waiting, we recall some results from [6] where lower and upper bounds, for both zealous and non-zealous algorithms, for the homing version of the on-line Asymmetric-Tsp (OL-A-Tsp) are shown. We present a lower bound of about 2.618 and a matching upper bound of a non-zealous algorithm; then we show a lower bound of 3 for zealous algorithms, again with a matching upper bound. Note that in the case of symmetric on-line Tsp, all the corresponding bounds are equal to 2.
Let φ denote the golden ratio, that is, the unique positive solution to x = 1 + 1/x. In closed form, φ = Proof. We denote by σ the input instance constructed by the off-line adversary. The space used in the proof is the one induced by the graph depicted in Figure  1 , where the length of every arc is ε, except for those leaving the origin which have length 1. Observe that the space is symmetric with respect to an imaginary vertical axis passing through O. Thus, we can assume without loss of generality that, at time 1, the on-line server is in the left half of the space. Then at time 1 a request is given in point A, in the other half. Now let t be the first time, after time 1, at which the on-line server leaves the origin. If t ≥ φ, no further request is given. In this case A(σ) ≥ t + 1 + 2ε while OPT(σ) ≤ 1 + 2ε so that, when ε approaches zero, A(σ)/OPT(σ) approaches 1 + t ≥ 1 + φ.
H-OL-Tsp
Otherwise, if t ∈ [1, φ], at time t, when the on-line server has just left the origin, we can assume that it is going towards C (again, by symmetry). At this time, the adversary gives a request in B i , where i = t−1 ε
. Now the on-line server has to traverse the entire arc before it can turn back and go serve B i , thus
Instead, the adversary server will have moved from O to B i in time at most t + ε and then served B i and A, achieving the optimal cost OPT(σ) ≤ t + 3ε. Thus, when ε approaches zero, A(σ)/OPT(σ) approaches 2 +
We now show that the algorithm SmartStart(α), that is a variation of an algorithm originally proposed by Krumke [31] , matches the above lower bound.
Algorithm 6 (SmartStart(α))
The algorithm keeps track, at every time t, of the cost of an optimal tour T * (t) over the unserved requests. At the first instant t such that t ≥ α|T * (t)|, the server starts following at full speed the currently optimal tour, ignoring temporarily every new request. When the server is back in the origin, it stops and returns monitoring the value |T * (t)|, starting as before when necessary.
As we will soon see, the best value of α is α * = φ. Proof. Let σ be any input instance. We distinguish two cases depending if the last request arrives while the server is waiting in the origin or not.
In the first case, let t be the release time of the last request. If the server starts immediately at time t, it will follow a tour of length |T * (t)| ≤ t/α, ending at time at most (1+1/α)t, while the adversary pays at least t, so the competitive ratio is at most 1 + 1/α. Otherwise, the server will start at a time t ′ > t such that t ′ = α|T * (t)| (since T * does not change after time t) and pay (1 + α)|T * (t)|, so the competitive ratio is at most 1 + α.
In the second case, let T * (t) be the tour that the server is following while the last request arrives; that is, we take t to be the starting time of that tour. Let T ′ (t) be an optimal tour over the requests released after time t. If the server has time to wait in the origin when it finishes following T * (t), the analysis is the same as in the first case. Otherwise, the completion time of SmartStart is t + |T * (t)| + |T ′ (t)|. Since SmartStart has started following T * (t) at time t, we have t ≥ α|T * (t)|. Then
Also, if r f = (t f , x f ) is the first request served by the adversary having release time at least t, we have that |T ′ (t)| ≤ d(O, x f ) + OPT(σ) − t since a possibility for T ′ is to go to x f and then do the same as the adversary (subtracting t from the cost since we are computing a length, not a completion time, and on the other hand the adversary will not serve r f at a time earlier than t).
By putting everything together, we have that SmartStart pays at most
and since two obvious lower bounds on OPT(σ) are t and d(O, x f ), this is easily seen to be at most (2 + 1/α)OPT(σ). Now max{1 + α, 2 + 1 α } is minimum when α = α * = φ. For this value of the parameter the competitive ratio is 1 + φ.
⊓ ⊔
We now show that, for zealous algorithms, the competitive ratio has to be at least 3 and we provide a matching upper bound.
Theorem 8. The competitive ratio of any zealous on-line algorithm for homing OL-A-Tsp is at least 3.
Proof. We use the same space used in the lower bound for general algorithms, shown in Figure 1 . At time 1, the server has to be in the origin and the adversary gives a request in A. Thus, for any small ε > 0, at time 1 + ε the server will have moved away from the origin and the adversary gives a request in B 0 . The completion time of the on-line algorithm is at least 3+2ε, while OPT(σ) ≤ 1+2ε. The result follows by taking a sufficiently small ε.
The following algorithm, which is derived from [8] , is the best possible among zealous algorithms for the homing OL-A-Tsp.
Algorithm 9 (PlanAtHome) When the server is in the origin and there are unserved requests, the algorithm computes an optimal tour over the set of unserved requests and the server starts following it, ignoring temporarily every new request, until it finishes its tour in the origin. Then it waits in the origin as before.
Theorem 10. PlanAtHome is zealous and 3-competitive for homing OL-ATsp.
Proof. Let σ be any input instance, and t be the release time of the last request. If p(t) is the position of PlanAtHome at time t and T is the tour it was following at that time, we have that PlanAtHome finishes following T at time t ′ ≤ t + |T |. At that time, it will eventually start again following a tour over the requests which remain unserved at time t ′ . Let us call T ′ this other tour. The total cost payed by PlanAtHome will be then at most t + |T | + |T ′ |. But t ≤ OPT(σ), since the even the off-line adversary cannot serve the last request before it is released, and on the other hand both T and T ′ have length at most OPT(σ), since the off-line adversary has to serve all of the requests served in T and T ′ .
The Advantage Of Being Clairvoyant
Choosing the Time when Information is Disclosed
In on-line problems, information is disclosed as time passes. An on-line algorithm generally receives all the information related to a request when the request itself is released. Before that moment nothing is known about the request, not even the fact that it is going to appear. While this model fits many real-world scenarios, nothing prevents us from decomposing the information associated to a request into atomic parts, and from revealing these parts at different times, according to some rules.
As an example, consider dial-a-ride problems. We can identify at least four atomic pieces of information associated with a request σ i = (t i , s i , d i ): the fact that σ i exists, the fact that it can be served starting from time t i , its source point s i , and its destination point d i . Each piece of information can be disclosed in a different time instant. It is intuitive that collecting information earlier helps to organize a better service, but it is costly. It becomes crucial to quantify, in terms of competitiveness, the advantage of disposing of information earlier.
Lookahead. In on-line problems where there is no notion of real time, requests are served, in general, as soon as they are released: on-line algorithms can decide only how to serve them. In such cases, all the information related to a request is disclosed at once. It is possible to reveal this information in advance only by anticipating the time when requests are disclosed. Lookahead is the capability of an on-line algorithm of seeing requests in advance. Many on-line problems have been studied in presence of lookahead, for example paging [2] , list update [3] , bin packing [24] , and other problems [29, 26] . Different models of lookahead have been proposed, which share the property that on-line algorithms are allowed to see a certain number of requests, say k, in advance (lookahead k).
As we switch to on-line real time problems, the situation becomes much more varied, essentially because requests are not served immediately. Different models of lookahead (and, more generally, different models of information disclosure) can be defined, and it is important to understand their theoretical and applicative relevance.
For vehicle routing problems, at least two models of lookahead have been proposed. Allulli et al. introduced request lookahead k and time lookahead ∆ [5, 4] ; independently, Jaillet and Wagner proposed the disclosures dates model [27] , which is very close to time lookahead.
If an on-line algorithm has request lookahead k, it is allowed to foresee the next k requests that will be released in the future. This kind of lookahead is only apparently similar to the one defined for non real time problems. The main difference is that foreseen requests could be located anywhere on the time axis: they could be evenly spread as well as concentrated in the near future. It is unrealistic to assume that a real-world application would dispose of request lookahead; furthermore, it is unlikely that the quite bizarre additional information provided by request lookahead yield meaningful performance improvement to on-line algorithms. Indeed, in [4] some vehicle routing problems are analyzed, concluding that the only advantage originated by request lookahead is the possibility of knowing, at any time, if the input instance is finished, i.e. if no more requests will be released in the future.
Time lookahead is more useful and more natural. An on-line algorithm endowed with time lookahead ∆ foresees, at any time t, all the requests that will be released up to time t + ∆, no matter how many they are. This kind of lookahead has natural applications: it is easy to conceive scenarios where, using a more sophisticated data collecting process, the on-line algorithm would learn requests with some fixed advance. In order to be meaningful, ∆ must be related to some characteristic quantities of the model: in [5] vehicle routing problems are considered only in limited metric spaces, and ∆ is compared to the time necessary for a server to traverse the entire metric space, i.e. the diameter D of the metric space (the server moves at unit speed). Competitive ratio is given as a function of δ = ∆/D. Jaillet and Wagner [27] take a different approach: they compare the amount of time lookahead ∆ with some characteristic quantities of the input instance (essentially, with its optimal cost). In the following subsection we will see, in more detail, some upper and lower bounds of algorithms endowed with time lookahead. [36] they introduce the restricted information model for on-line dial-a-ride problems, according to which an on-line algorithm becomes aware of the destination of a ride only when the ride begins (i.e. when the server picks up the customer from the source point, as it actually happens, for example, with many radio-taxi services). They show that lower and upper bounds become considerably worse in this model, concluding that, in many real-world scenarios, it is worthwhile to invest on the information system in order to gather all the information as soon as a requested is presented.
Clairvoyance. For on-line scheduling problems the situation is similar: various models of information disclosure can be defined. An important example is clairvoyance. An on-line algorithm can be either clairvoyant, i.e. know the properties of jobs (in particular, their execution time) as soon as they are released, or nonclairvoyant, and discover the execution time of each job only when it terminates. The latter situation typically arises in interactive systems, while clairvoyance can be used to model batched systems. See, for example, [10, 11, 37, 42] , and [38] for a survey on scheduling.
Vehicle Routing with Lookahead
We now present in details some results on time lookahead.
We consider the model of Allulli et al.: in [5] they prove a lower bound of 2 for both the Homing and the Nomadic OL-Tsp, in the general metric space. This bound shows that time lookahead is useless in the homing case, because a lower bound of 2 holds for the H-OL-Tsp even without lookahead, and an optimal on-line algorithm without lookahead exists [8] . The following proof extends an alternative proof of the 2-competitiveness of the H-OL-Tsp (without lookahead) given by Lipmann [35] .
Theorem 11. No deterministic algorithm for the H-OL-Tsp or the N-OLTsp can achieve a competitive ratio better than 2, even when time lookahead is provided.
Proof. (Sketch) We consider a star graph G = (V, E) with N +1 nodes: a central node v 0 and N peripheral nodes v 1 , . . . , v N (see Figure 2 ). Each peripheral node v i is connected to the central node by an edge e i = {v 0 , v i } having length 1/2. In this proof sketch we assume N ≫ ∆ and N ≫ 1; in other words, in our expressions we keep only those terms that have an asymptotic influence when N tends to infinity. Fig. 2 . The star graph G Let A be any algorithm for the H-OL-Tsp or the N-OL-Tsp on G with time lookahead ∆. At the beginning, the adversary presents N requests, one in each peripheral node. Every time A serves a request in a vertex v i , the adversary releases a new request in the same vertex, after ∆ time units. Thus A cannot get rid of requests, since as soon as a request is served a new one appears in the same point. (Notice that A cannot foresee a new request before the corresponding old one is served; this means that, correctly, the behavior of A is not influenced by a new request, before the service of the old one.)
The adversary continues to release new requests, in the described fashion, up to a time t stop ≈ N (the exact value of t stop is given in the complete proof). At this time there are still N requests that A has to serve: A cannot finish its service before time ≈ 2N .
On the other hand, it is not hard to see that the adversary can complete its service before time t stop + ∆ ≈ N , simply by serving requests in the following order: first all the initial requests that are not served by A before time t stop ; after that, all the other requests, in the same order in which A visits, for the last time, the points where they are located (essentially, the adversary is chasing A with a delay of ∆, catching all the new requests along with the old ones).
Thus, the competitive ratio of A cannot be better than 2N/N = 2. ⊓ ⊔
In the nomadic case, the previous bound is smaller than the current best lower bound without lookahead, which is about 2.03 [35] . In [5] it is described an algorithm, ReturnHome α , whose competitive ratio improves with δ = ∆/D, matching the lower bound of 2 when δ ≥ 1 (i.e. when ∆ ≥ D). ReturnHome α extends the homonymous algorithm without lookahead by Lipmann [35] , and inherits its competitive ratio of (1 + √ 2) (the current best upper bound) when δ = 0. When δ ∈ [0, 1], the competitive ratio of ReturnHome α is monotonically decreasing. Thus, time lookahead proves to be useful for the Nomadic OL-Tsp. Here we present a simplified version of the algorithm, that achieves the same optimal competitive ratio of 2 when δ ≥ 1.
Algorithm 12 (ReturnHome with time lookahead ∆) At every time t ∈ R + , algorithm ReturnHome (RH) either is idle or is following a tour T . Initially, RH is idle. Independently of its current state, as soon as RH foresees a new request according to its lookahead, it immediately returns to the origin, and waits for the new request to be actually released. Then, it begins to follow the minimum-length tour T over all the released but not yet served requests, proceeding at full speed. Proof. Let σ be any input instance, and let σ n = (t n , x n ) be the last request of σ to be released. ReturnHome foresees σ n at time t n − D, comes back to the origin, which is reached not later than time t n , and follows the optimal tour T starting from time t n . In this way ReturnHome completes its service at time RH(σ) = t n + |T |. But note that t n ≤ OPT(σ) and |T | ≤ OPT(σ); thus RH(σ) ≤ 2OPT(σ).
⊓ ⊔
In the metric space of the (limited) line the situation is different: in [5] it is shown an algorithm for the H-OL-Tsp, the N-OL-Tsp and the L-OL-Trp whose competitive ratio tends to 1 when δ tends to infinity. In this case a large amount of lookahead makes the on-line model approach the off-line one.
Let us now consider the objective function of net latency (i.e. the average serving time, important in applications), for which no competitive algorithm without lookahead exists. Generally speaking, lookahead can be used to limit, in a way that is natural and easy to interpret, the power of the off-line adversary; the "penalty" imposed on it can be regulated by adjusting the lookahead parameter. Unfortunately, for the NL-OL-Trp time lookahead does not help, in the general metric space, as we show in the following theorem [5] .
Theorem 14.
Let Ω be a open set of R k , k ≥ 2; let A be an on-line algorithm for the NL-OL-Trp on Ω with time lookahead ∆. Then, for all ∆ ∈ R + , A is not competitive for the NL-OL-Trp in Ω.
Proof. (Sketch) We will refer to the on-line algorithm as A, to the adversary as B. Without loss of generality we suppose that Ω ⊆ R 2 . We construct a grid G of 2N points such that, in order to visit any subset of G with N points, a minimum time of ∆ is needed. The adversary releases some starting requests, consisting of at least one request in each point of G. forces A to serve requests in G − first, in such a way that otherwise A cannot be competitive (see Figure 3 ). This is achieved by suitably tuning the number of requests released in each point of G. While A serves the starting requests in G − , B serves all the other starting requests; afterwards, B begins to follow A with a delay of ∆ (see Figure 4) . In the meanwhile, new requests are generated: if A serves some requests at time t, then B releases a new request in the same point at time t + ∆. B is able to serve each new request on the fly, at no cost. On the other hand, at any time t there are always requests in 2N points that either have been released but not served by A, or will be released soon, not later than time t + ∆. During the next ∆ time units A will be able to serve requests in at most N of these 2N points. Consequently it will be late on at least N requests, paying some cost for serving them. By iterating this procedure, B can force A to pay an arbitrarily large cost. Since B pays only a fixed cost in order to serve the starting requests, A cannot be competitive.
⊓ ⊔
Even in the metric space of the limited line no competitive on-line algorithm with lookahead for the NL-OL-Trp exists when δ < 2 [5] . It is unknown what happens for larger values of δ.
Dealing with the H-OL-Tsp, Jaillet and Wagner [27] compare ∆ with the length of the optimal tour L T SP : they prove that, if ∆ = αL T SP , then there exists a 2 − α 1+α -competitive algorithm in the general metric space, that improves the 2-competitive algorithm of [8] . Notice that, as a consequence of Theorem 11, this result crucially depends on the fact that lookahead is not fixed a-priori, but depends on the input instance. They also provide an algorithm for the halfline.
For the latency objective function, Jaillet and Wagner compare ∆ with both L T SP and t n , where t n is the time when the last request is released: extending the best known algorithm of [32] they use lookahead to improve its competitive ratio. The idea of comparing ∆ with characteristic quantities of the instance (essentially, with its optimal cost) makes it possible to apply lookahead even in unlimited metric spaces, and has a theoretical interest because, regulating lookahead parameters, one can vary the amount of "on-lineness" of the model. On the other hand it is very hard to enforce a competitive ratio, because it would require to force input instances to conform to some rules (for example, to disclose requests with a lookahead that is proportional to the length of the optimal tour).
To draw some conclusions, we can observe that in the case of on-line real time problems lookahead in terms of requests (the most common form of lookahead considered for non real time problems) does not help; while in several variations of vehicle routing problems it can be proved that suitable notions of time lookahead allow to improve the competitiveness of on-line servers.
The Competitive Ratio as a Function of the Number of Servers
When we consider multiple servers extensions of vehicle routing problems, it is natural to ask about the behavior of the competitive ratio as a function of the number servers. Does the competitive ratio increase as the number of servers grows? To mention a classic example in on-line optimization, this is for example the case for the famous k-server problem [30] , for which it is known that the competitive ratio grows linearly with the number of servers. For on-line vehicle routing problems, the question is still being investigated. However, a preliminary answer is that in most formulations of the problem the competitive ratio does not increase with respect to the single server problem. The intuitive explanation is that most single server algorithms still work in a multiple server context provided that routes are planned groupwise and not individually.
That, however, is not the end of the story. The following, more surprising, phenomenon occurs in some special cases: the competitive ratio "breaks down" and approaches 1 as the number of servers grows. That is, with many servers there are on-line algorithms that perform almost as well as the off-line optimum. Namely, this is the case for the nomadic traveling salesman and the traveling repairman problem when the metric space is the real line, as stated in the following result.
Theorem 15 ([14]
). There exist 1 + O(log k/k)-competitive algorithms for both the nomadic traveling salesmen and the traveling repairmen problem with k servers on the real line.
It would be interesting to establish if a similar phenomen occurs also in more general spaces, or if it is only due to the special characteristics of the real line. For general metric spaces, however, it is known that the competitive ratio cannot decrease below 2 for any of these two problems.
It can be useful to compare these results with those in on-line scheduling, since quite a lot of effort has gone into the analysis of multiple machine scheduling problems [39] . In the one-by-one model competitive ratios increase with increasing number of machines. In real time on-line scheduling nobody has been able to show smaller competitive ratios for multiple machine problems than for the single machine versions, but here lower bounds do not exclude that such results exist [16, 17, 43] . Actually, the multiple machine problems get quite hard to analyze so that often the lower bounds are lower, and the upper bounds higher, than the single server case. For example, when the objective function is the sum of completion times, there is a 2-competitive best possible algorithm for a single machine, while for multiple machines the best algorithm known is 2.62-competitive and the best lower bound known is 1.309 [17, 43] .
Conclusion
In this paper we showed some peculiar characteristics of on-line real time problems, using the large class of vehicle routing problems to introduce them. We presented an overview of some results related to the OL-Tsp; in particular we considered the homing and nomadic version where the objective function is the completion time, together with the L-OL-Trp, where the goal is to minimize the latency. We also mentioned the more general OL-A-Tsp, where the underlying space does not satisfy the symmetry property.
Quite surprisingly, in all the above problems being a zealous server is not a winning strategy: waiting for more requests to show up can provide a better picture of "what is going on". Is this a common trait of on-line real time problems? Intuitively, this might be the case only for the problems in which serving one request can affect the quality of service of the following ones; in vehicle routing problems, for example, moving the server far away from the origin could prevent a fast answer to new requests.
We mentioned several types of lookahead; amongst them, the more natural and more effective, for these problems, is undoubtedly time lookahead; indeed, time lookahead can lead to a deeper understanding of the role of real time in the problem. Furthermore, in several practical applications it is natural to assume the availability of some amount of time lookaehad. We also addressed other alternative models of information disclosure over time like clairvoyance and the restricted information model.
We believe it is still missing a formal framework to analyze and study on-line real time problems, whose relevance is justified by the huge variety of real world practical applications that they can model; we made a first step towards this direction by emphasizing some of their common and distinctive aspects.
