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Abstract
In this paper we consider bipartite (min;max;+)-systems. We present conditions for the struc-
tural existence of an eigenvalue and corresponding eigenvector for such systems, where both the
eigenvalue and eigenvector are supposed to be +nite. The conditions are stated in terms of
the system matrices that describe a bipartite (min;max;+)-system. Structural in the previous
means that not so much the numerical values of the +nite entries in the system matrices are
important, rather than their locations within these matrices. The conditions presented in this pa-
per can be seen as an extension towards bipartite (min;max;+)-systems of known conditions
for the structural existence of an eigenvalue of a (max;+)-system involving the (ir)reducibility
of the associated system matrix. Although developed for bipartite (min;max;+)-systems, the
conditions for the structural existence of an eigenvalue also can directly be applied to gen-
eral (min;max;+)-systems when given in the so-called conjunctive or disjunctive normal form.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
In this paper we consider discrete event systems. Discrete event systems can be used
to study processes that are driven by the occurrence of events. The relevant variables
then represent times at which events are taking place. We assume in this paper that
the evolution of the systems can be described by means of equations composed using
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three kinds of operations, namely the addition, the maximization and the minimization.
Within the large class of systems that we obtain in this way, we focus on the so-
called bipartite (min;max;+)-systems. The purpose of this paper is to present necessary
and suAcient conditions for the structural existence of an eigenvalue for a bipartite
(min;max;+)-system.
A +rst reason for studying bipartite (min;max;+)-systems is that such systems have
been studied before (see [8,9,10]) and that the present paper can be seen as a follow
up of the results in the cited papers, especially [9]. Another more important reason
for studying bipartite (min;max;+)-systems is that such systems closely resemble gen-
eral (min;max;+)-systems when written in one of the normal (conjunctive or disjunc-
tive) forms (see [4] or [6]) and that in normal form a general (min;max;+)-system
shares a lot of properties with a bipartite (min;max;+)-system. For instance, a bi-
partite (min;max;+)-system has an eigenvalue if and only if the associated general
(min;max;+)-system in normal form has an eigenvalue (see for instance [12]). There-
fore, the results derived in this paper for bipartite (min;max;+)-systems can directly
be applied also on general (min;max;+)-systems when given in one of the two normal
forms.
The outline of this paper is as follows. In Section 2 we introduce bipartite (min;max;
+)-systems and we formulate our main result. The main result consists of necessary and
suAcient conditions for the structural existence of an eigenvalue and a corresponding
eigenvector for a bipartite (min;max;+)-system. The result is stated in terms of the
irreducibility of the pair of system matrices. The use of the notion of irreducibility
in the context of (min;max;+)-systems is new, although the notion itself has been
used before in an other context and in an alternative form in [7]. It can be compared
with the notion of irreducibility for square matrices (see for instance [1]). In Section 3
we present some preliminary results needed in order to be able to prove our main
result. The preliminary results provide a proof for three statements in Conjecture 18
in [9]. In Section 4 we present a proof of the necessity of the conditions in our main
result. Section 5 contains a proof of the suAciency of the conditions. In Section 6 we
give an illustration of our conditions. We conclude the paper with some remarks and
conclusions in Section 7.
2. Bipartite min–max–plus-systems
In this section we introduce bipartite (min;max;+)-systems. These systems are de-
scribed by
{
ui(k + 1) = max{ai1 + v1(k); : : : ; aim + vm(k)}; i = 1; : : : ; n;
vj(k + 1) = min{bj1 + u1(k); : : : ; bjn + un(k)}; j = 1; : : : ; m;
where aij ∈RE and bji ∈RT for all i=1; : : : ; n; j=1; : : : ; m. Here RE=R ∪ {−∞}
and RT=R ∪ {+∞}. If aij = −∞ for some i=1; : : : ; n and j=1; : : : ; m, then vj(k)
does not contribute in ui(k + 1) for all k =0; 1; 2; : : : : Analogously, if bji =+∞ for
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some i=1; : : : ; n and j=1; : : : ; m, then ui(k) does not contribute in vj(k + 1) for all
k =0; 1; 2; : : : :
In the following we use the next (min;max;+)-algebra notation (see also [1]). We
write a⊗ b for a+b (the sum of a and b), a⊕ b for max(a; b) (the maximum of a and
b) and a⊕′ b for min(a; b) (the minimum of a and b). With this notation the above
equations can be written as{
ui(k + 1) = (ai1 ⊗ v1(k))⊕ · · · ⊕ (aim ⊗ vm(k)); i = 1; : : : ; n;
vj(k + 1) = (bj1 ⊗ u1(k))⊕′ · · · ⊕′ (bjn ⊗ un(k)); j = 1; : : : ; m:
The latter can compactly be written as{
x(k + 1) = A⊗ y(k);
y(k + 1) = B⊗′ x(k)
(1)
with
x(k) = (u1(k); u2(k) : : : un(k)); y(k) = (v1(k); v2(k) : : : vm(k));
where 
 denotes transposition, and with
A =


a11 a12 : : : a1m
a21 a22 : : : a2m
...
...
. . .
...
an1 an2 : : : anm

 ∈ Rn×mE ; B =


b11 b12 : : : b1n
b21 b22 : : : b2n
...
...
. . .
...
bm1 bm2 : : : bmn

 ∈ Rm×nT :
System (1) will sometimes be written even more compactly by means of a mapping
M(·) as
z(k + 1) =M(z(k)) (2)
with
z(k) =
(
x(k)
y(k)
)
and M(z˜) =
(
A⊗ y˜
B⊗′ x˜
)
for all z˜ =
(
x˜
y˜
)
;
where x˜∈Rn and y˜∈Rm. The mapping M(·) is a so-called (min;max;+)-mapping,
and like all such mappings it is homogeneous, monotonous and non-expansive (see
[4]).
In this paper we adopt the following assumption.
Assumption 1. Every row in A and B in (1) contains at least one +nite entry.
The above assumption is very natural. Indeed, as we will be interested in (+nite)
eigenvalues and eigenvectors, we have to make sure that if x and y are +nite vectors,
also expressions like A⊗y and B⊗′ x are +nite vectors.
We denote n= {1; 2; : : : ; n} and m= {1; 2; : : : ; m}. Furthermore, if W is some n×m
matrix,  is a permutation of n and  is a permutation of m, we write W (; ) for
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the matrix obtained by permuting the rows and columns of W according to  and ,
respectively. More speci+cally, the (i; j)th entry of W (; ) is equal to W(i) ( j).
Inspired by the above we give the next de+nitions.
Denition 1.
• We say that system (1) has an eigenvalue and a corresponding eigenvector in the
(min;max;+)-algebra sense, if there exists a +nite real number ∈R and +nite
vectors Hx∈Rn and Hy∈Rm such that, in the style of (2),
⊗
(
Hx
Hy
)
=
(
A⊗ Hy
B⊗′ Hx
)
or equivalently, in a mix of (min;max;+)-algebra notation and conventional notation{
Hx + 1n = A⊗ Hy;
Hy + 1m = B⊗′ Hx;
where 1k denotes a vector with k components all having the value one.
• Concentrating on the +nite/non-+nite structure of system (1), we say that the system
structurally has an eigenvalue and a corresponding eigenvector in the (min;max;+)-
algebra sense, if for any +nite value for each of the +nite entries in the matrices
A and B, the system has an eigenvalue and a corresponding eigenvector in the
(min;max;+)-algebra sense, i.e. the existence of an eigenvalue and a corresponding
eigenvector does not depend on the actual values of the +nite entries in A and B as
long as the values stay +nite.
• We say that system (1), or the pair (A; B), is reducible if there is a permutation 
of n and a permutation  of m such that
A(; ) =
(
A11 A12
E A22
)
; B(; ) =
(
B11 T
B21 B22
)
;
where
◦ Aij ∈Rni×mjE ; Bji ∈Rmj×niT , for (i; j)= (1; 1); (1; 2); (2; 2), with n1; n2; m1; m2¿0.
◦ every row of A11 contains at least one +nite entry.
◦ every row of B22 contains at least one +nite entry.
◦ E denotes a n2×m1 matrix containing −∞ only.
◦ T denotes a m1× n2 matrix containing +∞ only.
If system (1), or the pair (A; B), is not reducible, we say that the system (1), or the
pair (A; B), is irreducible.
The notion of reducibility, in an alternative form and context, can also been found in
[7]. We believe that its form above and its use in the context of bipartite (min;max;+)-
systems is new. The above de+nition of eigenvalue and eigenvector is inspired by [8].
It goes without saying that if the eigenvalue of a bipartite (min;max;+)-system exists,
a corresponding eigenvector also exists. It is well known that due to non-expansiveness,
if a bipartite (min;max;+)-system has an eigenvalue, this eigenvalue is unique. Given
in form (2), if a bipartite (min;max;+)-system has an eigenvalue, the cycle time
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vector, de+ned by limk→∞ (1=k)Mk( Hz), exists and is in all its components equal to
the eigenvalue of the system (see [4]). It follows from the non-expansiveness that
the limit is independent of Hz. In the previous, Mk(·)=M(Mk−1(·)) for all k¿2 and
M1(·)=M(·).
We like to think of a ‘regular’ bipartite (min;max;+)-system as a system (1) for
which Assumption 1 is satis+ed, i.e. a system (1) for which A and B are matrices
with at least one +nite entry in each row. According to De+nition 1, such a regular
bipartite (min;max;+)-system is reducible if by reordering the components of x(k) and
y(k), and by correspondingly reordering rows and columns of A and B, the system
can be divided into two subsystems described by the pairs (A11; B11) and (A22; B22),
respectively, that also can seen as regular bipartite (min;max;+)-systems. Indeed, by
the de+nition of reducibility, every row of A11 and B22 contains at least one +nite
entry. Because of Assumption 1, also every row of A22 and B11 contains at least one
+nite entry. Hence, a regular bipartite (min;max;+)-system is irreducible if it does not
contain regular bipartite (min;max;+)-subsystems obtained by reordering only.
We can now formulate the following theorem, which is the main result of this paper.
Theorem 2. Consider the (min;max;+)-system (1) and assume that it satis3es As-
sumption 1. The system structurally has an eigenvalue and a corresponding eigenvec-
tor in the (min;max;+)-algebra sense if and only if the pair (A; B) is irreducible.
3. Preliminary results
In order to prove Theorem 2 we +rst consider a bipartite (min;max;+)-system S
that is numerically speci+ed by the matrices HA and HB and that is reducible in the sense
of De+nition 1. Without loss of generality we therefore can assume that HA and HB are
of the form
HA =
(
HA11 HA12
E HA22
)
; HB =
(
HB11 T
HB21 HB22
)
;
where HAij ∈Rni×mjE ; HBji ∈Rmj×niT , for (i; j)= (1; 1); (1; 2); (2; 2), with n1; n2; m1; m2¿0.
Moreover, we can assume that the vectors x(k) and y(k) are correspondingly reordered
and partitioned as
x(k) =
(
x1(k)
x2(k)
)
; y(k) =
(
y1(k)
y2(k)
)
with xi(k)∈Rni , i=1; 2 and yj(k)∈Rmj , j=1; 2. Hence, the system can be described
as 

(
x1(k + 1)
x2(k + 1)
)
=
(
HA11 ⊗ y1(k) ⊕ HA12 ⊗ y2(k)
HA22 ⊗ y2(k)
)
;
(
y1(k + 1)
y2(k + 1)
)
=
(
HB11 ⊗′ x1(k)
HB21 ⊗′ x1(k) ⊕′ HB22 ⊗′ x2(k)
)
:
(3)
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We also consider the numerically speci+ed bipartite (min;max;+)-subsystems S1 and
S2 described by(
x1(k + 1)
y1(k + 1)
)
=
(
HA11 ⊗ y1(k)
HB11 ⊗′ x1(k)
)
(4)
and (
x2(k + 1)
y2(k + 1)
)
=
(
HA22 ⊗ y2(k)
HB22 ⊗′ x2(k)
)
; (5)
respectively. We suppose that subsystems S1 and S2 have eigenvalues 1 and 2,
respectively. We can now prove the next theorem.
Theorem 3. Let system S be given as in (3). Let the system have subsystems S1
and S2 as in (4) and (5) with eigenvalues 1 and 2, respectively. If the system S
has an eigenvalue, then 162.
Proof. To prove the theorem we use the following alternative notation for subsystems
Si, i=1; 2. For i=1; 2, we denote zi(k + 1)=Ni(zi(k)) with
zi(k) =
(
xi(k)
yi(k)
)
∈ Rni+mi ; Ni(zi(k)) =
(
HAii ⊗ yi(k)
HBii ⊗′ xi(k)
)
:
Clearly, the mappingsNi(·) are (min;max;+)-mappings, so that they are homogeneous,
monotonous and non-expansive. As subsystem Si has an eigenvalue i, it follows that
limk→∞Nki (z˜i)=k = i1ni+mi , for any vector z˜i (see before).
Now we recall the description of the system S and de+ne the (min;max;+)-mapping
M(·) as
M(z˜) =


HA11 ⊗ y˜1 ⊕ HA12 ⊗ y˜2
HA22 ⊗ y˜2
HB11 ⊗′ x˜1
HB21 ⊗′ x˜1 ⊕′ HB22 ⊗′ x˜2

 ; where z˜=


x˜1
x˜2
y˜1
y˜2

 :
In addition to M(·), we also de+ne for the above z˜ the (min;max;+)-mappings
M1(z˜) =


HA11 ⊗ y˜1
HA22 ⊗ y˜2
HB11 ⊗′ x˜1
HB21 ⊗′ x˜1 ⊕′ HB22 ⊗′ x˜2


and
M2(z˜)=


HA11 ⊗ y˜1 ⊕ HA12 ⊗ y˜2
HA22 ⊗ y˜2
HB11 ⊗′ x˜1
HB22 ⊗′ x˜2

 :
It easily follows from their de+nition thatM1(z˜)6M(z˜); M(z˜)6M2(z˜) ∀z˜ ∈Rn+m. By
induction it follows using monotonicity and the above inequalities that Mk1 (z˜)6M
k(z˜)
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6Mk2 (z˜); ∀z˜ ∈Rn+m ∀k =1; 2; : : : : Due to the fact that for i=1; 2 subsystem Si,
described by Ni(·), is a subsystem of the system described by Mi(·), that is not
inMuenced by the rest, we have that for k →∞
Mk1(z˜)
k
→


11n1
∗
11m1
∗

 ; Mk2(z˜)k →


∗
21n2
∗
21m2

 :
Next we assume that the system S has an eigenvalue 0. From the previous it follows
that for k →∞
Mk1(z˜)
k
6
Mk(z˜)
k
6
Mk2(z˜)
k
;
↓ ↓ ↓

11n1
∗
11m1
∗




01n1
01n2
01m1
01m2




∗
21n2
∗
21m2

 :
So, it follows that 160 and 062, resulting in 162. This completes the proof
of Theorem 3.
4. Proof of Theorem 2, the necessity of the conditions
We consider the bipartite (min;max;+)-system (1) and we take the +nite–in+nite
structure of the matrices A and B as a starting point. We recall that A∈Rn×mE and
B∈Rm×nT . The values of the in+nite entries in the matrices are clearly known=+xed
to ±∞. To prove the necessity of the conditions in Theorem 2, we are allowed, if
needed, to assign any suitable +nite value to each of the +nite entries in the pair of
matrices (A; B), resulting in two completely numerically speci+ed matrices, say ( HA; HB).
We then say that ( HA; HB) is a numerical realization of the structured pair (A; B).
To start, we assign the value zero to each of the +nite entries in A and B, yielding
numerically speci+ed matrices HA and HB. Also we consider zero vectors and we denote
0k for a vector with k elements all having the value zero. With this notation we can
de+ne Hx= 0n and Hy= 0m. Then by Assumption 1 it is easy to see that
{
Hx = HA⊗ Hy;
Hy = HB⊗′ Hx (6)
so that the pair ( HA; HB) is a numerical realization of (A; B) with the eigenvalue =0
and as corresponding eigenvector the combination of Hx= 0n ∈Rn and Hy= 0m ∈Rm. We
note that in the previous (ir)reducibility of the pair (A; B) does not play a role.
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Next, we assume that the pair (A; B) is reducible. Then there is a permutation  of
the set n and a permutation  of the set m such that the matrices A and B transform
into
A(; ) =
(
A11 A12
E A22
)
; B(; ) =
(
B11 T
B21 B22
)
(7)
with all submatrices and their sizes as in De+nition 1.
In the above we see subsystems S1 and S2 appearing as in the previous section. We
take an arbitrary 1¿0 and assign the value 1 to each of the +nite entries of A11 and
B11 in (7), yielding numerically speci+ed matrices HA11 and HB11. Also, we de+ne the
vectors Hx1 and Hy1 to be the zero vectors in Rn1 and Rm1 , respectively. Hence, Hx1 = 0n1
and Hy1 = 0m1 . Then, in a mix of (min;max;+) and conventional notation, it is easy to
see that{
Hx1 + 11n1 = HA11 ⊗ Hy1;
Hy1 + 11m1 = HB11 ⊗′ Hx1:
(8)
So, the pair ( HA11; HB11) is a numerical realization of the subsystem S1 having the eigen-
value 1.
Similarly, we can assign the value 2¡0 to each of the entries of A22 and B22 in (7),
yielding a numerical realization of the subsystem S2 described by the pair ( HA22; HB22)
having the eigenvalue 2.
Finally, we assign the value 0 to each of the +nite entries in A12 and B21 in (7),
yielding numerically speci+ed matrices HA21 and HB12.
The result of this all is a numerical realization ( HA; HB) of (7) representing a nu-
merically speci+ed reducible bipartite (min;max;+)-system S as in (3). The system
contains a subsystem S1 described by the pair of matrices ( HA11; HB11) having the eigen-
value 1, and a subsystem S2 described by the pair of matrices ( HA22; HB22) having the
eigenvalue 2. As we have chosen 1¿0 and 2¡0, it follows by Theorem 3 that it
impossible for system S to have an eigenvalue.
Hence, we have found a numerical realization for which an eigenvalue does not
exist. Before, we started with a numerical realization for which an eigenvalue did
exist. Therefore, when the pair (A; B) is reducible the existence of an eigenvalue is not
structural. So, conversely if the existence of an eigenvalue is structural the pair (A; B)
must be irreducible.
5. Proof of Theorem 2, the su%ciency of the conditions
We follow the ideas in [3,5]. We say that quadruple (x; ; y; ) is a generalized
eigenmode of system (1), or the pair (A; B), if x; y;  and  are +nite vectors of
suitable dimensions such that for k large enough, in a mix of (min;max;+) notation
and conventional notation, we have{
x + k = A⊗ (y + (k − 1));
y + k = B⊗′ (x + (k − 1)): (9)
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Dividing both sides in (9) by k yields for the individual components

xi + ki
k
= max
(i;j)∈E
(
aij + yj + (k − 1)j
k
)
; i = 1; 2; : : : ; n;
yj + kj
k
= min
(j;i)∈F
(
bji + xi + (k − 1)i
k
)
; j = 1; 2; : : : ; m;
(10)
where E= {(i; j) | aij is +nite} and F = {(j; i) | bji is +nite}. Now considering the limit
for k →∞ gives

i = max
(i;j)∈E
j; i = 1; 2; : : : ; n;
j = min
(j;i)∈ F
i; j = 1; 2; : : : ; m:
(11)
From [5] we know that any bipartite (min;max;+)-system (1) always has a generalized
eigenmode (x; ; y; ). The idea now is to show that if the pair (A; B) is irreducible,
then the vectors  and  are vectors containing one and the same +nite value. Hence,
our goal is to show that if the pair (A; B) is irreducible, then there is a +nite  such
that = 1n and = 1m.
We will do this by showing that if there are two or more distinct values in  and
 together, then the pair (A; B) must be reducible. Therefore, we assume that in  and
 together there are t distinct values present 1; 2; : : : ; t , ordered in such a way that
1¿2¿ · · ·¿t . This means that we can rearrange the vectors  and  into ˜ and ˜
such that
˜ =


11n1
21n2
...
t1nt

 ; ˜ =


11m1
21m2
...
t1mt

 (12)
with nl¿0; ml¿0; nl +ml¿0 for l=1; 2; : : : ; t, and n1 + n2 + · · ·+ nt = n and m1 +
m2 + : : :+ mt =m.
The above reordering of  and  implies the reordering and partitioning of A
and B into A˜ and B˜. The sets E and F change into E˜= {(i; j) | a˜ij is +nite} and
F˜ = {(j; i) | b˜ji is +nite}. Finally, Eqs. (11) become

˜i = max
(i;j)∈E˜
˜j ; i = 1; 2; : : : ; n;
˜j = min
(j;i)∈F˜
˜i ; j = 1; 2; : : : ; m:
(13)
We claim the following.
Claim 4. nl¿0 if and only if ml¿0 for any l=1; 2; : : : ; t.
Proof. From the equations in (13) it follows that if l is present in ˜ in the left-hand
side, then l must be also present in ˜ in the right-hand side, and similarly for the
other case. Hence, nl¿0 if and only if ml¿0.
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Now we partition
˜ =
(

ˆ
)
; ˜ =
(
 
 ˆ
)
with
 = 11n1 ; ˆ =


21n2
...
t1nt

 ;  = 11m1 ;  ˆ =


21m2
...
t1mt

 :
Because of Claim 4, we may assume that all nl and ml are positive, l=1; 2; : : : ; t, and
that the vectors ; ˆ;  and  ˆ all exist.
Given the above partitioning of ˜ and ˜, we partition A˜ and B˜ correspondingly into
A˜ =
(
A11 A12
A21 A22
)
; B˜ =
(
B11 B12
B21 B22
)
:
The submatrices A11 and B11 have dimensions n1×m1 and m1× n1, respectively, with
positive n1 and m1. The positive sizes of the other submatrices follow from the sizes
of ˜ and ˜. Clearly, Aij has the same dimensions as Bji . Furthermore, we have
Claim 5. (i) Each row of A11 has at least one 3nite entry, (ii) A21 =E.
Proof. (i) Using the de+nitions of E˜; F˜ ; ; ˆ;  and  ˆ , it follows that the +rst
equation in the +rst set of Eqs. (13) can hold and be equal to 1, only if there is at
least one entry in the +rst row of A11 that is +nite, and similarly for the other rows of
A11.
(ii) In the same spirit, it follows that the n1+1st equation in the +rst set of Eqs. (13)
can hold and be equal to 2, only if there are no +nite entries in the +rst row of A21,
and similarly for the other rows of A21.
This concludes the proof of Claim 5.
Similarly, it follows that
Claim 6. (i) Each row of B22 has at least one 3nite entry, (ii) B12 =T.
Combining the previous, we have that
A˜ =
(
A11 A12
E A22
)
; B˜ =
(
B11 T
B21 B22
)
with all submatrices having positive dimensions, and with A11 and B22 having rows
each containing at least one +nite entry. Hence, the pair (A˜; B˜) and also the original
pair (A; B) is reducible.
In summary, if the vectors  and  in the generalized eigenmode of system (1) do
contain two or more distinct values, then the pair (A; B) is reducible. Conversely, if
J. van der Woude, Subiono / Theoretical Computer Science 293 (2003) 13–24 23
the pair (A; B) is irreducible, then there exists a number ∈R such that the vectors 
and  satisfy = 1n and = 1m. From (9) it then follows by homogeneity that{
x + k1n = (A⊗ y) + (k − 1)1m;
y + k1m = (B⊗′ x) + (k − 1)1n or
{
x + 1n = A⊗ y;
y + 1m = B⊗′ x:
So, according to De+nition 1,  is the eigenvalue of system (1) and a corresponding
eigenvector is formed by the combination of the vectors x and y.
Hence, starting from a pair (A; B) that is irreducible, we have arrived at an eigenvec-
tor and a corresponding eigenvector. As irreducibility is structural, i.e. does not depend
on the values of the +nite entries in the matrices but on their locations within these
matrices, it follows that the existence of the eigenvalue is structural too.
6. Example
In this section we illustrate our main result by means of an example.
Example 1. Consider the matrices
A =

  1 −∞ −∞−∞  2 −∞
−∞ −∞  3

 ; B =

+∞ +∞ !3!1 +∞ +∞
+∞ !2 +∞

 :
Because both a21 and b12 are not +nite, the conditions in [9] state that a bipartite
(min;max;+)-system (1) with the above matrices can not structurally have an eigen-
value. However, this is not true. It is easy to see that with = 16( 1 +  2 +  3 + !1 +
!2 + !3) and
x =

  14− ( 3 + !2 + !3)
2− !3

 ; y =

 5− ( 2 +  3 + !2 + !3)
3− ( 3 + !3)


it follows that x+13 = (A⊗y) and y+13 = (B⊗′x). So, that a bipartite (min;max;+)-
system (1) with the above matrices structurally has an eigenvalue and a corresponding
eigenvector.
By straightforward inspection it can be veri+ed that the above pair of matrices (A; B)
is irreducible, as it should be according Theorem 2.
7. Conclusions
In this paper we have developed necessary and suAcient conditions for the structural
existence of an eigenvalue and a corresponding eigenvector of a bipartite (min;max;+)-
system. The conditions are stated in terms of the (ir)reducibility of the pair of system
matrices of a bipartite (min;max;+)-system. It can be easily shown (see [12]) that,
provided the matrix A is square and contains at least one +nite entry in each row, A is
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reducible in the (max;+)-sense (see [1]) if and only if the pair (A; Imin) is reducible in
the sense of De+nition 1. In the latter Imin denotes the identity matrix in the (min;+)-
sense, i.e. the diagonal entries of Imin are all zero, while the oP-diagonal entries of Imin
are all +∞.
At the moment veri+cation of the (ir)reducibility of (A; B) is done by methods that
are combinatorial in the size of A and B. The existence of more eAcient methods
is under current investigation. Also a topic of current research is the generalization
towards bipartite (min;max;+)-systems of the well-known graph theoretic condition
that a (max;+)-system is irreducible if and only if its underlying graph is strongly
connected.
Finally, in the proof of the conditions of this paper we have proved a number of
statements in the conjecture in [9] concerning the existence of the eigenvalue of a
reducible bipartite (min;max;+)-system. Clearly, from this paper it follows that the
existence of the eigenvalue for such systems cannot be structural, but will depend on
the numerical values of the +nite entries in the matrices describing the system. Some
of the remaining statements in the conjecture in [9] are studied in [11].
We would like to acknowledge the anonymous referees for their valuable suggestions
that helped us to improve the quality of our paper.
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