In this paper, we propose a novel reformulation of the Mixed Integer Programming (MIP) problem for solving the Cloud Radio Access Network (Cloud-RAN) power consumption minimization problem, and present an ℓ2-box technique to reformulate the MIP problem into an exact and continuous model for recasting the binary constraints into a box with an ℓ2 sphere constraint. A Majorization-Minimization (MM) dual ascent algorithm is proposed for solving the reformulated problem, which leads to solving a sequence of Difference of Convex (DC) subproblems handled by an inexact MM algorithm. After obtaining the final solution, we use it as the initial result of the bi-section Group Sparse Beamforming (GSBF) algorithm to promote the group-sparsity of beamformers, rather than using the weighted ℓ1/ℓ2-norm. Simulation results indicate that the new method outperforms the bi-section GSBF algorithm in achieving smaller network power consumption, especially in sparser cases, i.e., Cloud-RANs with a lot of Remote Radio Heads (RRHs) but fewer users.
I. INTRODUCTION
To meet the explosive growth of mobile data traffic, a network architecture named Cloud Radio Access Network (Cloud-RAN) is proposed. An important problem of Cloud-RAN is the energy efficiency consideration, due to the increasing power consumption of a large number of Remote Radio Heads (RRHs) as well as the fronthaul links. We focus on the power consumption problem of green Cloud-RAN by jointly involving the power consumption of the fronthaul and RRHs. Several methods have been proposed to solve the Cloud-RAN power minimization problem [1] .
The network power minimization problem can be formulated into a Mixed Integer Programming (MIP) problem, which is mainly solved by three strategies. First of all, a global optimal solution can achieve by the branch-and-bound method [2] , but it may suffer from an exponential worst-case complexity and work slowly in practice. In order to alleviate the computational burden, Yang et. al. [2] derives an approximation of the MIP problem by relaxing the binary constraint to a [0, 1] box constraint. The most related method is a three-stage approach named Group Sparse Beamforming (GSBF) algorithm [3] , [4] , which balances between the computational complexity and the accuracy of solution. This algorithm exploits the group sparsity structure of beamformers with the priori knowledge.
Specifically, in the first stage, it solves a convex weighted ℓ 1 /ℓ 2 norm relaxation of the MIP problem to induce the sparsity of the beamformers. The second stage generates an ordering rule to decide which RRH has a higher priority to be switched off. In the third stage, a selection procedure is performed to determine the best combination of the active and the sleep set of RRHs. However, the GSBF algorithm generally can not guarantee to provide a high accuracy solution.
In this paper, we formulate a novel equivalent model of the MIP problem for solving the Cloud-RAN power consumption problem. The major idea of this recast is the ℓ 2 -box technique, introduced recently in [5] as a continuous equivalent formulation of the binary constraints. By using this technique to replace the binary constraint with the intersection of a box and an ℓ 2 sphere, we obtain a continuous model of the Cloud-RAN power consumption problem. As a result, a local optimal solution can be quickly found by continuous algorithms, while for the original mixed-binary problem, excessive computational effort may be needed to find a global optimal solution. Therefore, we propose an inexact Majorization-Minimization (MM) dual ascent algorithm for economically obtaining the local optimal solution. This solution is then employed to initialize the bi-section GSBF algorithm, which can be a more powerful sparsity-promoting tool than the weighted ℓ 1 /ℓ 2 norm relaxation. It should be emphasized that our exact and continuous formulation of the network power consumption problem, in contrast to a relaxation model, can enable a better solution be reached. Numerical results manifest that our proposed model and its corresponding algorithmic framework obviously improves the network energy efficiency, especially in the case of more RRHs but fewer users.
II. PROBLEM DESCRIPTION

A. System model
We consider a Cloud-RAN with L RRHs and K singleantenna Mobile Users (MUs), where the l-th RRH is equipped with N l antennas. In this architecture, all the Baseband Units (BBU) are moved in to a single BBU pool, creating a set of shared processing resources, and enabling efficient interference management and mobility management. All the RRHs are connected to the BBU pool through fronthaul links. In a beamforming framework, let v lk ∈ C N l be the transmit beamforming vector from the l-th RRH to the k-th user, and s k 978-1-5386-6358-5/18/$31.00 ©2018 IEEE be the data symbol for user k with E[|s k | 2 ] = 1. The transmit signal at RRH l is given by
where L = {1, · · · , L}. The channel propagation between user k and RRH l is denoted as h lk ∈ C N l , and n k ∈ CN (0, σ 2 k ) is the additive Gaussian noise at user k. Therefore, the received signal at user k is then
We assume that all the users treat the interference as noise [6] . The corresponding signal-to-interference-plus-noise ratio (SINR) for user k is
Each RRH has its own transmit power constraint
where P l is the maximum transmit power of the l-th RRH.
B. Network power consumption minimization
Due to the high density of RRHs and their joint transmission, the energy used for signal transmission can be reduced significantly. However, the power consumption of the fronthaul becomes numerous and cannot be ignored. In order to reduce the network power consumption, it is essential to put some RRHs into sleep whenever possible. We introduce a binary vector z = (z 1 , ..., z L ) T to represent the active RRH, i.e., z l = 1 denotes the l-th RRH is active, and z l = 0 means the l-th RRH is sleeping. Denote the relative fronthaul link power consumption by P c l , and the inefficient of drain efficiency of the radio frequency power amplifier by η l . Then the network power consumption p(z, v) is the sum of total transmit power consumption and the total relative fronthaul links power consumption:
where, for convenience,
. With target SINRs γ = (γ 1 , ..., γ K ) T , the SINR constraint for user k as a second-order cone (SOC) constraint [7] must be satisfied. Therefore, the power minimization problem can be formulated as a MIP problem [8] min
where S = {1, · · · , K}, and ℜ(·) denotes the real part. 
III. ℓ 2 -BOX OPTIMIZATION REFORMULATION
In this section, we propose a new formulation for the Cloud-RAN power consumption problem by using an ℓ 2 -box technique. The ℓ 2 -box technique is proposed to replace the binary by the intersection between a box and an ℓ 2 sphere is described as follows
where 1 n is an n-dimension all-one vector. A geometric illustration of the ℓ 2 -box technique is depicted in Fig. 1 . Based on (2), the MIP problem (1) can be recast into
The main difficulty of this problem comes from the nonconvexity of the sphere constraint, and we are well aware that it may be effort-consuming to find the global optimal solution. However, rather than use the global nonlinear method to solve (3) until global optimal, we only use local nonlinear algorithm to address (3) and use the (local) solution as the initial point in the first stage of the bi-section GSBF algorithm, which can further induce the group sparsity of the beamformers.
IV. MM DUAL ASCENT ALGORITHM
A. Algorithm framework
In this section, we design a dual ascent algorithm [9] incorporated with an inexact MM algorithm to solve our proposed ℓ 2 -box Cloud-RAN power minimization problem. Note that, (3) is a convex problem except for the nonconvex ℓ 2 sphere constraint. Therefore, we focus on dealing with the sphere constraint to construct our algorithm. For simplicity, let
and
A natural way to solve such a problem is to dualize the sphere constraint. Letting λ be the multiplier associated with the sphere constraint, the Lagrangian of (4) can be defined as
An alternative option is to use the augmented Lagrangian, but we do not suggest such an approach since it will severely increase the nonlinearity of the resulted subproblems by introducing a fourth-order polynomial in the objective. The dual of objective is then given by
and we have the dual problem
Now we are ready to provide our dual ascent framework. The dual ascent method consists of two stages: the first stage is to update the primal variables by minimizing the Lagrangian for a fixed dual variable λ,
and then update the dual variable based on the constraint residual
where α t > 0 is the step size of the dual update.
Since z is restricted in Ω, it holds true that z t+1 ∈ [0, 1] L . It follows that ( L 4 − ∥z t+1 − 1 2 1 L ∥ 2 2 ) ≥ 0, where the equality holds true if and only if z ∈ {0, 1} L . As a result, the dual variable λ 0 should be initialized to be positive to penalize the violation of the sphere constraint. Since the step size α t > 0, λ is maintaining positive and increasing incrementally during the solution. Consequently, λ t ∥z − 1 2 1 L ∥ 2 2 is kept convex with respect to z. In other words, the subproblem (5) is a DC problem [10] , and thus can be solved by the MM algorithm [11] . More specifically, at the s-th iteration of MM algorithm, a convex surrogate objectiveL(z, v, λ t |z (s) ) is generated by linearizing the second convex function while keeping the first function unchanged
where (z, v) ∈ Ω and {(z (s) , v (s) )} represents a sequence of primal iterates for the subproblems. To obtain (z (s+1) , v (s+1) ) in each iteration of MM algorithm, we need to solve the approximation Lagrangian, removing the constant item for simplicity and denoting it asL(z, v, λ t |z (s) ), i.e.,
Since (6) is convex, it can be easily solved by the CVX solver [12] . It should be noticed that generally the subproblem does not need to be solved exactly if sufficient improvement on the primal variable can be achieved. Therefore, we solve (5) inexactly, meaning we only address a few subproblems (6) . This inexact strategy has been proven to be able to reduce the computational cost substantially The description of the entire MM dual ascent algorithm is stated in Algorithm 1.
Algorithm 1 MM dual ascent algorithm 1: Given the tolerances ϵ 1 > 0, ϵ 2 > 0 and ϵ 3 > 0. 2: Initialize z, v and λ > 0. 
10:
Update λ:
11:
Set t = t + 1 12: end while 13: returnṽ l , for l = 1, ..., L.
After obtaining the sparse beamformerṽ l , we employ the ordering criterion proposed in [7] to determine which RRHs should be switched off, i.e.,
where the RRH with smaller θ l will have a higher priority to be switched off. Based on this ordering criterion, we adopt a binary search procedure to obtain the final results.
B. Convergence analysis
We analyse the convergence result of our proposed MM dual ascent algorithm by individually considering the dual ascent algorithm and the MM algorithm respectively. The convergence analysis of dual ascent method is provided by [ since ϕ(z, v) and h(z) are continuous, set Ω is closed, set {z ∈ Ω|h(z) = 0} is not empty, and the generated sequence {λ t } is bounded, sequence {z t } and {λ t } are both convergent to stationary points with linear convergence rates.
On the other hand, MM algorithm [14] is proposed as a generalization of the EM algorithm, it inherits the convergence properties of the EM algorithm [15] . More specifically, function L(z, v, λ t ) and its surrogate functionL(z, v, λ t |z (s) ) satisfy the following conditions at the s-th iteration: 1) Both function L(z, v, λ t ) and its surrogate function L(z, v, λ t |z (s) ) are continuously differentiable with respect to (z, v);
The surrogate function satisfies the upperbound property thatL
Therefore, sequence {z (s) , v (s) } converge to a stationary point [11] .
V. SIMULATION RESULTS
In this section, we describe the experimental setting including the initial point and the algorithm parameters. In our experiment we check the convergence of the proposed method, and exhibits the effectiveness of our proposed method compared with contemporary methods.
In our experiment, we consider a network with L = 10, K = 6, 2-antenna RRHs and single-antenna MUs uniformly and independently distributed in the square region [−1000, 1000]×[−1000, 1000] meters. We set all the relative transport link power consumption to be P c l = 13W, l = 1, ..., L, and the inefficient of power amplifier [16] at each RRH is η l = 1 4 . The initial point plays a significantly important role while solving the nonconvex problems. Instead of randomly choosing initial point, we remove the sphere constraint and solve the approximation problem
to derive the initial point. This generally renders better estimate than random initial point of the solution. The DC subproblem is solved inexactly under the stopping criterion ∥z t+1 − z t ∥ 2 ≤ ϵ 1 with ϵ 1 = 10 −5 . The main algorithm is terminated whenever the primal iterates or the dual iterates converge, i.e., we use termination criterion
In our first experiment, we show the efficiency of Algorithm 1. The evolution of tol t 1 = log ∥z t+1 − z t ∥ 2 and tol t 2 = log ∥v t+1 − v t ∥ F , where ∥ · ∥ F is the Frobenius norm, is depicted in Fig. 2 (a) and (b) to represent the differences between the current and the previous iterates. As shown in Fig. 2 , both of the primal variables z and v are converging efficiency. In particular, tol 1 and tol 2 decrease dramatically about 10 −5 in the first five iterations. We also compare our proposed method with the existing methods including:RMIP which is the algorithm in [2] for solving the relaxed MIP problem, and GSBF which is the bisection GSBF algorithm [3] , [4] . The average network power consumption with different target SINR is shown in Fig. 3 . The simulation results indicate that the ℓ 2 -box algorithm outperforms the GSBF and RMIP algorithm for different target SINR in minimizing the network power consumption. This advantage becomes obvious in situations with smaller SINR.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a new formulation of the Cloud-RAN power consumption problem by using the ℓ 2 -box technique, which replaces the binary constraint to two continuous constraints: a box constraint and a sphere constraint. We design a dual ascent algorithm framework to solve the proposed ℓ 2 -box optimization problem leading a sequence of DC subproblems. The MM algorithm was applied to inexactly solve the subproblem. The effectiveness of our proposed reformulation and algorithm is demonstrated in numerical experiment. Simulation results exhibited that our proposed model along with the MM dual ascent algorithm outperforms the existing RMIP algorithm and GSBF algorithm in obtaining lower network consumptions of different target SINR.
Our investigation leads to a variety of open questions. The final solution found by a nonlinear solver is often sensitive to the initial point. Therefore, it would be useful to explore better estimate of the global optimal solution to initialize our algorithm. Furthermore, the binary constraint is also equivalent to the intersection of a box and an ℓ p sphere with p ∈ (0, +∞). It would be interesting to investigate the performance of other ℓ p -box techniques, e.g., ℓ 1 -box or ℓ 1 2 -box. Moreover, besides dual ascent method, there are many other options for solving the proposed nonlinear problem, we leave it a subject for future work to investigate the performance other existing nonlinear solvers for our proposed problem.
