Abstract: .4 new endpoint detection feature based on a discrete wavelet transformed speech signal is proposed. As a detection parameter, the sum of standard devia[ion of wavelet coefficients in the first detail and weighted third coarse scale are used. Experimental results demonstrate that the proposed method is superior to the conventional method in capturing word boundaries even in noisy environments.
A NOVEL ENDPOINT DETECTION FEATURE
The process of separating the speech segments of an utterance from the background noise is called endpoint detection, and it is very important in many areas of speech signal processing. Major cause of errors in isolated word automatic speech recognition systems is known to be the inaccurate detection of endpoint from the utterance [ 1, 2] . Therefore, it is particularly essential for the isolated word speech recognition systems, Most endpoint detection methods have been based on a combination of two features: zero crossing rate and energy measure of the speech signal. They work quite well in the high signal-to-noise ratio environment, but their performance becomes very poor in the adverse condition, i.e., low signal-to-noise ratio [3] . Therefore, a robust endpoint detection for noisy speech signal still remains a problem to be solved.
We investigate, in this paper, the wavelet transformed speech signal to extract a new and robust feature suitable for endpoint detection, It has been observed that the standard deviation of each scale in the wavelet domain could give a good indication to discriminate speech segments horn the background noise. Figure I shows the contour of standard deviation of wavelet transformed speech signal on a frame basis, i.e., frame-based standard deviation of wavelet coefficients in the first detail and third coarse scale for the utterance /siarf/. Itcan be seen that the third coarse scale represents the voiced sounds and the first detail scale indicates the existence of the fricative and plosive sounds very well. So we define a new feature parameter as the sum of standard deviation of the third coarse and weighted first detail scale m given in equation (I). Here a a and o dl represent the stmdmd deviation of the third coarse and first detail scale, respectively, and, J is a weighting factor to boost the high frequency band for better detection of unvoiced sounds. The database for experiment is composed of 40 isolated Korean words uttered in a laboratory environment by six male and four female speakers. Speech signals are sampled at 16 W with 16 bits resolution, and Daubechies 4 tap filter is used for wavelet analysis. Noisy speech signals are generated by adding noise components to the clean speech signal.~ree kinds of noise such as car noise, computer noise in the ofice and white Gaussian noise are used for experiment. A conventional endpoint detection method[ 1] using zero crossing rate and energy is also used for performance comparison with the proposed method. Thresholds in the conventional method are adjusted to get the best performance depending on the SNRS.
The detection accuracy test has been performed in the following way. The actual boundaries of speech segment, i.e., beginning and ending points of the given utterance are first obtained through visual inspections and iterative listening tests. They are then compared with the word boundaries obtained by the endpoint detection algorithms.
We investigate the utterances failed to detect the speech segment within the aIlowed time error range. The allowable error range is set from 25 ms to 75 ms with step size of 12.5 ms. Table I shows the experimental results for the conventional and proposed methods, respectively.
Generally, beginning boundary is detected more accurately than ending one for both methods. It is because utterances with tailing vowel show long period of time with small ampIitude that is apt to be buried in the background noise. The detection accuracy of both methods, as expected, falls off rapidly with decrease of SNR. However, it is shown that the proposed method outperforms the conventional one across all SNRS, especially at low SNR. In case of clean speech, the proposed method can achieve about 970/0 of beginning boundary detection and 94°/0 of ending boundary detection within the error range of 50 ms. But the corresponding accuracy of the conventional method is about 800/0 and 610/0, respectively. 
