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Product of truncated Hankel and truncated Toeplitz
operators
Cheng Chu
Abstract. A truncated Toeplitz operator is the compression of a classical
Toeplitz operator on the Hardy space to a model space. A truncated Hankel
operator is the compression of a Hankel operator on the Hardy space to the
orthogonal complement of a model space. We study the product of a truncated
Hankel operator and a truncated Toeplitz operator, and characterize when
such a product is zero or compact.
1. Introduction
Let D be the open unit disk in the complex plane. Let L2 denote the Lebesgue
space of square integrable functions on the unit circle ∂D. Let L∞ denote the space
of essentially bounded Lebesgue measurable functions on ∂D. The Hardy space H2
is the subspace of analytic functions on D whose Taylor coefficients are square
summable. Then it can also be identified with the subspace of L2 of functions
whose negative Fourier coefficients vanish. Let H∞ be the space of all bounded
analytic functions on D.
Let P be the orthogonal projections from L2 to H2. For f ∈ L2, the Toeplitz
operator Tf and Hankel operator Hf are defined by
Tfh = P (fh),
and
Hfh = (I − P )(fh)
on the dense subset H2 ∩ L∞ of H2. It is well-known that Tf is bounded if and
only if f ∈ L∞, and Hf is bounded if and only if (I −P )f is in the space BMO of
functions of bounded mean oscillation (see e.g. [20]).
In the past several years, there has been a vigorous development in the study
of truncated Toeplitz operators since Sarason’s seminal paper [16]. An analytic
function θ is called an inner function if |θ| = 1 a.e. on ∂D. For each non-constant
inner function θ, the so-called model space is
Kθ = H
2 ⊖ θH2.
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It is a reproducing kernel Hilbert space with reproducing kernels
kθw(z) =
1− θ(w)θ(z)
1− w¯z
.
Let Pθ denote the orthogonal projection from L
2 onto Kθ,
(1.1) Pθf = Pf − θP (θ¯f).
For ϕ ∈ L2, the truncated Toeplitz operator Aθϕ and the truncated Hankel operator
Hθϕ are defined by
Aθϕf = Pθ(ϕf)
and
Hθϕf = (I − Pθ)(ϕf),
on the dense subsetKθ∩H
∞ ofKθ. In particular,Kθ∩H
∞ contains all reproducing
kernels kθw. The symbol ϕ is never unique for A
θ
ϕ and it is proved in [16] that
Theorem 1.1. The operator Aθϕ = 0 if and only if
ϕ ∈ θH2 + θH2.
For truncated Hankel operators, we have [12]
Theorem 1.2. The operator Hθϕ = 0 if and only if ϕ is a constant.
The compactness of Toeplitz and Hankel operator are known. The only com-
pact Toeplitz operator is the zero operator (see e.g. [6], [19]). For Hankel operators,
Hartman’s Criterion (see e.g. [14], [19]) asserts that Hf is compact if and only if
f ∈ H∞+C, where C denotes the space of continuous functions on the unit circle.
The problem of characterizing the compactness for product (or sum of products) of
Hankel and Toeplitz operators turns out to be much more difficult. The abstract
theory of maximal ideal space plays an important role in those problems [1], [17],
[18], [9], [8], [10], [11], [5].
Assuming boundedness of the symbol, compact truncated Toeplitz operators
and truncated Hankel operators are characterized in [13], [12]. We will explain the
notations below in Section 2.
Theorem 1.3. [13, Theorem 1] Let f ∈ L∞. Then Aθf is compact if and only
if for every m ∈M(H∞ + C), either
θ|Sm is constant,
or
f |Sm ∈ θ|SmH
2(m) + θ¯|SmH
2(m).
Theorem 1.4. [12, Theorem 1.3] Let f ∈ L∞. Then Hθf is compact if and
only if for every m ∈M(H∞ + C), either θ|Sm or f |Sm is constant.
A natural question is to study the product of a truncated Hankel operator and
a truncated Toeplitz operator HθfA
θ
g on the model space. In this paper, we char-
acterize when HθfA
θ
g is zero (Theorem 3.1) and when H
θ
fA
θ
g is compact (Theorem
4.2).
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2. Preliminaries
For ϕ ∈ L2, let Sϕ : [H
2]⊥ → [H2]⊥ be the operator Sϕh = (I − P )(ϕh). We
will frequently use the following basic properties of Toeplitz and Hankel operators
on H2 (see e.g. [5]).
Proposition 2.1. Let f ∈ L∞, g ∈ L2.
(1) Tfg = TfTg +H
∗
f¯
Hg.
(2) Hfg = HfTg + SfHg.
(3) If g ∈ H2, then TfTg = Tfg and HfTg = Hfg.
(4) If f ∈ H2, then Hfg = SfHg.
Define an antiunitary operator V on L2 by:
(V f)(z) = z¯f(z).
It is easy to check that
(2.1) V −1HϕV = H
∗
ϕ.
Define a unitary operator U on L2 by:
(Uf)(z) = z¯f˜(z),
where f˜(z) = f(z¯). For each z ∈ D, let kz denote the normalized reproducing
kernel at z:
kz(w) =
√
1− |z|2
1− z¯w
,
and φz be the Mo¨bius transform:
φz(w) =
z − w
1− z¯w
.
Let X,Y be Hilbert spaces. Let x ∈ X, y ∈ Y . Define x⊗ y to be the following
rank one operator from Y to X :
(x⊗ y)(f) = 〈f, y〉Y x.
The operator TφzTφz is the orthogonal projection onto H
2 ⊖ {kz}, thus
I − TφzTφz
= kz ⊗ kz.
It is easy to check that
USfU = Tf˜ , S
∗
f = Sf¯ .
Therefore we have the following identity:
(2.2) S∗φzSφz = 1− (Ukz¯)⊗ (Ukz¯).
By Theorem 1.1, we may assume Aθg has a symbol in Kθ + Kθ. The follow-
ing lemma shows that a product of a truncated Hankel operator and a truncated
Toeplitz operator can be written as a sum of two operators whose ranges are or-
thogonal.
Lemma 2.1. Let f ∈ L∞ and g ∈ Kθ +Kθ.
HθfA
θ
gH
∗
θ¯
= (Hθ¯Tg¯H
∗
f −HθfH
∗
g¯ )− Tθ(Tθ¯fTgH
∗
θ¯
− TfH
∗
g¯ ).
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Proof. Let u ∈ Kθ. By (1.1), we have
Aθgu = P (gu)− θP (θ¯gu) = Tgu− TθTθ¯gu,
Hθfu = fu−A
θ
fu = fu− (Tfu− TθTθ¯fu) = Hfu− TθTθ¯fu.
Thus
HθfA
θ
gu =Hf (Tgu− TθTθ¯gu)− θTθ¯f (Tgu− TθTθ¯gu)
=HfTgu−HθfTθ¯gu− θ(Tθ¯fTgu− TfTθ¯gu).
Notice that H∗
θ¯
: [H2]⊥ → Kθ, thus
HθfA
θ
gH
∗
θ¯ =HfTgH
∗
θ¯ −HθfTθ¯gH
∗
θ¯ − Tθ(Tθ¯fTgH
∗
θ¯ − TfTθ¯gH
∗
θ¯ )
=(Hθ¯Tg¯H
∗
f −HθfH
∗
g¯ )− Tθ(Tθ¯fTgH
∗
θ¯
− TfH
∗
g¯ ).
The last equality follows from θ¯g ∈ H2 and Proposition 2.1. 
With respect to the decomposition [H2]⊥ = θ¯Kθ ⊕ θ¯[H
2]⊥, the operator H∗θ
maps θ¯Kθ onto Kθ, and is zero on θ¯[H
2]⊥. Therefore Lemma 2.1 implies that
HθfA
θ
g is zero or compact if and only if Hθ¯Tg¯H
∗
f − HθfH
∗
g¯ and Tθ¯fTgH
∗
θ¯
− TfH
∗
g¯
are zero or compact, respectively.
The next lemma suggests that we need to study the property of a sum of
operators of the forms H∗fHg and HfTg.
Lemma 2.2. Let f ∈ L∞, g = g1 + g¯2, where g1, g2 ∈ Kθ. Then
V −1(Hθ¯Tg¯H
∗
f −Hg¯H
∗
θf )V = H
∗
θ¯
Hfg1 +H
∗
θ¯g2
Hf −H
∗
g¯1
Hθf .
(Tθ¯fTgH
∗
θ¯
− TfH
∗
g¯ )
∗ = Hθ¯Tθfg1 +Hθ¯g2Tθf¯ −Hg¯1Tf¯ .
Proof. By Proposition 2.1, we have
Hθ¯Tg¯H
∗
f −Hg¯H
∗
θf =Hθ¯Tg¯1H
∗
f +Hθ¯Tg2H
∗
f −Hg¯1H
∗
θf
=Hθ¯H
∗
fg1
+Hθ¯g2H
∗
f −Hg¯1H
∗
θf .
Using (2.1), we have
V −1(Hθ¯Tg¯H
∗
f −Hg¯H
∗
θf )V
=V −1Hθ¯V V
−1H∗fg1V + V
−1Hθ¯g2V V
−1H∗fV − V
−1Hg¯1V V
−1H∗θfV
=H∗θ¯Hfg1 +H
∗
θ¯g2
Hf −H
∗
g¯1
Hθf .
And by Proposition 2.1,
Tθ¯fTgH
∗
θ¯
− TfH
∗
g¯ =Tθ¯fTg1H
∗
θ¯
+ Tθ¯fTg¯2H
∗
θ¯
− TfH
∗
g¯1
=Tθ¯fg1H
∗
θ¯ + Tθ¯fH
∗
θ¯g2
− TfH
∗
g¯1
.
Taking adjoint on both sides, we get the second equation. 
To state the results on compactness, we need some notations for the maximal
ideal space. For a uniform algebra B, let M(B) denote the maximal ideal space
of B, the space of nonzero multiplicative linear functionals of B. Given the weak-
star topology of B∗, which is called the Gelfand topology, M(B) is a compact
Hausdorff space. Identify every element in B with its Gelfand transform, we view
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B as a uniformly closed algebra of continuous functions on M(B). See [7, Chapter
V] for further discussions of uniform algebra.
For each ζ ∈ D, there exist mζ ∈ M(H
∞) such that mζ(z) = ζ, where z
denotes the coordinate function. It is well known that ζ → mζ is a homeomorphic
embedding from D into M(H∞), thus we identify D as a subset of M(H∞). By
Carleson’s Corona Theorem [4], D is dense in M(H∞). Moreover, M(H∞ + C) =
M(H∞)\D [15].
For any m in M(H∞), there exists a representing measure µm on M(L
∞) such
that m(f) =
∫
M(L∞) fdµm, for all f ∈ L
∞ (see e.g. [7, p. 193]). Let Sm be the
support of µm. For subspaceM of L
2,Mm denotesM|Sm . For a function ϕ ∈ L
∞,
let [ϕ]m denote the element in L
∞
m/H
∞
m which contains ϕ. We say
lim
z→m
ϕ(z) = 0,
if for every net {zα} ⊂ D converging to m,
lim
zα→m
ϕ(zα) = 0.
Theorem 2.1. [11] Let T be a finite sum of finite products of Toeplitz operators.
Then T is a compact perturbation of a Toeplitz operator if and only if
(2.3) lim
|z|→1−
||T − T ∗φzTTφz || = 0.
By the Corona Theorem, (2.3) can be restated as: for every m ∈M(H∞+C),
lim
z→m
||T − T ∗φzTTφz || = 0.
The symbol map σ that sends every Toepltiz operator Tφ to its symbol φ was
introduced in [6] and can be defined on the Toeplitz algebra, the closed algebra
generated by Toeplitz operators. Barr´ıa and Halmos in [3] showed that σ can be
extended to a ∗-homomorphism on the Hankel algebra, the closed algebra generated
by Toeplitz and Hankel operators. And they also showed that the symbols of
compact operators and Hankel operators are zero. Therefore we have the following
Corollary 2.1. Let T be a finite sum of finite products of Toeplitz operators
and σ(T ) = 0. Then T is a compact if and only if for every m ∈M(H∞ + C),
(2.4) lim
z→m
||T − T ∗φzTTφz || = 0.
We will use the following identities to verify (2.4).
Lemma 2.3. [18], [10] Let f, g ∈ L2.
H∗fHg − T
∗
φz
H∗fHgTφz = V [(Hfkz)⊗ (Hgkz)]V
∗.
SφzHfTgTφ¯z −HfTg = −(HfTgkz)⊗ kz + [(Hfkz)⊗ (H
∗
gUkz¯)]Tφ¯z .
Remark 2.1. In [18], [10], Hankel operators are defined in an alternative way
as an operator from H2 to H2 as:
Hfh = PU(fh).
It is easy to verify that Hf = UHf .
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The next results interpret the local condition on the support set in an elemen-
tary way.
Lemma 2.4. [8, Lemma 2.5, 2.6] Let f ∈ L∞, m ∈ M(H∞ + C). Then the
following are equivalent:
(1) f |Sm ∈ H
∞|Sm .
(2) lim
z→m
||Hfkz|| = 0.
(3) lim
z→m
||H∗fUkz¯|| = 0.
Lemma 2.5. [10, Lemma 17,18] Let f, g ∈ L∞, m ∈M(H∞ + C).
(1) If
lim
z→m
||Hfkz|| = 0,
then
lim
z→m
||HfTgkz || = 0.
(2) If
lim
z→m
||H∗fUkz¯|| = 0,
then
lim
z→m
||H∗fSgUkz¯ || = 0.
3. Zero product
In this section, we characterize zero product of a truncated Hankel operator
and a truncated Toeplitz operator.
Lemma 3.1. Let fi, gi ∈ L
2, i = 1, ..., n. Let π : L2 → L2/H2 be the quotient
map. If {π(fi)}
n
i=1 are linearly independent, and either
(3.1)
n∑
i=1
(Hfi1)⊗ (Hgi1) = 0,
or
(3.2)
n∑
i=1
(Hfi1)⊗ (H
∗
gi
z¯) = 0,
then gi ∈ H
2, for i = 1, ..., n.
Proof. First notice that for f ∈ L2
Hf1 = 0 ⇐⇒ H
∗
f z¯ = 0 ⇐⇒ f ∈ H
2.
Suppose (3.1) holds and the conclusion is not true. A similar argument can be
applied to (3.2). We may assume g1 /∈ H
2, then ||Hg11|| > 0. Apply the operator∑n
i=1(Hfi1)⊗ (Hgi1) to Hg11, we have
n∑
i=1
〈Hg11, Hgi1〉Hfi1 = 0.
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Then
H∑n
i=1 aifi
1 = 0,
where ai = 〈Hg11, Hgi1〉 and a1 6= 0. Therefore
∑n
i=1 aifi ∈ H
2, which is a
contradiction. 
Let Kθ + Cθ denote the set
Kθ + Cθ = {f = f1 + cθ|f1 ∈ Kθ, c ∈ C} = {f ∈ H
2|θf¯ ∈ H2}.
By Theorem 1.1, Aθg has a symbol in g1 + g¯2, where g1, g2 ∈ Kθ. Furthermore,
g1 and g2 are uniquely determined if we fix the value of one of them at the origin
[2]. Therefore we may assume g1(0) = 0 and we characterize the zero product of a
truncated Hankel operator and a truncated Toeplitz operator.
Theorem 3.1. Let f ∈ L2. Let g = g1 + g2, where g1, g2 ∈ Kθ and g1(0) = 0.
Then
HθfA
θ
g = 0
if and only if one of the following holds
(1) g = 0.
(2) f is a constant.
(3) f ∈ Kθ + Cθ, and g¯, fg ∈ H
2.
(4) there exist α, β ∈ C such that
(a) g = g1 + αθ¯g1 + β(1 − θ(0)θ¯).
(b) f(g1 + β), f(α− θ) ∈ Kθ + Cθ.
(c) β¯f¯ + α¯θg¯1 ∈ H
2.
Proof. By Lemma 2.1, Lemma 2.2, HθfA
θ
g = 0 if and only if
(3.3) H∗
θ¯
Hfg1 +H
∗
θ¯g2
Hf −H
∗
g¯1
Hθf = 0,
and
(3.4) Hθ¯Tθfg1 +Hθ¯g2Tθf¯ −Hg¯1Tf¯ = 0.
Necessity: Suppose HθfA
θ
g = 0. By Lemma 2.3 and let z = 0, we have
(3.5) Hθ¯1⊗Hfg11 +Hθ¯g21⊗Hf1 +Hg¯11⊗H−θf1 = 0,
and
(3.6) Hθ¯1⊗H
∗
θfg1
z¯ +Hθ¯g21⊗H
∗
θf¯ z¯ +Hg¯11⊗H
∗
−f¯ z¯ = 0.
If {π(θ¯), π(θ¯g2), π(g¯1)} are linearly independent, then by Lemma 3.1 we must have
f ∈ H2 and f¯ ∈ H2. Thus condition (2) holds. Now we assume there exist
t1, t2, t3 ∈ C, not all 0, such that
t1θ¯ + t2θ¯g2 + t3g¯1 ∈ H
2,
which means
(3.7) t¯1θ + t¯2θg¯2 + t¯3g1 = C ∈ C.
Since (θg¯2)(0) = g1(0) = 0, we see that
(3.8) t¯1θ(0) = C.
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On the other hand,
(3.9) Cθ(0) = 〈C, θ〉 = 〈t¯1θ + t¯2θg¯2 + t¯3g1, θ〉 = t¯1 + t¯2g2(0).
Combing (3.8) and (3.9), we have
t¯2g2(0) = t¯1(|θ(0)|
2 − 1).
We consider the following two case:
Case I: If t2 = 0, then t1 = C = 0, and thus g1 = 0. We have
H∗θ¯g2Hf = Hθ¯g2Tθf¯ = 0, Hθ¯g21⊗Hf1 = Hθ¯g21⊗H
∗
θf¯ z¯ = 0.
Assume g2 6= 0, then θ¯g2 /∈ H
2. Then by Lemma 3.1, f, θf¯ ∈ H2. Also Hθ¯g2Tθf¯ =
Hf¯g2 = 0 implies f¯ g2 = fg ∈ H
2. Therefore we get condition (3).
Case II: If t2 6= 0, we may assume t2 = 1, then
t1 =
g2(0)
|θ(0)|2 − 1
, C =
θ(0)g2(0)
|θ(0)|2 − 1
.
Denote β = −t1. We may restate (3.7) as: there exists α ∈ C such that
θg¯2 = βθ + αg1 − θ(0)β,
or
g¯2 = β(1 − θ(0)θ¯) + αθ¯g1,
which gives condition (4a). By (3.5), (3.6) we have
Hθ¯1⊗Hfg11 +Hθ¯g21⊗Hf1 +Hg¯11⊗H−θf1
=Hθ¯g2−β¯θ¯−α¯g¯11⊗Hf1 +Hθ¯1⊗Hfg1+βf1 +Hg¯11⊗H−θf+αf1
and
Hθ¯1⊗H
∗
θfg1
z¯ +Hθ¯g21⊗H
∗
θf¯ z¯ +Hg¯11⊗H
∗
−f¯ z¯
=Hθ¯g2−β¯θ¯−α¯g¯11⊗H
∗
θf¯
z¯ +Hθ¯1⊗H
∗
θfg1+β¯θf¯
z¯ +Hg¯11⊗H
∗
−f¯+α¯θf¯ z¯.
Notice that in this case, π(θ¯), π(g¯1) are linearly independent, and
(3.10) Hθ¯g2−β¯θ¯−α¯g¯1 = 0.
By Lemma 3.1, the functions
f(g1 + β), f(α− θ), θf¯(g¯1 + β¯), f¯(α¯θ − 1)
are all analytic, which imply condition (4b). Condition (4c) follows from the iden-
tity
0 =Hθ¯Tθfg1 +Hθ¯g2Tθf¯ −Hg¯1Tf¯(3.11)
=Hθ¯g2−β¯θ¯−α¯g¯1Tθf¯ +Hθ¯Tθfg1+β¯θf¯ +Hg¯1T−f¯+α¯θf¯
=Hfg1+β¯f¯ +H−fg1+α¯θfg1 = Hβ¯f¯+α¯θg¯1 .
Sufficiency: If condition (1) holds, it is obvious.
If condition (2) holds, it follows from Theorem 1.2.
If condition (3) holds, then Hfg1 = Hg¯1 = Hθf = 0 , which give (3.3). Also
Hθ¯g2Tθf¯ = Hf¯g2 = Hfg = 0,
PRODUCT OF TRUNCATED HANKEL AND TRUNCATED TOEPLITZ OPERATORS 9
and thus (3.4) holds.
If condition (4) holds, we have (3.10). Then (3.4) follows from (3.11), and we
can verify (3.3) as
H∗
θ¯
Hfg1 +H
∗
θ¯g2
Hf −H
∗
g¯1
Hθf
=H∗
θ¯g2−β¯θ¯−α¯g¯1
Hf +H
∗
θ¯
Hfg1+βf +H
∗
g¯1
H−θf+αf = 0.

Corollary 3.1. Let f ∈ L2. Let g = g1+ g2+ θg3+ θg4, where g1, g2 ∈ Kθ and
g3, g4 ∈ H
2. Then
HθfA
θ
g = 0
if and only if one of the following holds
(1) g ∈ θH2 + θH2.
(2) f is a constant.
(3) f ∈ Kθ + Cθ, g1 = 0 and f(g1 + g2) ∈ H
2.
(4) there exist α, β ∈ C such that
(a) g = g1 + αθ¯g1 + β(1 − θ(0)θ¯) + θg3 + θg4.
(b) f(g1 + β), f(α− θ) ∈ Kθ + Cθ.
(c) β¯f¯ + α¯θg¯1 ∈ H
2.
4. Compact product
In this section, we characterize compact product of truncated Hankel and
Toeplitz operators with bounded symbol.
Theorem 4.1. Let fi, gi ∈ L
∞, i = 1, ..., n. Let
K1 =
n∑
i=1
H∗fiHgi , K2 =
n∑
i=1
HfiTgi .
Then
(1) K1 is compact if and only if for every m ∈M(H
∞ + C),
lim
z→m
||
n∑
i=1
(Hfikz)⊗ (Hgikz)|| = 0.
(2) K2 is compact if and only if for every m ∈M(H
∞ + C),
lim
z→m
||
n∑
i=1
(Hfikz)⊗ (H
∗
gi
Ukz¯)|| = 0,
and
lim
z→m
||K∗2Ukz¯|| = 0.
Proof. (1) By Proposition 2.1, K1 is a finite sum of finite products of Toeplitz
operators with σ(K1) = 0, therefore the conclusion follows from Lemma 2.3 and
Corollary 2.1.
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(2) Suppose K2 is compact. Since kz → 0 weakly and Ukz¯ → 0 weakly, we
have
lim
z→m
||K2kz|| = ||K
∗
2Ukz¯|| = 0.
Using a similar argument as in [10, Lemma 9], we have
lim
z→m
||K2 − SφzK2Tφz || = 0.
It then follows directly from Lemma 2.3.
For the sufficiency part, notice that K∗2K2 is a finite sum of finite products of
Toeplitz operators with σ(K2) = 0. By Corollary 2.1, we only need to show that
for every m ∈M(H∞ + C),
(4.1) lim
z→m
||K∗2K2 − T
∗
φz
K∗2K2Tφz || = 0.
By [5, Lemma 5.2],
K2Tφz = SφzK2 −
n∑
i=1
(Hfikz)⊗ (H
∗
gi
Ukz¯).
Let
Fz =
n∑
i=1
(Hfikz)⊗ (H
∗
gi
Ukz¯).
Then
T ∗φzK
∗
2K2Tφz = (K2Tφz)
∗(K2Tφz) = (K
∗
2S
∗
φz
− F ∗z )(SφzK2 − Fz)
= K∗2S
∗
φz
SφzK2 −K
∗
2S
∗
φz
Fz − F
∗
z SφzK2 + F
∗
z Fz
= K∗2K2 + (K
∗
2Ukz¯)⊗ (K
∗
2Ukz¯)−K
∗
2S
∗
φz
Fz − F
∗
z SφzK2 + F
∗
z Fz .
The last equality follows from (2.2). Thus (4.1) holds. 
For convenience, we introduce the following notations. For functions fi, i =
1, ..., n. Let ~F = (f1, ..., fn)
T , [~F ]m = ([f1]m, ..., [fn]m)
T . Say ~F ∈ L∞ if each
fi ∈ L
∞, for all i. Say ~F |Sm ∈ H
∞|Sm if fi|Sm ∈ H
∞|Sm , for all i. For u ∈ H
2, let
H~Fu =
n∑
i=1
Hfiu, H
∗
~F
u =
n∑
i=1
H∗fiu, ||H~Fu|| =
n∑
i=1
||Hfiu||.
For ~G = (g1, ..., gn)
T ∈ L∞, v ∈ H2, let
H~Fu⊗H~Gv =
n∑
i=1
Hfiu⊗Hgiv.
The next lemma (part (1) appeared in [9]) is essential in the proof of the main
theorem.
Lemma 4.1. Let ~F = (f1, .., fn)
T , ~G = (g1, ..., gn)
T and ~F , ~G ∈ L∞. Let
m ∈ M(H∞ + C). Assume {[f1]m, ..., [fN ]m} forms a basis for {[f1]m, ..., [fn]m},
for some N 6 n. Then there exists a scalar matrix B such that
([f1]m, .., [fn]m)
T = B([f1]m, .., [fN ]m)
T .
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Let A = (B, 0)n×n.
(1) If
(4.2) lim
z→m
||H~F kz ⊗H~Gkz || = 0,
then (A∗ ~G)|Sm ∈ H
∞|Sm .
(2) If
(4.3) lim
z→m
||H~F kz ⊗H
∗
~G
Ukz¯|| = 0,
then (AT ~G)|Sm ∈ H
∞|Sm . Moreover, if in addition
n∑
i=1
HfiTgi
is compact, then (~GTA~F )|Sm ∈ H
∞|Sm .
Proof. (1) Suppose (4.2) holds and the conclusion is not true. It is easy to
see A ~[F ]m = ~[F ]m, then ((I −A)~F )|Sm ∈ H
∞|Sm . Thus by Theorem 2.4,
lim
z→m
||H(I−A)~Fkz || = 0.
On the other hand, we have
(4.4) H~F kz ⊗H~Gkz = H(I−A)~Fkz ⊗H~Gkz +H~Fkz ⊗HA∗ ~Gkz.
Thus
lim
z→m
||H~Fkz ⊗HA∗ ~Gkz|| = 0.
We need to show
lim
z→m
||H
A∗ ~G
kz || = 0.
Suppose it is not true. Let A∗ ~G = (g˜1, ..., g˜N , 0, ..., 0)
T , we may assume
lim
z→m
||Hg˜1kz || > 0.
Apply the operator H~Fkz ⊗HA∗ ~Gkz to Hg˜1kz , we have
lim
z→m
||
N∑
i=1
〈Hg˜1kz, Hg˜ikz〉Hfikz || = 0.
Since
〈Hg˜1kz,Hg˜ikz〉
||Hg˜1kz ||
2 is bounded, we may assume
lim
z→m
〈Hg˜1kz , Hg˜ikz〉
||Hg˜1kz||
2
= t(i)m .
Therefore
lim
z→m
||H∑N
i=1 t
(i)
m fi
kz|| = 0,
and then (
∑N
i=1 t
(i)
m fi)|Sm ∈ H
∞|Sm , which contradicts the fact that
{[f1]m, ..., [fN ]m}
is a basis.
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(2) Notice that
H~Fkz ⊗H
∗
~G
Ukz¯ = H(I−A)~Fkz ⊗H
∗
~G
Ukz¯ +H~F kz ⊗H
∗
AT ~G
Ukz¯.
Using a similar argument as above, we can get (AT ~G)|Sm ∈ H
∞|Sm from (4.3).
Assume
∑n
i=1HfiTgi is compact. Since kz → 0 weakly as |z| → 1
−, we have
lim
z→m
||
n∑
i=1
HfiTgikz|| = 0.
Let B = (bij). By Proposition 2.1, we have
n∑
i=1
HfiTgikz =
n∑
i=1
(Hfi−
∑
N
j=1 bijfj
Tgi +H∑N
j=1 bijfj
Tgi)kz
=
n∑
i=1
Hfi−
∑
N
j=1 bijfj
Tgikz +
N∑
i=1
HfiT
∑
n
j=1 bjigi
kz
=
n∑
i=1
Hfi−
∑
N
j=1 bijfj
Tgikz +
N∑
i=1
Hfi
∑
n
j=1 bjigi
kz −
N∑
i=1
SfiH
∑
n
j=1 bjigi
kz.
Notice that (fi −
∑N
j=1 bijfj)|Sm ∈ H
∞|Sm . By Lemma 2.5, we have
lim
z→m
||Hfi−
∑
N
j=1 bijfj
Tgikz || = 0.
Also (AT ~G)|Sm ∈ H
∞|Sm means that
lim
z→m
||H∑n
j=1 bjigi
kz || = 0.
Therefore, we have
0 = lim
z→m
||
N∑
i=1
Hfi
∑
n
j=1 bjigi
kz|| = lim
z→m
||H~GTA~Fkz||,
and the conclusion follows from Lemma 2.4. 
We also have a converse of Lemma 4.1.
Lemma 4.2. Let ~F = (f1, .., fn)
T , ~G = (g1, ..., gn)
T , ~H = (h1, ..., hn)
T and
~F , ~G, ~H ∈ L∞. Let m ∈M(H∞ + C).
(1) If there exists a scalar matrix An×n such that
(A~F − ~F )|Sm ∈ H
∞|Sm , (A
∗ ~G)|Sm ∈ H
∞|Sm .
Then (4.2) holds.
(2) If there exists a scalar matrix An×n such that
(A~F − ~F )|Sm ∈ H
∞|Sm , (A
T ~H)|Sm ∈ H
∞|Sm , ( ~H
TA~F )|Sm ∈ H
∞|Sm
Then (4.3) holds and
(4.5) lim
z→m
||
n∑
i=1
Th¯iH
∗
fi
Ukz¯|| = 0.
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Proof. (1) The conditions imply
lim
z→m
||H(I−A)~Fkz|| = limz→m
||H
A∗ ~G
kz|| = 0.
It then follows from (4.4).
(2) Use a similar argument we get (4.3). We can check (4.5) using the following
identity
n∑
i=1
Th¯iH
∗
fi
Ukz¯ =
n∑
i=1
(Th¯iH
∗
fi−
∑
n
j=1 aijfj
+ Th¯iH
∗∑
n
j=1 aijfj
)Ukz¯
=
n∑
i=1
Th¯iH
∗
fi−
∑
n
j=1 aijfj
Ukz¯ +
n∑
i=1
T∑n
j=1 a¯jih¯i
H∗fiUkz¯
=
n∑
i=1
Th¯iH
∗
fi−
∑
n
j=1 aijfj
Ukz¯ +
n∑
i=1
H∗fi
∑
n
j=1 ajihi
Ukz¯ −
n∑
i=1
H∗∑n
j=1 ajihi
Sf¯iUkz¯
=
n∑
i=1
Th¯iH
∗
fi−
∑
n
j=1 aijfj
Ukz¯ −
n∑
i=1
H∗∑n
j=1 ajihi
Sf¯iUkz¯ +H
∗
~HTA~F
Ukz¯.

The following lemma will be used several times later.
Lemma 4.3. Let f ∈ L∞, m ∈M(H∞ + C). Let θ be an inner function.
(1) If f |Sm , f¯ |Sm ∈ H
∞|Sm , then f |Sm is constant.
(2) If f |Sm , (θf¯)|Sm ∈ H
∞|Sm , then f |Sm ∈ (Kθ + Cθ)|Sm .
Proof. (1) Let g1, g2 ∈ H
∞ such that f = g1, f¯ = g2 on Sm. Since m is
multiplicative on H∞, we have∫
Sm
|f |2dµm =
∫
Sm
g1g2dµm = m(g1g2) = m(g1)m(g2)
=
∫
Sm
fdµm
∫
Sm
f¯dµm = |
∫
Sm
fdµm|
2.
Thus ∫
Sm
|f −
∫
Sm
fdµm|
2dµm = 0,
and then f is the constant
∫
Sm
fdµm on Sm.
(2) Let g ∈ H∞ such that f = g on Sm. We can write g = g1 + θg2, where
g1 ∈ Kθ, g2 ∈ H
∞. Then θf¯ = θg¯ = θg¯1+ g¯2 on Sm. Since θg¯1 ∈ H
∞, we
have g¯2|Sm ∈ H
∞|Sm . By part (1), g2|Sm is constant and g ∈ Kθ + Cθ.

Now we prove the main result in this section.
Theorem 4.2. Let f ∈ L∞. Let g = g1 + g2, where g1, g2 ∈ Kθ ∩ H
∞ .Then
HθfA
θ
g is compact if and only if for every m ∈ M(H
∞ + C), one of the following
holds
(1) θ|Sm is constant.
14 CHU
(2) f |Sm is constant.
(3) (a) g¯|Sm , (fg)|Sm ∈ H
∞|Sm .
(b) f |Sm ∈ (Kθ + Cθ)|Sm .
(4) there exist α, β ∈ C such that
(a) (θ¯g2 − αθ¯)|Sm is constant.
(b) (g¯1 − βθ¯)|Sm = −α.
(5) there exists α ∈ C such that
(a) (θ¯g2 − αg¯1)|Sm is constant.
(b) (fg1)|Sm , (α¯f − θf)|Sm ∈ (Kθ + Cθ)|Sm .
(6) there exist α, β, C ∈ C such that
(a) (θ¯ − αθ¯g2 − βg¯1)|Sm = C.
(b) (f + α¯fg1)|Sm , (β¯fg1 − θf)|Sm ∈ (Kθ + Cθ)|Sm .
(c) (f¯ g2 − Cθfg1)|Sm ∈ H
∞|Sm .
Proof. By Lemmas 2.1 and 2.2, HθfA
θ
g is compact if and only if
H∗
θ¯
Hfg1 +H
∗
θ¯g2
Hf +H
∗
g¯1
H−θf
and
Hθ¯Tθfg1 +Hθ¯g2Tθf¯ +Hg¯1T−f¯
are compact. By Theorem 4.1, the above conditions are equivalent to: for every
m ∈M(H∞ + C),
(4.6) lim
z→m
||Hθ¯kz ⊗Hfg1kz +Hθ¯g2kz ⊗Hfkz +Hg¯1kz ⊗H−θfkz || = 0,
(4.7) lim
z→m
||Hθ¯kz ⊗H
∗
θfg1
Ukz¯ +Hθ¯g2kz ⊗H
∗
θf¯Ukz¯ +Hg¯1kz ⊗H
∗
−f¯Ukz¯|| = 0,
and
(4.8) lim
z→m
||(Tθ¯fg1H
∗
θ¯ + Tθ¯fH
∗
θ¯g2
+ T−fH
∗
g¯1
)Ukz¯|| = 0.
Necessity: Suppose HθfA
θ
g is compact. We consider the rank of
{[θ¯]m, [θ¯g2]m, [g¯1]m}.
Case I:
rank{[θ¯]m, [θ¯g2]m, [g¯1]m} = 0.
In particular, [θ¯]m = 0. which means θ¯|Sm ∈ H
∞|Sm . By Lemma 4.3, condition (1)
holds.
Case II:
rank{[θ¯]m, [θ¯g2]m, [g¯1]m} = 3.
Then {[θ¯]m, [θ¯g2]m, [g¯1]m} are linearly independent. By Lemma 4.1, we have f |Sm ∈
H∞|Sm , f¯ |S, ∈ H
∞|Sm . Thus condition (2) holds.
Case III:
rank{[θ¯]m, [θ¯g2]m, [g¯1]m} = 1.
Notice that we only need to consider the case:
{[θ¯]m, [θ¯g2]m, [g¯1]m} = span{[θ¯]m},
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which means there exist α, β ∈ C such that (θ¯g2−αθ¯)|Sm , (g¯1−βθ¯)|Sm are constants.
In fact, if
{[θ¯]m, [θ¯g2]m, [g¯1]m} = span{[θ¯g2]m},
we have (θ¯ − α˜θ¯g2)|Sm , (g¯1 − β˜θ¯g2)|Sm are constants, for some α˜, β˜ ∈ C. If α˜ = 0,
then θ|Sm is a constant, which is Case I. If not, we have (θ¯g2−
1
α˜
θ¯)|Sm , (g¯1−
β˜
α˜
θ¯)|Sm
are constants.
Take
(4.9) ~F = (θ¯, θ¯g2, g¯1)
T , ~G = (fg1, f,−θf)
T , ~H = (θfg1, θf¯ ,−f¯)
T ,
and A =

1 0 0α 0 0
β 0 0

 in Lemma 4.1, and use
A∗ ~G = (fg1 + α¯f − β¯θf, 0, 0)
T , AT ~H = (θfg1 + αθf¯ − βf¯ , 0, 0)
T ,
we have u|Sm , (θu¯)|Sm ∈ H
∞|Sm , where
u = f(g1 + α¯− β¯θ).
In addition, ( ~HTA~F )|Sm = u¯|Sm ∈ H
∞|Sm , and thus u|Sm is constant. Let (g¯1 −
βθ¯)|Sm = C (C is a constant). Then
u|Sm = (f(C¯ + α¯))|Sm .
If C + α = 0, then we get condition (4). If C + α 6= 0, this means f |Sm ∈ H
∞|Sm ,
which gives condition (2).
Case IV:
rank{[θ¯]m, [θ¯g2]m, [g¯1]m} = 2.
Case IV(A): If
{[θ¯]m, [θ¯g2]m, [g¯1]m} = span{[θ¯g2]m, [g¯1]m},
then there exist α, β ∈ C such that (θ¯ − αθ¯g2 − βg¯1)|Sm = C, and
lim
z→m
||Hθ¯−αθ¯g2−βg¯1kz || = 0.
Take
(4.10) ~F = (θ¯g2, g¯1, θ¯)
T , ~G = (f,−θf, fg1)
T , ~H = (θf¯ ,−f¯ , θfg1)
T ,
and A =

1 0 00 1 0
α β 0

 in Lemma 4.1, we have
(A∗ ~G)|Sm = (f + α¯fg1,−θf + β¯fg1, 0)
T |Sm ∈ H
∞|Sm ,
and
(AT ~H)|Sm = (θf¯ + αθfg1,−f¯ + βθfg1, 0)
T |Sm ∈ H
∞|Sm .
Thus u|Sm , (θu¯)|Sm , v|Sm , (θv¯)|Sm ∈ H
∞|Sm , where
u = f + α¯fg1, v = fβ¯g1 − θf.
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On the other hand, Lemma 4.3 implies that u|Sm , v|Sm ∈ (Kθ + Cθ)|Sm . Using
Lemma 4.1 again, we have
( ~HTA~F )|Sm = (g2u¯+ θg¯1v¯)|Sm
=(f¯ g2(1 + αg¯1) + θfg1(βg¯1 − θ¯))|Sm
=(f¯ g2(1 + αg¯1)− θfg1(αθ¯g2 + C))|Sm
=(f¯(g2 − Cθg¯1))|Sm ∈ H
∞|Sm ,
which gives condition (6).
If
{[θ¯]m, [θ¯g2]m, [g¯1]m} = span{[θ¯]m, [θ¯g2]m},
or
{[θ¯]m, [θ¯g2]m, [g¯1]m} = span{[θ¯]m, [g¯1]m},
then there exist t1, t2, t3 ∈ C such that (t1θ¯ + t2θ¯g2 + t3g¯1)|Sm is constant, where
|t2|
2+ |t3|
2 6= 0. If t1 6= 0, then we have Case IV(A). If t1 = 0, we have the following
two cases: g1|Sm is constant, or (θ¯g2 − αg¯1)|Sm is constant for some α ∈ C.
Case IV(B): g1|Sm = C ∈ C. Then
lim
z→m
||Hg¯1kz || = 0.
Since we also assume [θ]m, [θ¯g2]m are linearly independent, by Lemma 4.1 and (4.6),
(4.7), we have (fg1)|Sm , f |Sm , (θfg1)|Sm , (θf¯)|Sm and
(θ¯ · θfg1 + θ¯g2 · θf¯)|Sm = (f¯(g¯1 + g2))|Sm
are in H∞|Sm . Thus f |Sm ∈ (Kθ+Cθ)|Sm and (f¯(C¯+g2))|Sm = (fg)|Sm ∈ H
∞|Sm ,
and condition (3) holds.
Case IV(C): (θ¯g2−αg¯1)|Sm is constant for some α ∈ C. We use Lemma 4.1 for
(4.11) ~F = (θ¯, g¯1, θ¯g2)
T , ~G = (fg1,−θf, f)
T , ~H = (θfg1,−f¯ , θf¯)
T ,
and A =

1 0 00 1 0
0 α 0

. Then
(A∗ ~G)|Sm = (fg1,−θf + α¯f, 0)
T |Sm ∈ H
∞|Sm ,
(AT ~H)|Sm = (θfg1,−f¯ + αθf¯ , 0)
T |Sm ∈ H
∞|Sm ,
and
( ~HTA~F )|Sm = α(θfg1)|Sm ∈ H
∞|Sm .
By Lemma 4.3, we have condition (5).
Sufficiency: For every m ∈M(H∞ + C), we need to check (4.6), (4.7), (4.8)
under each of the conditions (1)–(6).
If condition (1) holds, then
lim
z→m
||Hθ¯kz|| = 0.
By Lemma 2.5 we have
lim
z→m
||Hθ¯g2kz || = limz→m
||Hθ¯Tg2kz|| = 0,
PRODUCT OF TRUNCATED HANKEL AND TRUNCATED TOEPLITZ OPERATORS 17
lim
z→m
||Hg¯1kz|| = lim
z→m
||Hθ¯Tθg¯1kz|| = 0.
Thus (4.8) follows from Lemma 2.4.
If condition (2) holds, then
lim
z→m
||Hfkz|| = lim
z→m
||H∗−f¯Ukz¯ || = 0,
Notice that
Hfg1 = HfTg1 , H−θf = HfT−θ, H
∗
θfg1
= H∗
f¯
Sθg¯1 , H
∗
θf¯
= H∗
f¯
Sθ,
Lemma 2.5 implies
(4.12)
lim
z→m
||Hfg1kz || = lim
z→m
||H−θfkz || = lim
z→m
||H∗
θfg1
Ukz¯|| = lim
z→m
||H∗θf¯Ukz¯|| = 0.
Thus (4.6), (4.7) hold. To check (4.8), we use
Tθ¯fg1H
∗
θ¯ + Tθ¯fH
∗
θ¯g2
+ T−fH
∗
g¯1
=H∗
fg1
−H∗
θfg1
Sθ +H
∗
f¯g2
−H∗
θf¯
Sθg¯2 +H
∗
−fg1
−H∗−f¯Sg1
=H∗
f¯g2
−H∗
θfg1
Sθ¯ −H
∗
θf¯
Sθ¯g2 −H
∗
−f¯Sg¯1 .
Then (4.8) follows from (4.12) and Lemma 2.5.
If condition (3) holds, then
lim
z→m
||Hg1kz || = lim
z→m
||Hfg1kz|| = lim
z→m
||H∗θf¯Ukz¯ || = limz→m
||H∗
θfg1
Ukz¯|| = 0,
which implies (4.6), (4.7). On the other hand, by Lemma 2.5 and
Tθ¯fg1H
∗
θ¯ + Tθ¯fH
∗
θ¯g2
+ T−fH
∗
g¯1
= H∗
fg1
−H∗
θfg1
Sθ +H
∗
f¯g2
−H∗θf¯Sθg¯2 + T−fH
∗
g¯1
,
we get (4.8).
If condition (4) holds, we use (4.9) in Lemma 4.2.
If condition (5) holds, we use (4.11) in Lemma 4.2.
If condition (6) holds, we use (4.10) in Lemma 4.2. 
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