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Abstract
Sensor arrays are used in many applications where localization of sources is essen-
tial. For many applications, it is necessary to estimate the directions-of-arrival (DOAs).
Although there are many DOA estimation algorithms, most of them are not able to re-
solve correlated signals adequately. This thesis proposes a narrowband method – the
pilot-aided subarray (PAS) technique – which utilize a priori knowledge of the incident
signals to overcome problems associated with signal coherence. The PAS technique
performs close to the Cramer-Rao lower bound (CRLB) at low SNRs and for small ar-
ray size and data samples. It is extended to include an iterative procedure to resolve
correlated signals better. This technique, termed pilot-aided subarray iterative (PASI)
technique, requires only a small number of iterations for accurate DOA estimates. This
thesis also proposes a new coherent signal subspace method for wideband signals –
the combined frequency signal subspace method (CFSSM) – which does not require
the focusing stage and thus computational complexity is greatly reduced. The method
is extended to the case where a priori knowledge of the impinging signals is available
and is termed modified M-CFSSM (M-CFSSM). Its detection performance is robust at
low SNRs for both uncorrelated and correlated signals. Moreover the estimation per-
formance is close to the CRLB. The proposed narrowband and wideband techniques
are also modified for the case of time-varying channels. Their performances are more
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1.1 Objectives & Contributions
Array signal processing is a subset of signal processing which uses independent sensors
that are organized in patterns termed as arrays to detect signals from an environment of
interest, and extracts as much information as possible about the signals. The array of
sensors provides an interface between the environment in which it is embedded and the
signal processing part of the system (see Figure 1.1). These sensors can be antennas
used in radar, radio communications or radio astronomy, hydrophones used in sonar,
geophones used in seismology or ultrasonic probes and X-ray detection used in medi-
cal imaging [1]. The environment of interest can be air (e.g. wireless communications
applications), water (e.g. underwater sonar applications) or even solid ground (e.g. X-
ray imaging). The sensors are placed judiciously at different locations to capture the
signals. This is, in effect, a means of sampling the received signals in space. Array
signal processing can be classified into active and passive processing. In the former,
a transmitter is used to illuminate the environment and the array listens to the signals
scattered by the environment and/or the object of interest(s). In the latter, the array
merely listens to the environment. In either case, the objective of array signal process-
ing is to estimate from the measurements a set of constant parameters upon which the
received signals depend. This is achieved by fusing temporal and spatial information
and exploiting prior information such as array geometry and sensor characteristics. The
constant parameters to be estimated include:
1
• the number of incident sources,
• the direction(s)-of-arrival (DOAs) of incident sources,
• inter-sensor delays of incident signals impinging onto the array, and
• incident source waveforms.
The estimation of the number of incident sources is known as detection while the esti-














Figure 1.1: System model of array signal processing
Direction-of-arrival (DOA) is one of the most important signal parameters that
needs to be estimated in most applications, e.g., radar and wireless communications.
There are many existing narrowband algorithms for DOA estimation. Maximum like-
lihood (ML) and subspace-based methods are two of the most commonly used ap-
proaches. The former yields DOA estimates of sufficient accuracy [2]. However, ML
methods are computationally intensive as they often require multidimensional search
over the parameter space. The latter relies on the decomposition of the received data
into signal and noise subspaces [3–7]. The subspace-based methods can provide high-
resolution DOA estimates with good estimation accuracy. However, as these methods
typically involve eigendecomposition of the array covariance matrix, the computational
cost can be costly, especially for large arrays.
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In friendly communications e.g., wireless communications and general position-
ing systems, some a priori knowledge of the incident signals is available to the re-
ceiver [8, 9]. This a priori knowledge may or may not be explicit. In a packet radio or
mobile communications system, a known preamble may be added to the message for
training purposes. On the other hand, in a digital communications system, the modula-
tion format of the transmitted symbols is known to the receiver but the actual transmit-
ted symbols are unknown. By exploiting the a priori knowledge of the incident signals,
better DOA accuracy can be achieved. There are existing methods which utilize such
information [8–12]. In [11], the ML criterion is derived under the assumption that the
waveforms are known. Consequently iterative methods that use alternating maximiza-
tion (AM) and expectation maximization (EM) are developed to minimize this ML cri-
terion. In [9], a multistage Wiener filter (MSWF) uses reference signals to estimate the
signal and noise subspaces without eigendecomposition of the array covariance matrix.
In [8,10–12], it is assumed that the desired signal is uncorrelated with the interfering
signals. However, in practice, either partially or perfectly correlated interference may
be present, e.g., paths that are generated as a result of multipath propagation. In [9],
the MSWF-based algorithm is able to resolve correlated signals by making use of the
known waveforms.
In this thesis, we propose a narrowband method, termed pilot-aided subarray (PAS)
technique, which makes use of preambles available to the receiver. The received sig-
nal at the array is divided into subarray outputs and correlated with the preambles. A
structure similar to the conventional narrowband signal model is then obtained. A high-
resolution subspace-based method, MUSIC (MUltiple SIgnal Classification), is used
next to carry out the DOA estimation. The proposed PAS technique yields DOAs of
sufficient accuracy with few data samples and small array size. A similar algorithm has
been derived independently in [13]. An important differentiating factor from [13] is our
extension of the algorithm by adding an iterative procedure to improve the accuracy of
the DOAs of correlated signals. This extended algorithm is termed pilot-aided subarray
iterative (PASI) technique. The proposed PASI technique is able to handle correlated
3
signals and resolves them adequately at low SNRs and with few iterations. Moreover,
the maximum number of detectable DOAs using the proposed PAS and PASI tech-
niques is no longer bounded by the number of antennas in the array. In the case where
the channel is non-stationary, the proposed PAS and PASI techniques are modified and
their performances are studied.
Wideband signals have received more attention as they are replacing narrowband
signals in many applications, e.g., the ultra wideband (UWB) wireless communication
can reduce channel fading effects due to multipath propagation [14]. The above narrow-
band algorithms cannot be applied directly to wideband signals as they have bandwidth
much larger than that of narrowband signals. The narrowband algorithms can be ap-
plied to wideband signals if we first decompose the wideband signal into multiple nar-
rowband signals. There are two main approaches of applying narrowband algorithms to
the decomposed wideband signal – incoherent and coherent methods. In the former, the
narrowband algorithms are applied independently to the multiple narrowband signals,
e.g., the incoherent MUSIC (IMUSIC) [15]. In the latter, the multiple signals are com-
bined coherently before the narrowband algorithms are applied, e.g., the coherent signal
subspace method (CSSM) [16, 17]. Incoherent methods are computationally expensive
and require high signal-to-noise ratios (SNRs) to ensure the final combination is effec-
tive [17], leading to the development of CSSM. CSSM is one of the most well-known
coherent methods which carries out a pre-processing step called focusing. In this pre-
processing step, the focusing matrix is used to average the correlation matrices of all
frequency bins of the multiple decomposed signals. The focusing matrix requires initial
DOA estimates that are as close as possible to the true DOAs. If the initial DOA esti-
mates are too far from the true values, the estimation can be biased even if the number
of data samples becomes infinite [18].
In this thesis, we also propose a wideband method, termed combined frequency
signal subspace method (CFSSM), that does not require focusing matrices. The CFSSM
exploits the structure of the combined correlation matrices of all the frequency bins
which has a structure similar to the conventional narrowband signal model (it will be
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shown in later chapters). A high-resolution subspace-based method, MUSIC, is used
next to carry out the DOA estimation. The performance of CFSSM is comparable
to existing methods and is computationally less intensive than the existing methods.
CFSSM does not require any initial DOA estimates and can work as an initialization for
existing algorithms that use focusing matrices. CFSSM is modified in the case where
the preambles are known and is termed modified combined frequency signal subspace
method (M-CFSSM). The detection performance is robust at low SNRs and requires
only small number of data samples. The performance of M-CFSSM is also investigated
in the case of time-varying channels.
The proposed PAS and PASI techniques provide new approaches to solve signal co-
herence problems, and the proposed CFSSM and M-CFSSM provide solutions to han-
dle wideband signals without the use of focusing matrices which are computationally
costly.
1.2 Organization of the Thesis
The thesis is organized as follows. In Chapter 2, the basics of array signal processing
are introduced. The propagation model, wireless channels, antenna arrays are discussed
briefly before the development of signal models for both narrowband and wideband
signals.
In Chapter 3, we review some existing DOA algorithms for narrowband and wide-
band signals, highlighting their strengths and weaknesses. The narrowband estima-
tion algorithms are classified broadly into spectral-based and parametric approaches,
whereas the wideband estimation algorithms are categorized into incoherent and coher-
ent methods.
In Chapter 4, we propose two spectral-based methods, the PAS and PASI techniques,
which use pilot signals to estimate DOAs of both uncorrelated and correlated narrow-
band signals in time-invariant channels. The formulations of both techniques are first
presented, followed by the numerical simulation to analyze their performances.
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In Chapter 5, we present a coherent method, termed CFSSM, to estimate the DOAs
of both uncorrelated and correlated wideband signals in time-invariant channels. The
formulation is first presented and its applicability for both uncorrelated and correlated
signals is next demonstrated. Simulation results are provided to illustrate its detection
and estimation capabilities.
In Chapter 6, the proposed method in Chapter 5 is modified in the case where pilot
signals are available. This formulation of the method, termed M-CFSSM, is first de-
rived. Next its detection and estimation capabilities are illustrated by simulation results.
In Chapter 7, the proposed methods in Chapter 4 and 6 are extended to time-varying
channels. The effects of time-varying channels on the performances of the proposed
algorithms are investigated.





The basics of array signal processing are discussed in this chapter. First, the propagation
model is derived from first principles in physics. Next, signal distortions experienced
by signals in wireless channels are examined, followed by discussion on antenna arrays.
Finally, the signal models for both narrowband and wideband signals are developed.
2.1 Propagating Waves
Many physical phenomena are either a result of waves propagating through a medium
or exhibit a wave-like physical manifestation. A wave propagation, which may take
various forms (with variations depending on the phenomenon and on the medium, e.g.,
an electromagnetic wave in free space or an acoustic wave in a pipe), generally follows
from the homogeneous solution of the wave equation [2].
In a vacuum where there are no currents and charges, an electromagnetic wave
satisfies the following Maxwell’s equations [2, 19], :
∇ • E = 0 (2.1)
∇ •B = 0 (2.2)






where • and × denote divergence and curl respectively. ∇ is the derivative of multidi-
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mensional space. B is the magnetic field intensity and E is the electric field intensity,
whereas µ0 and ε0 are the magnetic and dielectric constants respectively. By invoking
(2.1), the following curl property results:
∇× (∇× E) = ∇ (∇ • E)−∇2E
= −∇2E (2.5)
whereas by using (2.3) and (2.4) lead to:













where the constant c is generally referred to as the speed of propagation, and it follows
from the above derivation c = 1/
√
ε0µ0 = 3× 108m/s. The homogeneous (no forcing
function) wave equation (2.7) constitutes the physical motivation for the development
of signal models.
Though (2.7) is a vector equation, we consider only its radial component E (r, t),
where r is the position vector of any point in space. Denoting the carrier frequency by
fc and a plane wave by x˜ (t) [2]:
E (r, t) = x˜
(
t− rTα) ej2pifc(t−rTα) (2.8)
satisfies the wave equation (2.7) provided |α| = 1/c, where (·)T represents the trans-
pose of a vector. Since the solution of the wave equation in (2.8) depends only on rTα,
it can be interpreted as a plane wave traveling in the direction α with the speed of prop-
agation 1/|α| = c. The vector α is sometimes referred to as the slowness vector. The
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solution, which carries both spatial and temporal information, is adequate for modeling
signals with distinct spatio-temporal parameters [2].
Assuming the measured sensor output is proportional to E (r, t), the received signal
at a sensor can be modeled as [2]:
y (t) = α (t) x˜
(
t− rTα) ej2pifc(t−rTα) (2.9)
where α (t) is the complex gain of the signal x˜ (t). This is the basis for the development
of both narrowband and wideband signal models in Section 2.4.
2.2 Wireless Channels
In wireless channels, an information-bearing signal not only travels in a direct (line-
of-sight (LOS)) path, but also via other non-LOS paths from the transmitter to the re-
ceiver [20–22]. The presence of reflecting objects and/or scatterers causes the signal to
propagate along more than one path between the transmitter and the receiver. This phe-
nomenon is known as multipath propagation [20–22]. The multipath waves experience
random attenuation, and they arrive at the receiver from different directions-of-arrival
(DOAs) at different times. These attenuated and time-delayed versions of the transmit-
ted signal combine vectorially (either constructively or destructively) at the receiver to
give a resultant signal which can vary widely in amplitude and phase [20–23]. These
fluctuations in the strength of the received signal result in signal distortion due to time
dispersion.
Moreover, the multipath structure of wireless channels is constantly changing with
time due to moving transmitters, receivers and/or scatterers. The relative motion be-
tween transmitters, receivers and/or reflectors causes a continuous change in the propa-
gation path lengths of each multipath and thus introduces relative phase shifts between
the multipaths. The rate of change of phase, due to motion, is apparent as a frequency
shift in each multipath. This results in spectral broadening in the frequency domain of
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the transmitted signal at the receiver. This phenomenon is known as the Doppler ef-
fect [20–22]. The received signal experiences an apparent change in frequency (known
as Doppler shift), resulting in signal distortion due to frequency dispersion.
The type of fading experienced by an information-bearing signal traveling through
a wireless channel depends on the nature of the transmitted signal with respect to the
characteristics of the channel. The effects of time dispersion and frequency dispersion,
which are independent of one another, lead to frequency selectivity and time selectivity
respectively [20–22].
2.2.1 Frequency Selectivity
The time dispersive nature of the channel can be characterized by delay spread στ or
coherence bandwidth Bc. The delay spread, which is the time difference between the
arrival times of the first and last multipaths, is a natural phenomenon caused by reflec-
tion and scattering propagation paths in the channel [20–22]. Coherence bandwidth is
the frequency domain dual of delay spread. It is a statistical measure of the range of
frequencies over which a channel passes all spectral components with approximately
equal gain and linear phase. In other words, coherence bandwidth is the range of fre-
quencies over which two frequency components have strong amplitude correlation. A
channel can thus be categorized into two types: flat fading and frequency selective fad-
ing [20–22].
A channel is considered flat fading if the channel has a constant gain and linear
phase response over a bandwidth which is greater than the bandwidth of the transmitted
signal, i.e., Bc >> B. Moreover, the delay spread of the channel is much smaller than
the symbol period of the transmitted signal, i.e., στ << T . Under such conditions, the
spectral characteristics of the transmitted signal are preserved at the receiver. However,
the strength of the received signal varies with time, due to fluctuations of the channel
gain in the multipaths. Flat fading channels are also known as amplitude-varying chan-
nels but are more commonly referred to as narrowband channels, since the bandwidth
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of the signal is much smaller than that of the channel.
A channel is said to be frequency selective fading if it has a constant gain and linear
phase response over a bandwidth which is smaller than the bandwidth of the transmitted
signal, i.e., Bc << B. In addition, the delay spread of the channel is much larger than
the symbol period of the transmitted signal, i.e., στ >> T . In such a channel, the
received signal has multiple time-delayed versions of the attenuated transmitted signal,
as multipath propagation increases the time required for the transmitted signal to reach
the receiver. As a result, signal smearing occurs due to intersymbol interference (ISI).
Correspondingly, the frequency components of the received signal experience different
gains. Frequency selective fading channels are known as wideband channels, since the
bandwidth of the signal is much larger than that of the channel.
2.2.2 Time Selectivity
The frequency dispersive nature of the channel can be characterized by Doppler spread
BD or coherence time Tc. The Doppler spread, which is a measure of spectral broaden-
ing, is caused either by the relative motion between the transmitter and the receiver, or
by the movement of objects in the channel [20–22]. Coherence time is the time domain
dual of the Doppler spread. It is a statistical measure of the time duration over which
a channel is deemed to be approximately invariant. In other words, coherence time is
the time duration over which two received signals have strong amplitude correlation. A
channel can thus be classified into two types: slow fading and fast fading [20–22].
A channel is slow fading if its characteristics is constant over one or several symbol
periods, i.e., Tc >> T . In other words, the channel variations are slower than the
baseband signal variations. Viewed in the frequency domain, the Doppler spread of the
channel is much smaller than the bandwidth of the baseband signal, i.e., BD << B.
A channel is fast fading if its characteristics changes rapidly within the symbol
period, i.e., Tc < T . In other words, the channel variations are faster than the baseband
signal variations. Correspondingly, the Doppler spread of the channel is larger than the
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bandwidth of the baseband signal, i.e., BD > B.
2.3 Antenna Arrays
An antenna is a device used for transmitting and/or receiving electromagnetic waves.
Each antenna exhibits a specific radiation pattern, which is a plot of power transmit-
ted from or received by the antenna per unit solid angle. A radiation pattern plot for
a generic directional antenna is shown in Figure 2.1, illustrating the main lobe, a back
lobe diametrically opposite the main lobe, and several side lobes separated by nulls
where no radiation occurs. The main lobe indicates the direction of maximum radia-
tion (sometimes called the boresight direction) [24–26]. The radiation patterns of such
single antennas are unable to meet the gain or radiation requirements in some applica-






Figure 2.1: Radiation pattern of a generic directional antenna
Antenna arrays consist of single antennas, called elements, which are arranged in
a specific geometry. Antenna arrays, besides providing a SNR gain proportional to the
number of elements, can also separate signals from different sources transmitting at
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the same frequency. Moreover, antenna arrays can combat multipath delay spread and
fading fluctuations, and improve signal quality [24–26]. By using appropriate ampli-
tude and phase weights, they are able to focus on the reception of one or more strong
signals with low relative delays while signals with large excess delays can be attenu-
ated [24–26]. The amplitude and phase weights can be controlled electronically (i.e.
no physical antenna motion required) without experiencing any time delay due to me-
chanical constraints. These characteristics of antenna arrays enhance the capacity of
wireless channels [27–29]
2.3.1 Array Geometries
Common array configurations include uniform linear arrays (ULAs) [3–5, 24–26, 30]
and uniform circular arrays (UCAs) [24–26, 31, 32]. Before examining the array ge-
ometries in greater detail, we first examine the Cartesian coordinate system used to
describe the spatial variations of electromagnetic waves.
O






Figure 2.2: Three-dimensional coordinate system
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Consider a three-dimensional coordinate system. A point P can be represented as
(x, y, z), and is illustrated in Figure 2.2. From Figure 2.2, φ is the angle measured
from the x-axis, and θ is the angle between the z-axis and the position vector of P .
φ and θ are also known as the azimuth and elevation angles respectively. Suppose the
reference antenna is at the origin, and another antenna is at point P with position vector
r = [x y z]T . The direction vector of a plane wave coming from direction (φ, θ) is





cosφ sin θ sinφ sin θ cos θ
]T
(2.10)






(x cosφ sin θ + y sinφ sin θ + z cos θ) (2.11)
2.3.1.1 Uniform Linear Arrays
The simplest array type is the ULA, which is a linear array with equal inter-element
spacing δ, as depicted in Figure 2.3. Suppose an ULA of M elements is placed along
the y-axis, i.e., x = z = 0. The position vector of the mth antenna is thus given by
r = [0 (m− 1) δ 0]T . It is further assumed that all impinging plane waves lie in the










and the time delay between the mth antenna and the reference antenna is given by:
κm =
(m− 1) δ sin θ
c
(2.13)
Note that the time delay between any two consecutive antennas is the same. In other













Figure 2.3: Uniform linear array geometry
Ambiguities in terms of the maximum peak in the radiation pattern are introduced
when there are additional lobes having similar transmitted/radiated power compared
to the main lobe. These are called the grating lobes. To avoid spatial aliasing, the
phase delay between any two consecutive antennas, 2pifcκ2, should be restricted to
±pi [24–26]:
∣∣∣∣2pifcδ sin θc
∣∣∣∣ ≤ pi∣∣∣∣2piδ sin θλc
∣∣∣∣ ≤ pi (2.14)
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where λc = c/fc is the wavelength of the carrier frequency. For −pi2 ≤ θ ≤ pi2 , the




If the range of θ is reduced, then it is possible to increase the inter-element spacing [24,
25].
2.3.1.2 Uniform Circular Arrays
Uniform circular arrays (UCAs) are used when a 360◦ field of view is required in the az-
imuthal plane. In applications such as surveillance and cellular communications, UCA
is the natural choice [33, 34]. The elements of a UCA lie uniformly on the circumfer-

















Figure 2.4: Uniform circular array geometry
Suppose we have a UCA of M elements in the yz plane, i.e., x = 0 and φ = pi/2. The
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position vector of the mth antenna is given by r = [0 r cos ξm r sin ξm]
T where ξm =






0 sin θ cos θ
]T
(2.16)
and the time delay between the mth antenna and the reference antenna is:
κm =




The point source signal model is used to model the signals of interest. This model, in-
voking reasonable assumptions, makes the DOA estimation problem analytically trac-
table [6, 7]. For simplicity, we consider the signal model in a two-dimensional plane.
The assumptions made in this section will apply throughout the thesis.
The point sources are assumed to be isotropic. Hence the signals propagate uni-
formly in all directions. These isotropic sources give rise to spherical traveling waves
whose amplitudes are inversely proportional to the distance traveled [30]. All the points
lying on the surface of a sphere of a certain radius share a common phase, and is re-
ferred to as a wavefront [2,24]. The distance between the sources and the antenna array
will determine whether the sphericity of the waves should be taken into account [2].
In this thesis, we assume the sources to be far-field, i.e., they lie in the Fraunhofer





whereR is the radius of propagation, and D is the diameter of the smallest sphere which
completely encloses the array. Hence, signals arriving at the array have constant phase,
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resulting in plane waves. Consequently, signals from each source have the same DOA
at the array. Here, the DOA is defined with respect to the broadside (i.e. normal) of the
array.
The signal sources are assumed to have the same bandwidth, which is common
in wireless communications [22]. Note that the bandwidth and the symbol period are
related by the relation: B = 1/T . The receiver is assumed to be equipped with an
antenna array of M elements in a known arbitrary geometry whereby each element is
omni-directional with unity gain. The transmitters and the receiver are assumed to be
perfectly synchronized. The wireless channel is assumed to be a linear medium which
implies the validity of the superposition principle. It is further assumed that the wireless
environment is slow-varying or stationary during the period of observation.
2.4.1 Narrowband Signals
We consider the general case of a wireless communication system consisting of K in-
dependent narrowband sources. The fractional bandwidth, Bf , of these narrowband







where fc is the carrier frequency. The complex representation of the modulated signal




g (t− (i− 1)T ) s(k) (i) ej2pifct (2.20)
where Ns is the number of symbols, s(k) (i) is the ith symbol of the kth source, and g (t)
is the pulse-shaping waveform with finite support of length LgT .
The scatterers in the vicinity of the kth source disperse the energy of the trans-


















Figure 2.5: Propagation geometry for the multipath channel model
phase [23]. Each of these transmitted electromagnetic waves may encounter dominant
reflectors in the far-field region of the receiver, thereby re-radiating the energy that ar-
rives from the local scattering to the receiver [23]. Hence, each propagation path is
characterized by a DOA θ(k)p , an interpath delay τ
(k)
p (defined as the arrival time of the
pth multipath from the kth source at the reference antenna relative to that of the first mul-
tipath from the same source at the same antenna), and a complex gain α(k)p . The propa-
gation geometry of the multipath channel model is depicted in Figure 2.5. The electro-
magnetic waves from each source arrive at the receiver as Pk (Pk ≥ 1, k = 1, 2, . . . , K)
plane waves. Consequently, the total number of impinging plane waves at the receiver
is given by
∑K
k=1 Pk = P , where P ≥ K. The received signal at the mth antenna can






























+ wm (t) (2.21)
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where κ(k)p,m is the antenna delay of the pth multipath from the kth source at mth antenna








where d(k)p,m is defined as the distance between the mth antenna and the reference antenna
of the pth multipath from the kth source, and c is the speed of propagation. wm (t) is
the additive noise at the mth antenna. It is assumed to be uncorrelated with any of the
impinging plane waves, and is temporally and spatially white.
Since the bandwidth of the narrowband sources is much smaller than the carrier
frequency, the sources can be approximated as single-frequency sources of carrier fre-
quency fc [30]. The wavelength of the sources is thus approximately equal to the wave-
length of the carrier frequency, λc = c/fc. Now it can be shown that κ
(k)
p,m is much























since Bf is much smaller than 1 (see (2.19)). Hence, the effect of κ
(k)
p,m is negligible on




≈ g (t). However, the presence of κ(k)p,m

























t− (i− 1)T − τ (k)p
)
s(k) (i)
× ej2pifcte−j2pifcτ (k)p e−j2pifcκ(k)p,m + wm (t) (2.25)
The received signal is next down-converted to baseband and sampled at the Nyquist
rate, i.e., at multiples of T (t = bT ):

















+ wm (bT ) (2.26)
where b is a scalar.
2.4.1.1 Flat Fading Channels
Consider the case when the channel is flat fading, i.e., τ (k)p << T . The baseband
received signal at the mth antenna can be further reduced to:








g (bT − (i− 1)T ) s(k) (i) e−j2pifcκ(k)p,m + wm (bT )
(2.27)
Thus the effect of an antenna delay κ(k)p,m on the narrowband signals is simply a phase
shift.
To avoid ISI, an appropriate pulse-shaping waveform such as the raised cosine


















where it exhibits the following property:
g (bT − (i− 1)T ) =
 1, b− i+ 1 = Lg/20, otherwise (2.29)









Figure 2.6: Raised cosine waveform of length 4T with roll-off factor β = 0.5
Considering only non-zero antenna outputs, the nth sample of the baseband received









p,m + wm (n) (2.30)
for n = 1, 2, . . . , N . Note that the number of snapshots is equal to the number of
transmitted symbols, i.e., N = Ns.
For each snapshot, the noisy signals received by the array can be cast into a vector
form [3–7, 26]:






















1 , · · · α(1)P1 , · · · α
(k)







1 · · · θ(1)P1 · · · θ
(k)
p · · · θ(K)1 · · · θ(K)PK
]T
(2.36)
y (n) is the M×1 noisy received signal at the array whereasw (n) is the M×1 additive
white noise at the array. s (n) is the P × 1 vector comprising of the repetitions of the K
signal sources according to the number of impinging plane waves for each source (i.e.
Pk repetitions for the kth source). Λ is the P ×P diagonal matrix of the complex gains
with entries equal to α(k)p . θ is the P × 1 vector containing the DOAs of all impinging













































p,2 · · · e−j2pifcκ(k)p,M
]T
(2.38)
By concatenating the array outputs at different snapshots, the received signals can
be written compactly in the following matrix structure [3–5]:















w (1) w (2) · · · w (N)
]
(2.42)




1 · · · θ(1)P1 · · · θ
(k)
p · · · θ(K)1 · · · θ(K)PK
]T
from the N snapshots.
2.4.1.2 Frequency Selective Channels
Consider the case of a frequency selective channel, i.e., τ (k)p >> T . In this case, the
effect of interpath delay τ (k)p cannot be disregarded on the pulse-shaping waveform
g (t) [37]. Thus the baseband received signal at the mth antenna from (2.25) is given
by:

















+ wm (bT ) (2.43)
The presence of the interpath delay τ (k)p causes manifestation of the ith symbol from
the kth source for a duration as long as LcT seconds, where LcT = LgT + d∆τe is the
length of the channel, and the temporal spread ∆τ is the time difference of the arrival
times between the first and the last multipaths. The exponential term containing the
interpath delay τ (k)p can be absorbed into the complex gain α
(k)
p . Hence, the nth sample











(l − 1)T − τ (k)p
)
s(k) (n+ Lc − l)
e−j2pifcκ
(k)
p,m + wm (n) (2.44)
24
where n = 1, 2, . . . , N . Note that the number of snapshots N is equal to Ns + Lc − 1.
For each sample, the received signal at the array can be cast into the following form:
















1 , · · · α(1)P1 , · · · α
(k)







1 · · · θ(1)P1 · · · θ
(k)







1 · · · τ (1)P1 · · · τ
(k)
p · · · τ (K)1 · · · τ (K)PK
]T
(2.50)
y (n) is the M × 1 noisy received signal at the array, whereas w (n) is the M × 1
additive white noise at the array. Λ is the P × P diagonal matrix of the complex gains
with entries equal to α˜(k)p . θ and τ are the P × 1 vectors containing the DOAs and
interpath delays of all impinging plane waves respectively. S (n) is the KLc × 1 vector
containing the transmitted symbols from all sources, which is defined as follows:
S (n) =
[










The G (τ ) is the KLc × P diagonal block matrix with the following structure:










) · · · 0
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· · · g
(
(Lc − 1)T − τ (k)p
) ]T
(2.56)













































p,2 · · · e−j2pifcκ(k)p,M
]T
(2.58)
By concatenating the array outputs at different snapshots, the received signals can
be written compactly in the following matrix structure:















w (1) w (2) · · · w (N)
]
(2.62)




1 · · · θ(1)P1 · · · θ
(k)
p · · · θ(K)1 · · · θ(K)PK
]T
from the N snapshots.
2.4.2 Wideband Signals
We consider the general case of a system consisting ofK independent wideband sources.








where fc is the carrier frequency.
Keeping to the same notations in Section 2.4.1, the received wideband signal at the









t− τ (k)p − κ(k)p,m
)
+ wm (t) (2.64)
Unlike the case for narrowband signals, where the bandwidth is small relative to the
carrier frequency, the time delay cannot be modeled as a simple phase shift [35]. The
most common approach to wideband signal formulation, which is used in this thesis,
is to decompose the wide frequency band into non-overlapping narrow bands through
a bank of bandpass filters [17, 18, 38, 39]. An alternative approach is to make use of
interpolating sequence in the time domain to model the wideband sources [40, 41].
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In this thesis, we consider Discrete Fourier Transform (DFT) bandpass filters which
can be efficiently implemented by Fast Fourier Transform (FFT). However, the reso-
lution of the filter bank (i.e. the bandwidth of each frequency bin) is dependent on the
length of the kernel. The higher the resolution, and hence more accurate representa-
tion of the frequency spectrum can only be obtained by using long kernels. Moreover,
there is no flexibility given in shaping the transfer function of the filter bank. Despite
these limitations, DFT bandpass filters are adopted due to its design simplicity and its
high-speed implementation.
We assume that the observation time is much larger than the correlation time of
sources so that the Fourier Transform of the antenna outputs have good resolution,
and the sub-bands are independent of one another with respect to both time and fre-
quency [18, 38, 39]. The Fourier Transform of the received signal at the mth antenna
































p,m +Wm (fq) (2.65)
The antenna array output is observed over a total duration of T0 seconds. The ob-
servation window is divided into N intervals each with duration ∆T = T0/N seconds.
The received signal is sampled at the Nyquist rate, and a Q-point DFT is applied to the
samples to obtain the Q frequencies output for each interval. In other words, we have
N snapshots of the Q frequency bins. The aim is to estimate all the P DOAs θ(k)p from
these data.
For each decomposed narrowband frequency fq, the signals at the array can be writ-
ten in the conventional narrowband structure [26]:















X(1) (fq) · · · X(1) (fq) · · · X(k) (fq) · · ·







1 , · · · α(1)P1 , · · · α
(k)







1 · · · θ(1)P1 · · · θ
(k)
p · · · θ(K)1 · · · θ(K)PK
]T
(2.71)
Y (fq) is the M×1 noisy received signal at the array whereas W (fq) is M×1 frequency
domain additive white noise at the array. X (fq) is the P × 1 vector comprising of the
repetitions of the K signal sources according to the number of arrival paths for each
source (i.e. Pk repetitions for the kth source). Λ is the P × P diagonal matrix of the
complex gains with entries equal to α(k)p . θ is the P × 1 vector containing the DOAs of
all impinging plane waves and the M × P frequency-dependent array response matrix









































































DOA Estimation – Existing Techniques
In this chapter, we review the existing DOA algorithms for both narrowband and wide-
band signals. We discuss each algorithm briefly and identify their strengths and weak-
nesses.
3.1 Narrowband Algorithms
Narrowband DOA estimation methods can be broadly categorized into two types, namely
spectral-based and parametric methods. In the former, a spectrum-like function of the
DOAs is formed and the estimates are given by the locations of the highest (resolvable)
peaks of the function. The latter often requires a simultaneous search for all parameters
of interest, e.g., the DOAs and the complex gains.
3.1.1 Spectral-Based Methods
Spectral-based methods can be further classified into two groups – beamforming and
subspace-based techniques. In beamforming, the array is steered (either manually or
electronically) in one direction at a time and the output power is measured. The maxi-
mum output power yields the directions of the signals. For subspace-based techniques,
a well-known method is the MUSIC algorithm [3–5]. It is a superresolution algorithm
as it has the ability to resolve sources separated by 0.1 beamwidth [42]. With its high
resolution detection capability, we utilize the MUSIC algorithm together with our pro-
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posed techniques in later chapters. Hence the MUSIC algorithm is examined in details
in the following section. However, the DOAs estimated from the MUSIC algorithm
are not associated with the sources, making their localization impossible. To over-
come this and to improve the accuracy of DOA estimation, reference signals (either
pilot signals or decision-directed signals) are used in the development of some algo-
rithms. Two relatively new techniques – subarray beamforming-based DOA (SBDOA)
and MSWF-based – assume some a priori knowledge about the sources were proposed
in [43] and [9] respectively.
3.1.1.1 MUSIC
A significant breakthrough in spectral-based methods came when Schmidt developed
the MUSIC algorithm [3–5]. Similar approaches have also been reported in [44–48].
Unlike previous works which were mostly derived in the context of time series analysis
and later applied to sensor array problems, Schmidt developed MUSIC in the context
of array signal processing. Till mid-1970s, direction finding techniques required the
knowledge of the array directional sensitivity pattern in analytical form. With the in-
troduction of MUSIC, it relieved the designers from designing an array of elements
with a pre-specified sensitivity pattern [45, 49]. The reduction in analytical complexity
was achieved by calibrating the array. In other words, the highly non-linear problem
of calculating the array response to a signal from a given direction was reduced to that
of measuring and storing the array response [3–5]. Moreover, the MUSIC algorithm is
applicable to any configuration of the array. In addition, the MUSIC algorithm asymp-
totically yields unbiased parameter estimates [7]. As the number of available samples
tends to infinity, the estimated signal and noise subspaces converge to the true signal
and noise subspaces, and the parameter estimates converge to the true values as well [7].
The Geometric Approach
Schmidt developed the MUSIC algorithm by taking a geometric view of the signal
parameter estimation problem [3–5]. Consider a noiseless environment and that there
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is an array of M elements. Thus the complex signal at the array can be visualized and
characterized by a vector in CM . In the case of one impinging plane wave, the received
signal vector:
y (n) = αa (θ) s (n) (3.1)
is confined to a 1-dimensional subspace ofCM characterized by a (θ). Generalizing this
key observation to the case of P (P ≤M) impinging wavefronts, the received signal
vector:
y (n) = A (θ)Λs (n) (3.2)
is confined to a P -dimensional subspace of CM , termed the signal subspace SY . It
is spanned by the P steering vectors a (θ), the column vectors of A (θ), i.e., SY =
R (A (θ)). These steering vectors are elements of a set, termed array manifold A,
consisting of all the possible steering vectors in the M -dimensional space. The array
manifold A is completely determined by the array directional sensitivity patterns and
the array geometry. It can be computed analytically for simple arrays, but it is generally
obtained by calibration of the array [3–7]. Hence the estimates of signal parameters
can be obtained by finding the intersections of the array manifold A with the signal
subspace SY .
Estimation of the Signal Subspace
In order to locate the intersections between the array manifoldA and the signal subspace
SY , the latter has to be estimated from the noisy measurements y (n):
y (n) = A (θ)Λs (n) + n (n) (3.3)
In other words, it is to estimate the set of vectors that spans the signal subspace [49].
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For spatially and temporally white noise, the noise covariance matrix is diagonal, i.e.,
Rw = σ
2I. Next, consider the eigendecomposition of Ry [50, 51]:
RyE = EΦ
A (θ)RxA











λ1 0 · · · 0
0 λ2 · · · 0
...
... . . .
...
0 0 · · · λM

(3.9)
The columns ofE are eigenvectors ofRy andΦ contains the corresponding eigenvalues.
Note that E is a unitary matrix, i.e., EEH = EHE = I.
Since A (θ) is a full column rank matrix and Rx is positive definite, the matrix
A (θ)RxA
H (θ) has a rank of P and is non-negative definite. Therefore the eigenvec-
tors {ei, i = 1, 2, . . . , P} corresponding to the P largest eigenvalues span the signal
subspace, and the remaining eigenvectors {ei, i = P + 1, P + 2, . . . ,M} correspond-
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ing to the (M − P ) remaining eigenvalues span the noise subspace. As the measure-
ments are noisy, the estimated signal and noise subspaces are given by:
SˆY = R (ES) where ES =
[
e1 e2 · · · eP
]
(3.10)
Sˆ⊥Y = R (EW ) where EW =
[
eP+1 eP+2 · · · eM
]
(3.11)
where R (·) denotes the range/column space.
In practical situations, the covariance matrices are usually unknown. Thus the co-
variance matrix Ry has to be estimated from the finite samples of the received signals.






y (n)yH (n) (3.12)
The noise covariance matrixRw can be estimated from measurements without the pres-
ence of desired signals.
Estimation of the Signal Parameters
The DOA estimates can be obtained by the intersections of the array manifold A and
the signal subspace SY , or equivalently, finding vectors from the array manifold A that
are orthogonal to the noise subspace S⊥Y . However, the computational effort in locating
the intersections is costly, especially for multidimensional parameters (e.g. elevation,
azimuth and range). The problem is further complicated by noise. In the presence of
noise, with probability one, the array manifoldA does not intersect with the signal sub-
space SY . Consequently there are no vectors that are orthogonal to the noise subspace
S⊥Y . Clearly, vectors from the array manifold A that are closest to the signal subspace
SY should be potential solutions. Schmidt proposed the following cost function as a
measure of closeness [3–5]:
P (θ) =




The measure is termed the MUSIC spectrum. In the absence of noise, the MUSIC
spectrum is infinite for vectors which span the signal subspace SY . In the presence
of noise, the MUSIC spectrum shows peaks for vectors that are closest to the signal
subspace SY , i.e., vectors that are almost orthogonal to the noise subspace S⊥Y .
MUSIC is computationally prohibitive as it requires multidimensional search over
the parameter space [7]. Even though the MUSIC spectrum is used, thereby reducing
the search to 1-dimensional, the process of estimating the signal parameters is not opti-
mal. The parameter estimates are not sought simultaneously; instead they are found one
at a time. Furthermore, the capacity of detection of MUSIC is bounded by the number
of antennas. The maximum number of detectable DOAs is no more than M − 1. More-
over, MUSIC fails to resolve correlated signals. Correlatedness is defined as follows:






] 6= 0, i 6= j (3.14)
In cases of fully correlated signals, they are known as coherent signals, i.e.,
xi (n) = αxj (n) (3.15)
Despite these drawbacks, MUSIC is a superresolution algorithm (defined as the ability
to resolve sources separated by only 0.1 beamwidth) and has been shown to outperform
other techniques such as maximum entropy method (MEM) [42].
3.1.1.2 SBDOA
A relatively recent technique that uses reference signals known as SBDOA was devel-
oped [43]. It uses similar array geometry as ESPRIT (Estimation of Signal Parameters
via Rotational Invariance Technique) [6, 7]. ESPRIT retains most of the essential fea-
tures of arbitrary arrays, but achieves a significant reduction in computational complex-
ity by employing two arrays where the elements in each array are separated by a fixed
35
translational distance. SBDOA differs from ESPRIT in that it utilizes virtual subarrays
to obtain the doublets. The array is divided into two virtual subarrays of equal elements,
through the use of either maximum overlapping subarrays (MOSs) [43,52] or conjugate
subarrays (CSs) [43, 53]. For each element in the subarray, there is a corresponding el-
ement in the other subarray displaced by a fixed translational distance. Thus, the phase
shift between the two subarray signals is a function of the DOA [43].
The two subarray signals yA (n) and yB (n) are fed into beamformers A and B
separately. For the kth source, the weight vector w(k)A of beamformer A is obtained by







[∣∣∣∣(w(k)A )H yA (n)− r(k) (n)∣∣∣∣2
]
(3.16)

























The weight vector w(k)A obtained from beamformer A is the same weight vector that
minimizes the mean-square error between the output signal of beamformer B yB (n)
















It has been proven that the output signal of beamformer B is an optimum estimation of
the phase-shifted reference signal rˆ(k) (n), and its phase relative to that of the reference
signal is a function of the DOA [43]. Let:
r(k) =
[





rˆ(k) (1) rˆ(k) (2) · · · rˆ(k) (N)
]T
(3.23)
denote vectors with N snapshots of the reference signal and the estimated phase-shifted
reference signal respectively. The estimation of the DOA is then obtained based on
the computation of the phase shift between the phase-shifted reference signal and the








Subspace estimation, eigendecomposition and multidimensional optimization are
not required in the SBDOA technique. Hence, it is computationally simpler and can be
easily implemented in terms of hardware [43]. Moreover, its capacity of DOA estima-
tion is larger than the number of antennas in the array [43]. More significantly, the effect
of co-channel interference on DOA estimation is reduced as the DOAs are estimated af-
ter interference rejection through subarray beamforming [43]. This is not the case for
subspace-based methods using eigendecomposition of array covariance matrix. Steer-
ing vectors or the signal subspace spanned by the steering vectors have to be computed
for DOA estimation [54], and information pertaining to such steering vectors exists only
before interference rejection. As a result, the performance of such methods is signifi-
cantly degraded by the interference. Hence, the estimation resolution and accuracy of
SBDOA technique are better than those of methods using eigendecomposition of array
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covariance matrix [43].
However, the SBDOA technique is not able to handle correlated signals due to the
limited capability of optimum beamformers [26, 55–57]. The conventional beamform-
ers not only fail to form nulls in the direction of correlated interferences, but they also
tend to cancel desired signal in their outputs [26, 55–57].
3.1.1.3 MSWF-based Algorithm
A computationally efficient method for DOA estimation, based on partial a priori knowl-
edge of signal sources, was proposed in [9]. Unlike other subspace-based techniques
which use eigendecomposition to obtain the signal and noise subspaces [3–5], this tech-
nique estimates these subspaces by forward recursion of the MSWF.
It is well-known that the Wiener filter (WF) can be used to estimate the desired





{∣∣wHwfy (n)− r (n)∣∣2} (3.25)
where r (n) is the pilot signal. The solution to (3.25) leads to the Wiener-Hopf equa-
tion [25, 26, 58, 59]:
Rywwf = Ryr (3.26)




and Ryr = E [y (n) r∗ (n)]. The solution to the Wiener-




where it is computationally intensive for large arrays as the inverse of the array covari-
ance matrixRy has to be computed. The authors overcame this difficultly by employing
the MSWF developed in [60]. The MSWF approximates the solution to the Wiener-
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Hopf equation, thereby eliminating the need to find the inverse of the array covariance
matrix. Furthermore, by exploiting the orthogonal property of the matched filters of
the MSWF, the signal and noise subspaces can be spanned by the matched filters [61].
Hence the computational complexity in estimating the noise subspace is reduced com-
pared to that of eigendecomposition of the array covariance matrix. The estimated noise
subspace is then used in the cost function of MUSIC to locate the DOA peaks. Alter-
natively, the DOA estimates can be estimated using root-MUSIC algorithm [62]. In
the case of correlated signals, spatial smoothing technique is used to decorrelate them.
Since the array covariance matrix is not estimated to obtain the noise subspace, spatial
smoothing technique is applied to the array data matrix and the reference signal vec-
tor instead of the array covariance matrix. The MSWF-based technique can be used
for small number of snapshots where the array covariance matrix cannot be estimated
accurately and efficiently.
3.1.2 Parametric Methods
While the spectral-based methods are computationally attractive, they are suboptimal
and do not always yield sufficient accuracy, especially in the case of correlated sig-
nals [2]. An alternative is to more fully exploit the underlying signal model, leading to
the so-called parametric methods. The price to pay for is increased computational load
as it requires a multidimensional search over the parameter space [2].
The most common model-based technique is the ML. There are two types of ap-
proaches depending on the assumption of incident signals. If the transmitted signals
are deterministic (i.e. signal waveforms are known), deterministic ML results; if the
transmitted signals are random, stochastic ML results. Since the proposed algorithms
utilize reference signals, we concentrate our reviews on deterministic signals.
Under the additive white Gaussian noise (AWGN) assumption, the ML estimate
of the DOAs and complex gains are obtained by solving the non-linear least squares
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‖y (n)−A (θ)Λs (n)‖2 (3.28)
The ML function is highly non-linear in the unknown signal parameters. Hence direct
maximization of the ML function requires a computationally expensive multidimen-
sional search. Computational savings are achieved by applying the result in [64] and








where P⊥A (θ) is the projection matrix onto the orthogonal complement of the range
space of A (θ), Rˆy is the sample covariance matrix, and tr (·) is the trace of a matrix.
As the ML criterion in (3.29) is multimodal, it still requires a computationally expen-
sive multidimensional search for a global minimum. Thus the authors in [65] and [11]
proposed iterative algorithms to reduce the computational load in estimating the ML
solution.
3.1.2.1 IQML
In [65], the authors expressed the ML criterion in (3.29) in terms of the prediction
polynomial of the noiseless signal before developing an iterative algorithm that solves
for the minimization of the ML criterion.
The signal components ym (n) in y (n) obey the special autoregressive moving av-
erage (ARMA) [66]:
b0ym (n) + b1ym−1 (n) + · · ·+ bPym−P (n) =





P−1 + · · ·+ bP (3.31)
is the linear prediction polynomial for the noiseless signal. By the invariance principle
of the ML estimate, the roots of the polynomial are the ML estimates of the signal
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1 · · · b∗P 0
0 b∗0 · · · b∗P−1 b∗P
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... . . .
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yP+1 (n) yP (n) · · · y1 (n)
yP+2 (n) yP+1 (n) · · · y2 (n)
...
... . . .
...
yM (n) yM−1 (n) · · · yM−P (n)

(3.35)
To avoid direct minimization of the ML criterion in (3.32), an iterative quadratic
maximum likelihood (IQML) algorithm was developed. The algorithm requires only
the solution of a quadratic minimization problem at each step and usually converges in
a small number of steps. However, it is not guaranteed that the ML estimate will always
converge to the global minimum, especially so at low SNRs. A noteworthy point is that
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IQML is able to perform even in the case of multipath propagation.
3.1.2.2 Modified AM & EM
As direct minimization of the ML function in (3.28) involves large dimensional search,
iterative procedures were developed using the AM [67] and EM [68] algorithms. Ini-
tial estimates are necessary and they are provided by the IQML algorithm. Instead of
searching over the parameter space, the angle estimates are obtained by polynomial
roots [62]. The AM algorithm estimates the DOAs and complex gains serially at each
iteration, whereas the EM algorithm splits up the search for the ML estimate into a
set of parallel searches. However, there is no guarantee of convergence to the global
minimum of the ML criterion.
The authors consider two possible scenarios of the signal waveforms. In the case of
multiple signals with known waveforms, when the two waveforms are perfectly corre-
lated, it is assumed they are identical. In the case of a signal with known waveform in
the presence of interfering signals, the desired signal is assumed to be uncorrelated with
the interfering signals and there is no knowledge of the waveforms for these interfering
signals. Hence, the iterative procedures employing AM and EM algorithms are not able
to resolve the correlated signals.
3.1.3 Computational Complexity
In this section, we give a comparative view of the computational complexity of the
various algorithms. Here, we are primarily concerned about the computational cost of
the algorithms in relation to the number of elements in the antenna array M and the
number of snapshots used N as they invariably affect the estimation accuracy. For ease
of comparison, the complexity of each algorithm is presented by the number of matrix
operations required and their corresponding complexity order.
42
3.1.3.1 MUSIC
To use MUSIC algorithm to estimate P angles using an antenna array of M elements
and N snapshots of observed data, we first need to obtain the sample covariance matrix
Rˆy which requires N operations of order O (M2). Next, we need to estimate the noise
subspace through SVD of Rˆy which is followed by the matrix multiplication EWEHW .
Each of the two operations requires a computational complexity of order O (M3). Fi-
nally, the search process requires an operation with O(M2) computation cost for each
hypothesized angle.
3.1.3.2 SBDOA
SBDOA is a relatively less complex algorithm compared to MUSIC as it eliminates the
need of the estimation of noise subspace and the subsequent computationally expensive
search process. Instead, it only requires an inverse operation of order O (M3) and an
additional matrix multiplication of order O (M) to compute the cross-correlation vector
between the output signal and the reference signal, the weight vectors w(k)A and w
(k)
B
from the estimated covariance matrix Rˆy. Subsequently, the phase-shifted reference
signal for each of the N snapshots can be computed using a matrix multiplication of
complexity order O (M). Finally, the phase shift which carries the DOA information
can be estimated using a matrix multiplication of order O(N).
3.1.3.3 MSWF-based Algorithm
The MSWF-based algorithm uses a multistage filter bank with a lattice structure to es-
timate the noise subspace in place of the SVD operation used by MUSIC algorithm to
reduce the computational cost required. The estimation of each noise eigenvector only
requires a vector-vector product with the complexity order of O (MN). Hence to calcu-
late all M eigenvectors (including those for signal subspace as the vectors are obtained
recursively), only M operation of order O (MN) is required. This compares favorably




To perform the iterative minimization required in IQML, the coefficient matrix in (3.33)
needs to be updated in each iteration. This requiresN matrix multiplication of complex-
ity order O (M3). The minimization itself requires an inverse of a (P + 1) × (P + 1)
matrix with a complexity cost of order O (P 3). Note that these computational costs are
for a single iteration. The total computational cost will be determined by the number
of iterations required for the termination of the minimization. After the iterative mini-
mization has reached the terminating condition, the DOAs are estimated by solving for
the roots of the polynomial with coefficients given in the final estimated vector b. To
solve for these roots, an eigenvalue decomposition of a (P + 1) × (P + 1) matrix can
be used with a computational cost of order O (P 3).
3.1.3.5 Modified AM & EM
Both AM and EM algorithms use IQML to obtain the initial DOA estimates and hence
the computational complexity listed here need to be compounded with the computa-
tional cost of IQML to form the total computational cost of these algorithms. In each
iteration of the minimization procedure after the initial IQML estimation, a matrix
multiplication of complexity order O (MN) is used to derive the coefficients of the
polynomial function used for DOA estimation. Each of the P DOAs is estimated
from the roots of the polynomial which can be solved by eigendecomposition of a
2 (M − 1) × 2 (M − 1) matrix with a computational cost of order O (M3). Each of
the P complex gains can be solved for using an matrix multiplications with complexity
order of O (M).
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3.2 Wideband Algorithms
Subspace-based estimation approach has been used extensively for DOA estimation of
wideband sources [15, 16, 18, 38–40, 69, 70]. There are also ML estimation techniques
using decomposed narrowband frequency data [71–73]. Algorithms, which utilize this
subspace-based estimation approach, can be further classified into two main categories
using narrowband decomposition as the classification criterion. Methods developed
in [40,41,69,74] do not decompose the wide bandwidth of the sources into narrowband
frequency bins, whereas methods in [17, 18, 38, 39, 75] use narrowband decomposition
and are built upon the foundation of well-established narrowband subspace-based esti-
mation methods. As the newly proposed DOA estimation method in this thesis belongs
to the latter group, we concentrate our reviews on the methods involved therein.
The corresponding correlation matrix used for signal subspace estimation for the
received data in (2.66) is given by:
Ry (fq) = A(fq,θ)ΛRx (fq)Λ
HAH(fq,θ) +Σ (fq) (3.36)
where






andΣ (fq) is the noise spectral density matrix. For spatially and temporally white noise,
the matrix is diagonal, i.e., Σ (fq) = σ2(fq)I.
Note that there are Q correlation matrices, one for each of the Q decomposed nar-
rowband frequencies. The various methods make use of these Q matrices to perform
DOA estimation. The methods are further categorized into two subgroups based on
whether the decomposed signals are used independently or combined coherently in
some ways to generate new statistics.
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3.2.1 Incoherent Estimation Methods
A rather direct and brute force way to apply narrowband signal subspace estimation
technique to wideband sources is to estimate the DOAs using each narrowband fre-
quency bin independently, and then combine the estimates into an average final re-
sult [15, 76–78]. In [15], the IMUSIC algorithm was introduced which performs signal
subspace estimation at each frequency bin and the final estimates of the DOAs are ob-
tained from the combination of the search in the array manifolds for different frequency





aH (fq, θ)EW (fq)E
H
W (fq) a (fq, θ) (3.38)
where EW (fq) is the noise subspace at frequency fq. Other narrowband techniques
such as the ESPRIT technique as described in [77, 78] can be used in place of IMUSIC
for the DOA estimation.
These incoherent methods have been shown to perform well under high SNR con-
ditions and for uncorrelated signal sources [15, 18, 39, 78]. However, they are unable to
separate correlated signal sources completely [17], and require singular value decompo-
sition (SVD) ofM×M matrix for each individual frequency bin, resulting in significant
increase in computational complexity [18, 39]. Moreover, in low SNR environments,
the combination of the estimates becomes ineffective due to the threshold effect [17] as
a single outlier in one of the frequency bins can degrade the final estimates in the averag-
ing process [18,39]. Thus at low SNRs, the increase in complexity due to the processing
of more frequency bins not only does not guarantee better performance of the estimator,
it may even degrade it. To address these problems, a coherent estimation method using
focusing matrices was proposed in [16]. In addition, a series of subsequent coherent
methods which uses different focusing matrices were proposed [18, 38, 39, 75, 79].
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3.2.2 Coherent Estimation Methods
Wang and Kaveh proposed the first coherent estimation method for wideband sources
in 1984 [16] and showed that it can be used to detect and estimate the DOAs for both
uncorrelated and correlated signal sources [17, 80]. They introduced the use of focus-
ing matrices in their CSSM to average the correlation matrices of various frequency
bins coherently and estimate the DOAs from the resulting signal subspace. The au-
thors of [81] later extended CSSM to the use of ESPRIT instead of MUSIC considered
in [16]. Considerable works have been done on designing the focusing matrices used in
CSSM to improve the estimator’s performance in terms of minimizing bias and focusing
error [75, 82–84]. Variations of CSSM have also been proposed [79, 85–88]. The sim-
plified implementation of CSSM for linear arrays through the use of spatial sampling
have also been proposed in [89–91]. More recently, the weighted average of signal
subspace (WAVES) [38] method based on the weighted subspace fitting (WSF) [30,92]
approach and the test of orthogonality of projected subspaces (TOPS) [18, 39] method
were proposed.
3.2.2.1 CSSM
CSSM was the first method to introduce a processing step, known as focusing, to com-
bine the correlation matrices from different frequency bins coherently to form a single
signal subspace [16, 17]. Focusing is achieved by first transforming the correlation ma-
trices Ry (fq) using transformation matrices known as focusing matrices Tq to trans-
form the signal subspace of a certain frequency to that of a pre-determined frequency
(usually the carrier frequency), and then averaging them into a single combined corre-







where γq is a normalized weight proportional to the SNR in qth frequency bin and Q is
47
the number of frequency bins. Without loss of generality, we can assume γq = 1 (i.e.
identical SNR for all frequency bins).
Perfect focusing is achieved when focusing matrices for each frequency bin can be
found which satisfy [17]:
A(fc,θ) = TqA(fq,θ) (3.40)
However, perfect focusing has been shown to be unattainable due to finite dimen-
sion of the transformation matrix [93, 94] and an irreducible focusing error is intro-
duced [38]. A practical approach to design the focusing matrices is hence [75]:
argmin
Tq
‖A(fc,θf )−TqA(fq,θf )‖F (3.41)
where ‖ · ‖F is the Frobenius matrix norm [50], fc is the carrier frequency and θf is
the set of focusing angles which could be preliminary angle estimates or strategically
chosen anchor points [17].
For θf = θ and Tq that satisfies ‖A(fq,θf )−TqA(fq,θf )‖F ' 0, the combined


























From (3.42), we can see that the noiseless combined correlation matrix has exactly
the same matrix structure as that of narrowband signals at the carrier frequency fc.
Hence, any narrowband signal subspace method can be readily applied to Rcom to es-
timate the DOAs. Note that even if the noise is spatially white for each frequency bin,
the noise covariance matrix in (3.42) is not a diagonal matrix unless TqTHq = I.
The performance of CSSM is greatly dependent on the choice of the focusing angles
θf and the design of focusing matrices Tq. For spatially white noise (i.e. Σ (fq) =
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σ2(fq)I), the focusing loss, gfocus, defined in [75] as the ratio of the array SNR after


























A class of focusing matrices that minimizes the focusing loss is the subspace trans-
formation (SST) matrix [82]. Rotational signal subspace (RSS) focusing matrix which
was proposed in [75] adds the constraint TqTHq = I to the minimization problem in
(3.41). Since gfocus = 1 when TqTHq is independent of fq [82], RSS focusing matrices
can be considered as a type of SST matrices.
A solution to the constrained minimization problem of (3.41) which uses the RSS
focusing matrix is given by [75]:
Tq = V (fq)U
H (fq) (3.45)
where the columns of V (fq) and U (fq) are the left and right singular vectors of
A(fq,θf )A
H(fc,θf ).
Therefore, by using the RSS focusing matrices, the twin problem of finding appro-
priate focusing matrices and focusing angles reduces to that of finding accurate focusing
angles, θf which is exactly the problem we set out to solve, that is to estimate the DOAs,
θ. Low-resolution DOA estimation techniques such as the Capon’s ML estimator [95]
have been proposed to obtain the initial DOA estimates [18, 39, 75] that would be close
enough to the actual DOAs for the subsequent focusing step. However, these methods
has been shown to have poor resolution [17] and poor initial DOAs estimates can lead to
biased estimates [96]. Moreover, focusing error cannot be completely eliminated [38]
even if the focusing process is applied iteratively.
In [88], beamforming invariance CSSM (BI-CSSM) was proposed that uses beam-
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forming matrices that align the beams of multiple frequency bins instead of the sig-
nal subspace. Therefore, there is no requirement of initial focusing angles. However,
BI-CSSM requires a robust design of reference beamformer applied to the carrier fre-
quency. Practical reference beamformers requires high directional gain in the interested
spatial band while having uniformly low sidelobes. The beam pattern must also be
invariant across the different frequency bins.
3.2.2.2 WAVES
A relatively recent coherent signal subspace estimation method, WAVES, was proposed
in [38]. The method applies WSF algorithm [30, 92] in the coherent combining of
the signal subspace of the different frequency bins. WAVES uses the same focusing
matrices as that of CSSM but unlike CSSM, the matrices are not applied directly to the
correlation matrices of the different narrowband frequencies. Instead they are applied




T0ES (f0)P0 T1ES (f1)P1 · · · TQ−1ES (fQ−1)PQ−1
]
(3.46)
where ES (fq) and Pq is the signal subspace and weighting matrix for the qth frequency
bin respectively. If the signal and noise are Gaussian distributed, Pq is diagonal with





where λi (fq) is the ith largest eigenvalue of ES (fq) and σ2w is the noise power which is
assumed to be constant over all frequency bins. The noise subspace EW for WAVES is
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[ V˜S V˜W ]H (3.48)
The eigenvectors U˜W is used in place of the CSSM noise subspace in any narrow-
band subspace-based estimation algorithm such as MUSIC. WAVES has been shown
to perform better than CSSM [38] but the explicit use of all of the narrowband signal
subspace eigenvalues requires Q SVD of M ×M matrix which can be computationally
costly.
3.2.2.3 TOPS
Another recent coherent signal subspace estimation method known as TOPS was pro-
posed in [18, 39]. Like WAVES, the method applies the focusing matrix on the signal
subspace of individual narrowband frequency bins instead of their correlation matri-
ces. However, unlike WAVES which uses a final combined noise subspace for DOA
estimation, TOPS uses an orthogonality test between the transformed signal and noise
subspaces to determine the true DOAs in a one-dimensional search through the field of
hypothesized angles.
SVD is performed on the individual narrowband frequency bins to obtain the signal
subspaceES (fq) and noise subspaceEW (fq) for q = 0, 1, . . . , Q−1. Similar to CSSM,
a reference frequency bin (i.e. q = 0) is chosen. The signal subspace eigenvectors
matrix ES (f0) of the reference frequency bin is used as the converging point for the
testing statistic. For a hypothesized angle φ, a decision P × (Q − 1)(M − P ) matrix,
D(φ), is formed as:
D(φ) =
[
FH1 EW (f1) F
H





Fq = Pq(φ)Φ (∆fq, φ)ES (f0) (3.50)













aH (fq, φ) a (fq, φ)
]−1
a (fq, φ) a
H (fq, φ) (3.52)
with ∆fq = fq − f0 and dm is the distance between the mth antenna and the reference
antenna. Φ (∆fq, φ) is a RSS focusing matrix [75] with a single focusing angle and
Pq(φ) is the projection matrix [18, 39]. The latter is used to reduce the error terms
in the decision matrix due to error in estimating the correlation matrix from limited






where σmin(φ) is the smallest singular value of D(φ).
TOPS is a computationally expensive algorithm with the search process of each hy-
pothesized angle requiring a SVD of P × P matrix. The performance of TOPS sits
between the conventional incoherent and coherent estimation methods [18, 39]. How-
ever, the use of both signal and noise subspaces make the TOPS method more robust
against degradation of the range space spanned by the steering vectors due to bandpass





In this chapter, we propose a high-resolution DOA estimation method for narrowband
sources by utilization of pilot signals, which we term the PAS technique. In the case of
correlated signals, we incorporate an iterative procedure to the proposed PAS technique,
which is termed the PASI technique. We first derive the formulation of the methods and
then discuss the parameters that affect their performance. Numerical results are pro-
vided at the end of the chapter to illustrate the estimation capability of both techniques.
4.1 Formulation of Proposed Method
In this section, we derive the formulation of the proposed PAS technique used for DOA
estimation of narrowband signals. Recall from Section 2.4.1.1 that for the general case
of a wireless communication system consisting of K independent narrowband sources,
the received signal at the array in a flat fading channel is:
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1 · · · θ(1)P1 · · · θ
(k)
p · · · θ(K)1 · · · θ(K)PK
]T
(4.6)
y (n) is the M×1 noisy received signal at the array, whereasw (n) is the M×1 additive
white noise at the array. s (n) is the P × 1 vector comprising of the repetitions of the K
signal sources according to the number of impinging plane waves for each source (i.e.
Pk repetitions for the kth source). Λ is the P ×P diagonal matrix of the complex gains
with entries equal to α(k)p . θ is the P × 1 vector containing the DOAs of all impinging













































p,2 · · · e−j2pifcκ(k)p,M
]T
(4.8)
From this point onwards, we consider a ULA with an inter-element spacing δ. Note
that the formulation can be adapted accordingly for other array geometries. Thus, the
antenna delay of the pth multipath from the kth source between the mth antenna and the


















p · · · e−j 2piδλc (M−1) sin θ(k)p
]T
(4.10)
where λc is the wavelength of the carrier frequency.
We divide the M -element ULA into L overlapping subarrays of size M0, where
M0 = M − L + 1. The first subarray consists of 1st to M th0 antennas, the second
subarray consists of 2nd to (M0 + 1)
th antennas, and so on. Hence, the lth subarray
output yl (n), which are the lth to (M0 + l − 1)th antenna outputs, can be written as:
yl (n) = A1 (θ)D
l−1Λs (n) +wl (n) (4.11)
wherewl (n) is M0×1 additive white noise at the lth subarray, D is the P ×P diagonal





p andA1 (θ) is the M0×P submatrix consisting















































p · · · e−j 2piδλc (M0−1) sin θ(k)p
]T
(4.13)
Suppose there are N snapshots. By concatenating the lth subarray outputs at differ-
ent snapshots, the received signal can be written compactly as:
















wl (1) wl (2) · · · wl (N)
]
(4.17)
We consider the case where the transmitted signals are known at the receiver. Note
that the receiver only has the knowledge of transmitted symbols, but not other param-
eters that characterize each signal path from each source. In other words, the receiver
only has the knowledge of transmitted symbols s(k)(n) from the kth source, while the
DOA θ(k)p , the interpath delay τ
(k)
p , and the complex gain α
(k)
p are unknown parameters
at the receiver. We can ensure that the transmitted symbols from different sources are
designed such that they are uncorrelated within the period while the DOAs are being











 1, k1 = k20, k1 6= k2 (4.18)
where (·)∗ denotes the complex conjugate.
As pilot symbols are used, the DOAs of each source can be estimated separately,
i.e., parallel processing. Now we consider the pilot symbols of the kth source:
s(k) =
[
s(k)(1) s(k)(2) · · · s(k)(N)
]T
(4.19)
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the M0 × Pk submatrix of A1 (θ) which consists of the Pk steering vectors of the kth
source. Λ(k) is the Pk × Pk diagonal matrix of the complex gains of the signal paths




is as defined in (4.24).






















































2 · · · e−j 2piδλc (L−1) sin θ(k)2
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is a submatrix of AT (θ), which consists of the first L rows of the
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is a full row matrix
for L ≥ Pk. Therefore, under these two conditions, the DOAs associated with the kth
source can be estimated from the left null space ofZ(k) sinceR (Z(k)) = R(A2 (θ(k))),
where R (·) denotes the range/column space. The left null space of Z(k) can be esti-
mated by existing techniques such as the high-resolution MUSIC algorithm. MUSIC





ei = 0, i = Pk + 1, . . . ,M (4.29)







2 · · · θˆ(k)Pk
]T
.
In cases of signal coherence, i.e., Pk > 1, an iterative procedure is carried out
to refine the DOA estimates. This method, termed the PASI technique, does so by























respectively, are formed accordingly to
(4.22) and (4.26) respectively. Next, the complex gains Λˆ
(k)


















where (·)† denotes the Moore-Penrose pseudo-inverse of a matrix. We define the interference-
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are as defined in (4.13) and (4.28) respectively. The pth
DOA is then estimated from the left null space of Hp using MUSIC. For only a small
number of iterations, the accuracy of DOA estimates improves significantly, as seen in
the later section.
4.2 Proposed DOA Estimation Algorithm
From the discussion in Section 4.1, we can now list in details the steps of the basic al-
gorithm for DOA estimation using the proposed PAS technique, together with the nar-
rowband signal subspace estimation method, MUSIC. The proposed PASI technique,
the extension of the proposed PAS technique, is carried in the case of correlated signals.
To estimate the DOAs of the kth source:
1. Down-convert the received signal at the array to baseband and sample the base-
band signal at the Nyquist rate, T seconds.
2. Divide the M -element ULA into L(k) overlapping subarrays of size M (k)0 , where
M
(k)
0 =M − L(k) + 1.
3. For each snapshot (n = 1, 2, . . . , N ), form the lth subarray output yl (n) in (4.11)
for l = 1, 2, . . . , L(k).
4. Concatenate all the lth subarray outputs at different snapshots to formYl in (4.14)
for l = 1, 2, . . . , L(k).
5. Correlate eachYl with the pilot signals to form z
(k)
l in (4.20) for l = 1, 2, . . . , L
(k).
6. Concatenate all the vectors z(k)l to form the matrix Z
(k) in (4.25).
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7. Obtain the initial DOA estimates θˆ
(k)
from the left null space of Z(k) using
MUSIC.
8. Refine the DOA estimates by the iterative procedure:
For i = 1, 2, . . . , Liter (where Liter is the maximum number of iterations)
For p = 1, 2, . . . , Pk













• Λ(k) using (4.30)
(b) Form the interference-nulled array response matrix Hp in (4.31).
(c) Obtain the new pth DOA estimate from the left null space of Hp
using MUSIC.





Note that the iterative procedure in Step 8 is carried out in cases of signal coherence.
In other words, the proposed PASI technique is used only in the presence of correlated
signals.
The inclusion of the iterative procedure does not increase the time taken to estimate
DOAs significantly. The search process in the MUSIC algorithm is greatly reduced
since the searching range is carried out over a much smaller interval due to the knowl-
edge of initial DOA estimates.
The maximum number of iterations is arbitrarily set in the iterative procedure. As
shown in later sections, only a small number of iterations is required to achieve good
performance. Alternatively, the stopping condition for the iterative procedure can be
determined by the absolute difference between the current estimated DOA and the pre-
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vious DOA estimate lesser than a pre-determined threshold whereby this threshold de-
termines the resolution of the detected DOAs.
4.3 Effect of Subarrays
From Section 4.1, the signal subspace of the kth source is estimated from the left null
space of Z(k) under two conditions:
M
(k)
0 > Pk (4.32)
L(k) ≥ Pk (4.33)




which is independent of the total number of impinging plane waves. In other words, the
maximum detectable DOAs using the proposed PAS and PASI techniques is no longer
bounded by the number of antennas in the array. Hence the capacity of DOA estimation
is increased. In addition, the antenna array can be partitioned into subarrays of different
sizes for each source since the proposed PAS and PASI techniques estimate the DOAs
of each source separately. This results in an optimal usage of antennas for each source.
It follows that for the kth source, the antenna is divided into L(k) overlapping subarrays
of size M (k)0 =M − L(k) + 1, where M (k)0 and L(k) satisfy the conditions in (4.32).
Consider two independent signals arising from two uncorrelated sources, i.e., Pk =
1, arrive at an array of M = 4 elements. In order to resolve these signals, L(k) = 2
subarrays of size M (k)0 = 3 are deployed, satisfying the conditions in (4.32). Consider
another example where a signal arrives at an array of M = 10 antennas via Pk = 4
multipaths. To resolve these multipaths, L(k) = 7 subarrays are chosen accordingly to
(4.32) and hence the number of elements in each subarray will be M (k)0 = 4.
We now investigate the effect of subarray size on the performance of both proposed
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Figure 4.1: RMSE performance against subarray size for uncorrelated signals
techniques. Firstly, two uncorrelated sources, each having a single path, are considered.
The two independent sources transmit binary phase shift keying (BPSK) sequences
which are known to the receiver. The DOAs of the two paths are randomly generated
with a fixed angle separation of 10◦. The magnitudes of their complex gains are set to
2, i.e.,
∣∣∣α(1)1 ∣∣∣ = ∣∣∣α(2)1 ∣∣∣ = 2; the phases of their complex gains are randomly generated
with uniform distribution between 0 and 2pi. The size of each subarray is varied from
2 to 6. Correspondingly, the number of subarrays is varied from 1 to 5. The subarray
size and the number of subarrays are chosen such that they satisfy the conditions in
(4.32). The receiver has a 6-element ULA with inter-element spacing δ = 1
2
λc where
λc is the wavelength of the carrier frequency. The noise at the array is assumed to be
AWGN. The number of snapshots is set to 30 and the SNR is fixed at 0 dB. The results
are obtained through Monte Carlo simulation of 2000 independent trials (for which the
statistical performance converges). From Figure 4.1, it is seen that the performance
of the proposed PAS technique is very close to the Cramer-Rao lower bound (CRLB),
regardless of subarray size. Hence, the subarray size of uncorrelated signals will be
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chosen to be 5 with negligible impact on the performance analysis of the proposed
algorithm in later sections.































Figure 4.2: RMSE performance against subarray size for correlated signals
Next consider the case of two perfectly correlated signals which arrive at the receiver
simultaneously. The correlated signals are as a result of two impinging plane waves
from the same source that arrive at the receiver through two independent multipaths.
The two DOAs are randomly generated with a fixed angle separation of 20◦. The size
of each subarray is varied from 3 to 6. Correspondingly, the number of subarrays is
varied from 1 to 4. The subarray size and the number of subarrays are chosen such that
they satisfy the conditions in (4.32). The rest of the parameters are unchanged. From
Figure 4.2, the performance of the proposed PASI is better than that of the proposed PAS
as the former is able to decorrelate the correlated signals through the use of subarrays. It
is observed that the proposed PASI technique exhibits performance close to the CRLB
of subarray size ranging from 3 to 5. Hence, the subarray size will be set to 5 for
correlated signals in later sections.
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4.4 Detection of The Number of Multipaths Per Source
The number of sources is known since we utilize their pilot signals. However, the
derivation in Section 4.1 assumes the number of multipaths per source Pk is known so
as to estimate the signal subspace. We can estimate the value of Pk from the test profile
of how the rank of Z(k) in (4.25) varies with the number of subarrays L(k). The value of
Pk corresponds to the smallest value of L(k) where the rank of Z(k) stays constant. The
rank of Z(k) is estimated from the number of dominant eigenvalues.
We consider the case of two perfectly correlated signals which arrive at the receiver
simultaneously. The correlated signals are the result of two impinging plane waves
from the same source that arrive at the receiver through two independent multipaths.
The signal source transmits BPSK sequences which are known to the receiver. The
DOAs of the two multipaths are set to θ(1)1 = 20
◦ and θ(1)2 = 40
◦ respectively. The
magnitudes of their complex gains are set to 2, i.e.,
∣∣∣α(1)1 ∣∣∣ = ∣∣∣α(1)2 ∣∣∣ = 2; the phases of
their complex gains are randomly generated with uniform distribution between 0 and
2pi. The receiver has a 6-element ULA with inter-element spacing δ = 1
2
λc where λc is
the wavelength of the carrier frequency. The noise at the array is assumed to be AWGN.
The number of snapshots is set to 30 and the SNR is fixed at 20 dB.
From Figure 4.3, the rank of Z(1) stays constant at 2 when the number of subarrays
is varied from 2 to 5. We conclude that the number of multipaths for the first source is
2, which verifies our simulation. When there is only 1 subarray, the rank of Z(1) is 1
as the correlated signals are not resolved. The rank of Z(1) is also 1 when there are 6
subarrays (i.e. 1 element in the subarray) as the condition M (1)0 > Pk is not satisfied.
Next, the performance of the detection algorithm is investigated against SNR. The
results are obtained through Monte Carlo simulation of 2000 independent trials (for
which the statistical performance converges). From Figure 4.4, the detection algorithm
is able to detect with 100% correct rank detection from 1 dB onwards.
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Figure 4.3: Rank of Z(1) against number of subarrays




























Figure 4.4: Probability of correct rank detection against SNR for correlated signals
4.5 Simulation Results
In this section, we provide some numerical results to compare the performance of the
proposed PAS and the PASI techniques with other algorithms available in the literature.
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We first investigate the performance of the proposed PAS technique for uncorrelated
signals from independent sources. We next demonstrate the robustness of both proposed
techniques for correlated signals from the same source that arrive at the receiver through
different multipaths. We establish, through a series of simulations, the robustness of
both proposed algorithms in testing conditions such as low SNRs, small array size and
closely-spaced DOAs.
4.5.1 Uncorrelated Signals
For uncorrelated signals, the performance of the proposed PAS technique is compared
with the existing algorithms: IQML estimator, the modified AM estimator, the modi-
fied EM estimator, the SBDOA estimator as well as the MSWF-based estimator. We
compare the performance of the various algorithms with the CRLB derived for known
waveforms given in [11]. Monte Carlo simulation of 2000 independent trials are con-
ducted to obtain the statistical performance. Note that the CRLB is a tight bound derived
for Gaussian signals. Hence in the simulation plots that follow, some of the points may
appear to be lower than that of the CRLB as BPSK signals are considered.
We consider the case where there are two uncorrelated sources, each having a single
impinging wavefront at the receiver. The two independent sources transmit BPSK se-
quences which are known to the receiver. The DOAs of the first and second sources are
randomly generated with a fixed angle separation of 10◦. The magnitudes of their com-
plex gains are set to 2, i.e.,
∣∣∣α(1)1 ∣∣∣ = ∣∣∣α(2)1 ∣∣∣ = 2; the phases of their complex gains are
randomly generated with uniform distribution between 0 and 2pi. We set the number of
subarrays to L = 2 (this is for fair comparison with the SBDOA algorithm which uses
2 subarrays) and thus the size of each subarray is M0 = 5. The number of snapshots
is set to N = 30. We consider a 6-element ULA with inter-element spacing δ = 1
2
λc
where λc is the wavelength of the carrier frequency. The noise at the array is assumed
to be AWGN.
The effect of SNR on the performance of all algorithms is first investigated. From
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Figure 4.5: RMSE performance against SNR for uncorrelated signals

























Figure 4.6: Bias performance against SNR for uncorrelated signals
Figure 4.5, the proposed PAS technique performs the best among all the algorithms. It
is the only algorithm that approaches the CRLB in the low SNR region. The modified
AM and modified EM algorithms converge to the CRLB after a SNR threshold of 11
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dB and 20 dB respectively. The performance of the SBDOA algorithm is displaced
from the CRLB by approximately 10 dB across all SNRs. Both the IQML and MSWF-
based algorithms are not close to the CRLB from −10 dB to 20 dB. However, they may
converge to the CRLB at much higher SNRs.
The bias performance against SNR of these algorithms is also plotted. From Fig-
ure 4.6, the proposed PAS technique exhibits the lowest bias across all SNRs. The
SBDOA algorithm has the next best bias performance, followed by the MSWF-based
algorithm. The remaining three algorithms have almost zero bias after a threshold of
approximately 15 dB.
Next, we fix the SNR to 20 dB and investigate the performance of the algorithms
with array size varying from 3 to 20. The number of subarrays is kept constant at L = 2.
The rest of the parameters are unchanged. From Figure 4.7, the proposed PAS technique
and modified AM algorithm exhibit performance close to the CRLB regardless of the
array size. The modified EM algorithm is also close to the CRLB from approximately
9 dB onwards. However, as shown from Figure 4.5, these two algorithm perform close
to the CRLB when the operating SNRs are larger than 11 dB and 20 dB respectively
so that their iterative processes can converge [11]. The performance of the IQML and
the MSWF-based algorithms approach the CRLB when the array size is larger than 14
while the performance of the SBDOA algorithm saturates when the array size is larger
than 10, with a significant performance gap compared to other algorithms.
The correspondingly bias performance against array size is plotted in Figure 4.8.
The performance of the proposed PAS technique has the lowest bias, closely followed
by the SBDOA and the modified AM algorithms. The MSWF-based algorithm has
a slightly worse bias performance below 7 dB compared to the proposed PAS, the
SBDOA and the modified AM algorithms. The remaining algorithms – modified EM
and IQML – have almost zero bias only from approximately 12 dB onwards.
Lastly, we demonstrate the resolution capability of the proposed PAS algorithm. We
fix array size at M = 6 and set the number of subarrays to L = 2 with the elements
in each subarray to M0 = 5. The number of snapshots is set to N = 30 and the SNR
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Figure 4.7: RMSE performance against number of antennas for uncorrelated signals



























Figure 4.8: Bias performance against number of antennas for uncorrelated signals
is kept at 20 dB. The DOA for first path is randomly generated while the DOA for the
second path is varied from the first DOA by an angle separation of 1◦ to 20◦.
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From Figure 4.9, the proposed PAS technique proves to be the algorithm with the
best resolution performance. Even at an angle separation of 1◦, the performance of
the proposed PAS technique is comparable to the CRLB. The modified AM algorithm
also exhibits good performance as it is able to resolve the two signals accurately when
they are separated by more than 3◦. The modified EM algorithm is able to resolve the
signals accurately from an angle separation of approximately 15◦ onwards. The MSWF-
based, SBDOA and IQML algorithms do not approach the CRLB for the SNR under
consideration. The ability of the IQML and MSWF-based estimators to resolve closely-
spaced angles is dependent on the number of antennas as illustrated in Figure 4.7. Using
a small array size, they are not able to resolve the signals.

































Figure 4.9: RMSE performance against angle separation for uncorrelated signals
The bias performance against angle separation is plotted in Figure 4.10. The pro-
posed PAS technique displays the best bias performance. It is closely followed by the
SBDOA, the modified AM and EM algorithms. The MSWF-based and IQML algo-
rithms exhibit bias close to zero from an angle separation of 5◦ onwards.
Summarizing the insights we gain from the three different simulation configura-
tions, we come to the conclusion that the proposed PAS technique has significant ad-
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Figure 4.10: Bias performance against angle separation for uncorrelated signals
vantages over existing algorithms in terms of performance. It is able to achieve per-
formance close to the CRLB as it makes use of a priori knowledge of the transmitted
symbols. It is robust at low SNRs and has the ability to resolve closely-spaced angles.
Moreover, the proposed PAS algorithm does not require a large number of antenna at the
receiver to achieve good performance, hence relaxing the implementation constraints.
The proposed PAS technique is able to achieve such excellent performance as the sig-
nal subspace used in the DOA estimation contains negligible interference from other
sources after the received signals are correlated with the pilot signals of the desired
source.
4.5.2 Correlated Signals
We now investigate the performance of the proposed algorithms in the context of corre-
lated signals. We compare the performance of the proposed PAS and PASI techniques
with existing algorithms that are able to handle correlated signals, namely the IQML
algorithm and the MSWF-based algorithm. Note that the best performing algorithms
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among the existing algorithms in Section 4.5.1, the modified AM and modified EM
algorithms, cannot handle correlated signals [11] and are not be used for comparison.
Similarly, the SBDOA algorithm is not used for comparison [43]. We compare the per-
formance of the remaining algorithms with the CRLB given in [11]. Monte Carlo sim-
ulation of 2000 independent trials are conducted to obtain the statistical performance.
We consider the most demanding but common operating scenario where two per-
fectly correlated signals arrive at the receiver simultaneously. The correlated signals
are the result of two impinging wavefronts from the same source that arrive at the
receiver through two independent multipaths. The signal source transmits BPSK se-
quences which are known to the receiver. The DOAs of the two multipaths are randomly
generated with a fixed angle separation of 20◦. The magnitudes of their complex gains
are set to 2, i.e.,
∣∣∣α(1)1 ∣∣∣ = ∣∣∣α(1)2 ∣∣∣ = 2; the phases of their complex gains are randomly
generated with uniform distribution between 0 and 2pi. The receiver has a 6-element
ULA with inter-element spacing δ = 1
2
λc where λc is the wavelength of the carrier fre-
quency. The noise at the array is assumed to be AWGN. We set the number of subarrays
to L = 2 and hence the size of each subarray is M0 = 5. The number of snapshots is
set to N = 30. The number of iterations used in the proposed PASI technique is set to
2.
We first investigate the performance of the algorithms against SNR. Here the root-
mean-square error (RMSE) is averaged over the two paths. From Figure 4.11, we
see that the proposed PAS technique has performance nearer to the CRLB from 4 dB
onwards. However, the proposed PASI technique has better performance, which ap-
proaches the CRLB across all SNRs. The proposed iterative process is able to decorre-
late the two correlated signals even at low SNRs. This improves the estimation accuracy
and results in consistent performance of the proposed PASI technique. The MSWF-
based algorithm is nearer to the CRLB from 8 dB onwards. The IQML algorithm may
converge to the CRLB from 20 dB onwards which is not plotted here.
The bias performance against SNR is plotted in Figure 4.12. The proposed PASI
technique has almost zero bias across all SNRs. The proposed PAS technique has the
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Figure 4.11: RMSE performance against SNR for correlated signals


























Figure 4.12: Bias performance against SNR for correlated signals
next best bias performance which exhibits zero bias from 5 dB onwards. The IQML
has the worse bias among all the algorithms and exhibits zero bias only from 20 dB
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onwards.































Figure 4.13: RMSE performance against number of antennas for correlated signals


























Figure 4.14: Bias performance against number of antennas for correlated signals
Next, we investigate the effect of array size on the estimation performance of the
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various algorithms. We set the SNR to 20 dB. The rest of the parameters are unchanged.
The estimation performance of all algorithms is plotted in Figure 4.13 together with
the CRLB. From Figure 4.13, we see that the proposed PASI technique achieves the
best performance and approaches the CRLB even with 4 antennas. This is closely
followed by the proposed PAS technique and the MSWF-based algorithm. They have
similar performances as both correlate received signals with pilot signals and hence
the corresponding signal subspaces contain limited interference from undesired sources
which thus results in more accurate DOA estimation. The IQML algorithm has much
poorer performance compared to the MSWF-based algorithm for array size less than
12.
The corresponding bias performance against array size is plotted in Figure 4.14.
The proposed PAS, the proposed PASI and the MSWF-based algorithms have almost
zero bias across all array sizes. The IQML has bias close to zero from 14 dB onwards.
Lastly, we illustrate the ability of the proposed algorithms to resolve the closely-
spaced multipaths impinging at the array. We keep the SNR at 20 dB and set the array
size and the number of subarrays to M = 6 and L = 2 respectively. The DOA for the
first path is randomly generated while the DOA for the second path is varied from the
first DOA by an angle separation of 1◦ to 20◦. The rest of the parameters are unchanged.
In Figure 4.15, the performance of various algorithms is plotted against angle sepa-
ration. Comparing Figure 4.15 to Figure 4.9, we see that for correlated signals, a min-
imum angle separation of 11◦ is required even for the best performing PASI technique.
The proposed PASI technique is the best performing algorithm in terms of RMSE as
well as minimum angle separation. The proposed PAS and MSWF-based algorithms
have reasonable performance as they approach the CRLB for large angle separation.
The RMSE performance of the IQML algorithm does not approach the CRLB across
the angle separation under consideration.
The bias performance against angle separation is shown in Figure 4.16. The pro-
posed PASI technique exhibits zero bias for all angle separation. The IQML has the
next best bias performance. It only displays non-zero bias when the angle separation is
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Figure 4.15: RMSE performance against angle separation for correlated signals























Figure 4.16: Bias performance against angle separation for correlated signals
less than 10◦. Moreover, its deviation is much smaller compared to that of the proposed
PAS technique and the MSWF-based algorithm.
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We have shown through various simulation that by using the proposed PASI tech-
nique, we can achieve the CRLB at low SNRs which none of the existing algorithms
being compared is able to achieve. Moreover, the proposed PASI technique is able to re-
solve correlated signals adequately provided that the angle separation of the multipaths
paths is greater than 10◦. The required array size can be small as long as it satisfies the
criteria M (k)0 > Pk and L
(k) ≥ Pk. The total number of antennas is independent of the
total number of impinging plane waves P and thus relaxes the hardware requirement of
the proposed algorithms.
4.6 Conclusion
We introduced two new DOA estimation methods for narrowband sources. The first
method, termed PAS technique, shows good performance in the low SNR region for
uncorrelated signals. It is able to separate uncorrelated paths that are as close as 1◦
apart. To further improve the performance of the proposed PAS technique in the case
of correlated signals, the technique is extended to include an iterative procedure which
is termed the PASI technique. Both the proposed PAS and PASI techniques perform
close to the CRLB, even at low SNRs and with small number of antennas. We also
showed through simulation that there is negligible effect of subarray size and number
on the performance of the proposed PAS and PASI techniques provided the conditions
M
(k)
0 > Pk and L
(k) ≥ Pk are satisfied for each source.
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Chapter 5
CFSSM: New Wideband DOA
Estimator
In this chapter, we introduce a computationally attractive, coherent DOA estimation
method for wideband sources which we term combined frequency signal subspace
method (CFSSM). We first discuss the formulation of the DOA estimation method
and demonstrate the applicability of the proposed method for both uncorrelated and
correlated wideband signals. We then quantify the computational efficiency of CFSSM
over existing methods [17, 38, 39]. Numerical results are provided at the end of the
chapter to exemplify the detection and estimation capabilities of the proposed method.
5.1 Formulation of Proposed Method
In this section, we derive the theoretical formulation of the proposed CFSSM used for
DOA estimation of wideband signals. Recall from Section 2.4.2 that for the general case
of a wireless communication system consisting ofK independent wideband sources, the









t− τ (k)p − κ(k)p,m
)
+ wm (t) (5.1)
where x(k)(t) is the modulated signal from the kth source. τ (k)p and α
(k)
p denote the
interpath delay and the complex gain of the pth multipath from the kth source respec-
tively. κ(k)p,m is the antenna delay of the pth multipath from the kth source at mth antenna
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where d(k)p,m is defined as the distance between the mth antenna and the reference antenna
of the pth multipath from the kth source, and c is the speed of propagation. wm(t) is the
additive noise at the mth antenna which is assumed to be uncorrelated with any of the
impinging plane waves, and is temporally and spatially white.
At the receiver, the signal is down-converted to baseband and sampled at the Nyquist
rate, B Hz. The antenna array output is observed over a total duration of T0 seconds.
The observation window is divided into N intervals whereby each interval has a du-
ration of ∆T = T0/N seconds. For each interval, a Q-point DFT is applied to the
Q samples to obtain Q frequency bins. Hence, the bandwidth of the signal sources
B is given by Q/∆T Hz. The ith sample within each interval at the mth antenna for















p,m + wm (i) (5.3)




p,m and x˜(k) (t) is the baseband signal of the kth source. The











































B)τ˜ (k)p,m +Wm (q) (5.4)
where X˜(k) (q) and Wm (q) are the baseband signal of the kth source and the additive
white noise in the frequency domain respectively.
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Note that there exists a linear relationship between the array manifolds of the dif-
ferent frequency bins regardless of the array geometry. We exploit this fact for our
proposed estimation method. To simplify the derivations and illuminate the formula-
tion of the proposed method clearly, we shall consider from this point onwards that the
antenna array at the receiver is a ULA with inter-element spacing δ. Note that the pro-
posed method is equally applicable to other array geometries and can be easily derived
accordingly.












































We can separate each entry in (5.6) into a frequency-independent portion given by:




(m−1) sin θ(k)p (5.7)
and a frequency-dependent portion given by:













where Bf = B/fc is the fractional bandwidth of the signals and λc is the wavelength of
the carrier frequency.
Using top-down approach, we first split the general problem stated in Section 2.4.2
into two classes: uncorrelated signals and correlated signals. The case of uncorrelated
signals arises if all the signal sources have one and only one impinging wave at the
receiver (i.e. Pk = 1 for all k). The scenario of correlated signals occurs when the
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signal from a source arrives at the receiver through multiple paths. Obviously, the
general problem is simply an amalgamation of the two classes.
5.1.1 Uncorrelated Signals
For uncorrelated signals, the correlation matrix of the signals in (3.37) is simply a diag-




∣∣α(1)∣∣2 0 · · · 0
0
∣∣α(2)∣∣2 · · · 0
...
... . . .
...
0 0 · · · ∣∣α(k)∣∣2

(5.9)
For clarity, the subscripts have been removed from all descriptions of angles, interpath
delays and complex gains since each source has only one impinging wave.
The element in the ith row and lth column of the noiseless correlation matrix of the




∣∣α(k)∣∣2 e−j2pi δλc (i−l)(1+ qQBf) sin θ(k) (5.10)
Note that the above noiseless correlation matrix of the received data is a Hermitian
matrix, i.e., Ry (q) = RHy (q). Consequentially, if we are to sum each element in
























∣∣α(k)∣∣2 e−j2pi δλc (i−l) sin θ(k)GPsum (5.11)
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where GPsum is the summation of a geometric series given by:
GPsum = F1
(
























(i− l)Bf sin θ(k)
) (5.13)
To avoid grating lobes, δ ≤ λc/2 and hence (δ/λc)Bf sin θ(k) << 1. This leads
to the following approximation: F1
(
i− l, θ(k)) ≈ 1 for i, l = 1, 2, . . . ,M , thus the




∣∣α(k)∣∣2 e−j2pi δλc (i−l)(1+Q−12Q Bf) sin θ(k) (5.14)
The combined correlation matrix Ry is thus:
Ry = A (θ)RxA











) · · · a (θ(K)) ] (5.16)






















The details of the derivation for the structure in (5.15) can be found in Appendix A.
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Since (5.15) has an identical structure to that of narrowband signal model, we can
apply any of the signal subspace estimation methods developed for narrowband signals,
e.g. MUSIC, to estimate the DOAs. Note that the array response matrix given by (5.16)
is different from the array response matrix of any of the individual frequency bin. So
unlike CSSM [17], we do not convert the signal subspace of different frequency bins
into a pre-determined one. Instead, we establish a new signal subspace which can be
viewed as the combined frequency signal subspace, hence the name of the proposed
method. Once a set of preliminary DOA estimates, θˆ =
[
θˆ(1) θˆ(2) · · · θˆ(K)
]T
is
obtained, we can use them to form a weighting matrix F that can be used to create a
refined combined frequency correlation matrix R˜y to estimate the DOAs iteratively:
R˜y = F¯Ry (5.19)
where ¯ is the Hadamard (element-by-element) product of matrices.
For example, if the complex gains are known, the element in the ith row and lth





k=1 F1 (l − i, θ(k)) |α(k)|2 ej(l−i)φ(k)
(5.20)




= 1 for all
θ(k). Since the noise correlation matrix Σ is a diagonal matrix for spatially uncorrelated
noise, the application of the weighting matrix will not result in noise amplification.
Subspace estimation methods can be applied to the new combined correlation matrix
R˜y to get the refined DOA estimates. Note that this process can be applied iteratively.
5.1.2 Correlated Signals
In the preceding section, we showed that CFSSM can be used for uncorrelated signals.
In this section, we show that a similar structure for the combined correlation matrix
of received signals exists for correlated signals. For clarity, we consider the case of
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a single source with two impinging waves at the receiver after passing through two
independent multipaths. Though we only consider two paths, the derived expression is
equally valid for three or more paths, and can be easily extended to the general case. As
we are considering only a single source, we drop the superscripts of the source index in
all descriptions of angles, time delays and complex gains in this section.








The element in the ith row and lth column of the noiseless correlation matrix of the qth
frequency bin is then given as:












(1+ qQBf)[(l−1) sin θ2−(i−1) sin θ1] (5.22)
where ∆τ = τ2 − τ1 and










Summing the various correlation matrices together as in (5.11), we get the elements of
the combined correlation matrix:
[Ry]il = |α1|2 F1 (i− l, θ1) e−j(i−l)ψ˜1 + |α2|2 F1 (i− l, θ2) e−j(i−l)ψ˜2














where ϕ1 = (i− 1) sin θ2 − (l − 1) sin θ1, ϕ2 = (l − 1) sin θ2 − (i− 1) sin θ1, and ψ˜p
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F1 (i− l, θ) is as defined in (5.13), and F2 (i, l, θp1 , θp2) is defined as follows:
















Bf ((i− 1) sin θp1 − (l − 1) sin θp2)
}] (5.26)
For multipaths that are well separated in their arrival times at the receiver (i.e.
B∆τ > 1), F2 (i, l, θ2, θ1) and F2 (l, i, θ2, θ1) are approximately zero. Hence the com-
bined correlation matrix reduces to the same structure as that of uncorrelated signals
given in (5.15). The details of the derivation for the structure can be found in Appendix
A. Narrowband subspace estimation can be carried out using the combined correlation
matrix to estimate the DOAs like in the case of uncorrelated signals.
5.2 Proposed DOA Estimation Algorithm
From the discussion in Section 5.1, we can now list in details the steps of the algo-
rithm for DOA estimation using CFSSM together with the narrowband signal subspace
estimation method, MUSIC:
1. Down-convert the received signal at the array to baseband and sample the base-
band signal at the Nyquist rate, B Hz.
2. Divide the total number of sampled data into N snapshots of Q samples each.
3. For each snapshot, convert the sampled time domain data into frequency domain
data of Q frequency bins using Q-point DFT.
4. For each frequency bin, estimate the correlation matrix Ry (q) by averaging the
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2 (q) · · · Y (n)M (q)
]T
with Y (n)m (q) as de-
fined in (5.4).








6. Estimate the combined frequency signal subspace EˆS and noise subspace EˆW by
SVD of the estimated combined correlation matrix Rˆy.
7. Estimate the DOAs θˆ(k)p using the MUSIC algorithm which is given by:
θˆ(k)p = argmin
θ









(1+Q−12Q Bf) sin θ · · · e−j2pi δλc (M−1)(1+Q−12Q Bf) sin θ
]T
(5.30)
Note that unlike CSSM [17] and WAVES [38], CFSSM does not require any preliminary
DOA estimates, and it can actually be used in combination with these methods. In other
words, the preliminary estimates can first be obtained using the proposed estimation
algorithm, and then these estimates can be used to form the required transformation
matrix T(q) [17, 38].
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5.3 Computational Complexity
The exact computational complexity of the proposed method is dependent on the actual
implementation and is difficult to be determined without the implementation details.
Our objective in this section is to provide an estimation of computational complexity
in terms of the number of arithmetic operations required [50] to illustrate the compar-
atively computational simplicity of our proposed algorithm to existing algorithms. We
compare the computational complexity of our proposed algorithm with the traditional
CSSM [17, 75], WAVES [38] and TOPS [39]. We assume that the Capon’s algorithm
is used as the initial estimator of the DOAs to construct the required transformation
matrix in CSSM and WAVES. Since Steps 1 to 4 of the algorithm are common to all
the considered algorithms, we shall disregard their computational complexity in our
discussion.
5.3.1 CSSM
The computational cost of CSSM can be divided into two parts: pre-processing and
actual estimation [39]. We assume that the Capon estimator [95] is used in the pre-
processing stage to obtain the initial DOA estimates for a chosen frequency bin. The
overhead in forming the Capon estimator [97] includes the inversion of the estimated
correlation matrix which requires O (M3) [50] arithmetic operations. The search pro-
cess using the Capon estimator requires a computational cost of order O (M2) for each
hypothesized angle.
In the formation of RSS transformation matrix [75], we consider the simplest case
where there is only one preliminary angle estimate so as to avoid the use of SVD for
each frequency bin. The total computational cost of transforming the signal subspace of
each frequency bin to the signal subspace of a pre-determined frequency, resulting from
matrix multiplications, is thus Q operations of order O (M2). The overhead in using
the MUSIC algorithm, consisting of two operations (i.e. SVD of correlation matrix and
matrix multiplication EWEHW ), is a computational cost of order O (M
3) each while the
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search process requires a computational cost of order O (M2) for each hypothesized
angle.
5.3.2 WAVES
The pre-processing stage of WAVES is similar to CSSM and thus it has similar com-
putational complexity. However, in the formation of the pseduodata matrix Z [38], Q
additional SVD operations (one for each frequency bin) of the correlation matrix are
required. This results in a drastic increase in computational cost since each SVD oper-
ation requires O (M3) arithmetic operations. The computational costs of forming the
noise subspace and search process for WAVES are similar to CSSM when both use the
MUSIC algorithm.
5.3.3 TOPS
The TOPS algorithm does not require an initial estimate of the focusing angles unlike
the CSSM and WAVES [39]. However, the computation of each hypothesized angle
matrix D (φ) requires the knowledge of the signal and noise subspaces at each fre-
quency bin. Hence, the computational cost arising from Q SVD operations cannot be
eliminated. Moreover, the search process requires a SVD of P × P matrix [39] with a
computational cost of O (P 3) operations. For large values of P , the search process may
become much more computational costly than WAVES and CSSM.
5.3.4 Proposed CFSSM
The averaging of the correlation matrices of the different frequency bins to form the
combined correlation matrix requires only (M2 + 1) arithmetic operations. The SVD of
Rˆy requires 12M3 operations while the construction ofEWEHW requires 2 (M − P )M2
operations [50]. The one-dimensional search process in Step 7 of the proposed algo-
rithm requires (2M2 + 3M) operations for each hypothesized angle. Equivalently, we
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can regard the overhead computational cost of forming the DOA cost function consist-
ing of an operation with complexity order of O (M2) and another two operations with
complexity order of O(M3) each, while the search process requires an operation with
O (M2) computation cost for each hypothesized angle.
The computational complexity of the existing methods and the proposed CFSSM is
summarized in Table 5.1. From our discussions, we can see that the proposed method
has the least computational cost, and is much more efficient in terms of computational
complexity. The savings in the computational load become crucial when real-time pro-
cessing is required. In fact, the proposed algorithm has about the same computational
cost as that of CSSM and WAVES in the pre-processing stage. Coupled with the fact
that CFSSM does not require any preliminary DOAs estimation, the proposed algorithm





























































































































































































































































































































































































































































































































































































































































































































































5.4 Detection of the Total Number of Multipaths
In this section, we discuss the problem of determining the total number of signals P
impinging at the array using our proposed combined correlation matrix in CFSSM.
The value of P is required in MUSIC algorithm for the separation of the signal and
noise subspaces [2]. Estimation error in the value of P will therefore result in the
wrong estimation of these subspaces. Two popular methods are used for narrowband
signal source detection: Akaike information criterion (AIC) and Rissanen minimum
description length criterion (MDL) [2, 98, 99].
In [17], a coherent form of AIC, termed minimum Akaike information criterion es-
timate (MAICE), is derived for wideband signal sources detection using the combined
correlation matrix in CSSM. Here, we adapt the algorithm in [17] by using the com-
bined correlation matrix in our proposed CFSSM to determine the value of P . First we













We denote the eigenvalues of the estimated combined frequency correlation matrix
as λˆ1 ≥ λˆ2 ≥ . . . ≥ λˆM . Following the derivation in [17], the total number of multi-



























In Section 5.6.2, we study the performance of the proposed detection in comparison
with the coherent AIC detection in [17].
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5.5 Asymptotic Performance
The asymptotic performance of MUSIC estimator with large number of snapshots has
been derived previously in [100, 101] for the narrowband signals. Since the correlation
matrix Ry and hence the estimated correlation matrix Rˆy approximate to that of the
narrowband signal source (with equality when fractional bandwidth is equal to zero),




























































and λi and ui are the ith largest eigenvalues and the
corresponding eigenvector of Ry.
5.6 Simulation Results
In this section, we provide some numerical results where the proposed CFSSM is com-
pared with some existing methods. We consider the operating scenario of a future cel-
lular system with large system bandwidth of 100 MHz [102, 103]. The signal sources
are modeled as zero-mean Gaussian processes with a carrier frequency of 2 GHz and
a bandwidth of 100 MHz, and are assumed to be uncorrelated. The noise at the array
is assumed to be AWGN. The antenna array is assumed to be a ULA of 11 omni-
directional antennas with inter-element spacing δ = 1
2
λc where λc is the wavelength of
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the carrier frequency. The Rayleigh angle resolution limit for the array is approximately
2/ (M − 1) ' 11.46◦ (0.2 radians). Monte Carlo simulation of 2000 independent trials
are conducted to obtain the statistical performance.
The received signal is down-converted to baseband and sampled at a frequency of
100 MHz. The total observation time is T0 = 20.48 µs and are divided into 64 intervals
with a duration of ∆T = 320 ns each. Using DFT, the samples in each interval are
converted into Q = 32 narrowband frequency bins.
5.6.1 Resolution of Signals
We consider K = 2 uncorrelated signal sources, each having two impinging wavefronts
at the receiver (i.e. P1 = P2 = 2). The magnitudes of the complex gains for all the
paths are assumed to be equal and the SNRs are set to 0 dB. For the first source, θ(1)1 =
21◦ and θ(1)2 = 26
◦. The angle separation is 5◦ which is less than half the Rayleigh





respectively, where β is a constant such that the SNRs for both paths are equal to 0
dB. The time delays are expressed in terms of the sampling period T : τ (1)1 = 0T and
τ
(1)
2 = 4.2T . For the second source, the angle separation between the two arrival paths
is set to 5◦ with θ(2)1 = 46
◦ and θ(2)2 = 51
◦. The complex gains are set to α(2)1 = βe
−j pi
4
and α(2)2 = βe
j pi
3 while the time delays are τ (2)1 = 0.1T and τ
(2)
2 = 6T .
For comparison, the spatial spectrums of the three different methods – the proposed
CFSSM method, Wang and Kaveh’s CSSM method [17] and the IMUSIC method [15]
– are plotted in Figure 5.1, Figure 5.2 and Figure 5.3 respectively. In each method, the
true number of signals P = 4 is used for processing. In each figure, the results from
ten independents trials are plotted together. For ease of reference, the true DOAs are
indicated by the vertical lines in the figures.
From Figure 5.1 and Figure 5.2, we see that our proposed CFSSM and CSSM es-
timation methods are able to resolve the different arrival paths from each source. The
IMUSIC algorithm, however, is unable to resolve the different arrival paths from each
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Figure 5.1: Spatial periodogram for two signal sources using CFSSM

















Figure 5.2: Spatial periodogram for two signal sources using CSSM
source despite knowing the true number of impinging wavefronts. Hence, we can con-
clude that both CFSSM and CSSM estimation methods, which are coherent methods,
are superior to IMUSIC in terms of resolving correlated signals at the receiver.
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Figure 5.3: Spatial periodogram for two signal sources using IMUSIC
5.6.2 Detection Performance of Signals
In this section, we compare the statistical performance of the proposed detection algo-
rithm described in Section 5.4 with the coherent AIC and incoherent AIC from [17,98].
First, we compare the detection performance for two uncorrelated signal sources each
having a single path at the receiver. Both sources are assumed to have equal received
power and the angle separation between the two sources is set to 7◦.
In Figure 5.4, the detection performance against SNR for each method is plotted for
comparison. The proposed detection algorithm and the coherent AIC [17] have similar
performance, which are much better than that of incoherent AIC in low SNR conditions.
For 100% correct detection, the SNR threshold of our proposed detection algorithm and
coherent AIC is −13 dB, while the SNR threshold of incoherent AIC is −7 dB, which
is much higher than the former. In incoherent AIC, the detection is carried out at each
frequency bin as compared to coherent AIC where the detection is carried out for the
coherent signal subspace of all frequency bins. As such, a single outlier in one of the
frequency bins can degrade the detection performance greatly in low SNRs.
Next, the detection performance of the proposed algorithm and coherent AIC for
two correlated received signals (arising from two received signal paths from a single
95

































Figure 5.4: Detection performance against SNR for uncorrelated signals
































Figure 5.5: Detection performance against SNR for correlated signals
source) are compared. The signals from the two paths are assumed to arrive at the re-
ceiver with a relative delay of 4.2T and the angle separation for these correlated signals
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is kept at 7◦. The received power for each path is assumed to be equal as in the case for
uncorrelated sources.
In Figure 5.5, the detection performance of the proposed detection algorithm and
the coherent AIC for different SNRs are plotted for comparison. Once again the perfor-
mances of the two schemes are identical, and have similar SNR thresholds. Note that
the incoherent AIC cannot make the correct detection of the number of signals regard-
less of the SNR because of its inability to resolve correlated signals. As such, we omit
the performance of incoherent AIC in Figure 5.5. Our proposed detection algorithm is
better than that of coherent AIC as it does not require initial DOA estimates and has a
lower computational complexity in the formation of the combined correlation matrix.
5.6.3 Performance of the DOA Estimators
The statistical estimation performance of our proposed method, in terms of estima-
tion error deviation and estimation bias, is studied through Monte Carlo simulation in
this section. The performances of coherent estimation methods like the CSSM [17],
WAVES [38], TOPS [39], as well as the IMUSIC are also simulated for comparison.
Monte Carlo simulation of 2000 independent trials are conducted to obtain the statistical
performance.
5.6.3.1 Uncorrelated Signals
We investigate the estimation performance for two uncorrelated received signals using
the various estimation methods. Two equal-power uncorrelated signal sources whose
DOAs are randomly generated with a fixed angle separation of 7◦ are simulated with the
following parameters: α(1)1 = βe
j pi
5 , α(2)1 = βe
j pi
3 and τ (1)1 = τ
(2)
1 = 0T . Note that the
complex gains for the two sources have equivalent power so the received SNRs for both
sources are the same. For CSSM and WAVES, the initial DOAs are estimated using the
Capon’s estimator which only provides a single DOA estimate, and the RSS focusing
matrix [75] is chosen as the focusing matrix.
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Figure 5.6: RMSE performance against SNR for uncorrelated signals



























Figure 5.7: Bias performance against SNR for uncorrelated signals
In Figure 5.6, the RMSE performance for CFSSM, CSSM, WAVES, TOPS and
IMUSIC is plotted against SNR. Here, the RMSE is averaged over the two multipaths.
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The CRLB as calculated in [17] is also included for reference. In the low SNRs, the per-
formances of proposed CFSSM, CSSM and WAVES are similar, and are significantly
better than that of IMUSIC. The RMSE of the proposed CFSSM estimation method
is also very near to the CRLB in the low SNRs. In high SNR region, IMUSIC per-
forms better due to the bias in all the coherent methods [39, 96]. Note that the IMUSIC
cannot resolve the two signals below the SNR detection threshold of −7 dB. Therefore
the performance of IMUSIC below −7 dB (as seen from Figure 5.4) is not included in
Figure 5.6 due to unreliable estimates.
In Figure 5.7, the bias performances for the different estimation methods are pro-
vided where the estimates from the different trials are averaged. Note that CFSSM,
CSSM and WAVES exhibit an estimation bias even at high SNRs while the estimates
from TOPS and IMUSIC tend to converge to the true DOAs with increasing SNR as
reported in [39].
The proposed method is the best performing estimator which does not require initial
DOA estimates (similar to IMUSIC and TOPS) in low SNR region. Either in terms of
estimation variance or estimation bias, the performance of the proposed CFSSM esti-
mation algorithm is comparable to existing coherent estimation methods such as CSSM
and WAVES but is computationally less expensive. Moreover, the CFSSM estimation
variance performance is close to the CRLB in low SNR region.
5.6.3.2 Correlated Signals
We next investigate the estimation performance for two correlated received signals for
each of the various estimation methods. We consider the case where two signals from
the same source arrive at the receiver through two different paths with the following
parameters: α(1)1 = βe
j pi
5 , α(1)2 = βe
j pi
4 and τ (1)1 = 0T , τ
(1)
2 = 6.2T . Their DOAs are
randomly generated with a fixed angle separation of 7◦. Note that the complex gains for
the two paths have equivalent power so the received SNRs for both paths are the same.
As in the case for uncorrelated signals in Section 5.6.3.1, the initial DOA estimates for
CSSM and WAVES are estimated by the Capon estimator which only provides a single
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DOA estimate, and the RSS focusing matrix [75] is chosen as the focusing matrix.































Figure 5.8: RMSE performance against SNR for correlated signals
























Figure 5.9: Bias performance against SNR for correlated signals
In Figure 5.8, the RMSE performance for CFSSM, CSSM, WAVES and IMUSIC
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are plotted against SNR. Both TOPS and IMUSIC are not able to resolve correlated
signals [17, 39]. The performance of IMUSIC is included for illustration only, demon-
strating the incapability of incoherent methods to handle correlated signals. IMUSIC is
only able to obtain a single DOA estimate instead of the required two estimates. The
single estimates are always around the average of the two true DOAs, hence resulting
in a constant estimation error as reflected in Figure 5.8. The performances of the re-
maining three coherent methods, namely the proposed CFSSM, CSSM and WAVES,
are similar to that of uncorrelated signals. These three algorithms are able to resolve the
correlated signals effectively due to the coherent combining of data from all frequency
bins. In the low SNR region, the proposed CFSSM, CSSM and WAVES have similar
performances and are very near to the CRLB. In the high SNR region, the error floor
appears again for all three methods due to the bias, clearly illustrated in Figure 5.9.
5.7 Conclusion
We introduced a new, computationally attractive, coherent DOA estimation method
for wideband sources, that does not require initial DOA estimates for focusing unlike
conventional methods. The proposed method, termed CFSSM, has significantly lower
computational requirements than existing estimation methods and can be used for both
uncorrelated and correlated signals. We also demonstrated through simulation that the
coherent detection performance using the combined correlation matrix in the proposed
CFSSM is comparable to existing coherent AIC using the combined correlation matrix
in CSSM. Moreover, as no initial DOA estimates are required for CFSSM, it can be
used in tandem with some of the existing methods like CSSM and WAVES, replac-
ing the initial low-resolution estimation process like the Capon estimator. The savings
in computational load using the proposed method would make the necessary real-time
estimation, in applications such as cellular mobile systems, more efficient.
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Chapter 6
M-CFSSM: New Wideband DOA
Estimator for Known Signals
In Chapter 5, we discussed the DOA estimation of wideband signals without a pri-
ori knowledge of the transmitted signals. Though this assumption makes the proposed
CFSSM less restrictive in its application, it requires a significant number of snapshots so
as to ensure the sample correlation matrix converges to the true correlation matrix [38].
Given short allocated estimation time, its detection and estimation performance may
degrade significantly especially in low SNR region. In this chapter, we introduce an
estimation algorithm that makes use of the knowledge of transmitted signals at the re-
ceiver to lower the requirement on the number of available snapshots. Transmission of
short bursts of pre-determined preambles is a popular approach in cellular communi-
cations among other wireless systems [22]. Here, we consider the use of such known
transmitted preambles for DOA estimation of wideband signals, as opposed to narrow-
band signals considered in [11,13]. The proposed algorithm, modified from the CFSSM
introduced in Chapter 5, is termed modified CFSSM (M-CFSSM). We first formulate
the estimation method and then use numerical results to illustrate the detection and




In this section, we modify the CFSSM algorithm in Chapter 5 to the case where the
transmitted signals are known at the receiver. Note that the receiver only has the knowl-
edge of transmitted signals, but not other parameters that characterize each signal path
from each source. In other words, given the general expression in Section 2.4.2 for the









t− τ (k)p − κ(k)p,m
)
+ wm (t) (6.1)
the receiver only has the knowledge of transmitted signals x(k)(t) from the kth source,
while the interpath delay τ (k)p and the complex gain α
(k)
p are unknown parameters at the
receiver.
Recall from Section 5.1 that the received signal is down-converted to baseband and
sampled at the Nyquist rate, producing N intervals of Q samples each. In each interval,
a Q-point DFT is applied to the samples to obtain Q frequency bins. We recall the










B)τ˜ (k)p,m +Wm (q) (6.2)
where Pk is the total number of impinging plane waves at the receiver from the kth






p,m. For a ULA
with inter-element spacing δ, the signal in each frequency bin can be written in the
conventional matrix form:















X˜(1) (q) · · · X˜(1) (q) · · · X˜(k) (q) · · ·







1 , · · · α(1)P1 , · · · α
(k)







1 · · · θ(1)P1 · · · θ
(k)
p · · · θ(K)1 · · · θ(K)PK
]T
(6.8)
Y (q) is the M × 1 noisy received signal at the array, whereas W (q) is the M × 1
additive white noise at the array. X (q) is the P × 1 vector comprising of the repetitions
of the K signal sources according to the number of arrival paths for each source (i.e. Pk
repetitions for the kth source). Λ is the P×P diagonal matrix of the complex gains with
entries equal to α(k)p . θ is the P × 1 vector containing the DOAs of all impinging plane











































































From this point onwards, we denote the received signal at different snapshots with a
subscript n for n = 1, 2, . . . , N . Hence the received signal at the nth snapshot is given
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by:
Yn (q) = A (q,θ)ΛXn (q) +Wn (q) (6.11)
Since we are transmitting deterministic known signals at the different sources, we
can ensure that the signals from different sources are designed such that they are un-
correlated within the DOA estimation period. In other words, we want to design the










 1, k1 = k20, k1 6= k2 (6.12)
for all q. Other than using preambles, the receiver can acquire knowledge of the trans-
mitted signals through receiver estimation. The receiver estimates the transmitted sig-
nals and then uses these estimated signals for DOA estimation as in decision-directed
estimation [104]. Obviously for this case, the requirement in (6.12) will not be easily
fulfilled if N is small given that the transmitted signals from different sources are in-
dependent. In this scenario, the only requirement is that the transmitted signals from








]∗ → E{X(k1) (q) [X(k2) (q)]∗} =
 1, k1 = k20, k1 6= k2 (6.13)
However, since we are concerned with DOA estimation using small N , we assume
that the transmitted signals satisfy (6.12) during the estimation period. We can form K
different data sets, one for each signal source, by correlating the received signals with
each of the known transmitted signals. Each data set consists of Q vectors denoted by
105










































































is the reduced size matrix consisting of the columns of A (q,θ) with DOAs
belonging to the kth source only, Λ(k) is the Pk × Pk diagonal matrix of the complex
gains of the kth source, θ(k) is the Pk× 1 vector containing the DOAs of the kth source,
1Pk is a Pk × 1 vector whose entries are all ones, and W(k) (q) is the M × 1 additive
white noise at the array.
Hence, instead of estimating the DOAs of all the different sources simultaneously,
we can estimate the DOAs of the individual sources separately by using Zk (q) as de-
fined in (6.14). For clarity, we drop the source index in the rest of the derivations since
the DOA estimation is carried out for each source individually.
Like in CFSSM, we seek to combine the various frequency bins together to form
a single combined frequency signal subspace. However, unlike the case of CFSSM,
we do not combine the correlation matrix of each frequency bin. Instead, we first try
to separate signals that arrive through different multipaths which are well-separated in
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−jφp(i,m)F (i,m, p) (6.19)
where



































(m− 1)Bf sin θp − i
)] (6.21)
The details in the simplification process from the second equality to the third equality in
(6.19) can be found in Appendix B. Observe that when Bτp ≈ i, |F (i,m, p)| ≈ 1 and
when |Bτp − i| ≥ 1, |F (i,m, p)| ≈ 0. Hence we can use the various H (i) to estimate
the different DOAs individually. First, we have to determine which of the different
vectors H (i), i = 0, 1, . . . , Q− 1, should be used for DOA estimation.
A possible way to determine the number of arrival paths (i.e. the number of imping-
ing plane waves with significant powers) and the corresponding vectors to use for the
DOA estimation is to search for peaks of |H (i)|2 across i = 0, 1, . . . , Q− 1 which are
greater than a threshold, ζ . If |H (i)|2 ≥ ζ , DOA estimation can be performed using
107
this particular vector; if |H (i)|2 < ζ , no DOA estimation is carried out. For P << Q,







Without loss of generality, we assume that a peak is detected at i = 0 (i.e. |H (0)|2 ≥
ζ). We now discuss the estimation of θ1 using H (0) as an illustration of the DOA
estimation algorithm. From (6.19), we can rewrite the vector noiseless H (0) as:

























with the steering vectors given by:
aH(0) (θp) =

F (0, 1, p) e−jφ˜p(1)
F (0, 2, p) e−jφ˜p(2)
...
F (0,M, p) e−jφ˜p(M)

(6.25)
and φ˜p (m) is a variation of φp (i,m) in (6.20) without the portion which is independent
of m (it will be canceled out during the correlation process at a later stage). More
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formally:


















|α1|2 · · · α1α∗p · · · α1α∗P
... . . .




1 . . . |αp|2 · · · αpα∗P
... . . .








where σ2 is the noise variance and AH(0) is the simplified form of the array response
matrix in (6.24) and is given by:
AH(0) =
[
aH(0)(θ1) aH(0)(θ2) · · · aH(0)(θP )
]
(6.28)
Using the fact that |F (i,m, p)| ≈ 1 forBτp ≈ i and |F (i,m, p)| ≈ 0 for |Bτp − i| ≥ 1,
we can approximate RH (0) as:





Note that the magnitude of each element in the steering vectors is no longer constant as
in the classical MUSIC algorithm. Instead, the magnitude is not only dependent on the
DOA θp, it also depends on the interpath delay τp. Another consequence of the varying
magnitude is that the steering vectors for the different angles are no longer of the same
form, resulting in another key difference as compared to the classical MUSIC algorithm.
However, as mentioned previously, DOA estimation is performed separately for each
source and we can see from (6.29) that RH (0) is used to estimate for θ1 exclusively.
Considering RH (0) in (6.29), we note that we have two unknowns: θ1 and τ1. We
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can make use of an iterative process to estimate these two unknowns. First, using the
fact that for Bτ1 ≈ 0, we can approximate F (0,m, 1) by:
















(m− 1)Bf sin θ1
)] (6.30)
and form an initial estimate θˆ(0)1 of θ1 using the MUSIC algorithm. With this initial es-
timate θˆ(0)1 , we form an estimate τˆ
(0)


























































































1 − sin θp
))] (6.33)






for −1 < u < 1. For









1 → θ1. For multiple signals, u ≈ Bτ1 will be the maximization point with the
offset limits dependent on the number of signals and their separation in arrival times.
The discussion on the offset limits is given in Appendix C. With the initial estimate
τˆ
(0)
1 , we form F (0,m, 1) to carry out the one-dimensional search process of the DOA
θ1 again. The process can then be re-iterated several times to get DOA estimates of
desired accuracy.
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If we denote the iteration index as l then the steps of the iterative process can be
formally listed as below:








, form an initial
estimate θˆ(0)1 of θ1 by performing the MUSIC algorithm on RH (0).
2. Using θˆ(l−1)1 , l = 1, 2, . . . , Liter (where Liter is the maximum number of itera-





















3. Using τˆ (l)1 , form F
(l) (0,m, 1)
4. Using F (l) (0,m, 1), estimate θˆ(l)1 by performing the MUSIC algorithm onRH (0).
Repeat Step 2 to Step 4 for l < Liter.
The maximum number of iterations Liter is preset. For only a small number of itera-
tions, the accuracy of DOA estimates is high, as shown in later sections. Alternatively,
the stopping condition for the iterative procedure can be determined by the absolute
difference between the current estimated DOA and the previous DOA estimate lesser
than a pre-determined threshold whereby this threshold determines the resolution of the
detected DOAs.
6.2 Proposed DOA Estimation Algorithm
From the discussion in Section 6.1, we now formulate the algorithm for DOA esti-
mation of uncorrelated and correlated signals using the M-CFSSM together with the
narrowband signal subspace estimation method, MUSIC. Note that we assume that the
receiver has the knowledge of the total number of wideband signal sources. The signals
from the sources are assumed to be uncorrelated which satisfy (6.12).
1. Down-convert the received signal at the array to baseband and sample the base-
band signal at the Nyquist rate, B Hz.
111
2. Divide the total number of sampled data into N snapshots of Q samples each.
3. For each snapshot, convert the sampled time domain data into frequency domain
data of Q frequency bins using Q-point DFT.
4. For each frequency bin, correlate the received signal with the different transmitted
signals to form Z(k) (q) in (6.14).
5. For each Z(k) (q), form the corresponding H(k) (i) using (6.18) and determine the
number of received signals from the kth source by finding the number of peaks in
the plot of
∣∣H(k) (i)∣∣2 for i = 0, 1, . . . , Q− 1 greater than a threshold ζ designed
accordingly to (6.22).
6. Using each of the H(k) (i) that corresponds to the peaks found in Step 5, form the
correlation matrix R(k)H (i) as follows:
R
(k)







7. The DOA estimation for each arrival path is carried out using the iterative process
detailed at the end of Section 6.1.
Note that in the proposed estimation algorithm, the DOAs of all the impinging wave-
fronts from each source are estimated separately. In addition, the search through the
hypothesized DOAs can be narrowed down after the initial estimate – only a single an-
gle is expected and the initial estimate is near to the true DOA unlike the preliminary
DOA estimates in CSSM [17] and WAVES [38].
6.3 Simulation Results
In this section, we provide some numerical results using the proposed M-CFSSM. We
consider the same operating environment as that in Section 5.6 – a future cellular system
with large system bandwidth of 100 MHz [102, 103]. The signals from each source are
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modeled in the frequency domain as random variables with constant amplitudes and
uniformly distributed random phases. The sources have a carrier frequency of 2 GHz
and a bandwidth of 100 MHz. They are designed accordingly to (6.12) so that they are
uncorrelated within the observation window. The frequency domain signal from each
source is generated randomly for a single snapshot. The signals are then repeated for
N = 4 snapshots and are multiplied by different rows of the 4 × 4 Hadamard matrix
for different signal sources to guarantee the signals from the sources satisfy (6.12). The
signals are assumed to be known to the receiver. The noise at the array is assumed
to be AWGN. The antenna array at the receiver is assumed to be a ULA of 11 omni-
directional antennas with inter-element spacing δ = 1
2
λc where λc is the wavelength of
the carrier frequency. The Rayleigh angle resolution limit for the array is approximately
2/(M − 1) ' 11.46◦ (0.2 radians).
The received signal is down-converted to baseband and sampled at a frequency of
100 MHz. The total observation time is T0 = 1.28 µs and are divided into 4 intervals
each with duration ∆T = 320 ns. Here, the number of intervals is chosen to be small so
as to illustrate the capability of the proposed algorithm when small number of snapshots
is available. The samples in each interval are converted into Q = 32 narrowband fre-
quency bins using DFT. Note that the number of snapshots considered is much smaller
than that used in Chapter 5 which is 64.
6.3.1 Detection Performance of Correlated Signals
Since the sources are designed to be uncorrelated and the number of sources is assumed
to be known, we only need to determine the number of correlated signals at the receiver
due to the different multipaths of each source. Without loss of generality, we consider
the case of a single source with two impinging wavefronts at the receiver (i.e. P1 = 2).
The magnitudes of complex gains for all the paths are assumed to be equal and the
SNRs are set to −10 dB. The two multipaths, with the DOAs randomly generated with
an angle separation of 7◦, have the following parameters: α(1)1 = βe
j pi






1 = 0T , τ
(1)
2 = 6.2T . Note that the complex gains for the two paths have equivalent
powers so that the received SNRs for both paths are the same. We plot the graph of∣∣H(k) (i)∣∣2 against i, i = 0, 1, . . . , Q − 1 for ten independent trials in Figure 6.1. For
ease of reference, the thresholds ζ as defined in (6.22) (indicated by the horizontal lines)
are plotted as well.




















Figure 6.1: Plot of |Hk (i)|2 against i
As seen from Figure 6.1, we can correctly detect two peaks in the plot correspond-
ing to the two arrival paths (indicated by the vertical lines) even at a low SNR of −10
dB. We compare the performance of the proposed detection method to that of the coher-
ent AIC proposed in [17]. From Figure 6.2, our proposed detection algorithm performs
better than the coherent AIC [17] at low SNRs. For 100% correct detection, the SNR
threshold of our proposed detection algorithm is around −12 dB while the SNR thresh-
old of coherent AIC is −8 dB, which is higher than that of our proposed detection
algorithm.
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Figure 6.2: Detection performance against SNR for correlated signals
6.3.2 Performances of the DOA Estimators
In this section, we study the statistical estimation performance of the proposed M-
CFSSM in terms of RMSE and estimation bias. The WAVES algorithm has similar
performance to the CSSM algorithm as seen from the previous chapter. Hence the per-
formance of proposed M-CFSSM is compared to that of the blind coherent estimation
method CSSM [17] only. Monte Carlo simulation of 2000 independent trials are con-
ducted to obtain the statistical performance.
6.3.2.1 Correlated Signals
We investigate the estimation performance for two correlated received signals which
arrive at the receiver simultaneously. The correlated signals are the result of two im-
pinging wavefronts from the same source that arrive at the receiver through two inde-
pendent multipaths. The DOAs of the two multipaths are randomly generated with an
angle separation of 7◦ with other parameters as follows: α(1)1 = βe
j pi




and τ (1)1 = 0T , τ
(1)
2 = 6.2T . Note that the complex gains for the two paths have
equivalent powers so the received SNRs of both paths are the same. For the CSSM esti-
mation method, the initial DOAs are estimated using the Capon’s estimator which only
provides a single DOA estimate, and the RSS focusing matrix is used as the focusing
matrix. For our proposed M-CFSSM, the number of iterations is set to 1 (i.e. Liter = 1).




























Figure 6.3: RMSE performance against SNR for correlated signals
In Figure 6.3, the RMSE for M-CFSSM and CSSM are plotted against SNR. We
compare the performance of the algorithms with the CRLB derived for known wave-
forms given in [17]. Note that for CSSM, even though the coherent AIC is able to de-
tect the number of correlated signals correctly from −8 dB onwards, the spatial plot of
CSSM occasionally shows a single peak for SNRs below 0 dB. Hence from Figure 6.4,
we can see that CSSM has a large bias at −8 dB. This, in turn, affects the estimation
performance in terms of RMSE. As seen from Figure 6.3, the performance of the CSSM
is much worse than that of M-CFSSM in the low SNR region. On the other hand, the
proposed M-CFSSM exhibits good estimation performance and has performance close
to the CRLB at low SNRs. In Figure 6.5, the RMSE for the estimation of Bτ (1)2 is
shown. Note that at high SNRs the plot exhibits an error floor, signifying a small offset
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Figure 6.4: Bias performance against SNR for correlated signals




























We next investigate the estimation performance for two uncorrelated signals. The
two signals are assumed to have equal power and their DOAs are randomly gener-





5 , α(2)1 = βe
j pi
3 and τ (1)1 = τ
(2)
1 = 0T . Note that the complex gains for
the two signals have equivalent powers so the received SNRs of both signals are the
same. We compare the performance of the proposed M-CFSSM to CSSM. Similar to
Section 6.3.2.1, the initial DOAs for CSSM are estimated using the Capon’s estimator
which only provides a single DOA estimate. The RSS focusing matrix is used as the
focusing matrix for CSSM .




























Figure 6.6: RMSE performance against SNR for uncorrelated signals
In Figure 6.6, the RMSE for M-CFSSM and CSSM are plotted against SNR. We
compare the performance of the algorithms with the CRLB derived for known wave-
forms given in [17]. Similar to the case of correlated signals, the proposed M-CFSSM
performs better than CSSM in the low SNR region. Moreover, there is no error floor in
the RMSE plot unlike the case for correlated signals in the high SNR region. This is
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Figure 6.7: Bias performance against SNR for uncorrelated signals
shown more clearly in Figure 6.7.
The proposed M-CFSSM method proves to have good estimation performance at
low SNRs even with only a small number of snapshots. Its estimation performance is
close to the CRLB and it is able to resolve the signals correctly at low SNRs.
6.4 Conclusion
In this chapter, we modified the CFSSM introduced in Chapter 5 to the case when the
receiver has the knowledge of transmitted signals. The modified CFSSM (M-CFSSM)
method can be used for both uncorrelated and correlated signals and is useful for DOA
estimation in systems with small amount of observation data provided the transmitted
signals are designed appropriately. We demonstrated through simulation that the de-
tection performance of the proposed M-CFSSM is robust at low SNRs for correlated
signals. The estimation performance is also close to the CRLB at low SNRs. Moreover,
the M-CFSSM exhibits small estimation bias for SNRs as low as 0 dB. These charac-
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teristics make the proposed M-CFSSM suitable for implementation in systems using





In Chapters 4 and 6, we discussed the DOA estimation using known transmitted signals
akin to the use of pilot symbols or preambles in conventional packet transmission in
cellular communications among other wireless systems [22]. An underlying assump-
tion made in those chapters is that the wireless multipath channel remains stationary
during the course of the estimation process. This assumption is valid for stationary
or slow-moving mobile transmitters and/or receivers. However, if any of them is fast-
moving, the assumption breaks down and the channel can no longer be considered as
time-invariant [23, 105, 106]. In this chapter, we extend the algorithms developed in
Chapters 4 and 6 to the case of time-varying and investigate the effects of time-varying
channels on the proposed algorithms.
7.1 Time-Varying Channels
We first modify the general expression (2.64) in Section 2.4 to reflect the time-varying
characteristics of the complex gains of the multipaths, or equivalently the channel gains.
Keeping to the same notations in Section 2.4, where x(k)(t) is the kth signal source, τ (k)p
and α(k)p are the interpath delay and the complex gain of the pth multipath from the
k(k) source respectively, wn (t) is the additive noise at the mth antenna, and κ
(k)
p,m is the
antenna delay of the pth multipath from the k(k) source at the mth antenna relative to
the arrival time of the same path at the reference antenna, the received signal at the mth
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t− τ (k)p − κ(k)p,m
)
+ wm (t) (7.1)
The changes in the channel gain are brought about by the movement of mobile trans-
mitters and/or receivers, which change the phases of the transmitted signals impinging
on the local scatterers (see Figure 2.5) and result in a time-domain fading phenomena
along the different dominant reflector paths [23]. The channel variations with time or
the time selectivity of wireless multipath channels has been covered in details in Sec-
tion 2.2. Suffice to repeat here that the rate of the variations is dependent on the speed
of the mobile transmitters/receivers and the rate of transmission. Baring high mobility
of more than 300 km/h, we can safely assume that the channel is quasi-stationary during
each observation period [23], or equivalently the period of pilot symbols or preamble
transmission. However, the channel characteristics between different preamble trans-
mission periods cannot be assumed to be the same as the time separation between con-
secutive preamble transmission periods is usually large to avoid too much overhead in
the transmission. In this chapter, we assume that the time separation between consec-
utive preamble transmission periods (i.e. observation periods) is large enough that the
channel characteristics among the different observation periods are independent and
identically distributed (iid). We further assume the channel under consideration is non-
frequency selective.
7.2 Narrowband Signals
Recall from Chapter 4 where we consider a single observation period with N snapshots.
We now extend the model to the case of multiple observation periods where the channel
gains are assumed to be stationary within each observation period but are statistically
independent among the different observation periods. We introduce the observation pe-
riod index o = 1, 2, . . . , O where O is the total number of observation periods. For
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simplicity, we assume that the different sources transmit the same signals in all the ob-
servation periods. However, this is not a strict requirement. The minimum requirement
is that the transmitted signals satisfy (4.18) for all the observation periods. For the oth
observation period, the matrix in (4.14) is thus re-written as:
Y
(o)
l = A1 (θ)D
l−1Λ(o)S+W(o)l (7.2)
where Y(o)l is the M
(k)
0 ×N matrix formed by the concatenation of all the lth subarray
outputs at different snapshots and Λ(o) is the P × P diagonal matrix of the complex
gains with entries equal to α(o,k)p .
For the kth source, we form the source signal dependent decision matrix in a similar
fashion as in (4.25) by concatenating all the L correlations between Y(o)l and the pre-
determined transmitted signals of the kth source. The noiseless decision matrix in the














is the M0 × Pk submatrix of A1 (θ), which consists of the Pk steering vectors of the






2 , · · · α(o,k)Pk
}
is a Pk×Pk diagonal matrix where
α
(o,k)




is as defined in (4.27).
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· · · 1

(7.6)
The function F (θp1 − θp2) is the summation of a geometric series and is given by:




















(sin θp1 − sin θp2)
] e−j piδλc (L−1)(sin θp1−sin θp2) (7.7)
Now we sum up the different correlation matrices across the different observation























Assuming that the channel gains among the observation periods are independent and O
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[∣∣∣α(o,k)1 ∣∣∣2] 0 · · · 0
0 E
[∣∣∣α(o,k)2 ∣∣∣2] · · · 0
...
... . . .
...











[∣∣∣α(o,k)1 ∣∣∣2] 0 · · · 0
0 E
[∣∣∣α(o,k)2 ∣∣∣2] · · · 0
...
... . . .
...









Equation (7.10) has two important implications. Firstly, the use of independent
observation data in time-varying channels decouple perfectly correlated signals without
the need of spatial smoothing technique. Secondly, the received power of each path
tends to a constant average power unlike the case for time-invariant channels where the
received power is Rayleigh distributed. The availability of time diversity makes the
DOA estimation more robust to the fading effects.
7.2.1 Proposed DOA Estimation Algorithm
We now formalize the DOA estimation algorithm for multiple observation periods by
extending the iterative algorithm introduced in Section 4.2. For the kth source,
1. For each observation period, down-convert the received signal at the array to
baseband and sample the baseband signal at the Nyquist rate, T seconds.
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2. Divide the M -element ULA into L overlapping subarrays of size M0, where
M0 =M − L+ 1.
3. For each observation period, concatenate all the lth subarray outputs at different
snapshots to form Y(o)l in (7.2) for l = 1, 2, . . . , L.
4. Correlate each Y(o)l with the pilot signals for l = 1, 2, . . . , L, and concatenate the
resultant vectors to form Z(o,k) in (7.3).
5. For each observation period, form the correlation matrix RZ(o,k) in (7.4).
6. Average all the correlation matrices RZ(o,k) to form RZ(k) in (7.8).
7. Obtain the initial DOA estimates θˆ
(k)
from the left null space of RZ(k) using the
MUSIC algorithm.
8. Refine the DOA estimates by the iterative procedure detailed in Section 4.2.
7.2.2 Simulation Results
We provide some numerical results for the case of a time-varying channel and highlight
the differences between the performance of the proposed algorithm in time-varying
and time-invariant channels. We consider a 7-element ULA with inter-element spacing
δ = 1
2
λc where λc is the wavelength of the carrier frequency. The noise at the array is
assumed to be AWGN. The observation periods are assumed to be far apart from each
other so that the complex gains in the different observation periods can be assumed to
be independent complex random variables. The amplitudes of the random variables are
Rayleigh distributed and the phases are uniformly distributed between 0 and 2pi. The
number of iterations is set to 2 in the proposed PASI technique.
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7.2.2.1 Resolution of Correlated Signals
We first illustrate the use of different observation periods with independent channel
gains to resolve different arrival paths from the same source without the use of spatial-
smoothing technique in Chapter 4 (i.e. L = 1). We set the total number of observation
periods to O = 10.





◦. We normalize the power of the two paths so that their averaged received
SNRs are equal. The SNR of each path is set to 5 dB. Figure 7.1 and Figure 7.2 show
the spatial spectrums from ten independent trials for time-varying and time-invariant
channels respectively. For ease of reference, the true DOAs are indicated by the vertical
lines in the figures.

















Figure 7.1: Spatial periodogram for time-varying channel
As shown in Figure 7.1, by combining independent observations of the time-varying
channel, the correlated signals from the same source can be separated without any spa-
tial smoothing technique. However, the correlated signals from the same source cannot
be separated in the time-invariant channel as indicated in Figure 7.2 where no distinct
peaks can be observed.
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Figure 7.2: Spatial periodogram for time-invariant channel
In Figure 7.3, we plot the RMSEs of the proposed PAS and PASI techniques against
number of observation periods and compare them to the CRLB. Here the RMSE is
averaged over the two paths. The performance is plotted in Figure 7.3. The statisti-
cal performance is obtained through Monte Carlo simulation (for which the statistical
performance converges) of 2000 independent trials. We see that for small number of
observation periods, there is a significant gain in the performance of the proposed PASI
technique over that of the proposed PAS technique. The use of the iterative process
eliminates the correlation between the two paths by canceling the interference path from
the decision matrix. The signal subspace thus formed consists only of the desired signal
path, resulting in a more accurate estimation. However, with the increase in the number
of observation periods, the gain provided by the proposed PASI technique becomes less
significant. The two signal paths become uncorrelated due to the independent fading
over the different observation periods. Therefore, the benefit of the iterative process for
reducing correlation becomes less significant. Note that for the special case of O = 1,
which corresponds to the case of the time-invariant channel, the two paths cannot be
separated as shown in Figure 7.2. Hence the performance of the both algorithms are
significantly worse off.
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Figure 7.3: RMSE performance against number of observation periods in time-varying
channel (L = 1)
7.2.2.2 Statistical Performance in Time-Varying and Time-Invariant Channels
Next, we compare the estimation performance of the proposed algorithm against num-
ber of observation periods in the time-invariant and time-varying channels. We consider
a source with two impinging plane waves at the receiver whose DOAs have an angle
separation of 10◦. As shown in the previous section, the use of subarrays is required
for accurate estimation in the time-invariant channel. Therefore, we use subarrays of
size 3 (i.e. M0 = 3, L = 5). Note that for fair comparison, we set the average received
power in the time-varying channel to be equal to the received power in the time-invariant
channel. The SNR is set to 5dB. The statistical performance is obtained through Monte
Carlo simulation (for which the statistical performance converges) of 2000 independent
trials. We report the performance of the proposed algorithm in time-invariant and time-
varying channels in Figure 7.4 and Figure 7.5 respectively where the RMSE is averaged
over the two paths.
Comparing the CRLB in Figure 7.4 and Figure 7.5, we note that the achievable
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Figure 7.4: RMSE performance against number of observation periods in time-invariant
channel (L = 5)





























Figure 7.5: RMSE performance against number of observation periods in time-varying
channel (L = 5)
estimation accuracy for the time-varying channel is higher than that of the time-invariant
channel. This is the consequence of the inherent diversity of the time-varying channel.
More importantly, Figure 7.4 and Figure 7.5 illustrate the importance of the iterative
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Figure 7.6: RMSE performance against subarray size in time-invariant channel


























Figure 7.7: RMSE performance against subarray size in time-varying channel
process for improving the estimation performance in the time-invariant channel and for
small number of observation periods in the time-varying channel.
In Figure 7.6 and Figure 7.7, we investigate the effect of subarray size (and cor-
respondingly the number of subarrays given a fixed number of antenna elements in a
131
ULA) on the estimation performance. We set the number of observation periods to
O = 5 and the SNR to 5 dB. From Figure 7.6, we see that for the time-invariant chan-
nel, the size of the subarrays must be as small as possible limited by the constraints
M0 > Pk and L ≥ Pk so that the corresponding increase in the number of subarrays
can be used to decorrelate the correlated signals. The opposite is true for the time-
varying channel as shown in Figure 7.7. Without the need for subarrays to decorrelate
signals, the best performing arrangement is to use the data from the full array instead of
splitting them into subarrays.
From the simulation results presented in Figure 7.4 to Figure 7.7, we can draw
the conclusion that an adaptive algorithm would work best to cater for different chan-
nel time selectivity. In practical operating environment, the interdependency of the
data in different observation periods are determined by the speed of mobile transmit-
ter [23,107]. For observation periods not well-spaced apart or for slow moving transmit-
ter/receiver, the best strategy is to maximize the number of subarrays used. On the other
hand, if the observations periods are well-spaced out in time or the transmitter/receiver
is moving at a relatively high speed, spatial smoothing technique need not be applied.
7.3 Wideband Signals
Given our assumption that the channel within each observation period is considered to
be constant, we can reuse the matrix notations in Chapter 6 with a slight alternation.
We introduce the observation period index o = 1, 2, . . . , O where O is the total number
of observation period in (6.11) to form:
















 1, k1 = k20, k1 6= k2 (7.12)
for all q. The K different data sets in each observation period, one for each signal
source, is formed by correlating the received signals with each of the known transmitted
signals. The data sets in the oth observation period consists of Q vectors denoted as






























where A(q,θ(k)) is the reduced size matrix consisting of the columns of A (q,θ) with






2 , · · · α(o,k)Pk
}
is the Pk × Pk diagonal matrix where α(o,k)p is the channel gain for the oth observation
period. 1Pk is the Pk × 1 vector whose entries are all ones.
As mentioned in Chapter 6, the DOA estimation is carried out for each source sep-
arately. For clarity, we drop the source index k in the rest of the derivations. In a
time-varying channel, the combined frequency signal subspace vector H (i) in (6.18)


















−jφp(i,m)F (i,m, p) (7.15)
where φp (i,m) and F (i,m, p) are defined in (6.20) and (6.21) respectively.
Recall that in Chapter 6, to determine which of the differentH (i), i = 0, . . . , Q−1,
should be used for estimation, we search for peaks of |H (i)|2 across i = 0, 1, . . . , Q−1





(o) (i) and use it as the criterion to determine the number of arrival
paths and which corresponding set of vectors H(o) (i), o = 1, . . . , O, to be used. The
threshold ζ is changed from the arithmetic mean to the averaged arithmetic mean across
















(o) (0) ≥ ζ . The estimation of θ1 is thus made by using the set
of vectors, H(o) (0), o = 1, 2, . . . , O. We consider the summation of the correlation
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[∣∣∣α(o)1 ∣∣∣2] · · · 0 · · · 0
... . . .
... . . .
...
0 · · · E
[∣∣∣α(o)p ∣∣∣2] · · · 0
... . . .
... . . .
...
0 · · · 0 · · · E [|αP |2]

(7.18)
since α(o)p1 and α
(o)
p2 are independent for p1 6= p2 and α(o)p are zero-mean random variables
for p = 1, 2, . . . , P . The array response matrix AH(0) and φ˜p (m) are as defined in
(6.28) and (6.26) respectively and σ2 is the noise variance. In the case of time-invariant
channels, (7.17) reduces to (6.27).
Comparing (7.17) to (6.27), we note two main differences for the signal subspaces
between time-varying and time-invariant channels. Firstly, the time-varying channel
adds a dimension of diversity in the received signal power. Secondly, it eliminates the
correlations between signals from different arrival paths. In a time-invariant channel,
we use the time separation between arrival paths to lower the correlation between differ-
ent paths by combining the different frequency bins, and estimate the DOAs separately
using data from different time instances. In a time-varying channel, however, the dif-
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ferent paths are uncorrelated regardless of their separation in arrival times provided that
the channel gains α(o)p are uncorrelated which is usually the case. This implies that the
estimated correlation matrix RˆH(0) can thus be used to estimate DOAs of arrival paths
whose arrival times are near to each other (i.e. |B(τp1 − τp2)| < 1). The condition for









)∗ → E [α(o)p1 (α(o)p2 )∗] =

E
[∣∣∣α(o)p1 ∣∣∣2] , p1 = p2
0 , p1 6= p2
(7.19)
In other words, in a time-varying channel, M-CFSSM can be applied to estimate the
DOAs of different multipaths. However, if the channel is stationary across the different
observation periods, the different arrival paths must be well separated in time (i.e. in
frequency-selective channel) for accurate and distinct estimation of the different DOAs.
7.3.1 Proposed DOA Estimation Algorithm
We now extend the algorithm in Section 6.2 to the case of multiple observations. Note
that the receiver does not need to have knowledge about the time selectivity of the
channel because the algorithm is the same regardless of the channel time selectivity.
For the kth source:
1. In each observation period, down-convert the received signal at the array to base-
band and sample the baseband signal at the Nyquist rate, B Hz.
2. Divide the total number of sampled data into N snapshots of Q samples each.
3. For each snapshot, convert the sampled time domain data into frequency domain
data of Q frequency bins using Q-point DFT.
4. For each frequency bin, correlate the received signal with the different transmitted
signals to form Z(o) in (7.13) for o = 1, 2, . . . , O.
136
5. For each Z(o), form the corresponding H(o) using (7.14).





(o) (i) across i = 0, 1, . . . , Q − 1 greater than a threshold ζ
designed accordingly to (7.16).
7. Using each set of vectors H(o) (i), o = 1, 2, . . . , O that corresponds to the peaks













8. The DOA estimation for each arrival path is carried out by performing the MUSIC
algorithm on the estimated correlation matrix.
Note that if there is more than one path within the specific RH (i), the iterative process
in Chapter 4 is not carried for estimation of τp because the offset may be too large to
justify the iterative process.
7.3.2 Simulation Results
We provide some numerical results for the case of time-varying channels in the same
operating scenario as that in Section 6.3. The sources have an identical carrier frequency
of 2 GHz and bandwidth of 100 MHz and are designed accordingly to (6.12) so that they
are uncorrelated within each observation window. The transmitted signals are generated
in the same way as in Section 6.3. For each observation period, there are N = 4
snapshots. The signals are identical for all observation periods and are assumed to be
known at the receiver. The noise at the array is assumed to be AWGN. The receiver is a
11-element ULA with inter-element spacing δ = λc/2 where λc is the wavelength of the
carrier frequency. The received signal is converted into Q = 32 narrowband frequency
bins using DFT.
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7.3.2.1 Resolution of Correlated Signals
We illustrate the ability of M-CFSSM to resolve different arrival paths that are not well-
separated in time by using data collected from different observation periods in a time-
varying channel. The complex gains in the different observation periods are assumed
to be independent and are modeled as complex random variables. The amplitudes of
the random variables are Rayleigh distributed and the phases are uniformly distributed
between 0 and 2pi. We set the total number of observation periods to O = 10.
We will consider two mulitpaths arising from the same source which are not well
separated in time: θ(1)1 = 21
◦, θ(1)2 = 28
◦ and τ (1)1 = 0T , τ
(1)
2 = 0.2T . For fair
comparison, we normalize the powers of the two paths so that the averaged received
SNRs of the two paths are equal. The SNRs of the paths are set to 4 dB. Figure 7.8
shows the spatial spectrum from ten independent trials of the time-varying channel.
Figure 7.9 shows the spatial spectrum from ten independent trials of the time-invariant
channel where the channel gains are constant for all observation periods. For ease of
reference, the true DOAs are indicated by the vertical lines in both figures.

















Figure 7.8: Spatial periodogram for time-varying channel
138
















Figure 7.9: Spatial periodogram for time-invariant channel
By comparing Figure 7.8 and Figure 7.9, we can see that the two DOAs are sepa-
rated and accurately estimated in the time-varying channel but not in the time-invariant
channel. Note that the peaks in Figure 7.9 (if there are distinct peaks), are relatively
smaller in magnitude and less distinct than those in Figure 7.8. This shows that in
a time-invariant channel, the two DOAs cannot be accurately estimated without more
pre-processing such as using spatial smoothing [108, 109]. The time-varying channel
characteristics, introducing diversity gain, allows the separation of multipaths that are
not well separated in time.
We plot the statistical estimation performance of the proposed method in Figure 7.10
for different number of observation periods. The results are obtained through Monte
Carlo simulation of 2000 independent trials. With an increase of number of observation
periods, the RMSE performance becomes better across all SNRs.
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Figure 7.10: RMSE performance against SNR for varying number of observation peri-
ods
7.3.2.2 Diversity Gains
Next we investigate the benefits of the diversity gains under time-varying channel char-
acteristics. Diversity gain is defined as the ratio of the signal strength obtained by
averaging over the multipaths to the signal strength obtained by a single path. We con-
sider two arrival paths with a angle separation of 7◦ from a single source that are well
separated in time with the following parameters: τ (1)1 = 0T and τ
(1)
2 = 6.2T . The
number of observation periods is set to O = 10. Unlike previous simulation where we
normalize the channel gain, we set the expected received SNR which in turn determines
the expected variance of the complex gain. The expected variance is then used to gen-
erate the different complex gains randomly. The expected variances of the gains of both
paths are set to be the same. We set the number of snapshots to N = 4.
In Figure 7.11, we compare the RMSE in both time-varying and time-invariant chan-
nels. The RMSE performance is averaged over two paths and is obtained through Monte
Carlo simulation of 2000 independent trials. From Figure 7.11, we can see that with the
diversity gain from the time-varying channel, the RMSE is much lower compared to
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Figure 7.11: RMSE performance against SNR




























Figure 7.12: RMSE performance against number of observation periods
that of time-invariant channel.
In Figure 7.12, we investigate the effect of number of observation periods at the
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expected SNR of 10 dB. Note that with increasing number of observation periods, the
RMSE decreases for the time-varying channel. This is because the diversity increases
with the number of observation periods. Conversely, for the time-invariant channel, the
increase in number of observation periods has little or no effect on the RMSE perfor-
mance since there is no diversity gain.
7.4 Conclusion
From our preceding discussions, we identified two key differences affecting DOA esti-
mation performance between time-invariant and time-varying channels. The first is the
availability of time diversity which makes the estimation more robust against fading.
The second is the decorrelation of correlated signals which is useful in the separation of
the DOAs of these signals. The proposed algorithms when extended to multiple obser-
vation periods, were able to latch on to these two benefits to provide more robust DOA





In this thesis, two DOA estimation methods for narrowband signals using multiple sen-
sors are presented. They are the PAS and the PASI techniques. In addition, two DOA
estimation methods for wideband signals using multiple sensors are proposed. They are
the CFSSM and the M-CFSSM.
The proposed PAS technique is developed to overcome the problem of multipath
propagation. The technique characterizes each impinging plane wave at the array, where
some of the plane waves may come from the same source. To decorrelate signal coher-
ence among the impinging plane waves, the array is divided into overlapping subarrays
and correlated with the pilot signals of the desired source. This process is equivalent
to forward spatial smoothing. The proposed PAS technique has significant advantages
over existing algorithms in terms of performance. In the case of uncorrelated signals,
it is robust and has the ability to resolve closely-spaced DOAs of uncorrelated incident
signals. It does not require large number of antennas to achieve performance close to
the CRLB, hence the cost of hardware implementation is greatly reduced. In the case
of correlated signals, the PAS technique exhibits performance close to the CRLB from
5 dB onwards, regardless of array size. To further improve the performance of the PAS
technique in the low SNR region for correlated signals, the proposed PASI technique
is developed by including an additional iterative procedure to the PAS technique. With
the iterative procedure, it is able to achieve RMSE much closer to the CRLB and is the
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best performing algorithm among those algorithms being compared. Moreover, only a
small number of iterations is required, without much increase in complexity. For both
proposed techniques, the array size is no longer bounded by the total number of imping-
ing plane waves at the array. Instead it is constrained by twice the maximum number of
impinging wavefronts of the sources (see (4.34)). This greatly reduces the overall array
size.
The proposed CFSSM takes a different approach from conventional coherent sig-
nal subspace methods to estimate the DOAs of wideband signals. It does not require
the use of any focusing matrix which needs initial DOA estimates, usually provided by
low-resolution estimators. Instead the proposed CFSSM exploits the structure of the
combined correlation matrices of all frequencies bins. The resulting structure is of a
similar form to the conventional narrowband model. The signal subspace and hence
the DOAs can be estimated by existing narrowband techniques such as MUSIC and
ESPRIT. The proposed CFSSM works well for both uncorrelated and correlated sig-
nals. It has significantly lower computational load compared to existing algorithms that
use focusing matrices. Moreover, it can work in tandem with existing algorithms us-
ing focusing matrices by providing high-resolution initial DOA estimates. In the case
where pilot signals are available, the proposed M-CFSSM is modified from the pro-
posed CFSSM. The detection performance of the proposed M-CFSSM is robust at low
SNRs for both uncorrelated and correlated signals. The estimation performance of the
proposed M-CFSSM is also close to the CRLB at low SNRs. Moreover, the proposed
M-CFSSM exhibits small estimation bias for SNRs as low as 0 dB.
The proposed algorithms PAS, PASI and M-CFSSM are extended to time-varying
channels. Numerical simulation shows that the proposed algorithms are able to utilize
time diversity and gain diversity to provide robust DOA estimation.
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8.2 Future Work
Several directions for future work are suggested. First, the performance of the proposed
CFSSM is comparable to existing techniques. However, its performance is likely to
be improved if spatial smoothing is applied for the case of correlated signals. Inves-
tigations can be carried out to study the effects of spatial smoothing to the proposed
CFSSM.
Second, we assume that the multiple observations are independent to one another.
However, in practice, this is generally not the case. The correlation between multiple
observations are determined by the relative speed between the receiver and the trans-
mitter [107]. We can study the performance of the proposed algorithms under real-time
fading.
Third, pilot signals are used in the DOA estimation. In situations where pilot sig-
nals are not available, decision-directed estimation of DOAs can be performed using
estimated transmitted signals. We can investigate the performance of the proposed al-
gorithms with the use of estimated transmitted signals which are not entirely reliable as
a result of noisy received signals. Possible extension of the proposed algorithms can be
added to take into account the use of such unreliable reference signals.
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Appendix A
Derivation of CFSSM Structure
Recall from Section 2.4.2, the received signal for the decomposed narrowband fre-
quency fq can be written in the conventional matrix notation:
Y (q) = A (q)ΛX (q) +W (q) (A.1)
and the corresponding correlation matrix is given by:













ΛHAH (q,θ) +Σ (q)
= A (q,θ)Rx (q)A
H (q,θ) +Σ (q) (A.2)
Uncorrelated Signals




∣∣α(1)∣∣2 0 · · · 0
0
∣∣α(2)∣∣2 · · · 0
...
... . . .
...





























∣∣α(k)∣∣2 e−j2pi (i−l)δλc (1+ qQBf) sin θ(k) (A.4)
























∣∣α(k)∣∣2 e−j2pi (i−l)δλc sin θ(k)GPsum (A.5)
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1− e−j2pi (i−l)δλc 1QBf sin θ(k)
=
1− e−j2pi (i−l)δλc Bf sin θ(k)
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is usually in the magnitude of ≈ 1/2), F1
(
i− l, θ(k)) ≈ 1






















∣∣α(k)∣∣2 e−j2pi δλc (i−l)(1+Q−12Q Bf) sin θ(k) (A.9)
Hence the combined correlation matrix Ry can be written as:
Ry = A (θ)RxA











) · · · a (θ(K)) ] (A.11)































The element in the ith row and lth column of the noiseless correlation matrix of the qth
frequency bin is then given as:















[(i−1) sin θ2−(l−1) sin θ1]










[(l−1) sin θ2−(i−1) sin θ1]






























(1+ qQBf) sin θ2 (A.15)
Summing the various correlation matrices together as in (5.11) results in the summation
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(1+Q−12Q ) sin θ2
sin
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Combining the four expressions in (A.17), (A.18), (A.20) and (A.21), we get:
[Ry]il = |α1|2 F1 (i− l, θ1) e−j(i−l)ψ˜1 + |α2|2 F1 (i− l, θ2) e−j(i−l)ψ˜2














where ∆τ = τ2 − τ1 , ϕ1 = (i− 1) sin θ2 − (l − 1) sin θ1, ϕ2 = (l − 1) sin θ2 −











F1 (i− l, θ) is defined as:











(i− l)Bf sin θ
) (A.24)
and F2 (i, l, θp1 , θp2) is defined as follows:
















Bf ((i− 1) sin θp1 − (l − 1) sin θp2)
}] (A.25)
For multipaths that are well separated in their arrival times at the receiver, (i.e. B∆τ >
1), F2 (i, l, θ2, θ1) and F2 (l, i, θ2, θ1) are approximately zero. Hence the combined cor-
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relation matrix reduces to:
Ry = A (θ)
 |α1|2 0
0 |α2|2




a (θ1) a (θ2)
]
(A.27)
with each column of (A.27) given by:
a (θp) =
[
1 e−jψ˜p · · · e−j(M−1)ψ˜p
]T
(A.28)
and ψ˜p is defined in (A.23)
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Appendix B
Derivation of Vector H (i)
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−jφp(i,m)F (i,m, p) (B.3)
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Appendix C
Offset Limits of Cost Function L (u, θ)
for Multiple Signals
We rewrite the equation in (6.31) assuming that θˆ(0)1 = θ1 as:

































We need to find the u that maximize L (u, θ1) under the condition of −1 < u < 1.




p), we consider the worst case scenario when the interference terms are parallel to the
desired signal path, α1e−jϕ1(m)F1 (u,m, 1) and the rate of change of the desired signal
is opposite to that of the interference terms. This is the worst case scenario as the
rate of change of individual interference terms affect the rate of change of L (u, θ) the
greatest when this occur. Since we are assuming the worst case scenario, we ignore the
contribution of the antenna index. In other words, the offset limits are independent of
m.
Under these assumptions, the solution to the maximization of L (u, θ1) with respect
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∣∣∣∣ dF1 (u,m, p)du = 0 (C.2)
where the dF1(u,m,p)
du
are of opposite signs to dF1(u,m,1)
du
. If we let:






1 − sin θp
)
(C.3)












])2 {sin [ piQ (u− Cp,m)
]
cos [pi (u− Cp,m)]
− 1
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Without loss of generality, we plot
∣∣∣dF1(u,m,p)du ∣∣∣ for the case Cp,m = 0 and Q = 32 in
Figure C.1.
Note that the rate of changes corresponding to the desired signal is within the region
of −1 < u < 1 (as indicated in Figure C.1) while those corresponding to the interfer-
ence signals is outside this region. Since the maximum value of the rate of change of
the interference signals are significantly smaller than those of the desired signal, the
offset from the true Bτ1 will be small provided that the signal-to-interference power
ratio (SIR) is not too small. Moreover, note that there is a decrease in the maximum
value of the rate of change as u moves away from 0. This means that the offset limits
reduces as the separation of different arrival path is increased.
For example, it is assumed that there is only one interference signal with equal
power to the desired signal. We assume that the largest rate of change across all m
occurs when C2,m = 5. The greatest rate of change is 2.121 and the corresponding
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∣∣∣dF1(u,m,p)du ∣∣∣ for the case Cp,m = 0 and Q = 32
offset is hence 0.065 from Figure C.1.
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