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For all m 1 let Nm be the ﬁlter on ωm obtained from the Fréchet ﬁlter on ω by iterating
the Fubini product operation. One easily checks that Nm is a Σ02m subset of P(ωm) and
the main result of this work states that in any Π02m subset of P(ωm) containing Nm one
can ﬁnd m+ 1 elements with empty intersection.
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1. Introduction
The Fréchet ﬁlters were introduced by Kateˇtov in [3] to provide a Lebesgue–Hausdorff type representation of Borel
functions (see Section 10 for more details). Let us recall that starting from N1 =N the standard Fréchet ﬁlter on ω one
deﬁnes inductively for all m 1 the ﬁlter Nm on ωm by
M ∈Nm ⇔ ∃i, ∀ j  i, M( j) ∈Nm−1
where for all M ⊂ ωm = ω ×ωm−1 and all j ∈ ω, M( j) = {k¯ ∈ ωm−1: ( j, k¯) ∈ M} is the section of M at j.
Our goal is to prove the following result (Σ0n and Π
0
n denote the additive and the multiplicative Baire classes):
Theorem 1.1. In any Π02m subset of P(ωm) containingNm one can ﬁnd m+ 1 elements with empty intersection.
Corollary 1.2.Nm is a Σ02m ﬁlter which cannot be reﬁned by any Π02m ﬁlter.
The reader will ﬁnd in the last section of the paper a detailed discussion on the motivation behind these results and
their connection with the notion of rank for an analytic ﬁlter, introduced in [1].
The paper is entirely devoted to the proof of Theorem 1.1 which will actually be derived from a more technical result,
namely Theorem 4.1. The precise statement of this latter result involves several elaborated abstract notions which we will
introduce in the coming two sections. Despite its length the proof of Theorem 4.1 is organized in several independent parts
that we will present and comment gradually in the sequel. We shall discuss in the last section various possible extensions
of these results.
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In all this section E denotes an arbitrary ﬁxed set. We shall ﬁx the notation for some general notions and operations
on the set E<ω of all ﬁnite sequences in E . Depending on the context, to denote an element of E<ω we shall use either a
compact notation such as a¯ or the developed notation (ai)i<p , where p = |a¯| is the domain or the length of a¯. We shall also
denote by 〈a〉 the sequence of length 1 with value a ∈ E . The extension relation ⊂ should always be understood in the large
sense, that is coarser than the equality relation.
2.1. Concatenation and intertwining. We shall consider two natural operations on E<ω . The ﬁrst is the classical concate-
nation operation. Given two sequences a¯ and b¯ in E we shall denote simply by a¯b¯ the sequence starting by a¯ followed
by b¯.
The second operation is less standard and is actually a partial operation. Given two sequences a¯ = (ai)i<p and b¯ = (b j) j<q
of length p and q with p − 1 q  p, we shall denote by a¯  b¯ the sequence of length p + q obtained by intertwining the
elements of a¯ and b¯ starting from a¯, so
a¯  b¯ = (c)<p+q with c2k = ak and c2k+1 = bk.
Also given any two subsets A, B of E<ω we deﬁne
A  B = {a¯  b¯: a¯ ∈ A, a¯ ∈ B, |a¯| − 1 |b¯| |a¯|}.
2.2. The seq functor. The following notation will avoid some possible confusion in the sequel. Given any family
(am)m∈M ∈ EM with domain M ⊂ ω we shall denote by
seq
[
(an)m∈M
]
the sequence (amk )k<card(M) where (mk)k<card(M) is the increasing enumeration of M .
2.3. Trees. Trees will play a fundamental role in this work. For practical reasons we do not consider the empty set as
a tree. So by a tree on E we shall mean a non-empty subset of E<ω which is hereditary with respect to the extension
relation ⊂.
The rank rk(T ) of a well-founded tree T is deﬁned inductively by setting rk({∅}) = 0 and for all T = {∅}:
rk(T ) = sup{rk(Ts) + 1, s ∈ T \ {∅}},
where Ts is the tree {u: su ∈ T }.
So if T is of ﬁnite rank then rk(T ) = sup{|s|, s ∈ T }; in particular the rank of ωn is n.
We point out here that the deﬁnition of the rank given above is not universal. Indeed the initial value rk({0}) = 0 is
related to our choice of excluding the empty set from the class of trees. But if one opts for the opposite choice then it is
more natural to start with rk(∅) = 0 which gives rank n+ 1 to ωn .
We denote by Hom(T ) the set of all tree homomorphisms on the tree T , that is all mappings ϕ : T → T satisfying for all
s, t ∈ T :
(1) |ϕ(s)| = |s|;
(2) if s ⊂ t then ϕ(s) ⊂ ϕ(t).
Finally given any tree T on E we denote by T  ⊂ E<ω the set of its terminal elements, and as usual by T  ⊂ Eω the
set of all its inﬁnite branches of T , and we set
[T ] = T  ∪ T  ⊂ E<ω ∪ Eω.
2.4. Game trees. Many notions concerning trees that we shall introduce in this work hide a game theoretical motivation
though no win condition is a priori involved in their formal deﬁnition. In such a situation we shall speak about the game
tree T suggesting thus that T is viewed as the support of some virtual game.
So a game tree is simply a tree T for which we intend to use the language of games. In this context the elements of T ,
T , T , [T ] will then be called respectively: ﬁnite runs, maximal ﬁnite runs, inﬁnite runs, maximal runs.
This is particularly convenient for notions for which the elements of the tree behave differently depending whether
their length is even or odd, in which case one can replace the reference to the parity of the length by the more intuitive
Player I/Player II duality of the language of games. Typical such examples are the notions of strategy or quasi-strategy which
are meaningful for an arbitrary tree, in contrast with the notion of winning strategy which obviously refers to a complete
game structure. Let us recall that a subtree S of a given game tree T is said to be a quasi-strategy for Player II in T if any element of
odd length 2k + 1 in S has exactly the same immediate successors (of length 2k + 2) in both S and T .
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some speciﬁc conventions to avoid possible ambiguity in further deﬁnitions.
Formally speaking we view a game on a given tree T as a pair (W I,W II) which forms a partition of the set [T ] of all
maximal runs (see Sections 2.3 and 2.4), though in practice we shall very often explicit only one or the other of these two
sets. Notice that we do not impose on the tree T any particular condition. In particular maximal runs in the game might be
ﬁnite as well as inﬁnite.
Let J = I or II. A maximal run a¯ is said to be won by Player J if a¯ ∈ W J . If Player J has a winning strategy in the game we
shall say more simply that Player J wins the game.
3. Games on valued trees
We shall consider in this work a very speciﬁc class of games which we describe in this section.
3.1. The Part and Fin functors. For any mapping f we denote by dom( f ) its domain. If f : dom( f ) → B with dom( f ) ⊂ A
we shall say that f is a partial mapping from A to B .
We shall denote by Part(A, B) the set of all partial mappings from A to B , which will always be implicitly endowed with
the extension relation ⊂ induced by the inclusion relation on A × B . If B = {0,1} which will be quite often the case then
for any f ∈ Part(A, B) we set
supp( f ) = {x ∈ dom( f ): f (x) = 1}.
Of most importance for our study will be the subset of Part(A, B) constituted of all mappings with ﬁnite domain and
which we will denote by Fin(A, B).
The set Part(A, B) will be equipped with the topology generated by the sets of the form:
N f =
{
g ∈ Part(A, B): f ⊂ g}
for f ∈ Fin(A, B). We can introduce now the central notion of valued tree.
Deﬁnition 3.2. An Ω-valuation or more simply a valuation on a set E is a mapping from E to Fin(Ω,2) for some auxiliary
countable set Ω .
Here by countable we mean inﬁnite countable. In fact a substantial part of the results we shall prove do not require the
countability assumption on Ω which is needed only for the main theorem.
Deﬁnition 3.3. Let ε : E → Fin(Ω,2) be an Ω-valuation and T a tree on E .
(a) We shall say that T is ε-coherent if for any a¯ = (a0,a1, . . . ,an) ∈ T \ {∅} we have ε(a0) ⊂ ε(a1) ⊂ · · · ⊂ ε(an); we then
set ε(a¯) = ε(an).
(b) We shall say that T is ε-free if for all a¯ ∈ T and all ﬁnite Λ ⊂ Ω there exists b ∈ E such that a¯〈b〉 ∈ T and
dom(ε(b)) ⊃ Λ.
(c) We shall say that (T , ε) is a valued tree or more precisely an Ω-valued tree if the tree T is ε-coherent and ε-free.
Notice that if T is ε-free then T has no terminal branches, hence any maximal run in the game tree T is necessarily
inﬁnite. The following (obvious) lemma points out the fundamental property of a valued tree.
Lemma 3.4. If (T , ε) is an Ω-valued tree then Player II has a strategy in T for which any inﬁnite compatible run (an)n∈ω satisﬁes that⋃
n∈ω↑ dom(ε(an)) = Ω .
3.5. The games ΓA(S,ε). To any valuation ε : E → Fin(Ω,2) on a set E we associate the tree
Tε =
{
(a0,a1, . . . ,an−1) ∈ E<ω: ε(a0) ⊂ ε(a1) ⊂ · · · ⊂ ε(an−1)
}
which is the largest ε-coherent tree on E . We recall (see Deﬁnition 3.3(a)) that for any a¯ = (a0,a1, . . . ,an) ∈ Tε \ {∅} we set
ε(a¯) = ε(an). We then consider the mapping
ε¯ : Tε → Part(Ω,2)
deﬁned for all (an)n∈ω ∈ Tε by
ε¯
(
(an)n∈ω
)= ⋃↑ ε(a0, . . . ,an) = ⋃↑ ε(an).
n∈ω n∈ω
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run a¯ iff a¯ is inﬁnite and ε¯(a¯) ∈ A. We also set
Γ (S, ε) = Γ2Ω (S, ε).
Observe that if a¯ is an inﬁnite run in the game ΓA(S, ε) then α = ε¯(a¯) is a priori an element of Part(Ω,2), so just a
partial mapping on Ω . But if this run is won by Player II then α ∈ A ⊂ 2Ω hence necessarily dom(α) = Ω . Lemma 3.4 can
then be restated as follows:
Lemma 3.6. If (T , ε) is an Ω-valued tree then Player II wins the game Γ (T , ε).
A major part of the paper will consist in proving that Player II wins games of the form ΓA(T , ε), and in this case winning
in Γ (T , ε) is a minimal condition which, by Lemma 3.4, is automatically ensured if (T , ε) is a valued tree.
Let us also emphasize the fact that though ΓA(S, ε) is a game on the ε-coherent tree S ∩ Tε , this game is deﬁned for
an arbitrary tree S on E . This might appear to the reader as a fake generality since ΓA(S, ε) = ΓA(S ∩ Tε, ε). In fact as we
mentioned above we shall be concerned in the sequel by proving that Player II wins games of the form ΓA(T , ε) for some
valued hence ε-coherent tree T . However a crucial step will consist in reducing this game to another “easier” game of the
form ΓA(S, ε) where S ⊃ T is no more ε-coherent, and the full generality of the deﬁnition of the games ΓA(S, ε) is then
fundamental.
Actually in a large part of the paper we shall work with valued trees of some special type that we introduce now.
Deﬁnition 3.7. Given any binary relation R on a set E we denote by TR the tree of all ﬁnite R-chains:
TR =
{
(a0,a1, . . . ,an−1) ∈ E<ω: ∀i < n, ai−1 R ai
}
.
A tree T on E will said to be generated by R if T = TR .
Notice that if T is generated by some binary relation R then R is uniquely determined by T since
a R b ⇔ (a,b) ∈ T .
We point out the characteristic fact that in games on such a tree the rules depend only on the last move. Of more particular
interest for us will be the case where R is a partial ordering which should be viewed as a closure property for T . For
example the transitivity of R states that any subsequence of a sequence in T is also in T .
Deﬁnition 3.8. An Ω-valued tree (T , ε) on a set E will said to be ordered if the tree T is generated by a partial ordering
on E .
Lemma 3.9. Let ε be an Ω-valuation on a set E and T = TR be a tree on E generated by a partial ordering R.
(a) T is ε-coherent if and only if the mapping ε : E → Fin(Ω,2) is R-monotone.
(b) T is ε-free if and only if Player (I) II has a strategy in T for which any inﬁnite compatible run (a¯) satisﬁes dom(ε¯(a¯)) = Ω .
4. Main result
We can now state the main result from which Theorem 1.1 will be derived:
Theorem 4.1. For all q ∈ ω there exists an ω1+q-valued tree (Tq, εq) with the following two properties:
(A) For any winning strategy τ for Player II in the game Γ (Tq, εq) there exists a family of q + 2 inﬁnite runs (a¯r)r<q+2 compatible
with τ such that
⋂
r<q+2 supp(ε¯q(a¯r)) = ∅.
(B) For any Π02+2q set A ⊃N1+q Player II wins the game ΓA(Tq, εq).
Proof of Theorem 1.1 from Theorem 4.1. Let A be a Π02+2q subset of P(ω1+q) containing N1+q . Let τ be a winning strategy
for Player II in the game ΓA(Tq, εq) given by condition (B); then τ is a fortiori a strategy in the game Γ (Tq, εq). Now
applying condition (A) to τ consider for all r < q+ 2 the set Mr := supp(ε¯q(a¯r)): since τ is winning in ΓA(Tq, εq) then each
Mr is in A, and by condition (A) we have
⋂
r<q+2 Mr = ∅. 
In the rest of this section we shall deﬁne the valued trees (Tq, εq) and this will already be a non-trivial task. The deﬁni-
tions of εq and Tq will be achieved separately and will each of them necessitate the introduction of some additional notions.
G. Debs, J. Saint Raymond / Topology and its Applications 159 (2012) 2205–2227 2209We shall also state, mostly without proofs, some basic elementary properties of these various objects. Detailed proofs, that
we leave to the reader, can be obtained by direct application of the deﬁnitions or by straightforward inductions. We recall
that in Theorem 4.1 the parameter q denotes a positive integer; however for practical reasons we shall introduce some of
the auxiliary deﬁnitions for q = −1.
Deﬁnition 4.2. Given any set E we deﬁne the set:
Φ(E) = {((a(i))i∈ J , ( J0, J1)) ∈ Fin(ω, E) × (P(ω))2: such that J0 ∪ J1 = J and J0 ∩ J1 = ∅}
and for all a = ((a(i))i∈ J , ( J0, J1)) ∈ Φ(E) we set
Ja = J , J0a = J0, J1a = J1.
The idea behind this deﬁnition is the following: we start from a set E with two “projects” P0,P1 and we construct a set
Φ(E) of a “higher type” in which each element is a family of ﬁnitely many copies of E on each of which we shall try to
realize either P0 or P1. The two “projects” we have in mind are the realizations of conditions (A) and (B) of Theorem 4.1. As
one can see these conditions are totally unrelated and the use of different copies to realize them is more or less necessary.
So coming back to this heuristic interpretation an element a of Φ(E) appears as a ﬁnite family (a(i))i∈ J in the lower level
set E and the partition ( J0, J1) announces the indices i ∈ J where we have in mind to realize the projects P0 and P1.
Clearly the parametrization ( J , J0, J1) is redundant since this triple is entirely determined by any pair of its coordinates,
however we shall keep working with this representation. Also if we identify the pair ( J0, J1) to a {0,1} valued mapping on
J then we can write up to obvious identiﬁcations:
Φ(E) = Fin(ω, E × 2).
Notice that if a˜ ∈ Fin(ω, E × 2) is identiﬁed to a = ((a(i))i∈ J , ( J0, J1)) ∈ Φ(E) then dom(a˜) = Ja and we shall also write
dom(a) = Ja; moreover for all i ∈ Ja , a˜(i) ∈ E × 2 while a(i) ∈ E is the ﬁrst coordinate of the pair a˜(i) (observe the use of the
upper index in the notation a(i) to avoid any possible confusion).
Deﬁnition 4.3. For all q 0 let εq : Eq → Fin(ω1+q,2) be the valuation deﬁned inductively by:
– ε0 is the identity mapping on E0 = Fin(ω,2).
– Eq+1 = Φ(Eq) and for all a = ((a(i))i∈ J , ( J0, J1)) ∈ Eq+1
εq+1(a) =
⋃
i∈ J
{i} × εq
(
a(i)
)
.
The deﬁnition of the trees Tq is more involved. First these trees will indeed be generated by binary relations Rq which
happen to be partial orderings, so Tq = TRq (see Deﬁnition 3.7), and what we will really deﬁne are the relations Rq . This
deﬁnition will again be by induction.
As in the case of the εq we shall start by introducing a number of operators on binary relations involved in the induction
scheme.
Deﬁnition 4.4. To any pair (S0, S1) of binary relations on E we associate two binary relations
S = Ψ (S0, S1), S1 = Ψ 1(S0, S1)
on Φ(E) deﬁned by
a S b ⇔
{
J0a ⊂ J0b and ∀i ∈ J0a , a(i) S0 b(i),
J1a ⊂ J1b and ∀i ∈ J1a , a(i) S1 b(i),
a S1 b ⇔ a S b and J0a = J0b .
The reader who might be disturbed by the switch of the indices 0 and 1 in the last deﬁnition should recall that a
condition like J0a = J0b means that in b there is no new tentative of P0 projects, hence all new projects in b are P1 projects
and this explains the upper index in S1.
In fact in the sequel we shall apply these operations to partial orderings and in this setting we have the following:
Proposition 4.5. If the relations S0 and S1 are partial orderings then so are S = Ψ (S0, S1) and S1 = Ψ 1(S0, S1).
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For all q 0 let (Rq, R1q) be the pair of partial orderings on Eq , deﬁned inductively by{
a R−1 b ⇔ a = b, a R1−1 b ⇔ a = b = 1,
Rq+1 = Ψ
(
R0q, R
1
q
)
, R1q+1 = Ψ 1
(
R0q, R
1
q
)
.
Finally let Tq denote the tree TRq generated by the relation Rq .
In particular R0 is the extension relation on E0 = Fin(ω,2) while R10 is the “extension by 1” relation on Fin(ω,2). For
q 1 the domain Eq is of the form Fin(ω,Ω) and the binary relation Rq is strictly ﬁner than the extension relation on Eq .
Proposition 4.7. For all q 0, (Tq, εq) is an ω1+q-ordered valued tree.
We also state some elementary properties of the companion relations R1q .
Proposition 4.8. For all q 0, R1q⊂ Rq. Moreover:
∀a,b such that a Rq b, ∃b′ such that: εq(b′) = εq(b) and a R1q b′ .
In particular R1q is εq-free.
More fundamental is the following property, which gives an indication on the role that will play the relations R1q in our
study.
Proposition 4.9. For any R1q-chain (an)n∈ω in Eq one can ﬁnd α ∈ N1+q such that
⋃
n∈ω εq(an) ⊂ α. In particular if⋃
n∈ω dom(εq(an)) = ω1+q then
⋃
n∈ω εq(an) ∈N1+q.
Proof. The proof is by induction.
For q = 0 the result is obvious since in this case R10 is the “extension by 1” relation on E0 = Fin(ω,2).
Suppose that the result is true for some q. Observe that by Deﬁnition 4.6 we have: R1q+1 = Ψ 1(Rq, R1q).
Let (an)n∈ω be an R1q+1-chain in Eq+1. Following the notation of Deﬁnition 4.4 we have
J0a0 = · · · = J0an = J0an+1 = · · · ; J1a0 ⊂ · · · ⊂ J1an ⊂ J1an+1 ⊂ · · · ,
and
∀k, ∀i ∈ J1ak , a(i)k R1 . . . R1 a(i)n R1 a(i)n+1 R1 . . . .
Set J0 = J0a0 , J1n = J1an for all n, and J1 =
⋃
n∈ω J1n . Then for all i ∈ J1 if ki denotes the ﬁrst k such that i ∈ J1k then (a(i)n )nki
is an R1-chain, hence by hypothesis we can ﬁnd some α(i) ∈Nq+1 such that ⋃nki εq(a(i)n ) ⊂ α(i) .
On the other hand since (an)n∈ω is an Rq+1-chain then by Proposition 4.7 εq+1((an))n∈ω is a chain in Fin(ωq+2,2), hence
for all i ∈ J = J0 ∪ J1, εq((a(i)n ))n∈ω is a chain in Fin(ωq+1,2). In particular for all i ∈ J0, we can ﬁx some α(i) ∈ 2ωq+1 such
that
⋃
n0 εq(a
(i)
n ) ⊂ α(i) .
This deﬁnes α(i) for all i ∈ J . Finally for i /∈ J let α(i) = 1ωq+1 ∈ 2ωq+1 be the constant function 1 on ωq+1 and consider
α =⋃n∈ω{i} × α(i) ∈ 2ω×ωq+1 ≈ 2ωq+2 .
Then for all i /∈ J0, α(i) ∈Nq+1 hence α ∈Nq+2. Moreover by the deﬁnition of εq+2 for all n, εq+2(an) =⋃i∈ J0∪ J1n {i} ×
εq+1(a(i)) ⊂⋃i∈ J0∪ J1n {i} × α(i) ⊂ α which is the desired conclusion. 
The rest of the paper is devoted to the proof of conditions (A) and (B) of Theorem 4.1. Rather surprisingly the proof of
condition (A) will be much simpler than the proof of the more standard condition (B) which will actually be derived from
a very technical (stronger) condition (B∗) which we will introduce later on.
5. Nilpotent valued trees
The aim of this section is to reformulate condition (A) of Theorem 4.1 in terms of games. More precisely we shall show
that this condition is equivalent to the non-existence of a winning strategy for Player II in some kind of product game. But
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and eﬃcient condition.
For the notation “seq” in next deﬁnition we refer the reader to Section 2.2.
Deﬁnition 5.1. Let q  1 be a ﬁxed integer and denote by ≡ the equality mod q. Given any (ﬁnite or inﬁnite) sequence
a¯ = (am)m<N ∈ E<N let, for all r < q:
a¯r = seq[(am)m<N∧[m2 ]≡r],
where [m2 ] denotes the integer part of m2 .
We shall say that (a¯r)r<q is the double cyclic decomposition of a¯ and write
a¯ = 〈a¯r 〉r<q.
Notice that the integer q is encoded by the length of the family (a¯r)r<q , and in general we shall not explicit this param-
eter when considering a particular double cyclic decomposition.
A more dynamic and intuitive picture of the previous deﬁnition is to consider that the elements of the initial sequence a¯
are spread out, two by two, onto q columns as shown in the following diagram.
a¯0 a¯1 . . . . . . . . . a¯r . . . . . . . . . a¯q−1
a0 a2 . . . . . . . . . a2r . . . . . . . . . a2(q−1)
a1 a3 . . . . . . . . . a2r+1 . . . . . . . . . a2q−1
a2q a2q+2 . . . . . . . . . . . . . . . . . . . . . a4q−2
a2q+1 a2q+3 . . . . . . . . . . . . . . . . . . . . . a4q−1
...
...
a2m
a2m+1
a2m+2q
...
If a¯ is inﬁnite then so are all the a¯r . Also if a¯ is ﬁnite then so are all the a¯r , but not necessarily of the same length. More
precisely if |a¯| = n ≡ s < q and if we set  = [nq ] then |a¯r | is equal to 2 + 2 for r < s and to 2 for r > s, while |a¯s| = 2 + 1
or 2 + 2 and is determined by the condition |a¯s| = |a¯| (mod 2).
Deﬁnition 5.2. The double cyclic amalgamation of the family (Tr)r<q of trees on the set E is the tree T =⊗r<q Tr on E
deﬁned by
T = {a¯ = 〈a¯r 〉r<q ∈ E<ω: ∀r < q, a¯r ∈ Tr}.
If Tr = S for all r < q we shall write T = S⊗q .
For a better intuition one should think to the trees Tr and T as game trees. Then a run a¯ = (am)m<n in ⊗r<q Tr can be
viewed as q runs a¯0, . . . , a¯q−1 in the game trees T0, . . . , Tq−1 respectively played as in the previous diagram.
More precisely the ﬁrst two moves in a¯ are actually made in the game tree T0, then the next two moves in a¯ are two
initial moves in the game tree T1, and so on up to the 2q ﬁrst moves in a¯; then again the players come back to T0 and
make two new successive moves, then to T1 and so on . . . . Observe that the players in each of the runs a¯r are in the same
position as in a¯, that is a move made by some player in a¯ is interpreted as a move made by the same player in a¯r . However
while Player II moves in each of the runs a¯r follow immediately Player I moves exactly as in a¯, Player I moves in a¯r are
achieved with a delay of length 2q − 1.
Deﬁnition 5.3. For any valued tree (T , ε) let Nq(T , ε) be the game on the tree T⊗q in which Player I wins a maximal run
a¯ = 〈a¯r〉r<q iff
∀i ∈
⋂
r<q
dom
(
ε¯
(
a¯r
))
, ∃n, ε(an)(i) = 0.
A valued tree (T , ε) is said to be q-nilpotent if Player I has a winning strategy in the game Nq(T , ε).
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hence if a¯ = (an)n∈ω then
ε¯
(
a¯r
)= ⋃
m≡r
ε(a2m) =
⋃
m≡r
ε(a2m+1)
is an element of Part(Ω,2) (we recall that ε(a2m) ⊂ ε(a2m+1) ⊂ ε(a2m+2q)).
Proposition 5.4. Let (T , ε) be an Ω-valued tree. If Player II has no winning strategy in the game Nq(T , ε), in particular if (T , ε) is
q-nilpotent, then for any strategy τ for Player II in the game tree T there exists a family of q inﬁnite runs (a¯r)r<q compatible with τ
such that
⋂
r<q{i ∈ dom(ε¯(a¯r)): ε¯(a¯r)(i) = 1} = ∅.
Proof. Any strategy τ for Player II in T induces a strategy τ  for Player II in T⊗q such that for any run a¯ = 〈a¯r〉r<q compat-
ible with τ  each partial run a¯r is compatible with τ . Hence, since Player II has no winning strategy in the game Nq(T , ε),
there exists a maximal run a¯ in Nq(T , ε) compatible with τ  and which is won by Player I. It follows then from the win
condition of this game that
⋂
r<q{i ∈ dom(ε¯(a¯r)): ε¯(a¯r)(i) = 1} = ∅. 
6. Proof of condition (A)
In view of Proposition 5.4, condition (A) of Theorem 4.1 follows from the following result.
Theorem 6.1. For all q 0 the valued tree (Tq, εq) is q + 2-nilpotent.
Proof. The proof is by induction over q.
(a) The initial case q = 0:
Let us recall that R0 is the extension relation on E0 = Fin(ω,2) and ε0 : E0 → Fin(ω,2) is the identity mapping. Let
ϕ : E0 → E0 denote the “ﬂip” automorphism on Fin(ω,2) deﬁned for all a ∈ Fin(ω,2) by
dom
(
ϕ(a)
)= dom(a) and ϕ(a)(i) = 1− a(i).
We now show that the valued tree (T0, ε0) is 2-nilpotent by deﬁning a strategy σ for Player I in N2(T0, ε0) as follows:
– At his ﬁrst move in σ Player I chooses a0 = ∅.
– Suppose that the run a¯ = (a0,a1, . . . ,a2n+1) is compatible with σ then Player I answers a2n+2 = ϕ(a2n+1).
Notice that since ϕ is an involution then a2n+1 = ϕ(a2n+2) and since a¯ ∈ T⊗20 then necessarily ϕ(a2n−1) = a2n R0 α2n+1 =
ϕ(a2n+2), hence a2n−1 R0 a2n+2. So a2n+2 is indeed a legal move in T⊗20 .
Consider now an inﬁnite run a¯ = (am)m∈ω in T⊗20 compatible with σ and let a¯ = 〈a¯0, a¯1〉 be the double cyclic decompo-
sition of a¯ so
a¯0 = (a0,a1, . . . ,a4k,a4k+1, . . .) and a¯1 = (a2,a3, . . . ,a4k+2,a4k+3, . . .)
are both in T0. Then, and by deﬁnition of σ , we have
dom
(
ε¯0
(
a¯0
))= dom(ε¯0(a¯1))= ⋃
n0
dom
(
ε0(a2n+1)
)= ⋃
n0
dom
(
εp(a2n+2)
)
,
and since a2n+2 = ϕ(a2n+1) then for all i in dom(ε0(a2n+2)) = dom(εp(a2n+1)) we have ε0(a2n+2)  ε0(a2n+1)(i) = 0.
This proves that the strategy σ is winning in the game N2(T0, ε0) and ﬁnishes the proof of the initial case q = 0.
(b) The inductive step:
Assume that the valued tree (Tq, εq) is q + 2-nilpotent and set
R = Rq, R1 = R1q, ε = εq, T = Tq, Ω = ωq+1,
R˜ = Rq+1, R˜1 = R1q+1, ε˜ = εq+1, T˜ = Tq+1, q˜ = q + 3
and denote by ≡ the equality mod q˜ relation on integers.
We recall that ε : dom(ε) → Fin(Ω,2) and ε˜ : dom(ε˜) → Fin(ω × Ω,2) are two valuations with dom(ε˜) = Φ(dom(ε)),
T = TR is a tree on dom(ε) and T˜ = TR˜ is a tree on dom(ε˜), and R˜ = Ψ (R, R1) ⊃ R˜1 = Ψ 1(R, R1) are two binary relations
on dom(ε˜) (see Section 4 for more details).
Let us also recall that given any positive integer s a move in T˜⊗s is just a move in T˜ that is an element of dom(ε˜) =
Φ(dom(ε)), while a run in T˜⊗s is decoded (via the double cyclic decomposition) into s runs in T˜ . Moreover any element a
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a partition of J , and a(i) ∈ dom(ε) for all i ∈ J .
Fix a winning strategy σ for Player I in the game Nq+2(T , ε). We are going to describe a winning strategy σ˜ for Player I
in the game Nq˜(T˜ , ε˜).
– At his ﬁrst move in σ˜ Player I chooses a0 = ∅ ∈ dom(ε˜) and we set J0 = ∅.
– Suppose that for n > 0 the run a¯ = (ak)0k<2n is compatible with σ˜ . Then by deﬁnition of T˜⊗q˜ for all m < n we
necessarily have
J0a2m ⊃ J0a2m−1 ⊃ J0a2m−2q˜ and J1a2m ⊃ J1a2m−1 ⊃ J1a2m−2q˜+1 ,
hence
Ja2m ⊃ Ja2m−1 ⊃ Ja2m−2q˜+1 ,
but the strategy σ˜ will actually ensure the stronger conditions:
Ja2m = Ja2m−1 and J1a2m = J1a2m−2q˜+1 ,
so
J0a2m = Ja2m \ J1a2m = Ja2m \ J1a2m−2q˜+1 ⊃ Ja2m \ Ja2m−2q˜+1 ⊃ Ja2m \ Ja2(m−q˜+1) =
⋃
2(m−q˜+1)<m
Ja2(+1) \ Ja2 ,
hence by induction
J0a2m ⊃
⋃
<m
≡m
Ja2(+1) \ Ja2 .
Now let
a2n =
((
a(i)2n
)
i∈ Jn ,
(
J0n, J
1
n
))
with as above
Jn = Ja2n−1 , J1n = J1a2n−2q˜+1 , J0n = Jn \ J1n ⊃
⋃
m<n
m ≡n
Jm+1 \ Jm,
and for all i ∈ Jn:
a(i)2n =
⎧⎨⎩a
(i)
2n−1 if i ∈ Jm+1 \ Jm withm ≡ n,
σ (seq[(a(i)k )2m+2k<2n∧[ k2 ]≡m]) if i ∈ Jm+1 \ Jm withm ≡ n.
First we have to check that this deﬁnition is consistent and deﬁnes a legal move in the game. For this ﬁx m < n and set
b¯ = seq[(ak)2m+2k<2n∧[ k2 ]≡m]= (bk)k<N .
Let a¯ = 〈a¯r〉r<q˜ and b¯ = 〈b¯s〉s<q˜−1 be respectively the q˜ and the q˜ − 1 double cyclic decomposition of a¯ and b¯.
Lemma 6.2. For all s < q˜ − 1 there exists a unique r < q˜ with r ≡m such that b¯s is a ﬁnal segment of the sequence a¯r ; in particular
b¯ ∈ T˜⊗(q˜−1) .
Proof. Represent the family 〈a¯r〉r<q˜ as a matrix with q columns and observe that the set M = {k: 2m + 2  k < 2n and
k ≡m} is invariant under 2q˜ translations. Moreover an even integer 2 is in M if and only if its successor 2 + 1 is in M . It
follows then that each column b¯s is a ﬁnal segment of some a¯r . More precisely if we write a¯r = (ak)k∈Kr for some Kr ⊂ 2n
and set ¯¯ar = seq[(ak)k∈Kr∧k2m+2] then {b¯s: s < q˜ − 1} = {¯¯ar: r < q˜, r ≡m}. This proves the ﬁrst part of the lemma.
Now since a¯ ∈ T˜⊗q˜ then by deﬁnition each a¯r ∈ T˜ = TR˜ , so each a¯r forms an R˜-chain and consequently each b¯s too, hence
b¯ ∈ T˜⊗(q˜−1) . 
Let c¯ = (ck)k<K be a given sequence in a set of the form Φ(E); then to any i ∈⋂k<K Jck we can assign the sequence
c¯(i) = (c(i))k<K in E .k
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Proof. Fix k < K :
– If k = 2 + 1 then it follows from the deﬁnition of T⊗s that c2 R˜ c2+1. Hence by deﬁnition of R˜ = Ψ (R, R1) we have
either c(i)2 R c
(i)
2+1 or c
(i)
2 R
1 c(i)2+1 depending whether i is in J0c2 or J
1
c2 . But since R˜
1 = Ψ 1(R, R1) ⊂ R˜ = Ψ (R, R1) then
we always have c(i)2 R c
(i)
2+1.
– Similarly if k = 2 + 2r then c2+1 R˜ c2+2r and by the same arguments as above one gets c(i)2+1 R c(i)2+2r . 
Coming back to the deﬁnition of a2n observe that if i ∈ Jm+1 \ Jm with m ≡ n then with the notation introduced above
we can write a(i)2n = σ(b¯(i)). Now by Lemma 6.2, b¯ ∈ T˜⊗(q˜−1) and it follows then from Lemma 6.3 that b¯(i) ∈ T˜⊗(q˜−1) too,
which by a straightforward induction shows that b¯(i) is in the domain of σ . Hence a2n is well deﬁned.
Lemma 6.4. a2n is a legal move in the game tree T˜⊗q˜ .
Proof. We have to check that a2n−1 R˜ a2n that is:
(1) J0a2n ⊃ J0a2n−1 and J1a2n ⊃ J1a2n−1 ,
(2) ∀i ∈ J0a2n , a(i)2n−1 R a(i)2n−1 and ∀i ∈ J1a2n , a(i)2n−1 R1 a(i)2n−1.
The ﬁrst condition is ensured by construction. To check the second condition ﬁx i ∈ Ja2n = Jn and m such that i ∈ Jm+1 \ Jm:
– if m ≡ n then a(i)2n = a(i)2n−1 and we are done;
– if m ≡ n then as observed above we necessarily have i ∈ J0a2n ; moreover by deﬁnition, in the present case a(i)2n = σ(b¯(i)m )
which implies that a(i)2n−1 R a
(i)
2n−1 since σ is a strategy for Player I in T⊗(q+2) = T⊗(q˜−1) . 
Lemma 6.5. The strategy σ˜ is winning in the game Nq˜(T˜ , ε˜).
Proof. Let a¯ = 〈a¯r〉r<q˜ be an inﬁnite run in this game and ﬁx
(i, ı¯) ∈
⋂
r<q˜
dom
( ¯˜ε(a¯r))⊂ ω × Ω.
Let m be such that i ∈ Jm+1 \ Jm and b¯ = seq[(ak)2m+2k<2n∧[ k2 ]≡m] and let b¯ = 〈b¯
s〉s<q˜−1 be the q˜ − 1 double cyclic
decomposition of b¯. By Lemma 6.2 for all s < q˜ − 1 there exists a unique rs < q˜ with rs ≡m such that b¯s is a ﬁnal segment
of a¯rs , hence b¯(i) = 〈(b¯s)(i)〉s<q˜−1 is a ﬁnal segment of some (b¯rs )(i) too.
Now by the deﬁnition of ε˜ we have ı¯ ∈⋂r<q˜ dom(ε¯((b¯r)(i))) and a fortiori ı¯ ∈⋂s<q˜−1 dom(ε¯((b¯rs )(i))) and since the
strategy σ is winning in the game Nq˜−1(T , ε) then there exists some coordinate a
(i)
n of the sequence b¯
(i) (which is also a
coordinate of the sequence a¯(i)) such that ε(a(i)n )(ı¯) = 0 hence ε˜(an)(i, ı¯) = ε(a(i)n )(ı¯) = 0 too, which proves that Player I wins
the run a¯. 
This ﬁnishes the proof of the inductive step and consequently Theorem 6.1.
So Theorem 6.1 ensures condition (A) of Theorem 4.1, and our next goal is to prove condition (B) which will be a much
harder task, necessitating the introduction of several new concepts. Note however that, aside for general basic notions, this
second part of the paper will be totally independent from the ﬁrst one. In particular we shall no more refer to nilpotent
games in the sequel.
7. Ordered valued trees
This section is essentially self-contained. The main result proved here will constitute a key step in the proof of con-
dition (B) but is quite general and presents a signiﬁcant interest in itself. The precise statement of this result is rather
technical and we shall give in the coming lines a brief sketch of its content.
Given any ordered Ω-valued tree (T , ε) we shall prove that for any Borel set A ⊂ 2Ω the game ΓA(T , ε) is equivalent
to some speciﬁc game of the form ΓA(S, ε) for some tree S on dom(ε). Notice that the new tree S will not be generated
by a partial ordering, nor an ε-coherent tree (we recall that the game ΓA(S, ε) is deﬁned for an arbitrary tree on dom(ε)).
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more easily ﬁnd winning strategies for Player II in ΓA(S, ε). The precise deﬁnition of the operator T → S necessitates some
preliminaries.
Deﬁnition 7.1. A tree enumeration for a countable tree Σ is a one-to-one mapping ν : Σ → ω satisfying ν(∅) = 0 and for
all s, t ∈ Σ :
(1) ν(s) ≡ |s| (mod 2);
(2) if s ⊂ t then ν(s) ν(t).
Imposing condition (2) when enumerating a tree is quite standard. But in our study the parity of |s| is a crucial parameter
and condition (1) will be fundamental.
Deﬁnition 7.2. Let Σ be a countable tree.
(a) Σ will said to be semi-linear (s.l.) if any element in Σ of odd length 2k + 1 has at most one extension in Σ of length
2k + 2.
(b) A tree enumeration ν : Σ → ω on Σ will said to be semi-linear if for any element s ∈ Σ of even length 2k + 2 if
s∗ = s|2k+1 then ν(s) = ν(s∗) + 1.
We shall then say that (Σ,ν) – or more simply Σ if ν is implicitly ﬁxed – is an enumerated semi-linear tree (e.s.l. tree).
The signiﬁcance of the semi-linearity conditions will be clariﬁed soon. Let us only point out here that the existence of
a s.l. enumeration for a tree Σ implies that the tree Σ itself is s.l. Conversely any countable semi-linear tree Σ admits a
s.l. tree enumeration ν . Notice however that, unless all terminal elements of Σ are of even length, one cannot impose on
ν to be surjective. Nevertheless ν(Σ) is not an arbitrary subset of ω, since whenever it contains an even element 2k + 2 it
automatically contains its predecessor 2k + 1.
Deﬁnition 7.3. Let (Σ,ν) be an e.s.l. tree. To any non-empty tree T on a set E we associate a new tree on E that we denote
by T (Σ,ν) deﬁned by
T (Σ,ν) =
{
(am)m<n ∈ E<ω: ∀m < n, – ifm = ν(s) then (aν(s|k))k|s| ∈ T– ifm /∈ ν(Σ) then am = am−1
}
.
Again if ν is implicitly ﬁxed we shall write T (Σ) instead of T (Σ,ν) .
Observe that the condition “am = am−1 if m /∈ ν(Σ)” in the previous deﬁnition is coherent since 0 = ν(∅) is always an
element of ν(Σ).
We shall explain now the intuition behind the semi-linearity conditions and the trees T (Σ,ν) . Let us emphasize ﬁrst that
in the deﬁnition of T (Σ,ν) the trees Σ and T play totally different roles. More precisely one should view Σ as an “abstract”
coding tree by opposition to T which appears as a “concrete” tree. Notice in particular that Σ and T are not assumed to be
trees on the same set, and as a matter of fact in all applications T will be one of the trees Tq on Eq while Σ will be a tree
on ω.
Once again for a better understanding one should think to T as a game tree. Then T (Σ,ν) can be viewed as a new game
tree in which the players are playing several runs in T . More precisely a run a¯ = (am)mn in T (Σ,ν) can be identiﬁed with
the ﬁnite family of runs a¯s = (aν(s|k))k|s| in T , with s ∈ Σ such that ν(s)  n (one could also restrict this family to the
maximal such s). Notice that the set of all the runs a¯s with ν(s) n, constitutes then a ﬁnite subtree of T of order type at
most Σ . The role of the parity condition in Deﬁnition 7.1 is then to ensure that in all the runs a¯s in T the players are in the
same position (I or II) as in the initial run a¯ in T (Σ,ν) . But to determine a run in T (Σ,ν) the runs a¯s in T have to be played
in a linear order, actually determined by the enumeration ν , hence necessarily at a lower speed than a¯. In particular the
answer of a player in a¯s (which corresponds to a move of the same player in a¯) to his opponent’s last move cannot always
be at the immediate next move in a¯. And the role of the semi-linearity condition on ν is precisely to ensure that this will
actually be the case for Player I, that is aside at his ﬁrst move, Player I plays in a¯s immediately after Player II, exactly as in
the run a¯. Of course, unless Σ is linear (in which case T (Σ,ν) = T ), one cannot ensure simultaneously the same privilege to
Player II.
Finally observe that the deﬁnition of T (Σ,ν) does not refer to any valuation though we shall use it only in the setting of
an ordered Ω-valued tree (T , ε). Notice once again that while the tree T is by deﬁnition ε-coherent this is no more the
case for T (Σ,ν) , hence for any A ⊂ 2Ω , ΓA(T (Σ,ν), ε) is a game on T (Σ,ν) ∩ Tε and not on T (Σ,ν) .
Proposition 7.4. Let (T , ε) be an ordered Ω-valued tree and A ⊂ 2Ω . If Player II wins the game ΓA(T , ε) then Player II wins the game
ΓA(T (Σ), ε) for any e.s.l. tree Σ .
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the game ΓA(T , ε) let τΣ be the partial mapping on E<ω deﬁned by
τΣ
(
(ak)k2p
)= {τ (seq[(ak)]k2p∧k∈ν(Σ)) if 2p + 1 ∈ ν(Σ),
a2p if 2p + 1 /∈ ν(Σ)
and let a¯ = (an)n∈ω be an inﬁnite sequence compatible with τΣ .
Claim. a¯ is an R-chain.
Proof. We prove by induction over n that (ak)kn is an R-chain. For n = 0 this is obvious. So assume that this is true for n.
If n + 1 /∈ ν(Σ) then by deﬁnition of T (Σ) and τΣ we have an+1 = an . Otherwise n + 1 = ν(t) for some t ∈ Σ , and we
distinguish the two cases:
– If n = 2p is even then an+1 = a2p+1 = τ (seq[(ak)]k2p∧k∈ν(Σ)). Hence if m =max{k 2p ∧ k ∈ ν(Σ)} then by deﬁnition
of T we have an = am R an+1.
– If n = 2p + 1 is odd then an+1 is chosen by Player II and by condition (b) of Deﬁnition 7.2 we necessarily have n = ν(s)
where s is the predecessor of t in T , hence by deﬁnition of T (Σ) we have an R an+1.
This ﬁnishes the proof of the claim. 
It follows from the claim that for all p, seq[(ak)]k2p∧k∈ν(Σ) is an R-chain which shows that the deﬁnition of τΣ is
consistent. It also follows from the claim that for all t ∈ Σ , seq[(aν(s))]s⊂t is an R-chain hence τΣ is actually a strategy for
Player II in the game tree T (Σ) . Finally, since ε is monotone, it also follows from the claim that for all p, (ε(ak)k2p) is a
⊂-chain too. Hence τΣ is a strategy for Player II in the game tree T (Σ) ∩ Tε .
Since (an)n∈ω is an inﬁnite run compatible with τΣ then seq[(an)n∈ν(Σ)] is an inﬁnite run compatible with τ . Hence if
τ is winning in ΓA(T , ε) then
⋃
n∈ν(Σ) ε(an) =
⋃
n∈ω ε(an) ∈ A which proves that τΣ is winning in ΓA(T (Σ), ε). 
We also have the following converse result.
Proposition 7.5. Let (T , ε) be an ordered Ω-valued tree and A ⊂ 2Ω . If Player II wins the game ΓA(T (Σ), ε) for some ill-founded e.s.l.
tree Σ , then Player II wins the game ΓA(T , ε).
Proof. Let ν be the s.l. enumeration of Σ and R be the partial ordering generating T . Fix an inﬁnite branch s¯ of Σ and let
(mk)k∈ω ∈ ωω be such that s¯|k = ν(mk) for all k, so in particular m0 = 0. Given any strategy τΣ for Player II in the game
ΓA(T (Σ), ε) we deﬁne
τ
(
(ak)k2p
)= τΣ ((a˜k)km2p ) with a˜n = {ak if n =mk for some k,an−1 if not.
Then in the lines of the proof of Proposition 7.4 one can check that τ is a well deﬁned strategy for Player II in T , and that
τ is winning in ΓA(T , ε) whenever τΣ is winning in ΓA(T (Σ), ε). 
Quite clearly when Σ is well-founded the simple arguments above collapse completely and the following result is then
totally non-trivial.
Theorem 7.6. Let (T , ε) be an orderedΩ-valued tree and A ⊂ 2Ω be Borel. If Player II wins the game ΓA(T (Σ), ε) for any well-founded
e.s.l. tree Σ then Player II wins the game ΓA(T , ε).
We shall actually prove a stronger level by level version of this result. The proof will make use of the following repre-
sentation of Π0n sets which is essentially a reformulation of the standard inductive deﬁnition of multiplicative Baire classes.
In all the rest of this section n denotes a positive integer.
Lemma 7.7. A set A ⊂ 2ω is Π0n if and only if there exists a family (Au)u∈ωn of 01 subsets of 2ω satisfying for all α ∈ 2ω:
(1) if n = 2p then
α ∈ A ⇔ ∃ϕ ∈ Hom(ωp), ∀s ∈ ωp, α ∈ Asϕ(s),
α /∈ A ⇔ ∃i ∈ ω, ∃ψ ∈ Hom(ω<p), ∀t ∈ ωp−1, ∀ j ∈ ω, α /∈ A〈i〉(tψ(t))〈 j〉;
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α ∈ A ⇔ ∃ϕ ∈ Hom(ωp), ∀s ∈ ωp, ∀ j ∈ ω, α ∈ A(sϕ(s))〈 j〉,
α /∈ A ⇔ ∃i ∈ ω, ∃ψ ∈ Hom(ωp), ∀t ∈ ωp, α /∈ A〈i〉(tψ(t)).
We recall that for any tree S , Hom(S) denotes the set of all tree homomorphisms on S (see Section 2.3). For other
undeﬁned notation, in particular for the intertwining operation , we refer the reader to Section 2.1. Observe that in
the four formulas of the form “α ∈ Au”, “α /∈ Au” which occur in the equivalences above the sequence u is indeed of
length n.
Theorem 7.8. Consider the s.l. tree Σ = ω[ n2 ]  {0}n−[ n2 ]−1 and let (T , ε) be an ordered Ω-valued tree. For any Π0n set A ⊂ 2Ω if
Player II wins the game ΓA(T (Σ), ε) for some s.l. enumeration of Σ then Player II wins the game ΓA(T , ε).
Proof. Set p = [ n2 ] and q = n− 1− p. So Σ = ωp  {0}q with p + q = n− 1 and p − 1 q p; moreover since n 2 then
p  1 and q  0. Let R be the partial ordering with domain E which generates the ordered Ω-valued tree T . Without loss
of generality we may and shall assume that Ω = ω.
Fix an arbitrary s.l. enumeration ν of the s.l. tree Σ , a Π0n subset A of 2
ω together with a family (Au)u∈ωn of 01 subsets
of 2ω as in Lemma 7.7, and set: Γ = ΓA(T , ε) and Γ Σ = Γ (T (Σ,ν), ε). We now distinguish the two cases:
Case 1. n = 2p so q = p − 1.
Consider the ﬁnite game Γ ∗ of length n = 2p on ω × E in which Player I and Player II construct by alternative moves
two sequences (ik,bk)1kp and ( jk, ck)1kp as follows
I: (i0,b0) (i1,b1) (ip−1,bp−1)
↘ ↗ ↘ ↗ ↘
II: ( j0, c0) . . . ( jp−1, cp−1)
with
(bk)0kp−1  (ck)0kp−1 ∈ T
that is
b0 R c0 R b1 R · · · R bp−1 R cp−1.
Then setting s = (ik)0kp−1 and t = ( jk)0kp−1 Player II wins the run in Γ ∗ iff
Nε(cp) ⊂ Ast .
For all k 0 let 0¯k denote the sequence of length k with constant value 0, then for any u ∈ Σ :
– if |u| is even then u = s  0¯|s| with s ∈ ω<p and then ν(u) is even too,
– if |u| is odd then u = s  0¯|s|−1 with s ∈ ωp and then ν(u) is odd too.
In the rest of the proof we shall consider various strategies in the games Γ , Γ Σ and Γ ∗ . We shall view a strategy
for a player as a mapping assigning to the sequence of the opponent player’s previous moves the player’s next move, so
(a2)0k → a2k+1 for Player I, and (a2−1)1k → a2k for Player II. Also given any non-empty ﬁnite sequence s ∈ ω<ω
we shall denote by s∗ its predecessor.
Lemma 7.9. If Player II wins the game Γ ∗ then Player II wins the game Γ .
Proof. Fix a bijection μ : ωp \ {0} → ω satisfying: if s ⊂ t then μ(s)  μ(t). Fix also a winning strategy τ ∗ for Player II
in Γ ∗ . We shall explicitly deﬁne from μ and τ ∗ a strategy τ for Player II in Γ . In fact during an inﬁnite run (am)m∈ω
compatible with τ Player II will construct simultaneously an additional inﬁnite sequence (bm)m∈ω satisfying for all m ∈ ω
and all s ∈ ωp :
(i) dom(ε(bm)) ⊃ [0,m];
(ii) a2m R bm;
(iii) if μ(s) =m then τ ∗(s, (bμ(s ))k|s|) = ( j,a2m+1).|k
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is compatible with τ ∗ , and a2m+1 ∈ E is the second coordinate of the response of τ ∗ in this run (we recall that Γ ∗ is a
game on ω × E).
We proceed by induction over m. Suppose that a0, . . . ,a2m , b0, . . . ,bm−1 are already deﬁned. Let s ∈ ωp be such that
μ(s) = m since μ is monotone then μ(s∗) < m and by condition (iii) τ ∗(s∗, (bμ(s|k))k|s∗|) = ( j∗,a2m−1) for some j∗ ∈ ω.
Now applying condition (c) of Deﬁnition 3.3 we can ﬁnd some bm satisfying conditions (i) and (ii) above. But by the deﬁni-
tion of the game Γ the sequence (a)2m is an R-chain. In particular we have a2μ(s∗)+1 R a2m R bm , hence (s, (bμ(s|k))k|s|)
is indeed the sequence of Player I’s moves in a run compatible with τ ∗ . This achieves the inductive construction.
Consider now an inﬁnite run (am)m∈ω in Γ compatible with τ . It follows from condition (i) that α =⋃m∈ω ε(am) is an
element of 2ω and we shall now prove that α ∈ A by applying Lemma 7.7. For this let ϕ be the tree homomorphism on
ωp deﬁned inductively by ϕ(∅) = ∅ and ϕ(s) = ϕ(s∗)〈 j〉 if s = ∅ with μ(s) =m and τ ∗(s, (bμ(s|k))k|s|) = ( j,a2m+1). Since
τ ∗ is winning in Γ ∗ then for all s ∈ ωp we have α ∈ Nε(a2μ(s)+1) ⊂ Asϕ(s) .
This proves by Lemma 7.7 that α ∈ A, hence the strategy τ is winning. 
Lemma 7.10. If Player II wins the game Γ Σ then Player II wins the game Γ ∗ .
Proof. Suppose by contradiction that Player II does not win the game Γ ∗ and ﬁx a winning strategy σ ∗ for Player I in this
game (we recall that Γ ∗ is a ﬁnite game hence determined). Fix also a winning strategy τΣ for Player II in Γ Σ .
We shall construct an inﬁnite run a¯ = (am)m∈ω in Γ Σ compatible with τ S and such that α =⋃m∈ω ε(am) /∈ A which
is a contradiction. Roughly speaking, and as far as this makes sense, a¯ will be the result of the “composition” of the two
strategies σ ∗ and τΣ .
More precisely let (i0,a0) be the ﬁrst move of Player I in the game Γ ∗ given by the strategy σ ∗; we deﬁne inductively
(am)m∈ω satisfying:
(i) a2m+1 = τΣ((a2)m),
(ii) if 2m = ν(t  0|t|) with t = ∅ then σ ∗(t, (aν(t|k0k−1))k|t|) = (i,a2m).
As above by condition (ii) we implicitly mean that (t, (aν(t|k0k−1))) is the sequence of Player II’s moves in some run in Γ
∗
which is compatible with σ ∗ . We leave to the reader to check by induction that this deﬁnition is coherent.
Since τΣ is winning then α =⋃m∈ω ε(am) ∈ A, and again we shall prove that α /∈ A by applying Lemma 7.7. For this
we shall construct ψ ∈ Hom(ω<p) such that for all t ∈ ωp−1 and all j ∈ ω, α /∈ A〈i0〉(tψ(t))〈 j〉 , where i0 is the integer already
ﬁxed by the ﬁrst move given by σ ∗ .
So let ψ be the homomorphism on ω<p deﬁned inductively by ψ(∅) = ∅ and ψ(t) = ψ(t∗)〈i〉 if t = ∅ with
ν(t  0|t|) = 2m and σ ∗(t, (aν(t|k0k−1))k|t|) = (i,a2m). Now ﬁx t = ( jk)0kp−2 ∈ ωp−1, set ψ(t) = (i′k)0kp−2 and let for
all 1 k p − 1, ik = i′k−1 (we recall that i0 is already deﬁned). It follows then from condition (ii) that the sequence
(ik,aν(t|k0k))0kp−1  ( jk,aν(t|k0k−1))0kp−1 constitutes a run ρ in Γ
∗ of length 2p − 1, which is compatible with σ ∗:
(i0,a0) (i1,aν(〈 j0,0〉)) . . . . . .↘ ↗ ↘ ↗
( j0,aν(〈 j0〉)) ( j1,aν(〈 j0,0, j1〉))
(ip−2,aν(t|p−20p−2)) (ip−1,aν(t0p−1))
↗ ↘ ↗
. . . . . . ( jp−2,aν(t0p−2))
On the other hand since for all k ∈ ω, t〈k〉  0p−1 ∈ S ∩ ω2p−1 it follows from condition (i) and the deﬁnition of the game
Γ S that
a0 R aν(〈 j0〉) R aν(〈 j0,0〉) R . . . R aν(t0p−2) R aν(t0p−1) R aν(t〈k〉0p−1).
Hence for all j ∈ ω, ( j,aν(t〈k〉0p−1)) is a legal move for Player II beyond the run ρ , and since the strategy σ ∗ is winning
for Player I then by deﬁnition of the game Γ ∗ we have Nε(a
ν(t〈k〉0p−1)) ∩ Ac〈i0〉(tψ(t))〈 j〉 = ∅ and since k is arbitrary and
A〈i0〉(tψ(t))〈 j〉 is open then α /∈ A〈i0〉(tψ(t))〈 j〉 .
This proves by Lemma 7.7 that α /∈ A and ﬁnishes the proof of Lemma 7.10 and of Case 1 of Theorem 7.8. 
Case 2. n = 2p + 1 so q = p.
The proof is very similar to Case 1. One introduces a game Γ∗ of length n on ω × E with the same rules. So a run in Γ∗
goes as follows:
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↘ · · · · · · ↘ ↗
II: ( j0, c0) ( jp−1, cp−1)
with
b0 R c0 R b1 R · · · R bp−1 R cp−1 R bp
s = (ik)0kp−1 ∈ ωp and t = ( jk)0k<p ∈ ω<p satisfying now |t| = |s| + 1.
Notice however that in the present case the game Γ∗ being of odd length the last move in a maximal run is now made
by Player I. This small advantage of Player I is then balanced by weakening slightly the win condition of Player II who wins
a run in Γ∗ iff
Nε(bp) ∩ Ast = ∅.
Then one proves in the same lines as Case 1:
(1) If Player II wins the game Γ∗ then Player II wins the game Γ .
(2) If Player II wins the game Γ Σ then Player II wins the game Γ∗ .
Observing that the tree Σ in Theorem 7.8 is of rank n− 1 and gathering this result with Proposition 7.4 one then gets:
Corollary 7.11. Let (T , ε) be an ordered Ω-valued tree. For any Π0n subset A of 2
Ω Player II wins the game ΓA(T , ε) if and only if
Player II wins the game ΓA(T (Σ), ε) for any e.s.l. tree Σ of rank < n.
Notice that since the Borel games ΓA(T , ε) and ΓA(T (Σ), ε) are determined (cf. [4]) one can replace everywhere in the
statement of Corollary 7.11 “Player II” by “Player I”. It is however worth noting that one does not need to invoke Borel
Determinacy for this. In fact by essentially the same arguments as in Lemma 7.9 one can show that if Player I wins the
game Γ ∗ then Player I wins the game Γ . This shows in particular that the determinacy of the Borel games of the form
ΓA(T , ε) follows from the determinacy of ﬁnite games which, by well-known results of H.M. Friedman [2], is far from being
the case for arbitrary Borel games, even of ﬁnite rank.
8. Proof of condition (B)
Fix m  1 and q  0 such that m = 1 + q and set (T , ε) = (Tq, εq). We recall that ε is then an ωm-valuation hence the
game ΓA(T , ε) is deﬁned for any set A ⊂ 2ωm in particular for A =Nm . Our goal is to prove condition (B) of Theorem 4.1,
that is:
Fact 8.1. For any Π02m set A ⊃Nm Player II wins the game ΓA(T , ε).
Let Σn denote the s.l. tree ω[
n
2 ]  {0}n−[ n2 ]−1 endowed with an arbitrary s.l. tree enumeration; then by Theorem 7.8,
Fact 8.1 is equivalent to:
Fact 8.2. For any Π02m set A ⊃Nm Player II wins the game ΓA(T (Σ2m), ε).
In fact we shall prove the following stronger result:
Fact 8.3. Player II wins the game ΓNm (T (Σ2m), ε).
Let us mention here for completeness the following result that we shall not need and which can be proved by a straight-
forward induction:
Fact 8.4. Player I wins the game ΓNm (T , ε).
Of course there is no contradiction between the two latter results since Nm is precisely a Σ02m set but not a Π02m set.
Unfortunately we do not have a direct proof of Fact 8.3 which will actually be obtained as a consequence of a more
technical result. Before we state this result let us recall that if (T , ε) is an ordered Ω-valued tree say T = TR then for any
tree Σ and any set A ⊂ 2Ω , ΓA(T (Σ), ε) is a game on the tree Tε ∩ T (Σ) , hence a sequence (ak)k∈ω is an inﬁnite run in this
game iff:
(0) For all k /∈ ν(Σ), ak−1 = ak .
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(2) For all t ∈ Σ \ {∅}, aν(t∗) R aν(t) .
Notice that since Σ is s.l., if ν(t) = 2 then ν(t∗) = 2−1 so by condition (2) a2−1 R a2 and since ε is R-monotone then
ε(a2−1) ⊂ ε(a2). Hence the conjunction of (1) and (2) above is equivalent to the conjunction of the following conditions
(I) and (II):
(I) For all t ∈ Σ \ {∅}, if ν(t) = 2 then a2−1 R a2 .
(II)
{
For all k, ε(a2k) ⊂ ε(a2k+1);
For all t ∈ Σ \ {∅}, if ν(t) = 2 + 1 and ν(t∗) = 2k then a2k R a2+1,
which express the restrictions in the game on the moves of Player I and Player II respectively (in addition to the trivial
condition (0)). In particular when describing a strategy for Player II in such a game we shall always implicitly assume that
condition (I) is already fulﬁlled.
We can now state the result from which Fact 8.3 will be derived:
Theorem 8.5. For all q  0, and any s.l.e. tree (Σ,ν) of rank  1 + 2q, Player II has a strategy τ in the game tree Tεq ∩ T (Σ,ν)q such
that any maximal run a¯ compatible with τ is inﬁnite, so a¯ = (an)n∈ω , and satisﬁes for all s, t ∈ Σ .
If |s| = |t| = 1 and ν(s) < ν(t) are both odd then aν(s) R1q aν(t) .
8.6. Proof of Fact 8.3 from Theorem 8.5. Again set m = 1 + q, n = 2m and let Σn be as in 8.2 above. Since the rank
of Σn is n − 1 = 2q + 1 one can apply Theorem 8.5 to Σ = Σn which provides a strategy τ for Player II in Tεq ∩ T (Σn)q .
Since Tq is εq-free then without loss of generality we can assume that for any maximal run (ak)k∈ω compatible with τ ,⋃
k∈ω dom(ε(ak)) = ωm that is α =
⋃
k∈ω ε(ak) is an element of 2ω
m
.
We shall check that such a strategy is winning in the game ΓNm (T
(Σn)
q , εq). Let (nk)k∈ω be the increasing enumeration
of the set{
ν(s): s ∈ Σn and |s| = 1
}
which is inﬁnite by the deﬁnition of Σn . Since the strategy τ is given by Theorem 8.5 then for any inﬁnite run (ak)k∈ω
in Tεq ∩ T (Σn)q compatible with τ , the sequence (ank )k∈ω forms an R1q-chain. It follows then from Proposition 4.9 that
α =⋃k∈ω ε(ak) is an element of Nm , which shows that τ is winning in ΓNm (T (Σn)p,q , εp,q).
In fact the inductive proof of Theorem 8.5 will force us to construct strategies with even stronger properties which we
will explicit later on. We introduce now a notion which will play a central role in the proof of Theorem 8.5.
8.7. A derivation on e.s.l. tree s. If Σ is a tree on some set E then given any element s ∈ Σ one can consider
Σs =
{
u: su ∈ Σ}
which is also a tree on E of smaller rank. This derivation on trees is a classical tool for deﬁning inductive procedures on
trees. We introduce now, in the frame of enumerated trees, a variation of the previous derivation.
Let (Σ,ν) be an enumerated tree. For any s ∈ Σ of even length we deﬁne
Σ s = Σs ∪
{〈t〉: t ∈ Σ, ν(t) is odd and> ν(s)}∪ {〈t∗, t〉: t ∈ Σ, ν(t) is even and > ν(s)}
which is a tree on E ∪Σ . So any element of Σ s \Σs is a sequence on Σ of length at most 2. Notice that, unless t′ = t∗ , two
elements 〈t′〉 and 〈t∗, t〉 of length 1 and 2 in Σ s \ Σs are incomparable, though t′ and t might be comparable as elements
of Σ . In particular if Σ is s.l. then so is Σ s .
Moreover Σ s is endowed with a natural tree enumeration νs deﬁned by
νs(u) =
{
ν(su) − ν(s) if u ∈ Σs,
ν(t) − ν(s) if u = 〈t〉 ∈ Σ s \ Σs
and if the enumeration ν is s.l. on Σ then so is νs on Σ s . As usual when there is no ambiguity on ν we shall denote
(Σ s, νs) more simply by Σ s .
Finally let us recall that for all s, rk(Σs) + |s|  rk(Σ). In particular if s = ∅ then rk(Σs) < rk(Σ); but this is no more
the case with the new derivation, though we always have rk(Σ s) rk(Σ). For example as one can easily check if Σ is an
inﬁnite tree of rank  2 then rk(Σ s) = rk(Σ) for all s. But fortunately these pathologies disappear whenever rk(Σ)  3.
More precisely:
Lemma 8.8. For any s = ∅ either rk(Σ s) 2 or rk(Σ s) + 2 rk(Σ).
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Hence either rk(Σ s) = rk(Σ∗s )  2 or rk(Σ s) = rk(Σs), and in the latter case rk(Σ s) + 2  rk(Σs) + |s|  rk(Σ) since s is
non-empty and of even length. 
Deﬁnition 8.9. Let (Σ,ν) be an e.s.l. tree and R1 be a partial ordering on a set E . We shall say that a ﬁnite sequence
a¯ = (a0, . . . ,an−1) ∈ E<ω is 〈Σ, R1〉-coherent if for all t′, t ∈ Σ with 2k − 1= ν(t′) < ν(t) = 2 + 1< n:
(a) If ν(t∗) = 2m then a2m R1 a2+1.
(b) If |t′| = |t| = 1 then a2k−1 R1 a2+1.
(c) If |t′| = |t| = 1 and a2k−1 R1 a2k then a2k R1 a2+1.
Notice that we did not impose any restriction on n = |a¯|; however being 〈Σ, R1〉-coherent depends only on the largest
beginning of a¯ of even length that is (a0, . . . ,a2m−1) where m = [ n2 ].
Deﬁnition 8.10. Let (TR , ε) be an ordered Ω-valued tree and (Σ,ν) an e.s.l. tree. Given any partial ordering R1 ⊂ R , we
shall say that a strategy τ for Player II in Tε ∩ T(Σ,ν)R in an R1-strategy if any run compatible with τ is 〈Σ, R1〉-coherent.
These deﬁnitions are of course motivated by Theorem 8.5. Indeed we shall prove this theorem by proving the existence
of an R1q-strategy for Player II in Tεq ∩ T (Σ,ν)q . The proof of this latter result will actually be by induction and is behind the
precise deﬁnition of 〈Σ, R1〉-coherent sequences, namely the technical condition (c) of Deﬁnition 8.9 whose unique role is
to ensure inside the inductive procedure the more crucial condition (b). Finally notice that, since R1 ⊂ R , condition (a) is
a strengthening of one of the rules imposed on Player II in the game tree Tε ∩ T(Σ,ν)R . In particular we have the following
obvious fact.
Lemma 8.11. Let (R1, R, ε,Σ) be as in Deﬁnition 8.10 and a¯ = (a0, . . . ,a2+1) be a 〈Σ, R1〉-coherent sequence of even length in the
common domain of R1, R, ε. If ε(a2+1) ⊂ ε(a2) and a¯∗ = (a0, . . . ,a2) ∈ Tε ∩ T(Σ,ν)R then a¯ ∈ Tε ∩ T(Σ,ν)R .
In all the sequel we shall view a strategy for Player II as a mapping of the form τ : (a0, . . . ,a2) → a2+1 where as usual
the argument (a0, . . . ,a2) is implicitly assumed to be a run in the game and compatible with τ . We start by a simple
result.
Lemma 8.12. For all q ∈ ω and for any e.s.l. tree (Σ,ν) of rank  2, Player II has an R1q -strategy in Tεq ∩ T(Σ)Rq for which any maximal
compatible run is inﬁnite.
Proof. Set (R1, R, ε) = (R1q, Rq, εq) and observe that if (Σ,ν) be an e.s.l. tree of rank  2 then for any t ∈ Σ if ν(t) is odd
then necessarily t∗ = ∅, hence condition (a) of Deﬁnition 8.9 reduces to a0 R1 a2+1.
We then deﬁne inductively a2+1 = τ (a0, . . . ,a2) as follows:
– If either  = 0 or a2−1 R1 a2 , let a2+1 = a2 .
– If not, observe ﬁrst that by condition (I) a2−1 R a2; then applying Proposition 4.8 take for a2+1 any element such that
ε(a2) = ε(a2+1) and a2−1 R1 a2+1.
By an easy induction one checks that a0 R1 a2k+1 R1 a2+1 for all k < , from which it follows clearly that τ is an
R1-strategy for Player II in Tε ∩ T(Σ)R .
Finally since a2+1 is always deﬁned any maximal run compatible with τ is clearly inﬁnite. 
We can now state the stronger version of Theorem 8.5 that we will in fact prove.
Theorem8.13. For any e.s.l. tree (Σ,ν) of rank 1+2q, Player II has an R1q -strategy in Tεq ∩T(Σ,ν)Rq for which anymaximal compatible
run is inﬁnite.
Proof. The proof is by induction over q. For q = 0 the result is a particular instance of Lemma 8.12.
So assume that the result holds for q. To prove that it holds for q + 1 we will have to start with a ﬁxed e.s.l. tree
Σ of rank  1 + 2(q + 1) and try to apply the induction hypothesis to some (actually inﬁnitely many) e.s.l. trees of the
form Σ s with s = ∅. But observe that by Lemma 8.8 either rk(Σ s)  2 in which case one can apply Lemma 8.12, or else
rk(Σ s) rk(Σ) − 2 1+ 2(q + 1) − 2= 2q + 1 and in this case one can apply the induction hypothesis.
2222 G. Debs, J. Saint Raymond / Topology and its Applications 159 (2012) 2205–2227For the rest of the proof we set
R = Rq, R1 = R1q, ε = εq, E = dom(ε), Ω = ω1+q,
R˜ = Rq+1, R˜1 = R1q+1, ε˜ = εq+1, E˜ = dom(ε˜), Ω˜ = ω × Ω.
We recall that ε is an Ω-valuation on E and ε˜ is an Ω˜-valuation on E˜ and E˜ = Φ(E) = Fin(ω, E×2) is viewed as a subset
of Fin(ω, E)× Fin(ω,2). Hence an element a of E˜ is represented under the form a = ((a(i))i∈Ja , (J0a , J1a)) where Ja = dom(a) is
a ﬁnite subset of ω and (J0a , J
1
a) is a partition of Ja; in particular any pair of coordinates of the triple (Ja, J
0
a , J
1
a) determines
the third one. We also recall that the relations R˜ and R˜1 are deﬁned by
a R˜ b ⇔
{
J0a ⊂ J0b and ∀i ∈ J0a , a(i) R b(i),
J1a ⊂ J1b and ∀i ∈ J1a , a(i) R1b(i),
a R˜1 b ⇔
{
J0a = J0b and ∀i ∈ J0a , a(i) R b(i),
J1a ⊂ J1b and ∀i ∈ J1a , a(i) R1 b(i)
(see Section 4 for more details).
So let (Σ,ν) be an e.s.l. tree of a rank  1+ 2(q+ 1). We have to construct an R˜1-strategy τ in the game tree Tε˜ ∩ T(Σ)R˜ .
We shall not deﬁne this strategy immediately, but exhibit ﬁrst partially some of its properties.
In all the sequel we consider a sequence a¯ = (a0,a1, . . . ,a2,a2+1) ∈ E˜<ω and set for all n 2 + 1:
J0n = J0an ; J1n = J1an ; Jn = Jan
and for all m :{
K 00 = J00; K 10 = J10,
K 0m = J02m \ J2m−1; K 1m = J12m \ J2m−1 if 0<m .
We shall consider then the following condition:
():
⎧⎪⎪⎨⎪⎪⎩
a¯∗ = (a0,a1, . . . ,a2) ∈ Tε˜ ∩ T(Σ)R˜ ,
∀m , J2m+1 = J2m and J02m+1 =
{
J02k if 2m+ 1= ν(t) with ν(t∗) = 2k,
J02m if not.
We emphasize that we do not suppose a priori that a¯ ∈ Tε˜ ∩ T(Σ)R˜ . We recall the sets J12m+1 = J2m+1 \ J02m+1 are also
determined by ().
Lemma 8.14. If a¯ satisﬁes () then:
(a) If 2 + 1 /∈ ν(Σ) then J02+1 = J02; J12+1 = J12 and J2+1 = J2 .
(b) J2+1 = J2 =⋃{K 0m ∪ K 1m; m , 2m ∈ ν(Σ)} =⋃{K 0m ∪ K 1m; m }.
Proof. (a) By () we always have J2+1 = J2 and if moreover 2 + 1 /∈ ν(Σ) then J02+1 = J02 , hence J12+1 = J12 .
(b) Notice that for all m > 0 if m   then 2m  2 and by the deﬁnition of Tε˜ ∩ T(Σ)R˜ we have a2m−1 R˜ a2m hence
J02m−1 ⊂ J02m , J12m−1 ⊂ J12m and a fortiori J2m−1 ⊂ J2m .
Then by () we have J2m−1 ⊂ J2m = J2m+1, hence J2m+1 \ J2m−1 = K 0m ∪ K 1m and by induction J2+1 =
⋃{K 0m ∪ K 1m;
m }. Moreover by (a) if 2m /∈ Σ then J2m+1 \ J2m−1 = ∅ hence J2+1 =⋃{K 0m ∪ K 1m; m , 2m ∈ ν(Σ)}. 
Lemma 8.15. If a¯ satisﬁes () then:
(a) If 2 + 1= ν(t) ∈ ν(Σ) then:
J02+1 =
⋃{
K 0m; m , 2m = ν(s), s ⊂ t
}
,
J12+1 =
⋃{
K 0m; m , 2m = ν(s), s ⊂ t
}∪ ⋃
m
K 1m.
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J02 =
⋃{
K 0m; m , 2m = ν
(
s′
)
, s′ ⊂ s},
J12 =
⋃{
K 0m; m , 2m = ν
(
s′
)
, s′ ⊂ s}∪ ⋃
m
K 1m.
Proof. (a) If 2+1 = ν(t) with ν(t∗) = 2k then by () J02k−1 ⊂ J02k = J02+1 and J12k−1 ⊂ J12k . Hence J02+1 = J02k = K 0k ∪ J02k−1
with 2k − 1 = ν(t∗∗); and repeating the argument inductively we get J02+1 =
⋃{K 0m; m  , 2m = ν(s), s ⊂ t} hence
J12+1 = J2+1 \ J02+1 =
⋃{K 0m; m , 2m = ν(s), s ⊂ t} ∪⋃m K 1m .
(b) Observe that since a2−1 R˜ a2 then by deﬁnition J02 = K 0 ∪ J02−1 and J12 = K 1 ∪ J12−1 and conclude by apply-
ing (a). 
Deﬁnition of τ . For all s ∈ Σ \ {∅} such that ν(s) is even consider the e.s.l. tree (Σ s, νs) (see Section 8.7). We recall
that by Lemma 8.8 either rk(Σ s)  2 or rk(Σ s)  rk(Σ) − 2 1+ 2q. Hence by applying Lemma 8.12 in the ﬁrst case or
the induction hypothesis in the second case, we can ﬁx an R1-strategy τ s in the game tree Tε ∩ T(Σ
s)
R . Then we deﬁne
a2+1 = τ (a0,a1, . . . ,a2) inductively by
a2+1 =
((
a(i)2+1
)
i∈ J2+1 ,
(
J02+1, J
0
2+1
))
where J2+1, J02+1, J12+1 are deﬁned by () and for all i ∈ J2+1:
a(i)2+1 =
{
τ s(a(i)2m,a
(i)
2m+1, . . . ,a
(i)
2) if i ∈ K 0m with 2m = ν(s) > 0,
a(i)2 if not.
We have to check that in the ﬁrst alternative a(i)2+1 is well deﬁned. So ﬁx i ∈ K 0m such that 2m = ν(s) > 0 for some
s ∈ Σ ; we have to prove that (a(i)2m,a(i)2m+1, . . . ,a(i)2) ∈ Tε ∩ T(Σ
s)
R , which we do by induction on . For  = 0 this is obvious.
So suppose that (a(i)2m,a
(i)
2m+1, . . . ,a
(i)
2−2) ∈ Tε ∩ T(Σ
s)
R and is compatible with τ
s . Since a2−1 R˜ a2 then for all j ∈ J2−1 we
have either a( j)2−1 R a
( j)
2 or a
( j)
2−1 R1 a
( j)
2 depending whether j is in J
0
2−1 or in J12−1; but since R1 ⊂ R then in both cases
we have a( j)2−1 R a
( j)
2 . In particular since i ∈ K 0m ⊂ J2−1 then a(i)2−1 R a(i)2 which shows that a(i)2 is a legal move for Player I
in Tε ∩ T(Σ
s)
R hence (a
(i)
2m,a
(i)
2m+1, . . . ,a
(i)
2) is indeed a run in Tε ∩ T(Σ
s)
R and a
(i)
2+1 is well deﬁned.
Lemma 8.16. If a¯ is compatible with τ then:
(a) For all i ∈ K 00 , (a(i)0 ,a(i)1 , . . . ,a(i)2+1) is an R-chain.
(b) For all i ∈ K 1m, (a(i)2m,a(i)2m+1, . . . ,a(i)2+1) is an R1-chain.
Proof. (a) If i ∈ K 00 then by Lemma 8.15, since 0 = ν(∅), i ∈ J02n−1, and since a2n−1 R˜ a2n then a(i)2n−1 R a(i)2n; and by the
deﬁnition of τ we have a(i)2n = a(i)2n+1.
(b) Similarly if i ∈ K 1m then by Lemma 8.15 for all n >m, i ∈ J12n−1 hence a(i)2n−1 R1 a(i)2n and again by the deﬁnition of τ
we have a(i)2n = a(i)2n+1. 
If a¯ = (a0,a1, . . . ,a2+1) and i ∈ K 0m (notice that m is entirely determined by i) we deﬁne
a¯(i) = (a(i)2m,a(i)2m+1, . . . ,a(i)2+1)= (b0,b1, . . . ,b2+1−2m).
We now come to the main lemma.
Lemma 8.17. If a¯ is compatible with τ , a¯∗ is 〈Σ, R˜1〉-coherent, and a¯(i) is 〈Σ s, R1〉-coherent for all possible i and s, then a¯ is 〈Σ, R˜1〉-
coherent.
Proof. The proof is rather long and we will split it into three parts corresponding to the three conditions (a), (b), (c) of
Deﬁnition 8.9 that we will prove in the following order: (b), (c), (a).
Proof of condition (b): Let k   be such that ν(t′) = 2k − 1 < 2 + 1 = ν(t), with |s| = |t| = 1, we have to prove that
a2k−1 R˜1 a2+1.
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to prove is that a2k−1 R˜ a2+1, that is for i ∈ J2k−1:
{
(1) If i ∈ J02k−1 then a(i)2k−1 R a(i)2+1;
(2) If i ∈ J12k−1 then a(i)2k−1 R1 a(i)2+1.
So let i ∈ J2k−1:
(1) If i ∈ J02k−1 = J00 = K 00 then by Lemma 8.16, a(i)2k−1 R a(i)2+1.
(2) If i ∈ J12k−1 then by Lemma 8.15:
– either i ∈ K 1m for some m k and then by Lemma 8.16, a(i)2k−1 R1 a(i)2+1;
– or else i ∈ K 0m for some 0 < m  k such that 2m = ν(s) < ν(t′) < ν(t) for some s ∈ Σ , and a¯(i) is compatible with
τ s hence is (Σ s, R1)-coherent. Since ν(s) = 2m > 0 and |t′| = |t| = 1 then s is necessarily incomparable with t′
and t , hence 〈t′〉, 〈t〉 ∈ Σ s; and since t′ = t then 〈t′〉, 〈t〉 are incomparable elements of Σ s of length 1. Moreover
2k− 1− 2m = νs(〈t′〉) < νs(〈t〉) = 2+ 1− 2m hence by condition (b), applied to the (Σ s, R1)-coherent sequence a¯(i) ,
we have a(i)2k−1 = bνs(〈t′〉) R1 bνs(〈t〉) = a(i)2+1.
Proof of condition (c): Let k   be such that ν(t′) = 2k − 1 < 2 + 1 = ν(t), with |t′| = |t| = 1, and suppose in addition
that a2k−1 R˜1 a2k . We have to prove that a2k R˜1 a2+1. Since a0 R˜1 a2k then J02k = J00 = J02+1, so as above all we need to
prove is that a2k R˜ a2+1.
Notice also that since J02k = J00 = J02k−1 then K 0k = J02k \ J2k−1 = ∅. Hence by Lemma 8.15, J12k =
⋃
0<m<k K
0
m ∪⋃
0mk K
1
m . So let i ∈ J2k:
(1) If i ∈ J02k = K 00 then by Lemma 8.16, a(i)2k R a(i)2k+1.
(2) If i ∈ J12k then:
– either i ∈ K 1m for some m k and then by Lemma 8.16, a(i)2k R1 a(i)2k+1;
– or else i ∈ K 0m for some 0<m < k such that 2m = ν(s) < ν(t′) < ν(t) and a¯(i) is compatible with τ s hence is (Σ s, R1)-
coherent. Since J02k−1 = K 00 then K 0m ⊂ J12k−1 and since a2k−1 R˜1 a2k then a(i)2k−1 R1 a(i)2k . But as we already showed
〈t′〉, 〈t〉 are incomparable elements of length 1 in Σ s . Hence by condition (c) applied to a¯(i) we have a(i)2k R1 a(i)2+1.
Proof of condition (a): Suppose that ν(t) = 2 + 1 and ν(t∗) = 2k; we have to prove that a2k R˜1 a2+1. Again by (),
J02k = J02+1, and we only need to prove that a2k R˜ a2+1. So let i ∈ J2k:
(1) If i ∈ J02k then:
– either i ∈ K 00 and then by Lemma 8.16, a(i)2k R a(i)2+1;
– or else i ∈ K 0m for some 0 < m  k such that 2m = ν(s) < ν(t) for s ∈ Σ with s ⊂ t , and a¯(i) is compatible with
τ s hence is (Σ s, R1)-coherent. Moreover if we set t = su with u ∈ Σ s then t∗ = su∗ and νs(u) = 2 + 1 − 2m and
νs(u∗) = 2k − 2m. Hence by condition (a) applied to a¯(i) we have a(i)2k R1 a(i)2+1 and a fortiori a(i)2k R a(i)2+1.
(2) If i ∈ J12k then:
– either i ∈ K 1m for some m k and then by Lemma 8.16, a(i)2k R1 a(i)2k+1;
– or else i ∈ K 0m for some 0 <m k such that 2m = ν(s) < ν(t) for s ∈ Σ with s ⊂ t , hence m < k so K 0m ⊂ J12k−1, and
a¯(i) is compatible with τ s hence is (Σ s, R1)-coherent. Let t∗∗ be the predecessor of t∗ then ν(t∗∗) = 2k−1 and s ⊂ t∗∗ .
Then as above 〈t〉, 〈t∗∗〉, 〈t∗∗, t∗〉 ∈ Σ s with νs(〈t∗∗〉) = 2k− 1− 2m, νs(〈t∗∗, t∗〉) = 2k− 2m and νs(〈t〉) = 2+ 1− 2m.
Since K 0m ⊂ J12k−1 and a2k−1 R˜1 a2k then a(i)2k−1 R1 a(i)2k . Hence by condition (c) applied to a¯(i) we have a(i)2k R1 a(i)2+1.
This ﬁnishes the proof of Lemma 8.17. 
To ﬁnish the proof of Theorem 8.13 observe that if a¯ is compatible with τ then for all i ∈ J2+1, a¯(i) ∈ Tε ∩ T(Σ)R hence
ε(a(i)2) ⊂ ε(a(i)2+1) and applying Deﬁnition 4.3 we get
ε˜(a2) =
⋃
{i} × ε(a(i)2)⊂ ⋃ {i} × ε(a(i)2+1)= ε˜(a2+1).
i∈ J2 i∈ J2
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Applying this observation inductively one gets that τ is a strategy for Player II in Tε˜ ∩ T(Σ)R˜ , and Lemma 8.17 shows that τ
is an R˜1-strategy.
This ends up the proof of condition (B) of Theorem 4.1.
9. Optimality
In this section we prove that the number m+ 1 in Theorem 1.1 is optimal.
Theorem 9.1. For all m  2 there exists a 02m set Hm containing Nm with the property that the intersection of any family of m
elements inHm is non-empty.
Proof. Let H1 be the set of inﬁnite subsets of ω, so
H1 = {M ⊂ ω: ∀p, ∃q p, q ∈ M}.
We then deﬁne inductively for m 1:
Hm+1 =
{
M ∈ P(ωm+1): ∀p, ∃q p, M(q) ∈Nm and ∃p, ∀q p, M(q) ∈Hm}.
We recall that for any M ⊂ ωm+1 = ω ×ωm and any j ∈ ω we denote by M( j) the section M( j) = {k¯ ∈ ωm: ( j, k¯) ∈ M}.
Lemma 9.2. For all m 2 the setHm is 02m.
Proof. The proof is by induction on m. H1 is clearly a Π02 subset of P(ω).
Assume that the set Hm is Π02m . Since for all j ∈ ω the mapping M → M( j) is continuous from P(ωm+1) to P(ωm),
then the set{
M ∈ P(ωm+1): ∃p, ∀q p, M(q) ∈Hm}
is Σ02m+1; and since the set Nm is Σ02m , then the set{
M ∈ P(ωm+1): ∀p, ∃q p, M(q) ∈Nm}
is Π02m+1. It follows that Hm+1 is difference of two Σ02m+1 sets, hence a 02m+2 (and in particular Π02m+2) set. 
Lemma 9.3. For all m 1 the setHm containsNm.
Proof. Since every member of N1 is coﬁnite, hence inﬁnite, we have N1 ⊂H1.
Assume Nm ⊂Hm , and let M ∈Nm+1. Then for all but ﬁnitely many j we have M( j) ∈Nm ⊂Hm , hence M ∈Hm+1. 
Lemma 9.4. For all m 1 the intersection of m elements ofHm is compatible withNm, hence non-empty.
Proof. Again the proof is by induction on m. For m = 1 every element M of H1 is inﬁnite: thus it meets every coﬁnite
N ∈N1.
Assume that the intersection of any m elements of Hm is compatible with Nm . Let (M0,M1, . . . ,Mm) ∈ Hm+1 and
N ∈Nm+1: we have to prove that ⋂0km Mk ∩ N = ∅. By deﬁnition of Hm+1, we know that there exists some p such that
Mk(q) ∈Hm for all q p and every km. Then by the induction hypothesis we have
∀q p, M∗(q) =
⋂
0k<m
Mk(q) ∈ N̂m
where N̂m denotes the set of all subsets of ωm which are compatible with Nm . Moreover there is an inﬁnite set D ⊂ ω
such that Mm(q) is in Nm whenever q ∈ D , and since N ∈ Nm+1, there exists a p′  p such that for all q  p′ the set
N(q) is in Nm . Then for q  p′ in D , Mm(q) ∩ N(q) is in Nm , hence intersects M∗(q) in some k¯ ∈ ωm . And this shows that
(q, k¯) ∈ N ∩⋂0km Mk . 
This ﬁnishes the proof of Theorem 9.1.
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We shall discuss in this section several possible extensions of Theorem 1.1. The ﬁrst extension concerns the deﬁnability
feature of this result. For this we need to deal with concepts from Effective Descriptive Set Theory and we shall assume the
reader to be familiar with this theory, for example as exposed in [5]. We can then state the following:
Theorem 10.1. In any Π02m subset of P(ωm) containingNm one can ﬁnd m+ 1 11 elements with empty intersection.
For a formal proof of this result one has to repeat the whole arguments of the paper and check step by step that all
constructions and deﬁnitions which occur in this proof are indeed 11. This is obvious in almost all the proof since most
of the deﬁnitions are given by explicit arithmetical formulas. There is only one exception to this, which is the proof of
Lemma 7.9. Indeed this proof makes use of an arbitrary winning strategy τ ∗ for Player II in the game Γ ∗ . But one can
observe that since the win condition for Player II in this game is Π11 and open (actually clopen) then by the effective
version of Gale-Stewart’s theorem (see [5]) one can ﬁnd a 11 such winning strategy.
The second natural direction for extending Theorem 1.1 is to look for a similar conclusion starting with an arbitrary Π0n
set containing Nm . Notice that since Nm−1 embeds obviously in Nm then without loss of generality one may suppose that
m < n. On the other hand since Nm is itself a Σ02m set and is closed under ﬁnite intersections then one has to impose that
n 2m.
Conjecture A0. If 1  m < n  2m then in any Π0n set containing Nm one can ﬁnd a family of n − m + 1 elements with empty
intersection.
So Theorem 1.1 treats the case n = 2m. But we are also able to prove that this conjecture holds for n = 2m − 1 and
n = 2m − 2 (with n >m). The proofs, which combine the method of proof of Theorem 1.1 with some additional non-trivial
work, are unfortunately quite tedious.
Before we go further in our discussion let us recall some basic facts from [1]. If F is an analytic ﬁlter with countable
domain – say ω for simplicity – then by the Separation Theorem, any pointwise limit f = limF fn along F of a sequence
of continuous functions fn is automatically Borel. But it is a non-trivial fact, proved in [1], that the set of all such functions
f on 2ω is exactly the set of all Borel functions of class ξ for some uniquely determined ordinal ξ = rk(F), that we call the
rank of the ﬁlter F .
We also point out that the construction of the ﬁlters Nm can be extended to deﬁne inductively for any countable ordinal
ξ  1, a Borel ﬁlter Nξ of rank ξ : for successor ordinals the construction is due to Kateˇtov and is quite similar to the ﬁnite
case, while for limit ordinals one takes a sort of inductive limit of previous ﬁlters (see [1] for more details).
We conjecture the following generalization of A0:
Conjecture A. If λ is a limit ordinal and 0m n 2m are ﬁnite integers then in any Π02+λ+n set containingN1+λ+m one can ﬁnd
a family of n−m+ 2 elements with empty intersection.
(Notice that for λ = 0 the condition 0m n 2m in A is equivalent to the A0-condition 1m+ 1< n+ 2 2m + 2.)
Now since all the ﬁlters Nξ are Borel the following question arises naturally: What is the minimal Baire class containing a
ﬁlter of a given rank? By easy computations (see [1]) we have the following:
– if λ is a limit ordinal thenNλ is a Σ0λ set;
– if ξ = λ + n is a successor ordinal (with λ limit and n 1 ﬁnite) thenNξ is in the Baire class Σ01+λ+2n−1
which gives a lower bound for the possible complexity of a Borel ﬁlter of rank ξ , and we conjecture that it is the best
bound (in a strong sense). Observe that if λ is a limit ordinal then by [1] Theorem 8.4 there is no Π0λ ﬁlter of rank λ nor a
Π0λ+1 ﬁlter of rank λ + 1, hence in these cases the question above is already settled.
Conjecture B. If ξ = λ + n is a successor ordinal (with λ limit and n 1 ﬁnite) then there is no Π01+λ+2n−1 ﬁlter of rank  ξ .
As we shall see now this latter conjecture is actually related to Conjecture A. Notice ﬁrst that any analytic ﬁlter reﬁning
Nξ is obviously of rank  ξ , and it was conjectured in [1] that the converse is also true:
Conjecture C. Any analytic ﬁlter of rank  ξ contains a copy ofNξ .
and obviously if Conjecture C were true then Conjecture B would follow from Conjecture A.
To ﬁnish let us point out that Conjectures A, B, C are simple consequences of Baire theorem in the case ξ = 1, and in [1]
it is proved that they all three hold for ξ = 2 too.
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