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Resolving the presence of entanglement and the inter-
play of different correlations is one of the key challenges
for understanding complex quantum systems in and out of
equilibrium [1, 2]. In itinerant systems, for example, the
occurrence of spatial and spin entanglement is intimately
connected to the competition between coherent motion
and interactions [3]. With synthetic quantum systems
based on ultracold atoms, the properties of such systems
can be directly studied by measuring correlations in phase
[4], position [5, 6], or momentum [7, 8] observables. Here,
we demonstrate simultaneous spin-resolved measurements
of correlation functions in two conjugate variables, namely
particle position and momentum, on the single-particle
level using a versatile new imaging scheme [9]. We apply
this method to the fermionic Hubbard dimer, a paradig-
matic example of an itinerant system containing itinerant
mobile, interacting particles. From the observed mode
occupations and coherences, we constrain the density ma-
trix of the dimer [10–12] and reveal its changing nature
in different interaction regimes. In particular, we directly
detect entanglement in the spin and spatial modes of a
Hubbard-like system [13–17]. The generic methods es-
tablished in this letter can be extended to a broad range
of continuum and lattice systems realized with ultracold
atoms [18], and can be used to analyze correlations and
entanglement in many-body phases.
To carry out our correlation measurements, we deter-
ministically prepare quantum states with a high degree of
purity. Experimentally, we realize the Hubbard dimer as
two 6Li atoms trapped in two partially overlapping optical
tweezers (Fig. 1b), with one atom per spin state |↑〉 =
|F = 1/2,mF = −1/2〉 and |↓〉 = |F = 3/2,mF = −3/2〉,
respectively. We reliably prepare this system near its
ground state [19], and we can tune the tunneling rate J
and the on-site interaction U via the potential depth and
a Feshbach resonance, respectively.
To probe momentum correlations in this system, we
release the atoms from the tweezers into a large, elongated
optical dipole trap which allows expansion along the axis
connecting the double well, while confining the atoms in
the perpendicular directions (see Methods). We image the
quantum state after a ballistic expansion for one quarter
trap period which Fourier transforms the initial state to
the far field. Using resonant light and separate exposures
for the two spin states, we record the particle momenta k1
and k2 in each experimental realization (Fig. 1b). We con-
struct the momentum correlation function 〈n↑(k1)n↓(k2)〉
from an average over several thousand experimental runs.
To probe the spatial correlations, we measure the occu-
pation of each site in a spin-resolved manner. We make
use of a position-mapping method, where we first project
the quantum state on the single-site occupation basis
by quickly decoupling the wells and then impart a site-
specific momentum. This separates the spatial modes
after time-of-flight for direct spatially resolved imaging
(see Methods). We obtain the in-situ density distribu-
tion and determine spin-resolved correlation functions
〈n↑(α)n↓(β)〉 (Fig. 1c), where α, β denote the spatial
modes {L,R}.
Figure 2 shows the spin-resolved correlation functions
for the Fermi-Hubbard dimer near its ground state for
different interaction strengths (see Methods). We observe
that, for the non-interacting case, the position and mo-
mentum correlation functions are separable into products
of single-particle expectation values, 〈n↑n↓〉 ≈ 〈n↑〉〈n↓〉.
The interference pattern in the momentum-space density
verifies the coherent superposition of each particle across
both wells, analogous to the interference pattern of coher-
ent light passing through a double slit. Achieving a high
interference contrast is only possible with a high-fidelity
ensemble preparation of a coherent quantum state.
For strong repulsive interactions, the side peaks in
the momentum density n(k) vanish [20], while the par-
ticles become localized and anti-correlated in position
space. At the same time, pronounced oscillations in the
relative-momentum axis (d = k1 − k2) appear, reveal-
ing that the purity of the quantum state is preserved
in the form of two-particle coherence. This coherence
can be quantified with the pair correlators in momentum
space ξ(d) =
∫
dκ〈n↑(κ−d/2)n↓(κ+d/2)〉∫
dκ〈n↑(κ−d/2)〉〈n↓(κ+d/2)〉 (relative momen-
tum d) and χ(s) =
∫
dκ〈n↑(κ+s/2)n↓(−κ+s/2)〉∫
dκ〈n↑(κ+s/2)〉〈n↓(−κ+s/2)〉 (center-of-
mass momentum s = k1 + k2), in analogy to noise cor-
relation measurements in [7]. For uncorrelated particles,
ξ(d) = χ(s) = 1, and any deviation from this value indi-
cates pair correlations. In our experiment, the correlators
display oscillations with a contrast of up to 1.40(5) for the
strongest repulsive interactions (U/J = 18.5, see Fig. 2c).
We attribute the deviation from the maximum possible
value of 2 for the ground state of the strongly repulsive
Hubbard model mainly to imperfections in the expansion
dynamics of our measurement procedure, rather than the
actual coherence of the quantum state.
In the case of attractive interactions, qualitatively dif-
ferent correlations emerge: In position space, the particles
almost always occupy the same site of the double well,
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FIG 1. Detection of many-body systems in conjugate bases.
a. A quantum system is defined by its many-body wavefunc-
tion Ψ(x) (gray). An itinerant system can be characterized
naturally with correlation functions in the positions xi or the
momenta ki of its constituent particles. b. We measure single-
particle spin-resolved correlations in position and momentum
space for a two-site Fermi-Hubbard system, which we use to
infer information about the density matrix ρ of the initial
state. c. The spinful Hubbard dimer forms a four-mode sys-
tem. Different types of quantum correlations, or entanglement,
can emerge between subsystems defined by spatial or spin
partitions (A and B).
while in momentum space, the coherence appears in the
correlator χ(s) along the center-of-mass coordinate.
For non-vanishing interactions, the particles identified
by their spin display simultaneous correlations in their
position and momenta. This is a hallmark of entangle-
ment between spin subsystems indicated in Fig. 1c. In
principle, it is possible to detect entanglement directly
from the magnitude of correlations between two observers,
for example with a Bell test [11]. However, this test does
not provide a tight witness criterion, as it may not be
able to identify entangled states displaying weaker corre-
lations. Hence, a wide range of entanglement witnesses
and measures has been defined for different systems and
partitions [1, 21]. For example, the previously introduced
pair correlators, which encompass the one- and two-body
coherences of our system, can be used to construct an
entanglement witness (see Fig. 2c and Methods).
Beyond certifying its mere presence, the amount of
entanglement in a quantum state is determined by entan-
glement measures such as the concurrence [22]. While its
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FIG 2. Correlations in the Hubbard dimer. a. The spin-
resolved spatial correlation function 〈n↑(α)n↓(β)〉 exhibits
mostly double occupancies for attractive interactions (left),
no correlations in the non-interacting case (center), and
strong suppression of double occupancies for repulsive in-
teractions (right). b. For non-interacting particles, the
momentum-space correlation function 〈n↑(k1)n↓(k2)〉 (top
row) is separable and shows an interference pattern in the
single-particle coordinates. The single-particle coherence is
visible as side peaks in the single-particle momentum density
〈n(k1)〉 ≡ 〈n↑(k1)〉 + 〈n↓(k1)〉 (bottom row). For strong at-
tractive (repulsive) interactions, single-particle coherence is
suppressed, but interference patterns emerge along the diago-
nal (antidiagonal), which signals the presence of two-particle
coherence. c. Integrated momentum-difference and -sum
correlations, expressed as pair correlators χ(k) and ξ(k), re-
spectively. Entanglement can be certified if the data extend
into the gray-shaded regions. Error bars represent the stan-
dard error of the mean and continuous lines are obtained
from reconstructed momentum space correlation functions
(see Methods).
exact determination requires knowledge of the full density
matrix, it is possible to construct lower bounds on the con-
currence from the subset of density matrix entries directly
obtained from our measurements [11]. We extract these
values from the interference patterns in the momentum-
space correlations and from the position-space densities,
respectively (Fig. 3). Writing the density matrix in a posi-
tion representation |αβ〉, where α and β denote the spatial
modes {L,R} of the up and down particle, the populations
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FIG 3. Evaluation of the concurrence from the measured cor-
relation functions. a. The dimer density matrix ρ contains the
full state information of real-space order as well as coherence
properties. b. We obtain the in-situ populations directly from
the position-space correlation function. c. The magnitude and
phase of the single- and two-particle coherences are encoded
in the momentum-space correlation function as oscillations
along the one- and two-particle coordinates. d. The lower
bounds C1, C2 of the concurrence certify entanglement (gray
region) for all interacting systems studied in our experiments,
with error bars corresponding to one standard deviation of
statistical and systematic uncertainty (see Methods). The side
panels visualize the different character of the entanglement for
attractive and repulsive interactions, where the ground state
approaches two-body Bell states.
and two-body coherences can be identified as the diagonal
elements ρjj ≡ Pαβ and off-diagonal elements ρ14, ρ23,
respectively. The bounds can then be constructed as
C1 = 2(|ρ23| −
√
PLLPRR) and C2 = 2(|ρ14| −
√
PLRPRL)
[16, 23]. A positive value of either C1 or C2 results in
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FIG 4. Entanglement entropy of the Hubbard dimer. a. To
calculate entanglement entropy, we reconstruct the density
matrix with a Bayesian quantum state estimation. The magni-
tude of the density matrix elements is proportional to the area
of the squares, normalized to 0.5. The phase is encoded in the
color scale. b. Entanglement can occur between different sub-
systems, which may be taken to be the spatial or spin modes
of the Hubbard dimer defined in Fig. 1c. Entanglement is
present if the Re´nyi entropy of a subsystem exceeds the Re´nyi
entropy of the full system. We observe entanglement of spatial
modes for all interaction strengths and entanglement of spin
modes at large interaction strengths. Error bars correspond
to 90 % credible intervals. The lines show the mode entropies
of the ground state of the Hubbard dimer (see Methods).
a concurrence C(ρ) ≥ max(0, C1, C2) > 0, which demon-
strates the presence of entanglement.
While the concurrence measures entanglement in gen-
eral, the two bounds C1 and C2 are sensitive to different
types of entangled two-particle states that occur in the
Hubbard model for strong interactions (see Fig. 3d). For
increasingly repulsive interactions (U/J > 0), the parti-
cles localize to individual wells and the spin remains as
the only degree of freedom, where singlet correlations are
shared across the sites. We detect this antiferromagnetic
type of entanglement as C1 > 0, with a maximum value
of C1 = 0.69(2). For attractive interactions (U/J < 0),
density correlations form instead, as bound pairs of |↑〉
and |↓〉 particles are delocalized over the system (“charge
density wave”). In this case, entanglement is certified by
C2 > 0 with a maximum value of C2 = 0.31(3).
From these observations it is apparent that different
entanglement criteria or different partitions may be sensi-
4tive to different states. Using the entropy of entanglement
[21], entanglement between different partitions of a larger
system can be characterized systematically. For this, one
measures the sub-systems separately and determines their
Re´nyi or Von Neumann entropy. If the sub-systems indi-
vidually have a higher entropy than the combined system,
this proves the presence of entanglement between them
[24]. Due to the generality and flexibility of this condi-
tion, the entanglement entropy is particularly useful when
studying large systems containing many particles [1].
Typically, the evaluation of the entanglement entropy
requires the knowledge of the full density matrix or col-
lective measurements on multiple copies [25, 26]. For our
experiment, we determine a Bayesian estimate of the den-
sity matrix given the measured position and momentum
correlations (see Fig. 4a and Methods). Even with partial
knowledge of the system, the physicality requirements on
the density matrix lead to a tightly constrained posterior
distribution of the Re´nyi entropy for different partitions.
As shown in Fig. 4b, the Re´nyi entropy of individual spin
modes exceeds the entropy of the full system for strong
repulsive interactions, signaling the emergence of entan-
glement between spins with increasing interactions [17].
The entanglement between the spatial modes shows an
entirely different behavior: The Re´nyi entropy of an indi-
vidual site is maximal for the non-interacting system and
decreases with increasing interactions. This reflects the
fact that the Hilbert space of each site, which is spanned
by the states {|0〉 , |↑〉 , |↓〉 , |↑↓〉} is most evenly populated
in the case of no interactions and particle number conser-
vation enforces correlations between sites. For repulsive
interactions, as the particles become localized, the effec-
tive Hilbert space of a single site is reduced to {|↑〉 , |↓〉}
and entropy of entanglement of the site decreases.
The disparate behavior of the entanglement entropy of
sites vs. spin modes is an example of the inequivalence of
entanglement between different degrees of freedom within
the same state, and both concepts have a physical mean-
ing [3, 13, 14]. The entanglement between spin modes is
the relevant quantity if the quantum state were to be used
for quantum information processing or communication,
where each party has control over exactly one spin sector.
On the other hand, the entanglement entropy of spatial
regions reflects the computational cost of representing a
quantum state with particle number fluctuations in real
space, which may for example limit the size of DMRG sim-
ulations. Our experiment realizes and probes the smallest
non-trivial quantum systems where these inequivalent no-
tions of entanglement in itinerant systems can be explored
experimentally.
The measurements show the potential of combined spin-
resolved position and momentum correlation functions
as a powerful tool to characterize quantum states, which
can be applied both to lattice and continuum systems.
By increasing the system size to a few tens of particles,
new insights on many-body phenomena may be gained
[27]. With measurements in an intermediate basis (i.e.,
between the near-field position basis and the far-field
momentum basis), it may be possible to additionally de-
termine correlations between position and momentum
modes and thereby obtain the complete density matrix
[10, 28]. Among the aspects to be studied with these
methods are the nature of pairing near the BEC-BCS
crossover or the role and presence of high-order multipar-
tite entanglement.
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6SUPPLEMENTAL MATERIAL
Experimental sequence and parameters For our exper-
iments we use two of the three lowest Zeeman sublevels
of the hyperfine ground state of 6Li, labeled |1〉 and |3〉
in order of increasing energy. We realize a double-well po-
tential with two optical tweezers of far-red-detuned laser
light at 1064 nm. We generate and control the tweezers
with an acousto-optical-deflector (AOD). This allows us
to individually control each well of the double-well sys-
tem. In order to prepare the system in its ground state,
we deterministically prepare two atoms of different spin
(labeled |↑〉 ≡ |1〉 and |↓〉 ≡ |3〉) in the ground state of a
single tweezer [29]. Following the procedure described in
[19], we ramp on the second well and perform an adiabatic
Landau-Zener passage to the ground state of the sym-
metric double-well. This system forms a Hubbard dimer,
where we can tune the tunnel coupling J by changing
the global depth of the optical potential and the on-site
interaction U with a Feshbach resonance.
All presented measurements are performed in a double-
well with a separation of a = 1.5 µm along the x-axis.
Each tweezer has a waist of 1.15 µm and single well trap
frequencies of ωz = 2pi× 3.95(10) kHz along the axial and
ωx,y = 2pi × 18.8(4) kHz along the in-plane directions, re-
spectively. With this configuration, we achieve tunneling
rates of J/h = 77(1) Hz, where h is Planck’s constant.
In order to extract the in-situ populations and the
momenta of the atoms, we employ a single-atom, spin-
resolved imaging technique [9].
Momentum measurements We measure the momen-
tum of the atoms using a time-of-flight technique. After
preparing the system, the quantum state is allowed to
expand in a weak optical potential (optical dipole trap,
ODT) which is elongated along the double-well axis with a
longitudinal trap frequency of ωx = 2pi× 75 Hz and trans-
verse trap frequencies of ωy,z = 2pi × 600 Hz (Extended
Data Fig. 5a). We image the atoms after a quarter of the
axial trap period, TODT/4 =
pi
2ωx
. As the interactions dur-
ing time of flight are negligible, the unitary evolution in
the dipole trap exactly performs a Fourier transform of the
single-particle wavefunction in the x-direction. Neglecting
the y and z coordinates, which are integrated out in the
data analysis and imaging process, respectively, we obtain
the initial momentum distribution along the double-well
axis by a simple rescaling of the particle coordinates after
time-of-flight, k1,2/klat = qx1,2, where klat = pi/a is the
lattice momentum. We determine the scale factor from a
fit as q = 20.1 mm−1, which is consistent with the trap
frequency ωx during time-of-flight. The spin-resolved cor-
relation function 〈n↑(k1)n↓(k2)〉 is obtained by averaging
spin-resolved momentum measurements over several thou-
sand runs. Note that the symmetry of the correlation
functions (Fig. 2 and Extended Data Fig. 9) directly
stems from the symmetries of the quantum state.
FIG 5. Scheme for position-space measurements. a With the
high-resolution objective, we create a double-well potential
consisting of two adjacent optical tweezers. The double well is
aligned along the long axis of the waveguide potential created
by our optical dipole trap. b In order to extract the in-
situ populations, we suddenly increase the trap depth and
separate the wells. After a TMT/4 time evolution in the double-
well potential, the atoms are released from the tweezers. An
additional TODT/4 evolution in the optical waveguide potential
increases the separation between the spatial modes by a factor
of 120. Note that the spatial dimensions in this figure are not
to scale.
Position measurements The resolution of our imaging
technique is limited to 4 µm [9]. Therefore, we cannot
directly measure the in-situ distribution of the double-
well system. In order to reconstruct the position space
distribution, we thus perform a three step scheme as
illustrated in Extended Data Fig. 5b). First, we project
the wavefunction onto the individual wells by diabatically
increasing the trap depth of the double-well to ωx,y ≈
2pi×41.6 kHz within 2 ms, decoupling the wells completely.
Then we imprint a distinct and diametrical center of mass
momentum onto the on-site wavefunctions of the two
wells. We achieve this by a sudden change in the well
separation to 3.2 µm with a subsequent time evolution
of around 6 µs corresponding to a quarter of the on-site
trap period TMT. In the final step, we switch off the
double-well potential followed by a time-of-flight evolution
in the ODT (longitudinal trap frequency ωx ≈ 2pi ×
225 Hz). By tuning the trap depth of the individual
wells, their final separation, and the trap frequency of the
ODT, we can optimize the magnification of the on-site
wavefunction and the magnification of the well separation
independently. For the parameters used in this paper, we
separate the center of mass of the on-site wavefunction by
approximately 180 µm and achieve a fidelity for identifying
each atom in the correct well of 99.4(3) %.
Data analysis and data set Each data set corresponds
to ∼4000 momentum and ∼1000 position measurements.
We postselect our data for images with exactly one atom
per spin state, corresponding to ≥ 80 % of all images.
Before analysis, we group atom positions into 2 pixel (or
5.4 µm) bins.
In total we measured the position and momentum cor-
7relation functions for 8 different values of U/J , ranging
from attractive interaction (U/J = −5.9 at 525 G) to
strong repulsive interaction (U/J = 18.5 at 625 G). Our
full dataset is shown in Extended Data Fig. 9. All mea-
surements are performed at a fixed tunnel coupling of
J/h = 77(1) Hz. The on-site interaction strength U is set
by the trap geometry and the s-wave scattering length asc
which we set below a Feshbach resonance at B = 690 G.
Both tunnel coupling and on-site interaction strength are
calibrated as described in [19].
Hubbard dimer Our system can be described by the
Hubbard Hamiltonian
H = −J
∑
σ
(
cˆ†Lσ cˆRσ + cˆ
†
Rσ cˆLσ
)
+ U
∑
j=L,R
nˆj↓nˆj↑, (1)
where cˆ
(†)
iσ is the fermionic annihilation (creation) operator
of a particle with pseudospin σ on site i and nˆjσ = cˆ
†
jσ cˆjσ.
Its ground state can be written as
ψ1 = (1, α+(x), α+(x), 1) /
√
2(1 + α+(x)2) (2)
in a position space basis given by
|LL〉 = c†↑Lc†↓L |0〉
|LR〉 = c†↑Lc†↓R |0〉
|RL〉 = c†↑Rc†↓L |0〉
|RR〉 = c†↑Rc†↓R |0〉 , (3)
with x = U/4J and α±(x) = x±
√
1 + x2 [13].
A general (mixed) state takes the form
ρ =

PLL ρ1,2 ρ1,3 ρ1,4
PLR ρ2,3 ρ2,4
PRL ρ3,4
h.c. PRR
 , (4)
where Pα,β are the populations and ρi,j are the coherences.
Evaluation of density matrix elements If we wish to
determine the measured density matrix ρexp of a prepared
state ρ, we can directly read off the populations from the
spatial correlation measurements, while we can extract
the coherences from the momentum correlation measure-
ments as outlined in [11, 12] (Fig. 3a-c). To calculate the
momentum correlation functions for ρ, we use the Fourier
transform of the single-particle basis states,
φL ≡ g(x+ a/2) FT−→ g˜(k)e−iak/2
φR ≡ g(x− a/2) FT−→ g˜(k)eiak/2. (5)
Here, g(x) is the on-site Wannier function, which is very
well approximated by a Gaussian within the precision of
the experiment. The momentum space representations of
the single-particle modes share the envelope g˜(k) (given
by the Fourier transform of the on-site wavefunction g(x))
and differ only by a differential phase gradient eiak. In
the basis defined by Eq. (3) the momentum correlation
operator Zˆ = nˆ↑(k1)nˆ↓(k2) takes on the matrix represen-
tation
Zˆ =

1 e−iak2 e−iak1 e−ia(k1+k2)
1 e−ia(k1−k2) e−iak1
1 e−iak2
h.c. 1
 , (6)
where we have neglected the envelope g˜(k).
Using the momentum basis (5), the expectation value
of the operator Zˆ can be calculated as
〈n↑(k1)n↓(k2)〉 = Tr(ρZˆ)
= PLL + PLR + PRL + PRR
+2<
{
ρ(1)eiak1
}
+2<
{
ρ(2)eiak2
}
+2<
{
ρ2,3e
ia(k1−k2)
}
+2<
{
ρ1,4e
ia(k1+k2)
}
, (7)
with ρ(1) = ρ1,3 + ρ2,4, ρ
(2) = ρ1,2 + ρ3,4 and PLL +PLR +
PRL + PRR = Tr(ρ) = 1.
For our data analysis, we use the quadrature represen-
tation
〈n↑(k1)n↓(k2)〉 = 1
+2<{(ρ1,3 + ρ2,4)} cos ak1
−2={(ρ1,3 + ρ2,4)} sin ak1
+2<{(ρ1,2 + ρ3,4)} cos ak2
−2={(ρ1,2 + ρ3,4)} sin ak2
+2<{ρ2,3} cos a(k1 − k2)
−2={ρ2,3} sin a(k1 − k2)
+2<{ρ1,4} cos a(k1 + k2)
−2={ρ1,4} sin a(k1 + k2), (8)
where the real and imaginary parts of the density ma-
trix elements now explicitly appear as coefficients of the
trigonometric basis functions of the momentum-space
correlation function 〈n↑(k1)n↓(k2)〉.
To obtain the off-diagonal matrix elements ρ1,4, ρ2,3...,
we generate a reconstruction R of the measured momen-
tum correlation functions D in terms of the known basis
functions B, shown in Extended Data Fig. 6. We are
looking for the weights w such that the reconstruction
R =
∑
i wiBi minimizes the total square error to the
data,  = [(R−D)|(R−D)]. Here quantities in bold are
defined in the two-particle coordinate space spanned by
k1 and k2 and [·|·] denotes bin-wise multiplication and
summation over the entire space. Even though the basis
functions Bi are not perfectly orthogonal to each other
due to the finite envelope function, a closed form for the
optimal weights can be given as wopt = Q
−1L, where the
matrix Q quantifies the overlap of the basis functions via
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FIG 6. Basis functions Bi used for the reconstruction of
momentum correlations. We obtain the envelope and fringe
spacing from fits to single-particle density profiles after time-
of-flight. The indices correspond to the lines in Eq. 8.
Qij = [Bi|Bj ] and L is the overlap vector between the
basis functions and the data, Li = [Bi|D]. The optimal
reconstruction for all data sets is shown in Extended Data
Fig. 9. From the weights w we read off the complex-valued
off-diagonal density matrix elements according to Eq. (8).
The matrix elements ρ1,3 and ρ2,4 (as well as ρ1,2 and
ρ3,4) contribute to the same features in the two-particle
correlation functions and our measurements only reveal
their complex sum. Combining measurements from posi-
tion and momentum space, we obtain 12 of the 16 real
coefficients defining the density matrix.
The dominant source of systematic errors on the opti-
mal weights wopt are uncertainties in the fringe spacing
as well as envelope waist and center in the basis functions
B. These parameters as well as their uncertainties are
obtained from a fit to the single-particle density distribu-
tions 〈n(k)〉 for the non-interacting data. We perform the
reconstruction of 〈n↑(k1)n↓(k2)〉 8000 times with basis
function parameters randomly sampled from a normal
distribution representing their uncertainty. The system-
atic error on the density matrix entries is given by their
standard deviation over all instances of the basis function
parameters.
We separately estimate the statistical error on the opti-
mal weights wopt by resampling the measured two-particle
probability distribution 〈n↑(k1)n↓(k2)〉 1000 times with
fixed basis function parameters, assuming independent
shot noise in each bin. For each instance of the distribu-
tion, we obtain the reconstruction and the corresponding
weights. The statistical error on the density matrix en-
tries is given by the standard deviation of the distribution
over all resampled instances. The reported errors on indi-
vidual density matrix entries are quadrature sums of the
systematic and statistical error bars.
We calculate the theory lines for the momentum density
〈n(k1)〉 ≡ 〈n↑(k1)〉 + 〈n↓(k1)〉 and correlators χ(s) and
ξ(d) by performing the corresponding integrals over the
reconstruction R.
Entanglement witness from correlators A very direct
way to witness entanglement between spin modes is pro-
vided by analysing the correlators χ(s) and ξ(d) and
comparing their amplitudes to limits compatible with
separable states. From Eq. (7), the single-particle den-
sities are given by n↑(k1) = 1 + 2<
{
ρ(1)eiak1
}
and
n↓(k2) = 1 + 2<
{
ρ(2)eiak2
}
. The correlators take the
form
ξ(d) =
1 + 2|ρ2,3| cos (ad+ φ2,3)
1 + 2|ρ(1)||ρ(2)| cos (ad− φ(1) + φ(2)) , (9)
where we have written the complex density matrix ele-
ments in polar representation, ρj = |ρj |eiφj .
We follow [16] to find the maximum contrast in ξ . For
a single product state, i.e., ρ(prod) = ρ(↑) ⊗ ρ(↓) , triangle
inequalities on the density matrix imply that
∣∣∣ρ(prod)2,3 ∣∣∣ ≤ ∣∣∣ρ(↑)1,2∣∣∣ ∣∣∣ρ(↓)2,1∣∣∣
≤
√
ρ
(↑)
1,1ρ
(↑)
2,2
√
ρ
(↓)
1,1ρ
(↓)
2,2
=
√
PRRPLL =
√
PLRPRL, (10)
where we choose the tighter bound
√
PRRPLL.
For the most general form of a mixed state, ρ(mix) =∑
i λiρ
(i,↑) ⊗ ρ(i,↓), one still finds that∣∣∣ρ(mix)2,3 ∣∣∣ ≤√PRRPLL. (11)
The in-situ occupation probabilities hence set an upper
bound on the modulus of ρ2,3 [16].
The strongest correlations that are compatible with a
separable state are then given by
ξmax =
1 + 2
√
PRRPLL
1− 2|ρ(1)| |ρ(2)|
ξmin =
1− 2√PRRPLL
1 + 2|ρ(1)| |ρ(2)| , (12)
with similar expressions for χ(s). The upper and lower
bounds on the correlators under the assumption of sepa-
rability are shown as the gray shaded area in Fig. 2c.
Concurrence We can use a lower bound of the con-
currence C to quantify the amount of entanglement in
our system. For a pair of two-level systems (qubits), the
concurrence can be used to obtain the entanglement of
formation. In the case of a pure two-qubit state Φ, C is
formally defined as C(Φ) = | 〈Φ| (σy ⊗ σy) |Φ∗〉 | [30] with
the Pauli matrix σy =
(
0 −i
i 0
)
. For a mixed state, one
9defines the concurrence as the infimum of its value over
all pure state decompositions
C(ρ) = inf
∑
i
piC(Φi). (13)
In the special case of a pair of qubits one can find the
explicit formula
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4} (14)
where λ2i , i ∈ {1, 2, 3, 4}, are the eigenvalues of ρ(σy ⊗
σy)ρ
∗(σy ⊗ σy) in decreasing order. C(ρ) can take values
from 0 for a product state to 1 for a maximally entangled
state. A positive value of the concurrence indicates the
presence of entanglement in the system. In particular, for
a two-qubit system, the entanglement of formation can
directly be calculated from the concurrence [30].
For our purposes, we follow [23] to construct a lower
bound for the concurrence and hence for the entanglement
of formation as:
C(ρ) ≥ max{0, 2(|ρ1,4|−
√
PLRPRL), 2(|ρ2,3|−
√
PLLPRR)}.
(15)
Hence, from the matrix elements obtained from position
and momentum space correlations, we can directly calcu-
late the lower bounds of the concurrence (see Fig. 3d).
Measurement of the full density matrix Complete
knowledge of the density matrix can in principle be ob-
tained by performing rotations on the state prior to mea-
surement. Reference [11] suggests to apply pulses of pure
tunneling or tilt to the double-well. We point out that it
is also possible to use a pulse with interaction only, i.e.
to apply Hamiltonian (1) with J = 0 for a time t = 14
h
U ,
which allows the measurement of the complex differences
ρ1,3 − ρ2,4 etc. and completes the measurement of all
entries of the density matrix.
Alternatively, correlated position-momentum measure-
ments would deliver the density matrix elements com-
plementary to the entries obtained from pure position
and momentum correlation measurements [10]. These
measurements could, for example, be performed in an
intermediate basis.
Reconstruction of the density matrix From the previ-
ously described methods, we obtain only a subset of the
parameters required to unambiguously describe the den-
sity matrix of the prepared state. This means that there
is a set of density matrices which would be consistent
with the measured parameters. Also, we determine these
parameters with statistical and systematic uncertainties,
which can lead to unphysical properties for an entire set
of density matrices consistent with ρexp. For example,
their eigenvalues with small magnitudes may consistently
turn out to be negative.
To avoid these unphysical sets of density matrices, we
reconstruct the density matrix ρBME using a Bayesian
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FIG 7. Posterior distribution of the full system purity V . The
reconstructed density matrix is obtained from measurements
performed at U/J = 18.5. The red lines mark the 90 % credible
interval.
quantum state estimation as outlined in [31]. All informa-
tion about the experiment is contained in the likelihood
function L(ρ) = p(M|ρ)/p(M), a distribution over the
measured data M conditioned on a certain hypothesis
about the state ρ. It quantifies the relative plausibil-
ity of different possible states. In the case of Gaussian
distributed errors, it takes the form
L(ρ) =
∏
j
1√
2piσ2j
exp
(
−(Mj − Tr[Mˆjρ])2
2σ2j
)
(16)
with the set of measurementsM = {Mj} and correspond-
ing errors σj . It contains the four real-valued populations
and the complex coherences defined as coefficients in Eq. 8.
The corresponding operators Mˆj denote the projections
of the state onto these entries. To obtain the posterior
distribution pif (ρ)dρ, the likelihood is multiplied with a
prior distribution pi0(ρ)dρ on the states:
pif (ρ)dρ ∝ L(ρ)pi0(ρ)dρ (17)
where the proportionality is up to normalization. Because
no prior knowledge on the states is assumed, we choose
the Hilbert-Schmidt prior as an uninformative prior over
all density matrices that meet the requirements of pos-
itive definiteness and unity trace. The Bayesian mean
estimate ρˆBME is then given by the mean of the posterior
distribution
ρˆBME =
∫
ρpif (ρ)dρ. (18)
The expectation value of an observable O can be calcu-
lated as 〈O〉 = ∫ O(ρ)pif (ρ)dρ with the errors given in
terms of the credible interval of its posterior distribution.
An example of this can be seen in Extended Data Fig. 7
for the purity.
To compute ρˆBME, we first parametrize the density
matrix as ρ = Tˆ †Tˆ where Tˆ is a random complex ma-
trix with 32 real parameters t. This form ensures that
10
= + = +
a b c
FIG 8. Density matrix reconstruction. a Measured density matrix at U/J = 18.5, obtained from the spatial measurements and
from fitting the momentum correlations. The magnitude of the entries is proportional to the area of the squares and normalized
to 0.5, while the phase is indicated by the color scale. b Reconstructed density matrix obtained from the Bayesian mean estimate.
c Real part of the covariance of the reconstructed density matrix elements obtained from sampling. While the diagonal elements
are correlated by the condition Tr ρ = 1, some off-diagonal elements are anti-correlated due to, e.g., ρ(1) = ρ1,3 + ρ2,4.
ρ(t) is a positive semidefinite and Hermitian matrix of
trace one. We sample the posterior using Hamiltonian
Monte Carlo (HMC) to compute ρˆBME and the subsequent
entanglement measures and determine their uncertainty.
In the experiment, not all entries of ρexp are measured
individually. For ρ1,2, ρ2,4 and ρ2,3, ρ3,4 only the sums
are determined. This can be incorporated naturally in
the Bayesian estimation by specifying the set of measure-
mentsM accordingly. The HMC procedure then samples
the space of physically possible entries while leaving the
corresponding sum unchanged. The uncertainty about
the entanglement measures with respect to the exact dis-
tribution of the sum constituents is therefore expressed
in the credible intervals of these values.
The covariances of ρi,j shown in Extended Data Fig. 8
support this intuition, as the variance is largest for ρ2,4
(and ρ3,4) while being most anticorrelated with ρ1,2 (ρ2,3
respectively).
Re´nyi entropy With our Bayesian estimate of the den-
sity matrix, we can evaluate the expected value of the
Re´nyi entropy S = − log Tr(ρ2) for the entire system and
for different sub-systems. In our definition, we use the
natural logarithm, and Tr(ρ2) ≡ V can be identified as
the purity.
The entanglement between the spin modes is obtained
by tracing out one of the two particles. In term of the full-
system density matrix in Eq. (4), the single-spin density
matrix is given by
ρ↑ =
(
PLL + PLR ρ1,3 + ρ2,4
h.c. PRL + PRR
)
(19)
with the single-spin Re´nyi entropy S↑ = − log Tr (ρ2↑).
Note that the single-spin entropy depends only on the sum
of the matrix elements ρ1,3+ρ2,4 as well as the populations
and can be extracted directly from our measurements.
The single-site density matrix in the basis |↑↓〉, |↑〉, |↓〉,
|0〉 is
ρL =

PLL
PLR
PRL
PRR

i.e. it has only the populations, but no coherences and
we calculate its entropy as SL = − log Tr (ρ2L).
In Fig. 4b, we compare the measured entanglement
entropies to the Hubbard model using the density matrix
from Eq. (2).
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FIG 9. Full data set. Insitu (top) and momentum space correlations (middle) for all measured interaction strengths. From left
to right, the magnetic offset field tunes the interactions from attractive (525 G) through zero (568 G) to the strongly repulsive
regime (625 G). The bottom row shows the reconstructed density matrices ρˆBME.
