Abstract. Since images (or patches) can be inherently represented by matrices, in this paper, the image denosing task is addressed into learning global linear operator by using matrix-value linear regression strategy. From given training noisy images (or patches) and their corresponding clear ones, a series of linear mappings are potentially defined by those image pairs, and then integrated as a global linear operator on training set. Matrix-value linear regression can be employed to learn the global linear operator. The proposed algorithm can commendably overcome the disadvantages of the vector-based methods. Empirical experiments illustrate that the proposed algorithm is feasible and efficient, as well as easy to be implemented.
Introduction
Image denoising is an important image processing task whether as a process itself or a preprocessing in image process. In most cases, it is assumed that the noisy image is the summation of original image and a noise component. The goal of image denoising is to remove the noise component while retaining the important details as much as possible [1] . Over the past few decades, numerous image denoising algorithms have been proposed for the quality improvement of images corrupted with some kind of noise model, and in general can be categorized as spatial domain, transform domain, and dictionary learning based according to the image representation [2] . Spatial domain method take advantage of the correlations among distinct pixels or patches in the image to reduce noise level. Many spatial domain based algorithms have been developed for noise reduction, such as adaptive median filter, Wiener filter, steering kernel regression, nonlocal means filter, nonlocal median filter, etc. Transform domain methods are based on the assumption that the images (or image patches) can be well represented by the few transform basis with a series of coefficients. The basic idea is to remove or shrink smaller coefficients as far as possible because they are related to image details and noise. Within this category, a few typical algorithms are discrete cosine transform, wavelets transform, curvelets transform, contourlets transform, etc [1, 2] . The dictionary learning based methods attempt to construct or learn an appropriate over-complete dictionary that can accurately fit the local structures of images, such that the estimated image can be expressed as a linear combination of only few atoms chosen out from this dictionary. Several representative algorithms in this category are the K-clustering with singular value decomposition (K-SVD), learned simultaneous sparse coding (LSSC), clustering-based sparse representation (CSR), and nonlocally centralized sparse representation (NCSR). The dictionary learning based methods have now become a trend for image denoising [3] .
The existing image denoising methods are mostly implemented by vectorizing the images (or image patches). Two-dimensional images (or image patches) are held in these models as one-dimensional column vectors after lexicographic ordering. However, this would inevitably cause damage to the inherent structural information hidden in original images, and come at the expense of omitting much image-level information. Moreover, vectorization tends to result in the overfitting problem because the dimension of the vectorized images (or image patches) may be larger than that of the sample number. To avoid these defects, some works such as [4, 5] have made some attempts at directly using the original image (or image patches) matrices for image denoising.
To overcome the ill posed problem of image denoising, image priors are used to regularize it in order to find an approximate solution effectively . Explicit image priors derived from the image itself, such as piecewise smoothness, patch self-similarity, structural similarity and sparse representations, have been widely used in previous works [3] [4] [5] . Although explicit image priors have been quite successful for denoising, little effort has been devoted to implicit image prior which is difficult to make clear.
Regression has been applied to image denoising in recent years. Typically, Takeda et al. [6] developed an adaptive kernel regression method, in which a Taylor series up to some order is regarded as a local representation of the regression function. Chaudhury et al. proposed a non-local patch regression method, in which patch similarity is regressed by using matrices rather than vectors. Lu et al. [5] presented a tree-based locally linear regression approach, in which denoising operators is learned by using the external patch database and the self-similar patches. In these methods regression is either implemented by vectorizing the image patches, or only by using explicit image priors.
According to the fact that images (or image patches) can be inherently represented by matrices, Tang et al. have recently developed the matrix-value linear regression strategy for single-image super-resolution [7] [8] [9] [10] . Within their framework, implicit image priors can be described by a set of training image pairs, which are made up of low-resolution images and their corresponding high-resolution images [11] , and expressed by using matrices. Then the maps training low-to high-resolution images (or image patches) are deemed to be the matrix-value operators based on the fundamental of multi-task learning, meanwhile regression method is employed to learn the matrix-value operator.
Following the ideas of Tang et al, we attempt to propose an image denoising algorithm, abbreviated MVLR, based on matrix-value linear regression strategy. The presented algorithm represents an image (or image patch) as a matrix, and learns a matrix-value operator from the given training set including noisy images (or image patches) and their corresponding clear ones. Such a matrix operator can implicitly express both the explicit and the implicit image priors existing in the training set. The rest of this paper is organized as follows. Main algorithm and theoretical analysis are reported in Section 2. Experimental results are shown in Section 3. Finally, conclusions are drawn in Section 4.
Main Algorithm
It is generally known that the degradation model for the denoising problem can be described as:
(1) where y is a observed degraded image obtained from the unknown clean image x, n is the random noise that is independent with respect to x. Image denoising aims to reconstruct the original sharp image x from the noisy observation y, and is thereby seen a inverse process of model (1) . A solution to this inverse problem is an approximation x of the unknown clean image x from noisy observation y. Algorithmically, most of the existing denoising methods solve model (1) with tricks of vectorization. Differently, in our context variables x, y and n are represented in matrix form.
For an image pair (x, y) satisfying model (1), each entry (pixel) of approximation x of the image x is often considered as a value from the mapping defined on entry (pixel) set of y. Consequently, according to image pair analysis in [8] , the image pair (x, y) potentially defines an operator A which satisfies
In particular, by restricting the operator A to be linear, equation (2) would become that
That means explicit and implicit image prior described by image pair x and y can be simply formulized as y = Ax.
Denote (1) is given, the internal relation between x and y should be stable. It implies that, for any image pair (xi, yi) in training set Sn, corresponding mechanism described by equation (4) is homologous. According to the theory of multi-task learning, a set of related learning tasks xi = Ai yi (i = 1, 2, …, n), can be considered at the same time, and then there exist a global linear operator A* from Y to X such that xi = A* yi, i = 1, 2, …, n. Therefore, solving the inverse of model (1) 
Consequently, the global linear operator A* from Y to X can be represented as
where x + is the generalized inverse of the matrix x. Based on the equation (6), a so-called MVLR algorithm for image denoising is summarized in Algorithm 1.
Experimental Results
To verify the feasibility and effectivity of the proposed MVLR algorithm, some experiments are conducted to evaluate the effect of image denoising on general images. In every test, the proposed algorithm is implemented by using MATLAB (version R2014a), and then the denoising image quality is measured by Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index Measurement (SSIM).
Datasets and Experimental Setup
All original images used in experiments are selected from a number of natural color images, and converted to grayscale ones. Each image is resized to 78102 pixels, and divided into nine patches with size of 2634. In order to compare the effect of different noise environments, those gray images are superimposed to Gaussian white noise with six intensities (0.04, 0.08, 0.16, 0.32, 0.5, 0.64), salt & pepper noise with three intensities (0.04, 0.08, 0.16, 0.32, 0.5, 0.64), as well as a variety of mixed noise among them, so that the noisy images are obtained. Similarly, all noisy images are also segmented into 26×34 image patches. In addition, three training sets are generated by dividing the randomly selected image pairs (20, 32, 44), thus the three training sets contain 180, 288, 396 pairs of image patch respectively, and some of the training samples are shown in Figure 1 , the test set is shown in Figure 2 . 
Experimental Results and Analysis
As mentioned in the Introduction, this paper tries to use matrix-value linear regression strategy to construct an image denoising algorithm. Therefore, the experiments focus on the feasibility and effectivity of the proposed MVLR algorithm, and only two classical algorithms, Wiener and Adaptive Median filter, are used here for performance comparison. Figure 3 shows the visual comparisons under a training set containing 44 samples, which illustrates denoising results of the first test image by the three algorithms. More quantitative results are reported in Tables 1 to 3 , in which the PSNRs and SSIMs of different algorithms in various noise environments are summarized. It should be easy to see that the proposed MVLR algorithm is obviously both feasible and efficient, and more effective than two classical algorithms. This is also demonstrated by the visual realism shown in Figure 3 , since the results generated by MVLR algorithm are cleaner than the other two. Furthermore, as the training set size gets larger, the PSNRs and SSIMs of MVLR ascends, leading to better performance. Note that the MVLR # 1, # 2 and # 3 in the tables above denote the results of the training set containing 20, 32 and 44 samples, respectively.
Conclusion and Future Works
In this paper, an image denoising algorithm using matrix-value linear regression strategy is presented. The proposed MVLR algorithm focuses on the inherent structural information existing in image, as well as the implicit image priors reflected by a pair of noisy and noisefree images. To avoid defects of the vector-based methods, matrixing of images (or image patches) is used as the foundation of the proposed algorithm. In order to reflect image priors causing by image pair satisfying the noise model, the linear mapping between the image and its noise observation is established, and further converted to learn a linear operator. Noticing that those parallel linear operators can be treated as a shared representation according to the theory of multi-task learning, the image denoising is transformed into a learning global linear operator from the training matrices, which leads to a matrix-value linear regression algorithm.
Obviously, the algorithm presented in this paper is elementary. As future works, the mapping between image pair should be considered as a bilinear one, which can be viewed as a combination of row denoising and column denoising. Furthermore, regularization of global linear operator should also be taken into account in the modeling. In view of Bayesian maximum a posteriori, mean-squared error (MSE) between noisy and noisefree images corresponds to the likelihood, while the regularization corresponds to the image priors.
