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Résumé
L’instabilité elliptique peut apparaître dès qu’un écoulement présente des lignes de
courant elliptiques, ce qui en fait une instabilité générique des ﬂuides tournants. Si sa
pertinence en aéronautique ne laisse plus de doute, sa prise en compte dans l’étude des
écoulements géo- et astrophysiques pose de nombreuses questions qui constituent la mo-
tivation principale de ce travail théorique, numérique et expérimental.
Après une introduction aux écoulements tournants, le chapitre 1 présente les trois
forçages mécaniques présents aux échelles planétaires qui seront considérés dans ce tra-
vail : les marées, la précession et la libration. Un état de l’art sur les écoulements et les
instabilités associés à ces forçages est alors décrit, formant le cadre de cette étude.
Le chapitre 2 présente les premières simulations numériques de l’instabilité elliptique
en géométrie ellipsoïdale. Ces simulations nous permettent de quantiﬁer l’inﬂuence de
diﬀérentes complexités géophysiques et d’obtenir des lois d’échelles caractérisant l’insta-
bilité. L’interaction de l’instabilité elliptique avec les deux autres forçages mécaniques
est ensuite considérée. La section 2.4 montre que la présence simultanée de marées et de
libration est susceptible d’exciter une instabilité elliptique au sein des astres synchronisés.
La section 2.5 développe et valide une théorie analytique sur l’interaction des marées et de
la précession. Enﬁn, la section 2.6 démontre que l’instabilité elliptique peut se développer
à partir d’écoulements convectifs ou stratiﬁés.
Le chapitre 3 s’intéresse à la magnétohydrodynamique (MHD) de l’instabilité ellip-
tique. De nouveaux résultats sur l’aspect inductif de l’instabilité sont obtenus et validés
numériquement. La génération d’un eﬀet dynamo associé à l’instabilité elliptique est éga-
lement abordé. Une partie expérimentale liée à ce travail est ensuite décrite, basée sur un
dispositif MHD. Après une étude de la dynamique non-linéaire de l’instabilité sous champ,
le dispositif est modiﬁé aﬁn de mettre en place une dynamo synthétique. L’amplitude du
champ magnétique imposé pouvant être assez assez grande pour restabiliser l’écoulement,
ce dispositif permet d’étudier la saturation par l’écoulement d’une telle dynamo. Des
premiers résultats en ce sens sont présentés.
Le chapitre 4 utilise les résultats obtenus pour étudier la présence de l’instabilité el-
liptique au sein de planètes, lunes et étoiles connues. Le cas particulier de la Lune est
d’abord considéré et un scénario, basé sur l’instabilité elliptique, est proposé puis évalué
pour expliquer la dynamo lunaire primitive. Les astres telluriques sont ensuite considé-
rés dans un cadre plus général, et une étude de stabilité adaptée à ce contexte montre
que l’instabilité est possible sur la Terre primitive, Europe et trois exoplanètes (55CnCe,
CoRoT-7b et GJ1214b). Enﬁn, la possible existence de l’instabilité au sein de certains
systèmes extra-solaires à Jupiter chauds est considérée, montrant sa pertinence pour cer-
tains d’entre eux tel que celui de Tau-boo.
Mots-clefs : instabilité elliptique, rotation, marées, précession, libration, convec-
tion, champ magnétique, dynamo, Lune, exoplanètes
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Abstract
The elliptical instability is a generic instability which takes place in any rotating ﬂuid
whose streamlines are (even slightly) elliptically deformed. Its presence in an aeronautical
context is well established, but its existence in geo- or astrophysical large scale ﬂows raises
many issues. This is the starting point of this theoretical, numerical and experimental
work.
After introducing basics of the rotating ﬂows, chapter 1 presents the three natural
planetary mechanical forcings considered in this work : tides, precession and libration. A
state-of-the-art of the ﬂows and instabilities associated with these forcings is then given,
which constitutes the framework of this study.
Chapter 2 presents the ﬁrst numerical simulations of the elliptical instability in an el-
lipsoidal geometry, relevant for planets. These simulations allow to quantify the inﬂuence
of diﬀerent natural geophysical complexities, and to derive the scaling laws needed to
bridge the gap between numerics and planetary applications. The interaction of the el-
liptical instability with the two other forcings is then considered. Section 2.4 shows that
the simultaneous presence of tides and libration can excite an elliptical instability inside
ﬂuid layers of synchronized celestial bodies. In section 2.5, a theoretical analysis of the
interaction between tides and precession is developed and validated. Finally, in section
2.6, we prove that the elliptical instability can still develop over convective or stratiﬁed
ﬂows.
Chapter 3 focuses on the magnetohydrodynamics (MHD) of the elliptical instability.
New results on the magnetic induction by the elliptical instability are obtained and vali-
dated numerically. The possible dynamo capability of the instability is also tackled. The
experimental part of this work, based on a MHD setup, is then described. Our measure-
ments allow to study the non-linear dynamics of the instability under an external imposed
magnetic ﬁeld. The experimental setup is then modiﬁed in order to obtain a synthetic
dynamo. The amplitude of the imposed magnetic ﬁeld being large enough to restabilize
the ﬂow, this setup allows to study the saturation by the ﬂow of such a dynamo. First
results on this point are presented.
Chapter 4 uses the obtained results to study the presence of the elliptical instability
in known planets, moons, and stars. The particular case of the Moon is ﬁrst considered
and a scenario, based on the elliptical instability, is proposed and evaluated to explain the
early lunar dynamo. Telluric bodies are then considered in a more general context, and a
stability analysis adapted to this context shows that the instability can be expected in the
Early Earth, Europa and three exoplanets (55CnCe, CoRoT-7b et GJ1214b). Finally, the
possible development of the instability in extra-solar Hot-Jupiters systems is considered,
showing its relevance for some of them, such as the system of Tau-boo.
Keywords : elliptical instability, rotation, tides, precession, libration, convec-
tion, magnetic field, dynamo, Moon, exoplanets
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L’hypothèse d’Alfred Wegener sur la dérive des continents ﬁt soudainement voir la
Terre comme un objet ﬂuide plutôt que solide. À l’opposé, Rhines (1986) nous raconte que
les océanographes ont progressivement fait le chemin inverse : paradoxalement, la prise en
compte de la rotation terrestre donne une certaine rigidité aux océans. En eﬀet, un célèbre
théorème de la mécanique des ﬂuides, le théorème de Taylor-Proudman, stipule qu’un
ﬂuide en rotation s’oppose à toute variation de l’écoulement selon l’axe de rotation. Cette
propriété remarquable est à l’origine de nombreuses propriétés des écoulements à l’échelle
planétaire, qu’ils aient lieu dans l’atmosphère, l’océan ou le noyau liquide terrestre. Ainsi,
le rôle central joué par la rotation dans les écoulements naturels ou dans les applications
industrielles est à l’origine d’une littérature fournie depuis près d’un siècle.
Historiquement, la mécanique des ﬂuides en rotation est issue des mesures faites à
bord du Fram par l’océanographe Nansen au cours de ses expéditions polaires, à la ﬁn
du XIXème siècle. Ekman, pour interpréter ces observations, prend en compte la rotation
de la Terre et explique ainsi pourquoi le courant de dérive généré par le vent est orienté
à 45◦ du lit de ce dernier : c’est la célèbre spirale d’Ekman, dont la conﬁrmation par des
mesures in situ n’aura lieu que 90 ans plus tard (Chereskin, 1995).
L’hydrodynamique des ﬂuides en rotation est maintenant une discipline classique de la
mécanique des ﬂuides. La forme de rigidité conférée par la force de Coriolis rend l’étude de
ces écoulements particulièrement riche, avec la présence d’ondes, d’instabilités, d’écoule-
ments secondaires, etc. Dans les années 70, une nouvelle instabilité des ﬂuides en rotation
est découverte : l’instabilité elliptique. Cette instabilité concerne tout ﬂuide en rotation
ayant des lignes de courant elliptiques. Cette instabilité générique est donc susceptible
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d’intervenir dans de nombreux domaines, en particulier au sein des enveloppes ﬂuides des
planètes et des étoiles.
La section 1.1 rappelle les diﬀérents contextes dans lesquels l’instabilité elliptique peut
être trouvée, à savoir l’aéronautique, où elle a été découverte, et en géo- et astrophysique.
Les sections 1.2 et 1.3 rappellent quelques éléments importants de mécanique des ﬂuides
en rotation, qui nous seront utiles dans notre étude. La section 1.4 établit le lien entre les
forçages présents à l’échelle planétaire, tels que les marées, la libration ou la précession,
et les écoulements tournants qui y sont associés. Enﬁn, la section 1.5 introduit la classe
des instabilités inertielles, dont l’instabilité elliptique fait partie. Le chapitre se termine
avec la section 1.6, qui présente le contexte et la problématique générale de ce travail.
Courtesy of http ://xkcd.com
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1.1 Contexte, applications de l’instabilité elliptique
1.1.1 Aéronautique
Historiquement, l’instabilité elliptique a été découverte durant la guerre froide, quasi-
ment simultanément de part et d’autre du rideau de fer. A l’Ouest, l’instabilité elliptique a
été découverte dans un contexte aéronautique, au cours des études de sillages d’avions. En
eﬀet, l’avion génère en se déplaçant diﬀérents tourbillons qu’il laisse dans son sillage. En
particulier, la portance des ailes génère deux tourbillons principaux (ﬁg. 1.1a), intenses et
contra-rotatifs. La portance des gros porteurs produit des tourbillons d’une telle intensité
qu’un petit avion traversant son sillage subit un violent mouvement de roulis qui le met en
danger. Ce type d’accidents a conduit les aéroports à imposer des temps d’attente entre
chaque décollage et atterrissage. Le traﬁc augmentant, la dissipation de ces tourbillons
devient alors un enjeu économique important. Les études de ces tourbillons de sillage et
de leur dissipation ont ainsi conduit Crow (1969) à étudier l’interaction d’une paire de
tourbillons contra-rotatifs, étude précisée par Widnall et al. (1971) et Moore (1971). Ces
travaux montrent l’existence d’une instabilité à grande longueur d’onde, dite de Crow, qui
engendre la formation d’anneaux de vorticité (ﬁg. 1.1b), mais ces travaux semblent égale-
ment indiquer l’existence d’une instabilité à courte longueur d’onde. Cependant, Moore &
Saﬀman (1974) soulignent que ces prédictions théoriques sont probablement un artefact
de la théorie utilisée. Simultanément, en considérant la dynamique d’anneaux tourbillon-
naires, Widnall et al. (1974) prouvent que les analyses précédentes ne sont en fait correctes
qu’en présence d’une forte vitesse axiale, et démontrent l’existence de l’instabilité dans
un contexte plus général : l’instabilité elliptique est découverte 1 ! Le mécanisme de l’in-
stabilité sera expliqué par Moore & Saﬀman (1975) et Tsai & Widnall (1976), et elle
est donc parfois appelée instabilité de Moore-Saﬀman-Tsai-Widnall (MSTW). Plus tard,
Bayly (1986) et Waleﬀe (1990) démontrent son existence dans le contexte plus générique
des écoulements à lignes de courant elliptiques, et elle est donc explicitement nommée
par Malkus (1989) instabilité elliptique 2. Dans les sillages d’avions, cette instabilité, tout
comme l’instabilité de Crow, est donc susceptible d’être excitée et ainsi de favoriser la
dissipation des tourbillons de bout d’aile (voir le brevet de Corjon et al., 2004, basé sur
cette idée).
1.1.2 Géo/Astro-physique
Il est couramment admis que les forces de ﬂottabilité sont à l’origine du champ ma-
gnétique des planètes et des étoiles. Ainsi, le modèle actuellement accepté pour la Terre
considère que le champ magnétique terrestre provient de la convection thermo-solutale du
noyau externe liquide. Cependant, la validité d’un tel modèle est discutable pour certaines
planètes ou lunes telles que la Lune primitive, la Terre primitive, Ganymède, Mercure,
etc. De plus, même dans les cas où ce modèle semble valide, des mécanismes addition-
nels peuvent modiﬁer signiﬁcativement le mouvement du ﬂuide, en particulier les forçages
1. Pour l’anecdote, Sheila Widnall sera nommée à la tête de l’U.S. Air Force entre 1993 et 1997,
devenant ainsi la première femme à ce haut poste du département de la défense.
2. Malkus (1989) la nomme aussi instabilité de marées puisque dans un contexte géophysique, la
déformation elliptique provient des eﬀets de marées.
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(a)
(b)
Figure 1.1 – (a) Tourbillons dans le sillage d’un avion civil (1974, Credit : NASA).
(b) Tourbillons dans le sillage d’un B-47 (tiré de Crow, 1969). Les photographies sont
espacées de 15 s. L’instabilité de Crow est clairement visible pour les deux tourbillons
contra-rotatifs, tout comme les anneaux de vorticité qui en résultent.
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mécaniques tels que les marées, la précession ou la libration. Il semble donc important
de caractériser la réponse du ﬂuide à ces forçages pour les noyaux ﬂuides des planètes
telluriques mais aussi, plus généralement, pour les atmosphères des planètes gazeuses, les
océans internes, aussi appelés de sub-surface, des satellites de glace et les zones convectives
ou radiatives des étoiles.
1.2 Introduction aux fluides tournants
Cette section établit les équations fondamentales régissant la dynamique d’un ﬂuide
incompressible dans un repère en rotation en partant des équations usuelles de Navier-
Stokes en repère galiléen. L’adimensionnement des équations fait alors apparaître les
nombres adimensionnels pertinents pour ces écoulements. Une présentation plus complète
du sujet peut être trouvée dans les ouvrages de Greenspan (1968), de Rieutord (1997) ou
de Guyon et al. (2001).
1.2.1 Dynamique en référentiel non-galiléen
On note ρ la masse volumique du ﬂuide, supposé incompressible et newtonien, ν sa
viscosité cinématique, Ω(t) le vecteur rotation dépendant du temps t du référentiel, r le
vecteur position, ua la vitesse du ﬂuide dans un repère galiléen (repère absolu représenté
par un indice a) et ur sa vitesse dans le repère en rotation (repésenté par un indice r).
En repère galiléen, les équations de Navier-Stokes pour un ﬂuide soumis à un potentiel φ
de forces massiques (e.g. φ = gz pour la gravité) s’écrivent alors :
∂tua + ua ·∇ua = −1
ρ
∇p+ ν△ ua −∇φ , (1.1)
∇ · ua = 0 . (1.2)
Dans le référentiel non-galiléen lié à Ω, (1.1) et (1.2) s’écrivent (cf. encart)
∂tur + ur ·∇ur = −∇p˜+ ν△ ur − 2 Ω× ur − (dtΩ)a × r , (1.3)
∇ · ur = 0. (1.4)
avec la pression réduite p˜ = p/ρ + φ + (Ω × r)2/2, que l’on notera p par la suite. Le
travail de la force de Coriolis, normale au mouvement des particules ﬂuides, est nul mais
nous verrons par la suite qu’elle confère aux ﬂuides tournants une sorte d’élasticité s’op-
posant aux mouvements selon l’axe de rotation, ce qui permet la propagation d’ondes
appelées ondes inertielles. La force d’entraînement, ici centrifuge, dérive d’un potentiel
et ne fait donc qu’induire un gradient radial de pression pour les ﬂuides conﬁnés. Cepen-
dant, dès lors qu’une surface libre est présente, cette force est primordiale : l’aplatissement
terrestre, par exemple, provient majoritairement de son eﬀet. Enﬁn, l’accélération de Poin-
caré −(dtΩ)a × r est un terme de forçage de l’équation de Navier-Stokes : lorsqu’elle est
non-nulle, l’écoulement trivial ur = 0, appelé rotation solide, n’est plus solution.
Dans un souci de simpliﬁcation des notations, on omettra l’indice r dans la suite.
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Accélération en référentiel non-galiléen
En notant D une dérivée lagrangienne, les variations temporelles d’un champ vectoriel
quelconque A dans les deux repères sont alors liées par
(DtA)a = (DtA)r +Ω(t)×A
Appliquée au vecteur r, cette équation donne immédiatement
ua = ur +Ω(t)× r
et appliquée de nouveau à l’expression précédente, on obtient
(Dtua)a = (Dtur)r − fc − fe − fp
avec les pseudo-forces d’inertie usuelles
(i) de Coriolis fc = −2 Ω× ur
(ii) d’entraînement fe = −Ω×Ω× r = −1/2 ∇(Ω× r)2
(iii) de Poincaré fp = −(dtΩ)a × r
1.2.2 Équation de vorticité
Le rotationnel de l’équation (1.3) donne l’équation pour la vorticité ζ, déﬁnie par
ζ = ∇× u :
∂tζ + u ·∇ζ − [(ζ + 2 Ω) ·∇] u = ν△ ζ (1.5)
Par rapport à l’équation usuelle de vorticité en référentiel inertiel, le référentiel tournant
introduit un terme, dit de vorticité planétaire, 2 Ω qui s’ajoute au terme de vorticité ζ.
La somme ζ+2 Ω est appelée vorticité absolue. En l’absence de rotation, le terme ζ ·∇u
représente les variations de vorticité liées à celles de longueur ou d’orientation des tubes
de vorticité. La rotation ajoute une contribution supplémentaire à ces variations, qui peut
être dominante pour des vitesses de rotation élevées.
1.2.3 Adimensionnement
Avec R et U les échelles de longueur et de vitesse dans le référentiel en rotation à la
vitesse typique Ω, l’équation (1.3) s’écrit
∂u∗
∂t∗
+ u∗ ·∇∗u∗ = −∇∗p∗r +
1
Re
△
∗ u∗ − 2
Ro
ez × u∗ −RΩ
(
dez
dt∗
)
a
× r∗ (1.6)
avec ez = Ω/||Ω||, l’exposant ∗ indiquant une variable adimensionnelle ou un opérateur
considéré par rapport aux variables adimensionnelles. Le nombre de Reynolds Re = UR/ν
et de Rossby U/(ΩR) apparaissent alors comme étant les nombres adimensionnels pilotant
l’écoulement. Le premier représente le rapport entre les ordres de grandeur du terme de
transport advectif de l’équation du mouvement et le terme visqueux. Le second est le
rapport entre les ordres de grandeur du terme de transport advectif de l’équation du
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mouvement et du terme de force de Coriolis : les écoulements à faibles nombres de Rossby
sont dominés par les eﬀets dûs à la rotation. Pour les écoulements naturels terrestres
de surface, le nombre de Rossby ne devient faible que pour des écoulements à grandes
échelles : Ω ∼ 10−4 s−1 donc même en considérant des écoulements rapides avec des
vitesses de l’ordre de U ∼ 10 m.s−1, l’eﬀet de la rotation terrestre n’est signiﬁcatif (i.e.
Ro ∼ 0.1) que pour des écoulements impliquant des échelles supérieures à L ∼ 1000 km.
Cela explique pourquoi la rotation terrestre inﬂuence le sens des mouvements cycloniques
de grande échelle et leur impose un sens de rotation opposé dans les hémisphères nord et
sud, mais n’inﬂuence pas les tornades 3.
Enﬁn, le rapport entre les ordres de grandeur du terme visqueux et du terme de force de
Coriolis déﬁnit le nombre d’Ekman E = ν/(Ω R2). Ce nombre intervient principalement
dans l’étude des écoulements près d’une paroi en rotation. Notons que lorsque la vitesse
typique de l’écoulement est celle de la rotation i.e. U ∼ ΩR, on a alors Re = 1/E.
1.3 Écoulements à bas nombre de Rossby
Dans cette section, on considère les écoulements à faibles nombres de Rossby, i.e. ceux
pour lesquels les eﬀets de rotation et de force de Coriolis sont dominants. L’écoulement
dit de rotation solide est alors la principale réponse du ﬂuide tournant. A cet écoulement
primaire s’ajoutent des écoulements de plus faibles amplitudes, dit secondaires, comme les
écoulements géostrophiques présentés en section 1.3.1. Enﬁn, les écarts à cet écoulement de
base sont associés à des propagations d’ondes dans les ﬂuides tournants. De telles ondes
ne sont pas liées à la compressibilité du ﬂuide (ce serait alors des ondes acoustiques)
mais à l’eﬀet de la force de Coriolis. La linéarité des équations du mouvement à faible
nombre de Rossby permet une étude simple de ces ondes qui jouent un rôle primordial en
géophysique. La présentation de ces notions indispensables se base sur l’introduction aux
ﬂuides tournants de Guyon et al. (2001), en partie synthétisée dans la thèse de Lagrange
(2009).
1.3.1 Écoulements géostrophiques
Comme cela a été mentionné, en l’absence d’accélération de Poincaré la rotation solide
est toujours solution de l’équation du mouvement (section 1.2.1). L’équation du mouve-
ment (1.3) admet aussi d’autres solutions, moins triviales, dont certaines peuvent être
déterminées sous quelques hypothèses simpliﬁcatrices. Supposant Ro ≪ 1 et E ≪ 1, les
équations (1.3) et (1.5) se réduisent à
∂tu+ 2 ez × u = −∇p , (1.7)
∂tζ = 2 (ez · ∇)u . (1.8)
3. et encore moins les tourbillons de vidange de baignoire, qui sont principalement contrôlés par les
conditions initiales, ainsi que par la géométrie du conteneur (eﬀets de bords).
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(a) (b)
Figure 1.2 – (a) Si un petit cylindre est ﬁxé sur le fond d’un cylindre ﬂuide en rotation
à vitesse Ω, une colonne de Taylor se forme au-dessus, qu’on peut visualiser par injection
d’encre. (b) Une bille de même densité que le ﬂuide est légèrement déplacée selon l’axe de
rotation du ﬂuide. Du fait de la rotation du ﬂuide, la bille subit alors une force de rappel
et oscille, comme si le ﬂuide possédait une élasticité.
Les écoulements géostrophiques sont alors les solutions de ces équations pour Ω et u
quasi-stationaires, i.e sont solutions de
∇p = −2 ez × u , (1.9)
∂zu = 0 . (1.10)
Il vient alors qu’un écoulement géostrophique a les trois caractéristiques suivantes, qui
constituent le théorème de Taylor-Proudman :
1. l’écoulement est normal au gradient de pression : les lignes de courant coïncident
donc avec les isobares,
2. la vitesse u de l’écoulement est indépendante de la coordonnée déﬁnie le long de
l’axe de rotation, notée z,
3. la section d’une courbe plane normale à Ω qui suit le mouvement du ﬂuide reste
constante (en particulier, la section des tubes de vorticité reste constante par le
théorème de Kelvin).
On donne ci-dessous quelques cas d’applications permettant d’introduire des notions utiles
pour la suite.
Colonnes de Taylor-Proudman
Considérons un petit objet ﬁxé sur la paroi inférieure d’un cylindre de ﬂuide en rotation
solide. La vitesse de rotation du cylindre est alors légèrement changée de sorte qu’une
8
Chapitre 1. Introduction 1.3 Écoulements à bas nombre de Rossby
faible rotation diﬀérentielle est créée entre le cylindre et le ﬂuide. L’expérience (ﬁg. 1.2a)
montre qu’apparaît alors au dessus de notre objet un écoulement qui s’étend sur toute
la hauteur du cylindre (car il est indépendant de z) : il forme une colonne de ﬂuide.
En fait, tout se passe comme si l’intérieur de cette colonne était séparé de l’extérieur. A
l’extérieur de la colonne on a alors le même écoulement que si on avait un ﬂuide parfait
en rotation s’écoulant autour d’un cylindre solide vertical. Cette colonne de ﬂuide a été
prédite théoriquement par Proudman et conﬁrmée expérimentalement par Taylor. On
parle de colonne de Taylor ou de cylindres géostrophiques. De fait, du colorant injecté à
l’intérieur de cette colonne y reste pendant très longtemps tandis que du colorant injecté à
l’extérieur évite le cylindre. De plus, un déplacement de l’obstacle sur le fond déplacerait
également la colonne de Taylor qui le surplombe ainsi que le colorant. Notons que dans de
telles expériences, l’écoulement n’est pas parfaitement géostrophique car le théorème de
Taylor-Proudman n’est par exemple pas vériﬁé à l’éventuelle surface libre ou à l’interface
intérieur/exterieur de la colonne de Taylor où la viscosité n’est plus négigeable (il y a
donc un petit échange de ﬂuide à ce niveau).
Coriolis et élasticité apparente des fluides en rotation
Considérons à présent un objet solide, une bille par exemple, au sein d’un ﬂuide tour-
nant (ﬁg. 1.2b). Un mouvement vertical nécessite alors une force plus importante lorsque
le ﬂuide est en rotation, et l’inﬂuence du mouvement vertical se transmet à de grandes
distances en-dessous et au-dessus de la bille (en l’absence de rotation, la perturbation due
au mouvement s’amortirait sur une distance de l’ordre de la dimension de l’objet). Enﬁn,
des injections de colorant montrent que le déplacement du solide génère des rotations du
ﬂuide de sens contraire au-dessus et en dessous de celui-ci. Tout ceci est quantiﬁable avec
l’équation (1.8) dont la composante selon ez s’écrit ∂tζz = 2 ∂zuz, ce qui permet d’écrire
la divergence de (1.7) sous la forme
∂
∂t
(△p)− 4 ∂uz
∂z
= 0 , (1.11)
ce qui donne pour une perturbation périodique de pulsation λ
△ p− 4
λ2
∂2p
∂z2
= 0 , (1.12)
équation appelée équation de Poincaré depuis le travail de Cartan (1922). Supposant le
corps de révolution autour de ez et ∂rp = 0 sur l’axe du corps, une vitesse de translation
orientée par ez génère une vorticité ζz de signe contraire au-dessus et en-dessous de
l’objet ainsi qu’une surpression au-dessus de l’objet, et une dépression en-dessous. De
plus, pour de faibles amplitudes, ces écarts de pression augmentent linéairement avec
le déplacement : si on relâche le corps, il revient en oscillant à sa position d’équilibre.
Tout se passe donc comme si le ﬂuide en rotation était muni d’une certaine élasticité,
d’une ’raideur’ dimensionnelle de l’ordre de l’échelle de pression ρΩ2R2. Cette élasticité
apparente n’est en aucun cas liée à la compressibilité du ﬂuide mais uniquement à la
rotation qui tend à s’opposer aux perturbations tridimensionnelles (théorème de Taylor-
Proudman).
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Cylindre tangent
Dans les deux cas précédents, la simple présence d’un solide dans un ﬂuide tournant
génère deux zones distinctes quasiment indépendantes l’une de l’autre : la colonne de
Taylor sus-jacente au solide et le reste du ﬂuide. Naturellement, à l’interface entre ces deux
zones, un cisaillement, lissé par la viscosité, peut apparaître sur le pourtour de la colonne
de Taylor, pourtour aussi appelé cylindre tangent. Cette zone où la viscosité ne peut plus
être négligée est appelée couche de Stewartson et a donné lieu à de nombreuses études
(Morrison & Morgan, 1956; Proudman, 1956; Stewartson, 1957, 1966). Elles constituent
en fait un cas particulier de couches visqueuses appelées couches internes de cisaillement
(voir section 1.3.4).
1.3.2 Ondes inertielles
1.3.2.1 Relation de dispersion et propagation
Prenant deux fois le rotationnel de (1.7), on obtient, avec (1.4) :
∂2
∂t2
(△u) + 4
∂2
∂z2
u = 0 . (1.13)
Les solutions de (1.13) forment une famille orthogonale appelée ondes inertielles, qui est
un sous-ensemble des ondes planes (i.e. modes normaux : voir Waleﬀe, 1990). On peut
donc chercher une solution de (1.13) sous la forme
u(r) = u0 eiφ = u0 ei(λt+k·r) (1.14)
où λ est la pulsation de l’onde, et k son vecteur d’onde. L’introduction de cette solution
dans l’équation (1.13) donne la relation de dispersion des ondes inertielles
λ = 2 cos γ (1.15)
avec γ l’angle entre k et Ω. La relation de dispersion ne dépend donc pas de la norme
de k mais seulement de son orientation, et λ augmente lorsque k se rapproche de l’axe
de rotation. De plus, il apparaît que la fréquence adimensionnée des ondes inertielles est
toujours comprise sur une certaine plage de valeurs 4 : λ ∈ [−2; 2]. Il est intéressant de
noter l’analogie directe entre les ondes inertielles et les ondes dites internes associées à la
stratiﬁcation du milieu de propagation. En eﬀet, dans ce dernier cas, la relation de dis-
persion peut s’écrire λ = N sin γ, avec N =
√−g ∂z(ρ/ρ0) la fréquence de Brünt-Vaisälä,
g étant la gravité et ρ0 la moyenne sur z de la masse volumique (e.g. Rieutord & Noui,
1999, pour une étude de cette analogie en géométrie sphérique).
La condition d’incompressibilité donne k · u = 0, ce qui implique que toute onde
hydrodynamique est transverse dans un ﬂuide incompressible, en particulier les ondes
4. Notons que le résultat λ ∈ [−2; 2] provient directement du préfacteur 2 de la force de Coriolis. En
eﬀet, la reprise de l’étude avec une force de Coriolis fc = −α Ω× u mène à λ ∈ [−|α|; |α|].
10
Chapitre 1. Introduction 1.3 Écoulements à bas nombre de Rossby
inertielles. La vitesse selon k pour laquelle la phase φ de l’onde inertielle est constante
est appelée vitesse de phase, et est donnée par
vp = ± 2 cos γ||k|| ek (1.16)
où ek = k/||k||. La propagation des ondes inertielles est donc clairement dispersive. La
vitesse de propagation de l’énergie est appelée vitesse de groupe et vaut :
vg =
∂λ
∂k
= ± 2||k|| ek × (ez × ek) (1.17)
ce qui traduit une propagation de l’énergie perpendiculairement à k. Lorsque cos γ = 0,
la relation de dispersion donne λ = 0, ce qui mène à une vitesse de phase nulle et une
vitesse de groupe vg = ±2 ||k||−1 ez : on retrouve alors les écoulements géostrophiques,
résultant de l’équilibre entre les forces de pression et de Coriolis. Dans le cas général,
un écoulement quelconque implique aussi bien des modes géostrophiques (modes inertiels
avec λ = 0) que des ondes inertielles.
1.3.2.2 Surface caractéristique
Le caractère hyperbolique de l’équation (1.13) implique l’existence de surfaces, appe-
lées surfaces caractéristiques, le long desquelles une discontinuité de pression ou de vitesse
(parallèle à ces dernières) peut se propager. Ces surfaces sont des cônes dont le demi-angle
au sommet θ dépend de la fréquence adimensionnelle λ selon
cos θ = λ/2 . (1.18)
Une expérience historique (Görtler, 1944, 1957) permet de les observer dans un cylindre
de ﬂuide en rotation grâce à un disque horizontal oscillant le long de l’axe de rotation.
L’amplitude des mouvements étant faible, tout comme le rayon du disque devant celui
du cylindre, cela permet d’observer la propagation d’une petite perturbation dans un tel
système. Pour λ < 2, la perturbation se propage le long de cônes d’angle au sommet donné
par (1.18). Pour λ = 2, ces surfaces caractéristiques deviennent des plans horizontaux.
Les colonnes de Taylor-Proudman présentées en section 1.3.1 correspondent à des surfaces
caractéristiques telles que λ = 0 (modes géostrophiques).
1.3.2.3 Modes inertiels, modes de Kelvin
L’équation (1.13) est hyperbolique, ce qui rend diﬃcile l’obtention des solutions vé-
riﬁant les conditions aux limites d’une géométrie quelconque. Cependant, ces solutions
en domaine conﬁné, appelées modes inertiels, peuvent être obtenues analytiquement pour
des géométries simples telles que le cylindre (Kelvin, 1880), la sphère (Bryan, 1889; Zhang
et al., 2001) ou le sphéroïde (Zhang et al., 2004). Dans le cas du cylindre, ces solutions,
appelées modes de Kelvin, ont été généralisées récemment au cas visqueux par Herreman
(2009). Cependant, dans la plupart des cas, les modes inertiels ne sont pas connus analy-
tiquement et doivent donc être calculés numériquement : c’est ainsi le cas de la coquille
sphérique 5 ou de l’ellipsoïde triaxial.
5. même si certains modes, purement toroïdaux, comme le mode de spin-over ont été obtenus analyti-
quement (Rieutord & Valdettaro, 1997).
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Les modes inertiels se retrouvent dans diﬀérents contextes, ce qui en fait encore au-
jourd’hui un sujet d’étude à part entière. Ainsi, dans un contexte aérospatial, ces modes
peuvent aﬀecter, lorsqu’ils sont forçés, la stabilité des engins volants en rotation contenant
des réservoirs de carburant liquide. Par exemple, la dynamique des satellites en rotation
est couplée à la dynamique du ﬂuide embarqué, qui doit donc être correctement décrite
(Stewartson, 1959; Gans, 1984; Garg et al., 1986; Agrawal, 1993; Bao & Pascal, 1997). Ces
modes ont également été observés au sein des océans (Chelton & Schlax, 1996; Cipollini
et al., 2001) mais aussi dans l’atmosphère (Kursinski et al., 1996), contextes dans lesquels
ils sont aussi appelés ondes de Rossby (voir le livre de Vanyo, 2001, pour ces applications
spéciﬁques). Enﬁn, à plus grande échelle, ces modes inertiels sont également étudiés en
géo- et astrophysique. Ainsi, ces modes pourraient être présents au sein du noyau liquide
terrestre et Aldridge & Lumb (1987) disent en avoir identiﬁés certains dans les données de
grande précision de Melchior & Ducarme (1986). Cependant, même si leur détection est
vraisemblable (Rieutord, 1995, 2000), ce point reste débattu (e.g. Melchior et al., 1988;
Crossley et al., 1991; Banka & Crossley, 1999) et pour le moment seul le mode de spi-
nover du noyau liquide terrestre semble avoir été détecté (Neuberg et al., 1987). Enﬁn,
ces modes pourraient jouer un rôle au sein des étoiles en rotation rapide (e.g. Papaloizou
& Pringle, 1978) et des planètes géantes gazeuses (e.g. Schaeﬀer & Cardin, 2005). Kuhn
et al. (2000) associent d’ailleurs certaines observations solaires à la présence d’ondes iner-
tielles (voir aussi Busse et al., 2005; Kaladze & Wu, 2006, à ce sujet), ce qui reste encore
débattu (Williams et al., 2007).
1.3.3 Couches et pompage d’Ekman
Dans les sections précédentes, la viscosité a été négligée, ce qui n’est pas toujours
possible. Par exemple, les ondes inertielles dans une sphère en rotation sont amorties
par viscosité et n’apparaissent donc pas sans forçage. Usuellement, selon l’approche de
la théorie des couches limites, on sépare l’écoulement en un écoulement de volume sup-
posé non-visqueux et un écoulement de proche paroi où la viscosité est prédominante. La
transition entre ces deux écoulements s’eﬀectue alors à une distance caractéristique δE de
la paroi qui correspond à l’état d’équilibre entre force de Coriolis et force visqueuse (ex-
ception faite des parois selon l’axe de rotation, comme les parois latérales d’un cylindre,
où la couche visqueuse résulte d’un équilibre entre le terme d’advection et le terme vis-
queux 6). Cette couche de ﬂuide entre la paroi et δE est appelée couche d’Ekman et a une
taille caractéristique δE ∼
√
E. Les couches d’Ekman ont la particularité d’aspirer ou de
refouler du ﬂuide : c’est le pompage d’Ekman up. Ainsi, les couches d’Ekman inﬂuencent
l’écoulement en volume et le pompage d’Ekman peut être vu comme un écoulement se-
condaire en
√
E.
Exemple : dans le cas simple d’une paroi perpendiculaire à l’axe de rotation Ω et de
normale sortante n = ±ez une expression du pompage d’Ekman est up·n = −
√
E/4 ζ ·ez.
On en déduit que si ζ · ez > 0 (resp. ζ · ez < 0) la couche d’Ekman éjecte (resp. aspire)
du ﬂuide.
6. On parle alors de couche limite visqueuse.
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Les applications géophysiques se situent en général dans la limite E ≪ 1, et les couches
d’Ekman sont ainsi typiquement très ﬁnes et donc diﬃciles à étudier expérimentalement.
Dans le noyau terrestre, la loi d’échelle δE ∼
√
E prédit une couche d’Ekman laminaire
d’une épaisseur de l’ordre de 1 m. Notons cependant que des instabilités sont susceptibles
de s’y développer (e.g. Lorenzani, 2001, en géométrie sphérique). Ainsi, Faller (1963)
a identiﬁé deux types d’instabilités, notées I et II, au sein des couches d’Ekman lami-
naires, qui apparaissent respectivement pour des nombres de Reynolds locaux (basés sur
l’épaisseur et la vitesse locales de la couche) de 125 et 55. L’analyse de stabilité linéaire
de Lingwood (1997) permet d’expliquer les résultats expérimentaux et d’interpréter ces
instabilités en termes d’instabilités convectives. L’instabilité de type I, aussi appelée in-
stabilité cross-ﬂow, est associée à la présence d’un point d’inﬂexion instable dans le proﬁl
de vitesse de la couche, tandis que l’instabilité de type II est due à l’eﬀet combiné des
forces de Coriolis et visqueuses (voir la revue de Faller, 1991). D’après ces résultats, les
couches d’Ekman purement laminaires du noyau terrestre pourraient n’être que margi-
nalement stables car leurs nombres de Reynolds locaux sont typiquement autour de 100
(Cardin & Olson, 2007). Une série de travaux récents sur ces couches d’Ekman, prenant
en compte l’inﬂuence du champ magnétique 7, conﬁrme que la couche d’Ekman à la fron-
tière noyau-manteau pourrait se déstabiliser dans une bande critique s’étendant sur 45◦
de part et d’autre de l’équateur terrestre (Desjardins et al., 1999, 2001, 2004).
1.3.4 Latitude critique, éruption de couche limite
Pour étudier les ﬂuides visqueux en rotation, on a longtemps supposé que les eﬀets de
viscosité étaient conﬁnés à la couche d’Ekman et que l’écoulement pouvait être décom-
posé en puissances de E1/2 dans ces couches comme dans l’intérieur (le bulk) du ﬂuide.
Hormis le travail pionnier de Stewartson (1972) et celui plus récent de Kerswell (1995),
qui montrent l’existence d’autres lois d’échelles dans ces écoulements, une exception no-
table à cette hypothèse usuelle concerne le cas particulier de couches internes alignées
avec l’axe de rotation, qui a suscité un certain nombre d’études (Morrison & Morgan,
1956; Proudman, 1956; Stewartson, 1957, 1966). Ces couches apparaissent notamment
sur le cylindre tangent associé à un objet immergé dans un ﬂuide en rotation (voir section
1.3.1). Dans ce cas, des couches en E1/3, E1/4 et même E2/7 (Stewartson, 1966) peuvent
être présentes : elles transportent alors du ﬂuide entre les diﬀérentes couches visqueuses
de l’écoulement et résolvent les discontinuités de vitesses générées par les conditions aux
limites. Ainsi, en plus du pompage d’Ekman usuel en E1/2 s’ajoute un nouveau pompage
obéissant à une loi d’échelle diﬀérente.
En fait, de façon plus générale, des couches internes de cisaillement apparaissent dès
lors qu’un ﬂuide en rotation solide est perturbé avec une fréquence λ inférieure à deux
fois la rotation de base (λ ∈ [−2; 2]). En eﬀet, les équations non-visqueuses linéarisées
sont alors hyperboliques et des discontinuités dans l’écoulement peuvent se propager sans
atténuation le long de cônes caractéristiques. Ainsi, en présence de viscosité, ces discon-
tinuités sont lissées par des couches de cisaillement internes apparaissant le long de ces
7. On parle alors de couches d’Ekman-Hartmann.
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Figure 1.3 – Schéma représentant les diﬀérentes lois d’échelle proposées par Kerswell
(1995) pour les couches de cisaillement interne au niveau des latitudes critiques (Credit :
A. Sauret).
surfaces caractéristiques. Comme indiqué en section 1.3.2, Görtler (1944, 1957) et Oser
(1958) ont observé ces surfaces expérimentalement dans le cas d’un disque oscillant axia-
lement (voir Greenspan (1968) pour la théorie et les références associées). Elles peuvent
être observées dans d’autres cas tels que par exemple en présence de coins (cf. Wood
(1965, 1966) ainsi que les observations expérimentales de McEwan (1970)) ou en présence
de discontinuités dans les conditions aux limites (Walton (1975), analogue oscillant du
travail de Stewartson (1957)). Notons que Tilgner (2000) a montré qu’en fait ces couches
de cisaillement sont les enveloppes de paquets d’ondes inertielles localisées dans l’espace,
ce qui les distingue nettement des couches de cisaillement en ﬂuides non-tournants.
On peut à présent se demander si une perturbation purement visqueuse telle qu’une
couche d’Ekman oscillante (en temps et/ou en espace, par exemple du fait d’une libration
ou d’une déformation des parois) peut générer des couches internes de cisaillement. De
fait, dans un tel cas, des couches de cisaillement peuvent être créées à une latitude par-
ticulière θ appelée latitude critique 8 donnée par λ = 2 cos θc. A cette latitude, l’énergie
transportée par les ondes inertielles court le long de la paroi solide au lieu d’être réﬂéchie
dans l’intérieur du ﬂuide (e.g. Greenspan, 1968). Notons que cet eﬀet est essentiellement
non-visqueux (Kerswell, 1995) alors même que l’origine de la perturbation est purement
visqueuse. Stewartson & Roberts (1963) ont montré que cela conduit à un changement
local de l’épaisseur de la couche d’Ekman qui passe soudainement du scaling usuel en E1/2
à une épaisseur en E2/5 (ﬁg. 1.3) : c’est l’éruption de la couche d’Ekman, ainsi baptisée
par Bondi & Lyttleton (1953). Enﬁn, contrairement à ce qu’on a longtemps pensé, même
si cet eﬀet est local, il peut avoir une grande importance. Kerswell (1995) démontre en
eﬀet que les couches de cisaillement générées ne sont pas négligeables et peuvent transpor-
8. De façon rigoureuse, l’angle θ est en fait la colatitude.
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ter du moment angulaire à travers tout le ﬂuide, donc être dynamiquement importantes.
Noir et al. (2001) conﬁrment cela numériquement en considérant la taille des zones de
cisaillement et les vitesses impliquées en leur sein, et valident le processus de généra-
tion non-linéaire d’une circulation géostrophique dans la couche d’Ekman proposé par
Busse (1968) pour expliquer les expériences de Malkus (1968). Ce processus a d’ailleurs
récemment été mis en évidence et mesuré expérimentalement par Morize et al. (2010).
1.3.5 Spin-up
Le spin-up est le processus de mise en rotation d’un ﬂuide. Le cas le plus simple est
celui d’un ﬂuide au repos dans un conteneur soudainement mis en rotation. Cependant,
le terme spin-up recouvre également des changements impulsionnels de vitesse pour des
ﬂuides extérieurs ou intérieurs à un domaine solide, éventuellement stratiﬁés, en présence
d’un champ magnétique, etc. Le spin-up joue un rôle important dans la dynamique des
écoulements atmosphériques et océaniques pour lesquels les eﬀets de la rotation terrestre
sont importants voire dominants. Ce problème a donc été très étudié durant cette der-
nière décennie pour des ﬂuides homogènes ou stratiﬁés, dans diﬀérentes conﬁgurations et
géométries. La plupart de ces travaux sont mis en perspective dans les articles de review
de Benton & Clark (1974) et Duck & Foster (2001).
Si on considère un cylindre inﬁni de rayon R, le spin-up est une simple diﬀusion de la
vitesse à travers le volume. En eﬀet, l’écoulement axisymétrique Uθ(r, t) eθ est alors régi
par l’équation de Navier-Stokes en projection selon eθ :
∂Uθ(r, t)
∂t
= E ∆Uθ(r, t) = E
(
∂2
∂r2
+
1
r
∂
∂r
− 1
r2
)
Uθ(r, t) (1.19)
adimensionnée par la longueur R et le temps Ω−1, Ω étant la vitesse angulaire de la pa-
roi. Une résolution analytique est alors possible (cf. encart). Dans la réalité, le cylindre
est de hauteur ﬁnie H, ce qui entraîne la présence de deux zones de recirculation au
niveau des parois solides supérieures et inférieures : c’est le pompage d’Ekman (e.g. We-
demeyer, 1964). Ce pompage accélère notablement la mise en rotation du ﬂuide dès lors
que H/(2R)≫ E−1/4 (Greenspan & Howard, 1963).
Naturellement, en géométrie sphérique, le pompage d’Ekman est inévitable, et la vi-
tesse azimutale lors d’un incrément de vitesse de 1/δ à 1 est donnée par Greenspan (1968) :
Uθ(r, t) = Uθ(r, t = 0) +
δ − 1
δ
e−(1−s
2)−3/4 t
√
E . (1.20)
Enﬁn, notons qu’en présence de turbulence, par exemple induite par de la convection
thermique, la viscosité turbulente semble devoir être utilisée pour expliquer les données
expérimentales (Brito et al., 2004). La turbulence en volume accélère donc le spin-up
mais il reste à expliciter le mécanisme sous-jacent par lequel les tensions de Reynolds
permettent un transfert de moment plus eﬃcace.
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Spin-up 2D : solution analytique
Considérant un cylindre de rayon R avec un barreau cylindrique intérieur ﬁxe de rayon ri,
on déﬁnit le paramètre δ par Uθ(r, t = 0) = (r/δ)(1− r2i /r2)/(1− r2i ), ce qui correspond
à un incrément de vitesse de 1/δ à 1 du cylindre externe (une vitesse initiale nulle
correspondant à δ → ∞), on obtient l’évolution temporelle du champ de vitesse total
(e.g. Sauret, 2009)
Uθ(r, t) =
r
δ
1− r2i /r2
1− r2i
+ 2
δ − 1
δ
∞∑
n=1
An
e−sn2 E t
sn
,
d’où on peut déduire la vorticité ω(r, t) = Uθ(r, t)/r + ∂r Uθ(r, t),
avec An = [J1(sn, r)Y1(sn, ri)− J1(sn, ri)Y1(sn, r)]/f ′(s, 1),
où f(s, r) = J1(s, r)Y1(s, ri)− J1(s, ri)Y1(s, r),
J1 et Y1 étant respectivement les fonctions de Bessel de première et seconde espèces et
sn le n-ième zéro de f(s, 1).
1.4 Écoulements de base dûs aux forçages
Les ondes inertielles existent dans tout ﬂuide en rotation. Habituellement amorties
par viscosité, la présence d’un forçage mécanique permet d’en exciter certaines. Plus
généralement, un forçage mécanique force un écoulement appelé écoulement de base. Cette
section décrit cet écoulement pour les forçages de libration, précession et marées. La
section 1.5 sera ensuite consacrée à l’étude de stabilité de cet écoulement de base.
1.4.1 Forçages mécaniques : libration, précession et marées
Les astres sont soumis à des perturbations mécaniques variées, qui peuvent avoir
des répercussions importantes sur les mouvements de leurs couches ﬂuides. Lorsque ces
perturbations présentent une certaine régularité en temps ou en espace, elles sont appelées
forçages mécaniques (harmoniques). Les principaux forçages mécaniques s’exerçant sur les
astres sont la précession, les marées et la libration (ﬁg. 1.4).
1.4.1.1 Précession, nutations
L’axe de rotation propre d’une planète change au cours du temps. Son mouvement
moyen, appelé précession, se manifeste par un mouvement de rotation de l’axe de rotation
propre de la planète (ﬁg. 1.4a). Ainsi, l’axe de rotation de la Terre autour duquel cette
dernière tourne en 23.93 h décrit lui même un mouvement de rotation avec une période
d’environ 25 700 ans, décrivant ainsi un cône de demi-angle au sommet égal à environ
23.5
◦
, angle appelé obliquité 9. Ainsi, il y a 4800 ans par exemple, c’est l’étoile Thuban
qui se trouvait être au pôle Nord céleste (ﬁg. 1.5a), jouant le rôle d’étoile polaire 10. La
9. L’obliquité est l’angle entre l’axe de rotation propre d’une planète et une perpendiculaire à son plan
orbital.
10. C’était alors l’apogée de la civilisation égyptienne antique et il semblerait d’ailleurs que certains
temples égyptiens furent construits en référence à Thuban (voir e.g. Belmonte, 2001).
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(a) (b) (c)
Figure 1.4 – Les principaux forçages mécaniques : (a) la précession est un mouvement
de rotation de l’axe de rotation propre d’une planète, (b) les forces de marées déforment
les enveloppes d’une planète, et (c) la libration est une diﬀérence instantanée périodique
entre les vitesses angulaires de rotation propre et de révolution orbitale.
première description historique de ce mouvement de l’axe des pôles terrestres, aussi appelé
précession des équinoxes en astronomie, est attribuée à Hipparque, aux environs de -150
(e.g. Meeus & Savoie, 1992; Thomson, 2009).
Le mouvement de l’axe de rotation propre d’une planète se compose donc d’un mou-
vement moyen, la précession, auquel s’ajoute un mouvement oscillant : la nutation. Dé-
couverte en 1728 par l’astronome britannique James Bradley, elle fut expliquée 20 ans
plus tard par D’Alembert (1749), puis Euler (1749) qui en donna une description plus
concise 11. La nutation est usuellement décomposée en deux composantes : la nutation en
longitude, qui est une oscillation périodique de la vitesse de précession, et une nutation en
obliquité qui est une oscillation périodique de l’obliquité, i.e. de l’orientation de l’axe de
rotation propre de la planète. Pour la Terre par exemple, la nutation provient essentiel-
lement d’une oscillation appelée nutation de Bradley, d’une période de 18.6 ans et d’une
amplitude de 17′′ en longitude et 9′′ en obliquité. Les autres termes de la nutation terrestre
sont beaucoup plus faibles (le second plus important,d’une période de 183 jours, a une
amplitude de 1.3′′ en longitude et 0.6′′ en obliquité). Pour la Terre, notons qu’une récente
convention [IAU, 2001, IB 88, Résolution B1.7] réserve le terme nutation aux oscillations
de périodes supérieures à deux jours (le terme libration est alors pafois employé pour les
oscillations de périodes inférieures à deux jours : voir e.g. Brzeziński & Capitaine, 2010).
1.4.1.2 Marées
Les marées sont dues à la présence d’autres corps à proximité de l’astre considéré,
exerçant sur lui leur attraction gravitationnelle (ﬁg. 1.4b). L’astre n’étant pas parfaite-
ment rigide, il répond à ce forçage en se déformant dans son ensemble : chaque couche de
l’astre, de son atmosphère à son noyau interne, est donc déformée. Sur Terre, ce phéno-
mène est clairement visible sur l’hydrosphère, et les premières observations du mouvement
11. Euler omis cependant de mentionner les travaux de D’Alembert sur lesquels il s’est appuyé, ce qui
mena D’Alembert a revendiquer vigoureusement son antériorité (voir Wilson, 1987, pour plus de détails).
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(a)
(b)
Figure 1.5 – (a) La précession des équinoxes se traduit par un déplacement moyen du pôle
Nord céleste le long d’un cercle. Dans l’hémisphère Nord, ce déplacement anti-horaire est
superposé ici à la carte du ciel, permettant ainsi de localiser les étoiles pouvant indiquer
le Nord. Credit : http ://calgary.rasc.ca/radecl.htm (autorisation de L. McNish, auteur
de l’image). (b) L’image de gauche montre la Lune (le 5 juillet 2003) à un moment de sa
libration défavorable à l’observation, comparé à l’image de droite (le 29 décembre 2003).
Par rapport à l’image de droite, notons la proximité du cratère Endymion et de la Mer des
Crises avec le bord de la Lune sur l’image de gauche, et les Mers de Humboldt, Marginale
et de Smyth ne sont pas visibles. La libration lunaire est principalement due à la variation
de sa vitesse orbitale : on parle de librations optiques. Credit : www.stargazing.net/david
(autorisation de David Haworth, auteur de l’image).
18
Chapitre 1. Introduction 1.4 Écoulements de base dûs aux forçages
montant (ﬂux ou ﬂot) puis descendant (reﬂux ou jusant) des eaux des mers et des océans
remontent à l’Antiquité, au IVème siècle av. J.-C. (Pythéas en Atlantique, Alexandre le
Grand en Inde). Même si une description précise des cycles de la marée océanique et de
son lien avec la Lune et le Soleil est donnée par Posidonios au Ier siècle av. J.-C., il faut
attendre le travail de Newton pour expliquer correctement ce lien, en termes d’interaction
gravitationnelle (voir Cartwright, 2001, pour le détail historique).
1.4.1.3 Librations
Enﬁn, considérons un astre tournant sur lui même avec une période Tspin (durée du
jour sidéral de l’astre), en orbite autour d’un attracteur avec une période orbitale Torb
(durée de l’année sur l’astre). On suppose que Tspin = Torb, ce qui signiﬁe que l’astre tourne
en moyenne aussi vite sur lui-même qu’il tourne autour de son astre attracteur. L’astre est
alors dit synchonisé, et c’est par exemple le cas de notre Lune. On appelle alors librations
les oscillations de l’astre perçues par un observateur à la surface de l’astre attracteur.
Usuellement, les librations désignent ainsi les faibles oscillations de la Lune que l’on peut
observer depuis la Terre (ﬁg. 1.5b). C’est d’ailleurs dans ce contexte que les librations
ont été observées pour la première fois par G. D. Cassini (la première explication du
phénomène sera proposée par Newton, 1687). Ces librations se composent d’une libration
en latitude (oscillation Nord-Sud de la Lune, qui semble alors dire oui de la tête) et d’une
libration en longitude (oscillation Est-Ouest de la Lune, qui semble alors dire non de la
tête). Les librations, qu’elles soient en longitude ou en latitude, ont deux origines : une
origine purement géométrique due aux positions respectives de la Lune et de l’observateur,
on parle alors de libration optique ou apparente, et une origine physique liée aux oscillations
de la rotation lunaire, on parle alors de libration physique ou réelle.
Librations optiques en latitude : la libration optique lunaire en latitude provient
principalement de l’inclinaison de 5.14◦ du plan orbital lunaire par rapport au plan orbital
terrestre, appelé plan de l’écliptique. Avec l’obliquité lunaire, d’environ 1.54◦, un observa-
teur terrestre perçoit ainsi une oscillation (de période Tspin = Torb) apparente Nord-Sud
de la Lune d’environ 6.7◦, valeur que les perturbations solaires peuvent modiﬁer de ±0.9◦.
Librations optiques en longitude : la libration optique en longitude provient
principalement de la vitesse variable de la Lune sur son orbite (ce qui est liée à son ex-
centricité orbitale non-nulle). Ainsi, il existe une diﬀérence instantanée entre les vitesses
angulaires de rotation propre et de révolution orbitale : même si les vitesses moyennes
(en temps) sont les mêmes, les vitesses instantanées ne sont pas égales (ﬁg. 1.4c). Ce
phénomène donne une oscillation Est-Ouest de la Lune d’environ 8.16◦ pour un observa-
teur terrestre : la Lune nous montre en moyenne la même face mais il est périodiquement
possible d’en voir un peu plus sur son bord Est ou son bord Ouest (ﬁg. 1.5b). Une autre
libration optique en longitude, dite parallactique ou diurne, provient du fait que l’obser-
vateur terrestre est à la surface de la Terre 12. Cela mène à une parallaxe d’environ 1.9◦,
favorisant l’observation du bord Est (resp. Ouest) lunaire en début (resp. ﬁn) de nuit.
12. qui n’est pas ponctuelle !
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Librations physiques : la libration physique provient de l’oscillation de l’axe de
rotation propre de l’astre observé. La libration physique admet deux origines : les forçages
périodiques externes, telles que par exemple les perturbations gravitationnelles des autres
corps en orbite ou les modiﬁcations du moment angulaire atmosphérique (voir Noir et al.,
2009, pour une revue), ou des perturbations non-périodiques telles que l’impact d’un
astéroïde. Dans le premier cas, les librations physiques sont dites forçées et les périodes
de librations associées sont liées aux périodes des forçages, tandis que dans le second
cas, les librations physiques sont dites libres, et la période de libration est alors liée aux
fréquences propres de l’astre (donc à sa répartition des masses) même si cette terminologie
est parfois ambigüe (e.g. Bois, 1995). Notons qu’après un impact, les librations physiques
libres ﬁnissent par disparaître, amorties par dissipation (pour la Lune, voir par exemple
Rambaux & Williams, 2011, pour plus de détails).
Plus généralement, notons qu’on parle de libration pour tout astre en résonance spin-
orbite 13. Notons aussi que le forçage mécanique associé à la libration en latitude cor-
respond à celui de la nutation en obliquité, tandis que le le forçage mécanique associé à
la libration en longitude correspond à la variation de la longueur du jour pour un astre
qui n’est pas en résonance spin-orbite : ainsi, un même forçage mécanique est appelé
diﬀérement si l’astre est en résonance spin-orbite ou non.
1.4.2 Précession
1.4.2.1 Conteneur sphéroïdal
Dans le cas d’un ﬂuide non-visqueux dans un sphéroïde en précession, l’écoulement de
base fut déterminé quasiment simultanément par Hough (1895) à Cambridge, et Sloudsky
(1895) à Moscou, puis réobtenu un peu plus tard par Poincaré (1910). Cet écoulement,
maintenant appelé écoulement de Poincaré, est une rotation solide autour d’un axe ﬁxe
dans le référentiel en précession, auquel s’ajoute un écoulement irrotationnel permettant
d’assurer la condition de non-pénétration aux bords (voir aussi Malkus, 1994). Cependant,
en l’absence de viscosité, une inﬁnité de solutions existe et seule l’introduction d’une
couche d’Ekman permet de déterminer sans ambiguïté l’écoulement solution : c’est ce
qu’a fait Busse (1968), aboutissant à une formule analytique implicite.
Vanyo (1991) et Vanyo et al. (1995) tentèrent de conﬁrmer expérimentalement cette
théorie dans un conteneur d’ellipticité 14 f = 1/100 sans toutefois y parvenir clairement
(voir Pais & Le Mouël, 2001). Des simulations numériques ont donc été menées, d’abord
dans des coquilles sphériques (Tilgner, 1999b; Tilgner & Busse, 2001), puis pour une
sphère (Noir et al., 2001), et enﬁn dans des conteneurs sphéroïdaux par Lorenzani &
13. En ralentissant progressivement sous les eﬀets de marées, les astres passent par des états intermé-
diaires stables (sous certaines conditions) correspondant à des valeurs rationnelles simples du rapport de
la période rotation propre sur la période orbitale. Ces rapports, liés à un phénomène de résonance, sont
notés p : q ou p/q, ce qui signiﬁe que l’astre tourne p fois sur lui même lorsqu’il fait q révolutions orbitales.
Typiquement, Mercure est en résonance spin-orbite 3 : 2, tandis que la Lune actuelle est en résonance
1 : 1 (rotation synchrone).
14. Ici, l’ellipticité f du sphéroïde est déﬁnie par f = 1 − b/a, a et b étant respectivement le rayon
équatorial et polaire.
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Tilgner (2001), validant la théorie de Busse (1968). Noir et al. (2003) ont alors conﬁrmé
expérimentalement cette théorie avec de nouvelles expériences, dans un conteneur de
rapport d’aspect plus grand (i.e. f = 1/25).
En section 2.5, nous reprenons ce cheminement pour un ellipsoïde triaxial en préces-
sion : nous considérons tout d’abord un ﬂuide non-visqueux (section 2.5.1.1) en suivant la
méthode de Poincaré (1910), puis un ﬂuide visqueux (section 2.5.2) en étendant les résul-
tats de Busse (1968) à ce cas plus général, avant de valider numériquement ces prédictions
(section 2.5.2).
Interprétation en terme de forçage d’ondes inertielles : l’écoulement station-
naire décrit ci-dessus correspond au forçage du mode inertiel noté (2, 1, 1) dans Greenspan
(1968), parfois appelé mode de spinover ou mode de tilt-over. Ce mode, qui correspond
dans la sphère à une simple rotation autour d’un axe équatorial, est excité par un lé-
ger mais soudain changement de la direction de l’axe de rotation d’un ﬂuide en rotation
solide 15 (Greenspan, 1968) . La précession pouvant être vue comme une séquence de
changements inﬁnitésimaux de la direction de l’axe de rotation du ﬂuide, il est logique de
voir apparaître ce mode. De plus, stationnaire dans la sphère, ce mode se met à dériver
lorsque l’aplatissement du conteneur est non-nul (il n’a alors plus la dépendance tempo-
relle du tilt-over de la sphère). Ainsi, comme l’ont remarqué Stewartson & Roberts (1963),
Greenspan (1968) puis Noir et al. (2003), une résonance est possible entre le forçage de
précession et le mode de tilt-over.
1.4.2.2 Conteneur cylindrique
Dans une analyse linéaire non-visqueuse, Kelvin (1880) proposa que l’écoulement de
base corresponde à une rotation solide, solution particulière des équations sur laquelle se
superposent des modes inertiels (les modes de Kelvin), permettant le respect des condi-
tions aux limites sur les parois normales à l’axe de rotation (avec naturellement une fré-
quence λ ∈ [−2; 2] pour chacun des modes). Une telle analyse, étendue par Kudlick (1966)
et Greenspan (1968) au cas visqueux (prise en compte des couches visqueuses au niveau
des parois), suﬃt pour prédire précisément les structures et paramètres des modes (i.e.
amplitude, fréquence et taux de décroissance visqueuse). Elle a été vériﬁée par de nom-
breuses études expérimentales et numériques (Fultz, 1959; McEwan, 1970; Kobine, 1995;
Kerswell & Barenghi, 1995). Cependant, lorsque la fréquence de précession est proche de
la fréquence libre d’un mode, son amplitude diverge par un phénomène de résonance 16.
Il est alors nécessaire d’inclure à la fois les eﬀets visqueux (ce qui a été fait par Gans,
1970, dans le cas particulier de la résonance d’un cylindre précessant à 90◦) et les eﬀets
non-linéaires pour prévoir la saturation en amplitude des modes. L’ensemble de ces eﬀets
a ﬁnalement été pris en compte dans une analyse faiblement non-linéaire par Meunier
et al. (2008) dans le cas d’une faible précession (i.e. Ro ≪ 1) à un angle quelconque, et
validé expérimentalement dans la même étude.
15. C’est d’ailleurs ainsi que W. Malkus et W.G. Wing ont déterminé expérimentalement la fréquence
propre (λ211 = 1) et le facteur de décroissance visqueuse de ce mode.
16. Cette résonance entre le forçage et une onde inertielle est appelée résonance directe, par opposition
aux résonances paramétriques d’ondes inertielles qui sont des instabilités (section 1.5).
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1.4.3 Libration en longitude dans une sphère
La libration longitudinale étant une variation périodique de la vitesse angulaire du
conteneur, elle n’est rien d’autre qu’une perturbation périodique d’un ﬂuide en rotation.
De même que dans l’expérience de Görtler décrite en section 1.3.2, cette perturbation est
susceptible d’exciter des ondes inertielles, ce qui a été étudié expérimentalement pour la
première fois par Aldridge & Toomre (1969) dans une sphère. De plus, Aldridge (1967)
fait état de deux observations expérimentales qui susciteront l’attention :
1. Un écoulement moyen de rotation, dit zonal, est créé en volume
2. Une instabilité centrifuge, localisée près de la paroi extérieure se manifeste, sous la
forme de rouleaux, dits de Taylor-Görtler.
Durant la même période, Wang (1970) obtient analytiquement l’écoulement zonal dans un
cylindre avec les méthodes développées pour la précession (Busse, 1968), et conﬁrme ses
résultats expérimentalement. Vingt ans plus tard, Rieutord (1991) conﬁrme les résonances
d’ondes inertielles observées par Aldridge (voir aussi Tilgner, 1999a, à ce sujet). Plus
récemment, motivés par les applications géophysiques de la libration, Noir et al. (2009)
reviennent à la sphère et étudient expérimentalement l’apparition des rouleaux de Taylor-
Görtler. Cette étude est complétée numériquement par Calkins et al. (2010), conﬁrmant
notamment la présence de l’écoulement zonal. Busse (2010) adapte son calcul de 1968, et
obtient ainsi analytiquement l’écoulement zonal dans la sphère pour de faibles fréquences
de libration. Cette théorie faiblement non-linéaire a été conﬁrmée expérimentalement et
numériquement par Sauret et al. (2010), puis étendue au cas d’une fréquence quelconque
de libration dans une coquille sphérique (Sauret et al., 2011b). Enﬁn, Noir et al. (2010)
étudient expérimentalement l’apparition des rouleaux de Taylor-Görtler dans un cylindre,
ainsi que l’écoulement zonal, travaux complétés numériquement et théoriquement par
Sauret et al. (2011a).
Précisons un peu les choses : de façon générale, on considère un conteneur axisymé-
trique arbitraire mais ﬁni, de rayon R, contenant un ﬂuide homogène incompressible de
viscosité cinématique ν. Dans le référentiel du laboratoire, supposé galiléen, on suppose
que la paroi externe tourne à la vitesse
Ω(t) =
(
Ω0 +
△Ω
2
cos(ωlibt)
)
k , (1.21)
où Ω0 est la vitesse angulaire moyenne, △Ω est l’amplitude de libration, ωlib la pulsation
de libration et k le vecteur unitaire de l’axe de rotation du conteneur. Avec R et Ω−10
les échelles de longueur et de temps respectivement, la condition aux limites à la paroi
externe s’écrit (cf. section 1.2) :
u = r (1 + ǫ cos(ωt)) eθ , (1.22)
où eθ est le vecteur unitaire orthoradial, r est la coordonnée radiale polaire, u la vitesse
dans le référentiel galiléen, ǫ = △Ω/(2Ω0) l’amplitude adimensionnée de libration et ω =
ωlib/Ω0 la pulsation de libration adimensionnée. Les travaux cités ci-dessus ne considèrent
que des géométries axisymétriques, et se concentrent tous sur un régime, appelé ici non
quasi-statique : la fréquence de libration est suﬃsamment grande pour que l’intérieur
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ﬂuide ne puisse pas suivre les oscillations de la paroi externe. En régime quasi-statique au
contraire, le spin-up (cf. section 1.3.5) s’eﬀectue sur un temps beaucoup plus court que
la période des oscillations et l’intérieur ﬂuide suit la vitesse de la paroi externe. Ainsi, le
temps adimensionnel de spin-up étant d’ordre 1/
√
E en présence de pompage d’Ekman,
le rapport ω/
√
E permet de distinguer le régime quasi-statique (ω/
√
E ≪ 1) de l’autre
régime (ω/
√
E ≫ 1). Pour ω/√E ≫ 1, le ﬂuide en volume est donc immobile en première
approximation, hormis proche de la paroi externe, sur une épaisseur visqueuse, où il
est soumis au cisaillement induit par les variations de vitesse de la paroi. Cependant, un
écoulement moyen zonal est alors observé dans l’intérieur ﬂuide, d’ordre ǫ2, et l’écoulement
de base de la libration pour l’intérieur ﬂuide d’un conteneur axisymétrique peut donc
s’écrire
u =
{
ω ≪ √E : r (1 + ǫ cos(ωt)) eθ
ω ≫ √E : r (1 + ǫ2 Ω2(r)) eθ
(1.23)
avec Ω2(r) la vitesse angulaire de l’écoulement zonal moyen, obtenue analytiquement par
Wang (1970) pour le cylindre, et Busse (2010) en géométrie sphérique (voir aussi Sauret
et al., 2011b).
1.4.4 Déformations de marées
Considérons un système binaire, par exemple formé d’une planète et de sa lune. Cha-
cun des corps exerce sur l’autre un champ gravitationnel dont résultent des forces de
marées qui déforment l’ensemble de leurs couches : c’est la déformation de marées. Ainsi,
notre Lune déforme la croûte terrestre deux fois par jour avec une amplitude de 50 cm. En
première approximation, la déformation de marées déforme les coupes normales à l’axe
de rotation en des ellipses (section 1.4.4.1). Cependant, de façon plus générique, la défor-
mation de marées peut-être vue comme un développement multipolaire (section 1.4.4.2),
somme d’une déformation dipolaire, tripolaire, etc.
1.4.4.1 Déformation elliptique (ou dipolaire)
En première approximation, la déformation de marées rend les parois elliptiques. Une
couche ﬂuide interne adjacente à une paroi solide, telle que par exemple la couche ﬂuide du
noyau terrestre à la frontière noyau-manteau, est donc forcée de suivre une ellipse à vitesse
constante. Mathématiquement, la condition à la paroi, ellipse d’équation x2/a2+ y2/b2 =
1, s’écrit donc u · t = Uw avec τ˜ = (x b/a, y a/b) un vecteur tangent à l’ellipse et
t = τ˜/||τ˜ || le vecteur unitaire associé. Dans l’intérieur (le ’bulk’), les lignes de courant
sont donc elliptiques et le champ de vitesses associé à un tel écoulement s’écrit de façon
exacte :
ub = −a
b
y ex +
b
a
x ey , (1.24)
avec (a, b) les demi-axes des ellipses. Cet écoulement, solution des équations de Navier-
Stokes, est l’écoulement considéré par Gledzer et al. (1977) ou Kerswell (2002) pour l’étude
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de l’instabilité elliptique en géométrie ellipsoïdale. Par ailleurs, lorsque l’instabilité ellip-
tique est étudiée en milieu inﬁni, Le Dizès & Eloy (1999) ou Kerswell (2002) privilégient
l’écoulement suivant écrit sous forme de fonction de courant Ψ en coordonnées polaires 17 :
Ψ = −r
2
2
+ β
r2
2
cos 2θ , (1.25)
avec β = |a2 − b2|/(a2 + b2), appelé ellipticité par la suite 18. Le champ de vitesse associé
à la fonction de courant (1.25) est donc
ub = −(1 + β) y ex + (1− β) x ey. (1.26)
Le lien entre les expressions (1.24) et (1.26) est le suivant. Considérant β = |a2−b2|/(a2+
b2), Kerswell (2002) pose (a, b) = (
√
1 + β,
√
1− β) pour l’écoulement (1.24), ce qui mène
à l’écoulement considéré par Bayly (1986) :
ub = −A y ex +A−1 x ey, (1.27)
avec A =
√
(1 + β)/(1− β), parfois également appelé ellipticité ou paramètre d’ellipticité.
L’échelle de longueur est alors donnée par R =
√
(a2 + b2)/2. Comme le remarquent Bayly
(1986) et Kerswell (2002), les écoulements (1.26) et (1.24) (ou (1.27)) sont alors équivalents
à l’échelle de temps près : le facteur multiplicatif
√
1− β2 nécessaire pour passer de (1.27)
à (1.26) revient à passer de l’échelle de temps Ω−1 à l’échelle de temps (
√
1− β2 Ω)−1.
Cette nouvelle échelle de temps permet d’obtenir un écoulement qui disparaît lorsque
β → 1, comme pour l’écoulement (1.26), au contraire de l’écoulement (1.24) qui tend vers
un écoulement de Couette plan lorsque β → 1. Dans (1.25) ou (1.26), le premier terme
correspond à une rotation solide, et le deuxième à un écoulement élongationnel (à −45◦
de l’axe polaire). Notons dès à présent que les lignes d’iso-vitesses sont alors des ellipses
d’ellipticité 2 β.
Il est important de remarquer que la vitesse de (1.24) vaut u ·t = ||τ˜ ||−1 = [(x b/a)2+
(y a/b)2]−1/2, ce qui implique qu’elle varie le long de la ligne de courant : la vitesse est plus
faible dans les zones de plus grande courbure (e.g. la vitesse est plus grande au petit-axe
qu’au grand axe). Par conséquent, entre l’intérieur et la paroi, une zone de raccordement
va apparaître pour faire la transition entre les lignes de courant elliptiques de l’intérieur,
solution de Navier-Stokes mais avec une vitesse variable, et la paroi où le ﬂuide est forcé
de suivre une ellipse à vitesse constante. Ce raccordement est localisé dans la couche
visqueuse de proche paroi, i.e. la couche d’Ekman en géométrie sphérique, d’épaisseur
typique O(
√
E), et il est possible d’en tenir compte sous certaines hypothèses 19 (cf. section
1.4.4.2).
17. avec par déﬁnition (ur = r−1 ∂θΨ, uθ = −∂rΨ)
18. β n’est pas l’excentricité mathématique ε des lignes de courant, liée à β par ε =
√
2β/(1 + β). La
déﬁnition de l’ellipticité variant selon les sources, nous appellerons ici β l’ellipticité.
19. Concernant la couche visqueuse associée à cet écoulement de base, mentionnons également ici le
travail peu connu de Kilgenstein (1985) qui calcule analytiquement son développement aux courts instants
pour un ellipsoïde triaxial dont la rotation est soudainement stoppée.
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(a) (b)
Figure 1.6 – (a) Lignes de courant pour n = 3, 4, 5 (de gauche à droite), la ligne de
courant extérieure étant obtenue pour βn = 1 (tiré de Le Dizès & Eloy, 1999). (b) Figure
tirée de Eloy (2000) montrant l’écoulement théorique (1.28), en traits pleins, et l’écoule-
ment (1.30) tenant compte de la correction visqueuse en traits discontinus pour n = 3,
β3 = 0.2 et E = 0.1.
1.4.4.2 Déformation multipolaire
Comme l’ont remarqué Le Dizès & Eloy (1999), il est possible de généraliser l’écoule-
ment elliptique présenté en section 1.4.4.1 à une déformation multipolaire, déﬁnie par la
fonction de courant
Ψn = −r
2
2
+ β
rn
n
cosnθ, (1.28)
où n est un entier plus grand que 1 lié au nombre de symétries de l’écoulement associé 20.
L’écoulement est donc ici une rotation solide (premier terme), superposé à un écoulement
élongationnel multipolaire (second terme) d’ordre n et d’intensité β. La forme de la ligne
de courant Ψn = C est caractérisée par le paramètre (voir Le Dizès & Eloy, 1999, pour
plus de détails)
βn = β
(
2nC
n− 2
)n/2−1
(1.29)
qui mesure son asymétrie (voir ﬁg. 1.6). Pour n = 2, l’écoulement est celui de la section
1.4.4.1 : toutes les lignes de courant sont des ellipses d’ellipticité β2 = β. Pour n ≥ 3, la
déformation des lignes de courant n’est plus homogène, ce que reﬂète la variation de βn
avec la valeur C : la ligne de courant tend vers le cercle pour les petits βn et devient de
plus en plus angulaire lorsque βn tend vers 1, valeur limite pour laquelle apparaîssent n
points singuliers (coins). Pour βn > 1, les lignes de courant ne sont plus fermées et nous
nous restreignons donc à la gamme βn ∈ [0; 1].
De même qu’en section 1.4.4.1, si cet écoulement est généré par une paroi déformée,
l’adhérence à la paroi impose une vitesse tangentielle constante le long de celle-ci et une
zone de raccordement va alors apparaître entre l’intérieur, où (1.28) est établi, et la paroi.
20. n = 1 correspond simplement à un déplacement du centre.
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La fonction de courant (1.28) doit alors être corrigée aﬁn de tenir compte de l’existence
de cette zone. Dans la limite des faibles déformations (i.e. β ≪ 1), la correction au
premier ordre de la fonction de courant pour de faibles viscosités E . β a été obtenue
analytiquement par Eloy (2000). La fonction de courant de l’écoulement total peut alors
s’écrire
Ψn = −r
2
2
+ β
rn
n
sinnθ + β
√
E
1− n
n3/2
ekν(r−1) sin
[
kν(r − 1) + nθ + π4
]
(1.30)
avec kν =
√
n/(2 E) et une paroi située en ψ = −1/2 (cf. ﬁg. 1.6b).
1.5 Instabilités inertielles
Les instabilités inertielles sont les instabilités directement liées à l’inertie du ﬂuide et
donc au terme Dtu = ∂tu+u ·∇u dans l’équation de Navier-Stokes (1.1). Les instabilités
inertielles existent donc au sein d’un ﬂuide homogène non-visqueux, contrairement par
exemple à l’instabilité de Rayleigh-Taylor ou à l’instabilité visqueuse des écoulements
parallèles. Un certain nombre d’instabilités, telles que l’instabilité de Taylor-Couette (ou
centrifuge) ou l’instabilité elliptique, se rangent dans cette classe d’instabilités.
Considérant plus particulièrement les ﬂuides en rotation, le passage dans le référentiel
tournant fait émerger du terme d’inertie Dtu les pseudo-forces d’inertie (cf. encadré de la
section 1.2). Les instabilités inertielles peuvent alors être plus particulièrement rattachées
à l’une ou l’autre de ces forces : l’instabilité de Taylor-Couette par exemple est plus
particulièrement associée à la présence de la force d’entraînement centrifuge tandis que
l’instabilité elliptique est plutôt reliée à la force de Coriolis. Naturellement, la famille des
instabilités inertielles plutôt rattachées à la force de Coriolis trouvent une description
privilégiée en terme d’ondes inertielles dans la mesure où ces dernières sont directement
associées à cette force. Ainsi, il est possible de les interpréter en termes de résonance
d’ondes inertielles, ce que l’on appellera par la suite l’approche ou l’analyse globale 21 :
c’est par exemple le cas des instabilités de Crow, elliptique, multipolaire (section 2.3.9)
ou de l’instabilité de courbure d’un anneau de vorticité (Fukumoto & Hattori, 2003;
Hattori & Fukumoto, 2003; Fukumoto & Hattori, 2005). Dans le cas particulier où il
existe un forçage périodique imposé, en espace ou en temps, ces instabilités s’insèrent
dans le cadre plus général des instabilités paramétriques : le mécanisme sous-jacent est
alors une résonance d’une paire d’ondes inertielles avec la perturbation externe périodique
appliquée (cf. encart).
Donnons quelques exemples. Considérons tout d’abord le cas d’un forçage temporel
avec par exemple un cylindre de ﬂuide en rotation dont la hauteur varie périodiquement
en temps, ce qui suppose un ﬂuide légèrement compressible (ﬁg. 1.7 a). De même qu’en
section 1.3.2, il est alors possible d’exciter des ondes inertielles : quand la fréquence du
forçage est proche de celle d’une onde, une résonance directe entre le forçage et l’onde
permet à l’onde de croître et de se maintenir en dépit de l’amortissement visqueux. Dans
ce cas, déjà rencontré pour l’écoulement de base d’un cylindre en précession (section
1.4.2), la croissance initiale est régie par un processus linéaire, transférant directement de
21. Par opposition à une approche ou analyse locale : voir section 2.1.3.
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Instabilité paramétrique
Un oscillateur est paramétrique lorsque sa période propre dépend du temps. Typique-
ment, un enfant sur une balançoire déplie et replie ses jambes au cours d’une période,
modiﬁant à chaque instant la longueur eﬀective du pendule ainsi constitué et donc sa
période propre. Le système modèle de ce type d’instabilité est le botafumeiro, encensoir
géant ﬁxé à la croisée du transept de la cathédrale de St Jacques de Compostelle : huit
hommes (les tiraboleiros) donnent de la corde au point le plus élevé du mouvement et
tirent sur elle au point le plus bas, accroîssant ainsi spectaculairement l’oscillation de
l’encensoir a. En l’assimilant à un pendule simple de longueur l dont le point de suspen-
sion oscille verticalement à la pulsation ωe, en l’absence de frottement son mouvement
est régi par
θ¨ + ω20 [1 + 2f cos(ωet))] sin θ = 0
où θ est la position de l’encensoir par rapport à la verticale, ω0 =
√
g/l est la période
propre du pendule et f un paramètre du forçage (uniquement dépendant de la gravité,
de l’amplitude et de la pulsation du forçage). L’étude de l’équation ci-dessus, appelée
équation de Mathieu, montre que l’oscillateur peut alors se déstabiliser sous certaines
conditions (i.e. si l’énergie est apportée au ’bon’ moment) : l’amplitude des mouvements
augmente alors à chaque période. Ce type d’instabilité se retrouve dans diﬀérents do-
maines de la physique tels que la mécanique des ﬂuides avec par exemple l’instabilité de
Faraday ou l’électrocinétique avec un circuit LC (i.e. avec une inductance et une capacité)
où la distance entre les armatures du condensateur varie périodiquement.
a. Il s’élève à 20.6 m de haut, formant un arc de 65 m tout au long du transept et passe au ras du sol
à une vitesse de 68 km/h, laissant derrière lui un ﬁn sillage de fumée et d’encens.
l’énergie du forçage vers l’onde. Un autre processus peut également avoir lieu, d’origine
fondamentalement non-linéaire cette fois : le terme u ·∇u peut permettre de coupler deux
ondes inertielles avec le forçage externe, la résonance est alors une résonance triadique.
Cette instabilité paramétrique, étudiée expérimentalement (Graftieaux et al., 2002; Graf-
tieaux, 2003) et numériquement (Duguet, 2004; Duguet et al., 2005, 2006), a récemment
été analysée théoriquement (Racz, 2006; Racz & Scott, 2008a,b) avec les méthodes et
outils déjà développés pour les autres instabilités paramétriques des ﬂuides en rotation,
comme l’instabilité elliptique ou l’instabilité de précession d’un ﬂuide non-visqueux dans
un sphéroïde.
Considérons à présent un exemple de forçage spatial avec un vortex soumis à un ci-
saillement dans un plan normal à l’axe de rotation, par exemple du fait de la présence
d’un deuxième vortex parallèle ou du fait que le vortex tourne au sein d’un conteneur
déformé. Dans ce cas, de même que dans le cas du forçage temporel, le cisaillement peut
se combiner avec une paire d’ondes inertielles, formant une résonance triadique, et ainsi
donner lieu à une instabilité paramétrique appelée instabilité elliptique. Cette instabilité,
au centre de ce travail, sera présentée plus en détail en section 2.1. Notons que dans le
premier cas des deux vortex en interaction, les centres des vortex sont susceptibles de se
déplacer, contrairement au cas du ﬂuide tournant dans un conteneur déformé. Dans le cas
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(a) (b)
Figure 1.7 – (a) Cylindre de ﬂuide en rotation dont la hauteur varie périodiquement en
temps. (b) Visualisation, issue de Leweke & Williamson (1998a), de l’évolution temporelle
(du haut vers le bas) d’une paire de vortex sous l’action combinée de l’instabilité de Crow
(grande longueur d’onde) et de l’instabilité elliptique (courte longueur d’onde). La coupe
est faite le long de l’axe de rotation des deux vortex, pour Re=2750, et la paire évolue
vers l’observateur.
où les vortex parallèles sont contra-rotatifs, cela peut donner lieu à une autre instabilité
appelée instabilité de Crow ou instabilité coopérative 22 (voir aussi section 1.1.1). Cette
instabilité, qui n’existe donc pas dans le cas du vortex conﬁné dans un conteneur, résulte
également d’une résonance triadique (e.g. Kuhlmann et al., 2005). Contrairement à l’in-
stabilité elliptique qui peut se développer sur des longueurs d’ondes arbitrairement petites
en l’absence de viscosité, l’instabilité de Crow est une instabilité dite de grande longueur
d’onde dans la mesure où elle se développe sur une échelle de l’ordre de la distance entre
les vortex (ﬁg. 1.7 b).
Enﬁn, dans le cas d’un ﬂuide tournant au sein d’un conteneur de taille ﬁxée, outre l’in-
stabilité elliptique, d’autres instabilités inertielles peuvent se développer. Si par exemple,
le cisaillement qui s’ajoute à la rotation de base n’est pas dipolaire mais tripolaire ou,
plus généralement, multipolaire (cf. section 1.4.4.2), une instabilité multipolaire peut se
développer sur l’écoulement de base (1.28), le modiﬁant complètement. Cette instabilité,
dont l’étude commence avec l’analyse de stabilité locale de Le Dizès & Eloy (1999), fera
l’objet de la section 2.3.9.
Par ailleurs, dans le cas d’un conteneur axisymétrique en précession, l’écoulement de
base introduit en section 1.4.2 peut se déstabiliser par couplage de modes inertiels, in-
stabilité appelée ici instabilité inertielle de précession. Cette instabilité est bien comprise
22. Notons qu’un unique vortex proche d’une paroi devrait aussi exciter cette instabilité mais cela n’a
pas encore été observé.
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pour le cylindre depuis les travaux théoriques et expérimentaux de Lagrange et al. (2007,
2008, 2011). En revanche, en géométrie sphérique, elle reste mal connue en dépit de l’étude
théorique de Kerswell (1993b) sur l’instabilité d’un ﬂuide non-visqueux dans un sphéroïde
en précession 23. En eﬀet, les résultats numériques de Tilgner & Busse (2001); Lorenzani
(2001); Lorenzani & Tilgner (2001, 2002, 2003) montrent qu’une instabilité dite visqueuse
apparaît dans le cas de ﬂuides en rotation au sein d’une sphère en précession (le méca-
nisme proposé par Kerswell (1993b), basé sur le cisaillement dû à l’ellipticité du conteneur,
ne peut expliquer en l’état une telle instabilité). Cette instabilité a été interprétée (Lo-
renzani & Tilgner, 2003) comme une déstabilisation des couches internes de cisaillement
(voir section 1.3.4). Ainsi, en géométrie sphéroïdale, l’instabilité inertielle de précession
et l’instabilité visqueuse de précession sont toutes deux susceptibles d’être excitées, mais
il n’est pas possible actuellement de distinguer l’une de l’autre en présence d’adhérence
aux parois (voir l’étude de Lorenzani & Tilgner, 2003, qui porte sur ce problème) : nous
regrouperons donc ces instabilités sous le terme générique instabilité de précession 24.
23. Kerswell (1993b) la nomme instabilité de cisaillement, appellation que nous ne retenons pas pour
éviter toute confusion avec l’instabilité de Kelvin-Helmholtz (aussi appelée instabilité de cisaillement).
24. Note : ces deux formes d’instabilité de précession sont capables d’exciter une dynamo (voir respec-
tivement Tilgner, 2005; Wu & Roberts, 2009, pour les instabilités visqueuse et inertielle de précession).
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1.6 Problématique générale
Les sections précédentes ont introduit les mécanismes importants à l’œuvre au sein
des ﬂuides en rotation. Parmi ceux-ci, les instabilités jouent un rôle particulier car leur
apparition modiﬁe profondément l’écoulement ﬂuide. Ainsi, un simple ﬂuide en rotation
au sein d’un conteneur ellipsoïdal est susceptible de se déstabiliser complètement par
excitation de l’instabilité elliptique : l’écoulement devient alors complexe et complète-
ment tridimensionnel. Les forces de marées déformant l’ensemble des enveloppes d’un
astre (atmosphère, océan, manteau, noyau d’une planète, zones convectives et radiatives
d’une étoile, etc.) leur donnant une forme ellipsoïdale, il a été suggéré que l’instabilité
elliptique puisse apparaître au sein des enveloppes ﬂuides de certaines planètes. Une telle
apparition aurait de multiples répercussions géophysiques pour l’astre en question. Par
exemple, l’écoulement, profondément modiﬁé par l’instabilité, n’évacuerait pas la chaleur
avec la même eﬃcacité, ce qui est primordial dans le cas de l’interface noyau liquide -
manteau. Par ailleurs, dans le cas d’un ﬂuide conducteur, l’apparition de l’instabilité a un
eﬀet direct sur le champ magnétique. Enﬁn, la dissipation accrue dans la couche ﬂuide,
liée à la présence de l’instabilité, doit être prise en compte dans l’évolution orbitale de
l’astre. Son apparition au sein d’étoiles doubles permettrait par exemple d’accélèrer leur
synchronisation. Ces quelques exemples montrent que les conséquences de l’instabilité el-
liptique peuvent être importantes, et il importe donc de correctement la caractériser dans
un contexte planétaire. C’est à cela que s’attache ce travail.
Au sein du chapitre 2, la pertinence de l’instabilité elliptique dans un contexte plané-
taire est étudiée. Ainsi, la section 2.3 caractérise l’instabilité elliptique d’un point de vue
hydrodynamique, apportant par exemple un élément de réponse aux question suivantes :
quelle est l’inﬂuence de l’aplatissement polaire d’une planète ? Quelle est la vigueur de
l’écoulement généré par l’instabilité elliptique ? Quel est le surcroît de dissipation liée à
l’apparition de l’instabilité elliptique au sein du noyau liquide d’une planète ? La section
2.4 étudie l’interaction de la libration et des marées, répondant entre autres à la ques-
tion suivante : sous quelles conditions une instabilité elliptique peut-elle être excitée par
libration ? Enﬁn, la section 2.6 considère l’inﬂuence d’un champ thermique sur l’instabi-
lité elliptique. Ce point est important car la plupart des écoulements géophysiques sont
convectifs, et il est donc important de vériﬁer que l’instabilité elliptique peut se développer
sur des tels écoulements.
Le chapitre 3 s’intéresse à l’interaction de l’instabilité elliptique avec un champ ma-
gnétique. En eﬀet, le champ magnétique des astres étant souvent mesuré, il pourrait être
une signature de la présence de l’instabilité elliptique au sein d’un astre. Le problème in-
ductif, posé par le cas d’un astre immergé au sein d’un champ magnétique externe tel que
par exemple Io, soumis au champ magnétique jovien, est d’abord considéré et caractérisé
numériquement, expérimentalement et théoriquement. Le problème dynamo, plus diﬃcile,
qui considère l’excitation spontanée d’un champ magnétique par l’instabilité elliptique,
est également abordé avec les outils numériques et expérimentaux.
Enﬁn, en section 4, les résultats obtenus sont appliqués à diﬀérents astres. En section
4.2, les diﬀérents scénarios pouvant exciter une instabilité elliptique sont présentés dans
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un contexte astrophysique général, liant mécanique des ﬂuides et mécanique céleste. La
stabilité des corps telluriques du système solaire vis à vis de l’instabilité elliptique est alors
réévaluée, et l’étude étendue aux exoplanètes telluriques. En section 4.1, nous considérons
plus particulièrement la Lune primitive. Proposant une nouvelle interprétation de l’origine
du magnétisme lunaire, encore mal expliquée, nous combinons nos résultats pour évaluer
quantitativement la pertinence d’un scénario s’appuyant sur une instabilité inertielle et
démontrons son accord avec les données disponibles. Enﬁn, en section 4.3, le cas des corps
gazeux est abordé, en considérant particulièrement les systèmes extra-solaires à Jupiters
chauds.
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L’instabilité elliptique est une instabilité tridimensionnelle susceptible d’apparaître
dès lors qu’un ﬂuide tournant présente des lignes de courant elliptiques (voir Kerswell,
2002, pour une revue). Cette instabilité générique intervient dans de nombreux systèmes
dans lesquels l’ellipticité provient par exemple d’interactions entre tourbillons ou de parois
déformées. Elle a été étudiée dans le contexte des sillages d’avions (e.g. Leweke & William-
son, 1998a,b), des tourbillons atmosphériques et océaniques (e.g. Afanasyev, 2002), des
noyaux liquides planétaires (e.g. Kerswell & Malkus, 1998), des étoiles doubles (Rieutord,
2003) et des disques d’accrétion (e.g. Goodman, 1993; Lubow et al., 1993; Ryu & Good-
man, 1994). Plus récemment, les eﬀets magnétohydrodynamiques de l’instabilité elliptique
ont été étudiés, avec des applications en turbulence magnétohydrodynamique (Thess &
Zikanov, 2007), ou dans le contexte des processus d’induction à l’œuvre à l’échelle plané-
taire (Lacaze et al., 2006; Herreman et al., 2009).
Dans ce chapitre, des lignes de courant elliptiques, ingrédient fondamental de l’insta-
bilité elliptique, sont obtenues et étudiées en considérant un ﬂuide en rotation au sein
d’un ellipsoïde triaxial. Au-delà de l’aspect fondamental de cette étude de mécanique des
ﬂuides, la pertinence géo- et astrophysique de cette géométrie permet de quantiﬁer la
robustesse de cette instabilité par rapport aux particularités du contexte planétaire. Pour
ce faire, nous nous basons sur des simulations numériques, ce qui nous permet de tester
l’ajout progressif de complexités naturelles. Ainsi, une fois l’instabilité elliptique intro-
duite (section 2.1), le modèle numérique est présenté et validé en section 2.2 avant d’être
utilisé en section 2.3 pour l’étude. L’inﬂuence de l’aplatissement polaire d’une planète est
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étudiée en section 2.3.1, puis les sections 2.3.2 et 2.3.3 s’intéressent respectivement à l’in-
ﬂuence du mouvement orbital et de l’obliquité planétaire. L’outil numérique nous permet
également d’étudier des grandeurs d’intérêt diﬃciles à mesurer expérimentalement telles
que par exemple la vigueur de l’écoulement généré par l’instabilité (section 2.3.4 et 2.3.5)
ou la dissipation associée (section 2.3.6).
Au-delà des complexités géométriques, la présence d’autres forçages à l’échelle plané-
taire, tels que les forçages mécaniques ou thermiques, posent aussi la question de l’exis-
tence de l’instabilité dans un tel contexte. La section 2.4 considère l’interaction entre le
forçage de marées et le forçage de libration. Nous conﬁrmons notamment pour la première
fois qu’une instabilité elliptique peut en eﬀet être excitée par librations, et des premiers
résultats sur cette instabilité sont donnés. En 2.5, l’interaction de l’instabilité elliptique
et de la précession est étudiée. Enﬁn, la section 2.6 montre que l’instabilité elliptique
peut se développer sur des écoulements convectifs, tels que ceux du noyau terrestre, ou
thermiquement stratiﬁés tel que l’est probablement le noyau de Io.
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2.1 Introduction
2.1.1 Historique
Le résumé ci-dessous reprend en partie l’introduction de Kerswell (2002) pour les
études sur l’instabilité elliptique entre les années 70 où elle fut découverte et les années
90. L’instabilité elliptique fut découverte de façon simultanée mais indépendante de part
et d’autre du rideau de fer. À l’ouest, l’instabilité elliptique émerge des travaux déjà
décrits en section 1.1.1, à savoir Crow (1969) , Widnall et al. (1974), Moore & Saﬀman
(1975), Tsai & Widnall (1976), Vladimirov et al. (1983a), Vladimirov & Il’In (1988) et
Robinson & Saﬀman (1984) .
Au même moment, un groupe russe étudie expérimentalement des ellipsoïdes triaxiaux
de ﬂuide. Leurs résultats sont en accord avec les travaux classiques de Greenhill (1879),
Hough (1895) et Poincaré (1910) pour des rotations autour du petit axe (stable) et de
l’axe median (instable) mais des instabilités inattendues apparaissent pour les rotations
autour du grand axe, a priori stable (Gledzer et al., 1974). Des instabilités similaires
sont observées dans un cylindre elliptique (Gledzer et al., 1976), ce que Gledzer et al.
(1976) conﬁrment par une analyse de stabilité linéaire. Revenant aux ellipsoïdes, Gledzer
et al. (1977) étendent cette analyse aux perturbations de vitesse quadratiques en variables
d’espace. Ces résultats sont conﬁrmés ultérieurement par diﬀérentes expériences (Roesner
& Schmieg (1980) pour les ellipsoïdes, Chernous’ko (1978) pour les cylindres, ainsi que
Vladimirov & Vostretsov (1986)).
L’instabilité elliptique fut redécouverte numériquement par Pierrehumbert (1986), ce
qui amena Bayly (1986) à étudier théoriquement la stabilité d’un écoulement elliptique.
L’analyse de Floquet de ce dernier révèle qu’un tel écoulement est linéairement instable
pour des perturbations tridimensionnelles. Landman & Saﬀman (1987) montrent que la
prise en compte de la viscosité dans cette analyse ne modiﬁe pas le mécanisme de l’in-
stabilité. Une interprétation physique de l’instabilité est donnée par Waleﬀe (1990) qui
montre qu’elle provient d’une élongation exponentielle de la vorticité. Un peu auparavant,
Waleﬀe (1989) avait généralisé l’analyse de Gledzer et al. (1976) en géométrie cylindrique,
prédisant par une analyse faiblement non-linéaire que l’instabilité devrait être supercri-
tique. Reprenant cette géométrie, Malkus (1989) révèle expérimentalement les aspects
non-linéaires de l’instabilité qui peut croître, saturer, puis soudainement rendre l’écoule-
ment complètement turbulent avant que l’écoulement ne se relaminarise : le cycle se re-
produit alors à nouveau, produisant un écoulement intermittent. A partir de ce moment,
les études se multiplient. Craik (1989) étudie l’inﬂuence d’une rotation de la déformation
et obtient des résultats en accord avec les expériences antérieures de Boubnov (1978);
Vladimirov et al. (1983b). Ses résultats seront conﬁrmés théoriquement par Gledzer &
Ponomarev (1992) et Kerswell (1994). Considérant un écoulement non-conﬁné, Miyazaki
& Fukumoto (1992) incluent une stratiﬁcation de densité axiale et montrent théorique-
ment que les taux de croissance sont alors toujours réduits. Miyazaki (1993) étudie les
eﬀets combinés d’une telle stratiﬁcation et d’une rotation de la déformation, aboutissant
à une formule analytique du taux de croissance. Revenant à une déformation stationnaire,
Kerswell (1993a) étudie les eﬀets combinés d’un conﬁnement dans un cylindre elliptique
avec un éventuel barreau central, d’une stratiﬁcation axiale ou radiale et d’un champ
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magnétique. Il montre que dans ce cas, une stratiﬁcation axiale est toujours stabilisante
tandis qu’une déformation radiale est toujours déstabilisante pour l’instabilité, ce que
l’étude de Le Bars & Le Dizès (2006) conﬁrme. Il montre également que l’eﬀet du champ
magnétique est également toujours stabilisant (voir aussi Kerswell, 1994). Haj-Hariri &
Homsy (1997) étendent l’analyse de Floquet de Bayly (1986) à un ﬂuide viscoélastique,
travail qui sera complété plus tard par Fabijonas & Holm (2004b) qui considèrent l’insta-
bilité elliptique au sein de ﬂuides complexes. Goodman (1993) est le premier à étudier la
présence de l’instabilité elliptique au sein des disques d’accrétion, portant ainsi son étude
dans un contexte astrophysique. Ses résultats seront conﬁrmés par les simulations numé-
riques 2D de Ryu & Goodman (1994) : le transport de moment angulaire par l’instabilité
dans une telle conﬁguration n’est pas signiﬁcatif (voir aussi les études de Lubow et al.,
1993; Balbus & Hawley, 1998). Dans le même contexte, Lebovitz & Lifschitz (1996b,a)
reconsidèrent le problème classique de la stabilité des ellipsoïdes de Riemann, qui repré-
sentent des modèles très simpliﬁés d’étoiles (voir l’annexe F), et montrent que l’instabilité
elliptique peut s’y développer. Le Dizes et al. (1996) reviennent à un simple écoulement
elliptique non-conﬁné, et considèrent un vortex évoluant en temps. Kerswell & Malkus
(1998) considèrent une oscillation temporelle de la rotation diﬀérentielle entre la défor-
mation et le ﬂuide et suggèrent sa présence au sein de Io et Europe. De façon générale,
l’inclusion d’une dépendance en temps pour un écoulement elliptique peut être désta-
bilisante, comme le montrent les travaux de Craik & Allen (1992); Bayly et al. (1996);
Forster & Craik (1996); Biello et al. (2000). L’évolution non-linéaire de l’instabilité et de
sa saturation, initiée par Waleﬀe (1989), est étudiée théoriquement et numériquement par
Mason & Kerswell (1999) en géométrie cylindrique, conﬁrmant le mécanisme de saturation
proposé. Enﬁn, de nouvelles expériences étudient l’instabilité elliptique dans les sillages
(Leweke & Williamson, 1998b) et dans l’interaction de deux vortex (Leweke & William-
son, 1998a). La littérature sur le sujet se multiplie soudainement à partir des années 2000
et il devient alors diﬃcile de décrire son évolution. Citons quelque contributions de mes
prédecesseurs à l’IRPHE qui constituent une part de l’expérience acquise au laboratoire :
l’extension de l’instabilité elliptique au cas d’un cisaillement multipolaire est étudiée en
géométrie cylindrique par Le Dizès & Eloy (1999); Eloy et al. (2000); Le Dizès (2000);
Eloy & Le Dizès (2001); Eloy et al. (2003), l’apparition de l’instabilité elliptique au sein
de vortex par Le Dizès & Laporte (2002); Lacaze et al. (2005a, 2007); Le Dizès (2008), son
développement en géométrie sphérique, en lien avec des applications géophysiques, par
Lacaze et al. (2004, 2005b, 2006); Le Bars et al. (2007); Herreman et al. (2009); Le Bars
et al. (2010) et Guimbard et al. (2010) ont étudié son interaction avec une stratiﬁcation
axiale en géométrie cylindrique.
2.1.2 Interprétation physique
Bayly (1986), motivé par les simulations spectrales de Pierrehumbert (1986), montre
par une analyse de Floquet que l’écoulement elliptique (1.27) perturbé par des ondes
planes est instable en l’absence de viscosité. Cette analyse est étendue au cas visqueux
par Landman & Saﬀman (1987). Il faut cependant attendre le travail de Waleﬀe (1990)
pour obtenir une véritable interprétation physique de l’instabilité. Ce dernier parvient à
obtenir une solution exacte visqueuse non-linéaire en considèrant l’écoulement de base
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(1.26), qu’il écrit sous la forme
ub =

 0 −(1 + β) 01− β 0 0
0 0 0

x = ez × x+D · x , (2.1)
où x est le vecteur position et D est la matrice de l’écoulement élongationnel de l’écou-
lement elliptique (β étant l’ellipticité des lignes de courant, déﬁnie en section 1.4.4.1).
Considérant une perturbation u de cet écoulement de base, son évolution est régie par
l’équation de Navier-Stokes ou de façon équivalente, par son rotationnel, i.e. l’équation
de la vorticité ω. Ainsi, la vitesse ub + u est régie par l’équation
∂tω + ub ·∇ω = ez × ω +D · ω + 2∂zu−∇×(ω × u) + ν ∇2ω (2.2)
sans aucune approximation. Le premier et le second terme du membre de droite repré-
sentent respectivement l’inclinaison et l’étirement de la perturbation en vorticité de l’écou-
lement de base. Le troisième est l’inclinaison et l’étirement de la vorticité de l’écoulement
de base par la perturbation. Le quatrième et le cinquième sont les termes non-linéaire et
visqueux. Waleﬀe (1990) considère alors une perturbation qui consiste simplement en une
rotation en bloc :
u =
1
2
ω(t)×x . (2.3)
Pour ce type de perturbation, les termes non-linéaire et visqueux sont identiquement nuls.
De plus, le premier et le troisième terme se compensent exactement. Ainsi, l’équation (2.2)
se réduit à ∂tω =D · ω i.e. (cf. équation (2.1))
ω˙1 = −β ω2 (2.4)
ω˙2 = −β ω1 (2.5)
qui admet un mode propre croissant exponentiellement, donné par ω1 = −ω2. Cela dé-
montre qu’une rotation solide avec une vorticité dans la direction de l’élongationnel (i.e.
du cisaillement maximum) est une solution croissante exponentielle exacte non-linéaire
visqueuse du problème. L’instabilité elliptique, i.e. ici l’étirement exponentiel d’une per-
turbation de vorticité, sature en s’écartant de la direction d’étirement, comme l’avait
proposé Waleﬀe (1989) dans sa thèse, ce qui a été conﬁrmé expérimentalement par Gled-
zer et al. (1974) et Eloy (2000).
Waleﬀe (1990) montre également clairement le caractère paramétrique de l’instabilité
elliptique en prouvant que cette dernière peut être décrite par un type d’équation usuel
pour les oscillateurs paramétriques, une équation de Ince (Magnus, 1966). En eﬀet, si
l’écoulement de base (1.26) est perturbé par une onde plane d’amplitude X, alors Waleﬀe
(1990) montre que l’évolution de cette perturbation est donnée par
(1− ξ cos 2φ) X¨ + 4 ξ sin(2φ) X˙ + ξ2X = 0 , (2.6)
où ξ et ξ2 sont des constantes, et φ la phase du vecteur d’onde. Avec Z = (1− ξ cos 2φ)X,
cette équation se met sous la forme standard d’une équation de Hill :
(1− ξ cos 2φ) Z¨ + (C − 4 ξ cos 2φ) Z = 0 , (2.7)
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Figure 2.1 – Taux de croissance σ de l’instabilité elliptique en fonction de la défor-
mation β des lignes de courant. La ligne continue correspond à l’analyse de Floquet de
l’écoulement (1.26), pertinent en géométrie cylindrique. L’accord avec les valeurs obtenues
numériquement (ronds) par Pierrehumbert (1986) est excellent jusqu’à des ellipticités de
l’ordre de β ≈ 0.8. Ces dernières sont légèrement inférieures, probablement du fait des
contraintes de conditions aux limites du calcul numérique (Bayly, 1986). La ligne in-
terrompue correspond à l’écoulement (1.24), au sein d’un ellipsoïde avec l’aplatissement
optimal c =
√
ab = (1 − β2)1/4 et un facteur multiplicatif supplémentaire √1− β2 pour
que les échelles de temps soient les mêmes (cf. section 1.4.4.1)
.
d’une forme très proche de l’équation de Mathieu pour les petits A (cf. section 1.5),
conﬁrmant le caractère paramétrique de l’instabilité. Ce type d’équation étant bien connu,
l’arsenal mathématique associé peut alors être utilisé, ce qui permet par exemple à Waleﬀe
(1990) de construire des solutions analytiques localisées, en lien direct avec les résultats
antérieurs de Bayly (1986).
Enﬁn, Waleﬀe (1990) obtient analytiquement le taux de croissance de cette perturba-
tion dans la limite des petites ellipticités :
σ =
9
16
β, (2.8)
en accord avec l’analyse de Floquet de Bayly (1986). Nous avons mené à nouveau l’analyse
décrite par Bayly (1986), et les résultats sont représentés en ﬁgure 2.1, montrant que la
pente de 9/16 à l’origine est une bonne approximation jusqu’à des ellipticités relativement
élevées. Notons un maximum σ ≈ 0.354, obtenu pour β ≈ 0.81.
La stabilité de l’écoulement de base (1.24) dans un ellipsoïde triaxial x2/a2 + y2/b2 +
z2/c2 = 1 a été étudiée par Gledzer et al. (1977), étude reprise par Kerswell (2002). Cette
analyse de stabilité étant décrite et étendue à un écoulement plus général en annexe D, elle
n’est pas reprise ici et nous nous contentons d’en donner le résultat : dans le cas particulier
de l’écoulement (1.24), le taux de croissance de petites rotations solides perturbatives est
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donné par
σ =
√
(b2 − c2)(c2 − a2)
(b2 + c2)(a2 + c2)
, (2.9)
nul pour a = c ou a = b (i.e. pour un sphéroïde). Cette expression admet un maximum
σmax = (b − a)/(a + b) pour c =
√
ab = (1 − β2)1/4. Pour cet aplatissement optimal, la
ﬁgure 2.1 montre que σ a la même allure que le taux de croissance donné par l’analyse
de Floquet pour un écoulement non-conﬁné. Le cas limite β → 0 pour cet aplatissement
optimal vaut
σ =
β
2
− β
3
8
+O(β4) (2.10)
ce qui donne bien une pente à l’origine légèrement inférieure à 9/16. La ﬁgure 2.1 montre
qu’un maximum σ ≈ 0.3 est également obtenu pour β = [1/2 · (√5− 1)]1/2 ≈ 0.786.
2.1.3 Approche locale, approche globale
L’approche locale consiste à considérer de façon lagrangienne un écoulement non-
conﬁné perturbé par une onde plane. Cela revient à ne considérer que des perturbations
de courtes longueurs d’onde. Cette approche, initiée par Bayly (1986) et Craik & Criminale
(1986) pour l’instabilité elliptique, s’est progressivement raﬃnée jusqu’aux travaux sur la
méthode WKB dans le cadre de l’hydrodynamique de Friedlander & Vishik (1991) et
Lifschitz & Hameiri (1991). L’approche locale permet d’obtenir les taux de croissance,
souvent sous forme analytique explicite, et permet de prouver qu’une simple ligne de
courant elliptique est intrinsèquement instable.
L’approche globale considère un écoulement de base, éventuellement conﬁné, et le dé-
compose en ses modes normaux. Cette approche permet donc de tenir compte des eﬀets
de conﬁnement et de suivre l’évolution de l’instabilité mode par mode. Il est possible
d’étendre cette approche à une analyse faiblement non-linéaire : l’évolution temporelle de
l’instabilité peut alors être calculée, mode par mode, depuis sa croissance initiale expo-
nentielle jusqu’à sa saturation. Dans le cadre de l’instabilité elliptique, cette approche a
été développée par Eloy et al. (2000, 2003) en géométrie conﬁnée cylindrique, en se basant
sur les modes de Kelvin (section 1.3.2.3). En géométrie conﬁnée sphérique, Lacaze et al.
(2004, 2005b) ont conﬁrmé la pertinence d’une telle approche. Les instabilités inertielles
résultant d’une résonance triadique de modes normaux n’apparaissent alors que si les
conditions suivantes, appelées conditions de résonance, sont vériﬁées :
m2 −m1 = m (2.11)
ω2 − ω1 = ω (2.12)
k2 − k1 = k (2.13)
où mi, ωi et ki sont respectivement les nombre d’onde azimutaux, les pulsations et les
nombres d’onde radiaux des deux modes normaux en résonance avec le forçage de nombre
d’onde azimutalm, de pulsationm et de nombre d’onde radial k. Dans le cas particulier de
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l’instabilité multipolaire par exemple, les conditions de résonance pour un élongationnel
ﬁxe dans le référentiel inertiel sont données par (e.g. Eloy & Le Dizès, 2001) : ω = 0 et
k = 0, m étant l’ordre de la symétrie de la perturbation élongationnelle (m = 2 pour
l’instabilité elliptique). Dans le cas de l’instabilité inertielle de précession en géométrie
cylindrique (e.g. Lagrange et al., 2008), le forçage de précession donne m = 1 tandis que
ω et k sont la pulsation et le nombre d’onde radial du mode de Kelvin forcé qui constitue
l’écoulement de base (e.g. Lagrange et al., 2008, 2011).
2.2 Approche numérique
D’un point de vue numérique, la plupart des études de l’instabilité elliptique consi-
dèrent la dynamique 3D de deux vortex déformés initialement 2D (e.g. Lundgren & Man-
sour, 1996; Sipp & Jacquin, 1998; Lacaze et al., 2007; Roy et al., 2008). En eﬀet, le
travail pionnier de Pierrehumbert (1986) montre numériquement la présence de cette
instabilité pour un écoulement plan associé à un vortex elliptique au sein d’une boîte,
avec des conditions de glissement et une périodicité supposée dans la direction axiale :
le problème linéaire aux valeurs propres est alors résolu par une méthode spectrale, et
le taux de croissance de l’instabilité obtenu. Les études numériques en milieu conﬁné
sont moins nombreuses. Mason & Kerswell (1999) utilisent un système de coordonnées
elliptico-polaire non-orthogonal aﬁn de résoudre l’écoulement dans un cylindre déformé
par des méthodes spectrales ; l’évolution temporelle non-linéaire de deux modes diﬀérents
de l’instabilité elliptique est alors calculée avec des conditions d’adhérence sur les pa-
rois latérales et des conditions de glissement sur les parois inférieure et supérieure du
cylindre. Seyed-Mahmoud et al. (2000) obtiennent numériquement les fréquences et les
taux de croissance de l’instabilité dans des ellipsoïdes et des coquilles ellipsoïdales en
utilisant une méthode de Galerkin linéaire, en projetant l’écoulement sur une sélection
d’ondes inertielles. Finalement, Ou et al. (2007) étudient la stabilité de domaines ﬂuides
ellipsoïdaux compressibles auto-gravitants et soulignent l’apparition de l’instabilité ellip-
tique. Cependant, jusqu’ici, l’évolution non-linéaire visqueuse de l’instabilité elliptique au
sein d’un conteneur n’a pas encore été simulée numériquement. Cette section présente
une méthode numérique permettant de telles simulations. Le modèle numérique est validé
par comparaison avec les résultats de la littérature sur un ﬂuide en rotation au sein d’un
ellipsoïde triaxial faiblement déformé.
2.2.1 Méthode numérique utilisée
Dans notre étude de l’instabilité elliptique, le problème à résoudre numériquement
peut se décrire génériquement sous la forme suivante : au sein d’une géométrie non-
axisymétrique à parois ﬁxes, quel est l’écoulement d’un ﬂuide en rotation ? La conﬁgu-
ration de référence dans ce travail est issue des études expérimentales dans un ellipsoïde
faiblement déformé (Lacaze et al., 2004, 2005b; Herreman et al., 2009; Le Bars et al.,
2010). Dans ces expériences, une cavité sphérique de rayon R, moulée dans un cylindre
de silicone, est remplie avec du liquide et mise en rotation à vitesse angulaire constante
Ω autour de l’axe (Oz). Le cylindre est alors légèrement compressé d’une quantité s selon
(Ox), perpendiculairement à l’axe de rotation. La cavité devient alors un ellipsoïde triaxial
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Figure 2.2 – Schéma du problème considéré : un ﬂuide est en rotation dans un ellip-
soïde triaxial d’axes (a, b, c), liés au référentiel (Ox,Oy,Oz), avec une vitesse tangentielle
constante le long des parois dans chaque plan perpendiculaire à l’axe de rotation Ω.
d’axes (a, b, c) = (R− s,R+ s,R), avec une ellipticité équatoriale β = (b2 − a2)/(a2 + b2)
et une vitesse tangentielle constante le long de la paroi déformée, égale à ΩR à l’équateur.
Une telle conﬁguration est le modèle le plus simple d’un noyau planétaire liquide sans
graine solide interne, au sein d’un manteau déformé par les forces de marées, avec une
vitesse tangentielle constante. De façon similaire, notre modèle numérique de référence
résout l’écoulement d’un ﬂuide en rotation au sein d’un ellipsoïde d’axes (a, b, c) liés au
référentiel (Ox,Oy,Oz), avec une vitesse tangentielle constante le long de la paroi dans
chaque plan perpendiculaire à l’axe de rotation Ω (ﬁg. 2.2). La longueur c de l’axe polaire
peut être choisie indépendamment des autres longueurs a et b (avec b > a), ce que ne per-
mettait pas le dispositif expérimental. De plus, l’axe de rotation de l’ellipsoïde peut être
incliné par rapport à l’axe polaire, ce qui nous permettra d’étudier l’inﬂuence de l’obli-
quité en section 2.3.3 ou l’interaction avec la précession en section 2.5. Notons cependant
que, par défaut, c sera égal à la moyenne des axes équatoriaux Req = (a+b)/2, et l’axe de
rotation sera selon (Oz), de même que dans le dispositif expérimental. Dans toutes nos
simulations, le ﬂuide est initalement au repos, puis soudainement, une vitesse angulaire
constante est imposée de sorte que la vitesse tangentielle le long de la paroi déformée
dans chaque plan perpendiculaire à l’axe de rotation soit égale à Ω (a′ + b′)/2, où a′ et
b′ sont les axes de la paroi elliptique dans ce plan. Nos résultats sont adimensionnés par
l’échelle de longueur Req et l’échelle de temps Ω−1. Ainsi, cinq nombres adimensionnels
permettent de caractériser le système : le nombre d’Ekman E = ν/(Ω R2eq), où ν est la
viscosité cinématique du ﬂuide, l’ellipticité β = (b2 − a2)/(a2 + b2) de la déformation, le
rapport d’aspect c/b qui quantiﬁe l’aplatissement de l’ellipsoïde, et ﬁnalement l’inclinai-
son θ et la déclinaison φ de l’axe de rotation. Le problème résolu numériquement est donc
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régi par le système d’équations
∂u
∂t
+ u · ∇u = −∇p+ E △ u− 2 Ω∗c × u , (2.14)
∇ · u = 0 , (2.15)
où des conditions d’adhérence à la paroi sont utilisées pour le ﬂuide. Notons que nous
travaillons toujours dans un référentiel où les parois de l’ellipsoïde sont ﬁxes, ce qui cor-
respond au référentiel inertiel de référence dans la plupart des cas. La force de Coriolis
−2 Ω∗c × u est uniquement utilisée en section 2.3.2 où l’ellipsoïde est entièrement soumis
à une rotation supplémentaire Ω∗c ez.
Dans la plupart des travaux, les études numériques des noyaux liquides planétaires
approximent les noyaux par une sphère ou un sphéroïde, ce qui permet d’exploiter l’axisy-
métrie par décomposition spectrale. Les méthodes spectrales, à la fois rapides et précises,
ne peuvent cependant pas être appliquées aisément à notre cas où l’axisymétrie est brisée.
Nos simulations sont donc menées avec un code basé sur la méthode des éléments ﬁnis.
Ce type de code est largement utilisé en ingénierie car des géométries complexes peuvent
être considérées, ce qui constitue d’ailleurs un des points forts de ce type de méthode nu-
mérique. Ainsi, l’implémentation de notre ellipsoïde triaxial et des conditions aux limites
nécessaires se fait assez simplement, le prix à payer étant un coût de calcul accru par rap-
port à des méthodes spectrales. Avec le logiciel commercial COMSOL Multiphysicsr, un
maillage non-structuré d’éléments tétrahédriques est créé. Les éléments utilisés sont des
éléments standards de Lagrange P1−P2, linéaires pour la pression et quadratiques pour
le champ de vitesses. Notons qu’aucune technique de stabilisation n’est utilisée dans ce
travail. L’avance en temps est régie par un solveur IDA (Implicit Diﬀerential-Algebraic),
basé sur un schéma BDF (Backward Diﬀerencing Formulas), décrit par Hindmarsh et al.
(2005). A chaque pas de temps, le système est résolu avec le solveur direct linéaire pour
matrices creuses PARDISO 1.
L’instabilité elliptique induit une déstabilisation 3D des lignes de courant initalement
2D et elliptiques. Pour étudier ses propriétés globales, il est donc naturel d’introduire la
valeur moyenne de la vitesse verticale en valeur absolue W = 1V
∫∫∫
V |w| dτ , avec w la
vitesse adimensionnelle verticale et V le volume de l’ellipsoïde. L’évolution typique de W
en fonction du temps est représenté en ﬁgure 2.3a pour E = 1/500 et β = 0.317. À t = 0,
le ﬂuide est au repos au sein de l’ellipsoïde, et la condition d’adhérence à la paroi met
progressivement le ﬂuide en rotation. Le premier pic sur W , juste après t = 0, provient
du pompage d’Ekman (section 1.3.3) qui apparaît durant le spin-up (section 1.3.5) i.e.
sur une durée de l’ordre du temps d’Ekman tE = E−1/2 Ω−1, beaucoup plus court que
le temps typique de diﬀusion visqueuse tv = R2eq/ν = E
−1 Ω−1 (Benton & Clark, 1974).
En ﬁgure 2.3a par exemple, le temps adimensionnel d’Ekman donne ΩtE ≈ 22, en accord
avec l’évolution de W . Une fois le ﬂuide en rotation, l’écoulement est essentiellement
bidimensionnel avec des lignes de courant elliptiques, ce qui correspond à l’écoulement de
base de l’instabilité elliptique. Cette dernière croît alors exponentiellement, passe par un
overshoot puis atteint un état de saturation stationnaire. Déﬁnissant le taux de croissance
σ de l’instabilité elliptique comme la constante de temps de la croissance exponentielle,
1. www.pardiso-project.org
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(a) (b)
Figure 2.3 – Simulations pour E = 1/500, β = 0.317 et c = (a + b)/2. (a) Évolution
temporelle de la valeur moyenne de la vitesse verticale, montrant la phase de spin-up
(Ω tE ≈ 22), la croissance exponentielle de l’instabilité elliptique (ﬁt exponentiel avec un
taux de croissance σ = 0.352) et sa saturation. (b) Convergence avec le nombre de degrés
de liberté (DoF) du taux de croissance σ et de la puissance dissipée Pdissip à saturation.
Les résultats présentés en (a) sont calculés avec 42459 DoF.
la ﬁgure 2.3b représente une étude de convergence numérique du taux de croissance en
fonction du raﬃnement du maillage. Le nombre de degrés de liberté (ou DoF pour Degrees
of Freedom) du problème est choisi entre 4 · 104 DoF et 7 · 104 DoF en fonction de
l’ellipticité et du nombre d’Ekman, ce qui est un bon compromis entre précision et temps
CPU raisonnable.
2.2.2 Validation de la méthode numérique
Une première validation visuelle est donnée en comparant la forme de l’écoulement
observée expérimentalement (ﬁg. 2.4a) avec l’écoulement issu des simulations numériques
(ﬁg. 2.4b). La forme usuelle en S du spin-over est retrouvée (Lacaze et al., 2004), issue
de la rotation supplémentaire qui apparaît dans le plan équatorial, pointant dans le voisi-
nage de la direction d’élongation. Aﬁn de valider quantitativement le modèle numérique,
l’évolution du taux de croissance de l’instabilité est comparée en ﬁgure 2.5 à la théorie
linéaire donnée par Lacaze et al. (2004) pour de faibles ellipticités :
σ
β
=
1
2
−K
√
E
β
, (2.16)
où K est une constante égale à K = 2.62 dans la limite des petits β (Hollerbach &
Kerswell (1995); Lacaze et al. (2004)). Notons que le second terme dans le membre de
droite de l’équation 2.16 correspond à l’amortissement visqueux du taux de croissance dû
à la présence des couches d’Ekman proches des parois (voir Kudlick, 1966; Hollerbach &
Kerswell, 1995). L’expression (2.16) donne un nombre d’Ekman critique (σ = 0) pour le
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(a) (b)
Figure 2.4 – Validation des simulations numériques. (a) Visualisation au Kalliroscope
du mode de spin-over dans le plan méridien de l’élongation maximale pour E = 1/4000 et
β = 0.16. La forme typique en S de l’axe de rotation est due à la combinaison de la rotation
principale imposée par la paroi et du mode de spin-over, qui correspond à une rotation
dans le plan équatorial. (b) Coupes du champ de vitesse ||u|| et iso-surface ||u|| = 0.15 à
saturation de l’instabilité elliptique pour E = 1/344, β = 0.317, c = (a + b)/2 et 49900
DoF. La forme en S du spin-over est retrouvée.
seuil de l’instabilité égal à :
Ec =
(
β
2 K
)2
. (2.17)
Proche du seuil, les résultats numériques sont en très bon accord avec la théorie linéaire,
jusqu’à des ellipticités de l’ordre de β ≈ 0.5. Notons en particulier que tous les points
correspondant à diﬀérents (β,E) se superposent lorsque σ/β est exprimé en fonction de√
E/β (voir formule 2.16). Ce point est particulièrement intéressant pour les applications
planétaires pour lesquelles les très faibles valeurs de E ne sont pas atteignables avec les
moyens de calculs actuels mais peuvent être compensées par des ellipticités β plus élevées.
Finalement, lorsque l’ellipticité est trop élevée (β > 0.5), la ﬁgure 2.5 montre que le
taux de croissance décroît. L’instabilité elliptique ﬁnit par disparaître pour de trop grandes
ellipticités, au moment où les couches d’Ekman des parois en opposition se perturbent
de manière importante. Notons que la position du taux de croissance maximal σ avec
l’ellipticité est obtenue autour de β = 0.5, de façon relativement indépendante du nombre
d’Ekman. Cela indique que la décroissance est probablement due à des eﬀets géométriques
liés aux fortes ellipticités en jeu, plutôt qu’à des eﬀets d’atténuation visqueuse 2.
2. Il est diﬃcile de lier ce maximum avec le maximum de la ﬁgure 2.1 dans la mesure où les échelles de
temps en jeu ne sont pas les mêmes : ici, lorsque β → 1, l’écoulement tend vers un écoulement de Couette
plan et non vers un écoulement nul (voir section 1.4.4.1 pour plus de détails).
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Figure 2.5 – Validation des simulations numériques. Évolution du taux de croissance
pour (E ≥ 1/2000, β ≤ 0.95, c = (a + b)/2) et comparaison avec la théorie linéaire,
représentée par la ligne discontinue. Le coeﬃcient 2.62 est valide dans la limite des faibles
ellipticités (Lacaze et al., 2004). Un bon accord est obtenu pour des ellipticités allant
jusqu’à des valeurs de 0.5.
2.3 Particularités hydrodynamiques
Dans cette section, seule l’hydrodynamique est considérée. Des complications sup-
plémentaires importantes présentes dans un contexte planétaire sont quantiﬁées : (i) l’in-
ﬂuence de l’aplatissement de l’ellipsoïde (e.g. aplatissement au niveau des pôles sur Terre),
(ii) l’inﬂuence de l’ajout d’une force de Coriolis, ce qui revient à prendre en compte le
mouvement orbital de l’astre compagnon responsable de la déformation et (iii) l’inﬂuence
de l’inclinaison de l’axe de rotation par rapport au plan de déformation i.e. l’obliquité. On
s’intéressera également à deux quantités importantes pour les applications planétaires, à
savoir (i) l’amplitude de l’instabilité à saturation, et (ii) la puissance dissipée par l’insta-
bilité.
2.3.1 Influence de l’aplatissement
Le mode de spin-over est le mode de l’instabilité elliptique le plus connu en géométrie
ellipsoïdale. De fait, il correspond au mode excité expérimentalement lorsque l’on déforme
une sphère ou une coquille sphérique à l’aide de deux rouleaux ﬁxes (Lacaze et al., 2004,
2006). Cependant, dans ce cas particulier, l’axe médian de l’ellipsoïde est aligné avec l’axe
de rotation, ce qui est très rarement le cas des planètes ou des étoiles. En eﬀet, la rotation
propre des astres engendre dans la plupart des cas un aplatissement beaucoup plus grand
que la déformation de marées, ce qui implique que l’axe polaire est alors le plus petit axe
des trois. La situation est encore plus prononcée pour certaines étoiles, comme Regulus
A dont le rayon équatorial moyen est d’environ 32% plus grand que son rayon polaire
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(McAlister et al., 2005).
Les premiers travaux sur ce point commencent avec Kerswell (1994) qui considère la
base des modes inertiels d’un sphéroïde oblate (a = b). Valide dans la limite des faibles
ellipticités équatoriales, cette approche lui permet de calculer les 60 premières résonances
sub-harmoniques exactes et leur taux de croissance σ pour diﬀérentes valeurs d’aplatis-
sement c/b. La modiﬁcation de σ par l’aplatissement peut être obtenue analytiquement
dans le cas particulier du spin-over en partant de l’écoulement de base (1.24) que l’on
rappelle ici :
ub = −a
b
y ex +
b
a
x ey, (2.18)
et en recherchant les perturbations non-visqueuses linéaires en coordonnées d’espace. Ici,
ex et ey sont respectivement les vecteurs unitaires de (Ox) et de (Oy). Dans un domaine
ouvert, cet écoulement correspond à des lignes de courant elliptiques avec une ellipticité
β = (b2 − a2)/(b2 + a2) comme dans le modèle numérique, avec une vitesse tangentielle
variable. La ﬁgure 2.6 montre que cet écoulement théorique représente une très bonne
approximation de notre écoulement de base même si une vitesse tangentielle constante
est imposée à notre paroi elliptique, ce qui génère une petite recirculation visqueuse en
proche paroi. Pour un tel écoulement, nous avons vu (section 2.1) que le taux de croissance
non-visqueux est :
σ =
√
(b2 − c2)(c2 − a2)
(b2 + c2)(a2 + c2)
(2.19)
Ce taux de croissance théorique est valable pour le spin-over, i.e. pour a ≤ c ≤ b seulement,
et est nul pour c = b ou c = a. Un maximum σmax = (b − a)/(a + b) est obtenu pour
c =
√
ab. On peut remarquer que l’expression (2.16) conduisant à σ = β/2 dans le cas
non-visqueux est retrouvée avec a = Req + s et b = Req − s dans la limite s ≪ Req et
donc β → 0. Notons que la valeur expérimentale c = (a+ b)/2 est très proche de c = √ab
pour de faibles ellipticités, ce qui conduit à des taux de croissance voisins ; même pour
une ellipticité de 0.7 par exemple, la diﬀérence entre le taux de croissance calculé pour
c = (a+ b)/2 et la valeur maximale (obtenue pour c =
√
ab) est de seulement 2 %.
Les résultats numériques sont présentés en ﬁgure 2.7. Aﬁn de les comparer avec la
prédiction analytique non-visqueuse (2.19), un terme d’amortissement visqueux −K√E
est ajouté à (2.19). Un excellent accord théorie/simulations est trouvé pour a ≤ c ≤ b,
ce qui représente une validation supplémentaire de notre approche. Cependant, on trouve
une constante K ≈ 2.5 légèrement diﬀérente de la constante théorique K = 2.62 attendue
pour le mode de spin-over dans la limite des faibles ellipticités. En fait, cette constante
varie avec la déformation comme l’indique notre étude systématique à β = 0.42 qui mène,
par ajustement, àK = 2.78. Néanmoins, on peut remarquer queK reste toujours du même
ordre de grandeur. On peut également remarquer qu’en raison d’une relative dispersion
des résultats numériques présentés en ﬁgure 2.5, une constante K = 2.5 par exemple reste
correcte. Par conséquent, dans ce qui suit, nous utiliserons K = 2.5.
En plus de conﬁrmer la loi théorique de Gledzer & Ponomarev (1992), nous sommes
maintenant en mesure d’explorer la gamme c ≤ a ou c ≥ b, où d’autres modes, non-
linéaires en coordonnées d’espace, peuvent se développer. Comme le montre la ﬁgure 2.7,
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(a) (b)
(c)
Figure 2.6 – Vitesse azimutale vθ pour E = 0.011, β = 0.1, c = a+b2 . (a) Coupe selon
(Oy) à x = 0. (b) Coupe selon (Ox) à y = 0. (c) Coupe dans le plan équatorial de la
composante selon (Oz) de la vorticité (lignes continues). Les lignes discontinues rouges en
ﬁgures (a) et (b) représentent l’écoulement de base théorique (2.18), qui admet une vitesse
tangentielle variable le long des lignes de courant elliptiques. Un bon accord est obtenu
avec les résultats numériques, excepté dans la ﬁne couche visqueuse de proche paroi, où des
cellules de recirculation apparaissent aﬁn de raccorder la condition de vitesse constante à
la paroi.
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Figure 2.7 – Inﬂuence de la longueur c de l’axe polaire de l’ellipsoïde (aligné avec l’axe
de rotation) sur la sélection de mode de l’instabilité elliptique (E = 1/688, β = 0.317). (a)
Variation du taux de croissance σ en fonction de l’aplatissement c/b. Un excellent accord
entre l’expression (2.19), représentée par la ligne continue, et les calculs numériques est
obtenu. (b) Variation de la fréquence principale du mode sélectionné, déterminée par une
analyse de Fourier une fois l’état saturé atteint. Notons qu’un mode de spin-over avec
une longueur d’onde de 1 est obtenu pour c/b ≈ 1.6 (ωmode ≈ 0).
(a) (b)
Figure 2.8 – Visualisations des champs de vitesses de diﬀérents modes de l’instabilité
elliptique (paramètres : E = 1/700, β = 0.317). (a) Coupe équatoriale du champ de vitesse
||u|| et iso-surface ||u|| = 0.22 pour le mode (1,3) (c/b = 0.65). (b) Coupe équatoriale du
champ de vitesse ||u|| et iso-surface ||u|| = 0.18 pour le mode (0,2) (c/b = 1.1).
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Figure 2.9 – Évolution du taux de croissance en présence d’une rotation globale (β =
0.317 et Etot = ν/(Ωtot R2eq) = 10
−3, où Ωtot prend en compte la rotation globale et la
rotation du ﬂuide, i.e. Ωtot = Ωc +Ω). (a) c = (a+ b)/2, i.e. c/b = 0.86 : le spinover est
alors excité en l’absence de rotation globale (i.e. pour Ωc = 0). Un bon accord est trouvé
avec la solution analytique (ligne continue rouge). Lorsque Ωc diminue, d’autres modes
apparaissent avec une plus petite longueur d’onde. (b) c/b = 0.65 : le mode (1, 3) est alors
excité en l’absence de rotation globale. D’autres modes peuvent être excités : • représente
le mode (1, 3), N le spinover,  le mode (−1, 1) avec une longueur d’onde le long de l’axe
de rotation, et les ∗ correspondent à d’autres modes.
diﬀérents modes de l’instabilité elliptique, caractérisés par leur fréquence d’oscillation
principale, apparaissent selon le rapport c/b (voir aussi la ﬁgure 2.8 pour une visualisation
de ces modes instationnaires). La variation de l’aplatissement est donc similaire à la varia-
tion du rapport d’aspect dans le cas d’un cylindre elliptique déformé (Eloy et al., 2003).
Puisque l’instabilité elliptique provient d’une résonance paramétrique de deux ondes iner-
tielles de nombres azimutaux m et m+ 2 avec le champ de cisaillement imposé, le mode
correspondant est noté (m,m+ 2), et oscille à la fréquence ωmode = m+ 1. Par exemple,
le mode de spin-over correspond au mode stationnaire (−1, 1) avec une demi-longueur
d’onde le long de l’axe de rotation. Selon la ﬁgure 2.7b, le mode (1, 3) peut être observé
lorsque c < b et le mode (0, 2) lorsque c > a. Pour des rapports encore plus grands,
le mode (−1, 1) réapparaît mais avec un plus grand nombre de longueurs d’onde que le
spin-over. Notons enﬁn que le conﬁnement géométrique interdit tout mode stationnaire
pour c < a.
2.3.2 Influence de la rotation de la déformation
En géo- ou astrophysique, la déformation de marées d’un corps (planète, satellite ou
étoile) n’est pas immobile mais en rotation du fait du mouvement orbital de l’attrac-
teur. L’inﬂuence de cette rotation, appelée rotation globale ci-dessous, sur l’instabilité
elliptique a été étudiée théoriquement par une approche WKB (Craik, 1989; Miyazaki,
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1993; Leblanc, 1997; Le Dizès, 2000), une analyse en modes normaux (Gledzer & Pono-
marev, 1992; Kerswell, 1994) mais aussi numériquement pour des vortex particuliers tels
que des vortex de Stuart (Leblanc & Cambon, 1998; Potylitsin & Peltier, 1999) ou de
Taylor-Green (Sipp et al., 1999). L’inﬂuence de cette rotation a également été étudiée
expérimentalement dans des cylindres déformés (Vladimirov et al., 1983b; Le Bars et al.,
2007) et des ellipsoïdes (Boubnov, 1978; Le Bars et al., 2010). Tous ces travaux montrent
que cette rotation globale a un eﬀet stabilisant sur les vortex cycloniques, et un eﬀet
déstabilisant sur les vortex anti-cycloniques, excepté dans le cas où la rotation globale
compense quasiment la rotation de l’écoulement de base, auquel cas l’instabilité elliptique
disparaît.
L’expression théorique du taux de croissance pour des perturbations linéaires en espace
(ce qui correspond au spinover usuel) peut être obtenue à l’aide de l’approche développée
par Gledzer & Ponomarev (1992) que l’on étend ici au cas où une rotation globale à la
vitesse angulaire Ωc ez = Ω∗c Ω ez est présente :
σ =
√
(b2 − c2 + 2 Ω∗c a b)(c2 − a2 − 2 Ω∗c a b)
(b2 + c2)(a2 + c2)
. (2.20)
Notons que ceci est un cas particulier d’une analyse de stabilité plus générale développée en
annexe D dans le cas d’un ellipsoïde en précession. Ainsi, en présence de rotation globale,
la gamme d’existence du spinover est modiﬁée et s’échelonne entre c = b
√
1 + 2Ω∗ca/b et
c = a
√
1 + 2 Ω∗c b/a, le maximum théorique étant maintenant atteint pour
c2
a b = Ω
∗
c +√
1 + Ω∗c (a/b+ b/a+Ω∗c). Dans notre modèle numérique, l’ajout d’une force de Coriolis
est immédiat 3 et les résultats numériques sont présentés en ﬁgure 2.9a. Une fois encore, ils
sont en accord avec la prédiction théorique dès lors que le terme d’amortissement visqueux
−2.5√E, trouvé en section 2.3.1 est ajouté à l’expression non-visqueuse (2.20). D’autres
modes sont excités en dehors de la bande de résonance du spinover, ce qui avait déjà été
observé expérimentalement par Le Bars et al. (2010).
Finalement, on peut étudier comment l’aplatissement et la rotation globale inter-
agissent l’un avec l’autre. Considérant par exemple un ellipsoïde oblate avec un rapport
d’aspect c/b tel que le mode (1, 3) soit excité en l’absence de rotation globale, la ﬁgure
2.9b montre que le spinover est retrouvé lorsque l’on diminue Ωc. Plus généralement, on
trouve que le mode (−1, 1) est le plus instable dans le domaine anticyclonique jusqu’à
une valeur Ωc/Ωtot . −1 où l’écoulement se restabilise, en accord avec les conclusions de
Le Bars et al. (2010).
2.3.3 Influence de l’obliquité
Dans les noyaux planétaires, les déformations de marée sont généralement dans le plan
orbital plutôt que dans le plan équatorial, ce qui signiﬁe qu’elles ne sont pas orthogonales
à l’axe de rotation. Les travaux antérieurs ne prennent pas en compte ce phénomène,
même si l’obliquité peut être importante, par exemple 23◦26′ pour la Terre. Dans cette
section, nous étudions donc l’eﬀet d’obliquité en considérant que la forme du corps reste
un ellipsoïde triaxial en première approximation.
3. La déformation elliptique reste ainsi ﬁxe dans le référentiel de calcul.
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Figure 2.10 – (a) Norme de la vitesse à la paroi externe de l’ellipsoïde. (b) Évolution du
taux de croissance σ avec l’obliquité θ pour E = 1/600 (vitesse angulaire ﬁxée) et deux
valeurs d’ellipticité β = 0.317 et β = 0.42. Les lignes −− correspondent à l’expression
(2.19), qui prend en compte les valeurs apparentes des axes vues du plan équatorial, tandis
que les lignes continues correspondent à l’expression (2.16) en considérant simplement
la valeur de l’ellipticité apparente vue du plan équatorial. Le coeﬃcient K (correction
visqueuse de σ) est déterminé pour θ = 0◦ puis maintenu constant.
Du point de vue numérique, l’axe de rotation est incliné et orienté selon le vecteur
unitaire kc = (cos(φ) sin(θ), sin(φ) sin(θ), cos(θ)), où φ est l’azimut, et θ la colatitude
en coordonnées sphériques (ﬁg. 2.2). Supposant par exemple que l’axe de rotation est
incliné dans le plan (Oxz) (i.e. φ = 0), on peut étudier l’inﬂuence de l’obliquité θ sur
l’instabilité elliptique. Pour θ = 0, on retrouve naturellement la conﬁguration usuelle
avec β = (b2 − a2)/(b2 + a2) et un rapport d’aspect c/b. Pour θ = π/2, on retrouve les
résultats de la section 2.3.1 en échangeant a et c, i.e. β = |b2 − c2|/(b2 + c2) et le rapport
d’aspect vaut maintenant a/b. Entre ces deux cas limites, les lignes de courant dans les
plans perpendiculaires à l’axe de rotation restent des ellipses, mais leurs centres ne sont
plus sur l’axe de rotation, excepté pour le plan équatorial z = 0. Notons que même si
cela ressemble à l’écoulement considéré par Kerswell (1993b), le référentiel considéré est
ici celui du laboratoire et il manque donc ici la force de Coriolis pour que l’instabilité
inertielle de précession puisse se développer. Vu du plan équatorial, la longueur apparente
de l’axe de l’ellipsoïde aligné avec l’axe de rotation est c˜ = (sin2(θ)/a2 + cos2(θ)/c2)−1/2
tandis que le grand et le petit axes des lignes de courant elliptiques sont respectivement
b˜ = b et a˜ = (cos2(θ)/a2 + sin2(θ)/c2)−1/2. Le taux de croissance de l’instabilité peut
donc être estimé avec les formules (2.16) ou (2.19) en utilisant ces longueurs apparentes.
La ﬁgure 2.10 montre que les résultats numériques pour le spinover sont en accord avec
ces estimations jusqu’à des obliquités d’environ θ ∼ 20◦. Ensuite, les taux de croissances
diﬀèrent signiﬁcativement, probablement du fait que la géométrie est alors assez diﬀérente
d’un ellipsoïde apparent avec une rotation autour de l’un de ses axes. Cependant, les
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valeurs obtenues restent entre les deux expressions proposées. Notons que pour le nombre
d’Ekman étudié ici, l’instabilité elliptique ne réapparaît pas autour de θ ∼ 90◦, ce qui
serait le cas pour des nombres d’Ekman plus faibles : comme l’étude de la section 2.3.1
le montre, d’autres modes pourraient en eﬀet apparaître du fait de la modiﬁcation de
l’aplatissement.
2.3.4 Amplitude de l’instabilité : loi d’échelle
L’amplitude de l’écoulement généré par l’instabilité à saturation est une quantité clé
pour les applications géo- et astrophysiques. En eﬀet, elle permet de comparer l’impact
d’une instabilité elliptique sur l’écoulement par rapport aux autres forçages, par exemple
la convection thermique. Aﬁn d’étudier l’amplitude de l’écoulement lié à l’instabilité à
saturation, on déﬁnit l’amplitude A∗ par
A∗ = max
V
||u− ub|| (2.21)
où V est le volume de ﬂuide, u le champ de vitesse adimensionnel et ub l’écoulement
de base théorique (2.18). L’évolution de A∗ en fonction du nombre d’Ekman est montrée
en ﬁgure 2.11a pour diﬀérentes ellipticités : il apparaît clairement que A∗ est non-nul au
dessous du seuil de l’instabilité elliptique du fait des diﬀérences au voisinage de la paroi
entre l’écoulement de base théorique et l’écoulement imposé par la vitesse tangentielle
constante sur la frontière (ﬁg. 2.6). En fait, la diﬀérence est maximale sur la paroi, le
long du petit axe équatorial où la vitesse théorique est maximale. On peut donc calculer
l’amplitude correspondante λ(β) théoriquement :
λ(β) =
b
(a+ b)/2
− 1 = 2
1 +
√
(1− β)/(1 + β) − 1 (2.22)
qui dépend seulement de β. On déﬁnit ensuite l’amplitude de l’écoulement lié à la présence
de l’instabilité par A = A∗ − λ(β), égal à zéro sous le seuil (ﬁg. 2.11b).
Loin du seuil, l’instabilité secondaire apparaît, qui induit une dynamique superposée
à l’état saturé primaire ; par exemple pour β = 0.317, E = 1/1500, c = (a+ b)/2, le spin-
over n’est plus stationnaire et se met à osciller légèrement autour de l’écoulement moyen,
à une pulsation adimensionnelle d’environ ωsec ≈ 1.4. Notons que ceci est en accord avec
Kerswell (2002) qui prédit que la saturation de l’instabilité primaire n’est stable que pour
une petit gamme de déformation (voir section 2.3.7 pour plus de détails sur cette instabilité
secondaire). Ainsi, l’amplitude A doit être moyennée en temps pour s’aﬀranchir de ces
ﬂuctuations de petite échelle. Puisque ces ﬂuctuations ont une échelle de temps typique de
l’ordre d’une révolution 2π/Ω, tandis que le temps caractéristique de l’instabilité elliptique
donné par le taux de croissance dimensionnel est de l’ordre de (Ω β/2)−1, la moyenne est
menée sur un temps typique de Ω−1
√
4π/β, moyenne géométrique de ces deux échelles de
temps.
La ﬁgure 2.11b montre que tous les résultats numériques se regroupent sur une courbe
maîtresse au-dessus du seuil, pourvu que la variable Ec/E − 1 soit utilisée, ce qui est
conﬁrmé par les mesures expérimentales de Herreman et al. (2010). Loin du seuil, l’am-
plitude semble saturer autour de 1, ce qui signiﬁe que les vitesses générées par l’instabilité
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Figure 2.11 – Variation de l’amplitude à saturation de l’écoulement associé à l’instabi-
lité elliptique pour diﬀérentes ellipticités β et diﬀérents nombres d’Ekman E. (a) Valeur
maximum de la diﬀérence entre la vitesse obtenue et la vitesse théorique de l’écoulement
de base (2.18). (b) Amplitude de l’instabilité elliptique prenant en compte la correction
due aux cellules de recirculation (ﬁg. 2.6c) : tous les points se superposent sur une courbe
maîtresse lorsque la variable de distance au seuil (Ec/E − 1) est utilisée. La courbe dis-
continue correspond à la loi d’échelle (2.40), tandis que la ligne continue correspond à un
ajustement du préfacteur i.e. A ≈ 0.6√Ec/E − 1.
elliptique sont comparables à la rotation imposée initialement entre le ﬂuide et la défor-
mation.
Près du seuil, une loi en racine A ≈ 0.6 √Ec/E − 1 reproduit correctement les ré-
sultats, ce qui est représentatif d’une bifurcation fourche. En fait, cette loi d’échelle peut
être retrouvée analytiquement en partant du modèle développé par Lacaze et al. (2004)
pour décrire l’évolution non-linéaire visqueuse du mode de spinover. Ce modèle, d’abord
utilisé par Hough (1895) et Poincaré (1910) pour étudier la rotation solide d’un ﬂuide
non-visqueux dans un sphéroïde, peut s’écrire (voir aussi l’annexe C) :
ω˙x = −α1 (1 + ωz) ωy − νso ωx , (2.23)
ω˙y = −α2 (1 + ωz) ωx − νso ωy , (2.24)
ω˙z = β ωx ωy − νec ωz + νnl (ω2x + ω2y) (2.25)
où ω est le vecteur rotation du spinover, α1 = β/(2 − β) et α2 = β/(2 + β). Les termes
d’amortissement sont obtenus théoriquement (aucun paramètre ajustable) : νso = 2.62
√
E
est le taux d’amortissement visqueux linéaire du spinover déjà obtenu par Greenspan
(1968), νec = 2.85
√
E est le taux d’amortissement visqueux linéaire de la rotation axiale,
et νnl = 1.42
√
E est l’eﬀet de la couche d’Ekman sur l’interaction non-linéaire du spinover
avec lui-même (voir Greenspan, 1968, pour plus de détails). Même si ce modèle ne prend
pas en compte tous les termes visqueux d’ordre O(
√
E), ni les corrections non-linéaires
induites par les couches de cisaillement internes, il est en bon accord avec les expériences,
53
2.3 Particularités hydrodynamiques Chapitre 2. Instabilité elliptique
que ce soit pour le taux de croissance ou la saturation non-linéaire (Lacaze et al., 2004). Ce
modèle peut donc légitimement être utilisé pour étudier l’évolution non-linéaire visqueuse
du spinover.
De simples manipulations algébriques permettent d’obtenir un état stationnaire non-
trivial pour β > 2νso :
ωx = ±
√
νec [
√
α1α2 − νso]
α2β − νnl [√α1α2 + α22/
√
α1α2]
≈ ±
√
νec [β − 2 νso]
β2 − 2 νnl β , (2.26)
ωy = ∓
√
νec [
√
α1α2 − νso]
α1β − νnl [√α1α2 + α21/
√
α1α2]
≈ ∓
√
νec [β − 2 νso]
β2 − 2 νnl β ≈ ∓ ωx, (2.27)
ωz =
νso
β
√
4− β2 − 1 ≈ 2 νso
β
− 1, (2.28)
où les approximations sont faites en supposant β ≪ 1. Ce modèle prédit également un
taux de croissance de l’instabilité elliptique donné par (Herreman et al., 2009)
σ =
β√
4− β2 − 2.62
√
E, (2.29)
ce qui implique, pour de faibles ellipticités, un seuil β/E1/2 > 5.24 et donc un paramètre
de contrôle de l’instabilité χ = β/E1/2. En utilisant l’écart au seuil normalisé δ = (χ −
5.24)/5.24, les équations (2.26), (2.27) et (2.28) se réécrivent
ωx ≈ ∓ ωy ≈ ±
√
νec
2 [νso(1 + δ)− νnl]
δ
1 + δ
, (2.30)
ωz ≈ 11 + δ − 1, (2.31)
ce qui donne, pour δ ≫ 1 (loin du seuil)
ωx ≈ ∓ ωy ≈ ±
√
νec
2 νso
1
δ
≈ ± 0.74√
δ
, (2.32)
ωz ≈ −1 + 1
δ
, (2.33)
tandis qu’au premier ordre en δ ≪ 1 (i.e. proche du seuil), on obtient
ωx ≈ ∓ ωy ≈ ±
√
νec
2 (νso − νnl) δ ≈ ± 1.1
√
δ, (2.34)
ωz ≈ −δ. (2.35)
La ﬁgure 2.12a montre que ces approximations sont en excellent accord avec le calcul
complet des équations (2.26), (2.27) et (2.28), avec un changement de régime obtenu pour
∂ωx
∂δ
= 0⇒ δ =
√
1− νnl
νso
≈ 0.68, (2.36)
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Figure 2.12 – (a) Comparaison des composantes ωx (rouge), ωy (bleu) et ωz (vert),
calculées à partir des équations (2.26), (2.27) et (2.28) pour β ∈ [10−11; 0.8] et E = 10−20,
E = 10−15, E = 10−10, avec les lois d’échelles asymptotiques : tirets pour ωx (eq. 2.32
et 2.34), pointillés pour ωz (eq. 2.33 et 2.35). Les extrema de ωx et ωy sont obtenus
pour δ ≈ 0.68, comme attendu. (b) Comparaison de l’amplitude du spinover A = ||ω||,
obtenue à partir des équations (2.26), (2.27) et (2.28) pour β ∈ [10−11; 0.8] et E = 10−20,
E = 10−15, E = 10−10, en ligne continue, avec les équations asymptotiques (2.37) et
(2.38), représentées par les tirets noirs.
en utilisant l’équation (2.30). Pour δ ≫ 1, l’amplitude du spinover A = ||ω|| est alors
donnée par
A ≈ 1− 1
δ
. (2.37)
tandis que pour δ ≪ 1, A vaut
A ≈
√
νec
νso − νnl δ ≈ 1.5
√
δ, (2.38)
ce qui est conﬁrmé en ﬁgure 2.12b.
En ﬁgure 2.11b, aﬁn de comparer aux calculs numériques, nous avons représenté A en
fonction de Ec/E − 1, paramètre analogue à δ. Les mêmes calculs que ci-dessus donnent
alors pour δ ≫ 1
A ≈ 1− 1
2 δ
. (2.39)
tandis que pour δ ≪ 1,
A ≈
√
νec
νso − νnl
(
Ec
E
− 1
)
≈ 1.5
√
Ec
E
− 1, (2.40)
en accord avec l’expression A ≈ 0.6 √Ec/E − 1 obtenue à partir des simulations 4 . Même
si on peut penser que l’écart sur le préfacteur provient des déformations ﬁnies utilisées
4. Dans Cébron et al. (2010a), une coquille donne une expression diﬀérente du préfacteur (un facteur
2 non-désiré au dénominateur, et un préfacteur de 1.1 au lieu de 1.5).
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Figure 2.13 – Amplitude A de l’instabilité elliptique en fonction de l’aplatissement (E =
1/688, β = 0.317).
dans les simulations, nous verrons en section 3.5.1 que c’est plutôt la méthode de calcul
de A qui mène à cette diﬀérence.
Enﬁn, reprenant les simulations de la section 2.3.1, l’évolution de l’amplitude du mode
de spinover en fonction de l’aplatissement est donnée en ﬁgure 2.13. L’amplitude est
maximale lorsque le taux de croissance (donc l’écart au seuil de l’instabilité) est maximal.
2.3.5 Angle du spin-over et amplitude
Nous avons vu que le mode de spin-over fait tourner le ﬂuide autour d’un axe per-
pendiculaire à l’axe de forçage du ﬂuide. L’eﬀet conjoint de ces deux rotations est donc
une inclinaison de l’axe de rotation ﬂuide. La condition d’adhérence à la paroi donne
ﬁnalement la forme de ’S’ caractéristique observée expérimentalement et numériquement.
Il est alors naturel de se demander ce qui contrôle l’angle de rotation observé θso, et s’il
est possible de prédire cette grandeur caractéristique de la saturation de l’instabilité.
D’un point de vue théorique, le modèle de Lacaze et al. (2004), qui a été utilisé en
section 2.3.4, prédit trois angles caractéristiques pour le spin-over 5 : sa colatitude de
saturation aux temps longs θsat, sa colatitude maximum durant la croissance de l’insta-
bilité, i.e. l’angle à l’overshoot θmax et son déphasage en azimut à saturation φsat. Les
trois angles théoriques donnés par ce modèle sont représentés en ﬁgure 2.14 en fonction
de l’écart au seuil normalisé δ = (χ− 5.24)/5.24, avec χ = β/E1/2 (cf. section 2.3.4). On
montre aisément à l’aide des formules (2.26), (2.27) et (2.28) les résultats suivants :
1. La colatitude à saturation tend vers 90◦ dans la limite des grands δ
2. L’azimut à saturation est donné par tanφsat = −
√
(2− β)/(2 + β) et ne dépend
donc pas de E mais qu’uniquement de β. Ainsi, φsat tend vers −30◦ (resp. −45◦)
dans la limite des grands (resp. petits) δ.
ce qui est en excellent accord avec les ﬁgures 2.14a et c. La ﬁgure 2.14b montre que
l’overshoot en colatitude prévu par le modèle peut être très important et semble tendre
5. Notons que ce modèle ne prédit pas d’overshoot en azimut.
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vers 90◦ loin du seuil. Naturellement, en réalité, il existe des dissipations supplémentaires,
et il n’est pas possible d’obtenir des colatitudes supérieures à 45◦ : les ﬁgures 2.14a et b
montrent donc les limites de ce modèle sur ces prédictions. Enﬁn, la ﬁgure 2.14d montre
que l’azimut à saturation est en fait quasiment indépendant de l’écart au seuil et varie
quasi-linéairement avec l’ellipticité, de −45◦ à β → 0 à −30◦ à β → 1.
Lacaze et al. (2004) ont eﬀectué les premières comparaisons des résultats du modèle
aux mesures expérimentales dans un ellipsoïde pour (β = 0.16 / E ∈ [2 · 10−4; 4 · 10−4])
et trouvent que l’angle observé est correctement prédit par θmax, plutôt que par θsat, ce
qui pourrait provenir de la technique de visualisation (Kalliroscope) selon les auteurs. Les
mesures sous champ magnétique dans un cylindre de Herreman et al. (2009) conﬁrment
que l’évolution de l’amplitude de saturation, à laquelle θso est lié, suit l’évolution de
θmax plutôt que θsat, avec cependant, θso ≈ 1.42 θmax au lieu de la suggestion θso ≈
θmax de Lacaze et al. (2004). C. Morize a mené une campagne de mesures systématiques
de la colatitude à saturation, en partie publiée dans Morize et al. (2009), et repris en
ﬁgure 2.14e. La comparaison avec les ﬁgures 2.14a et b conﬁrme les remarques de la
littérature : l’angle observé suit plutôt l’évolution de θmax que celle de θsat. En revanche,
les simulations numériques semblent plutôt en accord avec la ﬁgure 2.14a, ce qui laisse
penser que l’angle visualisable au Kalliroscope ne reﬂète pas directement le rapport entre
vorticité équatoriale et vorticité axiale. Notons par ailleurs que les simulations numériques
conﬁrment que l’azimut à saturation du spin-over est en eﬀet quasiment uniquement
fonction de l’ellipticité. Enﬁn, notons que l’amplitude A étudié en section 2.3.4 s’écarte
de la loi en racine dès lors que la colatitude du spin-over commence à saturer à sa valeur
maximum de ∼ 45◦ (à cause des dissipations).
2.3.6 Dissipation visqueuse de l’instabilité : loi d’échelle
Lors de la synchronisation d’un système binaire, l’évolution orbitale et la variation de
la vitesse de rotation sont directement liées à l’énergie dissipée par les marées (Rieutord,
2003; Le Bars et al., 2010) qui reste cependant mal contrainte par nos connaissances
géophysiques, même pour la Terre (e.g. Williams, 2000; Touma & Wisdom, 1994). Dans la
plupart des modèles usuels, la dissipation visqueuse dans les noyaux planétaires ﬂuides est
supposée négligeable devant les autres sources de dissipation telles que la dissipation liée à
la composante non-élastique du manteau solide. Cependant, même si cette approximation
semble a priori justiﬁée, elle doit être rééxaminée en présence d’instabilité elliptique : nous
avons vu en section 2.3.4 que cette dernière pouvait générer un écoulement aussi important
que l’écoulement de base et donc induire des cisaillements signiﬁcatifs entre l’intérieur du
ﬂuide et la paroi. Notre objectif ici est d’étudier l’évolution de cette dissipation avec la
déformation et le nombre d’Ekman.
L’équation usuelle du bilan de puissance pour un ﬂuide incompressible permet d’écrire
∫∫∫
V
∂
∂t
(
ρ
u˜2
2
)
dτ =
∫∫
S
(
¯¯σv · n
)
· u˜ ds−
∫∫∫
V
¯¯σv :∇u˜ dτ , (2.41)
où ¯¯σv = η
(
∇u˜+ t∇u˜
)
est le tenseur des eﬀorts visqueux d’un ﬂuide newtonien, S est
la surface de l’ellipsoïde, u˜ = Ω Req u est le champ de vitesse dimensionnel, ρ la masse
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Figure 2.14 – Angles caractéristiques du spinover. (a) Colatitude à saturation prédite par
le modèle en fonction de l’écart au seuil normalisé δ. (b) Overshoot en colatitude durant
la croissance de l’instabilité prédit par le modèle en fonction de l’écart au seuil normalisé
δ. (c) Déphasage en azimut à saturation prédit par le modèle en fonction de l’écart au
seuil normalisé δ. (d) Déphasage en azimut à saturation prédit par le modèle en fonction
de l’ellipticité β. (e) Mesures expérimentales de C. Morize de la colatitude à saturation,
déjà présentées en partie dans Morize et al. (2009). (f) Simulations numériques : angle à
saturation calculé à partir de la vorticité hors des couches visqueuses (tan θ étant donné
par le rapport entre vorticité équatoriale et vorticité selon l’axe de rotation).
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volumique et η la viscosité dynamique du ﬂuide. Cette section considère uniquement le
spinover. Ce mode étant stationnaire, les deux termes du membre de droite de l’équation
(2.41) se compensent : le premier permet de maintenir la rotation du ﬂuide par adhérence
aux parois tandis que le second est la puissance dissipée en volume P dans le ﬂuide. Dans
la suite, on utilise comme échelle typique de puissance, la puissance dissipée durant le spin-
down d’une sphère de rayon équivalent Req et de moment d’inertie I∆ (I∆ = 2/5 MR2
pour une sphère homogène de masse M et de rayon R), i.e. l’énergie cinétique de rotation
Ec = 12 I∆ Ω
2 divisé par le temps d’Ekman tE . Notons que la puissance dissipée provient
majoritairement du cisaillement en proche paroi : son estimation numérique est donc
délicate et doit être regardée avec attention comme le montre par exemple la ﬁgure 2.3b.
Sous le seuil, la puissance dissipée n’est pas tout à fait nulle du fait des recirculations
(ﬁg. 2.6). Cette dissipation est liée à l’écoulement élongationnel induit par l’ellipticité, qui
varie comme β ΩR pour les petites ellipticités. Ainsi, la puissance dissipée dimensionnelle
sous le seuil varie simplement comme∫∫∫
V
¯¯σv :∇u˜ dτ ∼ η β2 Ω2 R3 , (2.42)
ce que conﬁrment nos simulations numériques.
Loin du seuil, le modèle proposé par Le Bars et al. (2010) considère que le spin-
over est simplement une rotation solide supplémentaire équatoriale ΩSO en dehors des
couches visqueuses d’Ekman, d’épaisseur h = ξ
√
ν/ΩSO, ξ étant d’ordre 1. Ainsi, dans
ce modèle, la dissipation est uniquement localisée dans la couche visqueuse de proche
paroi, où l’écoulement suit la rotation de la paroi par adhérence. Dans cette modélisation
simple mais a priori suﬃsante, le couple exercé par le conteneur sur le ﬂuide est Cm/c =
−2 M ν Rh ΩSO, et la puissance dissipée par le système est P = −2ξ M R
√
ν Ω5/2 A5/2,
où A est l’amplitude adimensionnelle du spin-over (voir. section 2.3.4). La puissance
adimensionnelle Pdissip donnée par ce modèle s’écrit ﬁnalement
Pdissip =
|P |
1
2 I∆ Ω
3
√
E
=
10
ξ
A5/2 , (2.43)
où A est de l’ordre de 1 dans la limite des faibles nombres d’Ekman.
L’évolution de Pdissip mesurée sur nos simulations est donnée en ﬁgure 2.15. Ces
résultats conﬁrment le comportement prédit par (2.43), avec une saturation loin du seuil,
et ξ ≈ 1, comme attendu 6, ce qui conﬁrme que P provient essentiellement de la dissipation
par cisaillement au niveau des couches d’Ekman.
2.3.7 Instabilité secondaire
Proche du seuil, l’instabilité elliptique apparaît à travers une bifurcation, dite primaire.
L’instabilité elliptique primaire ne peut saturer et rester stable qu’uniquement dans une
certaine gamme de forçage, donnée en géométrie cylindrique par (Kerswell, 2002)
β − βc = O(E) (2.44)
6. ξ semble en fait légèrement supérieur à 1, de l’ordre de 1.5, ce qui est en accord avec Lorenzani
(2001) qui trouve une épaisseur de couche d’Ekman de 1.4 E1/2 pour des sphères en rotation.
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Figure 2.15 – Dissipation visqueuse par l’instabilité elliptique en fonction de la distance
au seuil. Les résultats se rassemblent sur une courbe maîtresse et semblent converger vers
une saturation vers une valeur d’ordre 1 loin du seuil.
où βc est l’ellipticité critique i.e. au seuil. Au-delà de cette fenêtre, une instabilité secon-
daire apparaît, déstabilisant l’écoulement saturé de l’instabilité primaire (Waleﬀe, 1989;
Mason & Kerswell, 1999; Eloy et al., 2000). Cette instabilité secondaire, déjà évoquée en
section 2.3.4, a été étudiée par des analyses de stabilité faiblement non-linéaires de l’insta-
bilité elliptique : les analyses initiales de Hellberg & Orszag (1988) et Waleﬀe (1989) ont
été développées par Mason & Kerswell (1999), Lebovitz & Saldanha (1999) et Sipp (2000),
puis complétées par Rodrigues & De Luca (2009) et Fukumoto & Hirota (2008); Mie &
Fukumoto (2010); Fukumoto et al. (2010). Notre étude numérique montre qu’en géométrie
ellipsoïdale, elle apparaît autour de E = 1/1000 pour β = 0.317 et c = (a + b)/2, ce qui
donne β− βc ∼ 100 E. Il semble donc que la fenêtre (2.44) soit une borne inférieure pour
l’apparition de l’instabilité secondaire. Notons également que les expériences de Lacaze
conﬁrment que le mode de spin-over en géométrie ellipsoïdale est beaucoup plus stable
qu’en géométrie cylindrique 7. D’autres bifurcations sont en théorie possibles, même si
elles n’ont pas été observées avec certitude. Ainsi, l’analyse faiblement non-linéaire en
géométrie ellipsoïdale de Lebovitz & Saldanha (1999) donne quatre types de bifurcations
possibles. L’explosion turbulente de l’écoulement observée par Malkus (1989) et Eloy et al.
(2000) semble indiquer qu’un petit nombre de bifurcations successives est suﬃsant pour
amorcer la transition à la turbulence de l’écoulement, ce qui est cohérent avec le scénario
de transition de Ruelle-Takens (Kerswell, 2002).
2.3.8 Extension à la coquille : influence d’une graine interne
Dans un contexte planétaire, une graine interne solide peut être présente, comme c’est
le cas pour la Terre. Il est alors légitime de se demander quelle est son inﬂuence sur l’in-
7. Notons aussi que les fortes déformations utilisées dans nos simulations modiﬁent aussi la fenêtre de
stabilité de l’instabilité elliptique primaire.
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Figure 2.16 – Évolution du taux de croissance de l’instabilité elliptique avec le rapport
d’aspect de la graine interne ellipsoïdale pour E = 0.0017.
stabilité elliptique. Lacaze et al. (2005b) ont étudié théoriquement le problème pour une
graine interne sphérique, et ont comparé les résultats théoriques à l’expérience pour un
rapport d’aspect de la coquille η = 0.3 (η étant ainsi le rapport du rayon intérieur au rayon
extérieur). Les modes inertiels dans une telle géométrie n’étant pas connus analytique-
ment (voir section 1.3.2.3), une analyse globale de stabilité n’est pas possible. Lacaze et al.
(2005b) suggèrent donc d’adapter le modèle qu’ils ont proposé dans Lacaze et al. (2004)
pour le mode de spin-over (voir section 2.3.4) en tenant compte de l’amortissement supplé-
mentaire dû à la couche d’Ekman introduite par la graine interne. Hollerbach & Kerswell
(1995) ont montré que le terme d’amortissement surfacique du spin-over dans une coquille
sphérique est donné par −2.62 f(η) √E, avec la correction 8 f(η) = (1 + η4)/(1− η5), ce
qui donne bien −2.62 √E pour la sphère pleine (η = 0). Pour en tenir compte, Lacaze
et al. (2005b) multiplient tous les termes visqueux de (2.23), (2.24) et (2.25) par f(η),
et montrent que cela permet de prédire correctement le taux de croissance ainsi que les
valeurs d’overshoot et saturation de la vitesse verticale pour η = 1/3. Ainsi, avec cette
modiﬁcation, les formules (2.29) pour le taux de croissance, et (2.26), (2.27), (2.28) pour
la saturation, restent valides.
Nous présentons ici l’analogue numérique de l’étude de Lacaze et al. (2005b), et menons
la première étude systématique du taux de croissance en fonction de η. Cependant, nous
choisissons ici de considérer une graine ellipsoïdale, homothétique de la paroi externe. La
ﬁgure 2.16 montre que même aux fortes ellipticités utilisées ici, la formule théorique (2.29)
adaptée au cas de la coquille
σ =
β√
4− β2 − 2.62 f(η)
√
E (2.45)
8. La diﬀérence entre cette expression et celle de Lacaze et al. (2005b) est due au nombre d’Ekman,
ici basé sur le rayon externe et non sur l’épaisseur de la coquille.
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est en bon accord avec les simulations numériques. Notons que l’écart à la théorie observé
aux grands η est attendu dans la mesure où les couches visqueuses des parois internes et
externes ﬁnissent par entrer en interaction pour les nombres d’Ekman considérés ici.
2.3.9 Extension : instabilités multipolaires
L’écoulement de base de l’instabilité elliptique étant la superposition d’une rotation
solide et d’un écoulement élongationnel, une généralisation naturelle consiste à considérer
la superposition d’une rotation solide et d’un écoulement élongationnel multipolaire i.e.
ayant une symétrie de révolution d’ordre n ≥ 2 (voir section 1.4.4.2). L’étude de la
stabilité d’un tel écoulement commence avec l’analyse locale de Le Dizès & Eloy (1999),
basée sur la méthode de Lifschitz & Hameiri (1991). Les auteurs montrent que pour
n ∈ [2; 4], un tel écoulement est instable pour des perturbations non-visqueuses de courte
longueur d’onde dès lors que β > 0, avec un taux de croissance proportionnel au paramètre
d’asymétrie βn (voir section 1.4.4.2). Pour n ≥ 5, l’écoulement n’est instable que s’il est
suﬃsamment déformé, i.e. si βn est plus grand qu’une certaine valeur critique dépendant
de n. Cette étude de stabilité est conﬁrmée expérimentalement par Eloy et al. (2000) dans
un cylindre déformé, pour les symétries n = 2 (instabilité elliptique) et n = 3 (instabilité
dite tripolaire ou triangulaire). Simultanément, Le Dizès (2000) inclue une force de Coriolis
à l’analyse locale de stabilité, étendant ainsi l’étude au cas où la déformation est en
rotation. Considérant les modes de Kelvin d’un vortex de Rankine en milieu inﬁni, Eloy
& Le Dizès (2001) mènent une analyse de stabilité globale de l’instabilité multipolaire
et conﬁrment qu’elle résulte de résonances d’ondes inertielles. Enﬁn, cette analyse est
étendue au cas d’un vortex conﬁné en géométrie cylindrique (Eloy et al., 2003).
Dans cette section, nous montrons que l’instabilité multipolaire reste présente en géo-
métrie sphérique à l’aide des premières simulations numériques de cette instabilité. Aﬁn
de se rapprocher de la conﬁguration expérimentale de L. Lacaze, nous avons choisi de
considérer un conteneur de géométrie
r(θ, z) = [1 + β cos(nθ)]
√
1− z
2
c2
, (2.46)
ce qui correspond bien à une sphère légèrement déformée dans des plans équatoriaux, avec
un rayon polaire invariant égal à c. De même que pour l’étude numérique de l’instabilité
elliptique, on impose une vitesse tangentielle U
√
1− z2 le long de la paroi déformée, dans
chaque plan perpendiculaire à l’axe de rotation. Ainsi, pour le cas particulier n = 3,
dans chaque plan perpendiculaire à l’axe de rotation, l’écoulement est celui de Eloy & Le
Dizès (2001), qui établissent l’écoulement de base (1.28), de vorticité constante, avec un
cylindre en rotation déformé par trois rouleaux. Les simulations numériques montrent que
l’instabilité tripolaire existe également en géométrie sphéroïdale (ﬁg. 2.17c), ce qui avait
déjà été observé par L. Lacaze expérimentalement et décrit dans sa thèse de doctorat
(Lacaze, 2004, pp. 136-137) ainsi que sur une présentation en ligne 9 (Lacaze, 2005). Aﬁn
de comparer plus quantitativement nos simulations à la théorie, les taux de croissance
9. www.phys.ens.fr/ dormy/MHD/GdR/PDF/Ondes/Lacaze.pdf
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Figure 2.17 – (a) (resp. b) Taux de croissance théorique σ obtenu par Lacaze (2005) pour
l’instabilité tripolaire (resp. quadripolaire) en fonction du rayon polaire c et de nβ. (c)
(resp. d) représente l’instabilité tripolaire (resp. quadripolaire) à saturation avec une coupe
équatoriale du champ de vitesse ||u|| et une iso-surface ||u|| = 0.125 (resp. ||u|| = 0.16)
pour β = 0.1, c = 1, E = 0.0025 (resp. E = 0.0033) et 75000 DoF. (e) (resp. f) Évolution
du taux de croissance de l’instabilité tripolaire (resp. quadripolaire) pour E ≥ 1/1600,
β ∈ [0.1; 0.25], c = 1. La théorie linéaire (2.47) est représentée par une ligne continue
noire avec K ≈ 11.5 (resp. K ≈ 17) pour l’instabilité tripolaire (resp. quadripolaire).
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obtenus sont comparés en ﬁgure 2.17e au taux de croissance théorique de l’instabilité
multipolaire déterminé par Le Dizès (2000) dans la limite β ≪ 1 :
σ =
(n+ 4)2
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(n− 1) β −K
√
E (2.47)
où K est le coeﬃcient d’amortissement surfacique visqueux, et (n−1) β est le cisaillement
local (voir Le Dizès, 2000, pour plus de détails). Les taux de croissance numériques de
l’instabilité tripolaire (ﬁg. 2.17e) sont en accord avec la théorie linéaire, le coeﬃcient
d’amortissement visqueux étant pris égal à K ≈ 11.5.
Concernant l’instabilité quadripolaire, la ﬁgure 2.17b, issue des calculs théoriques de
Lacaze (2005) suggère son existence en géométrie sphéroïdale. Les simulations numériques
présentées (ﬁg. 2.17d et f) conﬁrment pour la première fois l’existence de cette instabi-
lité 10. Les taux de croissance obtenus sont également en accord avec la tendance prévue
par la théorie (2.47). Notons cependant une plus grande dispersion des points.
2.4 Interaction des marées et de la libration
Jusqu’à très récemment, la libration n’avait été étudiée qu’au sein de conteneurs axisy-
métriques (cf. section 1.4.3). Cette géométrie permet en eﬀet d’isoler les eﬀets du couplage
visqueux et donc de l’étudier indépendamment des autres couplages possibles. Cependant,
dans un contexte naturel, les corps sont déformés par les forces de marées et sont donc
plutôt de formes ellipsoïdales. Il semble donc important d’étudier l’interaction de ces deux
forçages mécaniques.
L’étude menée dans cette section trouve son origine dans les expériences menées par
J. Noir et J. M Aurnou à UCLA. Suite à nos discussions, nous avons mené des simula-
tions numériques et développé une analyse WKB permettant d’interpréter leur résultats
expérimentaux, ce qui a ainsi conﬁrmé l’existence d’une instabilité elliptique au sein d’un
ellipsoïde en libration. Ce travail a donné lieu à une publication commune, et je détaille
ci-dessous ma contribution à cette étude.
2.4.1 Écoulement de base
On considère un ﬂuide homogène incompressible au sein d’un ellipsoïde triaxial en
libration. Dans le référentiel lié au conteneur, l’équation de la paroi ellipsoïdale s’écrit :
x2
a2
+
y2
b2
+
z2
c2
= 1 , (2.48)
où (x, y, z) est le système de coordonnées d’origine le centre de l’ellipsoïde, (Ox) et (Oy)
respectivement le long du grand et du petit axe équatorial, et (Oz) le long de l’axe de
rotation de longueur c. L’ellipticité est β = (a2 − b2)/(a2 + b2) et le rapport d’aspect est
déﬁni comme c∗ = c/R, avec R =
√
(a2 + b2)/2. Dans le référentiel absolu, le mouvement
10. Notons que pour des raisons de contraintes expérimentales, l’instabilité quadripolaire n’a pas non
plus été observée en géométrie cylindrique.
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de libration longitudinal du conteneur est modélisé par une évolution temporelle de sa
vitesse de rotation :
Ω(t) = Ω0 +∆φωl sin(ωlt) , (2.49)
où Ω0 est sa vitesse angulaire moyenne, ∆φ l’amplitude de libration en radians et ωl sa
pulsation de libration.
Dans le référentiel lié au conteneur, les équations du mouvement, adimensionnées par
l’échelle de longueur R, et l’échelle de temps Ω−10 , s’écrivent :
∂u
∂t
− u× (∇× u) + 2 (1 + ǫ sin ft) ez × u
= −∇π + E ∇2u− ǫf cos(ft) (ez × r) , (2.50)
∇ · u = 0 (2.51)
avec la force de Coriolis 2(1 + ǫ sin ft)ez × u, la pression réduite π, qui inclut la force
centrifuge, et la force de Poincaré ǫf cos ft(ez × r). Le nombre d’Ekman est déﬁni par
E = ν/(Ω0R2), où ν est la viscosité cinématique. La pulsation adimensionnelle de libration
f est déﬁnie par f = ωl/Ω0, tandis que le paramètre de forçage en libration est déﬁni par
ǫ = ∆φf . La condition d’adhérence impose à la paroi u = 0.
La solution de l’équation (2.50) vériﬁe une condition d’adhérence à la paroi de l’el-
lipsoïde (2.48). Dans la limite des faibles nombres d’Ekman, l’écoulement peut se décom-
poser en une composante non-visqueuse U en volume et un écoulement de couche limite
u˜. Kerswell & Malkus (1998) proposent une solution aux équations non-visqueuses du
mouvement vériﬁant la non-pénétration aux parois :
U = −ǫ sin ft (ez × r − β ∇xy) , (2.52)
On établit facilement que les contraintes de Reynolds associées à (2.52) sont compensées
par le gradient de pression. Ainsi, les interactions non-linéaires dans l’intérieur ﬂuide
quasiment non-visqueux ne peuvent générer d’écoulement zonal moyen (Greenspan, 1968;
Busse, 2010). Néanmoins, la condition d’adhérence n’est pas vériﬁée par cette solution,
ce qui implique l’existence de corrections visqueuses dans la couche d’Ekman, dont les
interactions non-linéaires peuvent générer un écoulement zonal dans l’intérieur (Wang,
1970; Busse, 2010; Calkins et al., 2010; Noir et al., 2010; Sauret et al., 2010).
Nos simulations numériques, présentées en section 2.4.3, nous permettent de conﬁrmer
que (2.52) correspond eﬀectivement à l’écoulement de base en dépit des valeurs modérées
des nombre d’Ekman de nos simulations (E = 5 ·10−4). De plus, les simulations montrent
clairement que cet écoulement de base peut exciter une instabilité elliptique, dite LDEI
pour Libration-Driven Elliptical Instability, ce qui est en accord avec les analyses de
stabilité présentées ci-dessous.
2.4.2 Analyse de stabilité
Comme le mentionnent Kerswell & Malkus (1998), deux ondes inertielles d’un ﬂuide
en rotation peuvent être couplées par l’écoulement de base (2.52), à partir duquel elles
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extraient leur énergie. Puisque l’écoulement de base est de nombre azimuthal m = 2 et
de fréquence f , cette résonance triadique ne peut apparaître que pour les conditions de
résonance suivantes :
ma −mb = ±2 et λa − λb = ±f, (2.53)
où ma,mb sont les nombres d’ondes azimutaux des deux ondes inertielles en résonance, et
λa, λb sont leur fréquences adimensionnalisées par Ω0. En outre, les deux ondes doivent
avoir des structures poloïdales proches pour interagir, ce qui correspond aux résonances
principales de Eloy et al. (2000). Une analyse globale de la LDEI se baserait sur cet
ensemble de conditions en considérant les modes inertiels de la géométrie considérée.
Malheureusement, les modes inertiels dans une géométrie triaxiale restent encore très peu
connus, ce qui ne permet pas de mener une telle analyse.
Une étude récente dans la limite des faibles ellipticités de Zhang et al. (2011) suggère
qu’une libration longitudinale ne peut pas faire résoner de mode inertiel par forçage direct.
Toutefois, il est important de noter que cela ne signiﬁe aucunement qu’aucune résonance
triadique de modes inertiels ne peut exister dans un ellipsoïde triaxial 11. Ainsi, comme le
montrent Kerswell & Malkus (1998) pour β ≪ 1 et f = 1, les modes se propageant à la
même vitesse mais dans des directions azimutales opposées peuvent entrer en résonance
avec le forçage de libration.
Au vu de l’état actuel des connaissances sur les modes inertiels en géométrie triaxiale,
une analyse globale de la LDEI aux valeurs ﬁnies d’ellipticité considérées dans ce travail
est hors de portée. Une approche locale, indépendante par essence de la géométrie du
conteneur, semble donc indiquée. Une telle étude a été menée dans Herreman et al. (2009)
dans le cas particulier f = 1, et complétée en section 4.2 (voir aussi l’annexe E.2). Le
taux de croissance non-visqueux σinv au premier ordre donne alors :
σinv =
16 + f2res
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βǫ, (2.54)
où fres 6= 0 est la fréquence résonante de forçage.
Dans la limite WKB k ≫ 1, la relation de dispersion entre la fréquence de forçage
et les ondes planes excitées montre que toutes les pulsations de forçage entre −4 et +4
sont résonantes. Toutefois, en prenant en compte la forme du conteneur et l’inévitable
amortissement visqueux, seules quelques valeurs de fréquence de forçage seront en fait
résonantes. Ces résonances se produiront lorsque les ondes planes théoriques seront des
approximations suﬃsamment correctes des ondes inertielles en jeu au sein du conteneur
considéré et lorsque le forçage de libration sera suﬃsamment fort pour compenser la
dissipation visqueuse. Il est possible de montrer que l’excitation de l’instabilité n’est pas
seulement possible à la résonance exacte fres mais est également possible autour de cette
valeur, dans une bande f ∈ [fres − σinv; fres + σinv], où le taux de croissance est donné
par :
σ =
√
σ2inv − (fres − f)2 −KE1/2 . (2.55)
11. On retrouve la distinction entre résonance directe (forçage) et résonance triadique (instabilité) déjà
évoquée en section 1.5.
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Figure 2.18 – (a) Évolution temporelle de la norme de la vitesse au point de coordonnées
(x = 0.5, y = 0) pour f = 0.5, ǫ = 0.1, β = 0.1 et E = 4 × 10−4. (b) Zoom de (a) une
fois l’écoulement établi : la ligne continue rouge représente les résultats numériques, et la
ligne discontinue noire représente l’écoulement théorique (2.52).
La constante K est d’ordre 1, et dépend du mode excité. Le premier terme du membre
de droite de (2.55) déﬁnit la gamme de fréquences instables autour d’une résonance par-
ticulière fres ; le second terme décrit l’amortissement visqueux de l’instabilité. Au-delà de
la limite stricte WKB, nos résultats précédents (e.g. Le Bars et al., 2010) nous incitent
à penser que cette équation a une portée générale, une fois les valeurs de fréquence ré-
sonance fres et le coeﬃcient de dissipation visqueux K déterminés. Notons que ces deux
grandeurs dépendent des modes inertiels excités, et donc de la forme du conteneur.
2.4.3 Validation de l’écoulement de base et instabilité
Une première série de simulations a été menée en 2D en partant d’un ﬂuide au repos
(u = 0), et en initiant les librations à partir de t = 0, dans le repère du conteneur. La ﬁgure
2.18 représente l’évolution typique obtenue : après un transitoire relativement long, de
l’ordre du temps visqueux E−1 (voir ﬁg. 2.18a), l’écoulement théorique (2.52) est eﬀecti-
vement établi dans l’intérieur ﬂuide (ﬁg. 2.18b) et les corrections nécessaires pour vériﬁer
la condition d’adhérence aux parois se localisent dans la couche d’Ekman, d’épaisseur
E−1/2. Une petite dissymétrie persiste entre les phases prograde et rétrograde des cycles
de libration, mais son amplitude reste limitée à de faibles valeurs (par exemple autour de
2.5% à E = 4× 10−4). Notons qu’en 3D, le pompage d’Ekman accélère signiﬁcativement
l’établissement de l’écoulement de base (voir section 1.3.5).
Considérant à présent un ellipsoïde triaxial, l’ellipticité est ﬁxée à β = 0.44 aﬁn de
maximiser le taux de croissance (voir ﬁg. 2.5, qui considère un cas un peu diﬀérent de
l’instabilité elliptique). Une étude systématique est alors menée en fonction de la fréquence
de forçage pour conﬁrmer l’apparition de l’instabilité et la validité de la loi (2.55) pour le
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Figure 2.19 – (a) Évolution temporelle de la moyenne de la valeur absolue de la vitesse
verticale, normalisée par sa valeur moyenne entre t = 100 et t = 200 (i.e. après la phase
de spin-up et avant la possible déstabilisation) pour E = 5 × 10−4, β = 0.44, f = 1.76,
ǫ = 0.92 and c∗ = 0.95. (b) Norme de la vitesse ||u|| dans un plan méridien et un plan
de coordonnée z = −0.5. La séquence montre, de gauche à droite, l’évolution typique de
||u|| durant une croissance exponentielle, une saturation et un retour vers l’écoulement
de base.
68
Chapitre 2. Instabilité elliptique 2.4 Interaction des marées et de la libration
1 1.2 1.4 1.6 1.8 2 2.2
0
0.01
0.02
0.03
0.04
0.05
0.06
f
σ
(a)
0.5 1 1.5
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
c*
σ
(b)
Figure 2.20 – (a) Taux de croissance de la LDEI en fonction de la fréquence de libration
f (E = 5 × 10−4, β = 0.44, ǫ = 0.9913, et c∗ = 1). La courbe continue représente le
taux de croissance analytique (2.55), où fres et K sont déterminés en ajustant la formule
théorique à chaque maximum local du taux de croissance (K ≈ 3.38 pour fres ≈ 1.835
et K ≈ 5 pour fres ≈ 1.67). (b) Taux de croissance en fonction du rapport d’aspect c∗
(E = 5× 10−4, β = 0.44, ǫ = 0.9913 et f = 1.8).
taux de croissance. Le taux de croissance est déterminé en minimisant l’écart, en norme,
de la vitesse verticale en valeur absolue W (voir section 2.2.1) à une exponentielle avec
oﬀset i.e. à une fonction A0 + A1 exp(σt). Des simulations supplémentaires avec 0.75 <
c∗ < 1.1 sont également présentées pour illustrer l’eﬀet de la géométrie sur la stabilité de
l’écoulement.
Un exemple d’évolution temporelle est présenté en ﬁgure 2.19a, où W est normalisé
par sa valeur moyenne entre t = 100 et t = 200 (i.e. après la phase de spin-up et avant
la possible déstabilisation). L’instabilité elliptique est clairement présente et dans ce cas
précis, une dynamique temporelle assez riche est observée, en accord avec les résultats
expérimentaux de J. Noir. En particulier, des cycles de croissance et saturation sont
observés. L’écoulement typique au cours d’un tel cycle est illustré en ﬁgure 2.19b, qui
représente la norme de la vitesse dans un plan méridien et un plan de coordonnée z = −0.5.
L’étude systématique du taux de croissance en fonction de f pour c∗ = 1 est représen-
tée en ﬁgure 2.20a et comparée à la formule analytique (2.55). L’instabilité elliptique est
obtenue au sein de deux bandes de fréquences centrées en fres ≈ 1.835 et fres ≈ 1.67 et un
excellent accord avec (2.55) est obtenu. La ﬁgure 2.20b représente une l’évolution du taux
de croissance avec le rapport d’aspect c∗ à une fréquence de résonance ﬁxée à f = 1.8.
De même que le décalage (ou detuning) en fréquence autour de la fréquence résonante, le
facteur géométrique c∗ modiﬁe signiﬁcativement le taux de croissance de l’instabilité ellip-
tique, qui disparaît même pour c∗ . 0.6. Les formes de cloche observées correspondent à
des modes diﬀérents, et c∗ = 1 maximise le taux de croissance d’un mode, en accord avec
l’étude menée en section 2.3.1. Ces simulations numériques conﬁrment que la libration en
longitude peut exciter une instabilité elliptique, et valident la formule (2.55) de l’analyse
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WKB.
2.5 Interaction des marées et de la précession
Dans les systèmes naturels, aussi bien la rotation que les marées déforment un corps
en un ellipsoïde triaxial (au moins en première approximation), ce qui pose la question
d’une éventuelle présence de l’instabilité elliptique. De plus, un forçage de précession
est également à prendre en compte pour des systèmes géo ou astrophysiques et il est
donc nécessaire d’étudier son interaction avec le forçage de marées, en présence ou non
des instabilités associées à chacun de ces deux forçages. Le problème complet est assez
complexe et implique trois référentiels diﬀérents en rotation : le référentiel en précession,
avec par exemple une période Tp ≈ 26000 ans pour la Terre, le référentiel lié à la marée,
avec une période de Td ≈ 27 jours pour le système Terre-Lune, et le référentiel du manteau,
avec une période de 23.93 heures pour la Terre. Avant de mener cette étude complexe,
une première étape est de considérer le cas particulier d’une précession synchrone avec
les marées (Td = Tp) car dans ce cas, l’ellipsoïde triaxial est ﬁxe dans le référentiel de
précession et la théorie peut être menée analytiquement (voir schéma en ﬁg. 2.21). Cette
étude a été menée en collaboration avec P. Meunier et a fait l’objet d’une publication
dans Physics of Fluids (Cébron et al., 2010b).
2.5.1 Écoulement de base : solution analytique
Dans cette section, l’étude de Poincaré (1910) est reconsidérée au sein d’un ellipsoïde
triaxial, et l’écoulement d’un ﬂuide non-visqueux en précession est résolu explicitement.
Dans un second temps, la viscosité est prise en compte en étendant l’étude de Busse
(1968) selon l’approche de Noir et al. (2003). Comme indiqué en ﬁgure 2.21, on considère
l’écoulement tournant au sein d’un ellipsoïde triaxial en précession d’axes principaux
notés (a1, a2, a3) dans cette section 12. On déﬁnit (Ox1, Ox2, Ox3) dans le référentiel du
bourrelet de marées, confondu ici avec le référentiel de précession, de telle sorte que Oxi
est aligné avec l’axe ai du conteneur, et (Ox3) est l’axe de rotation du manteau. On note
Ω la vitesse imposée de rotation et on utilise Ω−1 comme échelle de temps. On introduit
aussi le rayon moyen équatorial Req = (a1 + a2)/2, utilisé comme échelle de longueur.
Finalement, le problème peut être décrit par six nombres adimensionnels : l’ellipticité
β = (a21 − a22)/(a21 + a22), le rapport d’aspect a3/a1, le nombre d’Ekman E = ν/(ΩR2eq),
où ν est la viscosité cinématique, et les trois composantes adimensionnelles du vecteur
précession Ωp, i.e. l’angle θ entre Ωp et ex3 , l’angle θ2 entre Ωp et ex1 et la vitesse
angulaire de précession Ωp, positive (resp. négative) pour une précession prograde (resp.
rétrograde).
12. La notation (a1, a2, a3) n’est utilisée qu’uniquement dans cette section, aﬁn de simpliﬁer l’écriture
des équations. Nous reviendrons par la suite à l’écriture des demi-grand axes (a, b, c).
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Figure 2.21 – Schéma du problème considéré. Un spheroïde creux et déformable est rempli
de liquide et mis en rotation à vitesse angulaire constante Ω le long de son axe (Ox3).
L’axe du sphéroïde est incliné à un angle de précession θ et ﬁxé sur une table tournant à la
vitesse de précession Ωp. Enﬁn, deux rouleaux alignés avec (Ox3) déforment le sphéroïde
en un ellipsoïde triaxial par compression le long de l’axe (Ox2), perpendiculaire à l’axe
de rotation.
2.5.1.1 Extension de l’écoulement de Poincaré
On cherche un écoulement de base, solution des équations d’Euler dans le référentiel
de précession i.e.
∂u
∂t
+ u · ∇u = −∇p− 2 Ωp × u, (2.56)
∇ · u = 0, (2.57)
pour le ﬂuide contenu dans l’ellipsoïde. Dans ce référentiel, avec l’équation de l’ellipsoïde
x21
a21
+
x22
a22
+
x23
a23
= 1, (2.58)
on transforme la géométrie ellipsoïdale en une sphère avec la transformation (x′k) =
(xk/ak)k∈(1,2,3) et la vitesse du ﬂuide au sein de la sphère s’écrit donc
(U ′k) =
(
Uk
ak
)
k∈(1,2,3)
. (2.59)
Suivant l’approche de Poincaré (1910), on considère ce qu’il appelle des mouvements
simples, c’est-à-dire des vitesses U(U1, U2, U3) pouvant être décrites comme des combinai-
sons linéaires des coordonnées de l’espace. Cette hypothèse nous mène à considérer une
rotation solide quelconque dans la sphère, i.e. U′ = ω′ × r′, où ω′(ω′1, ω′2, ω′3) dépend du
temps a priori. L’équation (2.59) donne alors le champ de vitesse
U = (Uk)k∈(1,2,3) =
(
ak
ak−1
ω′k+1xk−1 −
ak
ak+1
ω′k−1xk+1
)
k∈(1,2,3)
, (2.60)
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où on utilise des permutations circulaires sur k ∈ (1, 2, 3) pour les indices.
Nous allons maintenant chercher lesmouvements simples solutions des équations d’Eu-
ler pour la partie solénoïdale de notre écoulement, en prenant en compte les conditions
aux limites de non-pénétration pour sa partie irrotationnelle. Cet écoulement est appelé
écoulement de Poincaré. On choisit de suivre la démarche proposée par Tilgner (1999c)
dans sa thèse d’habilitation, et reprise par Noir (2000) dans sa thèse de doctorat, plutôt
que la formulation lagrangienne de Poincaré (1910), un peu plus laborieuse. On déduit le
vecteur rotation ω du champ de vitesse (2.60) :
ω =
1
2
∇×U = (ωk)k∈(1,2,3) =
1
2
[(
ak−1
ak+1
+
ak+1
ak−1
)
ω′k
]
k∈(1,2,3)
. (2.61)
Notons que ω′ est indépendant des variables d’espace de telle sorte que ω est uniforme. En
prenant le rotationnel de l’équation (2.56), les équations non-visqueuses pour ω donnent
les trois équations scalaires suivantes
dωk
dt
+ (αk+1,k − αk−1,k)ωk−1ωk+1 = αk−1,kΩp,k−1ωk+1 − αk+1,kΩp,k+1ωk−1 (2.62)
pour des permutations des indices sur k ∈ (1, 2, 3), avec les coeﬃcients αi,j = 2/(ηij +
2) = 2 (ηji + 1)/(ηji + 2) et les diﬀérentes ellipticités ηij = (a2i − a2j )/a2j de l’ellipsoïde.
Les équations pour le cas particulier d’un sphéroïde sont naturellement retrouvées avec
a1 = a2.
Considérant uniquement les solutions stationnaires du problème, on résout le système
(2.62) analytiquement :
ω1 =
ω3
β12
a23 + a
2
2
γ1
Ωp,1, (2.63)
ω2 =
ω3
β12
a23 + a
2
1
γ2
Ωp,2, (2.64)
où βij = (a2i + a
2
j )/(2aiaj) = βji et γi = ω3(a
2
i − a23)/β12 + 2 Ωp,3 a1 a2. Le champ de
vitesse associé s’écrit alors :
U1 = a1
ω3
β12
(
−x2
a2
+
2 a1 Ωp,2x3
γ2
)
, (2.65)
U2 = a2
ω3
β12
(
x1
a1
− 2 a2 Ωp,1x3
γ1
)
, (2.66)
U3 = a3
ω3
β12
(
2 a3 Ωp,1x2
γ1
− 2 a3 Ωp,2x1
γ2
)
. (2.67)
Notons que le choix de ω3 est arbitraire ici. En fait, ω3 est ﬁxé par la couche visqueuse
d’Ekman et ne peut donc être déterminé que par une étude visqueuse, du type de celle de
Busse (1968) par exemple, menée dans la section 2.5.1.2. Notons aussi que le champ de
vitesse diverge pour γ1 = 0 et γ2 = 0. Cette étude non-visqueuse donne donc deux réso-
nances, qui correspondent à une résonance entre la fréquence du forçage de précession et
celle du tilt-over (voir Noir et al. (2003) pour plus de détails). Naturellement, l’amplitude
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de ces résonances est ﬁxée par la viscosité et nécessite donc une étude visqueuse pour
être décrite. Ces résonances linéaires sont obtenues pour deux fréquences de précession
particulières (dépendantes du rapport d’aspect), qui sont :
Ωp,3 =
a23 − a2i
a21 + a
2
2
ω3 (2.68)
pour i ∈ (1, 2). Il vient immédiatement que les ellipsoïdes oblates (a1, a2 > a3) ont leurs
résonances dans le régime rétrograde (i.e. dans la zone Ωp,3 < 0) tandis que les ellipsoïdes
prolates (a1, a2 < a3) ont leurs résonances dans le régime prograde. Notons que, comparé
au cas sphéroïdal déjà traité dans la littérature, un résultat important ici est l’apparition
d’une deuxième résonance, liée à la triaxialité du conteneur.
2.5.1.2 Extension de l’écoulement de Busse
En suivant l’approche de Busse (1968), la viscosité peut être prise en compte dans
notre étude d’un ellipsoïde triaxial en précession. Ici, on choisit de suivre l’approche
équivalente de Noir et al. (2003) basée sur l’équilibre entre le couple d’inertie Γi, le
couple de pression (ou topographique) Γp, et le couple visqueux Γv. A l’ordre dominant,
l’équation d’équilibre des couples donnée par Busse (1968), pour un écoulement tournant
stationnaire q = ω× r dans le référentiel de précession au sein d’un volume V de surface
Σ s’écrit :
Γi︷ ︸︸ ︷
2
∫
V
r × (Ωp × q) dV =
Γp︷ ︸︸ ︷
−
∮
Σ
p r × n dΣ+
Γv︷ ︸︸ ︷
E
∫
V
r ×∇2q dV , (2.69)
où r est le vecteur position et n est le vecteur unitaire sortant normal à Σ (voir Noir
et al., 2003). Il reste à expliciter ces termes pour notre ellipsoïde triaxial.
Au premier ordre, le gradient de pression équilibre la force centrifuge, ce qui donne :
p =
1
2
3∑
i=1

(ω2i+1 + ω2i−1) x2i − 3∑
j=1
j 6=i
ωi ωj xi xj

. (2.70)
Ainsi, dans la limite des faibles ellipticités, i.e. au premier ordre en η = 1 − a3/a1 et
η2 = 1− a2/a1, le couple de pression s’écrit :
Γp = −
∮
p r × n dΣ = (Γp,k)k∈(1,2,3) = I

 (η − η2) ω2 ω3−η ω1 ω3
η2 ω1 ω2

 , (2.71)
où I est le moment d’inertie dans l’approximation sphérique. Notons que l’expression de
Noir et al. (2003) est retrouvée pour le sphéroïde (i.e. a1 = a2 donc η2 = 0).
Après quelques manipulations algébriques, le couple de précession s’écrit simplement :
Γi = I Ωp × ω. (2.72)
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Finalement, les équations (2.71) et (2.72) donnent Γp · ω = 0 et Γi · ω = 0, et donc
avec l’équation (2.69), on a Γv · ω = 0. Ainsi, l’écoulement étant stationnaire, il n’y a
aucune rotation diﬀérentielle selon ω :
ω · ex3 = ω2. (2.73)
En eﬀet, dans le référentiel tournant du ﬂuide, la vitesse angulaire du conteneur selon
ω est nulle : la seule rotation diﬀérentielle entre le ﬂuide et le conteneur est dans le
plan équatorial de sorte qu’il n’y a aucun spin-up. Cela peut aussi être retrouvé avec
une analyse de couche visqueuse, suivant l’approche de Busse (1968), qui montre que le
pompage volumique d’Ekman est solution des équations d’Euler dès lors que la condition
dite de solvabilité (2.73) est vériﬁée. Selon cette équation, aussi appelée la condition de
non spin-up par Noir et al. (2003) , le seul mouvement relatif entre l’intérieur et la paroi
est une rotation équatoriale donnée part ωeq = ω − Ω. Nous devons donc calculer le
couple visqueux associé à cette rotation diﬀérentielle équatoriale. Ce calcul repose sur
l’idée suivante : pour maintenir un écoulement stationnaire, le couple délivré au ﬂuide
pour compenser les frottements visqueux est donné par le taux de décroissance qui serait
obtenu si la précession était brutalement stoppée à un temps t. Ce taux est simplement le
taux de dissipation d’énergie par un mode de Poincaré dans un système non-forcé, à t = 0.
Ce taux est donné par la théorie de Greenspan (1968), valide dans le référentiel tournant
avec le ﬂuide. Ainsi, la solution linéaire pour la décroissance visqueuse du spinover nous
amène à introduire un nouveau nombre d’Ekman Ef = E/ω et une nouvelle unité de
temps t˜ = tω, basés sur la vitesse de rotation du ﬂuide ω. Selon Greenspan (1968),
l’évolution temporelle de ωeq dans le référentiel galiléen est :
ωeq(t˜) = e
λr t˜
√
Ef
[
cos
(
λi t˜
√
Ef
)
ωeq(0)− sin
(
λi t˜
√
Ef
) ω × ωeq(0)
ω
]
(2.74)
avec λr = −2.62 et λi = 0.259. Notons que rigoureusement parlant, dans un ellipsoïde
triaxial, l’ellipticité modiﬁe les valeurs propres des modes inertiels, ainsi que les corrections
visqueuses de ces valeurs propres (Greenspan, 1968). Ainsi, dans le cas particulier d’un
sphéroïde oblate (a1 = a2) d’excentricité e = (1− a23/a21)1/2, la fréquence propre du mode
de Poincaré est donnée par 2/(2 − e2), tandis que λr et λi sont donnés à l’ordre 2 par
(Zhang et al., 2004) :
λr = −3 (19 + 9
√
3)
28
√
2
+
−1039 + 171 √3
1232
√
2
η231 +O(e
4) ≈ −2.62− 0.426 e2 (2.75)
λi = −3 (−19 + 9
√
3)
28
√
2
+
1039 + 171
√
3
1232
√
2
η231 +O(e
4) ≈ 0.258 + 0.766 e2 (2.76)
expressions comparées 13 aux valeurs exactes en ﬁgure 2.22. Dans la limite des faibles
ellipticités considérée ici, cette correction peut être négligée 14.
13. Notons que la valeur usuelle λi ≈ 0.259 utilisée depuis Greenspan (1968) est en fait égale à λi ≈ 0.258
selon les valeurs exactes données par Zhang et al. (2004).
14. Remarquons également que le facteur d’amortissement visqueux λr = −2.62, d’intérêt pour l’insta-
bilité elliptique, reste toujours inférieur à −3.3 pour un sphéroïde prolate (a1 = a2).
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Figure 2.22 – Évolution avec l’excentricité e = (1− a23/a21)1/2 des corrections visqueuses
λr (ﬁg. a) et λi (ﬁg. b) des valeurs propres du mode de Poincaré pour un sphéroïde oblate
(a1 = a2). Les lignes continues correspondent aux valeurs exactes obtenues avec la théorie
de Zhang et al. (2004), tandis que les lignes discontinues représentent les développements
à l’ordre e2 de cette théorie (équations (2.75) et (2.76)).
Revenant aux variables E et t, cette équation permet d’écrire le couple équatorial
visqueux :
Γv = I
(
dωeq
dt
)
t=0
= I
√
ωE

 λr ω1 + λi ω2/ωλr ω2 − λi ω1/ω
λr (ω3 − 1)

 (2.77)
Finalement, l’équilibre des couples donné par (2.69) projeté sur l’axe de rotation du
ﬂuide ω (la condition de non spin-up (2.73)) et sur les axes principaux ex1 et ex3 donne
le système d’équations suivant :
ω21 + ω
2
2 = ω3 (1− ω3), (2.78)
Ωp,2 ω3 − Ωp,3 ω2 = (η − η2) ω2 ω3 +
(
λr ω1 ω
1/4
3 + λi
ω2
ω
1/4
3
)√
E, (2.79)
Ωp,1 ω2 − Ωp,2 ω1 = η2 ω1 ω2 − λr ω1/43 (1− ω3)
√
E. (2.80)
Ce système non-linéaire peut être résolu eﬃcacement par une méthode de continuation
(perturbations successives sur la longueur a2) en partant de la solution de Busse (1968)
dans un sphéroïde. Un exemple est donné en ﬁgure 2.23 où la solution dans le cas sphé-
roïdal (le cas ν = 10−5 m2/s de la ﬁgure 3 de Noir et al. (2003), ce qui donne un nombre
d’Ekman E = 3 · 10−5) est comparée au cas d’un ellipsoïde triaxial légèrement déformé
(β = 0.03) avec le même rapport d’aspect a3/a1. Notons que même une très faible défor-
mation β change signiﬁcativement la solution obtenue.
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Figure 2.23 – Amplitude théorique de la vitesse angulaire ω du mode de tilt-over dans
un sphéroïde (β = 0), et pour un ellipsoïde triaxial légèrement déformé (β = 0.03).
Les autres paramètres utilisés dans cette ﬁgure sont ceux de Noir et al. (2003) : vitesse
angulaire du conteneur Ω = 207 rpm et a1 = 0.125 m (de sorte que le nombre d’Ekman
est E = 3 · 10−5), θ = 9◦, a3/a1 = 0.96 et θ2 = 0◦. Le cas sphéroïdal correspond au cas
ν = 10−5 m2/s en ﬁgure 3 de Noir et al. (2003). On peut noter que même une faible
déformation équatoriale modiﬁe signiﬁcativement la solution obtenue.
2.5.2 Validation numérique et expérimentale
Dans cette section, nous validons et testons la gamme de validité de nos solutions
analytiques par comparaison avec des résultats numériques et expérimentaux.
2.5.2.1 Résolution numérique
Nous considérons un ﬂuide en rotation au sein d’un ellipsoïde triaxial d’axes (a1, a2, a3)
(ﬁg. 2.21). Nous travaillons dans le référentiel en précession. Avec un ﬂuide initialement au
repos dans ce référentiel, une vitesse tangentielle constante U
√
1− (x3/a3)2 est imposée
à t = 0 à la paroi externe dans chaque plan de coordonnées x3 perpendiculaire à l’axe
de rotation (Ox3), où U est la vitesse imposée à la paroi le long de l’équateur. L’échelle
de temps Ω−1 est ﬁxée en écrivant la vitesse tangentielle à l’équateur U = ΩReq. Les
équations de Navier-Stokes avec des conditions de non-glissement sont alors résolues, en
prenant en compte la force de Coriolis associée à la précessionΩp. Ainsi, dans le référentiel
(Ox1, Ox2, Ox3) liée à la déformation ellipsoïdale, qui est aussi le référentiel de précession
dans nos hypothèses de travail, nous résolvons :
∂u
∂t
+ u · ∇u = −∇p+ E△ u− 2Ωp × u, (2.81)
∇ · u = 0. (2.82)
Dans ce travail, la gamme de paramètres étudiée est E ≥ 10−3 et β ≤ 0.32. Une fois un
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état permanent atteint (stationnaire ou périodique), nous déterminons la vitesse angulaire
de rotation de l’intérieur du ﬂuide, i.e. en-dehors de la couche visqueuse de paroi. Pour ce
faire, nous introduisons au sein du ﬂuide un ellipsoïde centré sur l’origine, homothétique
de la paroi externe dans un rapport κ. Nous déﬁnissons alors la rotation angulaire ω
dans l’intérieur ﬂuide comme la valeur moyenne de la rotation angulaire au sein de cet
ellipsoïde homothétique. Aﬁn de nous prémunir de l’inﬂuence des couches visqueuses, nous
considérons une couche visqueuse d’une épaisseur adimensionnelle (e.g. Owen & Rogers,
1989) δν ≈ 5
√
E, et ﬁxons donc notre rapport d’homothétie à κ ≈ 1− δν ≈ 1− 5
√
E. Nos
calculs sont menés avec la méthode éléments ﬁnis décrite en section 2.2.
2.5.2.2 Dispositif expérimental
Les détails du dispositif expérimental ﬁgurent dans Meunier et al. (2008) et Lagrange
et al. (2008), traitant le cas d’un cylindre en précession. Ici, le dispositif a été légèrement
modiﬁé aﬁn d’étudier la précession d’un sphéroïde. Cela permet de valider la théorie à des
nombres d’Ekman inaccessibles numériquement. Malheureusement, le dispositif est pour
l’instant limité au cas d’une géométrie sphéroïdale (a1 = a2) et n’est donc pas encore à
même de valider la théorie développée ici pour un ellipsoïde triaxial. Des modiﬁcations
supplémentaires seraient nécessaires pour rendre le plan équatorial elliptique, comme par
exemple l’utilisation de deux rouleaux comprimant le sphéroïde (voir ﬁg. 2.21).
Le sphéroïde, fait au laboratoire, a été obtenu en assemblant deux cavités hémi-
sphéroïdales usinées dans des cylindres solides de Plexiglas. La précision machine (10
microns) garantit que le saut entre les deux parties est inférieur à la taille de la couche
d’Ekman (de l’ordre de 300µm à E = 10−5). Ce sphéroïde, de diamètre équatorial 17 cm
et de rapport d’aspect a3/a1 = 0.85 est rempli avec de l’eau et monté sur un moteur qui
est lui-même placé sur une plate-forme tournante. Les vitesses angulaires du sphéroïde et
de la plate-forme sont stables à moins de 0.1% et l’angle de précession θ entre les deux
axes varie de 5◦ à 15◦ avec une exactitude de 0.1◦.
Des lasers pulsés YAG sont utilisés pour créer un plan lumineux perpendiculaire à
l’axe de rotation de la plate-forme. Une caméra PIV (Particle Image Velocimetry) est
située sur la plate-forme tournante, alignée avec l’axe de rotation du sphéroïde. Ceci per-
met d’obtenir des mesures PIV dans un plan presque parallèle au plan équatorial (x1, x2)
et situé à une distance x3 = 5 cm au-dessus. Les lasers YAG n’étant pas montés sur la
plate-forme, le plan de mesure est incliné d’un angle θ par rapport au plan équatorial, ce
qui induit une erreur d’au plus 2 cm (pour θ = 15◦) sur la position axiale des vecteurs
vitesses. Cependant, les composantes de vitesse mesurées correspondent exactement aux
composantes x1, x2 de vitesse car la caméra est alignée avec l’axe de rotation du sphéroïde.
Il n’y a aucune distorsion d’images à l’interface air-Plexiglas (interface plane) mais il y a
des distorsions dues à l’interface sphéroïdale Plexiglas-eau. Ces déformations restent pe-
tites car les indices de réfraction du Plexiglas et de l’eau sont très proches. Ces distorsions
ont été calculées analytiquement et vériﬁées expérimentalement avec une grille. Elles ap-
paraissent principalement à la surface du sphéroïde et introduisent une erreur maximum
de 15% sur le déplacement radial des particules. Cela ne biaise pas les mesures car seule
la région centrale du champ de vitesse a été utilisée pour le traitement des données. Les
images PIV ont été tournées numériquement aﬁn de supprimer la rotation de base de
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l’écoulement avant d’être traitées par un algorithme de cross-correlation PIV (DPIVsoft :
voir Meunier & Leweke, 2003).
Dans le référentiel du manteau, le champ de vitesse 2D s’est avéré être un écoulement
quasi-uniforme de translation dont la direction et l’amplitude varient avec la fréquence Ωp
de précession. Cet écoulement moyen est lié aux composantes équatoriales de la vitesse an-
gulaire (ω1, ω2) qui créent un écoulement uniforme de translation (α31 x3 ω2,− α32 x3 ω1)
dans le plan x3 = 5 cm. Cet écoulement correspond aux derniers termes dans les équations
(2.65) et (2.66) dans le cas a1 = a2. Les premiers termes de ces équations correspondent
à la rotation angulaire axiale ω3, égale à (ω3 − 1) dans le référentiel du sphéroïde, et
donc relativement petite hors des zones de résonances. Les mesures de vitesse moyenne
et de vorticité moyenne permettent donc de remonter simplement aux trois composantes
du vecteur rotation ω. C’est la première fois que de telles mesures sont menées dans un
sphéroïde en précession, et elles seront comparées aux résultats numériques et théoriques
dans la section suivante.
2.5.2.3 Validation en géométrie sphéroïdale
En ﬁgure 2.24, la théorie proposée par Busse (1968) est validée sur plus de trois décades
en nombre d’Ekman pour deux angles de précession diﬀérents. L’intérêt des résultats
présentés est double. Tout d’abord, ils valident le modèle numérique, qui peut maintenant
être utilisé pour étudier les ellipsoïdes triaxiaux. De plus, ils complètent les validations
précédentes de la théorie de Busse (e.g. Noir et al., 2001; Tilgner & Busse, 2001; Lorenzani
& Tilgner, 2001; Noir et al., 2003), en particulier pour des nombres d’Ekman assez grands.
Notons comme Tilgner & Busse (2001) que l’analyse théorique requiert que l’angle entre le
vecteur rotation du conteneur et le vecteur rotation du ﬂuide soit petit aﬁn que l’analyse
de couche d’Ekman reste valide. Cela pourrait expliquer les diﬀérences entre les mesures
expérimentales et les prédictions théoriques pour le plus grand des angles de précession
considéré ici (θ = 15◦). Une validation supplémentaire du modèle numérique et de la
théorie de Busse est donnée en ﬁgure 2.25 (a) où les composantes de l’axe de rotation du
tilt-over sont en excellent accord sur une large gamme de vitesse de précession. Notons
que loin de la résonance, on retrouve les résultats non-visqueux de Poincaré (1910) avec
ω3 = 1.
2.5.3 Précession et instabilité elliptique
Une première série de simulations a été menée pour a3/a1 = 0.86, θ = 10◦, θ2 = 45◦,
E = 1/600, β = 0.1 et diﬀérentes vitesses de précession. Les résulats sont montrés en ﬁ-
gure 2.25 (b). L’excellent accord entre les simulations numériques et la solution analytique
visqueuse sur l’ensemble de la gamme étudiée conﬁrme la validité de notre généralisation
théorique. Notons que l’écoulement non-visqueux de Poincaré est retrouvé loin des ré-
sonances. Comme attendu, une seconde résonance apparaît pour l’ellipsoïde triaxial, les
deux résonances restant dans le domaine rétrograde ici car a1, a2 > a3 (voir. eq. 2.68).
Enﬁn, comme Noir et al. (2003) l’ont déjà fait remarquer, la viscosité lisse les pics de
résonance mais modiﬁe également leur position.
Le tilt-over est donc bien décrit par notre solution analytique à des nombres d’Ekman
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Figure 2.24 – Comparaison des composantes de vitesse angulaire de la solution de
Busse pour un sphéroïde (lignes continues) avec les mesures expérimentales PIV et les
simulations numériques sur une large gamme de nombre d’Ekman pour Ωp = −0.14 et
a3/a1 = 0.85. (a) Pour un angle de précession de 5◦. (b) Pour un angle de précession de
15◦.
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Figure 2.25 – Les composantes du vecteur rotation de l’écoulement dans le sphéroïde,
montrées en (a) sont comparées en ﬁgure (b) à celles dans l’ellipsoïde triaxial de même
rapport d’aspect a3/a1 = 0.86 (θ = 10◦, θ2 = 45◦ et E = 1/600). La théorie non-visqueuse
de Poincaré et son extension à l’ellipsoïde triaxial sont données par les tirets noirs en
choisissant ω3 = β12 = (a21 + a
2
2)/(2a1a2) (voir l’étude de stabilité en annexe D). La
théorie de Busse et son extension aux ellipsoïdes triaxiaux sont représentées par les lignes
continues. Les deux résonances non-visqueuses γ1 et γ2 sont indiquées par les lignes ver-
ticales noires. (a) Dans le sphéroïde, le bon accord avec la théorie de Busse sur une large
gamme de vitesse de précession conﬁrme la validité du modèle numérique.(b) Dans l’el-
lipsoïde triaxial de même rapport d’aspect, mais avec β = 0.1, notre solution analytique
est en bon accord avec les résultats numériques.
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relativement larges et des déformations équatoriales modérées. Cependant, deux types
d’instabilité peuvent apparaître dans ce cas : l’instabilité elliptique pour des nombres
d’Ekman suﬃsamment petits et/ou des déformations assez grandes, et l’instabilité de
précession pour des nombres d’Ekman suﬃsamment petits et/ou des vitesses de préces-
sion assez importantes. Notre étude portant sur l’instabilité elliptique, le nombre d’Ek-
man est maintenu suﬃsamment grand pour ne pas exciter d’instabilité de précession, et
la déformation équatoriale est augmentée aﬁn d’être au-dessus du seuil de l’instabilité
elliptique.
L’apparition et la forme de l’instabilité elliptique en présence d’une rotation globale
(i.e. une rotation de la déformation équatoriale selon un axe parallèle à l’axe de rotation
du conteneur) a été étudié en section 2.3.2 (voir aussi Le Bars et al., 2007, 2010, pour une
étude expérimentale). Dans les notations utilisées ici, ce cas correspond au cas particulier
θ = 0◦. Le mode usuel de l’instabilité elliptique dans la sphère est le mode de spinover,
qui apparaît pour de faibles vitesses de rotation de la déformation équatoriale. L’analyse
théorique de stabilité menée en annexe D montre que ce mode est susceptible de pousser
sur l’écoulement de Poincaré. Notons que le spinover, qui est le mode usuel de l’instabilité
elliptique, et le tilt-over, qui est l’écoulement de base de la précession, correspondent au
même écoulement : notre solution analytique doit donc les décrire tous les deux. La ﬁgure
2.26 (a) montre que c’est en eﬀet le cas autour de Ωp = 0 où la théorie et les simulations
sont en bon accord. De plus, par comparaison avec ce que l’on sait de l’instabilité elliptique
dans le cas particulier θ = 0◦ (voir la section 2.3.2 pour les détails), on s’attend à ce que
l’instabilité elliptique mène à un écoulement instationnaire lorsque Ωp est en-dessous de
la bande de résonance du spinover, et à ce que l’instabilité disparaisse au-dessus de cette
bande. Ces résultats sont retrouvés en ﬁgure 2.26 (a), où les écoulements oscillants sont
en eﬀet observés pour Ωp ∈ [−0.5;−0.2], tandis qu’un bon accord théorie/simulations est
obtenu pour les écoulements stationnaires de la gamme Ωp > 0. Enﬁn, une étude systé-
matique de la pulsation du mode excité en fonction du nombre d’Ekman pour Ωp = −0.4
est donnée en ﬁgure 2.26 (b). En accord avec les prédictions de l’analyse théorique de sta-
bilité présentée en annexe D, la transition d’un écoulement stationnaire à un écoulement
instationnaire est obtenue pour E ≈ 1/300.
2.5.4 L’instabilité de précession
L’instabilité de précession a été introduite en section 1.5. Rappelons qu’en géométrie
sphérique, seule l’instabilité visqueuse de précession est susceptible d’apparaître (e.g. Til-
gner, 2005). En revanche, en géométrie sphéroïdale, Kerswell (1993b) montre que deux
autres instabilités peuvent apparaître : l’instabilité inertielle de précession et l’instabilité
elliptique (voir section 1.5). En eﬀet, même si le conteneur n’est pas un ellipsoïde triaxial,
l’inclinaison des lignes de courant par le mode de tilt-over dans un conteneur sphéroïdal
rend ces dernière elliptiques. La compétition entre ces deux instabilités inertielles dépend
de leur taux de croissance respectifs. Aﬁn de s’aﬀranchir de l’instabilité elliptique, Kers-
well (1993b) considère un ﬂuide non-conﬁné en rotation dont l’axe de rotation précesse
à 90◦ : l’écoulement dans le référentiel en précession est alors simplement constitué de
lignes de courant circulaires dont les centres se décalent progressivement le long d’une
droite. Ainsi, la vitesse de précession adimensionnée par la vitesse angulaire de rotation
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Figure 2.26 – Paramètres ﬁxés : θ = 10◦, a3/a1 = 0.86, θ2 = 0 et β = 0.317 (ce qui
correspond à (a1 + a2)/2 = a3). (a) Évolution des composantes du vecteur rotation de
l’écoulement avec l’amplitude de la vitesse de précession pour E = 1/600. Le code couleur
est celui de la ﬁgure 2.25 (b). Les symboles pleins correspondent aux cas où l’écoulement
est oscillant, tandis que les symboles vides correspondent à des écoulements stationnaires.
Notons que le changement de signe à Ωp = 0 est dû aux deux orientations possibles
du spinover associé à la saturation de l’instabilité elliptique. (b) Considérant à présent
Ωp = −0.4 pour lequel l’écoulement est oscillant à E = 1/600 selon la ﬁg. (a), la pulsation
f de l’écoulement est tracée en fonction du nombre d’Ekman. Il apparaît alors clairement
que l’écoulement est stationnaire pour E & 1/300, puis oscille à la pulsation constante
f ≈ 0.67 pour des nombres d’Ekman inférieurs.
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Figure 2.27 – (a) Le taux de croissance maximum de l’instabilité inertielle de précession
obtenu par analyse de Floquet est représenté en fonction de µ (ligne continue rouge). La
ligne discontinue noire représente l’expression analytique σ/µ = 5
√
15/32 obtenue dans
la limite µ≪ 1. (b) Évolution de l’ellipticité β et du cisaillement µ des lignes de courant
de l’écoulement de Poincaré pour les cas considérés en section 2.5.3 (θ = 10◦, a3/a1 =
0.86, θ2 = 0◦ et β = 0.317, ce qui correspond à (a1 + a2)/2 = a3). L’évolution de Υ,
déﬁni par l’équation (2.84) peut ainsi être calculée et montre que l’instabilité elliptique est
eﬀectivement attendue. Les lignes verticales représentent les deux résonances (ici θ2 = 0◦).
du ﬂuide se confond avec le cisaillement µ. Le taux de croissance σ peut alors être calculé
par une analyse de Floquet, qui a été reprise et représentée pour une plus large gamme
de µ en ﬁgure 2.27a. Dans la limite des faibles cisaillements (µ ≪ 1), Kerswell (1993b)
obtient une formule analytique :
σ =
5
√
15
32
µ. (2.83)
Considérant un écoulement de base un peu diﬀérent de celui de Kerswell (1993b), Naing
& Fukumoto (2009) aboutissent au même taux de croissance 15. Aﬁn d’estimer le résultat
de la compétition entre cette instabilité et l’instabilité elliptique, il semble intéressant de
comparer leurs taux de croissance. On considère donc le même écoulement avec des lignes
de courant légèrement elliptiques (β ≪ 1). L’eﬀet de la précession dans la limite µ ≪ 1
est alors d’ordre βµ2 et le ratio Υ des taux de croissance pour un tel écoulement est donc
Υ =
5
√
15
32 µ
9
16 β
=
5
√
15
18
µ
β
≈ µ
β
. (2.84)
Ainsi, pour Υ≪ 1, on s’attend à observer l’instabilité elliptique, et pour Υ≫ 1, on s’at-
tend à observer l’instabilité inertielle de précession. Dans le cas par exemple de l’ellipsoïde
15. Naing & Fukumoto (2009) l’appellent instabilité de Coriolis ou instabilité précessionnelle.
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triaxial étudié en section 2.5.3, il est possible de tracer Υ en fonction de la vitesse de pré-
cession. Pour ce faire, on considère l’écoulement de Poincaré dans un tel ellipsoïde, et on
en déduit l’ellipticité des lignes de courant ainsi que le cisaillement induit par l’inclinai-
son du mode de Poincaré dans un tel conteneur. La ﬁgure 2.27b représente les résultats,
conﬁrmant d’une autre façon que l’écoulement oscillant observé est bien dû à l’instabilité
elliptique 16.
Notons enﬁn que les limites Υ≪ 1 et Υ≫ 1 ont été étudiées par Naing & Fukumoto
(2009) par une analyse de stabilité locale de l’écoulement non-conﬁné U = (−(1−β)y, (1+
β)x,−2µy). Notons que dans le plan xy, les lignes de courant sont elliptiques, avec un
grand axe selon x pour β < 0, et selon y pour β > 0. Naing & Fukumoto (2009) obtiennent
alors le taux de croissance de l’instabilité elliptique pour µ≪ 1 :
σ =
9
16
β
[
1− 2
3
β − 3
32
µ2
]
. (2.85)
La correction au taux de croissance σ/β = 9/16 montre que la présence de la force de
Coriolis considérée par Naing & Fukumoto (2009) est toujours stabilisante, contrairement
au cas où elle est alignée avec l’axe de rotation (voir section 2.3.2). Dans la limite Υ≫ 1,
le taux de croissance de l’instabilité inertielle de précession est donné par :
σ =
5
√
15
32
µ
[
1 +
669
640
β
]
. (2.86)
Cette correction montre que l’ellipticité des lignes de courant stabilise l’instabilité lorsque
l’axe de précession est aligné avec le grand axe (β < 0) tandis que l’ellipticité est désta-
bilisante si l’axe de précession est aligné avec le petit axe (β > 0).
La reconsidération de ces résultats est en cours, à la fois théoriquement et numérique-
ment, notamment aﬁn de quantiﬁer l’interation entre instabilité de précession et instabilité
elliptique. En eﬀet, la compétition entre ces deux instabilités n’a jamais été vraiment étu-
diée alors même qu’elles sont toutes deux susceptibles d’être excitées au sein des noyaux
liquides planétaires (voir Wicht & Tilgner, 2010, pour une présentation récente de leurs
pertinences respectives en géophysique).
2.6 Instabilité thermo-elliptique
Jusqu’ici, les études portant sur l’instabilité elliptique considéraient un ﬂuide iso-
therme en rotation, éventuellement soumis à une turbulence homogène isotrope (Fabi-
jonas & Holm, 2003, 2004a). Pourtant, dans tous les systèmes naturels, la température
joue un rôle important, créant soit une stratiﬁcation, soit de la convection thermique. Il
est donc nécessaire de reprendre les études précédentes aﬁn de quantiﬁer l’inﬂuence d’un
champ thermique sur l’instabilité elliptique : si, en eﬀet, la convection thermique s’avérait
empêcher sa croissance, sa pertinence dans un contexte géophysique serait clairement dis-
cutable. D’un autre côte, du point de vue thermique, de nombreuses études ont été menées
sur la convection thermique en géométrie sphérique (voir par exemple Aurnou, 2007, et
16. En réalité, la forme de l’écoulement obtenu ne laisse pas de doute à ce sujet.
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les références citées). Cependant, puisque la plupart des corps astrophysiques sont défor-
més par des forces de marées, ces études doivent être reprises pour tenir compte d’une
éventuelle présence de l’instabilité elliptique. Notons que le lien entre résonance d’ondes
gravito-inertielles induites par les forces de marées et champ thermique a été proposé dans
une étude géophysique peu connue de Kumazawa et al. (1994). Cependant, cette étude
considère le forçage résonant d’une onde donnée par les marées, ce qui est diﬀérent de
l’instabilité elliptique, basée sur une résonance paramétrique d’ondes. Jusqu’ici, le seul
travail combinant eﬀets thermiques et instabilité elliptique était l’étude théorique de Le
Bars & Le Dizès (2006), qui ont considéré l’inﬂuence d’un proﬁl de température diﬀusif
sur l’instabilité elliptique. Dans leur travail, l’instabilité elliptique est interprétée comme
la résonance d’ondes gravito-inertielles et son taux de croissance déterminé dans le cas
particulier d’une gravité créée par force centrifuge. Aﬁn de compléter ces travaux, nous
avons pour objectif de répondre aux questions suivantes : (i) Quelle est l’inﬂuence d’une
diﬀérence de température imposée en géométrie ellipsoïdale sur le taux de croissance
de l’instabilité elliptique, et donc en particulier le seuil de l’instabilité ? (ii) Est-il pos-
sible d’exciter une instabilité elliptique sur un écoulement de convection thermique ? (iii)
Quelle est l’inﬂuence d’une instabilité elliptique sur le ﬂux de chaleur et quelles sont les
lois d’échelle impliquées ? Notons qu’en complément à notre étude numérique, une étude
parallèle de Lavorel & Le Bars (2010) considère le problème du point de vue expérimental.
2.6.1 Définition du problème et nombres adimensionnels
Comme indiqué en ﬁgure 2.28, le modèle numérique de la section 2.3 est repris avec
une coquille ellipsoïdale d’axes (a, b, c), au lieu d’un simple ellipsoïde, avec une vitesse
tangentielle U
√
1− (z/c)2 imposée à la paroi externe dans chaque plan de coordonnées
z = cte perpendiculaire à l’axe de rotation (Oz), où U est la vitesse imposée à la paroi
dans le plan équatorial. Un ellipsoïde homothétique, d’un rapport d’aspect η = 0.3, est
placé au centre de l’ellipsoïde externe, et une vitesse constante tangentielle ηU
√
1− (z/c)2
est imposée sur sa paroi. Le rayon moyen Req = (a + b)/2 est choisi comme échelle de
longueur, et l’échelle de temps Ω−1 est déﬁnie en écrivant la vitesse tangentielle à la
paroi U = ΩReq. Le problème hydrodynamique est donc décrit par quatre nombres sans
dimension : l’ellipticité β = (b2 − a2)/(a2 + b2), le rapport d’aspect de la coquille η (i.e.
le rapport homothétique de la paroi interne à la paroi externe), l’aplatissement c/b et le
nombre d’Ekman Ek = ν/(ΩReq), où ν est la viscosité cinématique. Dans les simulations
considérées dans cette section, l’axe polaire c est ﬁxé à Req = (a + b)/2, de même que
dans les expériences de Lacaze et al. (2005b), ce qui permet d’exciter le mode spin-over.
En plus de ces considérations purement hydrodynamiques, l’équation de température
est également résolue, avec des températures constantes uniformes Ti et Te imposées
respectivement sur les parois interne et externe. La force de ﬂottabilité est modélisée sous
l’approximation de Boussinesq 17 (avec une densité linéaire en température). La force de
gravité dans les équations de Navier-Stokes s’écrit donc ρ g∗ = ρ(Te) [1−α(T∗−Te)] g∗, où
ρ est la densité du ﬂuide, α le coeﬃcient volumique de dilatation thermique, g∗ la gravité
locale, qui dépend de la position, et T∗ la température locale. Dans ce modèle, la gravité
17. Voir e.g. Anufriev et al. (2005) pour une discussion sur la légitimité de cette approximation en
géophysique, en particulier pour le noyau terrestre.
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Figure 2.28 – Schéma du problème considéré. Le champ de gravité, représenté ici dans
le plan équatorial, est calculé explicitement, supposant que la paroi externe est une équi-
potentielle de gravité φ = 0.
est calculée en résolvant l’équation de Poisson pour le potentiel gravitationnel φ, la paroi
externe correspondant à une équipotentielle 18. Ainsi, les aspects thermiques du problème
sont caractérisés par deux nombres adimensionnels : le nombre de Prandtl Pr = ν/κ, où
κ est la diﬀusivité thermique, et le nombre de Rayleigh Ra = (α g0 (Ti − Te) d3)/(κ ν),
où d = Req(1 − η) est l’épaisseur de la coquille et g0 la gravité à la surface de la paroi
externe de la sphère correspondante, i.e. g0 = (4/3) π G Req ρ(Te) avec G la constante
de gravitation. Notons que la viscosité cinématique du ﬂuide est supposée indépendante
de la température dans cette étude.
Finalement, le problème résolu est décrit par le système d’équations sans dimension
suivant :
∂u
∂t
+ u ·∇u = −∇p+ Ek △ u− Ra E
2
k
Pr (1− η)3 T g, (2.87)
∇ · u = 0, (2.88)
∂T
∂t
+ u ·∇T = Ek
Pr
△ T, (2.89)
△φ = 3, (2.90)
g = −∇φ, (2.91)
où T est l’anomalie (adimensionnelle) de température T = (T∗ − Te)/(Ti − Te). Toutes
les conditions aux limites sont données ci-dessus. Un tel modèle numérique correspond
par exemple à un noyau planétaire liquide, avec une graine interne et une diﬀérence de
température imposée aux frontières. Notons que dans un contexte géophysique, du fait
de la compressibilité, la diﬀérence de température △T = Ti − Te à considérer est l’écart
à l’adiabat entre la graine interne et la paroi noyau-manteau (CMB). Tous les nombres
18. Notons que l’étude avec une gravité purement radiale a également été menée mais n’est pas présentée
ici car des instabilités baroclines apparaissent alors, parasitant l’étude de l’instabilité elliptique.
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adimensionnels, leurs valeurs dans cette étude, et les valeurs typiques pour les noyaux de
la Terre et de Io sont donnés dans la table 2.1.
Toutes les simulations de cette section sont menées selon la même procédure : partant
d’un ﬂuide au repos dans une coquille sphérique de rayon Req avec un proﬁl initial de
température diﬀusif, la coquille est mise en rotation à vitesse angulaire constante Ω. Une
fois l’écoulement établi par résolution des équations ci-dessus, la coquille est déformée en
une coquille ellipsoïdale de façon instantanée, et la simulation se poursuit. Cette défor-
mation instantanée permet d’étudier le taux de croissance de l’instabilité elliptique sur
un état de base conductif ou convectif connu. Notons qu’ont également été menées des
simulations avec un changement graduel de déformation, ainsi que des simulations partant
directement d’une coquille ellipsoïdale aﬁn de vériﬁer que l’état ﬁnal n’était pas modiﬁé
par la procédure.
Deux quantités ont été systématiquement étudiées : (i) le taux de croissance σ de
l’instabilité, qui permet ici de quantiﬁer la rétroaction du champ de température sur
l’instabilité elliptique, et (ii) le nombre de Nusselt Nu, qui quantiﬁe la rétroaction de
l’instabilité elliptique sur les propriétés thermiques du système. Puisque l’instabilité el-
liptique correspond à une forte déstabilisation tridimensionnelle de l’écoulement initial,
σ est déterminé en mesurant la constante de temps de la croissance exponentielle de la
valeur moyenne de la vitesse verticale en valeur absolue W = 1V
∫
V |w| dτ , où w est la
vitesse verticale adimensionnelle, et V le volume de la coquille ellipsoïdale. Le nombre
de Nusselt est calculé en divisant le ﬂux de chaleur moyen à la paroi externe (une fois
le régime établi) par la valeur théorique du ﬂux conductif dans une sphère de rayon Req.
La diﬀérence entre ce ﬂux analytique et le ﬂux calculé numériquement pour un ellipsoïde
purement conductif est inférieure à 2% pour l’ensemble des simulations présentées.
Les aspects purement hydrodynamiques de ces simulations ont déjà été validés en
section 2.3. Une validation complémentaire de la résolution des eﬀets thermiques a été
menée en calculant le ﬂux thermique dans une coquille parfaitement sphérique en rotation :
en ﬁgure 2.29, les résultats à E = 1/344 sont comparés à la compilation de résultats donnée
par Aurnou (2007) pour le nombre de Nusselt modiﬁé Nu∗ = Nu EPr , où E =
ν
Ω d2
est le
nombre d’Ekman basé sur l’épaisseur de la coquille i.e. E = (1 − η)−2 Ek. Notons que
ces simulations se positionnent à un endroit où peu de données étaient disponibles, et
sont en accord avec la tendance générale. De plus, ces résultats ont été comparés avec
succès à la loi d’échelle proposée par Christensen (2002), obtenue à partir de simulations
numériques :
Nu∗ = 0.077 (Ra∗Q)
5/9 (2.92)
où Ra∗Q = Ra Nu E
3/Pr2 est le nombre de Rayleigh basé sur le ﬂux de chaleur au lieu
de la diﬀérence de température, et qui ne prend pas en compte les eﬀets visqueux ou de
diﬀusion thermique. Un excellent accord est obtenu, validant ainsi le modèle numérique.
2.6.2 Etude théorique et numérique
Dans leur analyse WKB de stabilité linéaire, Le Bars & Le Dizès (2006) considèrent des
lignes de courant elliptiques en présence d’un champ thermique diﬀusif, et obtiennent le
taux de croissance de l’instabilité elliptique. Ainsi, dans la limite des faibles déformations
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Figure 2.29 – Évolution du nombre de Nusselt modiﬁé dans le cas d’une coquille en rota-
tion (β = 0) pour Pr = 1 et η = 0.3. Comparaison pour Ek = 1/344 avec la compilation
de résultats numériques et expérimentaux de Aurnou (2007).
Table 2.1 – Paramètres adimensionnels et leur valeurs dans les simulations numériques
présentées. Des estimations, obtenues à partir de la littérature, pour le noyau liquide de
le Terre et de Io sont également données.
Deﬁnition Valeurs considérées Noyaux liquides : Terre & Io
β = b
2−a2
a2+b2
0 − 0.32 10−7 − 10−4
η 0 − 0.3 0.35 − ?
c/b 0.86 − 1 997/1000 − 995/1000
Ek ≥ 0.001 10−15 − 10−13
E = (1− η)−2 Ek ≥ 0.002 10−15 − 10−13
Pr = ν/κ 1 0.25 − 0.25
Ra = α g0 (Ti−Te) d
3
κ ν −3.8 · 105 − 106 1023 − ?
Ra∗Q = Ra Nu E
3/Pr2 −2.6 · 10−5 − 0.24 10−13 − ?
Nu = Qtotal/Qconduction 1 − 5.6 106 − ?
Nu∗ = Nu EPr ≥ 0.002 10−8 − ?
Ro =
√
1
V
∫
U2 dτ
Ω Req
0 − 0.4 10−6 − ?
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d’un ﬂuide non-visqueux, le taux de croissance pour des isothermes elliptiques et des
équipotentielles de pesanteur circulaires :
σ =
9− 3R˜a
16− 4R˜aβ, (2.93)
où R˜a = η−1ln(η)
RaE2
Pr est un nombre de Rayleigh modiﬁé, supposé d’ordre 1. L’expression
(2.93) montre l’inﬂuence des eﬀets thermiques sur l’instabilité elliptique, qui correspond
ici à une résonance paramétrique de 2 ondes gravito-inertielles avec la déformation de
marées. Le Bars & Le Dizès (2006) montrent également que l’instabilité elliptique ne
peut pousser pour R˜a > 3 car aucune résonance n’est alors possible. Comme le montre la
ﬁgure 2.31a, la même tendance avec le nombre de Rayleigh est retrouvée dans une coquille
sphérique, même si les résultats diﬀèrent de cette estimation théorique locale.
Comme le montre la ﬁgure 2.31a, un premier résultat remarquable des simulations
numériques est l’augmentation du taux de croissance de l’instabilité elliptique avec la
stratiﬁcation thermique (i.e. Ra < 0). Il peut sembler surprenant qu’un eﬀet a priori
stabilisant comme la stratiﬁcation favorise la déstabilisation de l’écoulement, mais un tel
phénomène a déjà été observé. Ainsi, un écoulement stable de Taylor-Couette peut être dé-
stabilisé par une stratiﬁcation axiale, menant à l’instabilité dite strato-rotationnelle (voir
par exemple les expériences de Le Bars & Le Gal, 2007). Un second résultat, important
dans un contexte géophysique, est la possibilité pour l’instabilité elliptique de pousser sur
un écoulement convectif établi. Comme le montre la ﬁgure 2.30, l’écoulement s’organise
alors complètement diﬀéremment. En eﬀet, en l’absence d’instabilité elliptique, l’écoule-
ment de convection dans une sphère en rotation rapide s’organise usuellement en colonnes,
dites de Busse (ﬁg. 2.30a) ; l’écoulement est principalement 2D, avec une faible vitesse ver-
ticale provenant uniquement du pompage d’Ekman au sein des colonnes. La ﬁgure 2.30b
montre que ces colonnes de Busse sont détruites par la croissance de l’instabilité ellip-
tique dont le champ de vitesses est complètement tridimensionnel. La ﬁgure 2.31a montre
que le taux de croissance σ de l’instabilité elliptique décroît progressivement lorsque le
nombre de Rayleigh est augmenté. En eﬀet, la convection thermique peut être vue comme
une perturbation de l’écoulement qui se superpose à l’écoulement de base isotherme de
l’instabilité elliptique (i.e. une rotation le long de lignes de courant elliptiques) : quand le
nombre de Rayleigh est augmenté, la vitesse convective typique augmente et l’ellipticité
de l’écoulement de base est de moins en moins ressentie par les particules ﬂuides, qui ont
de plus en plus tendance à suivre le forçage de convection. Cette idée peut être quantiﬁée
avec le nombre de Rossby, rapport entre la moyenne quadratique (ou ’valeur rms’) de
la vitesse convective et la vitesse de rotation typique ΩReq : Ro =
√
1
V
∫
u · u dV , où u
est la vitesse adimensionnelle dans le référentiel tournant. L’instabilité elliptique devrait
alors disparaître pour un nombre de Rossby de l’ordre de 1. Comme l’indique la ﬁgure
2.31b, si l’on considère un écoulement légèrement au-dessus du seuil de l’instabilité ellip-
tique (paramètres : Pr = 1 et Ek = 1/344), le nombre de Rossby critique, déﬁni par un
taux de croissance nul, est en eﬀet trouvé autour de Ro ≈ 0.25. Cependant, à plus haut
Reynolds, plus loin du seuil de l’instabilité elliptique donc, le nombre de Rossby critique
semble augmenter (cf. ﬁg. 2.31a pour Ek = 1/688), si toutefois il existe. En eﬀet, quand
le nombre de Rayleigh augmente, la vitesse convective typique augmente aussi tandis
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(a)
(b)
Figure 2.30 – Comparaison entre l’écoulement convectif en l’absence d’instabilité ellip-
tique (a, β = 0), et en présence de l’instabilité elliptique (b, β = 0.317) pour les mêmes
valeurs de nombre d’Ekman Ek = 1/344, nombre de Rayleigh Ra = 18762 et nombre de
Prandtl Pr = 1. La vitesse verticale est montrée dans trois plans diﬀérents. En ﬁgure (b)
est également représentée une isosurface de norme de la vitesse ||u|| = 0.19, montrant
clairement la forme de ’S’ du mode de spin-over.
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que l’échelle spatiale typique liée à la convection Lconv décroît simultanément. Dans la
limite des forts nombres de Rayleigh, Lconv est très petit et les mouvements turbulents
deviennent complètement 3D. Les mouvements convectifs peuvent alors être vus comme
une viscosité turbulente, ce qui devrait favoriser la croissance de l’instabilité elliptique se-
lon Fabijonas & Holm (2003). L’étude systématique de ce régime serait très intéressante,
mais reste hors de portée de nos moyens de calcul. Néanmoins, nos résultats permettent
d’utiliser le nombre de Rossby critique Roc = 0.25, déterminé pour Ek = 1/344, comme
borne inférieure pour des nombres d’Ekman inférieurs. Ce résultat est suﬃsant pour nos
applications planétaires et stellaires, comme nous le verrons plus loin.
Quand les instabilités elliptique et thermique sont simultanément présentes, les trans-
ferts de chaleurs sont déterminés par la compétition entre la convection thermique na-
turelle et la convection forçée engendrée par l’instabilité elliptique. Dans ce dernier cas,
l’écoulement associé à l’instabilité peut être décomposé en trois zones distinctes : un in-
térieur homogène, brassé et isotherme, et deux couches visqueuses d’Ekman proches des
parois (externe et interne) où les variations de température sont purement diﬀusives. Le
ﬂux de chaleur advecté par l’instabilité est alors déterminé par la taille de la couche
d’Ekman δν , selon Nu − 1 ∼ d/δν . Avec le scaling usuel des couches visqueuses, on ob-
tient Nu − 1 = α1/
√
E∗, où α1 est une constante, E∗ = ν/(ueid) le nombre d’Ekman
associé à l’écoulement généré par l’instabilité elliptique, et uei la vitesse du ﬂuide asso-
ciée à l’instabilité. Comme on l’a vu en section 2.3.4, cette vitesse uei peut être estimée
numériquement en l’absence de température par soustraction de l’écoulement de base à
l’écoulement calculé à saturation. uei/(ΩR) est en α2 (1− η)2
√
Ec/E − 1 proche du seuil
de l’instabilité, où α2 ≈ 0.6 a été obtenu numériquement et où Ec est le nombre d’Ekman
critique associé au seuil de l’instabilité. Plus loin du seuil, uei/(ΩR) tend à saturer vers
1. Gardant les mêmes lois en présence d’eﬀets thermiques, le nombre de Nusselt près du
seuil varie comme
Nu− 1 = α1√α2(1− η)2 (Ec/E − 1)1/4 E−1/2 . (2.94)
Nos résultats numériques, montrés en ﬁgure 2.32a, valident cette loi d’échelle avec α1 ≈
0.01 (valeur retrouvée expérimentalement par Lavorel & Le Bars, 2010). Plus loin du seuil,
E∗ = E et la loi d’échelle s’écrit alors
Nu− 1 ≈ Nu = α1/
√
E . (2.95)
Notons que selon ce modèle, le nombre de Nusselt est une mesure de l’amplitude de
l’instabilité. L’accord entre nos résultats et la loi d’échelle conﬁrme donc que l’amplitude
de l’instabilité n’est pas inhibée par une forte stratiﬁcation, à condition d’être assez loin
du seuil.
Une étude systématique de la variation du nombre de Nusselt avec le nombre de
Rayleigh est montrée en ﬁgure 2.32b. En absence d’instabilité (elliptique ou convective),
Nu reste égal à 1 (transfert de chaleur purement diﬀusif). En présence de l’instabilité
elliptique, le ﬂux de chaleur reste constant, supérieur à 1, jusqu’à un nombre de Rayleigh
de transition dépendant de E, où la convection naturelle devient plus eﬃcace que la
convection forcée. En eﬀet, (2.94) et (2.95) décrivent un ﬂux de chaleur associé à une
convection forcée uniquement, et sont donc valides en-dessous du seuil de convection
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Figure 2.31 – (a) Inﬂuence du nombre de Rayleigh sur le taux de croissance de l’instabilité
elliptique pour β = 0.317, c = (a+b)/2, Pr = 1 et Ek = 1/344 (ronds rouges), Ek = 1/688
(carrés bleus). Le taux de croissance donné par l’équation (2.93) est aussi montré avec un
terme d’amortissement visqueux surfacique −K E1/2k , où K est une constante de l’ordre
de 1 (Lacaze et al., 2005b). La valeur de K est déterminée par comparaison avec la
valeur théorique à Ra = 0, ce qui donne K = 3.07 pour Ek = 1/344 (ronds rouges) et
K = 2.91 pour Ek = 1/688 (carrés bleus).(b) Evolution pour Ek = 1/344 (ronds rouges)
et Ek = 1/688 (carrés bleus) du taux de croissance de l’instabilité elliptique avec le nombre
de Rossby, calculé selon la loi d’échelle donnée par Christensen & Aubert (2006) Ro =
0.85 (Ra∗Q)
0.41. Pour Ek = 1/344 (ronds rouges) , l’instabilité disparaît pour Ro ≈ 0.25.
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Figure 2.32 – (a) Inﬂuence de Ek sur Nu pour un écoulement convectif avec β = 0.317,
c = (a + b)/2, Pr = 1 et Ra = 18762. La ligne continue noire représente la loi d’échelle
proposée (2.94). (b) Évolution du nombre de Nusselt avec le nombre de Rayleigh dans des
coquilles sphériques et ellipsoïdales (β = 0.317, c = (a+b)/2) pour Pr = 1 et Ek = 1/344,
Ek = 1/688. Notons que la dépendance usuelle du Rayleigh critique de convection Rac ∝
E
−4/3
k (voir par exemple Tilgner & Busse, 1997) est visible : la croissance du nombre
d’Ekman modiﬁe le seuil et donc, augmente la vigueur de la convection.
naturelle Rac i.e. pour Ra < Rac. Pour Ra > Rac, les instabilités convective et elliptique
sont en compétition et le ﬂux de chaleur est celui du plus eﬃcace des deux mécanismes
(King et al., 2009). Selon les lois d’échelle (2.92) et (2.95), la transition entre la convection
forcée et la convection naturelle apparaît pour un nombre de Nusselt de transition Nu∗t =
NuE/Pr = 0.077 (Ra∗Q)
5/9 = α1
√
E/Pr, ce qui correspond à un nombre de Rayleigh de
transition
Rat ≈ 2.5 E−8/5Pr1/5. (2.96)
Ainsi, pour Ra > Rat, le ﬂux de chaleur est contrôlé par les mouvements de convection
naturelle, tandis que pour Ra < Rat, il est contrôlé par l’advection liée à l’instabilité
elliptique. En vu de l’application de ces résultats aux planètes, il est intéressant de réécrire
ce résultat en terme de nombre de Rayleigh-ﬂux, déﬁni par Raf = Ra Nu, pour lequel la
transition apparaît pour
Raf t ≈ 0.025 E−21/10Pr1/5. (2.97)
2.6.3 Applications planétaires et stellaires
Ainsi que le détaillent Sumita & Yoshida (2003), une stratiﬁcation stable en densité
à travers l’ensemble du noyau externe liquide de la Terre primitive est tout à fait envi-
sageable. Elle aurait même pu être suﬃsamment importante pour inhiber le démarrage
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d’une dynamo. Cette stratiﬁcation initiale doit alors avoir été détruite par un mécanisme
qui pourraît être graduel (Lister & Buﬀett, 1998). Cependant, il pourraît aussi être de
type catastrophe, induit par exemple par la nutation trimestrielle forcée (Williams, 1994)
ou par un forçage résonant d’ondes gravito-inertielles (Kumazawa et al., 1994). Notre
travail propose un mécanisme alternatif basé sur une résonance triadique d’ondes plutôt
que sur une résonance directe d’onde. En eﬀet, nous avons montré que la stratiﬁcation
favorisait la résonance triadique de l’instabilité elliptique.
Il est également possible de s’interroger sur la pertinence d’une instabilité elliptique
pour le noyau terrestre actuel. Aﬁn d’estimer les ordres de grandeurs en jeu, appliquons
les lois d’échelles obtenues en section 2.6.2 au noyau terrestre actuel, dont les mouvements
sont générés par la convection. Selon Christensen & Aubert (2006), les valeurs typiques
sont E ≈ 5 · 10−15, Ra∗Q ≈ 3 · 10−13 et Raf ≈ 1029 pour Pr = 0.25. Une première
conséquence immédiate est que Ro ∼ 10−6 selon la loi d’échelle Ro = 0.85(Ra∗Q)0.41
donnée par Christensen & Aubert (2006). Ainsi, Ro est clairement plus petit que la borne
inférieure Roc ≈ 0.25 de disparition de l’instabilité (cf. section 2.6.2) : la convection
n’empêche pas le développement de l’instabilité elliptique. De plus, la loi d’échelle (2.97)
permet d’estimer le nombre de Rayleigh de transition à Raf t ∼ 2×1028. Le noyau terrestre
est donc juste au-dessus de la transition entre les deux types de convection vus en section
2.6.2, et le ﬂux de chaleur est contrôlé par la convection naturelle. Cependant, le nombre
de Rayleigh de transition est très proche du nombre de Rayleigh actuel. Ainsi, un régime
où le ﬂux de chaleur est contrôlé par les marées n’est pas exclu, à d’autres époques ou
dans d’autres systèmes planétaires, et dans tous les cas, cette proximité des estimations
montre la pertinence de l’instabilié elliptique comme processus majeur à l’oeuvre dans les
noyaux planétaires.
Pour ﬁnir, de nombreux auteurs supposent qu’une ﬁne couche, appelée océan du noyau,
en surface du noyau externe, est stratiﬁée stable : voir e.g Stanley & Mohammadi (2008)
pour une revue récente de la littérature sur le sujet. En fait, comme le décrit ce travail, de
nombreux indices montrent qu’une telle couche stratiﬁée stable serait présente dans les
régions conductrices d’électricité de plusieurs planètes. La situation est contraire, mais de
dynamique similaire, au sein des étoiles peu massives (typiquement de masse inférieure à
deux masses solaires) : sous la photosphère existe une zone convective, sus-jacente d’une
zone stratiﬁée appelée zone radiative. Se posent alors les questions suivantes : une telle
conﬁguration bi-couche permet-elle à l’instabilité elliptique de pousser ? Dans quelle zone,
i.e. sur la zone stratiﬁée, sur la zone convective ou sur les deux ? Le ﬂux de chaleur est-il
complètement modiﬁé par l’instabilité ? Une unique simulation est présentée en ﬁgure 2.33,
illustrant notre réponse. Dans cette simulation, la même température T = 0 est imposée
aux frontières, et une température T = 1 est imposée sur une frontière interne neutre
correspondant à un ellipsoïde homothétique de ratio η2 = 0.7 : cela permet d’obtenir
une couche interne stratiﬁée stable et une couche externe convective, avec des cellules de
convection clairement visibles (ﬁg. 2.33a). Une fois l’instabilité elliptique excitée, la ﬁgure
2.33b montre que l’instabilité pousse sur l’ensemble des couches, et contrôle le ﬂux de
chaleur. Ainsi, en présence de l’instabilité elliptique, une stratiﬁcation thermique (i.e. un
proﬁl de température subadiabatique) n’est plus synonyme d’isolation thermique.
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(a)
(b)
Figure 2.33 – Visualisation de la température réduite T dans le cas d’une couche stratiﬁée
sous-jacente à une zone convective (Ek = 1/344, c = (a + b)/2). Les frontières interne
et externe vériﬁent T = 0 et une température T = 1 est imposée sur un ellipsoïde de
rapport η2 = 0.7, de sorte que le nombre de Rayleigh basé sur l’épaisseur de la coquille
est Ra = 18762, tandis que le nombre de Rayleigh basé sur η2 est égal à Ra2 = Ra (1 −
η2)3/(1−η)3 ≈ 1512. (a) Température dans le plan équatorial pour une coquille sphérique
de rayon Req = c. (b) Température dans le plan équatorial et iso-surface ||u|| = 0.19
à saturation de l’instabilité elliptique pour la coquille ellipsoïdale correspondante, pour
β = 0.317.
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2.7 Synthèse du chapitre 2 et publications
Cette section a tout d’abord présenté les premières études numériques de l’instabilité
elliptique au sein d’un ellipsoïde. L’approche numérique a permis de compléter les résultats
précédents, en particulier sur les eﬀets présents dans un contexte planétaire tels que
l’inﬂuence de l’aplatissement, de l’ajout d’une force de Coriolis, de l’obliquité ou de la
présence d’une graine interne solide. Elle a également permis de valider des lois d’échelles
sur l’amplitude de l’écoulement associé à l’instabilité et la puissance dissipée par viscosité.
L’ensemble de ce travail a fait l’objet d’une publication dans Physics of the Earth and
Planetary Interiors (Cébron et al., 2010a).
Dans un second temps, l’interaction de l’instabilité elliptique avec les autres forçages
mécaniques systématiquement présents dans un contexte naturel, i.e. la libration et la
précession, a été étudiée. Concernant la libration, la prédiction théorique de Kerswell &
Malkus (1998) a été conﬁrmée : il est possible d’exciter une instabilité elliptique par une
oscillation de la rotation diﬀérentielle entre le ﬂuide et la déformation. Aﬁn de distinguer
cette forme d’instabilité elliptique du cas usuel où la rotation diﬀérentielle est constante,
nous les nommons respectivement LDEI (Libration Driven Elliptical Instability) et TDEI
(Tide Driven Elliptical Instability). Une analyse théorique de stabilité fournit une formule
analytique pour le seuil de l’instabilité, dont la validité est conﬁrmée par les simulations.
Ce travail, qui a complété les mesures expérimentales menées par J. Noir et J. Aurnou, a
fait l’objet d’une soumission commune à Physics of the Earth and Planetary Interiors.
L’interaction de l’instabilité elliptique avec la précession a également été étudiée. Tout
d’abord, une solution analytique de l’écoulement de base dans un ellipsoïde triaxial en
précession a été obtenue. La simulation numérique du problème valide cette solution sur
une large gamme de vitesse de précession. Une étude théorique de stabilité montre que
l’instabilité elliptique est encore susceptible d’être excitée dans une telle conﬁguration,
ce que conﬁrment les simulations. Un tel écoulement mène ainsi à une compétition entre
l’instabilité elliptique et l’instabilité de précession, ce qui reste encore un problème ouvert.
Cette étude a été menée en collaboration avec P. Meunier et a fait l’objet d’une publication
dans Physics of Fluids (Cébron et al., 2010b).
La section se termine en considérant l’interaction de l’instabilité elliptique et d’un
champ thermique. En particulier, nous avons montré que l’instabilité elliptique était fa-
vorisée par une stratiﬁcation radiale en géométrie ellipsoïdale, et qu’elle était capable de
croître sur des mouvements convectifs, prenant la place des colonnes de Busse usuelles.
Enﬁn, une étude systématique du ﬂux de chaleur montre que ce dernier peut être contrôlé
par l’instabilité elliptique plutôt que par la convection naturelle. Ce travail a fait l’objet
d’une publication dans Geophysical Journal International (Cébron et al., 2010c).
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La plupart des objets astrophysiques (planètes, étoiles, galaxies...) ont un champ ma-
gnétique, généré soit par induction d’un champ externe, soit par mécanisme auto-entrenu,
dit de dynamo. Jusqu’à présent, l’eﬀet dynamo n’a été prouvé que pour deux forçages na-
turels : la convection thermo-solutale (Glatzmaier & Roberts, 1995b), hypothèse retenue
dans la plupart des cas, et la précession (Tilgner, 2005), un forçage purement mécanique
qui pourrait exciter une dynamo dans certaines planètes ou lunes (Malkus, 1968) en dé-
pit d’une célèbre controverse sur sa viabilité énergétique. En eﬀet, cette hypothèse a été
sévèrement critiquée dans les années 70 par Rochester et al. (1975) et Loper (1975) qui
montrent qu’un écoulement de précession laminaire au sein du noyau terrestre dissiperait
environ O(107) W, ce qui est négligeable devant la puissance nécessaire pour maintenir
la géodynamo, estimée à 1010/1011 W. Plus tard, l’étude de Kerswell (1996) sur la puis-
sance dissipée par un écoulement de précession turbulent lui permet d’établir qu’il est
possible qu’un tel écoulement dissipe jusqu’à 1014 fois plus que l’écoulement laminaire.
Kerswell conclut alors qu’il n’est en fait pas possible d’écarter la possibilité d’une telle
dynamo sur des arguments purement énergétiques, comme l’avaient déjà remarqué Ro-
berts & Gubbins (1987). Cependant, par défaut, la présence d’un champ magnétique sur
un astre est généralement associée à la présence de convection thermo-solutale dans une
couche ﬂuide de l’astre. Ainsi, le champ magnétique terrestre est très probablement généré
par les mouvements de convection thermo-solutale au sein du noyau conducteur liquide.
Cependant, l’origine du champ magnétique sur la Terre primitive, la Lune, Ganymède
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ou Mars est plus incertaine et motive l’étude de mécanismes dynamos alternatifs (Jones,
2003, 2011). La découverte récente de renversements rapides du champ magnétique sur
l’étoile extra-solaire Tau-boo est également surprenante (Donati et al., 2008; Fares et al.,
2009), et il a été suggéré un lien entre ces renversements et les eﬀets de marées importants
dus à la présence d’une planète très massive orbitant à très courte distance de Tau-boo
(Fares et al., 2009, 2010), ce qui mène également à réévaluer le modèle classique de dy-
namo convective. En eﬀet, même si la dynamo est d’origine convective, le rôle des autres
mécanismes de forçage peut être très important pour l’organisation de l’écoulement, et
donc son eﬃcacité dynamo.
Outre la convection et la précession, deux forçages mécaniques naturels ont également
été proposés comme ingrédients importants pour les écoulements dans les noyaux, donc
pour les champs magnétiques planétaires : la libration et les marées (e.g. Malkus, 1989).
En eﬀet, comme nous l’avons vu en section 2, ces deux forçages sont capables, via l’in-
stabilité elliptique, de puiser de l’énergie dans le mouvement de rotation de la planète
pour créer des mouvements tridimensionnels complexes. Jusqu’à présent, les simulations
magnétohydrodynamiques de dynamos planétaires ou stellaires ont été menées en géomé-
trie sphérique, ou plus récemment sphéroïdale, ce qui facilite et accélère le calcul, mais
interdit le développement d’instabilité elliptique. Du fait des faibles déformations de ma-
rées, cette approximation a longtemps été adoptée. Cependant, l’instabilité elliptique est
une instabilité paramétrique, et même une déformation inﬁnitésimale peut mener à une
modiﬁcation de premier ordre de l’écoulement. Aﬁn d’étudier ses conséquences MHD,
nous avons donc développé les premières simulations numériques MHD dans un ellipsoïde
ﬂuide triaxial.
En section 3.1, après avoir introduit l’eﬀet dynamo et son lien historique avec le champ
magnétique terrestre, l’état de l’art est rapidement décrit. En section 3.2, les équations
régissant la magnétohydrodynamique sont rappelées. Le modèle numérique est ensuite
décrit en section 3.3, validé en section 3.4 puis utilisé en section 3.5 pour étudier la ma-
gnétohydrodynamique de l’instabilité elliptique. En section 3.6, une étude expérimentale
MHD menée en collaboration avec W. Herreman est présentée. Cette étude en géométrie
cylindrique permet notamment d’observer l’interaction d’un champ magnétique imposé
avec la dynamique non-linéaire de l’instabilité elliptique en régime turbulent. Enﬁn, en
section 3.7, un travail expérimental développé avec G. Verhille sur la dynamo synthétique
d’instabilité elliptique est décrit et les premiers résultats obtenus analysés.
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3.1 Introduction
3.1.1 Le champ magnétique terrestre et l’effet dynamo
Bien que les aimants soient connus depuis l’Antiquité, les premiers à les utiliser pour
s’orienter sont les chinois, vers l’an 1000-1100 (Shu-hua, 1954; Needham & Lu, 1985). Le
premier lien historique entre les aimants et l’existence d’un champ magnétique terrestre
global n’apparaît que plusieurs siècles plus tard, en 1600, date à laquelle William Gilbert 1
publie de Magno Magnete Tellure (Du Grand Aimant de la Terre). Ce dernier propose
d’assimiler la Terre à un aimant, expliquant ainsi le comportement des boussoles, que l’on
pensait jusqu’alors attirées par l’étoile polaire ou par une grande île magnétique au pôle
nord. Un siècle plus tard, Haley réalise les premières cartes du champ magnétique ter-
restre, montrant ainsi qu’il est principalement dipolaire comme les aimants. Enﬁn, Gauss
prouve en 1839 que la source du champ magnétique terrestre se trouve à l’intérieur de la
Terre, apportant une dernière conﬁrmation à l’hypothèse de William Gilbert. Cependant,
les travaux de Curie, au début du XXème siècle montrent qu’aucun aimant permanent ne
peut exister aux températures et pressions du centre de la Terre : il faut donc trouver
une autre explication. Une autre hypothèse, proposée par H. Lamb au XIXème siècle, sup-
pose que des courants électriques, créés lors de la formation de la Terre, existent encore
dans la Terre et crééent le champ magnétique par induction. En eﬀet, il est connu depuis
les travaux d’Oersted en 1820 qu’un courant électrique créé un champ magnétique (De
Vuyst, 1965). Supposant une conductivité électrique égale à celle du cuivre, Lamb (1883)
montre que ces courants diminuent lentement par eﬀet Joule, atteignant 37% de leur va-
leur initale au bout de 105 ans. Or les études paléomagnétiques montrent que le champ
magnétique existe depuis au moins 3 milliards d’années, voire 3,45 milliards d’années selon
des travaux récents (Tarduno et al., 2007, 2010). Le champ magnétique terrestre ne peut
donc pas être une relique du passé et un mécanisme générateur de champ magnétique
doit donc être trouvé. Ces études paléomagnétiques montrent également que l’orientation
du champ magnétique terrestre s’est inversé dans le passé. En eﬀet, Bernard Brunhes,
directeur de l’observatoire du Puy de Dôme, découvre en 1905 que certaines roches mé-
morisant la direction du champ magnétique de la Terre indiquent clairement qu’autrefois
une boussole aurait pointé non pas vers le Nord mais vers le Sud. A la même époque,
le japonais Matuyama date diverses coulées de laves et conclut à l’existence d’inversions
multiples à travers les temps géologiques. Leurs conclusions tombent dans l’oubli mais, à
partir des années 50, et surtout suite à la publication retentissante de Vine & Matthews
(1963), l’existence de séries d’inversions globales de l’orientation du champ magnétique
terrestre s’est non seulement imposée mais s’est trouvée être au cœur de la conﬁrmation
de la théorie de la dérive des continents de Wegener. En eﬀet, ces études mettent en
évidence le phénomène de dérive des continents à partir de l’étude de la variation du
champ magnétique terrestre enregistrée dans le plancher océanique, perpendiculairement
à la dorsale (ﬁg. 3.1). Ces mêmes études montrent que l’orientation du champ magnétique
change de sens de manière chaotique, avec un temps moyen d’attente de 250 000 ans. La
dernière inversion, nommée inversion Brunhes-Matuyama, s’est produit il y a 750 000 ans.
De même, l’étude du magnétisme solaire montre que le champ à sa surface suit des cycles
1. Physicien anglais et médecin de la reine Élisabeth Ire.
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(a)
(b)
Figure 3.1 – Données paléomagnétiques (Source : U.S. Geological Survey Open-File Re-
port 03-187). (a) Évolution temporelle de la direction du champ magnétique terrestre.
Les périodes pendant lesquelles le champ magnétique terrestre ne s’inverse pas, appelées
chrons, sont représentées par des plages noires (resp. blanches) lorsque sa direction est
semblable (resp. opposée) à aujourd’hui. (b) Dates estimées des principales excursions géo-
magnétiques du chron de Bruhnes et corrélations possibles avec les variations du moment
dipolaire axial virtuel estimées par Guyodo & Valet (1999a,b); Guyodo et al. (1999).
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réguliers de 22 ans. Cherchant à expliquer ce phénomène, Larmor propose en 1919 que
le champ magnétique terrestre provient des mouvements d’un ﬂuide conducteur en son
sein. En eﬀet, R. D. Oldham a montré en 1906 à partir d’études sismologiques qu’une
partie du noyau terrestre devait être liquide. Ce qui paraissait quelque peu improbable
à l’époque, est aujourd’hui une certitude grâce aux études géophysiques menées depuis :
la sismologie a conﬁrmé que le noyau terrestre est en grande partie ﬂuide, et la géo-
chimie a prouvé qu’il était constitué de fer. Ce mécanisme de génération spontanée et
entretenue d’énergie magnétique à partir de l’énergie cinétique du ﬂuide est appelé eﬀet
dynamo. Cette appellation provient de l’abréviation de machine dynamoélectrique, terme
désignant une machine à courant continu fonctionnant en générateur électrique. En eﬀet,
le noyau terrestre, comme ces machines, convertit une énergie mécanique en une éner-
gie électromagnétique. Cependant, une diﬀérence fondamentale les distingue : du fait des
températures et pressions en jeu, aucun aimant n’existe dans le noyau, ce qui impose que
le courant électrique, généré par la combinaison d’un écoulement de ﬂuide conducteur et
d’un champ magnétique, doit servir à ampliﬁer le champ qui lui a donné naissance. Un
tel eﬀet ne prend place que lorsqu’une perturbation de champ magnétique est plus advec-
tée par l’écoulement qu’elle ne diﬀuse. Dans ce cas, si l’organisation tridimensionnelle de
l’écoulement le permet, la perturbation croît exponentiellement au lieu de décroître expo-
nentiellement par diﬀusion : c’est l’eﬀet dynamo. La croissance du champ magnétique est
alors stoppée lorsque le champ magnétique est assez fort pour rétroagir sur l’écoulement
qui lui a donné naissance, et ainsi trouver une saturation.
3.1.2 L’effet dynamo : une étude récente
L’étude de cet eﬀet se trouve au croisement entre la mécanique des ﬂuides et l’électro-
magnétisme : on parle de magnétohydrodynamique (MHD). Dans ce cadre, l’eﬀet dynamo
correspond à une instabilité MHD, susceptible de se manifester pour certains écoulements
dès lors que le rapport entre le terme source de champ magnétique et sa dissipation, i.e.
le nombre de Reynolds magnétique, passe au-dessus d’une certaine valeur : c’est le seuil
dynamo. L’étude de l’instabilité dynamo est complexe, et les premiers résultats obtenus,
dus à Cowling (1934), sont des théorèmes anti-dynamo qui montrent que des symétries
imposées peuvent empêcher la création de champ magnétique. Il faut attendre Bullard
& Gellman (1954) qui mettent en évidence numériquement un eﬀet dynamo dans une
sphère en se basant sur les travaux pionniers de Elsasser (1946). En réalité, on décou-
vrira plus tard que leurs résultats n’étaient pas convergés (e.g. Dudley & James, 1989).
Les premiers exemples de dynamos sont en fait obtenus théoriquement un peu plus tard
en ajoutant à un champ de vitesse ﬂuide donné de l’intermittence spatiale (Herzenberg,
1958) ou temporelle (Backus, 1958). Quelques années plus tard, en s’inspirant de la dy-
namo théorique de Herzenberg (1958), Lowes & Wilkinson (1963, 1968) construisent à
partir de solides conducteurs la première dynamo expérimentale 2, qui porte désormais
leurs noms. Peu de temps après, de nouveaux écoulements théoriques capables d’exciter
l’instabilité dynamo sont découverts : Lortz (1968), puis les célèbres dynamos de Roberts
2. Au sens entendu ici, i.e. sans utiliser aucun aimant permanent ou électro-aimant. Naturellement,
les dynamos avec aimants (comme celles des bicyclettes) sont connues depuis plus longtemps puisque les
premières dynamos de ce type ont été fabriquées par Henry Wilde (1868) et Zénobe Gramme (1869).
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(1972) et Ponomarenko (1973). Ces deux derniers modèles théoriques mèneront aux pre-
mières dynamos expérimentales ﬂuides, plusieurs dizaines d’années plus tard : en 1999, à
quelques semaines d’intervalle, une dynamo de type Ponomarenko sera obtenue pendant
quelques dizaines de secondes à Riga (Gailitis et al., 2001) juste avant une fuite de sodium
liquide qui stoppe net l’expérience, tandis qu’une dynamo de type Roberts sera obtenue
à Karlsruhe (Stieglitz & Müller, 2001) pendant plusieurs heures. Pour donner une idée
des contraintes pesant sur ce type d’expérience, l’ensemble du dispositif de Karlsruhe a
nécessité cinq ans d’élaboration, coûté quelques sept millions d’euros et occupait trois
étages d’un bâtiment dédié. Notons qu’un eﬀet dynamo avait été suggéré pour expliquer
les arrêts du réacteur à neutrons rapides Phénix en 1989 et 1990, ce qui en aurait fait la
première réalisation indirecte de dynamo ﬂuide. Cependant, les travaux de Alemany et al.
(2000) sur le sujet ne vont pas dans le sens de cette hypothèse. Enﬁn, l’expérience VKS
(Von Karman Sodium, collaboration ENS-Paris, ENS-Lyon et CEA-Saclay) a produit en
septembre 2006 la première dynamo basée sur un écoulement libre et turbulent, créé par
des disques tournants, et non pas contraint et imposé a priori à l’aide d’une tuyauterie
(Monchaux et al., 2007). C’est à ce jour la seule réalisation expérimentale de ce type de
dynamo, dite homogène, même si des projets sont actuellement en cours, par exemple à
l’université du Maryland, ainsi qu’à celle du Madison, aux États-Unis, ou à Dresden en
Allemagne.
Du point de vue géophysique, l’étude de l’eﬀet dynamo nécessite de comprendre l’écou-
lement complexe qui peut exister au sein du noyau terrestre. La première description de
cet écoulement est donnée par Busse (1970) : la convection s’organise en une kyrielle de
tourbillons dont les axes sont parallèles à l’axe de rotation de la Terre, désormais appelés
colonnes de Busse ou de Taylor-Busse (voir section 1.3.1). Cet écoulement sera conﬁrmé
numériquement par Glatzmaier (1988). Il faudra encore une dizaine d’années pour que
le code numérique soit étendu au problème complet, couplant température, écoulement
ﬂuide et champ magnétique. Après plus d’un an de calcul sur l’un des plus gros ordina-
teurs Cray de l’époque, Glatzmaier & Roberts (1995b) réussissent à produire un champ
magnétique du même type que le champ terrestre, c’est-à-dire essentiellement dipolaire
comme celui d’un aimant, approximativement orienté selon l’axe de rotation, et présen-
tant parfois des inversions de polarité comme il en existe dans l’histoire de la Terre. Ces
résultats encourageants ont été tempérés depuis : les codes numériques, même les plus
récents, ne permettent pas d’atteindre les gammes de paramètres du noyau terrestre, et
le lien entre leurs résultats et la réalité reste à expliciter.
3.2 Équations de la magnétohydrodynamique
Ces équations sont connues depuis un certain temps. En eﬀet, les équations régissant
le mouvement d’un ﬂuide non-visqueux ont été données par L. Euler et J. d’Alembert
(XVIIIème siècle) avant d’être étendues aux ﬂuides visqueux par Navier et Stokes (XIXème
siècle). Quant à la partie magnétique, les équations fondamentales la régissant dans un
milieu continu matériel ont été formulées par Maxwell (XIXème siècle).
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3.2.1 Électromagnétisme des milieux continus
Cette section présente les équations fondamentales de l’électromagnétisme dans les
milieux matériels continus. Une présentation relativement complète du sujet peut être
trouvée dans l’ouvrage de référence de Jackson (1975).
3.2.1.1 Équations de Maxwell des milieux
Dans la matière, le champ électromagnétique est régi par des équations appelées équa-
tions de Maxwell des milieux :
∇ ·D = ρe, (3.1)
∇ ·B = 0, (3.2)
∇×E = −∂B
∂t
, (3.3)
∇×H = j + ∂D
∂t
. (3.4)
Les deux premières équations, parfois appelées équations aux sources, traduisent respec-
tivement que l’induction électrique d’une charge ponctuelle décroît avec le carré de la
distance (formule de Green) et l’inexistence de charge ou monopôle magnétique. Notons
que les équations de Maxwell sont linéaires vis-à-vis des sources, ce qui permet l’appli-
cation du principe de superposition pour E et B. Les deux dernières équations, parfois
appelées équations intrinsèques des champs, sont identiques à leur formulation dans le
vide car elles sont indépendantes des sources des champs. Pour fermer ce système d’équa-
tions, des équations constitutives (phénoménologiques) doivent être ajoutées aﬁn de lier
H à B, D à E et j à E et B. Pour ce faire, le milieu considéré est souvent supposé
linéaire, ce qui permet d’écrire :
D = ε : E, (3.5)
B = µ :H , (3.6)
où : représente un produit tensoriel. Le milieu est souvent supposé homogène isotrope,
et les tenseurs ε et µ peuvent alors être remplacés par le scalaire associé (multiplié par
le tenseur identité). Ainsi, les équations de Maxwell dans un milieu linéaire homogène
isotrope (LHI) s’écrivent donc :
∇ ·E = ρe
ε
, (3.7)
∇ ·B = 0, (3.8)
∇×E = −∂B
∂t
, (3.9)
∇×B = µj + εµ∂E
∂t
. (3.10)
Ainsi, dans le cas des LHI, D et H ne sont qu’une écriture diﬀérente de E et B, et
les équations de Maxwell sont formellement équivalentes à leur formulation dans le vide.
Notons que l’équation de conservation de la charge se déduit de l’équation (3.10) :
∇ · j = −∂tρe. (3.11)
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La dernière équation constitutive permettant de fermer le système d’équations est la
loi d’Ohm, liant j à E et B. Considérant un milieu conducteur à plusieurs porteurs de
charges en mouvement à vitesse V , la loi d’Ohm généralisée s’écrit (Kemp & Petschek,
1958; Sutton & Sherman, 1965; Parent et al., 2010) :
j = σe (E + u×B)− βe||B|| j ×B︸ ︷︷ ︸
courant Hall
+
βeβi
B2
(j ×B)×B︸ ︷︷ ︸
courant de dérive des ions
(3.12)
avec σe la conductivité du milieu, βe et βi les paramètres de Hall des électrons et des ions,
respectivement 3. Dans les métaux, l’eﬀet Hall est négligeable, et la MHD des métaux
liquides considère donc la loi d’Ohm simpliﬁée j = σe(E + u × B). Combinée avec
l’équation de conservation de la charge (3.11), cette forme de la loi d’Ohm donne l’équation
d’évolution de la charge :
∂ρe
∂t
= −σ
ε
ρe (3.13)
3.2.1.2 Relations de passage, conditions aux limites
Dans le cadre d’une modélisation volumique de charges ou de courants, les champs
électriques et magnétiques sont spatialement continus en tout point de l’espace. En re-
vanche, des discontinuités peuvent apparaître lorsque la modélisation implique des inter-
faces. Dans ce cas, les équations de Maxwell imposent aux champs de vériﬁer certaines
conditions, appelées relation de passage, lors du franchissement de ces interfaces. Ainsi,
les équations fondamentales de Maxwell dans les milieux (3.7),(3.8),(3.9),(3.10) imposent
qu’à l’interface entre un milieu 1 et un milieu 2, les champs vériﬁent
n12 × (E2 −E1) = 0, (3.14)
n12 × (H2 −H1) = jls, (3.15)
n12 · (D2 −D1) = ρls, (3.16)
n12 · (B2 −B1) = 0 (3.17)
où n12 est la normale à l’interface orientée de 1 vers 2, et jls et ρls représentent res-
pectivement la densité superﬁcielle de courant libre, et la densité superﬁcielle de charge
libre, qui peuvent exister à l’interface séparant les deux milieux. Ainsi, la composante
normale de B et la composante tangentielle de E sont continues au passage de l’interface,
au contraire de la composante normale de D et de la composante tangentielle de H qui
peuvent être discontinues.
Les relations de passage données ci-dessus sont les conditions aux limites naturelles
de passage d’un milieu à un autre. Cependant, dans les simulations numériques basées
sur des méthodes locales, des conditions doivent être imposées sur les bords du domaine
numérique. En simulation numérique, ces conditions sont en général catégorisées en trois
types : les conditions aux limites de type Dirichlet, Neumann et de type Robin. Ce dernier
3. En physique des plasmas, un terme supplémentaire est parfois ajouté pour tenir compte du gradient
de pression des électrons. Généralement beaucoup plus petit que les autres termes, il est ici négligé.
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type de condition sert en électromagnétisme à étudier les courants de surface au voisinage
des matériaux très conducteurs, et l’interface est alors modélisée par une condition aux
limites d’impédance (e.g. Zaglmayr, 2006). Ce type de conditions aux limites ne sera pas
utilisé dans ce travail, et nous nous contentons donc de présenter les conditions aux limites
de Dirichlet et Neumann usuelles.
Conducteurs électriques parfaits (ou supraconducteurs)
À l’interface avec un milieu de conductivité électrique inﬁnie (supraconducteur), une
couche limite de courant surfacique apparaît (e.g. Roberts, 1967). Les relations de passage
montrent alors que le champ électrique au sein du supraconducteur doit être nul pour que
le courant reste ﬁni. La relation (3.14) montre alors que le milieu supraconducteur peut
être remplacé par une condition aux limites de Dirichlet sur E
E × n12 = 0 (3.18)
Notons que les relations de passage montrent également que le champ magnétique ne
rentre pas dans le conducteur parfait. Ainsi, à l’interface, le champ magnétique est paral-
lèle à l’interface et le courant électrique perpendiculaire à celle-ci.
Conducteurs magnétiques parfaits (ou conditions de pseudo-vide)
À l’interface avec un milieu de perméabilité magnétique inﬁnie (ferromagnétique pur),
le milieu ferromagnétique pur est remplacé par une condition aux limites de Dirichlet sur
H :
H × n12 = 0. (3.19)
Notons que cette relation peut être remplacée par la condition H × n12 = jimp si une
distribution de courant jimp est imposée sur l’interface.
Distribution de charges imposée
Si la distribution de charges sur l’interface est connue, la relation de passage (3.16) se
réduit à une condition aux limites de Neumann sur D :
D · n12 = ρls (3.20)
3.2.1.3 Formulation en potentiels (vecteur et scalaire)
L’équation (3.8) implique que B dérive d’un potentiel vecteur A(x, t) : B = ∇ ×
A. L’équation de Maxwell-Faraday (3.9) montre alors l’existence d’un potentiel scalaire
φ(x, t) vériﬁant :
E = −∇φ− ∂A
∂t
. (3.21)
Ainsi, l’équation de Maxwell-Ampère (3.10) s’écrit :
∇× (µ−1 ∇×A) + σe∂A
∂t
+ ε
∂2A
∂t2
= jext − σe∇φ− ε∂(∇φ)
∂t
(3.22)
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avec jext un éventuel courant électrique externe imposé. Notons que pour toute fonction
scalaire ψ, les potentiels
A˜ = A+∇ψ, (3.23)
φ˜ = φ− ∂ψ
∂t
(3.24)
donnent les mêmes champs électrique et magnétique. En choisissant le potentiel vecteur
A∗ donné par
A∗ = A+ φ˜ = A+
∫ t1
t0
∇φ dt, (3.25)
le champ électrique est donné par E = − ∂tA∗ et∇×A =∇×A∗. Finalement l’équation
(3.22) se réduit à l’équation :
∇× (µ−1 ∇×A∗) + σe∂A
∗
∂t
+ ε
∂2A∗
∂t2
= jext, (3.26)
uniquement fonction de A∗. Une fois A∗ déterminé, le champ électrique est donné par
E = − ∂tA∗ et le champ magnétique est donné par B = ∇ × A∗. Les conditions aux
limites vues en section 3.2.1.2 peuvent alors être formulées en terme de potentiel : par
exemple, la condition aux limites de type supraconducteur s’écrit A∗ × n12 = 0 et la
condition de pseudo-vide s’écrit (∇×A∗)× n12 = 0.
3.2.1.4 L’équation d’induction
Même si le système des quatre équations de Maxwell est à présent fermé, sa résolu-
tion en l’état est un problème extrêmement diﬃcile. L’hypothèse d’une dynamique non-
relativiste permet de le simpliﬁer considérablement. En eﬀet, la limite non-relativiste
permet de négliger le courant de déplacement devant le courant de conduction :
||εµ∂tE||
||∇×B|| ∼
U2
c2
(3.27)
où U est la vitesse typique du milieu et c la vitesse de la lumière dans le milieu. L’équation
(3.13) montre que cette approximation revient à ne considérer uniquement que des échelles
de temps grandes devant le temps de relaxation des porteurs de charges. L’ensemble de ces
hypothèses permet de ne considérer qu’une seule inconnue, à savoir le champ magnétique
B, déﬁni de façon unique par son rotationnel et sa divergence :
∂B
∂t
= ∇× (u×B) + νm△B, (3.28)
∇ ·B = 0. (3.29)
où νm = 1/(µσ) est la diﬀusivité magnétique du ﬂuide. La première équation résulte de
l’ensemble des hypothèses précédentes, souvent regroupées sous le terme approximation
MHD, et est appelée équation d’induction. Elle correspond à une équation de diﬀusion,
avec un terme source ∇× (u×B), et est invariante par changement de référentiel si le
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référentiel est animé d’un mouvement solide à vitesse constante i.e. translation et/ou
rotation à vitesse constante (e.g. Pétrélis, 2002). La formulation potentielle de l’équation
d’induction s’obtient en négligeant les phénomènes propagatifs dans l’équation (3.26), qui
s’écrit alors
∇× (µ−1 ∇×A∗) + σe ∂A
∗
∂t
= jext. (3.30)
Une fois A∗ et B obtenus, il est possible d’en déduire l’ensemble des autres grandeurs en
jeu :
j =
1
µ
∇×B, (3.31)
E =
1
µσ
∇×B − u×B, (3.32)
ρe = ε ∇ ·E = −ε ∇ · (u×B). (3.33)
Notons que ρe est la distribution de charges générées par le mouvement du milieu conduc-
teur dans le champ magnétique : elle permet de conserver la charge, par compensation du
champ électromoteur u×B.
3.2.2 Équation du mouvement
Pour les ﬂuides conducteurs, la force de Laplace doit être ajoutée à l’équation de
Navier-Stokes considérée en section 2 :
∂u
∂t
+ u · ∇u = −∇p+ E△ u+ 1
µρ
(∇×B)×B + f , (3.34)
où f correspond aux forces massiques éventuellement présentes : pesanteur, ﬂottabilité,
force de Coriolis, accélération de Poincaré, etc. Notons que la force de Laplace peut aussi
s’écrire sous la forme :
1
µ
(∇×B)×B = −∇
(
B2
2µ
)
+
1
µ
B ·∇B. (3.35)
Le premier terme correspond à la pression magnétique, isotrope, tandis que le second
est un terme de tension anisotrope. Notons que la pression magnétique pm = B2/(2µ)
est associée à un réseau d’ondes, dites d’Alfvén, qui se propagent à la vitesse d’Alfvén
cA =
√
2pm/ρ. Ces ondes de pression magnétique sont l’analogue des ondes acoustiques
qui se propagent à la vitesse cs =
√
γp/ρ pour un polytrope d’indice γ.
Enﬁn, le rapport entre la force de Laplace et la force de Coriolis (resp. le terme
d’inertie) déﬁnit le nombre d’Elsasser Λ = σeB2/(ρΩ) (resp. le paramètre d’interaction
N = σeLB2/(ρU)), analogue du nombre d’Ekman (resp. de l’inverse du nombre de Rey-
nolds) pour les forces visqueuses.
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3.2.3 L’effet dynamo : une instabilité MHD
L’évolution du champ magnétique est régi par l’équation d’induction obtenue en sec-
tion 3.2.1.4 :
∂B
∂t
= ∇× (u×B) + νm△B = B · ∇u− u · ∇B+ νm△B (3.36)
car ∇ ·B = 0 et ∇ · u = 0. Dans cette équation, le terme u · ∇B représente l’advection
du champ magnétique par l’écoulement, νm △ B la diﬀusion du champ magnétique, et
B · ∇u est un terme source lié à l’organisation de l’écoulement. Aﬁn de comparer le terme
source et le terme diﬀusif, on utilise le nombre de Reynolds magnétique Rm = UL/νm,
rapport entre les ordres de grandeurs de ces deux termes (U et L étant repectivement une
vitesse et une longueur typique). Pour certains écoulements, lorsque Rm est supérieur
à une certaine valeur appelée nombre de Reynolds magnétique critique Rmc, un champ
magnétique peut être créé par le champ de vitesse, résultant d’une conversion de l’énergie
cinétique de l’écoulement en énergie magnétique : cette instabilité MHD est l’eﬀet dynamo.
Les conditions nécessaires pour qu’un écoulement mène à un eﬀet dynamo, i.e. pour qu’il
soit dynamogène, sont encore mal caractérisées en dépit de nombreux travaux sur le
sujet. Notons que l’invariance de l’équation d’induction par changement de référentiel en
mouvement solide à vitesse constante, déjà notée en en section 3.2.1.4, permet de choisir
avec pertinence le référentiel à utiliser pour résoudre l’écoulement ﬂuide sans modiﬁer le
champ magnétique dynamo et sa croissance (e.g. Pétrélis, 2002).
Le nombre de Reynolds hydrodynamique Re est relié au nombre de Reynolds magné-
tique par le Prandtl magnétique Pm = ν/νm, rapport de la viscosité cinématique du ﬂuide
à la diﬀusivité magnétique : Rm = Pm Re. Ce nombre dépend uniquement du matériau
conducteur considéré, et vaut typiquement 10−6 pour les métaux liquides. Le nombre de
Reynolds magnétique critique étant en général entre 10 et 104 (Christensen & Aubert,
2006; Tilgner, 2005; Wu & Roberts, 2009), les écoulements de métaux liquides suscep-
tibles d’engendrer un champ dynamo sont nécessairement turbulents. Il est aussi possible
de jouer sur Pm en utilisant des matériaux diﬀérents. Ainsi, l’expérience MPDX (pour
Madison Plasma Dynamo Experiment), du groupe de Cary Forest, utilise des plasmas
conducteurs, avec un Pm dix fois plus grand que ceux des métaux liquides.
3.3 Modèle numérique
3.3.1 Méthodes locales pour les simulations MHD
Depuis le travail pionnier de Glatzmaier & Roberts (1995a,b, 1996b), les simulations
numériques ont permis de détailler de plus en plus précisément comment un mécanisme
dynamo pouvait générer un champ magnétique au sein d’une coquille sphérique. Ces pre-
mières simulations numériques considéraient un ﬂuide incompressible sous l’hypothèse de
Boussinesq : on parle alors parfois de codes géodynamos. Par la suite, ces simulations ont
été étendues aux ﬂuides compressibles sous l’hypothèse anélastique (Glatzmaier & Ro-
berts, 1996a,c, 1997), plus légitime (voir Anufriev et al., 2005, pour une discussion sur
ces deux approximations), en particulier pour les dynamos stellaires. À présent, il existe
un certain nombre de codes géodynamos (voir par exemple Christensen et al., 2001, pour
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une description et une comparaison des diﬀérents codes géodynamo existants), ainsi que
quelques codes MHD anélastiques tels que ASH, pour Anelastic Spherical Harmonic (e.g.
Brun et al., 2004), ou le code de l’université de Leeds. De nombreuses comparaisons des
résultats numériques obtenus avec les mesures, principalement terrestres, ont été faites
pour conﬁrmer la pertinence de ces simulations (e.g. Dormy et al., 2000, pour une re-
vue). Certains aspects clés tels que l’aspect dipolaire du champ, la dérive vers l’Ouest
du champ ou des renversements occasionnels sont retrouvés par la plupart des codes.
Cependant, du fait du coût de calcul important, les paramètres adimensionnels utilisés
dans les simulations sont très diﬀérents des valeurs réalistes estimées dans les noyaux
planétaires (Busse, 2002). Aﬁn de se rapprocher des valeurs réelles, les codes numériques
sont donc optimisés et massivement parallèles. Généralement, ces simulations numériques
MHD exploitent l’hypothèse de géométrie sphérique en utilisant des méthodes spectrales,
rapides et précises. Cependant, les communications globales alors requises (e.g. Clune
et al., 1999) rendent ces méthodes diﬃciles à paralléliser. Depuis le travail précurseur de
Kageyama & Sato (1997) utilisant les diﬀérences ﬁnies, quelques études ont été menées
avec des méthodes locales, plus facilement adaptables aux architectures parallèles : les
éléments ﬁnis ont été utilisés (Chan et al., 2001; Matsui & Okuda, 2004a,b, 2005), de
même que les volumes ﬁnis (Hejda & Reshetnyak, 2003, 2004; Harder & Hansen, 2005) ou
les éléments spectraux (Fournier, 2004; Fournier et al., 2005). Même si toutes ces études
ont été menées en géométrie sphérique, les méthodes locales ont l’avantage de pouvoir
simuler des géométries plus complexes telle que des ellipsoïdes triaxiaux. Notons que c’est
un point crucial, car jusqu’à présent, tous les codes dynamo existants basés sur des mé-
thodes spectrales sont limités à des géométries axisymétriques, au mieux sphéroïdales ou
des géométries cylindriques (Wu & Roberts, 2009; Nore et al., 2011).
3.3.2 Équations MHD résolues
Nous considérons un volume ﬁni de ﬂuide conducteur de viscosité cinématique ν, den-
sité ρ, diﬀusivité magnétique νm et conductivité électrique γ, en rotation à la vitesse an-
gulaire typique Ω au sein d’un conteneur rigide de taille typique R. Avec R comme échelle
de longueur, Ω−1 comme échelle de temps, et Ω R√ρµ0 comme échelle de champ magné-
tique, où µ0 est la perméabilité magnétique du vide, les équations MHD non-relativistes
s’écrivent
∂u
∂t
+ u · ∇u = −∇p+ E△ u− 2 Ω× u+ (∇×B)×Btot, (3.37)
∇ · u = 0, (3.38)
∂B
∂t
= ∇× (u×Btot) + 1
Rm
△B, (3.39)
∇ ·B = 0. (3.40)
où (u, p,B) sont respectivement la vitesse, la pression et le champ magnétique, Btot =
B + B0 est le champ magnétique total tenant compte d’un possible champ constant et
uniforme B0 qui représente le champ externe imposé dans les problèmes d’induction.
Les nombres sans dimension sont le nombre d’Ekman E = ν/(Ω R2), et le nombre de
Reynolds magnétique Rm = Pm/E, où Pm = ν/νm est le nombre de Prandtl magnétique.
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Dans ce travail, une condition d’adhérence est systématiquement utilisée pour le ﬂuide.
Notons qu’une force de Coriolis −2 Ω × u, où Ω est le vecteur rotation du référentiel
considéré, est introduite ici de façon générale, et sera utilisée en section 3.4.3. Une fois
le champ magnétique résolu, le système d’équations de Maxwell permet d’en déduire la
densité de courant électrique de conduction j = ∇×B/µ0 et la distribution de charges
ρe = −ǫ∇ · (u×B), où ǫ est la permittivité électrique du ﬂuide.
Généralement, les simulations MHD des intérieurs ﬂuides planétaires exploitent la
géométrie sphérique avec des méthodes spectrales. Dans notre cas cependant, l’étude de
l’instabilité elliptique impose une géométrie non-axisymétrique. Nos calculs sont donc me-
nés avec une méthode standard éléments ﬁnis. Cependant, résoudre le champ magnétique
avec des méthodes locales soulève certaines diﬃcultés. Dans la communauté utilisant les
éléments ﬁnis, les simulations MHD sont souvent menées avec une formulation en terme de
potentiel vecteur magnétique B = ∇×A (e.g. Plunian & Masse, 1996; Soto et al., 1998;
Matsui & Okuda, 2005), ce qui permet de s’assurer que le champ magnétique reste à diver-
gence nulle à chaque instant. Utilisant le potentiel vecteur A∗ déﬁni en section (3.2.1.3),
et omettant l’exposant ∗ par la suite, les équations (3.39-3.40) sont donc remplacées par
∂A
∂t
= (u×Btot) + 1
Rm
△A, (3.41)
Btot = ∇×A+B0 = B+B0. (3.42)
Naturellement, les deux équations MHD (3.39, 3.40) peuvent être retrouvées à partir
des équations (3.41-3.42). L’absence de jauge, généralement introduite dans la formula-
tion potentielle (e.g. Matsui & Okuda, 2005), interdit la présence de domaine purement
isolant. En eﬀet, dans ce type de domaine, le champ électrique est le multiplicateur de
Lagrange associé à la contrainte ∇×B = 0 (e.g. Guermond et al., 2007). Cela impose
d’utiliser la variable supplémentaire φ, multiplicateur de Lagrange permettant d’assurer
la jauge ∇ ·A = 0. La variable φ joue alors le même rôle que la pression pour un champ
de vitesses incompressible (∇ · u = 0). Par conséquent, nous ne pouvons pas avoir de
matériau parfaitement isolant dans nos simulations. Aﬁn d’éviter le recours à une jauge
φ, nous modélisons donc de tels matériaux par des domaines très faiblement conducteurs
en comparaison de la conductivité des domaines devant être conducteurs 4.
3.3.3 Conditions aux limites
La nature non-locale des conditions aux limites magnétiques est un problème de longue
date dans les modèles numériques dynamos. En général, avec les méthodes spectrales, le
raccordement à la paroi du champ magnétique induit avec un champ extérieur potentiel
est imposé analytiquement. Cependant, les méthodes locales mettent en exergue le conﬂit
entre la discrétisation locale et les conditions à l’inﬁni de décroissance des conditions
aux limites magnétiques naturelles. Comme le rappellent Iskakov et al. (2004), diﬀérentes
solutions ont été proposées dans la littérature pour résoudre ce problème : (i) la condi-
tion aux limites de pseudo-vide n×B = 0, qui est une condition locale représentant par
exemple un domaine extérieur fait d’un conducteur magnétique parfait, a été utilisé par
4. Notons que dans le cas d’un problème stationnaire, COMSOL permet d’imposer une jauge.
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Kageyama & Sato (1997) et Harder & Hansen (2005) ; (ii) l’immersion du domaine ﬂuide
conﬁné au sein d’un domaine plus large où le problème magnétique est également résolu
a été utilisé par Chan et al. (2001) en résolvant le champ magnétique, et amélioré par
Matsui & Okuda (2004a,b) avec une formulation en potentiel vecteur ; (iii) la combinaison
de méthode locale avec une méthode d’intégrales de frontières (BEM) a été introduite par
Iskakov et al. (2004) en couplant une méthode volumes ﬁnis avec une méthode BEM (voir
aussi Giesecke et al., 2008, 2010, à ce sujet).
De même que Matsui & Okuda (2004a,b), nous choisissons les solutions (i) ou (ii),
selon le problème considéré. Quand la solution (ii) est utilisée, nous imposons sur une
paroi sphérique externe distante la condition magnétique A× n = 0, qui correspond à
B · n = 0.
3.3.4 Méthode numérique
Pour résoudre le problème MHD complet, nous utilisons, comme précédemment pour
le problème hydrodynamique, le logiciel commercial COMSOL Multiphysicsr. Pour les
variables ﬂuides, l’élément de maillage utilisé est l’élément standard de Lagrange P1−P2,
linéaire pour la pression et quadratique pour le champ de vitesses. Les éléments de La-
grange sont des éléments nodaux, bien adaptés pour résoudre le champ de vitesses. Ce-
pendant, comme le rappellent Hesthaven & Warburton (2004), l’utilisation de ce type
d’élément dans une approche standard de type éléments ﬁnis continus nodaux de Ga-
lerkin peut générer des solutions parasites non-physiques (e.g. Sun et al., 1995; Jiang
et al., 1996, pour une revue). Leur origine admet diﬀérentes interprétations telles qu’une
mauvaise représentation du noyau de l’opérateur impliqué (e.g. Bossavit, 1988) ou la géné-
ration de solutions parasites violant les conditions de divergence, qui ne sont typiquement
pas imposées directement (Paulsen & Lynch, 1991). Une autre diﬃculté émerge dans le
cas où l’interface entre un milieu conducteur et un milieu isolant n’est pas lisse : la compo-
sante singulière de la solution peut alors ne pas être calculée (voir le lemme de Costabel,
1991). Finalement, des diﬃcultés apparaissent également sur le couplage des champs au
travers d’une telle interface. Une première façon de résoudre ces problèmes est de déve-
lopper des méthodes spéciﬁques permettant de continuer à utiliser des éléments nodaux,
telles que par exemple les méthodes de pénalisation Galerkin discontinue (e.g. Guermond
et al., 2007, pour des applications MHD). Une seconde approche consiste à construire des
éléments adaptés à l’opérateur considéré. Un travail pionnier de Bossavit (1988, 1990)
montre que l’utilisation des éléments conformes de l’espace 5 H(rot) contruits par Nédé-
lec (1980, 1986) permet de résoudre le problème des modes parasites et rend le couplage
des champs naturel. Les méthodes éléments ﬁnis basées sur ce type d’éléments conformes
(voir Bossavit, 1994, 2008, pour plus de détails), aussi appelés éléments d’arête de Nédélec
(ou vectoriel), constituent à présent l’approche dominante pour résoudre les problèmes
électromagnétiques avec des géométries complexes (e.g. Jin et al., 1993; Volakis et al.,
1998). Un avantage important des éléments d’arête est d’assurer la continuité des compo-
santes tangentielles du champ à travers une interface entre deux milieux, tandis que les
5. Pour plus de détails sur ces éléments et les espaces vectoriels associés tels que H(div) et H(rot),
espaces pertinents en électromagnétisme, se reporter à Dautray & Lions (1985) ou Girault & Raviart
(1986).
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(a) (b)
Figure 3.2 – (a) Schéma du problème du type Ponomarenko résolu numériquement. Dans
le domaine r ≤ 1, l’écoulement hélicoïdal (3.43) est imposé, dans le domaine r ∈ [1; 2] le
ﬂuide est au repos, et le domaine r ∈ [2; 8] est considéré comme isolant. (b) Iso-surface
de la composante axiale du champ magnétique pour 25 % du champ maximum (rouge) et
25 % du champ minimum (vert) pour Rm = 20.
.
composantes normales du champ sont libres de s’inverser au passage de l’interface, ce qui
est une propriété typique des problèmes électromagnétiques (voir aussi Monk, 2003, pour
plus de détails). Cela implique aussi que le rotationnel du champ vectoriel est une fonc-
tion intégrable, ce qui rend ces éléments bien adaptés pour des équations comportant un
rotationnel, telles que les équations régissant un potentiel vecteur. Dans ce travail, l’élé-
ment de maillage utilisé pour le potentiel vecteur magnétique est donc un élément d’arête
de Nédélec, linéaire ou quadratique selon le problème considéré. Le nombre de degrés de
liberté (DoF) utilisé dans la plupart des simulations se situe entre 5 · 104 DoF pour les
dynamos cinématiques et 8 · 105 DoF pour les problèmes MHD complets avec un nombre
de Reynolds magnétique autour de 103. Jusqu’à présent, le logiciel commercial COMSOL
Multiphysicsr n’était pas parallèle, et toutes les simulations ont donc été menées sur une
unique station de travail avec 96 Go de RAM, et deux processeurs Intelr Xeonr E5520
(2.26 GHz, 8MB Cache). Notons cependant que la version de COMSOL Multiphysicsr
qui sera délivrée durant l’été 2011 devrait permettre des calculs parallèles et nous espérons
pouvoir accéder alors à une puissance de calcul signiﬁcativement supérieure.
3.4 Validations du modèle
3.4.1 Une dynamo cinématique de type Ponomarenko
Nous considérons dans cette section une conﬁguration de type Ponomarenko, qui est
une célèbre dynamo cinématique. Dans sa formulation originale, Ponomarenko (1973)
considère l’écoulement d’un ﬂuide électriquement conducteur au sein d’un cylindre de
rayon R, immergé au sein d’un milieu conducteur au repos. L’écoulement est un écoule-
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ment de vissage de solide rigide, déﬁni en coordonnées cylindriques (r, θ, z) par
u =

 uruθ
uz

 =

 0Ω r
Rb ΩR

 , (3.43)
où Rb est le rapport entre la vitesse axiale et la vitesse de rotation à la paroi r = R (i.e. le
pas de l’écoulement de vissage). Nous choisissons R et Ω−1 comme échelles respectives de
longueur et de temps. Avec cet écoulement imposé, le problème de dynamo cinématique
peut être résolu analytiquement et le mode propre critique associé au nombre de Reynolds
magnétique minimum Rcm = 17.73 correspond alors à Rb = 1.3, k = −0.39 et m = 1, où
k et m sont respectivement les nombres d’ondes axiaux et azimutaux.
Comme le montre le schéma 3.2a, nous considérons ici le cas légèrement diﬀérent d’un
écoulement hélicoïdal immergé au sein d’un milieu conducteur, de même conductivité,
au repos sur le domaine r ∈ [1; 2], et d’une région isolante 2 ≤ r ≤ 8. Considérant
Rb = 1, et une hauteur H = 8 pour cette conﬁguration cylindrique, nous déﬁnissons le
nombre de Reynold magnétique par Rm = ΩR2i /νm, ce qui nous permet une comparaison
directe de nos résultats avec Kaiser & Tilgner (1999) et Laguerre (2006). Les conditions
aux limites sont A× n = 0 sur la paroi latérale externe, et la périodicité du potentiel
vecteur est imposée sur les parois supérieure et inférieure du cylindre. Du point de vue de
la validation numérique, la comparaison avec les résultats de la littérature nous permet
d’estimer (i) l’inﬂuence d’une conductivité externe non-nulle (ii) la capacité du code à
résoudre des discontinuités d’écoulement et de conductivités électriques (iii) la pertinence
de nos conditions aux limites.
Un résultat typique du champ magnétique excité au-dessus du seuil dynamo est montré
en ﬁgure 3.2b. Cette topologie du champ est en excellent accord avec la structure attendue
(e.g. Laguerre, 2006). Aﬁn d’étudier plus précisément le seuil dynamo, nous considérons
l’évolution temporelle de la moyenne quadratique en volume du champ magnétique
Brms =
√
1
Vs
∫
Vs
B2 dV , (3.44)
où Vs est le volume du cylindre de rayon 1, adimensionné par R3. Quelques exemples
sont montrés en ﬁgure 3.3a, en-dessous, proche, et au-dessus du seuil dynamo. Le taux de
croissance/décroissance σ du champ magnétique montré en ﬁgure 3.3b est alors donné par
le taux de croissance/décroissance σ de Brms, déterminé par un ajustement exponentiel
de son évolution temporelle. Le seuil dynamo, donné par σ = 0, est alors obtenu par
interpolation pour Rmc ≈ 18.3, en excellent accord avec le seuil Rmc ≈ 18.5 trouvé par
Laguerre (2006). Notons que dans ce cas particulier, l’ordre d’interpolation des éléments
de Nédélec utilisés ne semble pas vraiment important (ﬁg. 3.3b).
3.4.2 Une dynamo cinématique de type VKS
Aﬁn de valider les conditions aux limites pseudo-vides n ×B = 0, nous considérons
une dynamo cinématique Von Karman dans un cylindre de rayon R et de rapport d’aspect
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Figure 3.3 – Résultats numériques pour la dynamo cinématique de type Ponomarenko.
(a) Évolution temporelle de la moyenne quadratique du champ magnétique divisé par Rm
en-dessous du seuil dynamo (Rm = 15), proche du seuil (Rm = 18.5), et au-dessus du
seuil dynamo (Rm = 20). (b) Évolution du taux de croissance de la dynamo avec le
nombre de Reynolds magnétique pour des éléments de Nédélec linéaires et quadratiques.
Le maillage utilisé est le même dans les deux cas, avec 43 162 éléments tétrahédriques, ce
qui donne un modèle avec 52239 DoF pour les éléments linéaires, et 279560 DoF pour les
éléments quadratiques.
H/R = 2. L’écoulement de base adimensionnel est donné par Gissinger (2009)
U =


Ur
Uθ
Uφ

 =


−π
2
r (1− r)2 (1 + 2 r) cos(πz)
8
π
r (1− r) arcsin(z)
(1− r)(1 + r − 5 r2) sin(πz)

 (3.45)
Le nombre de Reynolds magnétique est déﬁni par Rm = Umax R/νm, avec Umax la vitesse
maximale de l’écoulement moyen (Gissinger, 2009). En ﬁgure 3.4a, le champ magnétique
et l’écoulement de base (3.45) sont représentés. Comme attendu, le champ magnétique in-
duit par l’écoulement est un dipôle équatorial (e.g. Gissinger, 2009). Notons que le champ
magnétique observé sur la dynamo expérimentale VKS est, lui, un dipôle axial, ce qui
a été attribué à la composante non-axisymétrique de l’écoulement (Gissinger, 2009). En
ﬁgure 3.4, le taux de croissance/décroissance de la dynamo pour diﬀérents maillages et
ordres d’élements est représenté. Avec les éléments de second ordre, le nombre de Reynolds
magnétique critique obtenu par interpolation est Rm = 79.2 ± 0.1, avec Umax = 1.0755,
atteint en (r, z) = (0.4842,±1). Ce résultat est en excellent accord avec le seuil Rm = 79
obtenu numériquement par C. Nore et A. Giesecke (communications personnelles) avec
deux autres codes diﬀérents, mais en désaccord avec la valeur Rm = 60 obtenue numé-
riquement par Gissinger (2009), ce qui reste à expliquer. La ﬁgure 3.4 montre également
que l’ordre des éléments utilisés a une inﬂuence avec ce type de conditions aux limites,
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même si les valeurs obtenues restent proches. En fait, l’observation du champ magnétique
à la paroi montre que les conditions aux limites sont beaucoup mieux respectées avec des
éléments de second ordre qu’avec des éléments linéaires. Dans tous les cas, cette validation
montre que le code est capable de reproduire correctement des conditions aux limites de
pseudo-vide.
3.4.3 Une dynamo convective
Les sections précédentes ont montré que le code donnait des résultats satisfaisants
pour des études de dynamos cinématiques. Cette section étend la validation aux dynamos
dynamiques, en considérant le benchmark numérique usuel de Christensen et al. (2001),
basé sur un mouvement de convection thermique dans une coquille sphérique en rotation.
Jusqu’à présent, ce benchmark, déﬁni grâce à des méthodes spectrales, n’a été reproduit
que deux fois par des méthodes locales. Matsui & Okuda (2004a, 2005) l’ont reproduit sur
le Earth Simulator avec une méthode éléments ﬁnis. Harder & Hansen (2005) utilisent un
code volumes ﬁnis et considérent un cas légèrement diﬀérent du benchmark, en utilisant
des conditions de pseudo-vide à la paroi externe pour limiter le coût de calcul. Dans cette
section, le cas considéré par Harder & Hansen (2005) est reconsidéré avec COMSOL, basé
sur des éléments de Nédélec. Nous résolvons donc également l’équation de température
et ajoutons une force de ﬂottabilité dans les équations de Navier-Stokes, de même qu’en
section 2.6. On adopte l’approximation de Boussinesq, et la gravité varie linéairement
avec le rayon. Pour une comparaison directe, nous reprenons ici l’adimensionnement de
Christensen et al. (2001). La géométrie considérée correspond à une coquille sphérique
en rotation d’un rapport d’aspect η = 0.35, avec un rayon externe r0 = 20/13 et un
rayon interne ri = 7/13, où l’échelle de longueur est l’épaisseur de la coquille D. Les
températures sont ﬁxées à à To et To+∆T , respectivement sur les parois externe et interne.
L’échelle de temps retenue est D2/ν, et la température adimensionnelle est déﬁnie par
(T−To)/∆T . Les températures adimensionnelles sur les parois externe et interne sont donc
respectivement 0 et 1. L’induction magnétique B est admensionnée par
√
ρµνmΩ, et la
pression par ρνΩ. Les paramètres de contrôle adimensionnels sont le nombre de Rayleigh
modiﬁé Ra = α g0 ∆TD/(ν Ω) = 100, où α est le coeﬃcient de dilatation thermique et
g0 la gravité à la paroi externe, le nombre d’Ekman Ek = ν/(Ω D2) = 10−3 et le nombre
de Prandtl thermique Pr = 1. Le problème est résolu dans le référentiel en rotation avec
la coquille sphérique, de sorte que l’adhérence aux parois se traduit par une vitesse nulle.
Les parois internes et externes tournent à la même vitesse de rotation. Le coût important
de calcul des méthodes locales nous impose d’utiliser la condition locale de pseudo-vide
n × B = 0, déjà utilisée par Harder & Hansen (2005). Cette condition est diﬀérente
de celle du benchmark, où un raccordement à un champ potentiel est utilisé, ce qui
implique que la solution obtenue peut diﬀérer quelque peu. Comme le rappelle Christensen
et al. (2001), les conditions initiales ont ici une certaine importance dans la mesure où la
convection thermique considérée est stable pour de petites perturbations magnétiques, et
les solutions dynamos semblent n’avoir qu’un petit bassin d’attraction. Nous choisissons
donc d’utiliser les conditions initiales du benchmark, que nous transcrivons en terme de
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Figure 3.4 – Résultats numériques pour la dynamo cinématique de Von Karman, avec
des conditions aux limites de pseudo-vide. (a) Les coupes montrent la norme du champ
magnétique (normalisée par sa valeur maximale) durant sa croissance exponentielle, lors
d’une simulation au-dessus du seuil dynamo (Rm = 80.6, 99278 DoF, avec des éléments
de Nédélec quadratiques). Des lignes de courant du champ de vitesse utilisé, donné par
(3.45), sont aussi représentées. (b) L’évolution du taux de croissance/décroissance de la
dynamo cinématique est représentée en fonction du nombre de Reynolds magnétique pour
deux maillages diﬀérents, avec des éléments de Nédélec linéaires et quadratiques. La valeur
du seuil dynamo Rmc = 79.2 est obtenue par interpolation.
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potentiel magnétique. Le calcul donne :
A =


Ar
Aθ
Aφ

 =


5
2
r sin[π(r − ri)] cos(2θ) + f1(r) +
∫
(Aθ + r ∂rAθ)dθ
f2(r, θ)
5
8
[
4r0r − 3r2 − r
4
i
r2
]
sin θ +
K
r sin θ


(3.46)
avec les fonctions arbitraires f1(r), f2(r, θ) et la constante arbitraire K. Comme Chris-
tensen et al. (2001), nous déﬁnissons la densité d’énergie magnétique moyenne dans la
coquille par
Em =
1
2 Vs E Pm
∫
Vs
B2dV (3.47)
où Vs est le volume adimensionnel de la coquille de ﬂuide. La moyenne quadratique du
champ magnétique utilisée par Harder & Hansen (2005) est une quantité équivalente
déﬁnie par Brms =
√
2 Em. L’énergie magnétique adimensionnelle initiale (à t = 0) est
donc Em = 868, i.e. Brms = 41.7.
Nous considérons tout d’abord le cas 0 du benchmark, qui est un cas non-magnétique.
Cela permet de vériﬁer la validité de l’écoulement de convection nécessaire à la dynamo.
Les résultats sont montrés en ﬁgure 3.5 en fonction de la résolution spatiale N , déﬁnie par
la racine troisième du nombre de degrés de liberté pour chaque variable scalaire, comme
dans Matsui & Okuda (2005). Les grandeurs considérées sont la moyenne quadratique de
la vitesse
Ekin =
1
2 Vs
∫
Vs
u2 dV (3.48)
et la vitesse de dérive ω des colonnes convectives de grande échelle. Comme l’ont déjà
remarqué Matsui & Okuda (2005), la convergence est beaucoup plus lente avec les mé-
thodes locales qu’avec les méthodes spectrales, en particulier pour la vitesse de dérive.
Cependant, nos résultats sont en accord avec ceux de Matsui & Okuda (2005) et Harder
& Hansen (2005). Les deux variables considérées (Ekin, ω) semblent converger vers les
valeurs attendues lorsque N augmente.
Nous considérons à présent le cas 1 du benchmark, en résolvant le problème MHD
complet. Dans ce cas, les simulations sont très coûteuses en temps de calcul 6 et nous
nous limitons donc à une résolution N ≈ 42, avec des éléments de Nédélec quadratiques.
La ﬁgure 3.5a montre que, dans ce cas, l’énergie cinétique est sous-estimée d’un facteur
d’environ 5%, ce qui signiﬁe que l’écoulement est légèrement moins eﬃcace pour soutenir
le mécanisme dynamo. Nous nous attendons donc à avoir un seuil dynamo légèrement
supérieur à celui du benchmark. Nous trouvons eﬀectivement un seuil dynamo autour de
Pm ≈ 7, supérieur à la valeur de référence Pm = 5 du benchmark. Notons cependant
que nos résultats sont cohérents avec ceux de Harder & Hansen (2005), qui trouvent un
6. Il faut typiquement deux semaines sur une unique station de travail, du moins quand tout se passe
bien...
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Figure 3.5 – Évolution de (a) la moyenne quadratique de l’énergie cinétique et (b) de
la vitesse angulaire de dérive dans nos simulations numériques (carrés) dans le cas non-
magnétique du benchmark de Christensen et al. (2001), en fonction de la résolution spa-
tiale N . Les résultats sont comparés avec les solutions suggérées (ligne noire continue)
par Christensen et al. (2001), avec les résultats de Harder & Hansen (2005) représentés
par les cercles noirs vides, et avec les résultats numériques de Matsui & Okuda (2005)
donnés par les triangles rouges.
champ magnétique diminuant lentement pour Pm = 5 (leur ﬁgure 8) mais une dynamo
clairement stable pour Pm = 8. Les auteurs suggèrent que le champ en décroissance
lente obtenu pour Pm = 5 correspond au seuil dynamo, et proposent de comparer la
dernière valeur atteinte dans leur simulation par le champ magnétique en décroissance
avec la valeur du benchmark. Ils comparent donc le champ moyen Brms ≈ 42 avec la
valeur de référence Brms ≈ 35 du benchmark. Dans nos simulations numériques, proche
de notre seuil dynamo Pm ≈ 7, nous obtenons un champ moyen autour de Brms ≈
10. Cette valeur basse est encore une fois à relier à notre sous-estimation de l’énergie
cinétique de l’écoulement. Notons également que rien n’exclut qu’une valeur similaire
aurait été obtenue par Harder & Hansen (2005) une fois l’état permanent atteint dans
leur simulation. Avec les ressources de calcul dont nous disposons, nous ne pouvons pas
approfondir ces investigations. Néanmoins, cela démontre la capacité du code à simuler
des dynamos dynamiques.
3.5 Application à l’instabilité elliptique MHD
Cette étude se place dans la continuité de nos études numériques précédentes de
l’instabilité elliptique en géométrie non-axisymétrique. Considérant un ellipsoïde triaxial
d’axes (a, b, c) avec a > b, dans le référentiel lié à (Ox,Oy,Oz), nous imposons une vitesse
tangentielle constante le long de la paroi déformée, dans chaque plan perpendiculaire à
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l’axe de rotation, choisi ici selon (Oz). Une telle conﬁguration est un modèle de noyau pla-
nétaire sans graine solide interne (par exemple la lune jovienne Io ou la Terre primitive),
au sein d’un manteau solide déformé par les forces de marées d’un corps compagnon. La
longueur c, ﬁxant l’aplatissement de l’ellipsoïde, peut être choisie indépendamment de la
longueur des autres axes. Dans cette section, nous utilisons le rayon équatorial moyen R
comme échelle de longueur et Ω−1 comme échelle de temps, donnée par la vitesse ΩR
imposée à la paroi dans le plan équatorial. Outre les deux paramètres adimensionnels E
et Rm, deux paramètres adimensionnels, géométriques, supplémentaires sont alors néces-
saires pour caractériser le système : l’ellipticité β = (a2 − b2)/(a2 + b2) de la déformation
elliptique et le rapport d’aspect c/a.
3.5.1 Induction magnétique du mode de spin-over
Dans cette section, l’ellipsoïde triaxial (a, b, c) est immergé au sein d’une sphère de
rayon 8 3
√
abc de conductivité électrique γv. Un champ magnétique constant et uniforme
B0 est imposé, orienté selon l’axe de rotation. Ce modèle numérique représente par
exemple le noyau liquide d’une lune déformée par les forces de marées, au sein d’un champ
magnétique externe, comme par exemple les lunes galiléennes Io et Europa, soumises au
champ magnétique de Jupiter. Nous considérons tout d’abord le mode de spin-over (ﬁgure
3.6a), avec une longueur d’axe polaire c = (a + b)/2 (voir section 2.3.1). Le nombre de
Prandtl magnétique du ﬂuide est ﬁxé à Pm = 10−4. De même que Herreman et al. (2009),
le champ magnétique est adimensionné par B0. Par rapport aux équations (3.37-3.40),
cela modiﬁe simplement la force de Laplace dans l’équation (3.37), qui s’écrit à présent :
Λ
Rm
(∇×B)×Btot (3.49)
avec Btot = B + B0, où B0 = (0, 0, 1) et où le nombre d’Elsasser associé au champ
magnétique imposé est déﬁni par Λ = γB20/(ρ Ω). Cette conﬁguration a déjà été étudiée
théoriquement et expérimentalement par Lacaze et al. (2006), Thess & Zikanov (2007) et
Herreman et al. (2009) dans le cas d’un milieu extérieur isolant.
Une première validation visuelle est obtenue en comparant les résultats numériques
obtenus (ﬁgure 3.6a) avec les calculs théoriques de Lacaze et al. (2006). La ﬁgure 3.6b
montre l’inﬂuence de la conductivité externe sur le taux de croissance du mode de spin-
over. Comme attendu, pour de faibles rapports de conductivités γv/γ . 10−3, le taux
de croissance n’est plus aﬀecté par la faible conductivité du milieu extérieur : le milieu
extérieur se comporte alors comme un isolant électrique. Dans la suite, nous ﬁxons γv/γ =
10−4.
En combinant les résultats de Lacaze et al. (2004) et Thess & Zikanov (2007), Her-
reman et al. (2009) proposent de modéliser l’évolution non-linéaire du mode de spin-over
dans le référentiel du laboratoire par le système non-linéaire (voir aussi section 2.3.4) :
ω˙x = −α1 (1 + ωz) ωy − (νso + Λ/4) ωx, (3.50)
ω˙y = −α2 (1 + ωz) ωx − (νso + Λ/4) ωy, (3.51)
ω˙z = β ωx ωy − νec ωz + νnl (ω2x + ω2y) (3.52)
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Figure 3.6 – Simulations numériques MHD du mode de spin-over dans un ellipsoïde
triaxial, avec un champ magnétique uniforme imposé selon l’axe de rotation (calcul mené
dans le référentiel du laboratoire, où la déformation est ﬁxe). Paramètres : Pm = 10−4,
β = 0.317, c = (a + b)/2 et Λ = 0.02. (a) Le mode de spin-over est représenté pour
E = 1/500 par l’iso-surface de vitesse ||u|| = 0.12, et le champ magnétique induit est
représenté par des ﬂèches (en volume) dont la taille est proportionnelle à la valeur locale du
champ magnétique. Dans le plan équatorial, la dissipation Joule est montrée, normalisée
par sa valeur maximale. (b) Évolution du taux de croissance σ de l’instabilité elliptique
avec le rapport de la conductivité externe γv sur la conductivité du ﬂuide γ.
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où α1 = β/(2 − β), α2 = β/(2 + β) et ω est le vecteur rotation du mode de spin-over.
Dans la limite β ≪ 1, les termes d’amortissement sont connus analytiquement depuis
Greenspan (1968) : νso = α
√
E = 2.62
√
E est l’amortissement linéaire visqueux du mode
de spin-over, νec = 2.85
√
E est l’amortissement linéaire visqueux de la rotation axiale
et νnl = 1.42
√
E représente l’eﬀet de la couche visqueuse sur l’interaction non-linéaire
du mode de spin-over avec lui-même. Par rapport au système étudié en section 2.3.4, le
champ magnétique n’ajoute qu’un terme linéaire correspondant à la dissipation Joule Λ/4
dans les directions normales au champ imposé. Même si ce modèle ne prend pas en compte
tous les termes visqueux d’ordre
√
E, ni les corrections non-linéaires des couches internes
de cisaillement, il est en bon accord avec les mesures expérimentales, que ce soit sur le
taux de croissance prédit ou le champ de vitesse à saturation et le champ magnétique
induit (Lacaze et al., 2004; Herreman et al., 2009).
En linéarisant le système autour du point ﬁxe trivial ω = 0, le taux de croissance
linéaire du mode de spin-over pour β ≪ 1 est donné par (Herreman et al., 2009)
σ =
β√
4− β2 − ν˜so, (3.53)
où ν˜so = νso + Λ4 . Au-dessus du seuil de l’instabilité donné par β/
√
4− β2 ≥ ν˜so, un état
stationnaire non-trivial est obtenu, donné par
ωx = ±
√
νec [
√
α1α2 − ν˜so]
α2β − νnl [√α1α2 + α22/
√
α1α2]
≈ ±
√
νec [β − 2 ν˜so]
β2 − 2 νnl β , (3.54)
ωy = ∓
√
νec [
√
α1α2 − ν˜so]
α1β − νnl [√α1α2 + α21/
√
α1α2]
≈ ∓
√
νec [β − 2 ν˜so]
β2 − 2 νnl β ≈ ∓ ωx, (3.55)
ωz =
ν˜so
β
√
4− β2 − 1 ≈ 2 ν˜so
β
− 1, (3.56)
où les approximations sont données pour β ≪ 1. Ces expressions permettent de retrouver
l’amplitude équatoriale du mode spin-over (Herreman et al., 2009) :
Ωso =
√
4
νec
β
σ
β − 4νnl/
√
4− β2 . (3.57)
Selon Lacaze et al. (2006) et Herreman et al. (2009), le champ induit par le mode de
spin-over non-visqueux dans la limite des faibles nombres de Reynolds magnétique Rm est
un dipôle avec un axe transverse au champ imposé, en quadrature avec l’axe de rotation
du mode de spin-over. L’axe de longueur a étant ici le grand axe de l’ellipsoïde, l’angle
polaire dans le plan (x, y) du spin-over à saturation peut être estimé par (Herreman et al.,
2009) :
φso = ±
∣∣∣∣∣arctan
[√
2− β
2 + β
]∣∣∣∣∣ (3.58)
de sorte que la vorticité du mode de spin-over n’est pas exactement alignée avec la direction
de l’élongation maximale, à−45◦. Au sein de l’ellipsoïde, ainsi qu’à l’extérieur, l’expression
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Figure 3.7 – Simulations numériques MHD (carrés bleus) et résultats théoriques (lignes
continues) du mode de spin-over dans un ellipsoïde triaxial, avec un champ magnétique
uniforme imposé le long de l’axe de rotation. Paramètres : E = 1/344, β = 0.317, c =
(a+ b)/2, Pm = 10−4 pour l’ellipsoïde ﬂuide, immergé dans une sphère de rayon 8 3
√
abc,
avec une conductivité de rapport γv/γ = 10−4. Évolution avec le nombre d’Elsasser Λ
(a) du taux de croissance de l’instabilité elliptique (b) de l’amplitude adimensionnelle du
champ magnétique (radial) induit au point de rayon r = 2.3 et de longitude φ = 45◦
dans le plan équatorial (θ = π/2), et (c) des composantes numériques (symboles) et
théoriques (lignes) de la rotation solide associée au mode de spin-over. La composante
selon x est représentée par des cercles rouges, la composante selon y par des carrés bleus
et la composante selon z par des losanges verts. La théorie est donnée par (3.54), (3.55)
et (3.56), avec νso ≈ 2.80
√
E.
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générale du champ induit par le spin-over est donnée par Lacaze et al. (2006) pour un
Rm arbitraire. Dans la limite des faibles Rm, les composantes cylindriques (Bρ, Bφ, Bz)
du champ magnétique induit peuvent être exprimées en fonction des variables sphériques
(r, θ, φ) :
Bi(r, θ, φ) = Rm Ωso


−1− r
2
10
sin(φ± φso) + r
2
140
(3 cos(2θ)− 1) sin(φ± φso)
1− r2
10
cos(φ± φso) + r
2
70
cos(φ± φso)
−3 r
2
140
sin(2θ) sin(φ± φso)

 ,(3.59)
où φ est l’angle polaire dans le plan (x, y) et r =
√
x2 + y2 le rayon polaire. Le champ
induit dans le domaine extérieur isolant est simplement donné par Be = r−3 Bi(1, θ, φ).
En ﬁgure 3.7a, le rôle de la dissipation Joule sur le taux de croissance du mode de
spin-over est étudié en comparant les résultats numériques avec le résultat de l’analyse
linéaire de stabilité (3.53). Le taux de croissance numérique est obtenu par ajustement
d’une croissance initale exponentielle sur la grandeur W = 1/Vs ·
∫∫∫
Vs
|w| dV , avec w la
vitesse axiale adimensionnelle et Vs le volume de l’ellipsoïde. Le seul paramètre d’ajuste-
ment considéré ici est le coeﬃcient d’amortissement visqueux α, déterminé en l’absence
de champ magnétique : on obtient ainsi α = 2.80 au lieu de la valeur théorique α = 2.62,
probablement du fait des valeurs ﬁnies de l’ellipticité β utilisées dans nos simulations.
Aucun paramètre d’ajustement n’est introduit pour la dépendance du taux de croissance
avec le champ magnétique imposé, et la loi d’échelle théorique est donc conﬁrmée. Re-
marquons que, pour des champs magnétiques externes suﬃsamment forts, la dissipation
Joule empêche l’instabilité elliptique de se développer (l’ellipticité et le nombre d’Ekman
étant maintenus constants). La précision de la solution numérique est conﬁrmée en ﬁgure
3.7b, où l’évolution de l’amplitude du champ magnétique Br, radial au point considéré,
avec le nombre d’Elsasser est comparée avec l’équation théorique (3.59). Finalement, une
dernière grandeur est intéressante à étudier : l’amplitude de l’écoulement à saturation.
Notons que cette grandeur est diﬃcile à obtenir expérimentalement, et n’a donc pas encore
été étudiée sous champ magnétique. Dans les simulations numériques, l’amplitude A de
l’écoulement généré par l’instabilité à saturation est obtenue en déterminant la vorticité
additionnelle moyenne de l’écoulement dans l’intérieur ﬂuide (le bulk), par rapport à la
vorticité imposée 2 ez de la rotation de base. Cette valeur est ensuite comparée au vecteur
rotation du spin-over donné par (3.54-3.56). Les résultats sont montrés en ﬁgure 3.7c pour
les trois composantes du mode de spin-over, ainsi que l’amplitude i.e. la norme du vecteur.
L’excellent accord obtenu pour les trois tests donnés en ﬁgure 3.7 conﬁrme que le modèle
numérique simule correctement le champ induit et sa rétroaction sur l’écoulement. Nous
sommes donc à présent en mesure d’aller plus loin et d’étudier l’induction magnétique
de modes plus complexes de l’instabilité elliptique. Notons que ces modes sont diﬃciles à
étudier par des approches théoriques et expérimentales.
3.5.2 Induction magnétique du mode (1,3) de l’instabilité elliptique
Excepté pour le mode de spin-over, l’induction magnétique des autres modes de l’insta-
bilité elliptique est diﬃcilement accessible dans la mesure où le champ de vitesses obtenu
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Figure 3.8 – Simulations numériques MHD du mode (1,3) de l’instabilité elliptique dans
un ellipsoïde triaxial, avec un champ magnétique uniforme imposé selon l’axe de rotation.
(a) La norme du champ magnétique, normalisée par sa valeur maximale B = 6.9·10−4, est
représentée sur les coupes à la saturation du mode (1,3) ; les lignes de champ magnétiques
sont aussi représentées. Paramètres : β = 0.317, E = 1/700, c/a = 0.65 et Λ = 0.02.
(b) Évolution du taux de croissance de l’instabilité elliptique avec le nombre d’Elsasser
Λ. Les résultats numériques (carrés bleus) sont en excellent accord avec l’analyse linéaire
de stabilité (ligne noire continue) donnée par (3.60), en utilisant α = 4.24, déterminé en
absence de champ magnétique.
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Figure 3.9 – (a) Évolution de B∗rms avec l’amplitude du mode A. Pour le mode (1,3), les
barres d’erreurs indiquent les valeurs extrêmes atteintes par B∗rms, montrant que l’ampli-
tude des oscillations du champ magnétique induit augmente avec la distance au seuil. (b)
Le champ magnétique ||B||/Rm et la quantité ||u|| − 0.39 (pour des raisons de lisibilité)
sont comparées, pour le point situé à la moitié du grand axe dans le plan équatorial. Le
déphasage obtenu est de 1.13, valeur proche de la prédiction théorique π/2 ≈ 1.57.
à saturation n’est pas connu. Aﬁn d’obtenir des informations génériques sur la MHD de
l’instabilité elliptique, l’approche WKB est pertinente dans la mesure où elle permet de
s’aﬀranchir de la connaissance du mode excité. Les perturbations à l’écoulement de base
sont recherchées sous la forme d’ondes planes dans la limite k ≫ 1 et β ≪ 1. Supposant
une force de Laplace d’ordre β, l’analyse WKB (Herreman et al., 2009) donne le taux de
croissance (voir aussi l’annexe E.1)
σ =
9
16
β − α
√
E − Λ
4
, (3.60)
où α est un coeﬃcient d’amortissement visqueux d’ordre 1, et le champ magnétique induit
B est lié à la vitesse typique du mode excité u0 (dans le référentiel du laboratoire) par :
B = i
Rm
2 k
u0, (3.61)
où k est la norme du vecteur d’onde du mode excité. Cette expression générique montre
que le champ magnétique induit dû à l’instabilité elliptique est systématiquement propor-
tionnel et en quadrature avec le champ de vitesse associé à l’instabilité. Notons que les
solutions (3.60) et (3.61) sont toutes deux en accord avec les résultats analytiques obtenus
par une méthode globale pour le cas particulier du mode de spin-over (voir section 3.5.1).
Nous validons ici ces résultats en considérant le mode (1, 3) de l’instabilité elliptique,
qui oscille 2 fois plus vite que la vitesse angulaire de rotation de l’écoulement. Ce mode est
excité en ﬁxant la longueur de l’axe polaire à c/a = 0.65 (voir section 2.3.1). Le champ
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magnétique typique induit par le mode (1,3) est représenté en ﬁgure 3.8a. En ﬁgure
3.8b, l’excellent accord entre les taux de croissance théoriques et numériques conﬁrme la
validité générique de l’amortissement Joule en −Λ/4. Comme précédemment, le coeﬃcient
d’amortissement visqueux, qui dépend de l’ellipticité, est obtenu à champ magnétique nul :
α ≈ 4.24. Le coeﬃcient d’amortissement visqueux vaut α = 4.24 pour les simulations
présentées, ce qui est de l’ordre de grandeur attendu. L’expression (3.61) est comparée
aux données des simulations numériques en ﬁgure 3.9a pour le mode de spin-over et le
mode (1,3). Pour ce faire, nous avons déﬁni B∗rms = 2 k Brms/Rm, où k = 2π/λ , avec une
longueur d’onde λ égale à λ = 2 pour le mode de spin-over et λ = 1 pour le mode (1,3). La
vitesse typique u0 correspond en fait à l’amplitude A du mode (1,3), qui est déterminé par
A = < max
V
||u− ub|| >, où < . > indique une moyenne en temps, et ub est l’écoulement
de base avant déstabilisation par l’instabilité elliptique. Cette méthode est moins précise
que celle utilisée en section 3.5.1 pour le spin-over mais plus générique car utilisable pour
chaque mode. La proximité des points en ﬁgure 3.9a conﬁrme la validité de l’équation
(3.61). Finalement, en ﬁgure 3.9b, la quadrature de phase suggérée par l’équation (3.61)
entre la vitesse et le champ magnétique induit est validée.
3.5.3 Induction magnétique de la LDEI
De même qu’en section 2.4, on considère ici l’instabilité elliptique dans un ellipsoïde
rigide triaxial d’axes (a, b, c) en libration i.e. oscillant à la vitesse angulaire
Ω(t) = Ω +∆φf sin(ft) (3.62)
où ∆φ et f sont respectivement l’amplitude et la fréquence angulaire de la libration.
Avec le rayon équatorial moyen R =
√
(a2 + b2)/2 comme échelle de longueur, et Ω−1
comme échelle de temps, la vitesse angulaire adimensionnelle s’écrit 1 + ε sin(ωt), avec
la fréquence angulaire adimensionnelle ω = f/Ω et le paramètre de forçage ε = ∆φ ω.
Dans ce cas, nous avons vu qu’une instabilité elliptique forcée par libration, dite LDEI,
est susceptible de croître pour certaines gammes de fréquence ω. En présence d’un champ
magnétique imposé B0, parallèle à l’axe de rotation, une analyse WKB donne alors le taux
de croissance théorique de la LDEI dans la limites des grands nombres d’ondes k ≫ 1 et
pour β, ε≪ 1 (voir annexe E.2) :
σ =
16 + ω2
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εβ − α
√
E − ω
2
16
Λ, (3.63)
avec le nombre d’Elsasser Λ = γ B20/(ρΩ) et un coeﬃcient d’amortissement visqueux
α ∈ [1; 10]. Dans un contexte astrophysique, l’amortissement Joule peut signiﬁcativement
modiﬁer les propriétés de stabilité de l’écoulement, et le champ induit peut participer aux
ﬂuctuations magnétiques mesurées par exemple au voisinage d’Europe, qui est probable-
ment la plus instable des lunes galiléennes (voir section 4.2).
Notre objectif ici est de valider nos prédictions théoriques. Pour ce faire, nous nous
plaçons dans le référentiel lié à l’ellipsoïde. Un champ magnétique uniforme est imposé
le long de l’axe de rotation, et l’ellipsoïde est immergé au sein d’une sphère de rayon
6 3
√
abc, ce milieu environnant étant 10−4 fois moins conducteur d’électricité que le ﬂuide.
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Figure 3.10 – Évolution du taux de croissance de la LDEI avec le nombre d’Elsasser Λ
associé au champ magnétique uniforme imposé le long de l’axe de rotation pour ε = 1,
ω = 1.835, β = 0.44, c = 1 et E = 5 · 10−4. Les résultats numériques (carrés bleus) sont
en accord avec l’analyse linéaire de stabilité (ligne continue noire) donnée par l’équation
(3.63), en utilisant α = 3.95, déterminé en absence de champ magnétique.
De même qu’en section 3.5.1, nous ﬁxons le nombre de Prandtl magnétique à Pm = 10−4.
Aﬁn de favoriser l’apparition de la LDEI, nous choisissons ε = 1, ω = 1.835, β = 0.44,
c = 1, et un nombre d’Ekman E = ν/(Ω0R2) égal à E = 5 · 10−4. L’expression du
taux de croissance (3.63) montre qu’un faible nombre d’Ekman est requis pour être au-
dessus du seuil de la LDEI car le terme déstabilisant est à présent en εβ au lieu de β.
Le coût de calcul supplémentaire imposé par cette valeur du nombre d’Ekman nous a
limité à trois simulations, pour Λ = 0; 0.032; 0.063. Le mode excité de la LDEI dans
ces simulations est en fait un mode de type spin-over dont la direction oscille en latitude.
Les taux de croissance obtenus sont représentés en ﬁgure 3.10 et conﬁrment la validité
du terme d’amortissement Joule. Comme précédemment, l’amortissement visqueux est
obtenu à champ magnétique nul, donné par α = 3.95. Quant à l’amplitude du champ
induit, au point de rayon r = 2 et de longitude φ = 45◦ dans le plan équatorial (θ = π/2),
déjà considéré en ﬁgure 3.7b, le champ magnétique est radial, et égal à Br = 0.0013
pour Λ = 0.032, et Br = 0.001 pour Λ = 0.063. Supposant que la théorie présentée en
section 3.5.1 reste valide pour ce mode de type spin-over oscillant légèrement, les valeurs
théoriques obtenues pour les mêmes paramètres β et E sont respectivement Br = 0.0009
et Br = 0.0008, valeurs très proches des valeurs obtenues numériquement.
3.5.4 Étude en configuration dynamo
Après les études d’induction précédentes, l’étape suivante est naturellement de tester
la capacité de l’instabilité elliptique à exciter une dynamo. Aﬁn de répondre à cette ques-
tion, partant de la conﬁguration utilisée pour les études d’induction, le champ externe
imposé est soudainement coupé une fois le régime permanent atteint, et les taux de dé-
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Figure 3.11 – Champ magnétique décroissant lentement dans le temps une fois le champ
externe coupé. (a) Norme de la composante radiale cylindrique sortante du champ ma-
gnétique (normalisée par sa valeur maximum) représentée sur la paroi externe du do-
maine ﬂuide ellipsoïdal. Ce champ décroissant est obtenu pour le mode de spin-over pour
β = 0.317, E = 1/500, c = (a + b)/2 et Rm = 500 (Pm = 1). (b) L’ellipsoïde ﬂuide
est immergé au sein d’une sphère isolante de rayon 10 3
√
abc (rapport des conductivités
de 10−4). La ﬁgure montre les résultats pour l’instabilité elliptique (symboles ouverts) et
pour la précession (symboles pleins). La ligne continue noire représente la loi d’échelle
−16/Rm, i.e. un comportement purement diﬀusif. Les résultats de Tilgner (1998) sont
représentés par des cercles rouges tandis que les losanges verts sont les résultats de nos
simulations MHD d’une sphère précessant à un angle de 60◦ et à une vitesse angulaire de
Ωp = −0.3 pour E = 1/700. (c) Figure similaire à la ﬁgure (b) mais avec des conditions
pseudo-vides à la paroi externe. À titre de comparaison, quelques simulations avec l’écou-
lement à saturation de la LDEI sont aussi représentées dans le cas de parois adhérentes,
pour ε = 0.92, ω = 1.76, β = 0.44, c = 1 et E = 5 · 10−4 ; ainsi que dans le cas avec
glissement à la paroi pour ε = 1, ω = 1.8, β = 0.44, c = 1 et E = 3 · 10−4.
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croissance du champ mesurés pour diﬀérents nombres de Reynolds magnétiques. La ﬁgure
3.11 montre nos résultats numériques. Nous sommes limités à des nombres de Reynolds
magnétique Rm = Pm/E inférieurs à 1000. En eﬀet, le maillage nécessaire pour des
nombres de Reynolds magnétique supérieurs mène à des coûts de calcul trop importants.
La ﬁgure 3.11a montre le champ magnétique dipolaire typique au cours de sa décrois-
sance généré par le mode de spin-over. La ﬁgure 3.11b présente l’étude systématique des
taux de décroissance du mode de spin-over et du mode (1,3), pour diﬀérents nombres
d’Ekman, avec un milieu extérieur isolant (rapport des conductivités γv/γ ≤ 10−4). Les
résultats, qui s’alignent sur une loi d’échelle en 1/Rm, montrent que le paramètre de
contrôle est eﬀectivement le nombre de Reynolds magnétique. Cela indique également
qu’un comportement diﬀusif est obtenu dans cette gamme de Rm. Notons que cela n’em-
pêche pas l’écoulement d’être potentiellement capable d’exciter une dynamo. En eﬀet,
à titre de comparaison, les taux de décroissance de nos simulations numériques MHD
d’une sphère précessant à un angle de 60◦ et à une vitesse anguaire Ωp = 0.3 (ce qui
correspond au cas étudié par Tilgner, 2005) sont également représentés pour E = 1/700.
Selon Tilgner (2005), le seuil dynamo est alors obtenu pour Pm/E ≈ 7000, du moins si
la présence de la graine interne solide présente dans ses simulations est négligeable. Ce-
pendant, les points représentés en ﬁgure 3.11b pour ce cas de précession sont proches des
points correspondant à l’instabilité elliptique et ne permettent pas de prédire que l’écou-
lement est eﬀectivement capable d’exciter une dynamo. Notons que ces résultats sont
également proches des taux de décroissance donnés par Tilgner (1998) dans son étude de
la dynamo cinématique de l’écoulement de Poincaré dans un sphéroïde en précession d’un
rapport d’aspect c/a = 0.9. La ﬁgure 3.11c est semblable à la ﬁgure 3.11b, mais avec des
conditions de pseudo-vide à la paroi externe. La plupart des points suivent la tendance
diﬀusive. Néanmoins, le mode (1,3) semble quitter cette tendance pour les grands Rm,
ce qui est très encourageant. Une telle tendance laisse penser qu’une dynamo excitée par
les marées n’est pas impossible, alors même qu’un travail récent de Herreman & Lesaﬀre
(2011) montre qu’une unique onde inertielle ne peut exciter de dynamo, du moins dans
une gamme large de paramètres 7.
3.6 Expériences d’induction dans un cylindre
Après les études d’induction de l’instabilité elliptique de Lacaze et al. (2006) et Her-
reman et al. (2009), le dispositif a été modiﬁé pour étudier l’induction associée à la dyna-
mique, plus riche, de l’instabilité elliptique en géométrie cylindrique. J’ai ainsi collaboré
à cette étude expérimentale, publiée dans Journal of Fluid Mechanics (Herreman et al.,
2010), dont une partie des résultats expérimentaux obtenus est présentée ici.
3.6.1 Dispositif expérimental
Le dispositif expérimental IMAGINE (une abréviation pour Instabilité MAGnéto INEr-
tielle) a été spécialement conçu pour étudier l’évolution non linéaire de l’instabilité ellip-
7. Ce qui est toutefois diﬀérent des écoulements générés par nos instabilités paramétriques à trois
ondes.
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Figure 3.12 – (a) Photographie et (b, c) représentations schématiques du dispositif IMA-
GINE, vu respectivement de côté et de dessus. (1) Cylindre déformé elliptiquement, rem-
pli de Galinstan. (2) Rouleaux pour déformation elliptique. (3) Bobines de Helmholtz. (4)
Plaques de fer. Les sondes à eﬀet Hall b1 et b2 sont placées dans le plan équatorial et
mesurent les composantes radiales du champ dans les directions C et S.
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tique sous champ magnétique (ﬁgure 3.12). Il est semblable au dispositif classique d’étude
hydrodynamique de l’instabilité elliptique développé tout d’abord par Malkus (1989), et
utilisé au laboratoire depuis plusieurs années (e.g. Eloy et al., 2003; Lacaze et al., 2005b;
Le Bars et al., 2007). La nouveauté réside dans l’utilisation des eﬀets magnétiques pour
étudier les phénomènes d’induction dans un métal liquide en vertu de l’application d’un
champ magnétique homogène aligné le long de l’axe de rotation. En eﬀet, les ondes iner-
tielles excitées par l’instabilité elliptique sont accompagnées par des champs magnétiques
induits, qui sont détectés en dehors du cylindre par des sondes à eﬀet Hall d’une sensibilité
maximale de 300 µV/mV (FW - Bel-Sypris - Model 7030). Le ﬂuide conducteur utilisé est
du Galinstan, un eutectique de gallium-indium-étain liquide à température ambiante. Ses
propriétés physiques sont : une masse volumique ρ = 6440 kg. m−3, une viscosité cinéma-
tique ν = 0.93 · 10−6 m2.s−1, et une conductivité électrique σe = 3.41 ± 0.5 · 106 S.m−1
(valeur corrigée : voir Herreman et al., 2010). Le ﬂuide est contenu dans un récipient
cylindrique déformable (voir le numéro 1 sur la ﬁgure 3.12) avec un rayon intérieur
R = 25 ± 0.5 mm et une hauteur H qui peut être ajustée entre 120 et 160 mm. Le
cylindre tourne à une vitesse angulaire Ω entre 0 et 5 Hz, entraîné par un moteur AC
de 600 W, avec un contrôle sur la vitesse angulaire d’une précision inférieure à 1 %.
L’ellipticité β de la déformation elliptique peut être modiﬁée lors de l’expérience dans
l’intervalle [0; 0.3]. Le cylindre est monté entre deux bobines de Helmholtz refroidies à
l’eau (notées 3 sur la ﬁgure 3.12) et alimentées par une alimentation continue stabilisée
d’une puissance de 3 kW. Nous pouvons imposer l’intensité B0 du champ dans l’intervalle
[0; 0.12] T. L’amplitude typique du champ induit par l’instabilité est de l’ordre d’un dix
millième de B0. Par conséquent, des sondes à eﬀet Hall très sensibles sont utilisées, avec
une soustraction systématique du champ axial appliqué. Le signal restant est ensuite am-
pliﬁé par un facteur 100 à 200 et ﬁltré par un ﬁltre passe-bas (fréquence de coupure entre
4 et 20 Hz), avant d’être enregistré par l’unité d’acquisition de données.
Les résultats présentés dans cette section sont adimensionnés par l’échelle de longueur
R, l’échelle de temps Ω−1 et l’échelle de champ magnétique B0 Rm. Ainsi, le champ induit
reﬂète l’amplitude de l’écoulement perturbé.
3.6.2 Amortissement de l’instabilité elliptique par effet Joule
Deux cas de ﬁgures se présentent suivant les valeurs du champ imposé B0. À champ
faible, la force de Lorentz est insuﬃsante pour modiﬁer l’instabilité elliptique. Dans ce
cas, le champ magnétique induit par le mode instable est une simple image de l’hydro-
dynamique. En particulier, la croissance exponentielle du mode de spin-over a pu être
mesurée en fonction de l’amplitude de la déformation elliptique à proximité du seuil de
l’instabilité. Dans le cas où la force de Lorentz n’est plus négligeable, nous avons montré
qu’une partie de l’énergie cinétique est dissipée sous forme d’eﬀet Joule, ce qui ralentit
la croissance de l’instabilité. En ﬁgure 3.13, les résultats obtenus à partir des mesures
expérimentales sont donnés pour le mode stationnaire principal (−1, 1, 1) en fonction du
nombre d’Elsasser. Ainsi, en ﬁgure 3.13a, les taux de croissance mesurés sur les crois-
sance initiales exponentielles sont représentés. Les barres d’erreurs sont calculées à partir
de l’écart à chaque ajustement exponentiel. L’amortissement du taux de croissance par
eﬀet Joule est parfaitement visible et un ajustement linéaire donne un amortissement en
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Figure 3.13 – Résultats expérimentaux pour le mode stationnaire principal (−1, 1, 1) en
fonction du nombre d’Elsasser. (a) Taux de croissance linéaire σ. Un ajustement linéaire
pour Λ > 0.02 est également représenté par une ligne continue. (b) Déphasage angulaire
des signaux mesurés par les deux sondes radiales durant l’étape de croissance exponentielle
initiale. La ligne continue correspond à l’angle théorique prédit par l’analyse linéaire. (c)
Valeurs moyennes (ronds) et écart-types (carrés) du champ radial
√
b21 + b
2
2. (d) Déphasage
angulaire moyen des signaux mesurés par les deux sondes radiales en régime non-linéaire.
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Figure 3.14 – Observation de cycles de croissance/décroissance avec des renversements
chaotiques. Cette série temporelle a été mesurée par b1 pour un rapport d’aspect h =
147/25, β = 0.156, E = 1.18 · 10−4 et Λ = 4.9 · 10−3.
−0.33Λ, ce qui est à comparer à la valeur théorique −Λ/4 (voir section 3.5.2). Notons que
les taux de croissance mesurés sont typiquement inférieurs aux valeurs théoriques d’un
facteur 2. Cet écart n’est pas dû au champ magnétique puisqu’il avait déjà été observé
par Eloy et al. (2003). Nous pensons qu’il pourrait provenir de la non-homogénéité de la
déformation elliptique, appliquée sur environ 2/3 de la hauteur du cylindre (voir Le Bars
et al., 2007). En eﬀet, cet eﬀet n’a pas été observé en géométrie sphérique (Herreman
et al., 2009). La ﬁgure 3.13b montre que le champ magnétique imposé ne modiﬁe pas le
déphasage angulaire durant l’étape de croissance exponentielle initiale, en accord avec les
prédictions théoriques (voir Herreman et al., 2010). La ﬁgure 3.13c montre que l’ampli-
tude du mode, donnée par (b21 + b
2
2)
1/2, décroît progressivement lorsque Λ augmente, et
une bifurcation fourche apparaît à proximité du seuil. Enﬁn, la ﬁgure 3.13d conﬁrme que
le déphasage angulaire en régime non-linéaire tend vers la valeur prédite par la théorie
linéaire lorsque la distance au seuil diminue.
D’autres expériences ont été réalisées et des transitions similaires dans les séries tem-
porelles ont généralement été observées lorsque Λ est modiﬁé. Toutefois, dans certaines
séries, des cycles de croissance/décroissance apparaissent de façon plus organisée, peut-
être contrôlée par un attracteur chaotique de basse dimension (voir Herreman et al., 2010,
pour plus de détails). La ﬁgure 3.14 présente un exemple typique où de telles inversions
intermittentes peuvent être observées.
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β
β β
Figure 3.15 – (a) Taux de croissance linéaire σ et (b) amplitudes de saturation moyennes
avec leurs amplitudes typiques d’oscillations (barres) en fonction de l’ellipticité de la
déformation β. Paramètres : h = 145/25, E = 1.18 · 10−4 et Λ = 0.0057. En (a), la ligne
continue représente un ajustement linéaire des six premiers taux de croissance non-nuls
à partir du seuil.
3.6.3 Effet de l’ellipticité et du nombre d’Ekman
Nous avons vu en section 2.3.4 que l’amplitude de l’instabilité elliptique dépendait
uniquement de la distance au seuil en nombre d’Ekman. Ce point peut également être
étudié expérimentalement en variant la déformation et la vitesse de rotation du ﬂuide.
Nous avons donc mené une série d’expériences pour h = 145/25, E = 1.18 · 10−4 et une
faible valeur du nombre d’Elsasser Λ = 0.0057. La ﬁgure 3.15a montre que le taux de
croissance mesuré varie linéairement avec β, en accord avec l’analyse linéaire de stabilité.
Cependant, un ajustement linéaire donne une pente de 0.167 au lieu de la valeur prédite
par l’analyse globale de stabilité linéaire 0.531. Ce désaccord a déjà été mentionné en sec-
tion 3.6.2, et provient probablement de l’incertitude sur la déformation elliptique imposée
expérimentalement. En ﬁgure 3.15b, l’amplitude de saturation moyenne de b1 ainsi que
l’écart-type sont représentés. Le passage du seuil de l’instabilité elliptique est clairement
visible autour de β ≥ 0.1. Une fois le seuil franchi, la valeur de saturation semble rela-
tivement indépendante de la valeur de la déformation. Notons que des comportements
similaires ont déjà été rapportés par Mason & Kerswell (2002) dans le cas d’une couche
de ﬂuide plane en précession : les énergies cinétiques des écoulements à faible et forte pré-
cessions semblent indépendantes de l’amplitude du forçage de précession dans les régimes
loin du seuil linéaire.
Si la déformation ne contrôle pas l’amplitude de l’instabilité, on peut se demander ce
qui la contrôle. Aﬁn de répondre à cette question, nous avons mené une nouvelle série
de mesures avec un champ magnétique imposé de B0 = 110 · 10−4 T et une ellipticité de
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Figure 3.16 – (a) Valeur moyenne et (b) rapport de l’écart-type à la valeur moyenne de
(b21 + b
2
2)
1/2 pour des vitesses de rotation croissantes, représentées par 1/E. Paramètres :
β = 0.15 et h = 145/25. Les ronds (resp. les carrés) représentent une vitesse de rotation
positive (resp. négative).
β = 0.15±0.1 pour diﬀérentes vitesses de rotation Ω dans la gamme [0.5, 2.5]×2π rad.s−1.
Pour ces vitesses de rotation, le nombre d’Ekman et le nombre de Reynolds magnétique
associés varient respectivement dans les intervalles [0.95, 4.73] × 10−4 et [0.007, 0.036].
Le nombre d’Elsasser reste faible, variant dans la gamme [0.0041, 0.0201]. Chaque série
temporelle a été répétée plusieurs fois et la rotation inversée dans certains cas. Cette
inversion de la rotation échange les axes d’étirement et de compression, et donc les signaux
b1 et b2. Considérant le signal
√
b21 + b
2
2, la valeur moyenne et le rapport de l’écart-type à la
valeur moyenne sont respectivement représentés en ﬁgure 3.16a et 3.16b. Comme attendu,
l’inversion de la rotation ne semble pas modiﬁer les mesures, et l’amplitude moyenne
semble diminuer lorsque la vitesse de rotation augmente, contrairement à ce qui a été
observé en section 2.3.4. Ce comportement est peut-être dû aux instabilités secondaires
(Kerswell, 1999; Eloy et al., 2003; Lagrange et al., 2008) qui diminuent l’amplitude du
mode stationnaire lorsque E augmente. La ﬁgure 3.16b montre que ce régime pourrait
être accompagné d’une augmentation du niveau des ﬂuctuations dans la mesure où l’écart
type des ﬂuctuations mesurées augmente progressivement avec 1/E jusqu’à des valeurs
comparables à l’amplitude moyenne. Cependant, il est diﬃcile d’être catégorique sur ce
point à partir de nos mesures de champs magnétiques.
3.6.4 Dynamique non-linéaire
La ﬁgure 3.17 illustre la richesse de la dynamique non-linéaire de l’instabilité elliptique
lorsque l’on s’éloigne de son seuil de stabilité, par exemple ici en décroissant progressive-
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Figure 3.17 – Exemples de séries temporelles des champs magnétiques b1 et b2 détermi-
nées expérimentalement et diagrammes de phase correspondants pour diﬀérentes valeurs
du nombre d’Elsasser Λ. Ici, le rapport d’aspect du cylindre vaut h = 148/25, le nombre
d’Ekman E = 1.58 · 10−4 et l’excentricité β = 0.15.
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ment le champ imposé. Pour des champs relativement forts (Λ = 0.063), la saturation a
lieu le long d’une spirale dans le plan (b1, b2). Les trajectoires semblent quitter l’origine
vers le bas, comme ce serait le cas pour une bifurcation supercritique. Pour un champ
modérément fort (Λ = 0.028), la structure en spirale dans le plan (b1, b2) est toujours
présente, mais le système ne sature plus et évolue lentement vers une modulation de cycle
limite. Un changement radical est observé pour des champs plus faibles (Λ = 0.016) :
après la croissance initiale le long d’une direction ﬁxe dans le plan de phase, un chan-
gement soudain de direction est observé conduisant à un changement de signe des deux
composantes magnétiques. Après ce renversement, les champs magnétiques restent dans
un domaine près d’un point ﬁxe, avec de petites oscillations irrégulières. Pour un champ
magnétique imposé faible (Λ = 0.002), les oscillations deviennent suﬃsamment grandes
pour entraîner plusieurs inversions. Lorsque ces renversements se produisent, les champs
magnétiques induits disparaissent presque complètement, de telle sorte qu’une phase de
croissance linéaire peut de nouveau être observée.
3.7 Dynamo synthétique expérimentale
Il est aujourd’hui irréaliste de construire une expérience de dynamo par instabilité
elliptique du fait des contraintes expérimentales que cela impliquerait. Cependant, com-
binant le savoir-faire acquis au cours du travail expérimental présenté en section 3.6 et
celui de G. Verhille, une première étape est déjà en cours de développement sur la base
du dispositif IMAGINE, permettant de tester la dynamique de saturation de l’écoule-
ment sous champ magnétique. Dans ce modèle de dynamo synthétique (voir par exemple
Verhille et al., 2010, pour une approche similaire de l’écoulement de von Karman), une
partie du cycle dynamo est générée par une source externe de rétroaction, mais l’écou-
lement chaotique entraîné par l’instabilité conserve un rôle majeur. Ainsi, à partir d’un
champ magnétique axial Ba, nous mesurons le champ magnétique radial induit Bir par
l’instabilité elliptique, qui, à son tour, contrôle l’intensité du champ magnétique axial
appliqué, et est donc capable de modiﬁer l’écoulement. Par conséquent, cette expérience
permet d’aborder certaines questions en suspens concernant la dynamique d’une dynamo
de marées, en fonction du gain externe dans la boucle de rétroaction. De plus, par rapport
au dispositif von Karman de Verhille et al. (2010), IMAGINE permet d’inhiber l’instabilité
elliptique par le champ magnétique, permettant ainsi de saturer une telle dynamo syn-
thétique par modiﬁcation de l’écoulement, et non par la puissance ﬁnie de l’alimentation
des bobines.
3.7.1 Boucle de rétroaction expérimentale
Reprenant le dispositif IMAGINE, la boucle de rétroaction a été initialement consti-
tuée en connectant la sonde b1 sur l’alimentation des bobines à travers un ampliﬁcateur :
le courant circulant dans les bobines est alors proportionnel au champ induit, qui est
lui-même proportionnel au courant induit (schéma 3.18). Le seuil de l’instabilité est alors
déterminé par l’induction et le gain γ de la boucle. Cependant, outre les oﬀsets des appa-
reils électroniques, le bruit environnant et les courants dans les plaques ferromagnétiques
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Figure 3.18 – Schéma de la rétroaction du signal induit Bi sur le champ appliqué Ba.
L’induction de l’instabilité elliptique représente la fonction de transfert, tandis que le gain
γ correspond au gain total de la boucle.
du dispositif 8 induisent un bruit dans la boucle susceptible d’être ampliﬁé. Le problème
des oﬀsets, qui dépendent légèrement de la température, a été en partie réglé en ther-
malisant les appareils, qui restent allumés en continu, et en compensant ces écarts avec
l’ampliﬁcateur. Le problème du bruit a été plus diﬃcile à régler du fait de la faible induc-
tion de l’instabilité elliptique (un dix millième du champ appliqué !). Deux modiﬁcations
principales ont été apportées pour régler ce problème. Tout d’abord, la sonde b2 a été
positionnée à l’opposée de la sonde b1 de sorte que b1 − b2 permet de mesurer unique-
ment la composante anti-symétrique du champ radial induit et ainsi de s’aﬀranchir du
bruit axisymétrique : le signal mesuré provient alors majoritairement de l’induction de
l’instabilité elliptique. Ensuite, un micro-manipulateur (optique) a été adapté pour régler
l’horizontalité des sondes radiales le plus précisément possible, ce qui minimise la compo-
sante du champ axial dans la mesure des sondes. L’horizontalité est ainsi réglée avec une
précision de l’ordre de 10−5 rad.
Finalement, en s’aﬀranchissant des oﬀsets et du bruit, le champ appliqué à l’instant t0
est donné par Ba = Ba0 , tandis que le champ (radial) induit est donné par B
i
r = Rmeff B
a
0 ,
où Rmeff est un nombre de Reynolds magnétique eﬀectif. À l’instant t0 + dt, le champ
appliqué est donné par Ba = Ba0+γ Rmeff B
a
0 = (1+γ Rmeff )B
a
0 , avec γ le gain total du
bouclage. La série est donc géométrique, et le champ appliqué est donc donné en dessous
du seuil (γRmeff < 1) par :
Ba =
Ba0
1− γ Rmeff . (3.64)
Au-dessus du seuil, i.e. pour γRmeff > 1, la série diverge, et l’instabilité prend place dans
la boucle. Cette instabilité est appelée dynamo synthétique. Comparé aux expériences déjà
menées sur l’écoulement de Von Karman à Lyon, le champ magnétique est ici capable
d’inhiber l’instabilité hydrodynamique lui donnant naissance. La saturation d’une telle
dynamo est donc ici contrôlée par l’écoulement.
8. Ces plaques ont été mises en place pour obtenir un champ magnétique imposé le plus homogène et
uniforme possible dans les mesures d’induction présentées en section 3.6.
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Figure 3.19 – Évolution temporelle typique des champs appliqués Ba (ﬁg. a) et du signal
Bir donné par b1−b2 (ﬁg. b). Paramètres : β = 0.14, E = 4.7 ·10−4, avec un champ initial
axial d’environ 70 G. Le temps est ici adimensionné par la vitesse angulaire de rotation Ω
du ﬂuide, tandis que les champs sont donnés en unités arbitraires. Notons que le régime
hydrodynamique dans cette gamme de paramètres donne des cycles similaires à ceux qui
sont représentés sur ces ﬁgures.
3.7.2 Premiers résultats expérimentaux
La ﬁgure 3.19 montre l’évolution temporelle typique des mesures de champs appliqué et
induit. Il est tout d’abord satisfaisant de noter que les modiﬁcations apportées au système
permettent eﬀectivement d’obtenir des signaux beaucoup moins bruités que ceux obtenus
en section 3.6. En eﬀet, les signaux présentés en ﬁgure 3.19 sont les signaux bruts, sans
ﬁltrage numérique a posteriori. Notons également l’oﬀset initial des signaux, montrant
qu’un champ constant est initialement appliqué au système aﬁn d’initier le bouclage.
Notons que cet oﬀset n’est ici pas un problème dans la mesure où l’alimentation utilisée
pour les mesures présentées ici est unipolaire : en l’absence de possibilité d’inverser le
courant, il n’est donc pas possible d’étudier de dynamo synthétique avec renversement du
champ. Ce type d’étude est en cours grâce à l’acquisition d’une alimentation bipolaire,
capable d’ampliﬁer le champ axial dans un sens ou dans l’autre.
3.7.2.1 Étude systématique en fonction de la vitesse de rotation
Une première étude systématique en fonction de la vitesse de rotation a été eﬀectuée
(ﬁg. 3.20). Aﬁn de savoir si le seuil de la dynamo est franchi, il faut déterminer le gain
de la boucle. La formule (3.64) montre que Bir/B
a représente le nombre de Reynolds
magnétique eﬀectif Rmeff (ﬁg. 3.20a), tandis que 1−Ba0/Ba permet d’obtenir γ Rmeff ,
et donc γ (ﬁg 3.20b). Le nombre de Reynolds magnétique eﬀectif variant en première
approximation linéairement avec la vitesse de rotation, l’évolution linéaire de Bir/B
a aux
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Figure 3.20 – Étude systématique en fonction de la vitesse de rotation du rapport du
signal Bir, donné par b1 − b2, au champ appliqué (ﬁg. a), et du gain γ de la boucle (ﬁg.
b). Paramètres : β = 0.14, avec un champ initial axial d’environ 70 G. La ligne continue
correspond à l’ajustement de la fonction (3.65), tandis que la ligne interrompue est un
simple ajustement linéaire des 5 premiers points.
grands nombres d’Ekman est satisfaisante. Pour expliquer l’écart à la tendance linéaire
aux faibles nombres d’Ekman, Verhille (2010) propose de considérer le volume de ﬂuide
créant le champ magnétique. Lorsque la longueur de diﬀusion du champ magnétique est
plus petite que le rayon du cylindre, le volume utile est donné par π[R2− (R− ld)2] h, où
ld ∼ 1/
√
µσΩ est la longueur de diﬀusion dans le matériau. Une autre façon de voir cela
est de considérer l’expulsion du champ magnétique par un écoulement en rotation solide
à fort Rm. La ﬁgure 3.20a montre ainsi un ajustement sur les points expérimentaux de
la fonction associée à ce mécanisme :
Bir/B
a =


a R2 Ω si R < b/
√
Ω (longueur de diﬀusion supérieure à R)
a Ω
[
R2 − 1+sgn(R−b/
√
Ω)
2 (R− b/
√
Ω)2
]
sinon.
(3.65)
où a et b sont deux paramètres ajustables. Une telle écriture permet de corriger le volume
utile de ﬂuide uniquement dans le cas où ld < R (eﬀet de peau). Le bon ajustement est
satisfaisant et le paramètre b issu de l’ajustement permet de remonter à une conductivité
électrique de σe = (µΩb2)−1 ≈ 7 · 105 S.m−1, cohérent avec la valeur expérimentale
σe = 3.41 ± 0.5 · 106 S.m−1. L’écart peut s’expliquer par le fait que le vortex du mode
excité de l’instabilité elliptique est incliné, ce dont notre estimation du volume utile ne
tient pas compte.
Le gain théorique de la boucle est donné par le produit de la sensibilité du gaussmètre,
le gain de l’ampliﬁcateur et le facteur entre la tension délivrée par l’ampliﬁcateur et
le champ magnétique alors créé par l’alimentation. Dans le cas de la ﬁgure 3.20b, le
gaussmètre est réglé sur 10 G/V, le gain de l’ampliﬁcateur est de 30 dB, et le facteur
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Figure 3.21 – Évolution temporelle typique des champs appliqués Ba (ﬁg. a et zoom en
ﬁg. c) et du signal Bir donné par b1− b2 (ﬁg. b et zoom en ﬁg. d). Paramètres : β = 0.14,
E = 1.18 · 10−4, avec un champ initial nul.
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entre la tension en entrée de l’alimentation et le champ magnétique créé est d’environ
66 G/V, ce qui donne un gain total de 0.1 · 103/2 · 66 ≈ 209. La ﬁgure 3.20b montre
que les mesures sont cohérentes entre elles, fournissant γ ≈ 220, soit 5 % d’écart. Pour
l’étude systématique en fonction de la vitesse de rotation eﬀectuée ici, la raison de la suite
géométrique γRm est ainsi comprise entre 0.1 et 0.7, et nous sommes donc bien sous le
seuil de la dynamo synthétique.
3.7.2.2 Dynamo synthétique
Aﬁn de passer au-dessus du seuil de la dynamo synthétique, le gain de la boucle de
rétroaction est augmenté. Cependant, cela demande de placer le dispositif expérimental
dans des limites de sensibilités, de gains et de réglages diﬃciles à mettre en place. Jus-
qu’à présent, elle n’a donc été obtenue qu’une unique fois avec un fort gain (ﬁg. 3.21),
restabilisant l’écoulement brutalement. Ainsi, sur cette mesure, le champ magnétique créé
et ampliﬁé à partir de l’écoulement ﬂuide a rapidement rétroagi, inhibant la source qui
lui avait donné naissance. Notons qu’au cours de cette mesure, l’ampliﬁcateur n’a pas
saturé en courant, assurant que la boucle de rétroaction a fonctionné comme prévu, ce
qui est encourageant. De nouvelles modiﬁcations du dispositif expérimental, actuellement
en cours, devraient permettre d’étudier de façon systématique cette dynamo synthétique,
et d’obtenir des inversions de champ grâce à l’utilisation d’une alimentation bipolaire.
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En section 3.3, nous avons montré que des simulations MHD de dynamo étaient pos-
sibles avec le logiciel commercial COMSOL Multiphysicsr, basé sur la méthode des élé-
ments ﬁnis. Pour ce faire, le code a été validé en section 3.4 sur des cas de dynamos
cinématiques, la dynamo de Ponomarenko et un écoulement de Von Karman, mais égale-
ment sur le benchmark de dynamo dynamique convective proposé par Christensen et al.
(2001). Les premières simulations numériques de l’instabilité elliptique en géométrie ellip-
soïdale sous un champ magnétique imposé ont été présentées en section 3.5. Les résultats
sur le taux de croissance en présence de dissipation Joule et sur le champ induit ont été
discutés, et des résultats analytiques, obtenus à partir d’études locales, ont été conﬁr-
més. Ces travaux ont fait l’objet d’une soumission à Geophysical & Astrophysical Fluid
Dynamics.
En section 3.6, nous avons montré que le champ magnétique pouvait être utilisé pour
mesurer et contrôler un écoulement de métal liquide soumis à l’instabilité elliptique. De
plus, pour le mode stationnaire (−1, 1, 1) de l’instabilité elliptique, nous avons montré
que la dissipation Joule peut être utilisée pour contrôler la transition vers des dynamiques
complexes, décrites pour la première fois par des portraits de phase expérimentaux. Des
cycles limites ont été observés, d’abord réguliers puis irréguliers, ainsi que des renverse-
ments lorsque l’amplitude de l’écoulement passe à proximité d’un point selle localisé à
l’origine. Nous avons également montré que l’ellipticité n’est pas le paramètre adéquat
pour décrire l’amplitude à saturation générée par l’instabilité loin du seuil : un écoule-
ment d’ordre 1 peut être généré par une déformation elliptique très petite devant 1. Ces
travaux, dont une partie seulement est présentée ici, ont été publiés dans Journal of Fluid
Mechanics (Herreman et al., 2010).
Enﬁn, la section 3.7 présente les modiﬁcations apportées au dispositif expérimen-
tal pour mettre en place une dynamo synthétique basée sur l’instabilité elliptique. Les
premières études systématiques donnent des résultats conformes à ce qui est attendu
théoriquement, et une première dynamo synthétique a été obtenue, restabilisant bruta-
lement l’écoulement. Ces travaux sur le problème dynamo de l’instabilité elliptique se
poursuivent, aussi bien du point de vue expérimental que du point de vue numérique.
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L’étude de l’instabilité elliptique dans un contexte planétaire a été initiée par les tra-
vaux expérimentaux de Malkus (1989). Sa présence a été suggérée dans le noyau liquide de
la Terre (Aldridge et al., 1997), de Io (Kerswell & Malkus, 1998) et dans le noyau primitif
de Mars il y a 4 milliards d’années (Arkani-Hamed et al., 2008; Arkani-Hamed, 2009).
Outre ces astres telluriques, les astres gazeux ont aussi été considérés : Rieutord (2003)
considère ainsi sa présence au sein d’étoiles doubles en orbites rapprochées, déformées
par des forces de marées, tandis que Lebovitz & Lifschitz (1996a,b) puis Ou et al. (2007)
montrent qu’elle peut également se développer au sein d’ellipsoïdes de Riemann, i.e. de
modèles simples d’étoiles en rotation rapide, non-soumises à des forces de marées (voir
annexe F). Enﬁn, Wicht & Tilgner (2010) montrent dans leur revue que sa présence au
sein de la Terre actuelle est improbable, mais qu’il est possible que l’instabilité elliptique
soit présente au sein des géantes gazeuses du système solaire.
Ce chapitre reconsidère ces études précédentes aﬁn de quantiﬁer plus précisément
la stabilité de ces diﬀérents astres, et surtout les conséquences observables de la pré-
sence de l’instabilité elliptique. En section 4.1, nous considérons en détails un premier
cas d’application : la Lune primitive. Proposant une nouvelle interprétation de l’origine
du magnétisme lunaire, encore mal expliquée, nous combinons nos résultats pour évaluer
quantitativement la pertinence d’un tel scénario et démontrons son accord avec les don-
nées disponibles. La section 4.2 reprend ainsi les diﬀérents scénarios possibles pouvant
mener à l’excitation d’une instabilité elliptique dans un contexte astrophysique général,
liant mécanique des ﬂuides et mécanique céleste. Les études et résultats théoriques de la
littérature sont alors étendus par une analyse théorique WKB prenant en compte simul-
tanément un gradient local de température dans la couche ﬂuide considérée et un champ
magnétique externe axial provenant d’un mécanisme dynamo indépendant ou d’une source
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externe. Ces nouveaux résultats, obtenus dans le cas de la TDEI mais aussi de la LDEI,
permettent de réévaluer la stabilité des corps telluriques du système solaire mais aussi
d’étudier l’éventuelle présence de l’instabilité elliptique au sein d’exoplanètes telluriques.
Enﬁn, en section 4.3, le cas des corps gazeux est abordé, en considérant particulièrement
les systèmes extra-solaires à Jupiters chauds 1.
1. Les Jupiters chauds (ou Pégasides du nom de la première planète de ce type, découverte autour de
51 Pegasi) sont des exoplanètes souvent plus massives que Jupiter, orbitant très proche de leur étoile.
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4.1 Champ magnétique lunaire
Si la Lune ne génère plus de champ magnétique actuellement, les roches en surface
portent la trace d’un champ magnétique passé. Depuis sa découverte il y a plus de quarante
ans, son origine reste inexpliquée. Les signaux mesurés semblent nécessiter une source
interne, temporaire et auto-entretenue de champ magnétique i.e. un mécanisme dynamo.
Cependant, le ﬂux de chaleur à travers le noyau liquide lunaire n’a jamais été suﬃsant pour
alimenter une dynamo de type convectif. Nous proposons ici un modèle alternatif basé
sur un forçage mécanique. A l’époque du grand bombardement tardif (ou LHB pour Late
Heavy Bombardment), les impacts météoritiques, violents et fréquents, pourraient avoir
temporairement désynchronisé la Lune, excitant dans son noyau liquide une instabilité
elliptique générant une dynamo. Dans cette section, nous combinons nos résultats pour
montrer qu’un tel mécanisme est capable de générer des champs magnétiques en surface
de quelques µT sur quelques dizaines de milliers d’années, en accord avec les mesures
paléomagnétiques.
Ce travail inter-disciplinaire résulte d’une collaboration : M. A. Wieczorek a contribué
à l’analyse des anomalies magnétiques des cratères d’impact et des vitesses de rotation
lunaires après impact, Ö. Karatekin a contribué à l’étude de l’évolution temporelle de la
rotation lunaire après impact, et M. Laneuville a mené l’analyse de l’évolution temporelle
des couches de roches d’impact fondues. L’analyse hydrodynamique du scénario, menée
par M. Le Bars et moi-même, est présentée ci-dessous après avoir introduit le contexte et
les diﬀérents scénarios possibles.
4.1.1 Problématique
Il est usuellement admis que maintenir un champ magnétique au sein d’un corps cé-
leste implique l’existence d’une couche ﬂuide conductrice en convection. Cependant, le
modèle de dynamo par convection thermo-solutale, communément accepté pour expli-
quer le champ magnétique terrestre, présente des diﬃcultés pour certaines planètes. C’est
par exemple le cas de la Lune. Des mesures de champ magnétique montrent que des
portions de croûte lunaire sont fortement magnétisées, et les analyses paléomagnétiques
de roches lunaires indiquent que certaines possèdent une magnétisation rémanente stable
(Fuller & Cisowski, 1987). Après une quarantaine d’années d’analyse, l’origine du champ
magnétique ayant magnétisé la croûte lunaire est encore controversée (Wieczorek et al.,
2006b; Garrick-Bethell et al., 2009). Une hypothèse propose que la convection thermique
du noyau lunaire ait généré une dynamo, mais cette théorie présente des diﬃcultés du fait
de la petit taille du noyau lunaire et des amplitudes de champ magnétique ainsi générées
en surface. Stegman et al. (2003) et Takahashi & Tsunakawa (2009) ont proposé un mo-
dèle basé sur une augmentation temporaire de la vigueur de la convection dans le noyau
par déstabilisation d’une couche isolante du manteau. Cependant, ce scénario nécessite
une valeur particulière du contraste de densité, diﬃcile à obtenir selon les modèles stan-
dards de diﬀérenciation planétaire (Breuer & Moore, 2007). Une autre hypothèse suggère
que des impacts pourraient avoir généré ou ampliﬁé des champs pré-existants, notamment
aux antipodes des plus grands cratères d’impacts (Hood & Artemieva, 2008).
Deux observations nous ont amenés à proposer un modèle dynamo diﬀérent pour
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Figure 4.1 – Amplitude du champ magnétique total et topographie de surface des cratères
d’impact possédant une anomalie centrale de champ magnétique, mesurées à partir de
magnétomètres embarqués à bord de sondes spatiales (voir Purucker & Nicholas, 2010).
De gauche à droite, chaque paire d’images correspond aux cratères d’impacts Serenitatis
et Crisium (première ligne), Humboldtianum et Moscoviense (deuxième ligne) ainsi que
Mendel-Rydberg et Nectaris (troisième ligne). Cet ordre correspond à l’âge estimé des
cratères, du plus récent au plus ancien selon la chronologie de Wilhelms et al. (1987).
Figure de M. A. Wieczorek.
.
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générer des champs magnétiques de longue durée, où l’énergie magnétique provient di-
rectement de la rotation de la Lune plutôt que d’eﬀets thermiques. Premièrement, six
cratères d’impacts datant de l’époque du Nectarien 2 (voir ﬁgure 4.1) présentent des ano-
malies magnétiques centrales (Halekas et al., 2003). Ce sont très probablement les couches
d’impact en fusion qui ont acquis cette magnétisation thermo-rémanente tandis qu’elles
se refroidissaient en-dessous de la température de Curie. Un tel processus se déroule sur
des échelles de temps relativement longues et nécessite donc un champ magnétique stable,
présent sur des dizaines de milliers d’années après l’impact. Deuxièmement, chacun de ces
six cratères d’impact indique que la rotation lunaire a dû être fortement perturbée. Ces
évènements pourraient avoir soit désynchronisé la Lune en lui imprégnant une vitesse de
rotation, soit induit des librations de forte amplitude qui pourraient avoir duré quelques
dizaines de milliers d’années (Wieczorek & Le Feuvre, 2009).
Une quantité d’énergie gigantesque est stockée dans les mouvements de rotation propre
et de révolution orbitale de la Lune. La question est de savoir si cette énergie peut être
eﬃcacement transmise dans l’écoulement du noyau liquide, question qui fait débat de-
puis les années 60 (e.g. Fearn, 1998). Malkus (1963, 1968) a proposé que des instabilités
inertielles pourraient être ce moyen de conversion. Bien que la proposition de Malkus fut
tout d’abord rejetée sur des arguments considérant des mouvements laminaires (Roches-
ter et al., 1975; Loper, 1975), il a été prouvé depuis, analytiquement et numériquement
que les instabilités inertielles impliquent en eﬀet de grandes quantités d’énergie (Kerswell
(1996); Le Bars et al. (2010) ; voir aussi section 2.3.6) et sont dynamogènes (Tilgner, 2005,
2007a; Wu & Roberts, 2009).
4.1.2 Dynamo et instabilité elliptique
Il n’a pas encore été explicitement prouvé que l’écoulement associé à l’instabilité el-
liptique était capable de générer une dynamo. En eﬀet, la non-axisymétrie nécessaire de
la géométrie pose une réelle diﬃculté pour les études numériques : la plupart des codes
utilisent en eﬀet une décomposition en harmoniques sphériques pour accélérer le calcul.
Cependant, l’instabilité elliptique est une instabilité inertielle, de même que l’instabilité
de précession qui est capable de générer une dynamo (Tilgner, 2005, 2007a; Wu & Ro-
berts, 2009; Nore et al., 2011). L’instabilité de précession diﬀère de l’instabilité elliptique
uniquement par le fait que les nombres d’onde azimutaux des deux ondes inertielles en
résonance diﬀèrent de 1 au lieu de 2. De plus, notons que le mode spin-over de l’instabilité
elliptique est le même écoulement que le mode de Poincaré forcé par la précession (voir
section 2.5). Étant donné la forte similarité entre les instabilités elliptique et de préces-
sion, nous supposons que l’instabilité elliptique est également dynamogène. La topologie
du champ magnétique externe d’une dynamo générée par précession n’a pas été étudiée
de façon très détaillée, mais il apparaît que la composante dipolaire et les composantes
multi-polaires de bas degré jouent un rôle important (Tilgner, 2005, 2007a).
Le processus dynamo apparaît dès lors que le nombre de Reynolds magnétique Rm =
uR/νm est assez grand, où νm est la diﬀusivité magnétique (ici prise égale à 1 m2.s−1,
comme dans le noyau terrestre), u la vitesse typique de l’écoulement généré par l’instabilité
2. Le Nectarien est une période géologique de la Lune s’étendant de −3 920 à −3 850 millions d’années.
Elle correspond à la formation par impacts météoritiques des grands bassins lunaires.
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(i.e. u ≈ △ΩR pour l’instabilité elliptique) et R le rayon typique de la couche ﬂuide
considérée. Les simulations de dynamo générée par précession donnent un seuil entre 770,
obtenu pour un écoulement laminaire, et 200 − 300 pour un écoulement complètement
turbulent (Tilgner, 2005, 2007a; Wu & Roberts, 2009). Le Reynolds magnétique critique
pour obtenir une dynamo générée par instabilité elliptique est ﬁxé ici à 1000. Cependant,
notons que les résultats obtenus (section 4.1.3) sont en fait relativement indépendants
de cette valeur : la génération dynamo dans notre modèle dépend principalement de
l’existence d’une instabilité elliptique avec un taux de croissance suﬃsamment grand.
L’amplitude du champ magnétique B généré par une dynamo d’instabilité elliptique
peut être estimée en adaptant les lois d’échelle des dynamos de convection au cas consi-
déré ici i.e. un forçage mécanique. L’amplitude du champ magnétique créé dans le noyau
est contrôlée par la puissance mécanique disponible plutôt que par un équilibre de forces
(Christensen & Aubert, 2006; Christensen et al., 2009; Christensen, 2010). Pour les in-
stabilités elliptiques considérées ici, les eﬀets thermiques ne modiﬁent pas l’amplitude des
écoulements générés (section 2.6 ; Lavorel & Le Bars (2010)). Le noyau est donc modélisé
comme un ﬂuide incompressible, conducteur électrique, tout eﬀet thermique ou de strati-
ﬁcation étant négligé. Puisque les dynamos de précession (et donc d’instabilité elliptique
par hypothèse) ne dépendent pas d’une convection thermique, la puissance mécanique
dissipée par l’instabilité est supposée complètement disponible pour la génération d’un
champ magnétique.
La puissance mécanique dissipée pour un écoulement laminaire peut être estimée (Le
Bars et al. (2010) ; voir aussi section 2.3.6) par :
PL ≈ 83πR
3η| △ Ω|2R
δ
(4.1)
où δ ≈ R√E est l’épaisseur de la couche d’Ekman (e.g. Greenspan, 1968), η = ρν est
la viscosité dynamique du noyau et ρ sa densité. Cette dissipation visqueuse résulte des
diﬀérences de vitesse entre le noyau ﬂuide et le manteau solide au niveau de la couche
d’Ekman laminaire localisée à la paroi noyau-manteau. Ainsi, (4.1) donne une borne infé-
rieure de la puissance mécanique dissipée, négligeant la turbulence de volume qui apparaît
généralement pour l’instabilité elliptique aux faibles nombres d’Ekman, limite pertinente
pour les applications planétaires (Le Bars et al., 2010). Cependant, cette dissipation vo-
lumique est en E, alors que la dissipation surfacique est en E1/2 : l’équation (4.1) doit
donc donner l’ordre de grandeur correct. La dissipation de l’énergie associée aux modes
de l’instabilité elliptique plus complexes que le mode de spin-over sera également prin-
cipalement due à la dissipation visqueuse de leur énergie cinétique à travers la couche
d’Ekman. Cela implique que l’échelle de puissance dissipée donnée par l’équation (4.1) ne
devrait pas dépendre du mode sélectionné. Ainsi, avec un préfacteur fp, a priori supérieur
à 1, la puissance dissipée est donnée par l’équation (4.1).
La même équation que (4.1), à un facteur 2 près, fut obtenu par Williams et al.
(2001) en considérant la faible précession de l’axe de rotation lunaire (voir leurs équations
(81a) et (54)). Ce n’est pas surprenant étant donné la similarité entre le mode de spin-
over de l’instabilité elliptique et le mode de Poincaré excité par précession (section 2.5).
Cependant, notons que les instabilités elliptiques génèrent des mouvements d’amplitude
beaucoup plus grande que les petits mouvements forcés par précession considérés par
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Williams et al. (2001), où △Ω = Ωspin sin I, I étant l’angle de précession (supposé
petit) entre l’équateur et le plan écliptique. L’instabilité elliptique est capable de générer
des écoulements d’amplitude △Ω, de l’ordre de Ωspin, donc de dissiper beaucoup plus
d’énergie, disponible pour la dynamo. Même dans la limite des écoulements de petite
amplitude, Yoder & Hutchison (1981) remarquent qu’une autre échelle pour le frottement
visqueux à la paroi noyau-manteau lunaire doit être considérée si la couche visqueuse
devient turbulente : dans ce cas, le taux de dissipation dépend d’une viscosité turbulente
au lieu de la viscosité moléculaire. Le problème du couplage turbulent noyau-manteau
n’a pas encore été résolu explicitement, mais une estimation raisonnable est donnée par
Yoder & Hutchison (1981) et redéveloppée par Williams et al. (2001) (voir leurs équations
(81a) and (55)) :
PT ≈ 34π
2κR5ρ| △ Ω|3fp , (4.2)
où κ est une constante de l’ordre de 7.3 · 10−4 pour un noyau lunaire liquide de 350 km
avec une viscosité νm = 10−6 m2.s−1, valeurs utilisées par la suite, et fp la constante
introduite ci-dessus pour tenir compte de la complexité du mode sélectionné.
Aﬁn d’estimer l’amplitude du champ magnétique créé par instabilité elliptique, nous
suivons l’approche de Christensen & Aubert (2006) et relions la puissance dissipée par
l’instabilité P à la dissipation Joule Dohm, i.e. Dohm = fohmP (leur équation 24), où
fohm est une constante qui dépend de la source d’énergie alimentant la dynamo. De plus,
supposant que le rapport entre l’énergie magnétique
EB =
4
3
πR3
B2core
2 µ
(4.3)
et la dissipation Joule est égal au temps de dissipation magnétique (eq. 3 de Christensen
& Tilgner, 2004),
EB
Dohm
= 1.74
R
u
, (4.4)
l’amplitude du champ magnétique dans le noyau lunaire est :
Bcore,L =
√
7.0 fohm fp µ ρ R | △ Ω|
√
νmΩspin (4.5)
pour l’estimation laminaire de puissance dissipée (4.1) et
Bcore,T =
√
6.1 fohm fp κ µ ρ R2 | △ Ω|2 =
√
0.0045fohmfpµρR2| △ Ω|2 (4.6)
pour l’estimation turbulente de la puissance dissipée (4.2), où µ est la perméabilité magné-
tique du ﬂuide. Du fait de l’atténuation, il est probable que seule la composante dipolaire
du champ magnétique soit visible en surface, ce qui donne ﬁnalement
B ≈ fdipBcore(R/Rplanet)3 (4.7)
où Rplanet est le rayon planétaire moyen, et fdip est le rapport entre la composante di-
polaire du champ magnétique et le champ magnétique total à la surface du noyau, qui
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Paramètres Valeurs
Rayon du noyau lunaire R = 350 km
Viscosité du noyau lunaire νm = 10−6 m2.s−1
Densité du noyau lunaire ρ = 7500 kg.m−3
Rayon moyen de la Lune RLune = 1737.15 km (Araki et al., 2009)
Masse de la Lune MLune = 7.348 · 1022 kg (Konopliv et al., 2001)
Rayon moyen de la Terre RTerre = 6378 km (Mularie, 2000)
Masse de la Terre MTerre = 5.973 · 1024 kg (Mularie, 2000)
Moment d’inertie polaire lunaire C = 0.532 MLune RLune2 (Konopliv et al., 1998)
Paramètre de dissipation k2/Q ∈ [6.3 · 10−4; 0.015]
Constante turbulente κ = 7.3 · 10−4 (Williams et al., 2001)
Table 4.1 – Liste des paramètres et valeurs utilisés.
dépend du mode dynamo sélectionné. Notons que l’ellipticité de l’interface noyau-manteau
n’apparaît pas dans ces formules : la valeur de β détermine si une instabilité elliptique
peut être excitée ou non, mais une fois l’écoulement développé, les mouvements ﬂuides
et le champ magnétique créé dépendent uniquement de la rotation diﬀérentielle entre le
noyau ﬂuide et le manteau 3.
Les équations développées ci-dessus donnent une estimation du champ magnétique
créé par l’instabilité elliptique mais diﬀérentes sources d’incertitudes existent, ce que re-
ﬂète le préfacteur inconnu fdip
√
fohmfp. Christensen & Aubert (2006) estiment le facteur
d’eﬃcacité pour la conversion de la puissance mécanique en dissipation Joule entre 0.3
dans leurs simulations numériques à 1 pour le noyau terrestre. Leurs simulations MHD
(Christensen et al., 2009) donnent un rapport entre le champ dipolaire externe et le champ
interne du noyau fdip entre 1/4 et 1/15 pour une dynamo convective de type terrestre.
D’un autre côté, le préfacteur fp, égal à 1 pour le mode de spin-over, est selon toute
vraisemblance plus grand que 1 pour des écoulements plus complexes. S’ajoute à ces pré-
facteurs, une incertitude sur le rayon du noyau lunaire, e.g. ±50 km, ce qui mène à un
champ magnétique de surface modiﬁé d’un facteur 1.6. Une incertitude d’un facteur 10
sur la viscosité moléculaire mène à un facteur d’environ 1.7 d’incertitude sur l’amplitude
du champ estimé par la loi d’échelle laminaire. Finalement, comme le rappellent Williams
et al. (2001), les diﬀérentes estimations de κ donnent une gamme entre 0.002 et 0.0005 :
par comparaison avec la valeur nominale κ = 0.00073, l’amplitude du champ magnétique
est incertaine d’un facteur d’environ 1.7. Finalement, aﬁn d’obtenir des bornes inférieures
robustes, un préfacteur de 0.1 est considéré par la suite dans nos calculs de champ ma-
gnétique.
4.1.3 Application à la Lune
Les valeurs des paramètres utilisés dans notre modèle sont rassemblées dans la table
4.1.2. Un noyau liquide d’un rayon moyen de 350 km est supposé, en accord avec les
caractéristiques du noyau lunaire actuel, déterminées par des analyses sismiques récentes
3. Ce qui est cohérent avec ce qui a été vu en chapitre 2 : la modiﬁcation de l’écoulement par l’instabilité
est de l’ordre de grandeur de la rotation, pas de la déformation elliptique.
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Figure 4.2 – (a) Période orbitale et (b) ellipticité β de la CMB en fonction de la distance
Terre-Lune. La Lune est supposée être en rotation synchrone et l’excentricité de l’orbite
lunaire ainsi que l’obliquité lunaire sont considérées comme nulles. Dans ce modèle, la
Lune possède une croûte de 45 km d’épaisseur et de densité 2900 kg.m−3, un manteau de
densité 3344 kg.m−3, et un noyau de rayon 350 km et de densité 7500 kg.m−3, ce qui est
compatible avec la masse observée de la Lune. En ﬁgure b, la ligne continue correspond à
une Lune purement hydrostatique et la ligne discontinue correspond au cas où la frontière
noyau-manteau est en équilibre hydrostatique avec une lithosphère non-hydrostatique.
(Weber et al., 2011) et d’autres données géophysiques (e.g. Wieczorek et al., 2006b). Pour
le rapport k2/Q, où k2 est le nombre de Love d’ordre 2 du potentiel et Q le facteur de
qualité des marées (tidal quality factor), deux cas limites sont considérés : une limite basse
avec la valeur actuelle de k2/Q = 6.3 · 10−4 (Williams et al., 2010), et une limite haute
donnée par la mesure k2/Q = 0.015 pour la lune galiléenne Io (Lainey et al., 2009), valeur
typique probablement représentative de la Lune durant son évolution primitive.
L’amplitude moyenne en temps de l’ellipticité de la frontière noyau-manteau (ou CMB
pour Core-Mantle Boundary) est déterminée avec un simple modèle hydrostatique à 3
couches de la Lune en orbite circulaire autour de la Terre. Bien que la lithosphère lunaire
ne soit certainement pas en équilibre hydrostatique (e.g. Garrick-Bethell et al., 2006), il
est communément admis que le manteau inférieur amortit énormément les ondes sismiques
et est en grande partie responsable de la valeur extrêmement importante de la dissipation
en volume Q−1 (voir la discussion de Wieczorek et al., 2006a). Il est donc raisonnable
de considérer une frontière noyau-manteau conforme à la forme d’équilibre sur des temps
géologiques, même si la lithosphère est hors-équilibre. Nos estimations des périodes de
rotation et des ellipticités hydrostatiques équatoriales de la frontière (en supposant une
rotation synchrone) sont données en ﬁgure 4.2 en fonction de la distance Terre-Lune.
Bien que l’ellipticité ait pu atteindre 0.3 lorsque la Lune était au voisinage du lobe
de Roche, la plupart des modèles d’évolution prédisent une évolution rapide de la Lune
vers une distance de 25 à 35 rayons terrestres en moins de 100 millions d’années (Webb,
1982; Ross & Schubert, 1989; Williams, 2000, 2004). Considérant donc une évolution
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entre 25 rayons terrestres et 55 rayons terrestres (la distance Terre-Lune actuelle étant
de 60 rayons terrestres), l’ellipticité de la CMB donnée par la théorie hydrostatique est
comprise entre 2.5 · 10−5 et 2.6 · 10−4, pour des distances Terre-Lune respectives de 25
et 55 rayons terrestres. Supposant la Lune synchronisée, le nombre d’Ekman varie entre
2.7·10−12 aujourd’hui et 8.3·10−13. Le rapport β/E1/2 est donc toujours supérieur à ∼ 15,
et par conséquent le noyau liquide lunaire pourrait potentiellement avoir développé une
instabilité elliptique au cours de son évolution. Cependant, une telle instabilité nécessite
une rotation diﬀérentielle instantanée non-nulle entre le ﬂuide du noyau et la déforma-
tion de la frontière noyau-manteau, au moins temporairement. Deux scénarios sont alors
envisageables :
1. Une désynchronisation complète de la Lune après un impact suﬃsamment violent :
l’instabilité elliptique éventuellement excitée est alors appelée TDEI pour Tides
Driven Elliptical Instability
2. Une libration longitudinale de forte amplitude après un impact : l’instabilité ellip-
tique éventuellement excitée est alors appelée LDEI pour Libration Driven Elliptical
Instability
Comme nous le verrons, si la Lune est initialement désynchonisée, elle passera également
par une phase de librations longitudinales de grande amplitude au cours de son retour
vers l’état synchronisé. Ces deux scénarios peuvent donc prendre place successivement
après un impact donné. Étant donné les temps très courts de resynchronisation (voir sec-
tions suivantes), nous supposons que la forme hydrostatique de la CMB avant impact
est maintenue durant ces deux scénarios. Les résultats obtenus pour ces deux scénarios
sont regroupés en table 4.1.3 et détaillés ci-dessous. Étant donné que la litosphère lu-
naire est actuellement loin de l’équilibre hydrostatique, nous considérons également le cas
où la frontière noyau-manteau est en équilibre hydrostatique avec une lithosphère non-
hydrostatique. De même que Meyer & Wisdom (2010), nous supposons que le champ de
gravité lunaire actuel de degré 4 2 résulte principalement de la topographie de surface, ﬁ-
gée dans la lithosphère de la Lune primitive. Avec le potentiel gravitationnel associé, ainsi
que les potentiels associés à la rotation et aux marées, la forme d’équilibre hydrostatique
de la frontière noyau-manteau est calculée. La prise en compte de ce potentiel gravita-
tionnel non-hydrostatique mène à des ellipticités de la frontière noyau-manteau qui sont
de 1.3 à 2.4 fois supérieures à celles d’une Lune purement hydrostatique, pour des dis-
tances Terre-Lune égales à respectivement 35 et 45 rayons terrestres. L’écart à l’équilibre
hydrostatique de la Lune pourrait avoir été encore plus grand dans le passé du fait de la
relaxation visqueuse des contraintes : nous considérons donc aussi comme cas limite des
ellipticités 10 fois supérieures à l’ellipticité hydrostatique. Bien que les ellipticités retenues
ne modiﬁent pas l’amplitude du champ magnétique éventuellement généré, ces valeurs in-
ﬂuencent les taux de croissance de l’instabilité elliptique et l’espace de paramètres où elle
peut se développer.
Finalement, notons que les marées dynamiques élastiques se superposent à la forme
statique de la frontière noyau-manteau et qu’elles peuvent également contribuer à la dis-
sipation visqueuse et à l’excitation d’une instabilité elliptique. Ces marées dynamiques
4. Au sens des harmoniques sphériques.
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Origine de
la rotation
différentielle
Espace des paramètres
exploré
Durée
typique
de la
dynamo
Ordre de grandeur
de B en surface
Désynchronisation
après un impact
météoritique
(TDEI)
Distance Terre-Lune entre 25
et 55 rayons terrestres avec
une période de rotation après
impact entre 3 et 35 jours
2·103 à 8·
103 ans
0.1 − 0.3 µT (lami-
naire) ; 0.3−4 µT (tur-
bulent)
Librations après
un impact météo-
ritique (LDEI)
Distance Terre-Lune entre 25
et 55 rayons terrestres avec
une libration entre 0 et 90◦
102 à 105
ans
∼ 0.08 − 0.14 µT (la-
minaire) ; 0.3 − 1 µT
(turbulent)
Table 4.2 – Deux scénarios de génération d’une dynamo par instabilité elliptique. La
borne supérieure de l’amplitude du champ magnétique est obtenue pour une frontière noyau
manteau 10 fois plus grande que sa valeur hydrostatique. Dans le cas d’une rotation non-
synchrone, les amplitudes de champ considérées correspondent uniquement à des états
rotationnels accessibles après un impact à 5 km. s−1, formant des cratères de 700 km de
diamètre.
élastiques oscillent ou tournent par rapport à la forme statique de la CMB, respective-
ment pour le scénario de librations libres ou de désynchronisation complète. Une rotation
synchrone avec une orbite elliptique génère également des marées dynamiques, mais avec
une amplitude égale à celle des librations optiques. L’amplitude de ces marées dynamiques
est beaucoup plus petite que la déformation hydrostatique de la frontière noyau-manteau
et la borne inférieure sur le seuil de l’instabilité elliptique β/E1/2 = 5.24 montre qu’une
amplitude de marées dynamiques inférieure à 0.9 m à la frontière noyau-manteau n’aura
pas d’inﬂuence sur l’écoulement dans le noyau. Utilisant une rigidité élastique de 70 Gpa
et une viscosité de 1022 Pa.s, valeurs satisfaisant les mesures actuelles des nombres de Love
lunaires, les marées dynamiques prédites à la CMB sont d’environ 1 cm actuellement, et
8 cm pour une distance Terre-Lune de 30 rayons terrestres. Avec les paramètres rhéo-
logiques actuels, les marées dynamiques sont donc trop petites pour avoir une inﬂuence
signiﬁcative sur l’écoulement et nous considérons donc par la suite uniquement l’ellipticité
statique.
4.1.3.1 Scénario 1 : désynchronisation après impact
Le moment angulaire et la vitesse de rotation propre de la Lune sont instantanément
modiﬁés après un impact avec un astéroïde ou une comète. Après un impact violent, la
Lune pourrait s’être désynchronisée (Melosh, 1975; Wieczorek & Le Feuvre, 2009) si le
changement de vitesse angulaire de la Lune autour de son axe de rotation est supérieur
à la fréquence de libration libre ωlib = 0.026 Ωspin (voir ci-dessous). Le changement de
vitesse angulaire de la Lune autour de son axe de rotation après un impact est donné par
△ Ω = m
C
RLune v cos i| cosΨ| , (4.8)
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Figure 4.3 – Période de rotation propre de la Lune après un impact ayant formé un
cratère de 700 km de diamètre. Les changements de vitesse de rotation (prograde ou
rétrograde) par rapport à la rotation synchrone (noir) sont calculés en considérant un
impact moyen, avec un impacteur de densité 3500 kg.m−3, et des vitesses d’impact de 5,
10, 20 et 40 km.s−1. Les vitesses de rotation correspondant à des résonances spin-orbite
2 : 1, 3 : 2, 2 : 3 et 1 : 2 sont représentées en gris. Figure de M. A. Wieczorek.
où m est la masse de l’impacteur, v la vitesse d’impact, i l’angle d’impact par rapport à
la surface et Ψ l’angle entre le moment angulaire de l’impacteur au moment de l’impact
et l’axe de rotation lunaire (Wieczorek & Le Feuvre, 2009). Pour un impacteur de taille et
densité données, la taille du cratère d’impact peut être estimée avec les lois d’échelle du
régime gravitaire données par Holsapple & Housen (2007). Seule la composante verticale
de la vitesse d’impact intervient dans les lois d’échelle pour des impacts obliques, et le
diamètre du cratère transitoire est supposé équivalent à la zone (ou cavité) d’excavation,
qu’il est possible de déterminer à partir des données gravitationnelles et topographiques
lunaires (Wieczorek & Phillips, 1999; Hikida & Wieczorek, 2007).
La fréquence de ces librations libres est donnée par (voir Goldreich & Peale (1966) et
l’équation 5 de Lissauer (1985)) :
ωlib = Ωspin
√
3
B −A
C
H(1, e) , (4.9)
où A < B < C sont donc les trois moments d’inertie principaux du manteau lunaire, et
H ≈ 1−5/2·e2+13/16·e4+O(e6), où e est l’excentricité orbitale. L’équation (4.9) montre
que la fréquence de libration longitudinale, normalisée par la vitesse de rotation lunaire,
est indépendante de la distance Terre-Lune et de la taille de l’impacteur. Considérant le
noyau liquide de la Lune d’un rayon d’environ 350 km (e.g. Wieczorek et al., 2006a; Weber
et al., 2011), nous déduisons dans nos calculs la contribution du noyau au moment d’inertie
polaire C mais il convient de remarquer que cela a peu d’eﬀets sur la fréquence de libration
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libre. Avec l’excentricité orbitale actuelle 5, 0.055, et la valeur actuelle γ = (B − A)/C
(Konopliv et al., 1998), la fréquence de libration libre vaut 0.026. La diﬀérence entre
les moments d’inertie équatoriaux a probablement décru avec le temps, par relaxation
visqueuse, et la fréquence de libration de la Lune primitive pourrait avoir été un peu plus
grande il y a 4 milliards d’années.
Le plus grand des bassins d’impact lunaires ayant une anomalie magnétique centrale
est le bassin Serenitatis, pour lequel les données indiquent une zone d’excavation d’en-
viron 700 km de diamètre (Hikida & Wieczorek, 2007). Les autres bassins du Nectarien
avec anomalies magnétiques centrales admettent des zones d’excavation d’un diamètre
supérieur à 300 km, et tous sont issus d’impacts ayant potentiellement pu désynchroniser
la Lune (Wieczorek & Le Feuvre, 2009). En ﬁgure 4.3, la période de rotation propre théo-
rique de la Lune est représentée en fonction de la distance Terre-Lune, après un impact
ayant créé un cratère de 700 km de diamètre. Pour ces calculs, un impact type moyen
est supposé, avec une incidence moyenne i = Ψ = 45◦, et un impacteur d’une densité
de 3500 kg.m−3, représentative d’une grande partie des météorites (Consolmagno et al.,
2008). Pour des vitesses d’impact de 5, 10, et 40 km.s−1, la taille de l’impacteur a d’abord
été déterminée par les lois d’échelles impact/cratère, et le changement de vitesse de ro-
tation estimée à partir de l’équation (4.8). Pour mémoire, la ﬁgure 4.3 montre également
la vitesse de rotation synchrone et les vitesses de rotation associées aux résonances spin-
orbite 2 : 1, 3 : 2, 2 : 3 et 1 : 2. Même si le changement de vitesse angulaire peut être plus
grand avec des angles d’impacts diﬀérents, un cratère d’un diamètre inférieur à 700 km
mène à des changements de vitesse de rotation plus petits.
Après un impact suﬃsamment violent pour désynchroniser la Lune, une rotation dif-
férentielle △Ω est générée entre le ﬂuide du noyau et la déformation de la frontière noyau-
manteau. On considère ici la déformation statique, supposée gelée dans le manteau aux
courtes échelles de temps sur lesquelles prend place la resynchronisation. La vitesse an-
gulaire diﬀérentielle △Ω peut être positive ou négative selon les angles d’impact, et une
rotation diﬀérentielle persistera tant que le ﬂuide n’aura pas atteint la vitesse de rotation
du manteau. Le ﬂuide étant en rotation dans un conteneur solide, le manteau, la réponse
ﬂuide à ce changement de vitesse de la paroi se déroulera sur un temps d’Ekman, i.e.
Ω−1spinE
−1/2 (voir section 1.3.5), où Ωspin est la vitesse de rotation propre de la Lune après
impact. Cette estimation est naturellement approximative, et se base sur un écoulement
laminaire. Considérant une évolution quasi-stationnaire, où le temps typique de réponse
ﬂuide est beaucoup plus grand que le taux de croissance de l’instabilité elliptique, on a
(voir par exemple l’annexe E.1) :
σgrowth
| △ Ω| =
(3 △ Ω+ 2 Ωspin)2
16 (△Ω+ Ωspin)2 β − α
√
E. (4.10)
L’instabilité n’existe pas dans la bande interdite −3/2 < Ωspin/△Ω < −1/2. La rotation
propre de la Lune évolue progressivement vers la resynchronisation, sur une échelle de
5. L’excentricité orbitale e est l’excentricité mathématique de l’orbite elliptique i.e. e =
√
1− (b/a)2,
où a et b sont respectivement le demi-grand et petit axes de l’orbite.
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(a) (b)
(c) (d)
Figure 4.4 – (a) Temps de croissance caractéristique de la TDEI dans le cas d’une rota-
tion non-synchrone après un impact, (b) temps de spin-up caractéristique du noyau ﬂuide,
(c) champ magnétique estimé à la surface de la Lune (avec l’estimation laminaire de puis-
sance dissipée), calculé quand le nombre de Reynolds magnétique est au-dessus du seuil
dynamo. (d) semblable à (c), mais ici le champ magnétique n’est représenté que lorsque
le temps de croissance de l’instabilité elliptique est plus court que le temps de spin-up du
noyau. En (d) est également représenté l’état de rotation synchrone (ligne continue noire),
et la gamme de périodes propres accessibles après un impact de 5 km.s−1 ayant formé un
cratère de 700 km de diamètre (lignes continues rouges) dans des conditions moyennes
d’impact. Pour ces calculs, l’ellipticité de la frontière noyau-manteau est supposée égale à
celle d’une Lune purement hydrostatique.
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(a) (b)
Figure 4.5 – Semblable à la ﬁgure 4.4 (c,d), mais avec l’estimation turbulente de puis-
sance dissipée.
temps donnée par (Peale, 1977) :
Tsynch =
2 Ωspin d6 C
3 G MTerre2RLune5
Q
k2
, (4.11)
où d est la distance Terre-Lune. Cette échelle de temps est beaucoup plus grande que le
temps de réponse ﬂuide en E−1/2.
Nous avons évalué ce scénario de génération dynamo pour des distances Terre-Lune
entre 25 et 55 rayons terrestres et des périodes de rotation après impact entre 3 et 35
jours. Les résultats pour une ellipticité de la frontière noyau-manteau d’une Lune en
équilibre hydrostatique, ainsi que pour une ellipticité 10 fois plus grande, sont représentés
sur les ﬁgures 4.4 à 4.7. Sur toutes les ﬁgures, les zones en blanc correspondent à des
espaces de paramètres sans instabilité elliptique, et donc sans génération de dynamo.
Plus spéciﬁquement, dans les zones en blanc autour de l’état synchronisé, la Lune est en
libration autour de cet état (ce qui est décrit séparément, en section 4.1.3.2), et les zones
en blanc des coins inférieurs droits correspondent à des zones sans instabilité elliptique
(taux de croissance négatifs ou présence de la bande interdite). Notons que le seuil dynamo
Rm > 1000 joue un rôle limité dans la détermination des zones sans dynamo.
Notons que pour un tel scénario, dans le référentiel en rotation avec le ﬂuide, l’insta-
bilité elliptique génère une vitesse angulaire △Ω. Cependant, le manteau solide possède
également une rotation diﬀérentielle supplémentaire △Ω par rapport au ﬂuide du noyau
après l’impact. Ainsi, la rotation diﬀérentielle moyenne à la frontière noyau-manteau est
de l’ordre de 2△ Ω. D’un côté, l’énergie dissipée par cette rotation diﬀérentielle entre le
ﬂuide et le manteau pourrait être utilisée pour accélérer le ﬂuide. D’un autre côté, cette
dissipation supplémentaire pourrait contribuer à la dynamo. Dans ce cas, selon l’équation
4.6, l’amplitude du champ magnétique serait plus grande d’un facteur
√
2.
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(a) (b)
(c) (d)
Figure 4.6 – Semblable à la ﬁgure 4.4 (dans le cas d’une dissipation laminaire), mais
avec l’ellipticité de la frontière noyau-manteau 10 fois plus grande que celle d’une Lune
purement hydrostatique.
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(a) (b)
Figure 4.7 – Semblable à la ﬁgure 4.6 (c,d), mais avec l’estimation turbulente de puis-
sance dissipée.
Pour ce scénario, une fois l’instabilité elliptique développée, le mécanisme dynamo
serait actif durant approximativement 103− 104 ans, ce qui correspond au temps de spin-
up du noyau. Pour l’espace de paramètres accessibles aux impacts formant un cratère
de 700km de diamètre, les champs maximums générés sont d’environ 0.3 µT et 4 µT,
respectivement pour les cas de dissipation laminaire et turbulente à la CMB.
4.1.3.2 Scénario 2 : libration après impact
Pour de petits impacts, le changement de vitesse angulaire n’est pas suﬃsant pour
désynchroniser la Lune, et les couples gravitationnels associés à la Terre, agissant sur les
moments d’inertie inégaux de la Lune, induisent des librations en latitude et en longitude.
Le moment angulaire de la Lune autour de son axe de rotation étant élevé, les librations
les plus fortes auront lieu en longitude, avec une fréquence donnée par l’équation (4.9).
Après l’impact, l’amplitude de libration décroît exponentiellement avec le temps, sur une
échelle de temps typique de (Williams et al., 2001)
Tdamp =
√
γ∗
0.497
√
3
Ωspin d6 C
G MTerre
2RLune
5
Q
k2
(4.12)
où d est la distance Terre-Lune et γ∗ = 228.6 · 10−6. Notons que le noyau ﬂuide ne suit
pas les librations du manteau. En eﬀet, le temps de spin-up reste beaucoup plus grand
que la période de libration i.e. ωlib/Ωspin ≫ E1/2. Ainsi, le noyau ﬂuide ne peut suivre les
variations de vitesse de la frontière noyau-manteau, et continue donc à tourner à la vitesse
angulaire constante de l’état synchronisé. Il existe donc une rotation diﬀérentielle instan-
tanée entre le ﬂuide et la déformation elliptique, permettant éventuellement à l’instabilité
elliptique de croître.
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(a) (b)
(c) (d)
Figure 4.8 – (a) Temps de croissance caractéristiques de la LDEI, (b) temps caracté-
ristiques d’amortissement des librations longitudinales, et (c) amplitudes de champ ma-
gnétique à la surface de la Lune en utilisant l’estimation laminaire de puissance calculée
quand le nombre de Reynolds magnétique est au-dessus du seuil dynamo. En (d), les am-
plitudes de champ magnétique ne sont représentées que lorsque le temps de croissance de
l’instabilité elliptique est plus court que le temps typique d’amortissement des librations.
Pour ces calculs, les ellipticités de la frontière noyau-manteau sont prises égales à 10 fois
celle d’une Lune purement hydrostatique, et k2/Q est égal à sa valeur actuelle 6.3 · 10−4.
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(a) (b)
Figure 4.9 – Semblable à la ﬁgure 4.8 (c,d), mais avec l’estimation turbulente de puis-
sance dissipée.
Le taux de croissance de l’instabilité dans ce cas est donné par (voir par exemple
l’annexe E.2) :
ωlib =
16 + (ωlib/Ωspin)2
64
θ ωlib β − α Ωspin
√
E , (4.13)
où θ est l’angle de libration longitudinale et α une constante d’ordre O(1) qui dépend
des ondes inertielles excitées. Typiquement, α = 2.62 pour le spin-over (Lacaze et al.,
2004), ce qui sera utilisé dans nos calculs. L’amplitude du champ magnétique est estimée
en utilisant la valeur maximum de la rotation diﬀérentielle instantanée, i.e. |△Ω| = θ ωlib
pour des oscillations sinusoïdales. Notons que pour des angles de libration importants, les
oscillations ne sont plus sinusoïdales et la rotation diﬀérentielle maximale vaut
| △ Ω| = ωlib
√
1− cos 2θ
2
. (4.14)
Dans ce cas, le taux de croissance de l’instabilité elliptique n’est pas connu analytiquement.
Nous utilisons donc |△Ω| = θ ωlib, en remarquant que cela surestime la vitesse angulaire
d’un facteur π/2 au maximum.
Ce scénario de génération dynamo a été évalué pour des distances Terre-Lune entre
25 et 55 rayons terrestres, des angles de libration entre 0 et 90◦ et pour les cas limites :
1. des ellipticités de la déformation statique de la frontière noyau-manteau correspon-
dant à 10 fois les valeurs avant impact d’une Lune en équilibre hydrostatique, avec
k2/Q égal à sa valeur actuelle de 6.3 · 10−4.
2. des ellipticités de la déformation statique de la frontière noyau-manteau correspon-
dant aux valeurs avant impact d’une Lune en équilibre hydrostatique, avec k2/Q
égal à sa borne supérieure 0.015.
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Le premier scénario est représenté en ﬁgure 4.8 et 4.9. En ﬁgure 4.8, l’amplitude du
champ magnétique généré en surface est calculée avec l’estimation laminaire de puissance
dissipée, tandis qu’en ﬁgure 4.9, le champ est calculé avec l’estimation turbulente de
puissance dissipée. Sur toutes les ﬁgures, les zones en blanc correspondent à des zones
stables pour l’instabilité elliptique, le seuil dynamo Rm = 1000 jouant ici encore un rôle
limité dans la détermination des espaces de paramètres sans dynamo.
Les taux de croissance de l’instabilité elliptique augmentent avec l’ellipticité de la
CMB, et le temps d’amortissement des librations augmente lorsque k2/Q décroît. Pour le
premier scénario, avec une ellipticité de la CMB importante et la valeur actuelle de k2/Q,
les librations libres après impact peuvent générer des champs magnétiques de surface
avec des amplitudes d’environ 0.14 µT pour l’estimation laminaire de puissance dissipée
(ﬁg. 4.8), et 1 µT pour l’estimation turbulente de puissance dissipée (ﬁg. 4.9). Le temps
d’amortissement des librations dans ce cas est de l’ordre de 102 à 104 ans, et une dynamo
pourrait alors être activée pour des amplitudes de libration supérieures à 40◦. Pour le
second scénario, avec des ellipticités de la CMB purement hydrostatiques, et un rapport
k2/Q du type de Io, le noyau reste stable sur toutes la gamme de paramètres explorée.
Enﬁn, avec des ellipticités de CMB dix fois plus grandes que la valeur hydrostatique
avant impact et la borne supérieure k2/Q = 0.015, ou des valeurs d’ellipticités purement
hydrostatiques et la borne inférieure k2/Q = 6.3·10−4, les temps de croissance typiques de
l’instabilité restent plus grands que le temps d’amortissement des librations. Ainsi, bien
que de fortes amplitudes de libration puissent exciter une dynamo, cela n’est possible que
sous certaines conditions.
4.1.4 Conclusion
Des instabilités de marées sont susceptibles d’avoir été excitées sur une large gamme
de distance Terre-Lune et de périodes de rotation lunaire après impact. Ainsi, sous l’hy-
pothèse d’un écoulement capable d’exciter et de maintenir une dynamo, ces instabilités
pourraient avoir généré des champs magnétiques d’amplitude 0.2−4 µT à la surface de la
Lune après la formation d’un cratère typique de 700 km de diamètre. Ces valeurs peuvent
être comparées aux valeurs obtenues à partir des analyses paléomagnétiques de roches lu-
naires, qui donnent un champ entre 1 µT et 100 µT (Garrick-Bethell et al., 2009). Notons
qu’étant donné le préfacteur f et les incertitudes en jeu, un facteur entre 1 et 10 peut
exister pour nos prédictions théoriques. En se basant sur un temps de spin-up laminaire
du noyau lunaire, la durée des dynamos générées par impact est prédite entre 2000 et
8000 ans, et une épaisseur d’environ 1 km de roches d’impact en fusion se refroidirait
alors en-dessous de leur température de Curie sur cette période, acquérant ainsi une ma-
gnétisation thermorémanente (ﬁg. 4.10). En se rapprochant de l’état synchronisé, la Lune
passe par une phase de librations libres de grande amplitude, et ces librations pourraient
également avoir excité une dynamo, générant des champs en surface de l’ordre de 1 µT.
Les dynamos excitées par des impacts qui modiﬁent la vitesse de rotation et excitent
ainsi des instabilités elliptiques pourraient donc expliquer les anomalies magnétiques lu-
naires et les magnétisations rémanentes des échantillons analysés. Considérant un scénario
diﬀérent, des études précédentes ont suggéré que des dynamos excitées par des instabilités
elliptiques pourraient avoir existé au sein de Mars (Arkani-Hamed et al., 2008; Arkani-
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Figure 4.10 – Évolution typique du champ magnétique lunaire (courbe rouge) et de la pro-
fondeur de la température de Curie (courbe bleue) dans les roches en fusion d’un impact
formant un cratère de 700 km de diamètre pour une distance Terre-Lune de 45 rayons
terrestres. La phase de croissance exponentielle du champ est estimée avec une pertur-
bation en vitesse dans le noyau de 1 % de la rotation diﬀérentielle (entre le noyau et
le manteau) et en utilisant une ellipticité de la CMB cinq fois plus grande que sa va-
leur hydrostatique. L’évolution de la rotation diﬀérentielle entre le noyau et le manteau
est issue d’une simulation numérique couplée de Ö. Karatekin (paramètres : table 4.1.2).
L’évolution thermique des roches d’impact en fusion a été calculée par M. Laneuville.
Hamed, 2009), et l’approche présentée ici permet non seulement de tester cette hypothèse
quantitativement, mais aussi d’estimer les amplitudes de champ magnétique en surface gé-
nérées par une telle dynamo. De façon similaire, les déformations de marées sur Mercure,
Ganymède, le Terre (primitive) et les systèmes exoplanétaires pourraient potentiellement
rendre compte de certaines particularités de leurs champs magnétiques.
4.2 Stabilité des astres telluriques
Cette section présente un travail soumis à la revue Astronomy & Astrophysics. Ré-
digé en anglais, il fait le lien entre les études hydrodynamiques et MHD de l’instabilité
elliptique, présentées en chapitres 2 et 3, et son existence dans un contexte planétaire. Ce
travail a été mené en collaboration avec C. Moutou, du Laboratoire d’Astrophysique de
Marseille.
In this section, the presence of such an elliptical instability driven by tides and libra-
tions is investigated in terrestrial bodies in order to conﬁrm its relevance in an astrophy-
sical context. Its consequences on energy dissipation, on magnetic ﬁeld induction and on
heat ﬂux ﬂuctuations at the planetary scale are considered. Previous studies and theore-
tical results regarding the elliptical instability are re-evaluated and extended to cope with
an astrophysical context. In particular, generic analytical expressions of the elliptical in-
stability growth rate are obtained using a local WKB approach, taking into account (i) a
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local temperature gradient due to an imposed temperature contrast across the considered
layer or to the presence of a volumic heat source, and (ii) an imposed magnetic ﬁeld along
the rotation axis, coming from an independent dynamo mechanism or from an external
source. The theoretical results are applied to the telluric planets and moons of the solar
system as well as to three Super-Earths : 55 CnC e, CoRoT-7b and GJ 1214b.
4.2.1 Introduction
The ﬂows in ﬂuid layers of planets and moons are of primary interest as they imply
ﬁrst order consequences relative to their internal dynamics and orbital evolutions. Indeed,
internal ﬂows create torques on solid layers and induce energy dissipation, which remain
negligible for stable laminar ﬂows, but become signiﬁcant for turbulent ones. Moreover,
internal ﬂows are directly responsible for magnetic ﬁeld generation, either by induction of
an existing background magnetic ﬁeld or by excitation of a self-sustained dynamo. Finally,
planetary heat ﬂuxes are also directly linked to ﬂows in ﬂuid layers, which can act as
thermal blankets for stably stratiﬁed conﬁgurations, or as eﬃcient heat ﬂux conveyers in
the case of convective ﬂows.
Planetary ﬂuid layers are subject to body rotation, which implies that inertial waves
can propagate through them (e.g. Greenspan, 1968). Usually damped by viscosity, these
waves can however be excited by libration, precession and tides, which are harmonic me-
chanical forcings of azimuthal periodicity m = 0, 1 and 2 respectively. The ﬂuid response
to such forcings in ellipsoids is a long standing issue : see e.g. Aldridge & Toomre (1969);
Noir et al. (2009); Calkins et al. (2010); Sauret et al. (2010) for librations ; Poincaré (1910);
Busse (1968); Cébron et al. (2010b) for precession ; Ogilvie & Lin (2004, 2007); Tilgner
(2007b); Rieutord & Valdettaro (2010); Morize et al. (2010) for tides. In these studies,
it has been shown that the dynamics of a ﬂuid layer is completely modiﬁed when the
forcing is in direct resonance with an inertial wave. In addition to these direct forcings,
inertial waves can also form triadic resonances, leading to parametric inertial instabilities.
For instance, the so-called shear instability can be excited by precession (Kerswell, 1993b;
Lorenzani & Tilgner, 2001, 2003), and the elliptical instability can be excited by tides
(Malkus, 1989; Rieutord, 2000) and librations (Kerswell & Malkus, 1998).
The elliptical instability is a generic instability that aﬀects any rotating ﬂuid whose
streamlines are elliptically deformed (see the review by Kerswell, 2002). A fully three-
dimensional turbulent ﬂow is excited in the bulk as soon as (i) the ratio between the
ellipticity of the streamlines β and the square root of the Ekman number E (which
represents the ratio between the viscous over the Coriolis forces) is larger than a critical
value of order one and (ii) as soon as a diﬀerence in angular velocity exists between the
mean rotation rate of the ﬂuid and the elliptical distortion. In a planetary context, the
ellipticity of streamlines is related to the gravitational deformation of the rigid boundaries
of the considered ﬂuid layer, corresponding either to dynamic tides or static bulges. The
diﬀerential rotation between the ﬂuid and the elliptical distortion can be oscillatory when
due to libration in synchronized systems, or stationary, as for instance in non-synchronized
ones : the elliptical instability is then refereed to as libration driven elliptical instability
(LDEI) and tide driven elliptical instability (TDEI) respectively. TDEI and LDEI have
already been suggested to take place respectively in Earth (e.g. Aldridge et al., 1997)
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Figure 4.11 – Sketch of the problem considered in this work. With the mean rotation rate
of the ﬂuid Ω, we deﬁne the dimensionless orbital rotation rate γ(t) and the dimensionless
spin rotation rate 1 + ω(t). Note that the phase lag between the tide and the gravitational
potential of the host body is not relevant for our purpose.
and in Io (e.g. Kerswell & Malkus, 1998). However, these previous works do not take into
account some planetary particularities and need to be revisited. For instance, Aldridge
et al. (1997) did not take into account the orbital rate of the Moon nor the magnetic ﬁeld
of the Earth, hence neglecting the eﬀects of tides rotation and Joule dissipation on the
growth of TDEI. Kerswell & Malkus (1998) implicitly assumed that the tidal response of Io
is completely ﬂuid, neglecting the rigidity of its mantle and overestimating the amplitude
of librations and tidal deformations. Our purpose here is to extend previous results of
the literature on TDEI and LDEI, and to determine general formulas for quantifying the
presence of the elliptical instability in terrestrial bodies, taking into account the relevant
complexities present in natural systems.
This paper is organized as follows. Section 4.2.2 presents the diﬀerent celestial forcings
which could excite an elliptical instability, ﬁrst focusing on tides, and then on forced and
free librations. In section 4.2.3, we introduce our physical model and develop a local WKB
analysis for non-synchronized and synchronized systems, including the eﬀects of viscosity
as well as the eﬀects of an imposed magnetic ﬁeld and a local temperature gradient. These
theoretical results are used in section 4.2.4 to investigate the presence or not of TDEI and
LDEI in telluric planets and moons of the solar system, as well as in two Super-Earths of
extrasolar systems ; the possible consequences of those instabilities are ﬁnally considered.
4.2.2 Celestial mechanics and elliptical instability
Figure 4.11 presents a sketch of the problem considered in this work. We consider a
telluric body of rotation rate Ωspin, orbiting around an attractor (orbit in black dashed
line) at the orbital rate Ωorb. This body has a radius R, a mass M and a ﬂuid layer in its
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Table 4.3 – List of the diﬀerent astrophysical conﬁgurations which could lead to an ellip-
tical instability in a planetary ﬂuid layer (liquid core, subsurface ocean). β is the ellipticity
of the boundaries distortion, △Ω is the diﬀerential rotation rate between the ﬂuid and the
elliptical deformation, Ω is the mean spin rate of the planet, ε is the physical libration
amplitude, Torb and e are the orbital period and eccentricity, and ωfree is the free libration
frequency.
State Origin of △Ω Origin of β △Ω Instability
Non-Synch. spin rotation D.T.a Ωspin − Ωorb TDEI
Non-Synch. meteoritic impact S.B.a spin-up process TDEI
Synch. forced optical libration D.T. 2eΩcos(2πt/Torb) LDEI
Synch. forced physical libration S.B. εΩcos(2πt/Torb) LDEI
Synch. free physical libration S.B. εΩcos(ωfreet) LDEI
Synch. any physical libration S.B. or D.T. zonal ﬂowb TDEI
a D.T. stands for dynamic tides and S.B stands for static bulge.
b Case equivalent to a non-synchronized case (cf. section 4.2.2.4).
interior between an external radius R2 and an internal radius R1, typically a liquid outer
core. We suppose that this internal ﬂuid layer is enclosed between an external elliptically
deformed solid layer and a possible inner core such as the outer liquid core of the Earth or
the subsurface ocean of Europa. The elliptical deformation of streamlines is due either to
tides generated by an orbiting companion body (i.e. dynamic tides), or to a so-called frozen
elliptical shape of the rigid surface (i.e. static bulge). The usual phase lag between the
tide and the gravitational potential of the host body, which is due to internal dissipation,
is not relevant for our purpose and is thus forgotten. Three dimensionless numbers are
necessary to describe the system : (i) the ellipticity β of the elliptical deformation, (ii) the
Ekman number E = ν/(Ω R22), where ν is the ﬂuid kinematic viscosity, R2 is the outer
radius of the rotating ﬂuid, and Ω its typical angular velocity before any instability, equal
to the mean value of the (possibly varying) mantle spin rate Ωspin(t), (iii) the diﬀerential
rotation △Ω between the ﬂuid and the elliptical distortion, non-dimensionalized by the
ﬂuid rotation rate,△Ω/Ω. We distinguish two cases : the case of a non-synchronized body,
and the case of a synchronized body. In the former case, over one spin period, a mean
diﬀerential rotation exists between the elliptical deformation and the ﬂuid, whereas in
the latter case the mean rotation rates of the deformation and of the ﬂuid are equal. The
diﬀerent cases are described in the following and summarized in table 4.3.
4.2.2.1 Non-synchronized bodies
For a non-synchonized body, we consider two cases depending on the origin of the
elliptical shape.
First, if the spin rate of the mantle Ωspin is constant, a TDEI can be excited by the
elliptical distortion due to dynamic tides, which rotate at the orbital velocity Ωorb. This
is the standard conﬁguration considered for instance by Craik (1989), who showed that
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TDEI is indeed possible except in a forbidden zone Ωspin/Ωorb ∈ [−1; 1/3], where no
triadic resonance is possible.
Second, if the elliptical shape is due to a static bulge, a non-null mean diﬀerential
rotation over one spin period implies that the ﬂuid does not rotate at the same rate as
the mantle, which corresponds to a spin-up or a spin-down process. This can occur for
instance transiently after a large meteoritic impact, capable of fully desynchronizing the
body (see for instance the considered scenario for explaining the Moon magnetic ﬁeld by
Le Bars et al. 2011). In this case, a diﬀerential rotation exists between the ﬂuid and the
mantle with its frozen bulge, up to the typical spin-up/spin-down time necessary for the
ﬂuid to recover the mantle velocity (Greenspan, 1968), i.e. up to
tspin−up = Ω−1spin E
−1/2. (4.15)
Now, if the growth time of the TDEI is short enough compared to the spin-up time, one
can expect a quasi-static evolution of the system, where the modiﬁcation of the spin rate
of the ﬂuid is neglected during the growth of the instability : the former conﬁguration is
then transiently recovered.
4.2.2.2 Synchronized bodies
In the synchronized case, even if there is no mean diﬀerential rotation between the
elliptical deformation and the ﬂuid, oscillations can occur for diﬀerent reasons. We distin-
guish below forced librations due to gravitational interactions with other celestial bodies,
and free librations induced for instance by a meteoritic impact.
4.2.2.3 Forced librations
In forced librations, frozen static bulge and dynamic tides have to be considered simul-
taneously. To illustrate this, following Goldreich & Mitchell (2010), we consider a simple
toy model without any internal dissipation : a synchronously spinning satellite, with an
elastic outer shell and an homogeneous ﬂuid interior, moving on an elliptic orbit. The or-
bital velocity changes along the orbit, and writes at ﬁrst order in the orbital eccentricity
e
Ωorb = Ω (1 + 2e cosΩt) (4.16)
where Ω is the mean value of the mantle spin rate Ωspin(t). Considering the inﬂuence
of the orbital velocity variations on the satellite dynamics, we expect two limit cases :
(i) if the rigidity of the elastic shell is null, the shell slides over the ﬂuid and maintains
its equilibrium shape, with the long axis of the ellipsoidal ﬁgure pointing toward the
companion body ; (ii) if the rigidity of the elastic shell is large enough, the entire satellite
rotates rigidly with a ﬁxed shape.
In the ﬁrst case, only the elastic energy Eelas varies : the meridians of the shell are
stretched and compressed due to the rotation, whereas the spin velocity of the satellite
remains constant. This is the so-called optical libration. In the second case, only the
gravitational energy Egrav varies and the spin velocity of the satellite changes : this
corresponds to the so-called physical libration.
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Note that in both cases, the libration period remains small compared to the typical
spin-up/spin-down time (4.15), which means that the ﬂuid does not follows the solid
boundaries : it never has enough time to adapt to the periodic velocity ﬂuctuations and
continues to rotate at the constant synchronous rotation rate Ω. This is the so-called "no
spin-up" condition. Hence, in the ﬁrst case, a diﬀerential rotation exists between the ﬂuid
rotating at the constant rate Ω and the dynamic tides rotating at the oscillating orbital
velocity,△Ω/Ω = 2e cosΩt. A LDEI can thus be excited by this optical libration, as shown
theoretically by Kerswell & Malkus (1998) and Herreman et al. (2009). In the second case,
a diﬀerential rotation △Ω/Ω = ǫ cosΩt exists between the ﬂuid rotating at the constant
rate Ω and the static bulge subject to physical librations of amplitude ǫ, which depends
on the internal structure of the satellite. In this case also, LDEI is possible, as recently
demonstrated experimentally and numerically by Noir et al. (2011).
With the more general case of an arbitrary torque applied to the shell, Goldreich &
Mitchell (2010) estimated the ratio ℜ = Eelas/Egrav by
ℜ = 32 π
5
1 + ν˜
5 + ν˜
(1 + kf )2
kf
µ˜dR3
GM2
(4.17)
where ν˜ is the Poisson’s ratio, kf the ﬂuid Love number, µ˜ the shell rigidity, R and d
the mean radius and the thickness of the shell, M the mass of the satellite. According
to Goldreich & Mitchell (2010), typical values give ℜ ∼ 10−2 for the subsurface ocean of
Europa, and ℜ ∼ 0.1 for the subsurface ocean of Titan, whereas the silicate mantle of Io
is expected to behave in the limit ℜ ≫ 1. Because of the visco-elastic rheology of real
bodies, the eﬀective response should be between the two limit cases given by this model.
Goldreich & Mitchell (2010) argue that the total increase of energy would be minimal,
which leads us to consider that Europa and Titan, for instance, behave as entirely ﬂuid
satellites. On the opposite side, Karatekin et al. (2008), Van Hoolst et al. (2008, 2009) and
Baland & Van Hoolst (2010) considered that the rheology does not allow the bodies to
reach their minimal energetic state and assume that they behave rigidly. This issue being
still debated, we will consider in this work the whole range of conﬁgurations between these
two limit cases.
4.2.2.4 Free librations
After a meteoritic impact for instance, so-called free librations can occur on the typi-
cal resynchronization time (e.g. Williams et al., 2001). Following the no spin-up condition
explained in section 4.2.2.3, the ﬂuid keeps rotating at the orbital velocity (synchroni-
zed state) whereas the mantle librates around this mean value. The amplitude ǫ of the
free librations depends initially on the impact strength and decreases through time, whe-
reas the libration frequency remains equal to a proper frequency of the body, given by
ωfree = Ω
√
3(B −A)/C at ﬁrst order in the orbital eccentricity, (A,B,C) being the
three principal moments of inertia of the body (see for instance Lissauer, 1985). Consi-
dering a static bulge, free librations can thus drive a LDEI from the diﬀerential rotation
△Ω/Ω = ǫ cos(ωfreet), providing that the growth time of the instability is short compared
to the resynchronization time, as will be shown in section 4.2.3.5.
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4.2.2.5 Zonal wind induced by physical librations
Finally, in all scenarios involving physical librations, it has recently been determined
analytically by Busse (2010), and conﬁrmed experimentally and numerically by Sauret
et al. (2010), that non-linearities in the Ekman layer driven by the librating rigid boun-
daries induce a diﬀerential rotation in the ﬂuid of amplitude △Ω/Ω = −0.154 (θωo/Ω)2,
where θ is the amplitude angle of the libration and ωo its frequency. TDEI can thus be ex-
cited by this diﬀerential rotation with both static bulge and dynamic tides. Nevertheless,
it is important to notice that the diﬀerential rotation generated by this process is always
very small. We do not expect this mechanism to play an important role in a planetary
context, since it is always dominated by LDEI but it is worth to mention its existence
that may be relevant in certain astrophysical cases.
4.2.2.6 Typical amplitudes of gravitational distortions
The amplitude β of gravitational distortions, deﬁned here as β = (a21 − a22)/(a21 + a22),
where a1 and a2 are respectively the long and short axes of the outer boundary of the
considered ﬂuid layer, is generally unknown for celestial bodies. To study the elliptical
instability for real cases, we need to estimate it, for instance in assuming an hydrostatic
equilibrium shape.
The equilibrium shape of a body of mass M and radius R, is an old problem which
begins with the static bulges theory of Newton (1687). This classical theory considers
an incompressible no-spinning body at rest deformed by a tidal ﬁeld at leading order in
R/D, which leads to a spheroidal shape and
β =
3
2
M2
M
R3
D3
+O
(
R4
D4
)
, (4.18)
whereM2 is the mass of the body responsible for the gravitational ﬁeld andD the distance
between the two bodies. This tide is sometimes referred to as the marine tide, where the
gravitational potential of the tidal bulge is neglected. Note that this approximation always
leads to a relevant but underestimated tidal deformation. When possible, we have used
in the following a better estimate of β taking into account the density distribution in the
body and the gravitational potential of the tidal bulge :
β =
3
2
h2
M2
M
R3
D3
(4.19)
with the radial displacement Love number h2, directly linked to the potential Love number
k2 by h2 = 1+k2. A typical value is k2 = 3/2, obtained for an incompressible homogeneous
body in hydrostatic equilibrium (e.g. Greﬀ-Leﬀtz et al., 2005). The tidal Love numbers
can be calculated with the Clairaut-Radau theory (see e.g. Van Hoolst et al., 2008).
As shown by equation (4.19), gravitational distortions vary with the inter-bodies dis-
tance D. They can thus be divided in a component of constant amplitude, corresponding
to the mean value of the gravitational distortion along the elliptic orbit, plus a smal-
ler component with an amplitude oscillating between ±3e times the constant one (e.g.
Greenberg et al., 2003). In real cases that we will consider in the following, this oscillating
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Figure 4.12 – Description of an internal liquid layer. The tidal forces deform the core-
mantle boundary (CMB) in an ellipse of axes a1 and a2, which leads to an ellipticity β
of the streamlines. In this layer, the ﬂuid is rotating at the rate Ω.
component can be neglected since it will always have a second order inﬂuence on the el-
liptical instability compared to the constant (static or dynamic) component of β (but see
appendix E.3). Note nevertheless that in synchronized satellites, these so-called diurnal
tides have important consequences for the internal state and the orbital evolution, since
the changing shape of the bulge generates time-varying stresses, which generate heat by
viscosity or friction.
4.2.3 Generic stability of the elliptical instability in a planetary context
4.2.3.1 Model, equations and dimensionless parameters
We consider a telluric celestial body in the general framework sketched in ﬁgure 4.11,
and we focus on a liquid layer described in ﬁgure 4.12. All dimensional parameters are
listed in table 4.4. The instantaneous spin rotation rate Ωspin = Ω (1+ ω(t)) may depend
on time because of either free or forced physical librations. We focus on an internal
ﬂuid layer enclosed in an ellipsoidal shell, with an outer boundary of mean radius R2 at
temperature θ2, and an inner boundary at temperature θ1, with a mean radius radius
R1 = ηR2. As already seen above, because of the no spin-up condition, this ﬂuid layer
is initially rotating at the constant rate Ω, equal to the mean value of Ωspin. This layer
is considered to be homogeneous, of density ρ0, kinematic viscosity ν, thermal expansion
ϑ, thermal diﬀusivity νth, electrical conductivity σe and magnetic permeability µ. We
focus here on the stability of the elliptical ﬂow in the equatorial plane, but note that our
local analysis remains valid in any plane orthogonal to the rotation axis. We choose R2
172
Chapitre 4. Applications astrophysiques 4.2 Stabilité des astres telluriques
Table 4.4 – List of the dimensional variables used in this work.
Orbital (resp. spin) rotation rate Ωorb(t) (resp. Ωspin(t))
Fluid rotation rate∗ Ω
Mass of the deformed body (resp. attractor) M (resp. M2)
Inter-bodies distance D
Free libration angular frequency ωfree
Fluid layer mean external radius R2
Long/short axis in the equatorial plane a1/a2
Fluid layer mean internal radius R1 = ηR2
Imposed external (resp. internal) temperature θ2 (resp. θ1 )
Gravity at the external radius g0
Imposed magnetic ﬁeld B0 ex3
Fluid density ρ0
Fluid kinematic viscosity ν
Fluid thermal expansion ϑ
Fluid thermal diﬀusivity νth
Fluid electrical conductivity σe
Fluid magnetic permeability µ
∗mean value of the spin rate.
as the length scale and Ω−1 as the time scale so that the mean basic spin of the body
has an unit angular velocity along the rotation axis (O, ex3). The elliptical deformation
has a dimensionless angular velocity γ(t) ex3 , with γ(t) equal to Ωorb(t)/Ω when looking
at dynamic tides and to Ωspin(t)/Ω when looking at static bulges (see table 4.3).
We consider the frame where the elliptical distortion is ﬁxed, which is rotating at
the angular velocity γ(t)ex3 , with ex1 in the direction of the long axis a1 and ex2 in the
direction of the short axis a2. The dimensionless equations of ﬂuid motions are :
▽ ·u = 0, (4.20)
∂u
∂t
+ 2γ ex3 × u+
dγ(t)
dt
ex3 × r+ u · ∇u+∇p = E ∇2u+ f , (4.21)
where u is the ﬂuid velocity, p the pressure (including the centrifugal term) non-dimensionalized
by ρ0 R22 Ω2, E = ν/(ΩR22) the Ekman number based on the external radius, and
f = fB+ fL the volumic force, including the buoyancy force fB and the magnetic Lorentz
force fL. The ﬂow is rotating within an ellipse x21/a
2
1 + x
2
2/a
2
2 = 1, and we deﬁne the
ellipticity β = (a21 − a22)/(a21 + a22).
Using the dimensionless temperature θ = (θ˜−θ2)/(θ1−θ2), the temperature equation
is
∂θ
∂t
+ (u · ∇) θ = E
Pr
(∇2θ −K), (4.22)
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Table 4.5 – List of relevant dimensionless parameters.
Aspect ratio of the shell η
Ellipticity of the distortion β = (a21 − a22)/(a21 + a22)
Distortion rotation rate γ(t)
Orbital eccentricity e
Physical libration rate ω(t)
Physical libration amplitude ε
Volumic heat source K
Ekman number E = ν/(Ω R22)
Thermal Prandtl number Pr = ν/νth
Magnetic Prandtl number Pr = σe µ ν
Modiﬁed Rayleigh number R˜a = ϑ [θ1 − θ2]g0/Ω2R2
Magnetic Reynolds number Rm = σe µ ΩR22
Elsasser number Λ = σe B20/(ρ0 Ω)
where Pr = ν/νth is the thermal Prandtl number and K is a constant standing for a
possible volumic heat source. Considering a gravity g = g(r,φ)g0eg, where eg is a unit
vector, (r, φ) the cylindrical coordinates in the equatorial plane, and g0 the gravity at
the radius R2, the dimensionless buoyancy force to add in the Navier-Stokes equations
using the Boussinesq approximation is fB = R˜a θ g(r,φ) eg, with the modiﬁed Rayleigh
number R˜a = ϑ [θ1 − θ2]g0/Ω2R2. Note that in a planetary context, the temperature
contrast to take into account corresponds to the non-adiabatic component only, which is
the deviation from the thermodynamical equilibrium state.
We also take into account the possible presence of an uniform imposed magnetic ﬁeld
B0 along the rotation axis ex3 , which is used as the magnetic ﬁeld scale. The MHD
induction equations have then to be solved simultaneously
∇ ·B = 0 (4.23)
∂B
∂t
+ (u · ∇) B = (B · ∇) u+ 1
Rm
∇2B (4.24)
with the magnetic Reynolds number Rm = σe µ ΩR22. The magnetic Laplace force
acting on the ﬂow is given by fL = (Λ/Rm) (∇ × B) × B, with the Elsasser number
Λ = σe B20/(ρ0 Ω). All dimensionless parameters are listed in table 4.5.
4.2.3.2 Base fields
In the reference frame where the elliptical deformation is stationary, the diﬀerential ro-
tation of the ﬂuid has an amplitude 1−γ(t). Besides, the ellipticity induces an elongational
ﬂow −(1− γ(t)) β (x2 ex1 + x1 ex2), leading to the general elliptical base ﬂow
U = (1− γ(t)) [−(1 + β)x2ex1 + (1− β)x1ex2 ] (4.25)
This ﬂow represents the laminar response of the ﬂuid to the tidal distortion as an exact,
non-linear solution of Navier-Stokes equations for any ﬁnite viscosity, provided that (∇×
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f) · e3 = 2 dtγ(t). This means that a body volumic force noted f is necessary to have
spin period ﬂuctuations (i.e. free or forced physical librations), as obvious in a planetary
context. Equation (4.25) leads to elliptical streamlines of instantaneous ellipticity β. Note
that β is not the mathematical eccentricity of the streamlines, given by
√
2 β/(1 + β).
Note also that the velocity magnitude changes along a streamline, the isovalues of the
velocity being elliptical but with an ellipticity 2 β.
We further assume that a stationary temperature proﬁle Θ(r, φ) is imposed, which is,
at order 1 in β, solution of the energy conservation equation (4.22) with the base ﬁeld
U. We suppose that the modiﬁed Rayleigh number R˜a is of order β. We also consider
the presence of an imposed uniform magnetic ﬁeld along the rotation axis, produced for
instance by a companion body. We assume that the Laplace force does not modify the
base ﬂow but only plays a role on the elliptical instability. This implies that this force is of
order β. In this context, we will see below that regarding the elliptical instability, equations
for ﬂuid motions at order 0 in β are similar to those of the purely hydrodynamical case
where the elliptical instability is described as a resonance between two inertial waves. The
magnetic and thermal ﬁelds only induce a correction in the ﬂuid equations at order 1 in
β, hence a correction on the growth rate of the instability, because of the stabilizing eﬀect
of the Laplace and buoyancy forces.
4.2.3.3 The WKB method : stability along a streamline
Our local approach is based on the short–wavelength Lagrangian theory developed in
Bayly (1986), Craik & Criminale (1986), then generalized in Friedlander & Vishik (1991)
and Lifschitz & Hameiri (1991). This method has been successfully applied to the elliptical
instability by Le Dizès (2000), then extended to take into account the energy equation
and the buoyancy force, or the induction equation and the Laplace force in Le Bars & Le
Dizès (2006) and Herreman et al. (2009) respectively. To summarize, the WKB method
consists in looking for a perturbed solution of the equations of motion under the form of
localized plane waves along the streamlines of the base ﬂow. We thus look for a solution
of the linearized non-dimensional system of equations (4.20, 4.21, 4.22, 4.23, 4.24) under
the form
u(x,t) = U+ u
′(t) eik(t)·x, (4.26)
p(x,t) = P+ p
′(t) eik(t)·x, (4.27)
θ(x,t) = Θ+ θ
′(t) eik(t)·x, (4.28)
B(x,t) = B0 + b(t) e
ik(t)·x, (4.29)
along the streamlines of the base ﬂow described by
dx
dt
= U, (4.30)
where k(t) is the time-dependent wave vector, x the position vector, and where U (with
its corresponding pressure ﬁeld P), Θ and B0 = (0, 0, 1) are the dimensionless base ﬁelds
deﬁned in the previous section 4.2.3.2. Dropping the primes for simplicity, the linearized
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system of equations writes :
k · u = 0 (4.31)
dtu + i u (dtk · x) + i (U · k) u+ (u · ∇) U
= −i p k− 2 γ(t) ez × u− k2E u+
Λ
Rm
(i k× b)×B0 + R˜a θ g eg (4.32)
dtθ + i θ (dtk · x) + i (U · k) θ + (u · ∇) Θ = −k2 E
Pr
θ (4.33)
k · b = 0 (4.34)
dtb + i b (dtk · x) + i (U · k) b
= (b · ∇) U+ i (B0 · k) u− k
2
Rm
b. (4.35)
Those equations can be decoupled in space and time to give an equation for the wave
vector only :
dtk · x+U · k = 0. (4.36)
In this case, the equations for u, θ,b are decoupled in space and time, and the solution is
then sought under the form of a Taylor expansion in β of all variables, as illustrated in
appendix E.1 and E.2.
This approach will be used in the following sections to calculate the growth rate of
the instability in the two generic cases : the TDEI, which appears in the case of non-
synchronized bodies, and the LDEI, which appears in the case of synchronized bodies.
4.2.3.4 Non-synchronized bodies : inviscid growth rate of the TDEI
In this section, we consider the eﬀects of dynamic tides of amplitude β on the liquid
core of a Mercury-like planet orbiting close to its star with (i) constant but diﬀerent orbital
and sidereal rotation periods, (ii) an imposed thermal stratiﬁcation (see e.g. Manglik et al.,
2010), and (iii) an externally imposed magnetic ﬁeld (e.g. the Sun magnetic ﬁeld). Note
that the same analysis applies to the stratiﬁed zone of a star (the so-called radiative zone)
tidally deformed by a companion body, taking into account the magnetic ﬁeld generated
by dynamo in its convective zone. The present conﬁguration corresponds to the standard
case of the elliptical instability as already known, but completed by the complexities
present in real astrophysical cases. Note that these additive eﬀects have already been
studied separately, whereas they are simultaneously present in real systems. The eﬀect of
the angular velocity of the tidal bulge has been studied in Miyazaki & Fukumoto (1992),
Le Dizès (2000), Le Bars et al. (2007) and Le Bars et al. (2010) ; the presence of a thermal
ﬁeld has been studied in Le Bars & Le Dizès (2006), Cébron et al. (2010c), Lavorel & Le
Bars (2010) ; the presence of an inner solid core has been studied in Lacaze et al. (2005b) ;
the presence of an external magnetic ﬁeld has been studied in Kerswell (1994), Kerswell
(2002), Lacaze et al. (2006), Herreman et al. (2009). We extend these works in including
all of these features in a single formula.
In the non-synchronized case, which is considered in this section, the base ﬂow (4.25)
reduces to
U = (1− Ωorb/Ωspin) [−(1 + β)x2ex1 + (1− β)x1ex2 ]. (4.37)
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The WKB analysis is then tractable (see appendix E.1), taking into account thermal and
magnetic eﬀects in the limit where buoyancy and Laplace forces are of the order β. The
instability does not exist in the range Ωspin/Ωorb ∈ [−1; 1/3], which is called the forbidden
band. It corresponds to the absence of resonance between the elliptical forcing and the
inertial waves of the rotating ﬂow (see Le Bars et al., 2007, for a complete discussion).
In the present limit, the presence of the thermal and magnetic ﬁelds does not aﬀect the
forbidden band. Neglecting the thermal diﬀusion, the inviscid growth rate of the TDEI
with the presence of thermal and magnetic ﬁelds is
σinv =
√
(2ΩG + 3)4 β2 − 4
(
R˜a r ∂rΘ
)2
16 |1 + ΩG|3 −
Λ
4 |1 + ΩG|3 , (4.38)
with ΩG = Ωorb/(Ωspin−Ωorb), r and ∂rθ being respectively the radius and the dimension-
less temperature base ﬁeld radial gradient of the considered streamline. This expression
allows to recover the diﬀerent cases already obtained in the literature. For instance, the
purely hydrodynamic growth rate given by Miyazaki & Fukumoto (1992), Le Dizès (2000)
and Le Bars et al. (2010) is recovered for (R˜a = 0, Λ = 0). For a ﬁxed elliptical defor-
mation, we recover the classical inviscid value σinv/β = 9/16. Finally, in the absence of
a thermal ﬁeld and with a stationary bulge (Ωorb = 0, R˜a = 0), the magnetic case given
in Herreman et al. (2009) is also recovered. Formula (4.38) is fully generic and clearly
illustrates the stabilizing inﬂuence of Joule dissipation and of a local stratiﬁcation.
4.2.3.5 Synchronized bodies : inviscid growth rate of the LDEI
In this section, we consider the liquid ellipsoidal core of a synchronized moon like Io, or
of an extra-solar telluric planet orbiting close to its massive attractor with (i) an orbital
period equal to the sidereal rotation period, but with small instantaneous ﬂuctuations
of the diﬀerential rotation between the elliptical deformation and the ﬂuid, whatever
their origin (optical or physical, forced or free librations), (ii) an imposed magnetic ﬁeld
(e.g. the Jupiter’s magnetic ﬁeld for Io), (iii) a local thermal gradient. The dimensionless
instantaneous diﬀerential rotation between the ﬂuid and the elliptic deformation oscillates
with a libration amplitude ǫ (equal to 2e for optical librations) and a libration frequency
ωo (equal to 1 for forced librations). Considering the particular case of a ﬂuctuation due to
the orbital ellipticity (i.e. ωo = 1), Kerswell & Malkus (1998) and Herreman et al. (2009)
have shown that these oscillations can lead to LDEI. We extend these previous studies
to the more general case of small ﬂuctuations of arbitrary periods, taking into account a
buoyancy. Neglecting the thermal diﬀusion, the inviscid growth rate of the LDEI is then
(see appendix appendix E.2)
σinv =
16 + ω2o
64
√
(ǫ β)2 − 4
ω2o
(
R˜a r ∂rΘ
)2 − ω2o
16
Λ (4.39)
at ﬁrst order in ǫβ, taking into account the eﬀects of thermal and magnetic ﬁelds in
the limit where buoyancy and Laplace forces are of the order β. The forbidden band is
given by |ωo| > 4. As before, the generic formula (4.39) clearly illustrates the stabilizing
inﬂuence of Joule dissipation and of a local stratiﬁcation.
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The case ωo → 0 corresponds to the limit toward the fully synchronized state. In the
case of the TDEI, this limit case is obtained with ΩG →∞, which gives the inviscid growth
rate σinv = β/(4ΩG) for large wavenumbers. Both expressions for the growth rate are thus
consistent in the limit of synchronized state : Ωorb/Ωspin = 1−ǫ i.e. |1+ΩG| ∼ |ΩG| = 1/ǫ.
The expression given in Herreman et al. (2009) is also exactly recovered when ωo = 1 and
Λ = 0. Note that there is a slight error on the numerator of the magnetic damping term
in Herreman et al. (2009) : in their considered case, ωo = 1, the magnetic damping is
−Λ/16, instead of −3Λ/16.
4.2.3.6 Viscous dissipation
The previous sections present the calculation of the growth rate of the elliptic instabi-
lity in an inviscid ﬂuid with Joule dissipation and buoyancy stabilization. The calculation
of the threshold of the instability necessitates to correctly estimate all dissipative terms.
In the case of no-slip boundaries, dissipation occurs mainly in the viscous boundary layers
of thickness E1/2. This implies a damping term that should alter the growth rate :
σ = σinv − α E1/2 f(η), (4.40)
where α is a constant of order 1, equal to α = 2.62 for the spinover mode of the TDEI
and f(η) = (1+η4)/(1−η5) (see e.g. Kudlick, 1966; Hollerbach & Kerswell, 1995; Lacaze
et al., 2005b).
In addition to decreasing the growth rate, viscous dissipation is also of primordial
importance to quantify the orbital evolution and rotational history of a binary system
during its synchronization. A model has been proposed in Le Bars et al. (2010) for a
stationary bulge, which allows the authors to estimate the viscous power dissipated by
TDEI. Our purpose here is to generalize this model to all cases studied above. Far from
threshold, the model proposed by Le Bars et al. (2010) considers that the TDEI simply
corresponds to a diﬀerential rotation between the boundary and the bulk. According to
this model, the power dissipated by the system is :
P = −2 M R22 △Ω2 ΩE1/2, (4.41)
assuming that in the small Ekman numbers limit reached in astrophysical cases, the
amplitude of the instability is commensurate with the diﬀerential rotation △Ω (Cébron
et al., 2010a).
The tidal quality factor Q is widely used in systems evolution calculations. Using
(4.41), we are now in a position to give the theoretical expression of its component as-
sociated with the elliptical instability. By analogy with the theory of harmonic oscil-
lators, Q is deﬁned by (e.g. Greenberg (2009) for a recent discussion on Q) the ratio
between the maximum potential gravitational energy stored in the tidal distortion over
the energy dissipated in one period. The potential energy stored in the bulge is of the
order E0 ∼ 4πρ0 g0 s2 R22, with s the dimensional height of the tides (e.g. Benest, 1990).
Since β ∼ s/R2, we obtain from equation (4.41)
Q ∼ g0 β
2
R△ Ω2 E1/2 . (4.42)
178
Chapitre 4. Applications astrophysiques 4.2 Stabilité des astres telluriques
4.2.3.7 Validity of the approach
The previous analysis is valid when the elliptic instability originates from a resonance
of pure hydrodynamic inertial waves. Therefore, any previously derived expressions are
limited to the case where buoyancy and Laplace forces are of the same order as the
elliptical distortion β. According to (4.31), this means that
Λ
Rm
k ∼ β and R˜a ∼ β, (4.43)
where k is the dimensionless norm of the wavevector of the excited mode. For a typical
planetary core, these conditions can be rewritten
B0 ∼ 0.1
√
β/k
R2 E
in µT and
Fnon−adia
Fadia
∼ 10−3 β
E2 R42 g
2
0
, (4.44)
where Fnon−adia and Fadia are respectively the non-adiabatic and adiabatic components of
the core heat ﬂux. The condition on the magnetic ﬁeld is easily veriﬁed for planetary cores
over a large range of wave vector k. The condition on the non-adiabatic heat ﬂux is more
problematic to quantify : in most planets, the adiabatic proﬁle is supposed to be suﬃcient
to transport core heat ﬂux, and the non-adiabatic component is estimated to be very small,
but not known precisely. Nevertheless, one should notice that the condition (4.44) is very
restrictive and special attention should be paid in each given conﬁguration. For instance,
in the case of Europa, (4.44) implies Fnon−adia/Fadia ∼ 0.1%, which seems reasonable ; but
in the case of Io, (4.44) implies Fnon−adia/Fadia ∼ 1%, which is only marginally veriﬁed
since the estimated non-adiabatic heat ﬂux is about 1/5 of the adiabatic component (e.g.
Kerswell & Malkus, 1998).
Now supposing that the buoyancy or the Laplace force is of order 0 in β, we can wonder
if the elliptic instability still exists. In this case, inertial waves will be replaced by gravito-
inertial or magneto-inertial waves, and the elliptical instability will arise as a resonance
between those modiﬁed waves. Resonances of magneto-inertial waves has been studied
for instance in Kerswell (1994); Lebovitz & Zweibel (2004); Mizerski & Bajer (2009) in
the case of an imposed uniform magnetic ﬁeld along the spin axis : this is the so-called
magnetoelliptic instability. Resonance of gravito-inertial waves has been studied in Le
Bars & Le Dizès (2006); Guimbard et al. (2010), who concluded that a stratiﬁed thermal
ﬁeld can be either stabilizing or destabilizing depending on the shape of gravitational
iso-potentials and isotherms : this is the so-called gravitoelliptic instability. This point
is further clariﬁed in appendix E.4, which shows the high sensitivity of the elliptical
instability to the speciﬁcities of the thermal and gravity ﬁelds. Planets with buoyancy or
Laplace force of order 0 in β should be the subject of speciﬁc studies, which is beyond
the scope of the generic results presented here.
4.2.4 Application to solar/extrasolar systems
Using previous results, we are now in a position to calculate the threshold of the
elliptical instability for telluric bodies of diﬀerent systems. We consider that a body is
stable or unstable when the mean value of the growth rate over an orbit is respectively
positive or negative.
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Table 4.6 – Physical and orbital characteristics used for the stability calculations and
results. Following Herreman et al. (2009), we take as typical values σe = 4 · 105 S.m−1,
ρ0 = 12 000 kg.m−3 and ν = 10−6 m2.s−1, consistent with a Fe/Fe-S composition.
Mercury Venus Actual Earth Early Earthb
M (×10−24 kg) 0.330 4.87 5.98 5.98
R (km) 2440 6051 6378 6378
Tspin (d) 58.6 −243 0.997 0.418
Torb (d) 87.97 224.7 27.32 9.67b
Tidal amplitude (m) 0.925a 1.8 0.6 3.4
R2/R 0.8a 0.17 0.55 0.55
η 0 0 0.35 0
E (×1014) 21 316 0.11 0.047
β (measured) (×107) 7.6 ? 1.9 11
β (hydrostatic) (×107) 6.8 1.1 0.8 6.7
Bsuf
c (nT) 250d 30 3 · 104 0
B0
e (nT) 488 6100 1.8 · 105 0
Λ 6.4 · 10−6 0.004 0.015 0
σ (years−1) −1.5 · 10−5 −5.43 −7.7 0.003
a Van Hoolst et al. (2007)
b Considering an Early Moon two times closer than today.
c Equatorial surface ﬁeld
d Anderson et al. (2010)
e Considering a variation in r−3 from the core to the planetary surface (r being the
spherical radius).
4.2.4.1 Non-synchronized system : tide driven elliptical instability (TDEI)
Let us consider ﬁrst the TDEI in liquid cores of telluric bodies in the solar system. A
rough criteria given by the equations (4.38) and (4.40) leads to a threshold β/
√
E ∼ O(1),
as already mentioned. In the Solar system, this leads to focus only on Mercury, Venus, and
on the Earth-Moon system during its evolution. Most tidal evolution models predict the
Moon to rapidly retreat to 25−35 Earth radii in less than about 100 Ma (Webb, 1982; Ross
& Schubert, 1989; Williams, 2000, 2004), and we thus consider two limit cases : the actual
Earth-Moon system and an early Earth with an early Moon at 30 Earth radii, i.e. two
times closer than today. The tabulated values found in the literature for these planets
are given in table 4.6. Note that the Ekman number E is calculated with a molecular
kinematic viscosity ν = 10−6 m2.s−1, consistent with a Fe/Fe-S composition of a liquid
outer core.
We ﬁrst neglect thermal eﬀects. In order to represent all bodies of table 4.6 on the
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Figure 4.13 – TDEI stability diagram for celestial bodies of the solar system. Considering
a surfacic viscous damping term of the growth rate σs = −α f(η) E1/2 (see section
4.2.3.6), the zone above the black line, deﬁned by (4.47), is the unstable zone, whereas Y ,
deﬁned by (4.45), is calculated with α = 1 and α = 10 for each planet (for the current
Earth and Venus, the diﬀerence is very small). The yellow zone is the so-called ’forbidden
zone’, given by Ωspin/Ωorb ∈ [−1; 1/3].
same stability diagram, we deﬁne the quantity
Y = β
(
αf(η)
√
E +
Λ
4|1 + ΩG|3
)−1
. (4.45)
The quantity Y includes the speciﬁc dependence in the spin/orbit angular velocity ratio,
aspect ratio η of the inner core and the magnetic ﬁeld. The stability criterium
σ =
(2ΩG + 3)2
16 |1 + ΩG|3 β − α f(η)
√
E − Λ
4 |1 + ΩG|3 ≥ 0 (4.46)
derived from (4.38) and (4.40) is then equivalent to
Y ≥ 16 |1 + Ω
G|3
(3 + 2ΩG)2
. (4.47)
Figure 4.13 represents the stability results for the TDEI in the liquid cores of the non-
synchronized planets of the solar system concisdered in table 4.6. The case of each planet
will be discussed in the following. We can already note that, except the Early Earth, the
TDEI seems not currently be present in the telluric bodies of the solar system.
An important result, already noticed in Cébron et al. (2010a), is that the Early Earth,
with a Moon two times closer than today and in absence of extern magnetic ﬁeld, is
unstable with a good level of conﬁdence. The dissipated power due to the instability was
around 5·1018 W , which corresponds to a tidal quality factor ofQ ∼ 0.003. This estimation
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Figure 4.14 – Evolution of the typical growth time Tgrowth = 1/σ of the instability in the
Early Earth core as a function of the Earth-Moon separation and of the length of day on
the Eartly Earth Tspin (α = 2.62). Note that this diagram assumes no external magnetic
ﬁeld (B0 = 0).
seems huge in comparison to the present dissipation by tidal friction (∼ 3.75 · 1012 W
according to Munk & Wunsch, 1998) but actually, it simply suggests that the Earth-Moon
system was then in rapid evolution. Figure 4.14 shows in more details the stability of the
Early Earth, for diﬀerent values of the length of day and Earth-Moon distances. Note
that in absence of meteoroid impacts, the angular momentum conservation links these
two quantities, which cannot then vary independently. However, at this epoch, violent
meteoroid impacts have probably modiﬁed the angular momentum of the early Earth-
Moon system (Melosh, 1975; Wieczorek & Le Feuvre, 2009) and we thus keep these two
parameters independant, which allows to cope with uncertainties.
The case of the actual Earth is more subtle : if we consider that the actual magnetic
ﬁeld is provided by thermo-solutal convective motions in the core, it has to be considered as
an imposed ﬁeld for the dynamics of the elliptical instability. In this case, the destabilizing
term in the growth rate (4.46) is about 10−7, whereas the magnetic damping term is
around 0.004. Then the TDEI cannot grow, whatever the Ekman number is. On the
contrary, if we consider that the actual magnetic ﬁeld is provided by the ﬂow driven by
the TDEI, the threshold has to be calculated with Λ = 0, and the actual Earth is slightly
unstable, with a growth time of around 14,000 years. The same result was suggested by
Aldridge et al. (1997), neglecting the inﬂuence of magnetic ﬁeld and global rotation.
Considering the actual heat ﬂux of Earth, the corresponding super-adiabatic tempe-
rature contrast is about 1 mK, leading to a vigorous convection in the liquid core (Chris-
tensen & Aubert, 2006). First, note that this vigorous convection does not prevent the
elliptical instability to grow, as shown in Cébron et al. (2010c); Lavorel & Le Bars (2010).
Second, we can wonder the inﬂuence of a stably stratiﬁed ﬂow. To conﬁrm the negligible
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Table 4.7 – Physical and orbital characteristics used for the four galilean moons and
Titan.
Io Europa Ganymede Callisto Titan
M (×10−22 kg) 8.93 4.8 14.8 10.8 13.45
R (km) 1822 1561 2631 2410 2576
Torb (d) 1.77 3.55 7.16 16.69 15.95
e (×103) 4.1 9.4 1.3 7.4 28.8
ε (×104) 1.3a 2a 0.056a 0.042a 1.3a
B0 (nT) 1850 410b 120 10b 0
a Physical libration amplitude from Noir et al. (2009)
b Order of magnitude from Zimmer et al. (2000) of the magnetic ﬁeld component along
the rotation axis of the moon (see also Kabin et al., 1999).
role of the temperature, we can consider, as an upper bound, a subadiabatic gradient
of the same order of magnitude in the Early Earth (see Sumita & Yoshida, 2003, for a
discussion on this possible stable density stratiﬁcation in the whole early Earth outer core
and its disruption). For the actual Earth, such a stratiﬁcation leads to R˜a ≈ −1.4 · 10−6,
and the dependance R˜a ∝ D3 E2 gives the value R˜a ≈ −2 · 10−7 for the Early Earth.
Considering R˜a ≈ −1 · 10−6 as an upper bound, the formula (4.38) is valid (R˜a ∼ O(β))
and shows that the thermal stratiﬁcation reduces the growth rate by 2%. This conﬁrms
that the role of the temperature can be neglected in the limits considered in this work.
For the last two bodies, note that Venus is in the forbidden band, which means that
whatever the tidal deformation or the Ekman number are, the TDEI cannot grow. Mercury
is slightly below the threshold of the instability and is thus probably stable today. Note
that Mars is clearly stable nowadays (β ≪ √E), but Arkani-Hamed et al. (2008); Arkani-
Hamed (2009) suggested that past gravitational interactions with an asteroid could have
excited a TDEI in the martian core during its fall towards the planet.
4.2.4.2 Synchronized body : libration driven elliptical instability (LDEI)
4.2.4.3 Galilean moons and Titan
The presence of LDEI in Io has been ﬁrst suggested by Kerswell & Malkus (1998).
In Herreman et al. (2009), this suggestion has been reexamined and the magnetic ﬁeld
induced by this possible instability has been quantiﬁed. In the following, this calculation
is re-evaluated and extended to the four galilean moons (Io, Europa, Ganymede and
Callisto), considering the presence of the external magnetic ﬁeld of Jupiter. Titan is also
considered. All necessary data are given in table 4.7 and 4.8.
As described in section 4.2.3.5, we consider an instantaneous diﬀerential rotation
ǫ cos(ωot) for these synchronized bodies. Focusing on the forced librations due to the
orbital eccentricity, the libration frequency is ωo = 1. The amplitude of the libration ǫ is
given by ǫ = 2e for optical librations. For physical librations, obtained for ℜ ≫ 1, ǫ = ε
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Table 4.8 – Stability results in the case of optical librations (ǫ = 2e and β from this table
and table 4.7). For the considered liquid cores, we take as typical values σe = 4·105 S.m−1,
ρ0 = 8 000 kg.m−3 and ν = 10−6 m2.s−1, consistent with a Fe/Fe-S composition. For the
considered subsurface oceans, we take as typical values σe = 0.25 S.m−1 (Hand & Chyba,
2007), ρ0 = 1000 kg.m−3 and ν = 10−6 m2.s−1.
Io Europa Ganymede Callisto Titan
core core core core core
R2/R 0.52b,c 0.38c 0.27d −e 0.35f
η 0 0 0 − 0
E (×1014) 2.7 14 20 − 27
β (×104) 60b 9.7g 3.7h − 1.2i
Λ (×107) 42 4.1 0.7 − 0
σ (yr−1) 0.016 0.0025 −3 · 10−4 − 7 · 10−5
ocean ocean ocean ocean ocean
Crust (km) − 10k 100l 150m 70n
Depth (km) − 100k 150l 150m 200n
R2/R − 0.99 0.96 0.94 0.97
η − 0.94 0.94 0.93 0.92
E (×1014) − 2.0 1.5 4.5 3.5
β (×104) − 9.7g 3.7h 0.72h 1.2i
Λ (×1013) − 21 3.5 0.9 0
σ (yr−1) − 0.0016 −6 · 10−4 −4 · 10−4 −10−4
aPhysical libration amplitude from Noir et al. (2009)
bKerswell & Malkus (1998), considering the static tidal bulge
cHussmann & Spohn (2004)
dBland et al. (2008)
eKuskov & Kronrod (2005)
fGrasset et al. (2000)
gwith k2 ≈ 0.3 (Wahr et al., 2006; Baland & Van Hoolst, 2010)
hEq. (4.19) with k2 ≈ 0.3
i k2 ≈ 1 (Goldreich & Mitchell, 2010)
j Primary (background) ﬁeld (Zimmer et al., 2000)
k Wahr et al. (2006)
l Bland et al. (2009)
mKuskov & Kronrod (2005)
nSohl et al. (2003)
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has to be measured or estimated (see the data in Noir et al., 2009). In any case, the
theoretical analysis is the same, and the use of formula (4.39) with R˜a = 0 (thermal ﬁeld
negligible) and ωo = 1 gives the LDEI threshold. To obtain a unique stability diagram for
all bodies of table 4.7, we deﬁne the quantity
Y2 =
[
ǫ β − 4
17
Λ
] [
α (1− η) f(η)
]−1
, (4.48)
and use the Ekman number based on the thickness Ek = E/(1 − η)2. The threshold for
LDEI given by formulas (4.39) and (4.40)
σ =
17
64
ǫβ − α (1− η) f(η)
√
Ek − 116 Λ ≥ 0 (4.49)
is then equivalent to
Y2 ≥ 6417
√
Ek. (4.50)
This allows to plot the stability diagram shown in ﬁgure 4.15 in the case of the optical
libration (ǫ = 2e) for a quasi-equilibrium hydrostatic bulge calculated with formula (4.19),
corresponding to the optimal case for LDEI (i.e. the maximum possible libration amplitude
and the maximum possible elliptical deformation). In the following, we will discuss the
stability versus the LDEI of the galilean moons, Titan and three Super-Earths. Because
the tidal bulge and the libration amplitudes of theses bodies are not yet known (see the
discussion of Goldreich & Mitchell, 2010), we will represent the results on diagrams in
the (β, ǫ) plane, taking into account the full range of variability of β and ǫ. Therefore,
the upper right corner will correspond to the optimal case for the LDEI : the libration
of a purely deformable body i.e optical libration with ǫ = 2e and an hydrostatic bulge.
The lower left corner corresponds to the libration of a rigid body (physical librations),
associated with the small diurnal tides. In the same way, the lower right corner corresponds
also to physical librations, but with an hydrostatic bulge. Finally, the upper left corner
corresponds to the libration of a purely deformable body (optical libration) associated
to the small diurnal tides amplitude. The relevant physical conﬁgurations for each body
depend on their compositions and will be speciﬁcally discussed in the following for each
of them.
First, we consider Io with the values used in the studies of Kerswell & Malkus (1998)
and Herreman et al. (2009), i.e. a static bulge of ellipticity β = 0.006 and a libration
amplitude assumed to be ǫ = 2e (see table 4.7). As already found by these authors, Io is
found to be unstable with a good level of conﬁdence (typical growth time of 63 years).
However, this is an optimal non-realistic case : the ellipticity used is due to a static frozen
bulge (ℜ ≫ 1), and the libration amplitude is taken equal to 2e, as in the deformable
case (ℜ ≪ 1). Due to its silicate mantle, the core of Io is expected to be in the limit
ℜ ≫ 1, and consequently the ellipticity to consider is indeed β = 0.006 but the libration
amplitude is rather ǫ ≈ 1.3 · 10−4 (see table 4.7), which is 63 times smaller than 2e. With
these more realistic values and taking into account the presence of Jupiter magnetic ﬁeld,
the lower right corner of ﬁgure 4.16 shows that Io is expected to be stable, contrary to
what was expected. However, in order to obtain a better view of the stability in Io, ﬁgure
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Figure 4.15 – LDEI stability diagram for synchronized celestial bodies in the optimal case
for the instability, i.e. an optical libration (ǫ = 2e) for a quasi-equilibrium tide. All values
are given in table 4.7 and the horizontal axis represents the Ekman number Ek based on
the thickness of the ﬂuid layer. The label KM98 for Io reminds that the point is placed
with the values used by Kerswell & Malkus (1998). The zone below the black line, deﬁned
with the viscous surfacic damping coeﬃcient α = 2.62, is the stable zone, whereas the
black dashed lines represent respectively the extremum values α = 1 and α = 10.
4.16 gives the typical growth time of the instability for diﬀerent ellipticities and libration
amplitudes, ranging between the limit cases ℜ ≫ 1 and ℜ ≪ 1, with ǫ = 2e and the
diurnal tidal ellipticity 3eβ ≈ 7 · 10−5, corresponding to a diurnal tide amplitude around
130 m. Futur accurate measurements of the tidal amplitude at the core-mantle boundary
and of the libration amplitude should conﬁrm our prediction.
In the optimal case for instability, ﬁgure 4.15 shows that the liquid core of Europa
is unstable, as already suggested by Kerswell & Malkus (1998), even when taking into
account the Joule dissipation due to the presence of Jupiter magnetic ﬁeld. We calculate
the typical growth time of the instability to be around 400 years, and the associated
dissipation to be on the order of P ∼ 1010 W . This corresponds to a tidal quality factor of
Q ∼ 107, which is two orders of magnitude below the conservative estimation of 3 ·1012 W
for the tidal heating rate on Europa (O’Brien et al., 2002). In reality, only the subsurface
ocean is expected to behave in this optimal case, presented in ﬁgure 4.15 (Goldreich
& Mitchell, 2010). The silicate mantle of Europa should follow a more rigid response,
whose amplitude is controled by the induced dissipation in the ocean. This libration
amplitude of the mantle being not known yet, intermediate behaviours are explored in
ﬁgure 4.17a. Because of this mechanism, we expect the libration of Europa mantle to
follow the behaviour of the icy crust ; consequently, its core is expected to be described by
parameters close to the upper right corner of diagram 4.17a. This shows that the core of
Europa is expected to be unstable. The elastic behaviour of the icy crust above Europa’s
ocean is expected to behave in the deformable limit (ℜ ≪ 1), and ﬁgure 4.17b shows that
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Figure 4.16 – Evolution of the typical growth time Tgrowth = 1/σ of the instability in
Io with the tidal bulge ellipticity β and the libration amplitude ǫ (α = 2.62). The upper
right corner corresponds to the optimal case considered in Kerswell & Malkus (1998) and
Herreman et al. (2009), the upper left corner corresponds to optical librations with a
small tidal amplitude corresponding to diurnal tides (β = 7 · 10−5, ǫ = 2e = 0.0082) and
the lower right corner corresponds to the region of physical librations of the static frozen
bulge (β = 0.006, ǫ = 1.3 · 10−4). The white zone corresponds to the stable zone where
the instability cannot grows because of dissipative eﬀects (at the boundary with the colored
zone, the growth time is inﬁnite). Note that the range of the colorbar is chosen so that
color variations are clearly visible.
the ocean is clearly unstable.
Concerning the two last galilean moons, the core of Ganymede and the subsurface
ocean of Callisto and Ganymede are found to be stable in the optimal case (ﬁg. 4.15). A
LDEI is improbable today. Figure 4.15 shows also that Titan’s core is slightly unstable but
remains in the threshold band of uncertainties. The subsurface ocean of Titan is probably
stable because even in the optimal case for the LDEI, it remains in the vicinity of the
threshold.
4.2.4.4 Super-Earths
The recent discovery of extra-solar telluric planets gives typical examples of synchro-
nized planets in close orbit around their host stars. This particular astrophysical conﬁ-
guration should lead to a vigorous LDEI in their possible liquid cores. In this section,
we consider three Super-Earths, expected to be telluric : 55 CnC e, CoRoT-7b and GJ
1214b, respectively at D = 0.0156 A.U, D = 0.0172 A.U, and D = 0.0143 A.U from their
host star. The data used are from Winn et al. (2011) for 55 CnC e, Valencia et al. (2010)
for CoroT-7b and Charbonneau et al. (2009) for GJ 1214b. They are given in table 4.9.
For CoRoT-7b, the work of Léger et al. (2011) predicts a core composed of liquid metals,
representing 11% of the total planetary volume, as for the actual Earth. The presence
of a liquid core in Super-Earths is still not clear (e.g. Wagner et al., 2011, for CoroT-
7b) but we can reasonably assume that a planetary liquid core could occupy about one
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(a)
(b)
Figure 4.17 – Same as ﬁgure 4.16 but for Europa, considering (a) its possible liquid
core and (b) a 100 km depth subsurface ocean. Both the core and the subsurface ocean of
Europa are expected to behave in the deformable limit, locating their states in the upper
right corner of the diagram. Both are thus found to be unstable.
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Table 4.9 – Physical and orbital characteristics used for the stability calculations in exo-
planets. We take as typical value ν = 10−6 m2 s−1, consistent with a Fe/Fe-S composition.
We use the formula (4.18) to estimate the tidal bulge ellipticity.
CoRoT-7b GJ 1214b 55 CnC e
M (in Earth’s mass) 4.8 6.55 8.57
R (in Earth’s radius) 1.68 2.678 1.63
Torb (d) 0.854 1.58 0.7365
R2/R 1/3a 1/3b 1/3c
e 0.001c 0.001c 0.057d
η 0 0 0
E (×1016) 9.4 6.8 8.6
β (×103) 7 6 5
σ (yr−1) 0.01 0.005 0.45
a Coherent with Léger et al. (2011).
b Coherent with the values from Nettelmann et al. (2010).
c Hypothesis assumed.
d Winn et al. (2011).
third the radius of the planet, which corresponds to 4 % of the total planetary volume.
Because of the proximity of the parent star, these extra-solar planets are expected to
be synchronized. The actual orbital eccentricities of CoRoT-7b and GJ 1214b are not
known. If they are fully circularized and synchronized, no elliptical instability can grow.
On the contrary, if a small libration exists, previous stability formula can be used. Let
assume here an orbital eccentricity of e = 0.001, well beyond the detection limit. Figure
4.15 shows that in the optimal case these three Super-Earths cores are clearly unstable
with a good level of conﬁdence, which means that the LDEI is probably present in their
liquid layers. One can notice that this result is not very sensitive to the hypothesis on the
size of the considered liquid core : for instance, with the values of table 4.9, CoroT-7b
become stable for liquid core aspect ratio R2/R smaller than 1 % (for the optimal case
i.e. optical librations and equilibrium tides). In these estimates, we use the hydrostatic
tidal deformation, which underestimates the real tidal deformation. Note also that larger
orbital eccentricity would lead to more unstable conﬁgurations. Figure 4.18 shows the
inﬂuence of these uncertainties, as well as the eﬀect of smaller libration amplitudes and
tidal deformations. The proximity of the known Super-Earths with their host stars leads
to strong tidal deformations, and the LDEI is then able to grow from very small libra-
tion amplitudes, as shown in ﬁgure 4.18. Same conclusions are obtained for Kepler-10b
(Batalha et al., 2011), assuming the same hypothesis.
4.2.5 Conclusion and discussion
In conclusion, the presence of the elliptical instability in telluric celestial bodies has
been investigated theoretically. New analytical results have been determined to ﬁll the gap
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(a)
(b)
(c)
Figure 4.18 – Same as ﬁgure 4.16 but for CoroT-7b in ﬁgure (a), GJ 1214b in ﬁgure
(b) and 55 CnC e in ﬁgure (c). The true tidal deformation, larger than the hydrostatic
value, leads to an LDEI for a large range of libration amplitudes. Then, the presence of
the LDEI in their liquid cores is very probable, whatever the uncertainty ranges.
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between previous studies and astrophysical applications. In particular, generic formulas
for the growth rate of the elliptical instability driven respectively by tides (TDEI) and
libration (LDEI) have been derived, in the presence of imposed magnetic and thermal
base ﬁelds. It has been shown that an elliptical instability is strongly expected in the
core of the Early Earth, Europa, 55 CnC e, CoRoT-7b and GJ 1214b, as well as in the
subsurface ocean of Europa. Those results are valid for the present state of the considered
bodies, and do not preclude the existence of elliptical instability in the past. For instance,
the Early Earth core was clearly unstable, because of the larger gravitational distortions
when the Moon was closer.
Now, one can wonder what are the signatures and consequences of such an insta-
bility on the planetary dynamics. A ﬁrst consequence would be on the orbital evolution
and synchronization process : indeed, the elliptical instability generates three-dimensional
turbulent ﬂows with cycles of growth, saturation, ﬂuctuations and relaminarization (e.g.
Le Bars et al., 2010). Timescales involved range typically between the spin period and
the typical growth time of the instability. Dissipation rates at the planetary scale, and
consequently the orbital evolution, may then follow the same variations, with periods of
rapid evolution when an elliptical instability is present, followed by more quiescent per-
iods, for instance when the forbidden zone is reached. This increased dissipation should
accelerate the synchronization process, as described in Le Bars et al. (2010), and this
range of timescales should appear in the evolution of the spin rotation rate.
The second consequence would be on heat ﬂux variations at the planetary surface :
indeed, as shown in Cébron et al. (2010c); Lavorel & Le Bars (2010), ﬂows driven by ellip-
tical instability are very eﬃcient in transporting heat by advection. Hence, sub-adiabatic
cores should not be regarded as thermal blankets when tidally unstable. The usual Nusselt
number Nu = Qtot/Qdiff , ratio between the total outward heat ﬂux Qtot and the purely
diﬀusive outward heat ﬂux Qdiff , associated to this heat advection is given by the follo-
wing scaling law, veriﬁed both experimentally (Lavorel & Le Bars, 2010) and numerically
(Cébron et al., 2010c) :
Nu =
0.01√
E
. (4.51)
This leads to a total outward heat ﬂux advected by the elliptical instability about Nu ≈
3 · 104 times larger than a purely diﬀusive outward heat ﬂux. Besides, in the presence of
natural thermal convection, the superimposition of chaotic elliptically driven ﬂows would
induce large scale variations of the same amplitude.
Finally, internal ﬂows driven by elliptical instability are directly responsible for ma-
gnetic ﬁeld generation. The question of whether or not LDEI and TDEI are dynamog‘ene
is still open and remains out of reach of the currently available numerical capacity. But
in any case, elliptically driven ﬂows induce a magnetic ﬁeld from an existing background
one. In order to estimate a typical amplitude of such an induced ﬁeld, we can use the
results of our WKB approach. This shows that the dimensionless induced magnetic ﬁeld
inside the core and the instability velocity u0 are systematically related by
B = i
Rm kx3
k2
u0, (4.52)
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where k and kx3 are respectively the norm and the axial component of the wave vector
of the excited mode of the elliptical instability. This generic expression shows that the
induced magnetic ﬁeld due to the elliptical instability is systematically proportional to
and in quadrature with the velocity ﬁeld due to the instability. In the case of the TDEI,
kx3 = k/2 and in the case of the LDEI, kx3 = ωo k/4 (see respectively the appendix E.1
and E.2). Then, assuming that at saturation, the typical ﬂow induced by instability is
commensurate to the diﬀerential rotation between the ﬂuid and the elliptical distortion
(see table 4.3), we estimate the surface ﬁeld by
bsurf =
Rm kx3
k2
△Ω
Ω
(
R2
R
)3
, (4.53)
where R is the planet radius. Starting from the jovian magnetic ﬁeld component along the
rotation axis, the LDEI in Europa (kx3 = k/4) subsurface ocean is capable of inducing
surface variations of up to ∼ 0.1 % of the ambient ﬁeld (reached for k = 2π/(1− η) and
optical librations, i.e. ǫ = 0.0188), and LDEI in its core up to ∼ 100 % of the ambient
ﬁeld at the surface (reached for k = 2π/(1− η) and physical librations, i.e. ǫ = 2 · 10−4).
Considering the Galileo’s E4 ﬂyby of Europa (see Zimmer et al., 2000; Kabin et al., 1999),
the background z-component of the magnetic ﬁeld is perturbed from 410 nT to 380nT at
a distance of Europa about 1.5 Europa radius. This perturbation of 30nT is of the same
order of magnitude as the possible LDEI induced magnetic ﬁeld from the core. Internal
sources should thus be considered in addition to plasma currents (Kabin et al., 1999) for
the interpretation of Europa magnetic signal.
To ﬁnish with, one should notice that the tide driven elliptical instability (TDEI) and
the libration driven elliptical instability (LDEI) studied here for telluric planets, can also
aﬀect the giant gaseous planets of our solar system (Wicht & Tilgner, 2010), as well as
extra-solar gaseous planets such as the hot-jupiters, whose dramatic tidal deformations
should excite vigorous elliptical instabilities in the planetary atmospheres, but also in
their host stars (Rieutord, 2003; Ou et al., 2007; Cébron et al., 2011).
4.3 Étoiles extra-solaires
Le travail présenté dans cette section constitue une première approche de l’étude de
l’instabilité elliptique dans le contexte des systèmes à Jupiters chauds. Ce travail, mené
en collaboration avec C. Moutou et R. Farès, a été en partie publié dans les actes du
congrès Detection and dynamics of transiting exoplanets qui s’est déroulé à l’Observatoire
de Haute-Provence Cébron et al. (2011).
4.3.1 Introduction
The search for planetary systems shows that a substantial fraction of the observed
stars host extrasolar planets. Methods of detection, such as the radial-velocity method
or the transit method, are most sensitive to large planets on small orbits. Consequently,
many known planets have a mass comparable to that of Jupiter orbiting very close to
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their host stars. This population of planets, the so-called hot Jupiters, currently includes
about 25 % of all known planets (Lanza, 2009). The increasing amount of data on these
systems allows to constrain more precisely the theoretical models of interaction between
two celestial bodies, such as tidal or magnetic mutual inﬂuences (e.g. Cuntz et al., 2000;
Gu & Suzuki, 2009). Indeed, the permanent and systematic presence of tides in binary
systems leads to clear observational evidence of their important roles (see the recent
review of Mazeh, 2007). For instance, the ellipsoidal eﬀect or the apsidal motion 6 are clear
signatures of the tidal deformations, whereas the tidal induced dissipation and angular
momentum exchanges control the orbital evolution of the system, driving it toward a
synchronized state on a cicular orbit (neglecting possible thermal tides, which can drive a
planet away from synchronism : e.g. Gold & Soter, 1969). In the case of systems composed
of a star and a close-in companion, the role of tides has been recently investigated, in
order to tentatively explain for instance : i) the spin-up of stars with hot jupiters (Pont,
2009), ii) the radius anomaly of strongly irradiated planets (Leconte et al., 2010b), iii) the
synchronisation or quasi-synchronisation of the stellar spin (Aigrain et al., 2008). Most
recent observations have attracted our interest to reconsider the possible consequences of
a often ignored ingredient, the elliptical instability. The star τ Boo has a massive planet in
short orbit (4.5 MJup minimum mass and 3.31-day period), and the remarkable property
of a stellar surface rotating synchronously with the planetary orbit. It is possible that tides
from the planet onto the star have synchronised the thin convective zone of this F7 star,
since the mass ratio between the planet and the convective zone is more than 10. Recurrent
spectropolarimetric observations have allowed to reconstruct the global magnetic topology
of the star since 2006, and its evolution. Two polarity reversals have been observed in two
years (Donati et al., 2008; Fares et al., 2009), an evidence for a magnetic cycle of 800
days, much shorter than the Sun’s (22 yrs). The role of the planetary tides on the star in
this short activity cycle was questioned ; a strong shear may take place at the bottom of
the convective zone, triggering a more active and rapidly evolving dynamo.
The Spin-orbit misalignement 7 of one third of transiting hot jupiters (Winn et al.,
2010) also questioned the role of tides in such systems, since the tides are responsible for
alignement of the planes, circularization of the orbit and synchronisation of periods. The
classical idea of planet formation and migration within a disk was also challenged by such
observations. Tidal instabilities may cause the rotational axis of both bodies in the system
to change orientation with time, at a relatively short timescale. Misaligned systems could
thus show unstable rotation axes of stars, rather than tilted orbital planes of the planet.
Tidal implications on the internal structure of planets were already reported (Leconte
et al., 2010b). Since the power dissipated by tides could generate radius anomaly, then
the additional power generated by tidal instabilities should also be taken into account in
planet modeling.
6. The apsidal motion, which is the precession of the line of apsides of a non-circular orbit (the line of
apsides, also called apse line is deﬁned by the periapsis and apoapsis for elliptical orbit, and by the orbit’s
periapsis and focus for parabolic and hyperbolic orbits), is due to the mutual tidal distorsion in a binary
system (the ﬁrst correct, and now classical calculation, of this motion was made by Cowling, 1938). A
famous example of apsidal motion, for instance, is the perihelion precession of Mercury.
7. The angle considered is the angle between the stellar spin axis and planetary orbit normal (as
projected on the sky).
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4.3.2 Elliptic instability in astrophysics : growth rate and observables
In an astrophysical context, the TDEI has been suggested in accretion disks by Good-
man (1993) who ﬁrst explore its role in angular momentum transport. His results are
later conﬁrmed by two-dimensional numerical simulations of Ryu & Goodman (1994),
which show that the instability induces no signiﬁcant angular momentum transport in
this context (see also Lubow et al., 1993; Balbus & Hawley, 1998). However, Lebovitz &
Zweibel (2004) conﬁrm that its presence in accretion disks is possible (see also Mizerski
& Bajer, 2009), as well as in the inner parts of barred galaxies, in which the gas ﬂow
is slightly elliptical, where the instability could be a source of turbulence. Its presence
in accretion disks has recently been reinvestigated, considering the presence of elliptical
vortices in these disks (e.g. Lesur & Papaloizou, 2009a,b; Lyra & Klahr, 2010). The pos-
sible presence of a TDEI in stars is ﬁrst explored by Lebovitz & Lifschitz (1996b,a), who
revisit the classical problem of the stability of Riemann ellipsoids. These ellipsoids are
stationary incompressible ﬁgures of equilibrium, representing very simple self-gravitating
stellar models. Even if the existence of their compressible couter-parts has been questio-
ned (Chambat, 1994; Filippi et al., 1996, 2002), examples have been theoretically and
numerically found (e.g. Cazes & Tohline, 2000; Ou, 2006), which proves the relevance of
this simple model. Lebovitz & Lifschitz (1996b,a) show theoretically that certain of these
incompressible ellipsoids, with elliptical streamines, are prone to the TDEI, which desta-
bilize the ﬁgure of equilibrium. This result has been conﬁrmed and numerically extended
to polytropic Riemann ellipsoids by Ou et al. (2004, 2007), showing that the elliptical
instability is able to grow on fully compressible ﬂuid ﬂows. Finally, so far the presence of
the TDEI in a star deformed by tidal forces has been proposed by Rieutord (2003) who
gave the ﬁrst description of its possible consequences.
4.3.2.1 Model
Let us consider the star as a massive ﬂuid body, with its own spin and tidally deformed
by an orbiting extra-solar planet. For our purpose, the considered layer of the star can
be modeled as a rotating ﬂow inside a ﬁxed triaxial ellipsoidal shell of outer axes (a, b, c),
where c is the length of the polar axis. In the following, we will use the mean equatorial
radius Req = (a + b)/2 as the lengthscale. We introduce also a timescale Ω−1 using
the tangential velocity along the deformed outer boundary at the equator U = ΩReq.
Then, the hydrodynamic problem is fully described by ﬁve dimensionless numbers : the
ellipticity β = |a2− b2|/(a2+ b2), the shell aspect ratio η, the aspect ratio c/b, the Ekman
number E = ν/(ΩR2eq), where ν is the kinematic viscosity of the ﬂuid and the ratio
ΩG = Ωorb/(Ω− Ωorb) where Ωorb is the orbital rate and Ω the ﬂuid angular velocity.
4.3.2.2 Calculation of the instability growth rate
As previously stated, the elliptic instability comes from a parametric (triadic) reso-
nance and takes place in any rotating ﬂuid whose streamlines are (even slightly) elliptically
deformed. In the usual hydrodynamic case, the underlying strain ﬁeld responsible for the
elliptic deformation is in resonance with two inertial waves (Bayly, 1986; Waleﬀe, 1990).
However, in the presence of an extern magnetic ﬁeld, magneto-inertial waves can also be
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in resonance in the limit of non-diﬀusive magnetic ﬁeld i.e. in the limit of ideal magne-
tohydrodynamic (Lebovitz & Zweibel, 2004; Mizerski & Bajer, 2009, 2011) : this is the
so-called magneto-elliptical instability. In the same way, when a density stratiﬁcation is
present, gravito-inertial waves can be coupled in the non-diﬀusive limit (Le Bars & Le
Dizès, 2006; Guimbard et al., 2010) : this is the so-called gravito-elliptical instability.
In this work, we consider only the coupling of inertial waves, neglecting the eﬀects of a
possible density stratiﬁcation or the presence of a magnetic ﬁeld (see also Cebron et al.,
2011, for a discussion on these speciﬁc points). Note, however, that convective ﬂows are
in no case a problem for the instability to grow (Lavorel & Le Bars, 2010; Cébron et al.,
2010c; Wicht & Tilgner, 2010).
In most of the previous studies on the tidal instability, it is assumed that the tidal
deformation is ﬁxed and that the excited resonance is the so-called spin-over mode, which
corresponds to a solid body rotation around an axis perpendicular to the spin axis of the
system. This is indeed the only perfect resonance in spherical geometry in the absence of
rotation of the elliptical deformation (Lacaze et al., 2004). But in all natural conﬁgura-
tions such as binary stars, moon-planet systems or planet-star systems, orbital motions
are also present. This implies that the gravitational interaction responsible for the tidal
deformation is rotating with an independent angular velocity Ωorb diﬀerent from the spin
of the considered star. This signiﬁcantly changes the conditions for resonance and the
mode selection process, as recently studied in (Le Bars et al., 2007, 2010). A very im-
portant point is the apparition of a so-called ’forbidden zone’ where the tidal instability
cannot grow whatever the deformation and the rotation rates are. This forbidden zone
is simply given by the following kinematic conditions −1 ≤ Ω/Ωorb ≤ 1/3. This is a key
point when observing natural systems possibly aﬀected by the tidal instability. Outside
from this forbidden zone, the growth rate of the tidal instability is given by (see e.g. the
appendix E.1 or Craik, 1989).
σ =
(2 ΩG + 3)2
16 |1 + ΩG|3 β −K E
γ , (4.54)
where the ﬁrst term on the right-hand side comes from the inviscid local analysis (see
the appendix E.1). The second term is due to the viscous damping of the instability. The
pre-factor K depends on the excited mode of the tidal instability and on the aspect ratio
η, the exponent γ depends on the kind of the viscous damping. If the surfacic damping is
dominant, as in the case of no-slip boundaries, γ = 1/2. On the contrary, in the absence
of surfacic viscous damping, the volumic damping in the bulk of the ﬂow is dominant
and then γ = 1. In the case of a planetary core or experiments, the boundary conditions
are no-slip and the situation is unambiguous : the surfacic damping is dominant. But in
the case of stars, the boundary conditions between the radiative and the convective zones
are less clearly deﬁned. Concerning the viscous pumping/dissipation, the astrophysical
literature shows a disagreement between Tassoul (1987, 1995), who argue that it scale as
E1/2 (see also Tassoul & Tassoul, 1990, 1992a,b, 1997) and Rieutord (1992); Espinosa Lara
& Rieutord (2007); Rieutord (2008a), who argue that this Ekman pumping/dissipation is
rather proportionnal to E (see also Rieutord & Zahn, 1997). In the framework considered
by these authors i.e. for an incompressible homogeneous ﬂuid star, there is no ambiguity
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for us : the viscous pumping/dissipation scales as E. However, we can imagine a more
complex model where an Ekman layer exists at the boundary between the radiative zone
and the convective zone (and not at the surface of the star as thought by Tassoul), due to
a viscosity/density jump and velocity gradients (for instance induced by the presence of
the elliptical instability in the convective zone or in the radiative zone). In this case, the
viscous pumping/dissipation scale as E1/2 (but not for the reasons presented by Tassoul).
In this work, we will consider both models in order to obtain conservative results.
4.3.2.3 Observables due to the tidal instability
The tidal instability is expected to be dynamog‘ene, as already suggested in Malkus
(1993), Lacaze et al. (2006) or Arkani-Hamed et al. (2008); Arkani-Hamed (2009). In this
case, the magnetic ﬁeld dynamics should be very diﬀerent from the dynamics driven by
a thermo-solutal convective dynamo. Another interesting feature from an astrophysical
point of view is the inclination of the rotation axis of the ﬂow due to the spinover mode,
or at least the modiﬁcation of the apparent rotation axis when an elliptical instability is
present. Indeed, this could be directly related to the spin-orbit obliquity angle. In this
case, there is no need to evoke a supplementary non-observable third body to justify the
obliquity. The inclination of the rotation axis would be a direct consequence of the tilted
rotation axis of the stellar ﬂow. Note that in this case, as there is no supplementary torque
acting on the star, the conservation of the angular momentum will imply that the rotation
axis of the Hot Jupiter will also be tilted.
Finally, the tidal instability modiﬁes the whole ﬂow, which leads to a stronger viscous
dissipation. This supplementary dissipation is larger than the simple dissipation induced
by the tidal strain of the elliptically distorted basic ﬂow. This supplementary dissipation
could be very important for the synchronization process (see Le Bars et al., 2010). We
also expect that this extra dissipation and supplementary heat release could be related
to the observed radius anomaly.
4.3.3 Application to hot-jupiter systems
In this section, we consider 29 hot-jupiter systems (physical and orbital characteristics
given in the appendix G), and previous expressions will be used to evaluate their stability
versus the elliptical instability.
4.3.3.1 Tidal deformation
We note M , R, respectively the mass and the radius of the star, M2 the mass of the
body responsible for the tidal deformation and D the distance between the two. As in
section 4.2.2.6, the ellipticity due to tidal forces can be written
β =
3
2
h2
M2
M
R3
D3
(4.55)
with the radial displacement Love number h2, directly linked to the potential Love number
k2 by h2 = 1+ k2. A lower bound of the tidal deformation is thus given by k2 = 0, which
is the limiting case of a massless tidal bulge. Then, taken into account the gravitational
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potential of the tidal bulge systematically increases the tidal deformation. This inﬂuence
is completely encompassed into k2, which depends only on the density proﬁle at ﬁrst
order. This density proﬁle can be obtained in assuming that the star is constituted of a
polytropic 8 gas ﬂuid, which is a good commonly used approximation. In this model, the
polytropic index n ranges typically between n = 3/2, representative of a fully convective
star, and n = 3, which gives a stably stratiﬁed polytropic ﬂuid and is thus representative
of radiatives zones (e.g. Horedt, 2004). For these two limiting polytropes, the potential
Love numbers are repectively k2 ≈ 0.3 and k2 ≈ 0.03 (Brooker & Olle, 1955). According
to Mazeh (2007), typical model of stars leads to k2 ∈ [0.001; 0.01], depending on the
stellar mass and age. In order to be conservative, we consider the lower bound k2 = 0 (see
also Claret & Willems, 2002; Landin et al., 2009, for estimations of k2 from the apsidal
motions constants).
4.3.3.2 The stellar model
We model the considered stars as a two zone system : a convective zone where thermal
convection is the dominant physical process and a radiative thermally stratiﬁed zone. The
considered stars are about twice more massive than the Sun, and the convective zone is
thus systematically above the radiative zone (e.g. Kippenhahn &Weigert, 1990). We focus
on the external convective zone. Considering this external layer with a ratio η given by the
depth of the convective zone Rcz 9, we estimate the growth rate of the elliptical instability
using equation (4.54). Note that the convective ﬂuid motions should not signiﬁcantly
modify the growth rate. Indeed, the Ekman number is typically about 10−11 whereas
the thermal Rossby number in the convective zone is about Ro ∼ 0.1 − 1 : according
to the study presented in section 2.6, this does not prevent the instability to grow. The
molecular kinematic viscosity inside this zone is calculated considering the molecular
kinematic viscosity of the Sun and assuming a temperature dependance in T−5/2. This
leads (e.g. Rieutord, 2008b) to ν = 0.001 (5800/ς)5/2, with ς the surface temperature of
the star in Kelvin unit, and ν in m2 s−1.
4.3.3.3 Stability analysis with free-slip boundaries
In this case, the prefactor K of the viscous damping term in equation (4.54) is simply
the square of the wavenumber k = 2π/λ =
√
K of the excited mode. However, the value
of k, needed to calculate explicitly the damping term, changes with the excited mode. A
lower bound estimation for k is given by k = π/(1 − η), which corresponds to the ﬁrst
unstable mode (a half wavelength inside the gap of the shell). A relevant upper bound is
diﬃcult to obtain. However, the balance between the typical inviscid growth rate β and
the volume damping term leads to a typical wavelength λ = 2π/k given by l ∼ √E/β.
Then, with typical values E/β ∼ 10−10, we obtain λ ∼ 10−5, which is larger than the
Kolmogorov microscale E3/4 ∼ 10−12 given by the Kolmogorov theory which is the scale
8. A polytropic ﬂuid is deﬁned by the equation of state p = A ρ1+1/n where p is the pressure, ρ the
density and (A,n) two constants (see the review of Horedt, 2004, on polytropes).
9. In the Sun for instance, the convective zone is located above Rcz ≈ 0.7 R⊙, where R⊙ is the Sun
radius.
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Figure 4.19 – Typical timescale τ = σ−1 for the inviscid growth of the tidal instability
in stars, calculated over a whole orbit. Consequently, when the orbital eccentricity of the
Hot-Jupiter is 0, the (host) star is represented by a point (e.g. CoRoT-3 or Tau-Boo),
whereas an elliptic orbit leads to lines (e.g. HAT-P-2 or HD80606).
limit between molecular dissipation and turbulent dissipation. This shows in particular
that the diﬀerent scales are well separated in the ﬂow, allowing the elliptic, large scale
instability to grow. Assuming k ∼ O(1), the calculated dissipative term is so small that it
can be neglected. We thus can consider that this free slip boundaries case leads to a growth
rate of the same order of the inviscid growth rate σ. The associated typical timescales
τ = 1/σ is thus chosen to represent the strength of the instability (ﬁg. 4.19). This model
is correct provided that τ ≫ Ω−1orb, which allows to consider a quasi-static situation, and
τ ≪ τ2 where τ2 is the typical time of stellar evolution. For instance, considering the
synchronization time τ2, it follows that the presence of the tidal instability is expected in
the range 10 y ≪ τ ≪ 106 y. This gives 8 unstable stars.
4.3.3.4 Stability in presence of an Ekman layer
Considering that the viscous damping term in the growth rate expression scales as
E1/2, the situation is similar to the situation met in experiments or in telluric planets
(section 4.2), i.e. with no-slip boundaries. In this case, we have K = α (1 + η4)/(1 −
η5)α f(η), with α = O(1) a constant, equal to α = 2.62 for the spinover mode of the tidal
instability. This allows to deﬁne a threshold and then to plot the stability diagram shown
in ﬁgure 4.20 which summarizes the results. Equation (4.54) allows to write the stability
condition σ ≥ 0 equation under the form :
Y = β
(
αf(η)
√
E
)−1 ≥ 16 |1 + ΩG|3
(3 + 2ΩG)2
(4.56)
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Figure 4.20 – Stability diagram using a dominant surfacic dissipation as in Tassoul’s
model. Considering the equation (4.56), the zone below the black line, deﬁned with α =
2.62, is the stable zone, whereas the black dashed lines represent α = 1 and α = 10. The
yellow zone is the so-called ’forbidden zone’, given by Ωspin/Ωorb ∈ [−1; 1/3]. Among the
29 stars considered, 17 are in the forbidden zone and 8 are unstable.
which deﬁnes the vertical axis Y used in ﬁgure 4.19 (see also section 4.2.4.1). As can be
seen on ﬁg. 4.20, among the 12 stars outside the forbidden zone, 8 stars are found to be
unstable (σ > 0), which are the same as in the previous model except that HD179949 is
replaced by CoRoT-4.
4.3.4 Results and discussions
Due to a selection bias (hot Jupiters have orbital periods less than 5-10 days and
exoplanets are mainly found around low rotator stars with rotational periods more than
20 days, hence Ω/Ωorb ≤ 1/3), 17 stars lie in the forbidden zone : WASP-17, WASP-10,
WASP-19, WASP-18, Kepler-5, TrES-3, HD41004B, CoRoT-7, GJ-674, HD189733, HAT-
P-1, HD149026, TrES-2, TrES-1, CoRoT-1, HAT-P-7, WASP-14. Outside the forbidden
zone, the stars found to be unstable with both dissipation models are CoRoT-6, τ Boo,
CoRoT-2, CoRoT-3, XO-3, HAT-P-2. Apart these ones, HD179949, HD80606, CoRoT-4
could also be unstable (with a lower level of conﬁdency) whereas HD17156 is probably
stable. Tidal unstability could be invoked to explain the misaligned spin-orbit axes of XO-
3b, CoRoT-3b and HD 80606b. The spin-orbit misalignement of WASP-17b, CoRoT-1b,
HAT-P-7b a,d WASP-14b (all included in our sample but in the forbidden zone) could
be explained by an evolution of the system involving tidal unstability occurring before
the stellar spin-down. Finally, the short-cycled star τ Boo has been demonstrated to be
among the most unstable stars of our sample : not only tides from the planet have an
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impact on the system’s evolution, but now we can also describe explicitly this process
with a physical mechanism, the elliptical instability.
The consequences of tidal instability in hot-jupiter systems have to be deeper inves-
tigated : internal structure of stars and planets, misalignement or evolution of the stellar
(and planetary) rotation axis, eﬀects on the dynamo. The calculations have to be applied
to a larger sample of systems, where the stellar rotation period would be measured with
accuracy. This work is underway, showing that a large number of stars could be unstable.
A complementary aspect of this work is to study the presence of an elliptical instability in-
side the hot-jupiter. An observational proxy of this presence could be the radius anomaly
(see Leconte et al., 2010a,b, for details) observed for certain hot-jupiters (ﬁrst results on
this point in the appendix H). Finally, the presence of these elliptic instabilities should
force the orbital parameters of the binary system to evolve, which could put constraints
on the observation of the elliptic instability. Finally, we can wonder about the momentum
conservation on this kind of binary system if an elliptic instability is excited : How is
the surface of the star modiﬁed by the elliptic instability (the only one work considering
this point is Ou et al., 2007) ? What about the mechanical coupling by the tidal bulges
between the star and the planet ? As shown in the appendix H, the study of these issues is
in progress, both with theory and numerical simulations, in collaboration with J. Leconte
from the CRAL (Lyon).
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4.4 Synthèse du chapitre 4 et publications
En section 4.1, un scénario alternatif est proposé pour expliquer la dynamo lunaire
primitive : des impacts météoritiques successifs à l’époque du grand bombardement tardif
(LHB), pourraient avoir temporairement désynchronisé la Lune, donnant naissance à un
écoulement complètement turbulent excité par instabilité elliptique. Les impacts les plus
violents ont pu générer un champ magnétique en surface de l’amplitude des signaux
mesurés. Ce type de dynamo inertielle, proposé ici pour la Lune primitive, devrait être
systématiquement considéré comme une alternative viable au modèle convectif, valide
pour la Terre. Ce travail, mené en collaboration avec M. A. Wieczorek, Ö. Karatekin et
M. Laneuville, a fait l’objet d’une soumission dans Nature.
En section 4.2, les résultats théoriques des études précédentes sur l’instabilité elliptique
ont été réévalués et étendus aﬁn d’évaluer sa pertinence dans un contexte astrophysique.
La stabilité des corps telluriques du système solaire et de trois Super-Terres (55 CnC e,
CoRoT-7b et GJ 1214b) a ainsi pu être quantiﬁée. La Terre primitive semble être la seule
planète tellurique du système solaire instable pour la TDEI (i.e. l’instabilité elliptique
avec une rotation diﬀérentielle constante entre le ﬂuide et la déformation elliptique).
Concernant la LDEI (i.e. l’instabilité elliptique avec une rotation diﬀérentielle oscillante en
temps entre le ﬂuide et la déformation elliptique), le noyau liquide de Io est a priori stable,
contrairement à ce qui avait été proposé dans la littérature, mais Europe et les trois Super-
Terres sont clairement instables. L’océan de subsurface d’Europe et le noyau de Titan
sont instables, mais restent dans la gamme d’incertitude sur le seuil. Naturellement, cela
n’exclut pas des situations plus instables dans le passé. Ce travail, mené en collaboration
avec C. Moutou, a fait l’objet d’une soumission à Astronomy & Astrophysics.
Enﬁn, des premiers résultats sur les systèmes à Jupiters chauds sont présentés en
section 4.3. Cette étude a été initialement motivée par l’étoile τ -boo, dont les renverse-
ments rapides du champ magnétique ont été attribués à des eﬀets de marées. Les résultats
montrent qu’une instabilité elliptique au sein de τ -boo peut en eﬀet être présente, ce qui
est encourageant. L’étape suivante, menée en collaboration avec J. Leconte, sera d’étudier
la stabilité d’une planète de type Jupiter chaud, et les échanges de moment cinétique entre
l’étoile et la planète.
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Conclusions et perspectives
5.1 Conclusions
Depuis sa découverte il y a une quarantaine d’années, l’instabilité elliptique s’est peu
à peu imposée comme un élément important des écoulements tournants. Si son excitation
par les forces de marées au sein des écoulements géo et astrophysiques a été suggérée très
tôt (Malkus, 1989), sa présence dans un tel contexte soulève un certain nombre de ques-
tions. En eﬀet, les écoulements d’échelle planétaire impliquent de nombreuses complexi-
tés susceptibles d’empêcher la croissance d’une instabilité. Ainsi, outre les particularités
géométriques et cinématiques de tels écoulements, des forçages mécaniques tels que la
précession ou la libration interfèrent avec le forçage de marées (chapitre 1). Par ailleurs,
des ingrédients physiques supplémentaires sont à prendre en compte comme la présence
d’un champ de températures et donc éventuellement d’écoulements convectifs ou la pré-
sence d’un champ magnétique externe. Ce travail théorique, numérique et expérimental
apporte des éléments de réponses à ces questions, conﬁrmant la pertinence de l’instabilité
elliptique dans un contexte naturel.
L’étude de l’instabilité elliptique en géométrie ellipsoïdale pose des diﬃcultés, aussi
bien d’un point de vue expérimental où des conteneurs très déformables ont dû être inven-
tés (Lacaze, 2004), que d’un point de vue numérique où des géométries non-axisymétriques
doivent être considérées. Au cours de ce travail, un modèle numérique a donc été validé,
permettant les premières simulations numériques de l’instabilité elliptique en géométrie
ellipsoïdale (sections 2.1 et 2.2). Nous avons inclu dans ces simulations des complexités
géométriques (aplatissement planétaire, présence d’une graine interne solide) et cinéma-
tiques (mouvement orbital) dont l’inﬂuence sur l’instabilité elliptique a été quantiﬁée.
Des lois d’échelles sur l’amplitude de l’écoulement généré et sur la puissance dissipée par
l’instabilité ont également été obtenues et conﬁrmées numériquement (section 2.3). De
telles lois d’échelles sont primordiales car les régimes de paramètres des écoulements na-
turels sont actuellement inaccessibles aux expériences et aux simulations numériques, et
les résultats pourront ainsi être extrapolés.
Sur un astre parfaitement synchronisé en orbite circulaire, comme Charon en orbite
autour de Pluton, le bourrelet de marée s’aligne à chaque instant sur un même méridien.
Une instabilité elliptique au sein d’une couche ﬂuide d’un tel astre n’est alors pas possible.
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Cependant, pour un astre synchronisé en orbite elliptique comme notre Lune, le bourrelet
de marées oscille faiblement du fait de la libration. Conﬁrmant une prédiction purement
théorique de Kerswell & Malkus (1998), nous avons montré qu’une telle libration est
susceptible d’exciter une instabilité elliptique au sein d’un tel astre (section 2.4). Des
formules analytiques ont été obtenues par une analyse locale de stabilité et comparées
avec succès aux résultats des simulations numériques, conﬁrmant leur pouvoir prédictif
pour l’étude de stabilité des écoulements planétaires.
L’interaction des forçages de marées et de précession a également été étudiée. Pour
ce faire, les analyses théoriques de Poincaré (1910) et Busse (1968) ont été étendues
et comparées dans le cas d’un ellipsoïde triaxial en précession (section 2.5). L’excellent
accord avec les simulations numériques conﬁrme la validité de ce premier pas vers l’étude
complète de cette interaction. Une fois encore, l’instabilité elliptique est susceptible d’être
excitée, montrant que la présence de précession n’est pas suﬃsante pour l’empêcher de se
développer.
Un champ thermique est systématiquement présent dans les écoulements naturels, et la
présence ou l’absence d’une instabilité elliptique pourrait être assujettie à son inﬂuence.
Pour être légitime, l’étude de ce point doit considérer des équipotentielles gravitation-
nelles ellipsoïdales, ce qui est très diﬃcile à mettre en place expérimentalement. L’outil
numérique est donc indispensable dans ce cas, et nous a permis de conﬁrmer qu’une in-
stabilité elliptique peut se développer aussi bien sur des écoulements convectifs que sur
des écoulements stratiﬁés stables (section 2.6). Toujours dans l’optique de l’extrapolation
aux régimes géophysiques, des lois d’échelles sur le transport de chaleur par l’instabilité
elliptique ont été obtenues et validées numériquement.
La magnétohydrodynamique de l’instabilité elliptique constituait une motivation pour
ce travail. En eﬀet, la capacité de l’instabilité elliptique à générer un champ magnétique
par eﬀet dynamo est extrêmement diﬃcile à étudier expérimentalement, et justiﬁe donc
le recours à l’outil numérique (chapitre 3). Les premières simulations numériques de l’in-
stabilité elliptique en géométrie ellipsoïdale sous un champ magnétique ont donc été déve-
loppées, conﬁrmant des lois d’échelles sur l’induction de l’instabilité. L’étude de la conﬁ-
guration dynamo a aussi été commencée, mais aucune dynamo n’a été obtenue à ce jour à
partir de l’écoulement de l’instabilité elliptique. Soulignons toutefois que les écoulements
considérés restent très laminaires du fait de la puissance de calcul dont nous disposons et
qu’il n’est donc pas du tout exclu que de telles dynamos puissent être obtenues pour des
nombres de Reynolds magnétiques plus élevés.
La partie expérimentale de ce travail est ensuite décrite, basée sur un dispositif d’étude
magnétohydrodynamique de l’instabilité elliptique en géométrie cylindrique. En eﬀet, une
telle géométrie présente une grande richesse de comportements non-linéaires, et l’inter-
action des écoulements hydrodynamiques avec le champ magnétique constitue un sujet
d’étude intéressant du point de vue des systèmes dynamiques. Les régimes de paramètres
expérimentaux accessibles ayant été explorés et les écoulements caractérisés (section 3.6),
le dispositif a ensuite été modiﬁé aﬁn de mettre en place une dynamo synthétique (section
section 3.7). L’amplitude maximale du champ magnétique pouvant être imposé étant assez
grande pour restabiliser l’écoulement par dissipation Joule, ce dispositif permet d’étudier
la saturation par l’écoulement d’une telle dynamo, ce qui est particulièrement original.
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Des premiers résultats en ce sens ont été présentés.
Finalement, les résultats obtenus sont utilisés aﬁn de savoir quelles sont les planètes,
lunes et étoiles concernées par la présence possible de cette instabilité, et ses possibles
conséquences. Le cas particulier de la Lune et de son champ magnétique est d’abord
considéré en section 4.1. Même si la Lune ne génère plus de champ magnétique actuelle-
ment, les roches en surface portent la trace d’un champ magnétique passé dont l’origine
reste controversée. En eﬀet, le ﬂux de chaleur à travers le noyau liquide lunaire semble
n’avoir jamais été suﬃsant pour alimenter une dynamo de type convectif. Nous avons
donc proposé un modèle alternatif basé sur l’instabilité elliptique : à l’époque du grand
bombardement tardif, les impacts météoritiques, violents et fréquents, pourraient avoir
temporairement désynchronisé la Lune, excitant dans son noyau liquide une instabilité el-
liptique générant une dynamo. Ainsi, sous l’hypothèse d’un écoulement capable d’exciter
une dynamo, un tel scénario est évalué et comparé aux données disponibles. Combinant
nos résultats, nous montrons qu’un tel mécanisme est capable de générer des champs ma-
gnétiques en surface de quelques µT sur quelques dizaines de milliers d’années, en accord
avec les mesures paléomagnétiques.
À partir d’une analyse de stabilité généralisée, une étude générique des astres tellu-
riques, plus proches de nos études théoriques, expérimentales et numériques, a ensuite
été menée en section 4.2, aboutissant au résultat suivant : l’instabilité elliptique doit
être prise en compte dans l’étude du noyau liquide de la Terre primitive, de Europe et
des Super-Terres extra-solaires en orbite rapprochée autour de leur étoile, et, de manière
moins probable, au sein de l’océan de subsurface de Europe. Nous avons également montré
que l’instabilité elliptique pourrait expliquer une part importante (jusqu’à 100 %) de la
composante axiale du champ magnétique induit d’Europe. Notons que le noyau liquide
de Io est, en revanche, probablement stable, contrairement à ce qui avait été suggéré dans
la littérature (Kerswell & Malkus, 1998).
Enﬁn, la section 4.3 s’inscrit dans un contexte astrophysique en considérant la stabilité
des systèmes extra-solaires à Jupiters chauds. Parmi la trentaine d’étoiles extra-solaires
considérées, un grand nombre se trouve dans une zone de paramètres où l’instabilité
elliptique ne peut pas se développer, et ce quelles que soient les forces de marées en jeu,
mais 6 d’entre elles sont probablement sujettes à l’instabilité, à savoir CoRoT-6, Tau-Boo,
CoRoT-2, CoRoT-3, XO-3 et HAT-P-2. Ces résultats sont encourageants car des indices
observationnels de la présence de l’instabilité pourraient être obtenus sur ces systèmes.
Ainsi, le champ magnétique de Tau-boo s’est renversé deux fois en deux ans, ce qui a
été attribué aux eﬀets de marées du jupiter chaud Tau Boo-b en orbite rapprochée, sans
toutefois que le mécanisme sous-jacent soit explicité.
5.2 Perspectives
D’un point de vue de mécanique des ﬂuides, l’étude des instabilités secondaires de
l’instabilité elliptique, initiée par Mason & Kerswell (1999) en géométrie cylindrique, est
à poursuivre en géométrie ellipsoïdale. En eﬀet, de telles instabilités secondaires sont in-
évitables dans les régimes de paramètres des écoulements planétaires. De plus, l’étude
magnétohydrodynamique expérimentale menée dans ce travail semble indiquer que de
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telles instabilités diminuent la vigueur de l’écoulement généré par l’instabilité elliptique,
ce qui reste à conﬁrmer et à analyser (Herreman et al., 2010). Toujours d’un point de
vue hydrodynamique, un ingrédient important des écoulements naturels, en particulier
pour les étoiles, est la compressibilité du ﬂuide. L’étude de l’instabilité elliptique au sein
d’un ﬂuide compressible, déjà initiée par Ou et al. (2007), est à poursuivre en présence de
forces de marées, et des simulations numériques sous l’approximation anélastique sont en
cours de développement. En eﬀet, même si Ou et al. (2007) ont montré que l’instabilité
elliptique n’est alors pas inhibée, son développement et sa saturation dans un tel contexte
devraient être perturbés par le travail que nécessite le brassage d’un ﬂuide stratiﬁé for-
tement compressible. Enﬁn, nous avons tout juste initié l’étude des interactions entre les
diﬀérentes instabilités excitées par les forçages mécaniques de marées, précession et libra-
tion. Ainsi, il reste à caractériser la compétition entre instabilité elliptique, instabilité de
précession (visqueuse ou inertielle), instabilité centrifuge et instabilité des couches d’Ek-
man en géométrie ellipsoïdale car elles sont toutes susceptibles de se développer au sein
des noyaux liquides planétaires.
D’un point de vue astrophysique, le travail mené en collaboration avec C. Moutou et J.
Leconte se poursuit aﬁn d’obtenir des preuves observationnelles de la présence de l’insta-
bilité elliptique au sein des systèmes extra-solaires. Cette recherche tourne essentiellement
autour de trois axes. Tout d’abord, la présence de l’instabilité elliptique au sein de l’étoile
devrait modiﬁer son axe apparent de rotation, donc son angle spin-orbite, ainsi que son
champ magnétique, ce qui devrait être statistiquement visible dans les mesures lorsque
le nombre de systèmes analysés sera assez grand. Par ailleurs, une instabilité elliptique
peut probablement se développer au sein de la planète de type jupiter chaud, menant à
une dissipation en volume accrue qui pourrait expliquer les anomalies de rayons obser-
vées. Des premiers résultats sur ce point montrent en eﬀet une certaine corrélation entre
l’anomalie de rayon et l’eﬀet de marées. Enﬁn, cette dissipation interne et la conservation
du moment angulaire du système impliquent que la croissance de l’instabilité elliptique
se répercute probablement par une évolution rapide des paramètres orbitaux du système.
Une telle évolution à travers le couplage gravitationnel ou magnétique reste à caractériser
et à comparer aux données disponibles. Pour ce faire, des simulations numériques avec
glissement au lieu d’une adhérence à la paroi ont été développées et leur exploitation est en
cours. De ce point de vue, l’extension de ces simulations au cas d’une paroi se déformant
sous l’eﬀet des contraintes ﬂuides, entre autre dues à l’instabilité, est en cours d’étude.
De telles simulations permettraient d’étudier le développement de l’instabilité elliptique
en présence d’une surface libre, ce qui pourrait donner lier à une saturation non-linéaire
de l’instabilité par déformation des parois.
D’un point de vue géophysique, un travail mené de concert avec A. Sauret nous a
amené à collaborer avec N. Rambaux aﬁn de quantiﬁer l’inﬂuence des forçages de marées,
précession et libration et des instabilités associées et de les comparer aux mesures. Ainsi,
des mesures de libration d’une précision de quelques mètres devraient être disponibles
prochainement avec les missions vers Europe et Ganymède de la sonde NASA/ESA EJSM.
Il sera alors possible de contraindre les intérieurs de ces satellites galiléens en comparant
les mesures aux prédictions de modèles théoriques de librations. Cependant, les précisions
en jeu sont telles que la prise en compte des eﬀorts ﬂuides au sein des éventuels noyaux
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liquides et des océans de subsurface doit être modélisée le plus précisément possible. Par
ailleurs, les modèles de nutation tels que les célèbres modèles SOS (Sasao et al., 1980)
ou MHB (Mathews et al., 2002) utilisent des constantes de couplage entre le manteau
et le noyau qui rendent correctement compte des mesures mais qui restent diﬃciles à
contraindre et expliciter d’un point de vue physique. Des travaux récents d’inversion des
données (Koot et al., 2010; Koot & de Viron, 2011; Koot & Dumberry, 2011) ont obtenu
des valeurs précises de ces constantes, ce qui motive des comparaisons entre ces valeurs
et ce qui peut être prédit à partir de lois d’échelles.
Enﬁn, l’étude magnétohydrodynamique de l’instabilité elliptique se poursuit, notam-
ment sur le problème dynamo. D’un point de vue expérimental, l’acquisition d’une ali-
mentation bipolaire devrait permettre d’étudier des régimes de dynamos synthétiques
avec des renversements de polarité, et de continuer le travail commencé avec G. Verhille.
D’un point de vue numérique, le code utilisé, COMSOL, devant être bientôt complètement
parallèle, la puissance de calcul accrue devrait permettre d’explorer de nouveaux espaces
de paramètres. Un autre axe d’étude est celui de l’induction mutuelle de deux instabilités
elliptiques se développant au sein de deux couches ﬂuides conductrices distinctes telles que
le noyau liquide de Ganymède et son océan salé de subsurface. Outre l’étude des cycles
dynamiques d’un tel système couplé, il est possible d’imaginer que ce type de système
pourrait être favorable à l’excitation d’une dynamo, selon un processus similaire à celui
qui contrôle la dynamo de Rikitake.
Courtesy of http ://xkcd.com
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Alignement spin-orbite (des Jupiters chauds) : les mesures menées sur les Jupiters
chauds indiquent que l’angle entre l’axe de rotation de l’étoile parente du Jupiter chaud
et la normale au plan orbital du Jupiter chaud (projeté sur le ciel) est non-nul dans un
grand nombre de cas (dans un tiers des cas environ). L’origine de ce non-alignement n’est
pas encore bien compris.
Anomalie de rayon (des Jupiters chauds) : à partir d’un modèle d’intérieur pla-
nétaire, des lois d’état associées, et d’un modèle de source de chaleur, il est possible de
calculer le rayon de cette planète modèle théorique, et de le comparer à la mesure du
rayon de la planète modélisée. Si ce type de calcul est généralement en bon accord avec
les mesures, une part signiﬁcative de Jupiter chauds montre un écart entre les mesures de
rayon et les prédictions théoriques. Cette anomalie de rayon ne pouvant s’expliquer avec
l’incertitude des mesures et des modèles d’intérieur, elle est donc attribuée au modèle des
sources de chaleur (voir aussi section H.2) : l’irradiation de l’étoile proche, seule source de
chaleur habituellement considérée, ne permet pas de retrouver les rayons de ces Jupiters
chauds et un mécanisme dissipatif signiﬁcatif a donc été oublié. Diﬀérentes hypothèses
sont actuellement en cours d’étude : le chauﬀage associé à la marée (initialement proposé
par Bodenheimer et al., 2001), la dissipation associée aux forts vents de surface (proposée
par Showman & Guillot, 2002; Guillot & Showman, 2002), la présence de convection au
sein d’une couche interne (Chabrier & Baraﬀe, 2007), etc.
Jupiter chauds : les Jupiter chauds (ou Pégasides du nom de la première planète de
ce type, découverte autour de 51 Pegasi) sont des exoplanètes souvent plus massives que
Jupiter, orbitant très proche de leur étoile.
LDEI (pour Libration Driven Elliptical Instability) : instabilité elliptique excitée par
une rotation diﬀérentielle oscillante (en temps) entre le ﬂuide et la déformation elliptique
des lignes de courant. Cette forme d’instabilité elliptique a été prédite pour la première
fois par Kerswell & Malkus (1998) à l’aide d’une analyse de stabilité qui a été conﬁr-
mée ultérieurement par une analyse WKB (Herreman et al., 2009). Un travail conjoint a
permis de conﬁrmer son existence et d’étudier certaines de ses particularités, de façon ex-
périmentale par J. Noir et J.A. Aurnou, et de façon numérique dans le cadre de cette thèse
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(section 2.4). Dans un contexte géophysique, elle est susceptible d’être excitée au sein des
couches ﬂuides des astres synchronisés déformés par eﬀet de marées (voir le chapitre 4
pour les applications géophysiques et sa diﬀérence avec la TDEI).
Nombres de Love : dans le cadre de la théorie perturbative introduite par Love
(1909, 1911), les harmoniques sphériques d’ordre n des perturbations en déplacement et
en potentiel gravitationnel liées à un forçage externe sont proportionnelles à l’harmonique
sphérique Wn, d’ordre n, du forçage (e.g. Melchior, 1983, pour plus de détails). Ainsi, sur
la base des harmoniques sphériques, le déplacement radial ur dû au forçage s’écrit
ur =
∞∑
n=2
hn(r) Wn(r, φ, θ)/g (B.1)
où hn(r) est appelé le nombre de Love en déplacement radial d’ordre n. De même, le
déplacement tangentiel admet une décomposition similaire (basée sur le gradient des har-
moniques sphériques), et le facteur multiplicatif ln(r) est appelé nombre de Love-Shida en
déplacement tangentiel d’ordre n (introduit pour la première fois par Shida & Matsuyama,
1912). Enﬁn, ces déplacements modiﬁent le potentiel gravitationnel, qui, décomposé de
la même façon, donne un dernier facteur multiplicatif, kn(r), appelé nombre de Love en
potentiel d’ordre n. Notons que la valeur en surface de ces nombres de Love est souvent
également appelée nombre de Love, et qu’usuellement, le forçage considéré est le potentiel
de marée, fréquemment tronqué à l’ordre 2. Même si les nombres de Love peuvent être
obtenues analytiquement dans quelques cas simples (e.g. Greﬀ-Leﬀtz et al., 2005, pour
une sphère élastique incompressible homogène), un calcul numérique est généralement
requis pour les déterminer 1. Notons enﬁn que du fait de la généralité de leur déﬁnition, il
est également possible de trouver des nombres de Love associé à des forçages diﬀérents tel
que, par exemple, la relaxation post-glaciaire (e.g. Spada, 2008; Greﬀ-Leﬀtz et al., 2010;
Spada et al., 2011).
Résonances spin-orbite : en ralentissant progressivement sous les eﬀets de marées,
les astres passent par des états intermédiaires stables (sous certaines conditions) corres-
pondant à des valeurs rationnelles simples du rapport de la période rotation propre sur la
période orbitale. Ces rapports, liés à un phénomène de résonance, sont notés p : q ou p/q,
ce qui signiﬁe que l’astre tourne p fois sur lui même lorsqu’il fait q révolutions orbitales.
Typiquement, Mercure est en résonance spin-orbite 3 : 2, tandis que la Lune actuelle est
en résonance 1 : 1 (rotation synchrone).
TDEI (pour Tides Driven Elliptical Instability) : instabilité elliptique excitée par une
rotation diﬀérentielle constante entre le ﬂuide et la déformation elliptiques des lignes de
courant. Il s’agit de l’instabilité elliptique usuelle, au sens historique, telle qu’elle a été
étudiée dans les années 70 (voir section 1.1.1). Dans un contexte géophysique, elle est
susceptible d’être excitée au sein des couches ﬂuides des astres non-synchronisés déformés
par eﬀet de marées : la déformation des lignes de courant, liée à la force de marées, tourne
à à la vitesse orbitale, diﬀérente de la vitesse de rotation propre de l’astre considéré (voir
1. Pour une sphère parfaitement rigide, on a naturellement hn = kn = ln = 0.
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le chapitre 4 pour les applications géophysiques et sa diﬀérence avec la LDEI). Hormis la
section 2.4 qui traite de la LDEI, l’ensemble du chapitre 2 étudie l’écoulement associé à
la TDEI.
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Annexe C
Instabilité de l’axe médian et
spin-over
C.1 Analogie, équations
Le mode de spin-over est un mode inertiel particulier qui peut être forçé par précession
ou excité par l’instabilité elliptique (voir section 1.4.2). En-dehors des couches limites, ce
mode correspond à une rotation solide, décrit par son vecteur rotation Ω. Les équations
régissant un tel écoulement on été données par Hough (1895) et Poincaré (1910) dans
le cas non-visqueux, pour une géométrie sphéroïdale. Plus récemment, cette étude a été
poursuivie par Gledzer & Ponomarev (1978) et Biello et al. (2000). En fait, comme l’ont
remarqué Lacaze et al. (2006), le mécanisme d’excitation du mode de spin-over par l’in-
stabilité elliptique n’est rien d’autre que l’instabilité d’un solide en rotation autour de son
axe médian. De façon plus quantitative, on peut montrer que le problème non-visqueux et
non-linéaire de la rotation en bloc d’un ﬂuide dans le référentiel du laboratoire est com-
plètement équivalent au problème de la rotation d’un solide dans le référentiel tournant.
En eﬀet, dans les deux cas, les équations du mouvement sont les mêmes, et elles sont
d’ailleurs appelées équations d’Euler en mécanique des ﬂuides comme en mécanique des
solides. Ainsi, avec l’écoulement de base (1.24) au sein d’un ellipsoïde d’axes (a, b, c) ﬁxe
dans le référentiel du laboratoire, les équations d’Euler pour la vorticité sont formellement
les mêmes que celles qui régissent le vecteur rotation d’un solide, écrites dans le référentiel
tournant lié aux axes des moments principaux d’inertie (voir encart de la section 1.2.1) :
Ω˙1 = −I3 − I2
I1
Ω2Ω3 = −c
2 − b2
b2 + c2
Ω2Ω3 (C.1)
Ω˙2 = −I1 − I3
I2
Ω1Ω3 = −a
2 − c2
a2 + c2
Ω1Ω3 (C.2)
Ω˙3 = −I2 − I1
I3
Ω1Ω2 = −b
2 − a2
b2 + a2
Ω1Ω2 (C.3)
où (I1, I2, I3) sont les moments d’inertie principaux du solide. Dans le cas où le solide en
rotation est un ellipsoïde de masse M et d’axes (a, b, c), on a (I1, I2, I3) = (b2 + c2, c2 +
a2, b2+a2)M/5, et les équations sont alors exactement les mêmes. Le système d’équations
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considérées en section 2.3.4 est obtenu sous l’hypothèse de faibles déformations. Notons
que ces équations peuvent être généralisées dans le cas ﬂuide à la prise en compte d’une
rotation de la déformation selon e3 (voir aussi section 2.3.2) :
Ω˙1 = −c
2 − b2
b2 + c2
Ω2Ω3 + 2 ab Ω∗Ω2 (C.4)
Ω˙2 = −a
2 − c2
a2 + c2
Ω1Ω3 − 2 ab Ω∗Ω1 (C.5)
Ω˙3 = −b
2 − a2
b2 + a2
Ω1Ω2, (C.6)
voire à des écoulements de base plus compliqués (voir annexe D).
C.2 Instabilité de l’axe médian
Considérant un solide quelconque de moments d’inertie principaux (I1, I2, I3) avec
I2 > I1 > I3 en rotation, son vecteur rotation est gouverné de façon générale par :
Ω˙1 = −I3 − I2
I1
Ω2Ω3 +N1 (C.7)
Ω˙2 = −I1 − I3
I2
Ω1Ω3 +N2 (C.8)
Ω˙3 = −I2 − I1
I3
Ω1Ω2 +N3 (C.9)
où N représente la résultante des couples extérieurs s’exerçant sur le solide, aussi appelé
toupie dans ce contexte. L’étude des mouvements de toupies est classique, et on peut
montrer que le système d’équations est intégrable dans trois cas, et trois seulement 1 : les
toupies d’Euler, de Lagrange 2 et de Kovalevskaya. En l’absence de tout couple externe
(N = 0), les équations ci-dessus sont réduites aux équations (C.1), (C.2) et (C.3). Le
moment angulaire est alors conservé et le système est intégrable : c’est la toupie d’Euler. La
solution du système d’équations (C.1), (C.2), (C.3) s’exprime alors en termes de fonctions
elliptiques de Jacobi. Plutôt que de mener la résolution complète et explicite du problème,
nous nous contentons ci-dessous d’étudier la stabilité de la rotation autour des moments
d’inertie principaux de la toupie.
La stabilité de la rotation autour de chaque axe peut être étudiée en ﬁxant une valeur
Ω non-nulle à la rotation autour de cet axe, et en la perturbant par une rotation petite
(ω1, ω2, ω3). Ainsi, la stabilité de la rotation (Ω1,Ω2,Ω3) = (Ω, 0, 0) est régie par le système
1. En plus de l’énergie, chacune de ces trois toupies admet une quantité qui se conserve au cours du
mouvement (une intégrale première), ce qui en fait des systèmes intégrables au sens de Liouville.
2. La toupie de Lagrange est la toupie usuelle, en rotation sur un plan, soumise à son poids.
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d’équations :
Ω˙1 =
I2 − I3
I1︸ ︷︷ ︸
α1>0
ω2ω3 ≈ 0 (C.10)
Ω˙2 =
I3 − I1
I2︸ ︷︷ ︸
α2<0
(Ω + ω1)ω3 ≈ α2Ω ω3 (C.11)
Ω˙3 =
I1 − I2
I3︸ ︷︷ ︸
α3<0
(Ω + ω1)ω2 ≈ α3Ω ω2. (C.12)
Le taux de croissance de la perturbation est donné par le déterminant du système d’équa-
tions (C.11), (C.12) :
σ =
√
α2α3 =
√
I3 − I1
I2
I1 − I2
I3
> 0, (C.13)
ce qui montre que cette rotation est instable : c’est l’instabilité de l’axe médian 3. La
même analyse montre que les rotations autour des deux autres axes sont stables : σ =
±i√|α1α3| pour une rotation (Ω1,Ω2,Ω3) = (0,Ω, 0), et σ = ±i√|α1α2| pour une rotation
(Ω1,Ω2,Ω3) = (0, 0,Ω). Notons que dans le cas d’une toupie de révolution (I1 = I2 = A),
l’étude de stabilité montre que seule la rotation (Ω1,Ω2,Ω3) = (0, 0,Ω) donne un taux
de croissance non-nul, égal à σ = ±i |I3−I1|I1 . Cela montre qu’avec une rotation initiale
quelconque, la toupie précesse à une période Tp = 2π/[Ω(I3/A− 1)] indépendante de Ω1
et Ω2, donc de l’angle initial. Il est important de se souvenir que l’étude est menée dans
le référentiel en rotation, et cette précession est donc un mouvement apparent dans le
repère mobile : on parle de précession Eulerienne 4 ou de polhodie Eulérienne.
Pour la Terre par exemple, la vitesse angulaire de rotation est d’environ un tour par
jour, et l’aplatissement polaire donne I3/A − 1 ≈ 1/298, ce qui donne donc une période
de précession Eulérienne de 298 jours. On observe eﬀectivement que l’axe instantané de
rotation de la Terre fait un angle d’environ 0.3” d’arc avec son axe principal d’inertie.
Ainsi, en se plaçant au pôle (moyen), l’axe de rotation instantané se situe à une distance
d’environ 10m et on s’attend à le voir tourner autour du pôle avec une période d’environ
298 jours. Le mouvement observé est plus complexe, mais comprend eﬀectivement un
terme périodique, qu’on appelle oscillation de Chandler, d’une période d’environ 433
jours. L’écart avec les 298 jours n’a été expliqué quantitativement que récemment, par la
prise en compte des déformations de la Terre sur ces périodes de temps, des redistributions
de masses atmosphérique et océanique, ainsi que des couples extérieurs exercés.
Cette instabilité est naturellement retrouvée pour un cylindre de rayon R, hauteur
2h et de masse M , en rotation autour de son axe de révolution. Si la section droite du
3. Ce résultat de stabilité est aussi appelé The Tennis Racket Theorem par les anglophones car cette
instabilité se manifeste alors clairement.
4. À ne pas confondre avec la précession des équinoxes, observée dans un référentiel inertiel, qui est
l’analogue de la précession de la toupie de Lagrange.
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Figure C.1 – Diagramme de stabilité pour l’instabilité de l’axe médian d’un cylindre de
hauteur 2h, et de section droite elliptique de grand (resp. petit) axe égal à R
√
1 + β (resp.
R
√
1− β). La courbe rouge décroissante de gauche (resp. bleue croissante de droite) est
donnée par le membre de gauche (resp. de droite) de la condition de stabilité (C.17). Pour
h/R =
√
3/2, toute déformation elliptique de la section droite mène à l’instabilité.
cylindre est elliptique, de sorte que son grand (resp. petit) axe soit égal à R
√
1 + β (resp.
R
√
1− β), ses moments d’inertie principaux sont donnés par :
I1 =
M R2
2
(C.14)
I2 = (1 + β)
M R2
4
+
M h2
3
(C.15)
I3 = (1− β) M R
2
4
+
M h2
3
. (C.16)
Dans le cas où I2 > I1 > I3, i.e. pour des géométries vériﬁant
1 + β
2
+
2
3
(
h
R
)2
> 1 >
1− β
2
+
2
3
(
h
R
)2
, (C.17)
la rotation autour de l’axe x1 est instable. Comme le montre la ﬁgure C.1, il existe un
rapport d’aspect h/R pour lequel une déformation inﬁnitésimale de la section droite du
cylindre est instable : h/R =
√
3/2. Dans ce cas, si l’on superpose des cylindres de cette
géométrie axialement, la longueur d’onde associée à l’instabilité vaut λ = 4h = 2
√
3 R,
ce qui donne un nombre d’onde k = π/
√
3 ≈ 1.81, à comparer avec le nombre d’onde
minimum kmin = 1.58 du mode de spin-over ﬂuide en géométrie cylindrique (Eloy, 2000,
p.127). Le taux de croissance est alors σ = β/
√
4− β2, de même que dans le cas d’un
ellipsoïde faiblement déformé, d’axes R (1,
√
1 + β,
√
1− β), en rotation autour de x1.
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Stabilité du mode de spinover en
présence de précession
Naing & Fukumoto (2009) ont récemment étudié la stabilité d’un ﬂuide tournant (non-
conﬁné) avec des lignes de courant elliptiques dans le cas particulier d’une précession à
90◦. La méthode WKB leur permet de quantiﬁer à la fois l’inﬂuence de cette précession
particulière sur l’instabilité elliptique, et l’inﬂuence du cisaillement elliptique sur l’insta-
bilité inertielle de précession 1. Dans cette section est menée l’analyse (non-visqueuse) de
stabilité de l’écoulement de Poincaré dans un ellipsoïde triaxial pour de petites rotations
perturbatives. Dans ce cas, les perturbations étant linéaires en variables d’espace (ce qui
correspond donc au spinover), le taux de croissance théorique peut être obtenu avec la
même méthode que Gledzer & Ponomarev (1992) 2, mais en utilisant l’écoulement de base
plus général U obtenu en section 2.5.1.1 (avec une valeur arbitraire pour ω3). Comme le
rappelle Kerswell (2002), l’écoulement perturbatif le plus général linéaire en coordonnées
d’espace (xi)i∈[1,3], solution de ∇ · u = 0, est
ui − Ui = Ki+1(t) ai
ai−1
xi−1 −Ki−1(t) ai
ai+1
xi+1 (D.1)
avec l’indice i permuttant sur [1, 3], et où les amplitudes scalaires Ki de ces petites rota-
tions perturbatives non-visqueuses peuvent s’écrire Ki = ε ki eσt. L’écoulement total u
vériﬁant l’équation de vorticité non-visqueuse et U étant solution à l’ordre 0, la solution
au premier ordre en ε est solution de
M k = 0 (D.2)
où k = (ki)i∈(1,2,3) et M est une matrice 3× 3 donnée par
M =

 A12 −A21 −B12 σC1 B13 σ D12
−B23 σ C2 D21

 (D.3)
1. Naing & Fukumoto (2009) l’appellent instabilité de Coriolis ou instabilité précessionnelle.
2. Méthode reprise par Kerswell (1993b) pour étudier l’instabilité de cisaillement.
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où
Aij = 2 Ωp,j
a3
aj
γi
γj
,
Bij =
a2i + a
2
j
ai aj
,
Ci =
γi
a3 ai
,
Dij = −4
Ωp,i Ωp,3 a2j
γi
.
L’écoulement solution au premier ordre est non-nul si det(M) = 0, et le taux de croissance
σ est alors donné par la résolution de cette équation. En fait, l’équation du 3ème degré
det(M) = 0 se réduit à la forme simple σ3 + p σ = 0, et le taux de croissance vaut donc
σ =
√−p =
√
A12B13D21 +A21B23D12 − C1C2B12
B13B23B12
(D.4)
Notons que l’écoulement de base adimensionnel de Gledzer & Ponomarev (1992) est
retrouvé pour la valeur particulière ω3 = β12. Notons aussi que l’on retrouve bien le
taux de croissance donné en section 2.3.2, extension du résultat de Gledzer & Ponomarev
(1992) au cas particulier d’une déformation tournant à Ωp = (0, 0,Ωbr) :
σ =
√
− C1C2
B13B23
=
√
−(a
2
1 − a23 + 2a1a2Ωbr)(a22 − a23 + 2a1a2Ωbr)
(a21 + a
2
3)(a
2
2 + a
2
3)
. (D.5)
On peut enﬁn remarquer que cette méthode donne le taux de croissance non-visqueux, qui
doit être corrigé par un terme d’amortissement visqueux surfacique usuel du type α
√
E
(Kudlick, 1966; Hollerbach & Kerswell, 1995), où α est une constante α ∼ 2.62. Le seuil
de l’instabilité est alors donné explicitement par
Ec =
1
α2
A12B13D21 +A21B23D12 − C1C2B12
B13B23B12
(D.6)
Pour le cas considéré en ﬁgure 2.26, i.e. θ = 10◦, a3 = (a1+a2)/2, θ2 = 0 et ǫ = 0.317,
la théorie prédit un nombre d’Ekman critique de l’instabilité autour de Ec ≈ 1/300, et
pour E = 1/600, la bande instable du spinover est prédite pour Ωp ∈ [−0.13; 0.12].
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E.1 Stability of non-synchronized systems
In the non-synchronized case, which is considered in this section, the base ﬂow (2.18)
reduces to
U = (1− Ωorb/Ωspin) [−(1 + β)x2ex1 + (1− β)x1ex2 ], (E.1)
where γ(t) = Ωorb/Ωspin. Then, using |Ωspin − Ωorb|−1 as a new modiﬁed time scale, the
constant background rotation (appearing in the Coriolis force) writes ΩG = Ωorb/(Ωspin−
Ωorb) and the base ﬂow is :
U = [−(1 + β) x2 ex1 + (1− β) x1 ex2 ] (E.2)
Solving (4.30), we ﬁnd the trajectories :
x = r


√
1 + β cos(t
√
1− β2)√
1− β sin(t√1− β2)
0

 (E.3)
where without loss of generality, the origin of time has been deﬁned such that the initial
position along the trajectory is x(t=0) = [x1, x2] = [r
√
1 + β , 0] (the results of the WKB
analysis do not depend on this chosen initial position).
The solution to equation (4.36) at order 1 in β along a streamline (E.3) writes
k =

 kx1kx2
kx3

 =

 kx1o cos t− kx2o sin t+ β kx2o sin tkx1o sin t+ kx2o cos t+ β kx1o sin t
k0 cos a

 (E.4)
where kx1o, kx2o and k0 are constant and a is the angle between the wave vector and the
rotation axis. We deﬁne the phase φ of the wave vector by writing kx1o = k0 sin a cosφ,
kx2o = k0 sin a sinφ.
We are now in a position to solve the system of linearized equations given in section
4.2.3.3. To do so, we use as unknowns the vertical velocity of the perturbed ﬁeld u3
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and its vertical vorticity W3 = ∂x1u2 − ∂x2u1 = i(kx1u2 − kx2u1), as well as the vertical
component b3 of the perturbed magnetic ﬁeld and the corresponding magnetic vertical
vorticity C3 = i(kx1b2 − kx2b1). The resolution is then straightforward (see Herreman
et al., 2009).
At order 0, the system reduces to an harmonic equation for u3, giving a dispersion
relation with a pulsation f = 2 (1+ΩG) cos a, with the quantity ΩG = Ωorb/(Ωspin−Ωorb)
already used by Kerswell (2002); Le Bars et al. (2010). Solvability conditions imply non-
trivial solutions only if f = 1, which gives the resonance condition cos a = 1/(2 (1+ΩG)) ∈
[−1, 1]. This means that the instability cannot grow when Ω/Ωorb ∈ [−1; 1/3], which is
the so-called forbidden zone. Outside this band, the growth rate is determined by the
nullity of the determinant of the solvability conditions system. It is then maximized over
all values of wave vector phase φ. The maximum is obtained for φ = π/4 and the inviscid
growth rate writes :
σ =
(2ΩG + 3)2
16 |1 + ΩG|3
√√√√√β2 − 4
[
(k4 +Rm2) R˜a r ∂rθ − 2 k2 Rm Λ (1 + k4 E2/Pr2)
]2
(2ΩG + 3)4 (1 + k4 E2/Pr2)2 (k4 +Rm2)2
− Λ
4 |1 + ΩG|3 (1 +Rm2k−4) −
k2 R˜a r ∂rθ
8 (1 + k4 E2/Pr2) |1 + ΩG|3 , (E.5)
where r and ∂rΘ are respectively the radius and the dimensionless temperature base ﬁeld
radial gradient of the considered streamline. In absence of viscous boundary damping
(discussed in section 4.2.3.6), the inviscid growth rate is a correct approximation of the
viscous growth rate when the viscous diﬀusion term −k2E in the equation (4.33) is negli-
gible, i.e. for perturbations of wavelength larger than the Ekman thickness
√
E. Equation
(E.5) takes into account the thermal and magnetic diﬀusions. However, in a typical liquid
core, the thermal Prandtl number is about O(0.1− 1) and the magnetic Prandtl number
is about Pm ≈ 10−6 (e.g. Christensen & Aubert, 2006). Then, in these ranges of va-
lues, neglecting the viscous diﬀusion term leads also to neglect the thermal diﬀusion term
−k2E/Pr of equation (4.33), but not the magnetic diﬀusion term −k2/Rm = −k2E/Pm
of equation (4.35) which is ∼ 106 larger. In this case, equation (E.5) gives equation (4.38)
in the limit of large wavenumbers.
E.2 Stability of synchronized systems
We consider that the diﬀerential rotation between the ﬂuid and the elliptical distortion
writes 1−γ(t) = ǫ cos(ωot+q). Note that the phase q is introduced here because we deﬁne
the origin of time such that the initial position of the considered trajectory is x2 = 0.
Equation (4.30) can be solved analytically to ﬁnd the trajectories. In the particular case
q = 0, the solution can be written in the following compact form :
x = sg r


√
1 + β cos
(
ǫ
ωo
sin(ωot)
√
1− β2
)
√
1− β sin
(
ǫ
ωo
sin(ωot)
√
1− β2
)
0

 (E.6)
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with sg = sgn(cos(ωot)). In the general case, the wave vector associated to this ﬂow
writes :
k =

 kx1kx2
kx3

 =


kx1o −
kx2o
M
(sin(ωot+ q)− sin q) (1− β) ǫ
kx2o +
kx1o
M
(sin(ωot+ q)− sin q) (1 + β) ǫ
k0 cos a

 (E.7)
where kx1o, kx2o and k0 are constant and a is the angle between the wave vector and the
rotation axis. We deﬁne again the phase φ by kx1o = ko sin a cosφ, kx2o = ko sin a sinφ.
At leading order in ǫβ, the dispersion relation gives f = 2 cos a, and the solvability
conditions system admits non-trivial solutions for f = ωo/2. Consequently, the authorized
band is given by cos a = ωo/4 ∈ [−1, 1] i.e. |ωo| ≤ 4. The growth rate is determined at
order 1 in ǫβ and must be maximized above the phases q and φ. The maximum is reached
for q = 0, φ = π/4 and gives in the absence of thermal and magnetic ﬁelds
σ
ǫβ
=
16 + ω2o
64
. (E.8)
In this last case, Kerswell & Malkus (1998) performed a global approach of the same
instability, explicitly considering inertial waves coupling in a spheroidal geometry. They
consider the particular case of a synchonized moons, with a libration induced by the
orbital ellipticity. In this case, the libration frequency ωo is equal to 1 (one oscillation
per orbital revolution, knowing that the rotation period is equal to the orbital period).
In the absence of magnetic and thermal ﬁelds, they found a maximum inviscid growth
rate σinv/(ǫ β) = 25/128, very close to our value σinv/(ǫ β) = 17/64. The small diﬀerence
between the two values is due to the inﬂuence of the spheroidal geometry considered in
Kerswell & Malkus (1998), leading to more restrictive conditions for destabilization than
our local analysis. Similarly, for purely hydrodynamic ﬂow with a stationary deformation
as studied in section 4.2.3.4, our analysis gives the inviscid growth rate σinv/β = 9/16,
whereas a global analysis with inertial waves of a spheroid leads to the slightly smaller
value σinv/β = 1/2 (see Lacaze et al., 2004). Taking into account the uncertainties on the
diﬀerent parameters for planetary application, these small diﬀerences can be disregarded
and the local approach can be used conﬁdently, which presents the great advantage of
providing an explicit formula for the growth rate.
Taking into account a buoyancy of order ǫβ as well as the induction equation and a
Laplace force of order ǫβ in the presence of an imposed vertical magnetic ﬁeld B0, we
obtain the growth rate
σ =
16 + ω2o
64
√
(ǫβ)2 − 4ω
2
o F
2
(16 + ω2o)2 (4 k4 + ω2o Rm2)2 (ω2o + 4 k4 E2/Pr2)2
− ω
2
oΛ
16 (1 + k−4ω2oRm2/4)
− (16 + ω
2
o) k
2 R˜a r ∂rθ
16 (ω2o + 4 k4 E2/Pr2)
(E.9)
with F = (64 + ω2o(4k
4 + Rm2(16 + ω2o)))R˜a r ∂rθ − 4k2ω2oRmΛ(ω2o + 4k4E2/Pr2), and
where r and ∂rθ are respectively the radius and the dimensionless temperature radial
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gradient of the considered streamline. As discussed in the appendix E.1, in astrophysical
applications, the thermal diﬀusion can be neglected (E/Pr = 0). In this case, the equation
(E.9) gives the equation (4.39) in the limit of large wavenumbers.
E.3 Diurnal tide and elliptical instability
In this work, the periodic forcing due to diurnal tides has been neglected for synchro-
nised bodies. It is thus legitimate to calculate its inﬂuence on the LDEI growth. To answer
this question, we consider the simplest but severe case of a body with a non rotating (i.e.
γ = 0) diurnal tide of amplitude β(t) = β1 cos(Mt + q), where β1 = 3eβ and no global
rotation. Then, the base ﬂow (2.18) reduces to
U = [−(1 + β1 cos(Mt + q)) x2 ex1
+(1− β1 cos(Mt+ q)) x1 ex2 ] (E.10)
Once again, the phase q is introduced here because we ﬁx the phase of streamlines.
Note that the streamlines are not known analytically. The dispersion relation gives the
pulsation f = 2 cos a, and the solvability conditions give resonances for f = (2 +M)/2
and f = (2 −M)/2. The authorized band is thus |M | ≤ 6. In the limit of small M , the
maximal growth rate is obtained with f = (2−M)/2 for φ = −π/4 and q = 0 :
σ =
[
9
16
+
81
64
M +
(
1
8
− 15π
2
32
)
M2
]
β1 (E.11)
at the order O(Λ2) +O(β1 M3) +O(β12). Note that this expression agrees with equation
(4.38) for Λ = 0 and R˜a = 0, in the limit M = 0. The expression (E.11) shows that slow
oscillations of the amplitude of the tidal bulge do not inhibit for the elliptical instability.
On the contrary, the growth rate is enhanced compared to the case of constant amplitude
for small M , which means that the diurnal tide would be destabilizing in this case. In the
case of planetary interest with M = 1, the maximum growth rate writes
σ =
25
128
β1, (E.12)
which shows again that the diurnal tide can drive an elliptical instability. This eﬀect will
thus superimpose on the TDEI and LDEI mechanisms already studied, but with a smaller
growth rate since β1 ≪ β.
E.4 Resonances of gravito-inertial waves
In order to clarify the inﬂuence of a thermal ﬁeld with a buoyancy force that is of
order zero in β, we consider the generic case with elliptical gravitational iso-potentials
of ellipticity n β and elliptical base ﬁeld isotherms of ellipticity m β, where n and m
are arbitrary constants. This generic notation is necessary to deal with all cases, studied
for instance in Le Bars & Le Dizès (2006), Lavorel & Le Bars (2010) and Cébron et al.
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(2010c). Focusing on dynamic tides in a non-synchronized system, one would expect the
isotherms to follow the streamlines (because of the small thermal diﬀusion coeﬃcient), as
well as the iso-potentials. Hence, n = m = 1. On the contrary, looking at the elliptical
instability in a subsurface ocean underlying a rigid mantle, one would expect the iso-
potentials to remain quasi-circular n = 0. Besides, in the presence of a static bulge,
one would expect the system to naturally return to a conﬁguration with m = 0 by the
generation of baroclinic motions. All situations with 0 ≤ m,n ≤ 1 are possible, and one
can even imagine other azimuthal periodicities, for instance due to local variations of
temperature.
In the case of the TDEI, the WKB approach including zeroth order buoyancy forces in
β is tractable. Contrary to the cases studied in appendices (E.1) and (E.2), the forbidden
band where the instability does not exist is now modiﬁed by the thermal ﬁeld and is given
by f0 ≤ 1, where f0 =
√
4 |1 + ΩG|2 + R˜a r ∂rΘ. Outside this band, the inviscid growth
rate is given, in the limit of large wavenumbers, by :
σ =
(2ΩG + 3)2 + [1 + 2(1 + ΩG)(m− n)− n] R˜a r ∂rΘ
16 |1 + ΩG|2 + 4 R˜a r ∂rΘ
β
|1 + ΩG| −
Λ
4 |1 + ΩG|3 .(E.13)
We can compare the role of the temperature ﬁeld in (4.38) and (E.13). In the expres-
sion (4.38), the temperature ﬁeld acts as a simple supplementary stabilizing term which
corrects the inviscid purely hydrodynamic growth rate. But in the derivation of equation
(E.13), waves and resonances (as well as the forbidden band) are modiﬁed by buoyancy
forces, leading to a modiﬁcation of the prefactor of β. Actually, the elliptical instability
now results from resonances of gravito-inertial waves and should be called the gravito-
elliptical instability (see Le Bars & Le Dizès, 2006; Guimbard et al., 2010). As shown
below, the supplementary resonances associated to gravito-inertial waves allow the tem-
perature to be destabilizing in certain cases. Same conclusions can be obtained for the
magnetic ﬁeld when Laplace forces are taken into account at zeroth order in β in the li-
mit of ideal magnetohydrodynamic : the elliptical instability then results from resonances
between magneto-inertial waves (Kerswell, 1993a, 1994), the forbidden band is modiﬁed
by the magnetic ﬁeld, and as shown by Lebovitz & Zweibel (2004), the magnetic ﬁeld can
be either stabilizing or destabilizing depending on the considered case (see also Herreman,
2009; Mizerski & Bajer, 2009, 2011). Naturally, these conclusions are also valid for the
LDEI.
In Le Bars & Le Dizès (2006) and in the experiments of Lavorel & Le Bars (2010), the
TDEI is studied in the case of a stationary bulge (ΩG = 0) with circular iso-potentials
and elliptical isotherms (n = 0, m = 1), and the considered temperature proﬁle gives
r ∂rΘ = −1. In this particular case, in the absence of magnetic ﬁeld, equation (E.13)
recovers their result :
σ =
9− 3 R˜a
16− 4 R˜a β. (E.14)
As noticed by Le Bars & Le Dizès (2006), a thermal stable stratiﬁcation (R˜a < 0) is then
destabilizing for the elliptical instability. On the contrary, in the case n = m = 1, the
temperature ﬁeld is stabilizing for the instability. This high sensitivity of the growth rate
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Figure E.1 – Growth rate of the TDEI for a cylindrical shell (η = 0.2, E = 0.0036, β =
0.47, P r = 1) of aspect ratio H/R = 2 and an ellipsoidal shell (η = 0.3, E = 0.0029, β =
0.317, P r = 1) with a rotation axis of length c = (a+ b)/2. The ﬁgure compares the nu-
merical growth rate in the autogravitating case where the gravity is given by the Poisson
equation for the gravitational potential of a homogeneous ﬂuid (see Cébron et al. (2010c)
for details), and the case where the gravity is played by a centrifugal force (n = 0), as
in the experiments of Lavorel & Le Bars (2010). The numerical growth rate is translated
vertically in the ﬁgure, to match the inviscid growth rate 9/16 at R˜a = 0, which corres-
ponds to a surfacic damping term coeﬃcient α = 3.24 for the cylindrical shell (squares
and triangles) and α = 3.1 for the ellipsoidal shell (circles and diamonds). Theoretical
growth rates are shown by a continuous red line for n = 0, m = 1 and a dashed blue line
for n = m = 1.
of the elliptical instability to the speciﬁc gravitational and thermal ﬁelds is conﬁrmed by
numerical simulations. Using the method described in Cébron et al. (2010c), we consider
the simple case ΩG = 0 and K = 0, the temperature ﬁeld being established by a tempe-
rature contrast between the two boundaries. In the case where n = m = 1, the growth
rate (E.13) is enhanced when R˜a is increased. As shown in ﬁgure E.1, this is in perfect
agreement with the numerical simulations in a cylindrical shell. In the experimental setup
of Lavorel & Le Bars (2010), the gravity is replaced by the centrifugal acceleration, as in
Carrigan & Busse (1983), and then the associated equipotentials are circular i.e. n = 0
and m = 0 : as shown in ﬁgure E.1, in this case an increasing R˜a indeed leads to a smaller
growth rate and the numerical simulations are in agreement with the predicted growth
rate.
The conclusions for an autogravitating ellipsoidal shell are more complex. Cébron
et al. (2010c) ﬁnd that an increasing R˜a leads to a smaller growth rate, which is in
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contradiction with the theoretical growth rate. This diﬀerence shall come from the fact
that the thermal stratiﬁcation propagates the inﬂuence of the boundary inside the bulk :
the WKB analysis, based on local stability, cannot handle this feature. In the spherical
geometry, we can however notice that changes induced by R˜a are small for −1 ≤ R˜a < 1
and remain close to the estimates for an autogravitating cylinder.
Those results clearly illustrate the high sensitivity of the growth rate of the elliptical
instability to the speciﬁc gravitational and thermal ﬁelds, as well as to the considered
geometry. In planetary applications, stratiﬁcation (i.e. R˜a) generally leads to stabilization,
as in the limit of small R˜a presented in the main text. Note however that in this case,
stratiﬁcation can only stabilize elliptical instability when R˜a is of order 1, which is never
the case.
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Annexe F
Figures of equilibrium
The equilibrium shape of a body deformed by tides or rotation is a long standing
issue which begins with Newton (1687) and has been studied by diﬀerent communities
(geophysics, astrophysics,...) with diﬀerent tools, notations and hypotheses (see e.g. Ko-
pal, 1960; Chandrasekhar, 1969; Zharkov & Trubitsyn, 1980; Murray & Dermott, 1999).
However, most of the works on the subject can be divided into two categories. In the
continuity of the work of Newton, the ﬁrst category considers homogeneous ellipsoidal
bodies, leading to an analytically, or at least semi-analytically, tractable study. Reconsi-
dered by Chandrasekhar with its Virial method, the monograph of Chandrasekhar (1969)
summarizes much of these researches on ﬂuid bodies up to 1968. A rapid review is given
in section F.1, linking these ellipsoidal ﬁgures of equilibrium with the elliptical instability.
A second approch, called theory of planetary ﬁgures, follows the work of Clairaut (1743),
considering a compressible body with a non-constant density proﬁle. A rapid review of
this approach is given in section F.2. It is important to notice that the ﬁrst approach
considers homogeneous ellipsodial bodies with arbitrary deformations whereas the second
one is a perturbative theory, which imposes small deformations 1. They are thus two com-
plementary approaches : e.g. the Roche limit is obtained with the ﬁrst one, whereas the
tidal deformation all along the radius of a compressible body, such as the Earth, is given
by the second one.
F.1 Deformations of a homogeneous body
F.1.1 Rotating homogeneous fluid body
The spin rotation induced oblateness of celestial bodies is a classical issue in mechanics
(for the early history, see e.g. Todhunter, 1873), which begins when Newton (1687) pro-
posed that the mean density of the Earth is 5 or 6 times that of water, and that its shape
is not exactly spherical. Considering two ’canals’ driven to the centre from the pole and
the equator, he found that the weight of the equatorial (resp. polar) column is aege−aeΩ2
(resp. apgp), where Ω is the angular rate of the Earth, ae and ap (resp. ge and gp) respec-
1. So far, the general theory has been developed up to the ﬁfth order (Zharkov & Trubitsyn, 1976;
Eﬁmov et al., 1977).
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tively the equatorial and the polar radii (resp. gravities). The equilibrium of the columns
is reached for equal weights, i.e. for gp/ge = (1 −mr)ae/ap, where mr = Ω2R3/(GM) is
the ratio of the centrifugal acceleration at the equator to the mean gravitational accele-
ration at the equator, noting R the Earth mean radius and G the gravitational constant.
Finally, knowing that gp/ge = 1+ f/5+O(f2) for a self-gravitating spheroid of ellipticity
f = 1− ap/ae, Newton obtained the so-called Newton’s formula :
f =
5
4
mr =
15 π
4
1
GT 2ρ
, (F.1)
where T is the spin period of the Earth and ρ its mean volumic mass. Newton’s theory
that the Earth was ﬂattened at the poles was not universally accepted, as another ma-
thematician Giovanni Cassini (with support from his son Jacques Cassini and grandson
César-François Cassini using their measurements) had suggested that the Earth was elon-
gated at the poles. To solve the problem, the Academy of Sciences of Paris sent a group
to Peru and another one, including Clairaut, Maupertuis and Celsius, to Lapland. The
observations diﬀered massively from Cassinian theory and proved that the Earth is an
oblate spheroid.
Maclaurin (1742) suggested that the equilibrium is reached when the columns are
balanced at any point. With the exact expression of the self-gravitational potential of a
spheroid, he obtained the so-called Maclaurin’s formula :
Ω˜2 =
Ω2
π G ρ
=
2
e3
(3− 2e2)
√
1− e2 arcsin e− 6
e2
(1− e2) = 8
15
e2 +
8
105
e4 +O(e6), (F.2)
with the eccentricity e =
√
1− a2p/a2e. Given that f ∼ e2/2, this expression allows to
recover the Newton’s formula (F.1).
Using a three canals system and equating the weights, Jacobi (1834) showed that a
class of triaxial ellipsoids is also solutions of the problem 2. However, he never compared
his solutions with those of Maclaurin. It was shown later, in particular by Meyer (1842)
and Liouville (1846, 1855) that the Maclaurin spheroids become unstable above a certain
deformation, bifurcating into triaxial ellipsoids(see Lyttleton, 1953, for a more extensive
historical development of these ﬁgures). More speciﬁcally, a dynamic instability appears
at e ≈ 0.9529, whereas the secular instability appears at e = 0.8127, where the triaxial
Jacobi ellipsoid solutions branchs on (in the limit of circular equator) 3. This is the ﬁrst
historical example of a spontaneous symmetry breaking (Michel, 1975).
F.1.2 Rotating homogeneous fluid body with internal constant vorticity
The next step after the work of Jacobi is done by Dirichlet, who included new solu-
tions of the problem in his lectures on partial diﬀerential equations. His untimely death
prevented him to write these up into a coherent whole. This was done by Dedekind, who
not only put together the completed sections that Dirichlet had left, but also organized
2. In this case, the ﬂuid rotates as a rigid body, which allows to omit the viscosity.
3. A dynamic instability appears in absence of dissipating mechanism. On the contrary, a secular
instability manifests itself only if some dissipative mechanism is operative (e.g. the viscous diﬀusion).
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scattered notes into further sections of the paper, and followed the completion of Diri-
chlet’s paper with a paper of his own, containing what is now called Dedekind’s theorem
(Dirichlet, 1860; Dedekind, 1860). This theorem comes from the fact that the ﬂuid velo-
city consists in two parts : an angular velocity of rigid-body rotation, and a motion of
uniform vorticity superimposed on the latter. Each of these motions can be characterized
by a three-component vector (time-dependent, in the general case). Then, it can be shown
that interchanging these vectors provides a diﬀerent solution of the equations for which
the geometric ﬁgure is the same (i.e., the semiaxes of the ellipsoid are identical in the two
motions) : this is the so-called Dedekind’s theorem. These ellipsoids are said to be adjoint
to each other (see e.g. Chandrasekhar, 1969, for details). An example of such a pair of
adjoint conﬁgurations is the Jacobi-Dedekind pair : the Jacobi ellipsoid is at rest in frame
of reference rotating with an angular speed Ω and the Dedekind ellipsoid is at rest in the
inertial frame but with a ﬂuid velocity of constant vorticity ω = −(a21 + a22)/(a1 a2) Ω.
Actually, the important observation made by Dirichlet and Dedekind is that a velo-
city ﬁeld linear in the cartesian coordinates ’linearizes’ the ﬂuid equations : the nonlinear
advective term then also becomes a linear expression in the cartesian coordinates. Then,
in absence of nonlinear forcing terms, the ﬂuid equations are linear in the cartesian co-
ordinates, and can be reduced to a ﬁnite system of ordinary diﬀerential equations. This
has been rediscovered repeatedly (e.g. Craik, 1989, which studies the elliptical instability
with this approach).
Riemann (1860) reconsidered and solved the general problem, and discussed the sta-
bility of the steady state solutions, which are now usually referred to as the Riemann
ellipsoids, and can be categorized :
1. uniform rotation with no internal motions ; this includes the Maclaurin and Jacobi
series
2. angular velocity and vorticity vectors are along a principal axis of the ellipsoid ; the
Jacobi and Dedekind series are special cases of these Riemann sequences.
3. angular velocity and vorticity vectors are in the principal plane of the ellipsoid,
giving three more classes of ellipsoid.
Of course, the framework of our work leads to guess that the stability of triaxial ellipsoids
sequences with internal constant vorticity should be directly related with the elliptical
instability. However, the stability analysis of Riemann considers only perturbations that
are linear polynomials 4. Chandrasekhar (1965, 1966) have completed the stability ana-
lysis of Riemann, but the link with the elliptical instability has been actually made very
recently, by Lebovitz & Lifschitz (1996a,b), using a WKB analysis (see also Fasso & Le-
wis, 2001; Morrison et al., 2009, for other analysis). These previously undetected elliptical
instabilities aﬀect most of the parameter space, and have rather large growth rates for
the Dedekind family and nearby ﬁgures. The presence of the elliptical instability in these
purely rotating ﬂuid (absence of any tidal forces) is ﬁnally conﬁrmed by Ou et al. (2007)
with 3D numerical simulations of an invisicid ﬂuid.
4. Moreover the energy criterion used by Riemann has been shown to be erroneous by Lebovitz (1966).
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F.1.3 Tidally deformed homogeneous fluid body
In previous sections, only the deformation due to the rotation was considered. In this
section, we focus on the deformation due to tidal forces. The equilibrium shape of a
body 1 of mass M1 and radius R1, called below as usual the primary, is an old problem
which begins with the tides theory of Newton (1687). This classical theory considers an
incompressible homogeneous no-spinning body at rest deformed by the tidal ﬁeld of a rigid
sphere, which leads to a spheroidal shape. Neglecting the modiﬁcation of the potential
due to the tidal deformation, the ﬁrst order deformation is
β =
|a2 − b2|
a2 + b2
=
3
2
M2
M1
R31
D3
, (F.3)
whereM2 is the mass of the body responsible for the tidal ﬁeld, often called the secondary,
and D the distance between the two bodies. Later, Jeans (1917) takes into account the
gravitational potential of the tidal bulge (Jeans, 1919, 1929). The deformation is then
given exactly by :
µ
π G ρ
=
1− ǫ22
ǫ32
ln
1 + ǫ2
1− ǫ2 − 6
1− ǫ22
(3− ǫ22) ǫ22
(F.4)
with µ = G M2/D3 and ǫ2 =
√
1− b2/a2, where a is the length of the axis pointing
towards the secondary, and c the length of the two other axes. Then, for e≪ 1 :
β ≈ 15
4
M2
M1
R31
D3
(F.5)
with ρ the density of the primary and G the gravitational constant (e.g. Ferraz-Mello
et al., 2008).
Actually, the Jeans ellipsoids are solutions of a pure tidal problem, in the sense that
the centrifugal force due to the orbital motion is not taken into account. That is why
they are often qualiﬁed as non-physical. The simplest problem of a homogeneous mass
rotating on a circular orbit about a rigid spherical mass has been ﬁrst considered by
Roche (1850), what is now called the Roche’s problem. A generalization of this problem,
the so-called Darwin’s problem considers two deformable masses. In this case, solutions
have been obtained by Darwin (1906) in the particular cases of bodies of the same mass.
Once again, an historical account of the results (up to 1968) on these two problems can
be found in Chandrasekhar (1969).
F.1.4 Generalized ellipsoidal figures of equilibrium
The work of Aizenman (1968) is of particular interest, being the ﬁrst to combine the
eﬀects of the orbital centrifugal acceleration and the tidal ﬁeld, leading to the so-called
Roche-Riemann ellipsoids. An important recent generalization of most of the previous
studies on ellipsoidal ﬁgures of equilibrium is given by Lai et al. (1993), using energy
variational methods. Indeed, they determine the equilibrium and the stability of Roche-
Riemann and Darwin ellipsoids for polytropic compressible ﬂuids, in assuming that the
surfaces of constant density are self-similar ellipsoids. Leconte et al. (2011) verify this
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hypothesis by comparison with the theory of planetary (ﬂuid) ﬁgures (see section F.2) and
obtain analytical expressions for the ellipsoidal shape in the limit of small deformations.
Another important recent generalization of the Clairaut approach has been given by Kong
et al. (2010) for the particular case of Maclaurin spheroid : the theory is extended, in an
exact manner, to a two homogeneous layers model. Once again, the results have been
later successfully compared with the theory of ﬁgures (Schubert et al., 2011).
F.2 Theory of (planetary equilibrium) figures
This perturbative theory, initiated by Clairaut (1743), is also called the Clairaut-
Laplace-Lyapunov (CLL) theory in the literature. It allows to take into account a non-
constant density proﬁle for the considered body and is thus currently the most common
approach. However, as shown by Sterne (1939), this theory requires a numerical integra-
tion, even to ﬁrst order. In an astrophysical context, a detailed account can be found in
the exhaustive books of Kopal (1960, 1978) up to the third order (see also the less exhaus-
tive but commonly used book of Zharkov & Trubitsyn, 1980), and the extension of the
theory to elastic bodies is summarized in Lanzano (1982) 5. At ﬁrst order, the calculation
of the equilibrium shape undergoing diﬀerent perturbations reduces to the problem of
ﬁnding the response to each separate perturbing potential and adding them linearly (Van
Hoolst et al., 2008; Leconte, 2011). For higher order theory, combining perturbing poten-
tials induces cross correlation terms, which leads to a complex problem (Kopal, 1978) 6.
Then, the theory of ﬁgures used in this work (e.g in section 4.1) follows the method of
Van Hoolst et al. (2008).
5. Misprints and slight errors are present in these diﬀerent works, recently corrected in Chambat et al.
(2010) and Leconte (2011).
6. Besides, to the knowledge of the author, this problem has never been solved for a practical case.
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Table G.1 – Physical and orbital characteristics used for the stability calculation of the
12 stars outside from the forbidden band. The masses M1 of the stars are given in Sun
mass unity Ms, the masses of the exoplanets M2 are given in Jupiter mass unity Mj ,
the radius R1 of the stars is given in Sun radius Rs, the spin and orbital periods are in
days (d), T = Torb/Tspin, the molecular kinematic viscosity is in cm2 s−1 and the typical
timescales of the instability are given in thousand years.
Stars M1 R1 Tspin M2 Torb T E η ν
(Ms) (Rs) (d) (Mj) (d) (×1016)
CoRoT-4 1.16 1.17 9.40 0.72 9.20 0.98 1.66 0.84 8.5
CoRoT-6 1.05 1.02 6.40 2.96 8.89 1.39 1.56 0.81 9
BD+20790 0.63 0.71 2.80 6.54 7.78 2.78 3.13 0.64 19.8
Tau-boo 1.30 1.33 3.50 3.50 3.31 0.95 0.46 0.88 8.1
HD179949 1.28 1.19 7.60 0.95 3.09 0.41 1.26 0.87 8.3
HD17156b 1.24 1.44 48.0 3.21 21.2 0.44 5.84 0.81 8.9
HD209458 1.01 1.15 11.4 0.69 3.52 0.31 2.32 0.77 9.4
CoRoT-2 0.97 0.90 4.52 3.31 1.74 0.39 1.70 0.73 10.8
CoRoT-3 1.36 1.54 4.50 21.23 4.26 0.95 0.37 0.95 6.9
HAT-P-2 1.36 1.64 3.80 9.09 5.63 1.48 0.33 0.88 8.2
XO-3b 1.21 1.38 3.70 11.79 2.19 0.59 0.43 0.88 7.7
HD80606 0.90 0.97 44.0 3.94 111 2.53 16.1 0.87 12.1
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Table G.2 – Physical and orbital characteristics used for the stability calculation of the
17 stars in the forbidden band. The masses M1 of the stars are given in Sun mass unity
Ms, the masses of the exoplanets M2 are given in Jupiter mass unity Mj , the radius
R1 of the stars is given in Sun radius Rs, the spin and orbital periods are in days (d),
T = Torb/Tspin and the molecular kinematic viscosity is in (cm2 s−1).
Stars M1 R1 Tspin M2 e Torb T E η ν
(Ms) (Rs) (d) (Mj) (d) (×1016)
WASP-17 1.20 1.38 10 0.49 0.13 -3.73 -0.37 1.10 0.88 7.38
WASP-10 0.75 0.70 11.90 3.15 0.06 3.09 0.26 11.82 0.65 17.14
WASP-19 0.96 0.94 10.50 1.15 0 0.79 0.08 3.85 0.72 11.42
WASP-18 1.25 1.22 5.60 10.30 0 0.94 0.17 0.84 0.88 7.82
KEPLER-5 1.45 2.07 21 2.16 0 3.55 0.17 1.14 0.88 8.13
TrES-3 0.90 0.80 30 1.92 0 1.31 0.04 13.78 0.80 10.35
HD41004B 0.40 0.40 50 19 0.08 1.33 0.03 313.59 0 35.35
CoRoT-7 0.93 0.87 23.65 0.01 0 0.85 0.04 11.24 0.68 12.68
GJ-674 0.35 0.35 34.80 0.04 0.20 4.69 0.13 285.07 0 35.35
HD189733 0.82 0.79 12 1.13 0.03 2.22 0.18 7.72 0.69 14.14
HAT-P-1 1.13 1.12 26.60 0.52 0.07 4.46 0.17 5.64 0.99 9.28
HD149026 1.30 1.50 12.30 0.36 0.18 2.88 0.23 1.35 0.85 8.65
TrES-2 0.98 1 25.50 1.20 0.08 2.47 0.10 7.08 0.76 9.79
TrES-1 0.87 0.82 32 0.61 0 3.03 0.09 17.33 0.68 12.83
CoRoT-1 0.95 1.11 11 1.03 0 1.51 0.14 2.38 0.76 9.38
HAT-P-7 1.47 1.84 19 1.80 0 -2.20 -0.12 1.27 0.91 7.97
WASP-14 1.32 1.30 13.50 7.72 0.09 2.24 0.17 1.73 0.91 7.59
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Annexe H
Instabilité elliptique et Jupiters
chauds
H.1 Évolution orbitale
Considérons un système isolé constitué d’une étoile et d’une planète de type jupiter
chaud en orbite rapprochée. Avec un indice s pour l’étoile et un indice p pour la planète,
on note M la masse, I le moment d’inertie, Ω le vecteur vitesse de rotation propre et
R le rayon. Le demi-axe de l’orbite est noté a et l’excentricité orbitale e. L’évolution du
système est alors régie (e.g. Rieutord, 2003), entre autres, par la conservation du moment
angulaire total L du système
L =
MsMp
Ms +Mp
a2 Ωorb
√
1− e2 + Is Ωs + Ip Ωp (H.1)
et la dissipation de l’énergie mécanique E du système,
E = −G MsMp
2 a
+
1
2
Is Ωs2 +
1
2
Ip Ωp2 , (H.2)
où G est la constante gravitationnelle. Dans le cas des étoiles étudiées en section 4.3,
il est possible de se demander quelles sont les conséquences sur l’orbite de la planète
de la présence d’une instabilité elliptique au sein de l’étoile. En eﬀet, si l’écoulement,
et donc l’axe de rotation de l’étoile, sont modiﬁés, la conservation du moment angulaire
implique un changement des caractéristiques orbitales de la planète. Aﬁn d’étudier ces
conséquences, on considère que l’instabilité elliptique se développe sur des échelles de
temps suﬃsamment courtes pour pouvoir négliger la dissipation induite, et on néglige le
moment angulaire de rotation propre de la planète devant les autres termes de l’équation
(H.1), ce qui est parfaitement justiﬁé dans le cas des systèmes considérés puisque ce terme
est typiquement 104 fois plus faible. Dans ce cas, notant respectivement θ1 et θ2 les angles
de Ωs et Ωorb avec L, l’équation de conservation de L (H.1) s’écrit :
Is Ωs cos θ1 + µ
√
a cos θ2 = L (H.3)
Is Ωs sin θ1 + µ
√
a sin θ2 = 0 (H.4)
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Figure H.1 – (a) Évolution de l’orbite lorsque θ1 (en degrés) augmente. La ligne continue
rouge représente le demi-axe orbital (équation (H.6)), rapporté au demi-axe ao obtenu pour
θ1 = 0◦. La bande interdite est comprise entre 0 et la ligne continue noire (régime d’abord
prograde, puis rétrograde avant d’être à nouveau prograde), donnée par l’équation (H.8).
Les ligne en pointillés représente les demi-axe orbitaux de la Terre et de Jupiter. (b)
Évolution de θ2 (en degrés) lorsque θ1 augmente.
où
µ =MsMp
√
G (1− e2)
Ms +Mp
. (H.5)
En eﬀet, la troisième loi de Kepler s’écrit Ω2orb a
3 = G(Ms+Mp). Les équations (H.3) et
(H.4) donnent
a =
L2 + I2sΩ
2
s − 2 L Is Ωs cos θ1
µ2
, (H.6)
dont l’évolution, linéaire en cos θ1, est représentée en ﬁgure H.1a pour une étoile de la
masse et du rayon du Soleil tournant sur elle même en 5 jours (avec Is = 2/5 ·MsR2s, ce
qui correspond à une sphère homogène), et pour une planète de la masse de Jupiter en
mouvement sur une orbite circulaire de rayon ao = 107 km pour θ1 = 0◦, ce qui correspond
à une planète environ 6 fois plus proche que l’est Mercure du Soleil. Donnons quelques
ordres de grandeurs de ce cas typique : le rapport des masses de la planète et de l’étoile
est de l’ordre de 1000 et le moment angulaire de rotation propre de l’étoile représente
71 % du moment angulaire total. Le demi-grand axe maximal lorsque θ1 varie est obtenu
pour cos θ1 = −1, ce qui donne amax = (L+ IsΩs)2/µ2 ≈ 35 ao. Enﬁn, remarquons que le
cas particulier d’une étoile qui ralentit progressivement sans modiﬁer la direction de son
axe de rotation initiale peut être obtenu à partir de la formule (H.6) avec cos θ1 = 1, et
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on a alors :
a
ao
=
[
1 +
Is Ωo
µ
√
ao
(1− cosα)
]2
, (H.7)
avec Ωs(t) = Ωo cosα. La formule (H.7) conduit toujours à des éloignements de la planète
inférieurs à ceux prédits par la formule (H.6) du fait de l’inclinaison.
Dans une certaine gamme de période orbitale, l’instabilité elliptique ne peut pas se
développer, et a n’évolue alors plus sous son action : c’est la bande interdite, donnée par
−1 ≤ Ωs/Ωorb ≤ 1/3 (voir e.g. l’annexe E.1). À l’aide de la troisième loi de Kepler, cette
bande interdite peut être exprimée en fonction du rayon orbital :
0 ≤ a ≤
[
G (Ms +Mp)
κ Ωs2
]1/3
, (H.8)
où κ = 9 si l’orbite est prograde et κ = 1 si l’orbite est rétrograde. Lorsque θ1 évolue, le
produit scalaire de l’équation (H.1) avec Ωs montre que l’orbite est prograde (Ωs ·Ωorb >
0) pour cos θ1 ≥ IsΩs/L et rétrograde (Ωs · Ωorb < 0) sinon, ce qui correspond aux
extrema de θ2, comme le montre la ﬁgure H.1b. Le changement de valeur pour la bande
interdite à cette limite prograde/rétrograde est également visible sur la ﬁgure H.1a.
Finalement, si l’on considère que l’instabilité elliptique modiﬁe l’axe de rotation de
l’étoile, la ﬁgure H.1 montre que le plan orbital s’incline en sens opposé pour maintenir
la direction de L constante, tandis que la planète recule aﬁn de maintenir la norme de
L constante. Cependant, le recul maximal de la planète reste raisonnable, même s’il est
possible d’imaginer que l’instabilité elliptique ﬁnit par disparaître puisque la déformation
de marées diminue avec le cube du demi-grand axe orbital. Notons que le cas considéré
conduit à un fort recul de la planète car l’étoile tourne sur elle-même rapidement et son
moment angualaire représente 71 % du moment total du système. Avec des étoiles en
rotation plus lente, le recul de la planète serait plus faible.
H.2 Anomalies de rayon
Les calculs de J. Leconte montrent que certaines planètes de type jupiters chauds
présentent des rayons observés Robs qui ne correspondent pas aux rayons Rirrad prévus par
la théorie (voir Leconte et al., 2010a,b, pour plus de détails). Cet écart est habituellement
associé à une source de dissipation supplémentaire, et donc de chaleur, au sein de la planète
dont ne tient pas compte la théorie. Nous avons donc tracé en ﬁgure H.2 cette anomalie
de rayon AnR = (Robs − Rirrad)/Rirrad en fonction du temps typique τ de croissance
non-visqueux de la LDEI (τ ∼ eβ où e est l’excentricité orbitale et β la déformation
hydrostatique de la planète). Une corrélation, montrée en bleu, semble visible, même si
un plus grand nombre de systèmes serait nécessaire pour la conﬁrmer. Notons que cette
corrélation reﬂète plutôt un lien entre AnR et eβ i.e. un eﬀet de marées qu’une présence
de l’instabilité elliptique.
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Figure H.2 – Anomalies de rayon AnR = (Robs−Rirrad)/Rirrad des planètes en fonction
du temps typique τ (an années) de croissance non-visqueux de la LDEI. Les barres d’erreur
représentent les incertitudes sur l’anomalie de rayon.
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