In this paper, we present an exact approach to the Simple Offset Assignment problem arising in the domain of address code generation for digital signal processors. It is based on transformations to weighted Hamiltonian cycle problems and integer linear programming. To the best of our knowledge, it is the first approach capable to solve all instances of the established OffsetStone benchmark set to optimality within reasonable time. It therefore enables the first evaluation of the quality of several heuristics relative to the optimum solutions. Further, using the same transformations, we present a novel improvement heuristic that provides a well-tunable trade-off between running time and solution quality.
INTRODUCTION
Address code generation is an important field for compiler optimizations since address calculations make up a significant part of machine codes. This is especially true for digital signal processors (DSPs) that frequently do not support indirect addressing modes with a base address and arbitrary offsets. Memory operands then need to be referenced using address registers (ARs) that point precisely to the respective locations. Using additional hardware, an address generation unit (AGU), it is however possible to manipulate an AR in parallel to the main data path if the distance to the new address is within a certain processor-specific auto-modify Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. M-SCOPES '13 June 19-21 St. Goar, Germany Copyright is held by the owner/author(s). Publication rights licensed to ACM. ACM 978-1-4503-2142-6/13/06 $15.00. range r [5, 18, 15] . This allows to encode such modifications into other (e.g. arithmetic and load/store) instructions. However, if two subsequent references have a distance larger than r, an explicit address arithmetic instruction is needed. Since compilers may freely choose the stack layout for local program variables, it is natural to ask for an optimization of this layout such that as many subsequent memory accesses as possible apply to locations that are within range r. Ideally, this may significantly reduce the code size and speed up the program at the same time. However, the auto-modify range is typically small. In fact, since a small instruction width is desired, often only autoin-or decrements by a single memory word are possible, i.e., r = 1 [15, 12] .
Given an access sequence of program variables, k ARs and an auto-modify range r, the problem to find a memory layout and an assignment of address registers to accesses that minimizes the address computation overhead is called the General Offset Assignment (GOA) problem. For k = 1, the register assignment part is obsolete and one speaks about the Simple Offset Assignment (SOA) problem. Despite its name, SOA is NP-hard even if r is fixed to one as well [18] . Although SOA appears to be oversimplified at first glance, it reflects a real-world problem since GOA is often solved by first assigning variables to ARs and then independently performing a SOA for each of the ARs. A comprehensive overview on how SOA and GOA correlate in practice and a discussion of the impact of memory layouts on code size and performance was recently published by Huynh et al. [12] . Here, we restrict our attention to SOA and r = 1.
Motivating example
The input to the SOA problem is an access sequence of program variables. Such an access sequence is easily constructed from a scheduled order of three-address-code instructions c = a op b by concatenating the accessed variables of each instruction in the order a b c. Performing this for the code fragment in Fig. 1 results in the access sequence shown on the right. Below, two example memory layouts are shown. The first one corresponds to the order of first use (OFU) of the variables and the second is an optimized one. Once the stack layout has been fixed, an address generator may add autoin-/decrement instructions whenever this is applicable. Look at Tab. 1 for a pseudo machine code of our exemplary code fragment. An increased use of the autoin-/decrement instructions (denoted by the + and -suffixes) results in fewer explicit address arithmetic instructions (ADAR and SBAR). In this very small example, the optimized memory layout needs three less of them. 
Our Contribution
In this paper, we present both an integer linear programming (ILP) algorithm to solve the SOA problem to optimality and a simple and effective heuristic.
The main purpose of the exact algorithm is to deliver optimum solutions for all the instances of the standard OffsetStone benchmark set [15] . This allows for the first real evaluation of the quality of existing heuristics. However, in contrast to existing ILP approaches for SOA and GOA, our algorithm solves the majority of instances within milliseconds of CPU time even though it has a quite simple design. Most of the time, it is much faster than the genetic algorithm from [16] which cannot guarantee an optimum solution. Still, an ILP solver that is capable to solve any instance in acceptable time cannot be expected. Nonetheless, we believe that an exact solver could be interesting in practice whenever the compilation of a particular program is carried out seldom or even only once. This is the case, e.g., for small devices' firmware to be stored in a small read-only memory. Another strategy could be to combine an exact solver with a time limit and a fallback heuristic.
As a second approach, we construct a new improvement heuristic that provides a well-tunable trade-off between running time and solution quality. On the OffsetStone instances, it is capable to deliver near-optimum solutions competing with those of the aforementioned genetic algorithm while needing less time.
The sequel of this paper is organized as follows. In Sect. 2, we report on related work. We then recall the standard approach to solve the Simple Offset Assignment problem and its relations to path and path cover problems in Sect. 3. Sect. 4 deals with the transformations necessary to apply our new algorithms that are presented in Sect. 5. We report on our experiments in Sect. 6 and 7 and, finally, make concluding remarks in Sect. 8.
RELATED WORK
Simple Offset Assignment was first considered by Bartley [5] in 1992. He recognized a close relationship of SOA to the Maximum Weight Hamiltonian Path problem and developed a first greedy heuristic to solve it. In subsequent research, Liao [18] gave a formal proof for the strong NPhardness of SOA, a simpler and faster heuristic and also a first exact Branch-and-Bound procedure. In 1996, Leupers and Marwedel [17] proposed to use a tie-break function for edges with equal weight within Liao's heuristic. Leupers and David presented a genetic algorithm for GOA [16] . Atri et al. [4] developed an incremental algorithm that tries to successively improve a known feasible solution. These yet mentioned algorithms were subject to an exhaustive experimental comparison by Leupers [15] in 2003. It revealed only small differences in their performance. However, the real quality of their solutions relative to the optimum ones could only be verified for some small instances using Liao's Branch-and-Bound algorithm. The corresponding benchmark set, called OffsetStone, is since then the standard reference for performance measures. In 2008, Ali et al. [1] proposed another tie-break-heuristic for Liao's algorithm that has later been evaluated using OffsetStone [28] as well.
Several research papers deal with integrated approaches or variants of the offset assignment problem. For instance, Ozturk et al. [24] provide an ILP model for GOA with modify registers. Unfortunately, the authors did not evaluate their approach with OffsetStone, but it leads to a very large number of variables for instance sizes of practical interest and the running times reported for their experiments suggest that it can solve only small instances. Similarly, Eriksson [10] proposed a dynamic programming algorithm to integrate scheduling, AR and offset assignment. However, the algorithm is reported to be very time and memory consuming as well. Lorenz et al. [21] consider offset assignment in the context of specialized DSPs with wide memory and where accesses do not refer to single memory words but to all variables of a previously specified group simultaneously.
Another research branch reflects the fact that storage locations can be shared by different program variables whose lifetimes do not overlap. The approach to group such variables is called variable coalescing. Ottoni et al. [23] presented a first heuristic that was later followed by another one proposed by Salamy and Ramanujam [26] . Recently, the latter authors also developed an ILP model for offset assignment with variable coalescing [27] . However, again the instances solved had to be restricted to sizes of about 30 variables due to the running time of the solver.
Further research deals with address code optimizations by computation or operand reordering. Rao and Pande [25] apply algebraic transformations to expression trees in order to find a least cost access sequence. Similarly, Atri et al. [3] use commutative transformations of the access pattern to obtain better solutions with existing heuristics. Choi and Kim [6] perform code transformations and reschedule parts of the code as a preprocessing step to offset assignment.
HAMILTONIAN PATHS, PATH COVERS AND SIMPLE OFFSET ASSIGNMENT
Typically, an instance of the SOA problem is modeled by an access graph G = (V, E). The set of vertices V corresponds to the variables and there is an edge e = {u, v} ∈ E with weight w(e) if the variables u and v are neighbors within the access sequence for w(e) times. Fig. 2 shows the access graph corresponding to the code fragment from Fig. 1 . Let G = (V, E ) be the complete graph that results by adding zero-weight edges between vertices that are not adjacent in G. In the seminal paper [5] dealing with SOA, Bartley already noted (without proof) that the problem is equivalent to the Maximum Weight Hamiltonian Path (MWHP) problem in G . Liao [18] showed the NP-hardness of SOA by reducing the decision variant of the Hamiltonian path problem to that of SOA. In view of the fact that the reduction to the MWHP problem requires the addition of potentially many zero-weight edges, he got the idea to reduce SOA to the Maximum Weight Path Cover (MWPC) problem instead. In this light, the majority of algorithms developed for SOA are heuristics to solve the MWPC problem. For our algorithms, we stay closer to the initial MWHP-oriented idea of Bartley. We recall formal definitions of the two problems.
Definition 1. (Maximum Weight Path Cover Problem)
Given a graph G = (V, E) and a weight function w : E → Z, compute a set of disjoint paths P such that each vertex is visited by exactly one path P ∈ P and the sum of the weights of the selected edges,
Definition 2. (Maximum Weight Hamiltonian Path Pr.) Given a complete graph G = (V, E) and a weight function w : E → Z, compute a path of maximum weight that visits each vertex v ∈ V exactly once.
In Definition 1, we consider isolated vertices as 'paths of length zero'. Both an MWPC and an MWHP are cycle-free collections of edges. In fact, the only difference between the two problems is that the MWPC may consist of more than one path while the MWHP must be a single one. But clearly, any concatenation of the paths of a path cover to a memory layout is a feasible SOA solution. The offset assignment cost of a solution expressed by a path cover is the sum of the edge weights that are not in the cover (cf. Fig. 3 ). It corresponds to the number of address computations that cannot be done by autoin-or decrements. Given an MWPC consisting of multiple paths, permuting the paths in the memory layout has no effect on this value. This is an important result that we should formalize. Lemma 1. Let G = (V, E) be an access graph and P be a maximum-weight path cover of G, |P| > 1. For any two end-vertices p, q of different paths P, Q ∈ P, the number of access transitions between p and q is zero.
This result can be easily verified. If there were access transitions between p and q, then there must be an edge e = {p, q} in the access graph with a weight w(e) > 0. Adding this edge to the solution of the MWPC (and therefore simply connecting the two paths) would improve the solution which was assumed to be optimal. It is therefore viable for our purposes to transform an access graph G = (V, E) into a complete graph G = (V, E ) by adding zero-weight edges between vertices that are not adjacent in G. Using this simple extension, it is easy to show the following relationship between an MWPC and an MWHP. Theorem 1. Let G = (V, E) be an undirected graph and G = (V , E ) the complete graph that results by adding a zero-weight edge for every edge that is not in G. Then there exists a maximum-weight path cover P of weight w(P ) in G if and only if there exists a maximum-weight Hamiltonian path P of weight w(P ) = w(P ) in G .
Proof. Let P be a maximum-weight path cover in G. Clearly, if P consists only of a single path, then P is also a maximum-weight Hamiltonian path. So let P consist of k > 1 disjoint paths. By Lemma 1, there exists a Hamiltonian path P in G that consists of P and k − 1 additional edges with zero weight. Hence, P has the same weight as P . So suppose now that P is not a maximum-weight Hamiltonian path in G , i.e., there exists a different path Q with weight w(Q) > w(P ). However, then Q, without its zero-weight edges, is also a maximum-weight path cover in G with weight greater than w(P ). This is a contradiction to the assumption that P is maximum. Conversely, a maximum-weight Hamiltonian path P in G yields (by removing zero-weight edges) directly a path cover P of the same weight, and there cannot be a better one, because this would contradict the optimality of P .
FROM OFFSET ASSIGNMENTS TO TRAVELING SALESMEN
Theorem 1 allows us to compute an optimum solution to the SOA problem by finding a maximum-weight Hamiltonian path in a graph created from the access graph as described above. Formulated like this, it can be easily transformed into a Maximum Weight Hamiltonian Cycle (MHWC) problem and, by turning the maximization into a minimization objective, into the Traveling Salesman Problem (TSP). We will now describe how to transform an instance of the MWHP (SOA) problem into an instance of the MWHC problem and into an instance of the TSP, respectively.
Problem Transformations
Let G = (V, E) be the completed access graph for which we wish to find a Hamiltonian path of maximum weight. In order to solve the problem by finding a Hamiltonian cycle instead, we create another graph GC = (VC , EC ) as follows. We set VC = V ∪ {z} where z is an additional vertex. EC consists of E and additional edges {v, z} with zero weight for every vertex v ∈ V as is exemplified in Fig. 4 . Computing a (maximum-) minimum-weight tour in GC and removing the vertex z from the cycle yields a (maximum-) minimum-weight Hamiltonian path in G (cf. Fig. 5 ). If one prefers to solve the problem as a TSP instance, one finally needs to account for the objective function. After computing wmax = max{w(e) | e ∈ EC }, the correct input graph for the TSP is obtained by reassigning all weights such that w (e) = wmax − w(e). In a slight abuse of language, we refer to the last step as 'inversion' of edge weights. Clearly, the mentioned transformations can be done in linear time with respect to the size of the complete graph, i.e., in O(|V | + |E|) time. They yield much more than just another strongly NP-hard problem. Due to the popularity and importance of the TSP, a lot of efforts to solve it have been invested in the area of combinatorial optimization. Instead to just formulate some generic ILP, we can profit from the profound knowledge that has been published about the polytope corresponding to Hamiltonian cycles, e.g., known (facet-defining) inequalities and separation algorithms. However, even in cases where linear programming is not applicable for implementation in practice, the transformations can help to obtain better solutions. For instance, it is then possible to apply well-performing TSP heuristics, such as, e.g., the algorithm proposed by Lin and Kernighan [20] .
An ILP for the MWHC problem
Let G = (V, E) be a complete graph and let xe ∈ {0, 1} be a decision variable for each edge e ∈ E expressing whether it is selected to be in the tour or not. For each edge (variable), let we denote the associated edge weight. We refer to the set of edges adjacent to a vertex v ∈ V (the star graph of v) by δ(v). Similarly, for any set of vertices W , the set {{u, v} ∈ E | u, v ∈ W } of edges between the vertices in W is referred to by E(W ). Let x(S) = e∈S xe for any subset S ⊆ E. Then, an integer linear programming formulation for the MWHC problem can be stated as follows:
The objective function is to maximize the total weight of the selected edges. The equations force any vertex to be adjacent to exactly two other vertices in the tour. Their number is linear in |V |. The inequalities are the well-known subtour elimination constraints (SECs) [7] which exclude solutions with multiple cycles from the feasible set. Their number is exponential in |V |, so they are usually not added to the initial linear program but separated instead. Finally, the last row enforces integrality of the decision variables. Again, switching to a minimization objective, one yields an ILP formulation for the TSP. Many more valid (and facetdefining) inequalities for the polytope of Hamiltonian cycles are known and used in sophisticated solvers. For a comprehensive (polyhedral) study of the TSP, we refer to [2] .
The Lin-Kernighan TSP heuristic
Let T be a tour and (v, w), (x, y) be two vertex-disjoint edges of T . The operation of reconnecting the four vertices, i.e., setting (T \ {(v, w), (x, y)}) ∪ {(v, x), (w, y)} (such that no subtours result) is called an edge flip. The basic TSP heuristic proposed by Lin and Kernighan [20] maintains a set of marked vertices and tries to successively improve a given initial tour by sequences of edge flips starting from one of the marked vertices. A usual approach is to iteratively perform the heuristic on different starting tours as long as some limit of computation time is not exceeded [2] . A more sophisticated approach proposed by Martin and Otto [22] , called Chained Lin-Kernighan, is to perturb the tours obtained by one run of the basic procedure instead of creating new tours from scratch. These perturbations are specific combinations of k edge flips which are then called kicks (with k being typically within the range [2, 4] ). A detailed description of the method can be found in [2] . Another successful modification of the initial basic procedure has been proposed by Helsgaun [11] and implemented in his LKH -algorithm. An empirically [2] observed property of Lin-Kernighan heuristics is that it is often possible to trade quality for running time, i.e., if the number of allowed kick attempts is large, then solutions are often close to optimal.
NEW ALGORITHMS
In principle, the presented transformation immediately enables the use of sophisticated TSP solvers to solve the SOA problem. However, in this paper, we rather want to give evidence that real-world instances can be quickly solved to optimality with a much simpler solver that could indeed be part of a compiler. Further, we construct a new improvement heuristic by combining a greedy MWPC heuristic with the Chained Lin-Kernighan TSP heuristic.
An exact Branch-and-Cut algorithm
SOA-MWHC is a rudimentary ILP solver for the MWHC problem that we implemented using the Branch-and-CutFramework ABACUS [9] . It iteratively solves linear programs (LPs) using the simplex algorithm implemented in CPLEX 12.1 [13] . SOA-MWHC basically solves the ILP formulation introduced in Sect. 4.2 based on the transformation with the additional vertex as described in Sect. 4.1. We give a high-level description of the procedure, for a detailed discussion of Branch-and-Cut algorithms we refer to [9] .
The algorithm starts by relaxing the integrality and subtour elimination constraints, resulting in an LP consisting of variables xe ∈ [0, 1] for each edge e and only the degree equations. Then the following iterative process is applied to the solution x * after solving each LP: First, it is determined whether x * violates any of the yet neglected SECs by computing a minimum cut [7] (yielding a most violated SEC if x * has fractional components) or by finding connected components (if x * is integral). If no SEC can be found and x * has fractional components, we check for violated 2-Matchinginequalities [8] using the algorithm proposed in [14] . If violated inequalities are found they are added to the LP (as 'cutting planes') and it is solved again. Otherwise, if no violation is found and the solution is not integral, a branching step takes place, i.e., two new subproblems are created by fixing some 0 < x * e < 1 once to zero and once to one. We also enforce branching when 50 iterations of cutting plane addition passed. If, at any point of the procedure, a solution x * is integral and does not violate any SEC, it corresponds to a tour. So if its weight wx * is better than the best previously known feasible solution, we update it accordingly. The algorithm terminates if provably no better solution than the currently best known one can be found in any open subproblem. The successive addition of cutting planes strengthens the LP relaxation which leads to better upper bounds on the optimum objective function value. In order to improve the lower bound and to obtain good tours quickly, a primal heuristic is run after the solution of each LP.
1: function primalHeuristic 2:
if xe > 0 and we > 0 then 5:
heap1.insert(e, we · xe) 6: else if we > 0 then 7:
heap2.insert(e, we) 8:
while ¬heap1.empty() and count < n do 9:
Edge e = (u, v) ← heap1.extractMax() 10:
if selection of e is feasible then 11:
select ← select ∪ {e}, count ← count + 1 12:
while ¬heap2.empty() and count < n do 13:
Edge e ← heap2.extractMax() 14:
if selection of e is feasible then 15:
select ← select ∪ {e}, count ← count + 1 16:
Extend select to a tour by adding zero-weight edges 17:
return select It is likely that edges with a high LP value are part of a good or even optimum solution. Our primal heuristic works hence as follows: We use two heaps. The first one contains the edges e with we > 0 and xe > 0 in non-increasing order of we · xe. The second one contains those edges e that have LP value xe = 0 but strictly positive weight (in nonincreasing order, too). We then try to select edges one-byone from both heaps (prioritizing the first one) as long they do not close a cycle and their end-vertices have degree less than two (feasibility check in lines 10 and 14) . This process might lead to a partial solution, in fact a path cover, which we then arbitrarily concatenate to a tour using zeroweight edges. If its weight is greater than the currently best known one, we update the best feasible solution and the lower bound. For reproducibility, Table 2 Table 2 : Manually set ABACUS parameters.
A new improvement heuristic
As an alternative to profit from the transformation to the TSP without the need for linear programming, we combine two combinatorial algorithms with each other. We use Liao's algorithm with Leupers' and Marwedel's tie-break function (called SOA-TB in the experiments) to find an initial MWPC. The resulting offset assignment is a concatenation P of disjoint paths. Then, a complete graph G = (V , E ) with V = V ∪ {z} is created as described in Sect. 4.1. We invert the edge weights and append z to P interpreting the result as a tour starting and ending in z. This tour then serves as a starting solution for the Chained Lin-Kernighan procedure, as described in Sect. 4.3. After obtaining a new solution, z is removed, yielding a Hamiltonian path again from which we can easily construct the corresponding offset assignment. We call this procedure SOA-TBLK in our experiments. It can be considered a new improvement heuristic similar to the combination of the incremental algorithm by Atri et. al [4] with SOA-TB (called SOA-INC-TB) [15] . The following is a high-level description of the algorithm:
invert the weights of E 6:
tour ← path ∪ {z} 7:
tour ← ChainedLinKernighan(G , tour) 8:
path ← tour \ {z} 9:
return offset assignment corresponding to path
For our experiments, we rely on the implementation of the Chained Lin-Kernighan heuristic within the Concorde TSP solver library [2] . In this version, four edges are flipped per kick (so-called double-bridge kicks). One may choose between different kick generation methods ('close', 'geometric' or 'random') and specify a few further parameters besides the initial tour, namely a list of edges considered 'good' (which we do not provide) as well as limits on the number of kicks to perform in total and without finding a better tour. We select random-type kicks (using 4711 as seed) and set both limits to m log m (with m = |V | 2 ).
EXPERIMENTAL SETUP
Since we are now able to evaluate the performance of heuristics relative to optimum solutions for all instances of the OffsetStone benchmark set, we basically repeat the experiments of Leupers [15] . However, we replace Liao's Branch-and-Bound algorithm by our Branch-and-Cut algorithm and add the SOA-TBLK heuristic. We did not repeat the experiments for Bartley's heuristic, since Leupers experiments already revealed that Liao's heuristic produces the same results faster [15] .
The OffsetStone benchmark set
The OffsetStone benchmark set consists of more than 3000 realistic SOA instances that have been extracted from 31 real-world application codes written in ANSI C. They comprise access sequences with up to 1336 variables and lengths from 10 to 3640. Among them are computationally intensive programs (e.g., audio, video and image compression, Fourier transformation) as well as control-dominated applications (e.g., gzip). For more details on how the instances were extracted, we refer to the original paper [15] . We also give the results for the random instances that have been used in this publication.
Each instance consists of one or multiple access sequences which may refer to disjoint sets of program variables. Thus, the access graphs of some of the instances have multiple connected components. In this case, our exact solver was started on each of the components and the resulting offset assignments were concatenated. For our benchmarks, we only considered instances that consist of at least 10 variables.
Test system
Our experiments were run with an Intel Core i7 960 processor (3.2 GHz) on a Debian Linux system with 6 GB RAM, g++ 4.4.5 and optimization level -O2. We measure the offset assignment costs and average solution CPU times of five runs of the algorithms summarized in the following subsection. The time to create the access graphs and all necessary transformations within the Hamiltonian cycle oriented codes are considered to be part of the algorithms and contribute to the measured CPU times.
Algorithms included in the evaluation
• SOA-Liao: Liao's heuristic as presented in [18, 19] .
• SOA-TB: Liao's algorithm extended by the tie-breaking method proposed by Leupers and Marwedel [17] .
• SOA-INC: The incremental SOA-algorithm of Atri et al. [4] using SOA-Liao for an initial solution.
• SOA-INC-TB: Like SOA-INC but using SOA-TB for an initial solution.
• SOA-TBLK: The combination of SOA-TB with the LinKernighan heuristic for TSPs presented in Sect. 5.2.
• SOA-GA: The genetic GOA-algorithm as proposed by Leupers and David [16] .
• SOA-MWHC: The optimal MWHC-based solver presented in Sect. 5.1.
Besides these, SOA-OFU creates a memory layout corresponding to the order of first use. This is not an algorithm but can be interpreted as a reference to evaluate improvements over a naive approach.
RESULTS
The most important result is that, if we sum up the offset assignment costs for all access sequences of each benchmark, all tested heuristics deliver solutions that are within 7.5% of the optimum value. This relative average performance is visualized in Fig. 6 . A comprehensive list that summarizes the average solution quality as well as running times (rounded to milliseconds) can be found in Table 4 . There it also becomes visible that using a heuristic is definitely more appropriate than using a naive approach. One reason for the small average deviation of the heuristic solutions from the optimum is that there are a lot of instances with only a few variables where all algorithms find optimum assignments. Still, considering single instances and absolute numbers, the differences can be quite large. This becomes visible especially in the anthr, cavity, gsm, mp3 and mpeg2 benchmarks. We list some interesting single access sequences that had a larger deviation or make up significant parts of the overall benchmark running time in Table 3 .
Concerning the previously known heuristics, Leupers [15] already found that SOA-INC-TB performs best on the OffsetStone instances. With respect to the accumulated costs, its deviation from the optimum value is never more than 3%. Considering single access sequences with more than 50 variables, we recognized instances with up to 10% deviation for SOA-INC-TB and also SOA-TBLK. Since SOA-TBLK and SOA-INC-TB are both initialized with the solution of SOA-TB, they can never produce worse solutions and are especially interesting to be compared to each other. As could be expected, the large number of allowed kicks lets SOA-TBLK usually improve more starting solutions than SOA-INC-TB, but this is paid for with higher running times as can be seen in Table 4 . Typically, the differences between the costs produced by both algorithms are small. However for several benchmarks, SOA-TBLK is the only heuristic with optimal or closeto-optimal solutions. Further, it seldom performs worse than SOA-GA that sometimes produces slightly varying results in different runs due to the use of randomly generated numbers.
Let us now focus on the running times. First of all, those of all previously known heuristics are negligible. Although the heuristics are very fast, the overhead of the exact solver is, in most of the cases, small and usually acceptable. It is often much faster than SOA-GA and SOA-TBLK. In these cases, the bounds provided by the LP relaxations are strong and the primal heuristic helps to quickly find (optimum) integral solutions. For some larger instances (especially mp3 86 with nearly 900, 000 0/1-variables), the running time of the exact solver was dominated by the construction of the initial linear program. As expected, SOA-TBLK is faster than SOA-GA on most instances as well, but much slower than all other heuristics. It is an alternative to SOA-GA and an exact solver if genetic algorithms or linear programming are not applicable since its running times never peak in an extreme manner. Reducing the number of kicks to further reduce the running time of SOA-TBLK, however, would cause it to improve far less of the starting solutions obtained from SOA-TB.
CONCLUSION
We presented solution strategies for the Simple Offset Assignment problem by transforming it into a Hamiltonian cycle problem. In our experiments, it became evident that the instances of the OffsetStone benchmark can be optimally Table 3 : Some single instances with larger gaps (the last column displays the average CPU time needed by SOA-MWHC).
solved with a relatively simple Branch-and-Cut solver in acceptable time. We also made some experiments with the Concorde TSP solver [2] and compared the results to ours. As could be expected, on some of the larger and denser instances, the sophisticated solver finished even faster. However, the overall performance of our implementation was comparable since the typical structure of the access graphs contained in the benchmark set seems to be not too difficult. So although OffsetStone is considered to reflect real world instances, it would be interesting to know whether it really covers typical challenges for today's address code generators or whether also other types of instances occur in practice. This is also interesting with respect to the results that we obtained concerning the relative quality of existing heuristic algorithms. On the OffsetStone instances they provided solutions that are within 7.5% (on average) of the optimum offset assignment cost. Apart from that, we can confirm the results obtained by Leupers [15] in that SOA-INC-TB performs best on most instances. If higher running times are acceptable, the results can be slightly improved using the presented SOA-TBLK algorithm that combines Leupers' and Marwedel's tie-break version [17] of Liao's heuristic with the Chained Lin-Kernighan TSP heuristic. Our results give hope that optimal or near-optimal solutions to the Simple Offset Assignment problem are realizable in practice. This is especially true since solving the first LP and running the primal heuristic within SOA-MWHC on the (usually fractional) LP solution (as described in Sect. 5.1) already produces competitive offset assignments. Considered as a building block for more complicated and more realistic General Offset Assignment scenarios, this could lead to a much better exploitation of address generation units in embedded digital signal processors. Based on the presented results, an exact approach could possibly be part of a real compilation process. An idea would be to combine it with a time limit and a fallback heuristic in order to protect against convergence problems for harder instances. Concerning TSP-oriented heuristics, there is also room for improvements, e.g., by experimenting with the LKH implementation of Helsgaun [11] .
