Stochastic disaggregation models are used to simulate streamflows at multiple sites preserving their temporal and spatial dependencies. Traditional approaches to this problem involve transforming the streamflow data of each month and at every location to a Gaussian structure and subsequently fitting a linear model in the transformed space. The simulations are then back transformed to the original space.
Abstract
Stochastic disaggregation models are used to simulate streamflows at multiple sites preserving their temporal and spatial dependencies. Traditional approaches to this problem involve transforming the streamflow data of each month and at every location to a Gaussian structure and subsequently fitting a linear model in the transformed space. The simulations are then back transformed to the original space.
The main drawbacks of this approach are (i) transforming marginals to Gaussian need not lead to the correct multivariate distribution particularly if the dependence across variables is nonlinear, and (ii) the number of parameters to be estimated for a traditional disaggregation model grows rapidly with an increase in space or time components. We present a K-nearest neighbor approach to resample monthly flows conditioned on an annual value in a temporal disaggregation or multiple upstream locations conditioned on a downstream location for a spatial disaggregation. The method is parsimonious, as the only parameter to estimate is K (the number of nearest neighbors to be used in resampling). Simulating space-time flow scenarios conditioned upon large-scale climate information (e.g., ENSO, etc.) can be easily achieved. We demonstrate the utility of this methodology by applying it for spacetime disaggregation of streamflows in the Upper Colorado River basin. The method appropriately captures the distributional and spatial dependency properties at all the locations.
Introduction
Synthetic simulation of streamflow sequences is used in a variety of applications including reservoir operation and for evaluating water supply reliability.
Multiple reservoirs and stream sections are often considered in a system's operation plan. For this purpose, streamflows generated at different sites need to be consistent. This implies, that the flow at a downstream gauge is the sum of tributary flows; the annual flow is the sum of monthly flows; the monthly fraction of flows in wet/dry years are representative; and the dependencies of flows between the sites have to be reproduced. To this end, the disaggregation problem can be thought of as simulation from the conditional probability density function (PDF) )
, where X is a vector of disaggregated (e.g., monthly flows) flows and Z is the aggregate (e.g., annual)
flows and other terms (e.g., the first months correlation with the last month of the previous year), subject to the condition that the disaggregated flows add up to the aggregate flows, which is the additivity property. Often a simpler approach has been used consisting of fitting a model of the form:
Where Z is usually taken to be just the annual flow and A and B are matrices of the model parameters that are estimated to ensure the additivity property and ε is the stochastic term. Notice that the above form is that of a linear regression which has a rich developmental history; consequently, the main assumption is that the stochastic term and hence the data ( X and Z ) are assumed to be normally distributed. To achieve this, the data are typically transformed to a normal distribution by appropriate transforms before the model is fit. The simulation proceeds as follows: (i) An aggregate streamflow is generated from an appropriate linear or nonlinear model or equivalent dataset.
(ii) The simulated aggregate flow is then disaggregated using the above model. The simulated flows are back transformed to the original space. This linear stochastic framework for streamflow disaggregation was first developed by Valencia and Schaake (1973) and subsequently modified and improved by several others (Mejia and Rousselle, 1976; Lane, 1979; Salas et al., 1980; Stedinger and Vogel, 1984; Stedinger et al., 1985; Salas, 1985; Santos and Salas, 1992) .
Since these models are fit in the transformed space the additivity of the disaggregated flows to the aggregate flows in the original space after back transformation is not guaranteed. Hence, several adjustments have to be made (e.g., Lane, 1982; Stedinger and Vogel, 1984; Grygier and Stedinger, 1988) . Furthermore, the model is designed to reproduce the statistics in the transformed space but reproduction is not guaranteed in the original space.
Alternate approaches to disaggregation (Tao and Delleur, 1976; Todini, 1980; Koutsoyiannis, 1992; Koutsoyiannis and Manetas, 1996; Koutsoyiannis, 2001 ) allow representation of non-Gaussian data directly in the disaggregation scheme to avoid the need for data transformation. These techniques can incorporate the skewness from the historic data into the stochastic term (Tao and Delleur, 1976; Todini, 1980 , Koutsoyiannis, 1999 . Koutsoyiannis (2001) provides a stepwise disaggregation scheme that incorporates an adjustment procedure that preserves the additivity property and certain higher order statistics. These methods are iterative in nature and thus, computationally intensive besides requiring assumptions of linearity.
Recent advances in nonparametric methods (see Lall (1995) for an overview of nonparametric methods and their applications to hydroclimatic data) provide an attractive alternative to linear parametric methods. Unlike the linear approach where a single linear model is fit to the entire data, the nonparametric methods involve "local" functional fitting. The function is fit to a small number of neighbors at each point.
This approach has the ability to capture any arbitrary features (nonlinearities, nonnormal, etc.) exhibited by the data. Nonparametric methods have been applied to a variety of hydroclimate modeling questions including stochastic daily weather generation (Rajagopalan and Lall, 1999; Yates et al., 2003) , streamflow simulation (Sharma et al., 1997; Lall and Sharma, 1996; Prairie et al., 2006) , streamflow forecasting (Grantz et al., 2005 , Singhrattna et al., 2005 and for flood frequency estimation (Moon and Lall, 1994) to mention a few.
Kernel estimator based nonparametric streamflow simulation at a single site was developed by Sharma et al. (1997) where they also demonstrate its advantage over traditional linear models. Sharma and O'Neil (2002) improved on this to capature the interannual dependence. However, kernel methods can be inefficient in higher dimensions (e.g., space-time disaggregation) as noted by Sharma and O'Neil (2002) and as such, difficult to implement in multivariate problems such as spacetime disaggregation in a network. Lall and Sharma (1996) developed a K-nearest neighbor (K-NN) bootstrap approach to time series modeling and applied it to streamflow simulation. Being a bootstrap method values not observed in the historic data will not be generated in the simulations. To address this, a modified version of the K-NN bootstrap was developed by Prairie et al. (2005 Prairie et al. ( , 2006 and this was further used in streamflow forecasting (Grantz et al., 2005; Singhrattna et al., 2005) . Semiparametric approaches that combine the traditional linear modeling and bootstrap methods for streamflow simulation have also been developed (Souza Filho and Lall, 2003; Srinivas and Srinvasan, 2001 ). is fit to the data and the residuals from this model are resampled by block bootstrapping (the nonparametric component). This method is able to incorporate the strengths of both parametric and nonparametric models but still requires multiple steps.
In practical terms, there is a need for a robust, simple and parsimonious approach for space-time streamflow disaggregation that can capture the features exhibited by the data. To this end, here we develop a K-NN based disaggregation framework. The proposed framework and the algorithm are first described followed by its application to four streamflow sites on the Upper Colorado River basin, concluding with a summary and discussion of applications and the future direction for this research.
K-Nearest Neighbor Based Disaggregation Framework
The framework follows the work of Tarboton et al. (1998) except that the kernel based density estimation is replaced with a K-nearest neighbor approach. We describe the framework and the implementation algorithm for the case of a temporal (annual to monthly) disaggregation and the same steps follow for spatial disaggregation. As an example, consider X to be a 12
vector where Z is the annual flow. As mentioned earlier, the disaggregation problem amounts to simulation from the conditional PDF ) ( Z X f with the constraint that the disaggregated flows sum up to the aggregate flow. The conditional PDF can be written as
The numerator in the above equation requires the estimation of a 1
. However, due to the additivity requirement all the mass of the this joint PDF is situated on the − d dimensional hyperplane defined by
Thus, for a particular value of Z (the aggregate annual flow) the conditional PDF can be visualized geometrically as the probability density on a 1
. The conditional PDF can be specified through a rotation of the vector X into a new vector Y whose last coordinate is aligned perpendicular to the hyperplane defined by (3). Tarboton et al. ) and the simulation is also done in this rotated space before back rotation. In the Tarboton et al. (1998) framework kernel density estimators are used to construct this conditional PDF and subsequently for simulation. As mentioned earlier, the kernel methods are known to be inefficient and cumbersome to implement in higher dimensions. This limits their ability to extend the approach to space and time disaggregation.
We depart from the Tarboton et al. (1998) framework here and instead develop a K-NN based bootstrap approach to construct and simulate from the
). The methodology is described in the algorithm below.
The Algorithm
The steps involved in the algorithm are as follows:
1. The historic data of monthly flows are oriented in X such that seasons are across rows and years are across columns. X is rotated into Y by the rotation matrix R where,
The procedure for obtaining the rotation matrix is described in detail in the appendix of Tarboton 
The last row of the matrix Y is
components of the vector Y can be denoted as U and the last component is Z ′ , i.e., )
Hence, the simulation involves re-sampling from the conditional PDF (
2. An aggregate flow (i.e., annual flow) * z is generated from an appropriate model fitted to the annual flow data. This could be a traditional auto regressive model (Salas, 1985) or a K-NN bootstrap approach (Lall and Sharma, 1996) or a kernel density estimator based method (Sharma et al., 1997) or a modified K-NN bootstrap (Prairie et al., 2005 (Prairie et al., , 2006 or a block bootstrap resampling (Vogel and Shallcross, 1996) .
Here we used the modified K-NN (Prairie et al., 2006) . 
This weight function gives more weight to the nearest neighbors and less to the farthest neighbors. For further discussion on the choice of the weight function readers are referred to Lall and Sharma (1996) .
The number of nearest neighbors, K is based on the heuristic scheme N = K where N equals the sample size (Lall and Sharma, 1996) , following the asymptotic arguments of Fukunaga (1990) . Objective criteria such as Generalized Cross
Validation (GCV) can also be used. The above heuristic scheme has performed well in a variety of applications (Lall and Sharma, 1996; Rajagopalan and Lall 1999; Yates et al., 2003) .
Using these weights as a probability metric, one of the neighbors is resampled.
Suppose the selected neighbor corresponds to year j of the historic record. 
* x is the vector of disaggregated (i.e., monthly) flows that will sum to * z .
Steps 2 though 5 are repeated to generate ensembles of monthly streamflows. The same steps can be used for spatial disaggregation, in which case the matrix X represents the spatial streamflows and Z represents the spatial aggregate flow.
Even though we resample historic data, steps 4 and 5 enable the simulation of monthly values not seen in the historic record and can also generate negative values.
However, in our application here the negative values simulated were extremely small in number -less than 0.4% of the simulated values for all gauges were negative.
Numerical Example
To further explain the algorithm described above a simple numerical example is presented. In this example we assume two variables (say two seasons) and they 
The rotation matrix R is obtained as described in step 1 of algorithm resulting in
The rotated matrix Y is computed as The disaggregation schematic is shown in Figure 2 . In this, we begin with an annual streamflow at an 'index' gauge which is temporally disaggregated to twelve monthly flows. The monthly flows are then disaggregated to flows at the spatial locations. Thus, the disaggregation algorithm is applied twice, first for the temporal and second for the spatial disaggregation. The 'index' gauge is an imaginary gauge whose monthly flows are created as the sum of the monthly flows at all the four locations. The annual flow at the index gauge was generated from the modified K-NN lag-1 approach (Prairie et al., 2005 (Prairie et al., , 2006 . Using the space-time disaggregation approach we made 500 simulations each of 98 years length. The following statistics are calculated from the simulations and compared with those from the historic data to evaluate the performance of the proposed approach.
Performance Statistics
These performance statistics include monthly and annual (i) mean, (ii)
backward lag-1 autocorrelation of the flows at the four locations, (vii) Probability Density Functions (PDF), (viii) correlation of flows between the locations, (ix) surplus and drought statistics. Comparisons with a standard parametric alternative (Salas et al., 1980) are also provided.
Results
The However, we deemed it important to capture the correlations in the remaining months especially during the high flow months which are well preserved. Kumar et al. (2000) resolved this issue with their optimization framework but at a computation cost.
Linear adjustment procedures have also been developed to capture the first month's correlation with the last month of the preceding year (Grygier and Stedinger, 1988; Lane and Frevert, 1990; Koutsoyiannus and Manetas. 1996 and; Koutsoyiannus, 2001 ). But they all involve estimating several additional parameters and can impact reproduction of other statistics.
The maximum and minimum flow statistics are also reasonably well simulated for most of the months. Extrapolation beyond the maximum historic flow occurs more extensively for some months (Jan, Feb, Aug-Sep, Nov), while other months As described earlier, one of the advantages of nonparametric methods is the ability to capture any arbitrary PDF structure. To test this we estimated the PDF from the simulations and compared them with those of the observed data. To evaluate the performance of the disaggregation approach in capturing longer temporal properties we calculated surplus and drought statistics which include the longest surplus (LS), the longest drought (LD), the maximum surplus (MS) and the maximum deficit (MD) based on the long-term mean as the threshold for drought.
These statistics for the flows at Colorado River at Lees Ferry, are shown in Figure 8 .
The LS statistics exactly reproduces the historic data. The LD statistic in captured within the inter-quartile range of the simulations though tends to be under represented. The MS is again captured within the inter-quartile range of the simulations and well represented. While the MD statistic shows the greatest variability of the all these statistics, though captured within the inter-quartile range the MD tends to be under represented. The simulations generate droughts that are longer in length and greater in magnitude than those in the observed record, though these are only generated for less that 25% of the simulations.
Comparison with a parametric model
We compared the simulations from the K-NN space-time disaggregation approach developed in this research to a traditional parametric model (of the form in equation 1) developed by Mejia and Rousselle (1976) and Salas et al. (1980) . The parametric disaggregation models are designed to capture all the basic statistics, but as described earlier, they have difficulty in capturing non-normal PDF structure and also the coefficient of skewness. These two statistics depend upon the appropriate transformations used to transform the data to a normal distribution. The transformations applied for the parametric model all passed a skewness test for normality, i.e., the transformed data had a coefficient of skew close to zero. were effective the parametric model was fitted to the transformed data and hence, does not guarantee the reproduction of the statistics in the original space.
Summary and Discussion
We have presented a simple, robust and parsimonious framework for spacetime simulation of streamflows on a large river network. We adapted the Tarboton The proposed approach involved a two step process in which the temporal disaggregation was first performed followed by the spatial disaggregation. The work of Kumar et al (2000) considers a simultaneous space-time disaggregation based on the K-NN method in an optimization framework, albeit with significant computational effort. For the annual to monthly disaggregation, an approach that blends elements of the method presented here with the optimization approach of Kumar et al. (2000) may provide a means to perform a simultaneous disaggregation.
Efforts are under way to integrate this framework with a basin wide salinity model (Prairie et al., 2005) to generate salinity ensembles. Additionally, tree ring reconstructions of past annual streamflows at Lees Ferry will be incorporated into this approach to simulate (i.e., reconstruct) monthly streamflows at all the locations in the Upper Colorado River basin that may include extreme events addressing the second aforementioned limitation. Together these projects will enable the evaluation of various policy strategies in the basin. 
