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1. Introduction 
The order-acceptolnce decision has gained increasing attention 
over the past decade. From the perspective of professional practice. 
a firm may choose to reject potential orders for a variety of reasons: 
market focus, competitive advantage, capacity limitations, or a com­
bination of these. While <In overabundance of orders might be wel­
comed by a manufacturing or service faCility. demand that exceeds 
capacity brings with it some hard choices. There is an important 
trade-off between the profit-enhancing revenue associated with an 
order, and the costs of capacity that it may divert from other jobs. 
In addition. late delivery of some orders may result in penalties. re­
duced revenue and long-term loss of good-wi ll and market share. In 
a competitive market. the importance of on-time delivery may make 
it cost- and profit-effective to reject some orders [ Ij. 
Consider. for example. a steel producer that faces cyclical demand 
and limited nexibility of capacity. If the firm turns away orders in 
limes of high demand. when il is running close to capacity. it risks 
losing those customers who must go elsewhere for their product. 
Alternatively. it can continue to accept a ll prospective orders. and 
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risk significant delays and a degradation of its on-time delivery per­
formance. Both of these policies may result in loss of business that 
carries over into the low-demand periods. since customers may turn 
to other firms who have accepted their orders. or seek companies 
with more reliable delivery performance. How should the firm han­
dle orders during the high-demand period? Should it reject some 
proportion of potential orders. and if so. which ones? 
In this paper we consider a firm that makes its order-acceptance 
decisions when it has a pool of potential orders. for which it knows 
processing time. delivery date and price (revenue). In addition, the 
urgency of an individual order may be enhanced by the importance 
of the customer (for example. an importanT customer may some­
times submit orders that are not as lucrative as others. but have 
strategic importance for future business). An order delivered past 
the agreed-upon delivery date incurs a pena lty that is proportional 
to the amount of time that it is late; however. there is no reward 
(or penalty) from completing an order before the promise date. The 
profit for each order is ils revenue minus tardiness penalties. Capac­
ity is fixed during the time that the decision is made. The firm must 
choose the subset of potential orders, together with the processing 
schedu le that results in the highest profit. 
This paper extends previous work that considered the order­
acceptance decision with lateness [2.3! and tardiness penalties [4 !. 
In particular, we compare a previously tested myopic heuristic [4] 
with a genetic algorithm that also combines sequencing and job-
acceptance decisions. We first fine-tune the genetic algorithm with 
a pilot study that compares the settings of various operators, in­
cluding clone removal, mutation, immigration and population size, 
and different types of local search. We find that using a probabilis­
tic local search provides results that are almost as good as exhaus­
tive local search, with much shorter processing times. We then run 
the genetic algorithm, using the best combination of settings and 
probabilistic local search, against the myopic heuristic and an upper 
bound. Our computational study demonstrates that the genetic algo­
rithm always dominates the myopic heuristic in terms of objective 
function, at the cost of increased processing time. 
The contribution of this research is twofold. First, it demonstrates 
a new approach to the order-acceptance problem, that competes suc­
cessfully with previous algorithms for large problems. Second, we 
explore the relative efficacy of different settings for local search, in 
combination with the diversity operators (clone removal, mutation, 
immigration, and population size). While the settings of these op­
erators have some effect on performance, the use and type of local 
search makes the most difference. We expect that our results will be 
useful for the future application of genetic algorithms to scheduling 
problems. 
2. Related work 
The burgeoning research literature on order acceptance addresses 
the problem of which jobs the firm should process in order to max­
imize its profit. Previous approaches to this problem include inte­
ger and linear programming, dynamic programming, and various 
heuristics. Recent surveys of this literature are included in [4--6]. 
We discuss here those order-acceptance papers that are most closely 
related to our present work, and also relevant scheduling papers us­
ing genetic algorithms. 
The present paper adds to a stream of research [2--4,7,8] that 
studies the job-acceptance problem with static arrivals, determin­
istic processing times, a customer weight and revenue associated 
with each job, and lateness or tardiness as the time-related penalty. 
It is an extension of [4], which presents optimal and heuristic meth­
ods for the order-acceptance problem that includes sequencing 
decisions. Job sequencing for the tardiness objective is known to 
be NP-hard [9], as is the order-acceptance problem with lateness 
penalty [7]. While small-scale problems can be solved to optimality, 
medium- and large-scale problems are more challenging, and so 
optimal algorithms are usually accompanied by simplifying assump­
tions [7,8,10,11]. Thus the order-acceptance problem with tardiness 
penalty is a natural candidate for heuristics. 
Math programming approaches to this problem (integer, linear 
and mixed integer linear programs---MILP) solve for cost minimiza­
tion [12--14] and profit objectives [2--4]. Combinations of MILP and 
heuristics [6,15--17] include computational studies to assess the per­
formance of the heuristics. Versions of the order-acceptance problem 
include insertion of incoming orders into a current schedule while 
minimizing holding costs [6,18], and decisions that combine order 
acceptance, scheduling and due-date setting [16] as well as pricing 
[17]. Dynamic programming approaches consider order acceptance 
over time [3] and analyze greedy solutions [8]. 
Other approaches to the order-acceptance problem include deci­
sion theory [19--21], simulation [22--24], costing [10,25,26], neural 
networks [27], workload control [28--32], due-date assignment [33], 
and throughput maximization [34]. Most of these papers consider 
sequencing as well as order-acceptance decisions. The contribution 
of the present paper to the study of order acceptance is the develop­
ment of a genetic algorithm that performs favorably on large prob­
lems, compared to a previously tested heuristic based on assignment 
relaxation. 
Genetic algorithms have been used in a wide variety of ap­
plications, as diverse as supply-chain management [35], vehicle 
routing [36], cover printing [37], waste management [38], facility 
and network design [39--42], design of product lines [43,44], staff 
scheduling [45], thermal engineering [46], portfolio planning [47], 
and bankruptcy analysis [48]. There have been scores of papers in 
the last two decades that use genetic algorithms to solve scheduling 
problems. This approach is attractive for the set of scheduling prob­
lems that are difficult because of their combinatorial complexity, 
including those that are classified as NP-hard. 
Some applications of genetic algorithms to scheduling include 
tardiness objectives [49,50], weighted number of late jobs [51], 
flow-shop scheduling [52--55], parallel machines [56--58], sequence-
dependent setups [54,55,59,60], the early--tardy objective [61,62] 
and various versions of the job-shop scheduling problem [63--67]. 
For a discussion of the representation of scheduling problems in 
genetic algorithms see [68]. For recent reviews of applications of 
genetic algorithms to scheduling see [58,65,69--71]. 
Essafi et al. [72] apply a genetic algorithm with a search procedure 
to job-shop scheduling. They calibrate the settings of the genetic 
algorithm by fixing population size, encoding scheme and crossover 
(based on previous studies), and varying the schedule generator, 
local search and probability of mutation. The results demonstrate 
the power of combining a genetic algorithm with local search. We 
also design a genetic algorithm by tuning the settings with a design 
of experiments approach, and use local search, to develop a method 
that dominates previous approaches for our problem. 
An application of a genetic algorithm to the problem of order 
acceptance is found in Roundy et al. [6]. Their formulation of the 
order-acceptance problem has multiple machines, where the deci­
sions are whether to accept an order, what due date to quote and 
how to size batches. New orders are inserted into a current feasible 
schedule, but due-date constraints cannot be violated. The objective 
is to minimize setup and holding costs, while meeting as much of 
the customer's demand as possible. An MILP is developed for small 
problems, and various heuristics, including a genetic algorithm, are 
proposed for larger problems. A computational study shows that the 
genetic algorithm performs well, along with simulated annealing and 
other heuristics. 
Malve and Uzsoy [73] compare the performance of a genetic 
algorithm with previous heuristics, for a scheduling problem: the 
minimization of maximum lateness on parallel batch processors, 
with incompatible job families and dynamic arrivals. The problem 
is strongly NP-hard, and so all solution procedures presented are 
heuristics. The authors employ genetic algorithms to improve upon 
the performance of the heuristics, which may fall into local optima. 
They use the heuristics, in turn, to enhance the performance of the 
genetic algorithms. A computational study shows that performance 
varies with the degree of congestion, and the genetic algorithms ex­
cel when inserted idle time results in better solutions. 
Like these two papers, we compare the performance of heuristic 
procedures with that of genetic algorithms, for a scheduling problem 
that cannot be solved optimally in reasonable time for large prob­
lems. Our computational study reveals when the genetic algorithm 
performs well relative to the myopic heuristic, and which settings 
are likely to result in the best performance. So our contribution is 
both in adding a solution method to the order-acceptance literature, 
and providing insight into how to develop a genetic algorithm for 
this type of problem. 
3. The model 
The current paper models the order-acceptance decision with 
static arrivals, deterministic processing times, and a customer weight 
and revenue associated with each job. There are two decisions: which 
jobs to accept, and in what order to process the selected subset. The 
objective is profit maximization, that is, the sum of per-job revenues 
minus total weighted tardiness. The objective function is 
n L
max xi[Qi − wi(Ci − di)+] (1) 
i=1 
where i is the job index; i < j  implies that job i precedes job j in the 
processing order i, j = 1, . . . , n, n being the total number of jobs in 
the set; xi is 0 or 1 (job accepted or not); Qi is the revenue of job i; 
wi is the customer weight (proportional lateness discount) of job i;  iCi is the completion time of job i, i.e. Ci = j=1 xjpj , where pj is the 
processing time of job j; di is the due date of job i. 
4. Solution procedures 
In this paper we compare two solution procedures, in order to 
gain insights about the order-acceptance problem itself and about 
the comparative advantages of each approach. We develop proce­
dures that can tackle large problems (50, 75 and 100 jobs) and com­
pare their efficacy with regard to solution value and computation 
time. Because of the difficulty of the problem (even the lateness ver­
sion of the problem is NP-hard [7]), we cannot compute an optimal 
benchmark for problems this large, so we use an upper bound which 
is simply the assignment algorithm applied to a unit processing time 
relaxation of the problem. 
4.1. Description of the myopic heuristic 
The first solution procedure we employ is a fast and accurate my­
opic heuristic first described in [4]. Intuitively, this algorithm solves 
a relaxation of the original problem, and reassembles the accepted 
jobs, which are sequenced heuristically to minimize weighted tardi­
ness. 
Myopic heuristic: 
1. Calculate the profit of the original problem with all jobs, in their 
original sequence. 
2. Decompose the entire problem into joblets with unit processing 
time, apportion the weights and revenues accordingly, and use 
the assignment algorithm to find the optimal sequence of this 
relaxation by maximizing the return of accepting or rejecting 
each joblet. 
3. Accept all jobs that have at least 75% of their joblets accepted in 
the relaxed solution. 
4. Sequence these (reassembled) jobs in ascending order of com­
pletion time (the completion time of the latest component joblet 
scheduled in the assignment solution) minus processing time, 
and calculate the profit of this set. 
5. Order the remaining jobs using the Rachamadugu and Morton 
heuristic for weighted tardiness [74,75], place them after the 
previously accepted jobs in 4 above, and calculate the profit of 
this set. 
6. The solution is the best of 1, 4 and 5 above. 
4.2. Description of the genetic algorithm 
Genetic algorithms are general-purpose stochastic search proce­
dures that mimic the process of natural selection. A population is a set 
of current problem solutions, or chromosomes, which are evaluated 
for fitness with regard to the objective function, and then undergo re­
production (selection and modification) to form the next generation 
of solutions (offspring). This process continues until a stopping crite­
rion (number of generations or solution value) has been reached. For 
a general description of genetic algorithms see [76]; for a discussion 
of genetic algorithms for scheduling problems see [68--70,72,77]. 
For our problem, the chromosomes are sample solutions, that 
is, sequenced subsets of jobs from the candidate pool. We encode 
the job acceptance and scheduling problem as a sequence of ran­
dom numbers (Section 4.2.1). The fitness function is our objective, 
that is, the maximization of profit (sum of revenues minus the sum 
of tardiness penalties). We employ crossover to generate offspring 
(Section 4.2.3), and to maintain population diversity we make use of 
clone removal, mutation and immigration between two populations 
(Section 5.1). To improve generated solutions we use local search 
(Section 5.2). The procedure is terminated when a maximum num­
ber of generations has been reached, or there has been no fur­
ther improvement in the solution value for a certain number of 
generations. 
The following pseudo code describes the general procedure of 
our genetic algorithm. 
Generate an initial population 
Do until Maximum number of generations G is reached 
{ 
Evaluate solutions 
Update best solution found so far 
Choose solutions for crossover 
Perform crossover 
Generate new population 
} 
4.2.1. Initial solution 
For a problem with N jobs, we begin by generating N uniform 
random numbers, which are then ordered, while the integers from 
one to N (corresponding to the jobs) are reordered in parallel. For 
example, when the random numbers (0.12, 0.56, 0.22, 0.91, 0.44) 
are reordered to (0.12, 0.22, 0.44, 0.56, 0.91), this random sequence 
will then represent the job sequence (1, 3, 5, 2, 4) (see [68] for a 
discussion of this representation method). This procedure is repeated 
until the desired population of solutions has been generated. The 
value of each solution is then evaluated as follows. 
1. Until the end of the sequence is reached, choose the next job to 
evaluate. 
2. Will this job increase profit if accepted? 
(a) If yes, accept it (add it to the sequence to be saved) and 
return to step 1. 
(b) If no, do not accept it and return to step 1. 
3. When the end of the sequence has been reached, record the 
resulting set of accepted jobs and its profit. 
The value of the best solution generated is then recorded. 
Note that this decision procedure is itself myopic. So the genetic 
algorithm complements the myopic heuristic described in Section 
4.1 above in two important ways. First, instead of jointly optimiz­
ing the sequencing and acceptance decisions, it first sequences and 
then accepts jobs. Second, it uses the machinery of genetic search to 
construct a search space that is diverse, while keeping track of the 
best solutions found. 
4.2.2. Successive generations 
We perform the following steps to generate the successive gen­
eration: 
1. Evaluate the profit of all solutions, and sort them in descending 
order of profit. 
2. Keep the solutions whose profit is within 10% of the profit of the 
best solution found so far. 
3. For the remaining solutions, we create a new array, ranking the 
solutions by an index that is calculated by modifying the profit 
of each according to the following formula: 
( )
BestV
ModProfit = Profit − Rand × 0.05 × (2)
GenNum 
where ModProfit is the modified profit for this solution, Profit is 
the original profit for this solution, Rand is the random number 
(uniform distribution (0,1)), BestV is the best profit found so far, 
GenNum is the number of this generation. 
So the profit of each solution is decreased by a random number, 
which decreases as the number of generations increases. We 
multiply by BestV to scale the decrease to the magnitude of the 
current profit values. The value 0.05 was determined empirically 
in a preliminary study. 
4. Sort these remaining solutions in decreasing order of the index, 
and append them to the best solutions that were saved in (2) 
above. 
5. Use the better (top) half of all solutions in crossovers (described 
below) to generate offspring that replace the bottom half. For ex­
ample, when the population is of size 200, the first and the sec­
ond solutions are used to generate two offspring which replace 
those ranked 101 and 102, and so on. 
Notice that the modification effect of the index decreases with the 
number of generations, so that toward the end of the run, solutions 
are ranked by (unmodified) objective function value. This selection 
method is our implementation for the order-acceptance problem of 
a standard method of providing diversity in genetic algorithms: we 
first select the best solutions, and then randomize the selection of 
the rest, with a bias toward the better ones [76]. 
4.2.3. Crossover 
We use a two-point crossover to generate the offspring. We ran­
domly generate two distinct integers, n1 and n2, between 1 and N 
(the number of jobs), where n1 and n2 correspond to positions in the 
sequences. If n1 <n2 then the offspring are generated by switching 
the jobs between n1 and n2, that is, the jobs in positions n1, . . . , n2 
in the sequences. If n1 >n2 then the outer parts of the sequences 
(that is, the jobs before n1 and after n2) are switched to generate 
the offspring. Note that when parts of sequences are interchanged 
like this, the resulting sequence will not in general be feasible, since 
some jobs will be duplicated while others will be missing. The new 
sequence must thus be checked and the duplicated jobs replaced by 
those that are missing. The following example illustrates this process. 
Example of crossover: 
n1 = 3, n2 = 5 
Sequence 1 {5,2,3,8,4,6,7,1} 
Sequence 2 {3,5,2,4,6,7,1,8} 
Offspring 1 {5,2,2,4,6,6,7,1} uncorrected (job 2 repeated and job 
3 missing) 
Offspring 2 {3,5,3,8,4,7,1,8} uncorrected (job 3 repeated and job 
2 missing) 
Offspring 1 {5,3,2,4,6,8,7,1} corrected 
Offspring 2 {2,5,3,8,4,7,1,6} corrected 
It is also possible to do the crossover (as well as mutation and 
clone removal) on the original random number sequence, and then 
reorder it to get a new job sequence [68]. This will always result 
in a feasible sequence. We did try this in a pilot study, but it did 
not work as well as performing the crossover on the job sequences: 
operating on the random number sequence took about 50% longer 
on average, with objective function values much worse (8.99% vs. 
0.64% deviation from the benchmark on average). 
5. Pilot study 
In order to design a genetic algorithm for testing against the my­
opic heuristic, we conducted a pilot study in which we varied the 
Table 1 
Fractional factorial design . 
Test number Population size Mutation type Clone removal Population switch 
1 120 RISJ No No 
2 200 RISJ No Yes 
3 120 RR2J No Yes 
4 200 RR2J No No 
5 120 RISJ Yes Yes 
6 200 RISJ Yes No 
7 120 RR2J Yes No 
8 200 RR2J Yes Yes 
settings of diversity operators, including clone removal, mutation, 
immigration, and population size, and also varied the type of local 
search. We designed the pilot study as follows. For the four diver­
sity operators, we used a fractional factorial design, with two pos­
sible settings for each operator. This enabled us to run eight tests, 
and consider main effects as well as interaction effects among the 
diversity operators. We used probabilistic local search (see Section 
5.2) in these eight tests. The fractional factorial design is shown in 
Table 1.1 We used the resulting best settings of these four operators 
(Test 6), to test exhaustive local search and no search. In Sections 
5.1 and 5.2 we discuss the details of these settings. 
5.1. Population diversity 
We maintain population diversity in four ways: checking for du­
plicate solutions, using mutation, maintaining two separate popula­
tions with immigration between them, and varying population size. 
Since comparing entire sequences to check for duplicate solutions is 
time consuming, we compare the values of solutions. If two solutions 
have the same value, we have the option of performing a mutation 
on one of them, to eliminate the duplication (''clone removal''). In 
the pilot study, we used two settings of this operator: clone removal 
or no clone removal. 
In the pilot study, we compared two methods of performing mu­
tations: (1) randomly interchange successive jobs (RISJ), and (2) ran­
domly pick two locations in a sequence and randomly sequence the 
jobs between them (RR2J). Each time a new generation is created, 
there is a probability that each solution has a mutation applied. Af­
ter preliminary experimentation we used 0.1 for the probability of 
a mutation. 
A third method of maintaining population diversity is to main­
tain two separate populations. We performed immigration between 
the two populations by periodically switching portions of the pop­
ulations between them. In preliminary studies, we employed three 
levels of population switch (every 20, 40 or 60 generations), and also 
considered the effect of no population switch. In the pilot study, we 
compare no population switch with population switch every 20 gen­
erations. Finally, we varied the population size, with the settings of 
120 and 200. 
5.2. Local search 
Many implementations of genetic algorithms use local search to 
improve the generated solutions [70,72]. We employ local search 
when a solution has been created using a crossover, or modified by 
a mutation. That is, we search the neighborhood of the newly gener­
ated or modified solution for a better solution. With this approach, 
each sequence represents the best solution in a neighborhood. 
1 The two types of mutation are random interchange of successive jobs (RISJ) 
and random sequencing of jobs between two locations (RR2J), as defined in Section 
5.1. 
 Table 2 
Experimental design . 
Problems T Correlation 
1--20 0.3 No 
21--40 Yes 
41--60 2.0 No 
61--80 Yes 
81--100 3.0 No 
101--120 Yes 
Using local search can improve the solutions generated, but it 
becomes computationally expensive for large problems. 
We considered two types of local search. For the first type, we 
perform one pass through the job sequence and successively inter­
change the positions of all pairs of jobs. If an interchange improves 
the solution, we keep it. This exhaustive search requires N ∗(N −1)/2 
comparisons and substantially increases the computation time. The 
second type of local search limits the number of pairwise inter­
changes to five, and only searches with a probability of 0.10. The 
number of pairwise interchanges and probability of search was set 
empirically, after preliminary tests. 
5.3. Test problems and experimental design 
For the pilot study, we ran 120 randomly generated problems, 
with 75 jobs each. The problems were generated as follows. Weights 
and processing times were drawn from a uniform distribution (0, 1), 
then adjusted by a constant (multiplied by 10, with 1 added to the 
product), in order to adjust the difficulty of the problem in terms 
of profit margin and job size. Revenue was drawn from a lognormal 
distribution with an underlying normal distribution with mean 0 
and standard deviation one.2 Due dates were drawn from a uniform 
distribution, adjusted to the magnitude of processing times (pi) in  
each problem. Each due date equals the generated uniform number 
plus an adjustment factor: 2 × [  pi/(1 + T)] − 1. The problems thus 
generated typify a scenario where job characteristics are similar, but 
revenue may vary more widely [4]. We used three different settings 
of T (0.3, 2.0, 3.0), resulting in successively tighter due dates. For 
each value of T, we generated revenues for half of the problems 
that were not correlated with due dates (average correlation across 
all jobs 0.0002), and for the other half, we generated revenues that 
were inversely correlated with each due date for each job (average 
correlation −0.2062). So there were six types of problems in terms 
of due-date configuration (see Table 2). Test programs were coded in 
FORTRAN 90 and run on a Gateway computer with an Intel Pentium 
M 1.6 GHz processor. 
5.3.1. Termination criterion 
In a preliminary study, the algorithm was programmed to ter­
minate after a predetermined number of generations. The numbers 
we tried were in the range of 100--700. We found, however, that for 
some problems there was no change in the best solution after the 
first few generations, while for others the best solution was found 
in a later generation. The termination criterion we used for the pi­
lot study was to specify the maximum number of generations along 
2 Note that these distributions guarantee that all numbers generated are 
positive. We used standard routines from the IMSL libraries: RNUN for the uniform 
distribution, and RNLNL for the lognormal distribution. For the latter, the probability 
density function is defined as 
[ ]
f(x) = √ 1 exp − 1 (ln x − f)2 for x>  0
2ox 2 2� o
For more details, see [78]. 
with a limit on the number of generations with no improvement. 
We used 2500 as the maximum number of generations and 300 as 
the maximum number of generations with no improvement. This 
enabled the algorithm to terminate quickly when a very good solu­
tion was found early, while otherwise permitting it to continue to 
run if improvements were still being found. 
5.4. Performance measures 
The performance measure that we use for objective function value 
is deviation from an upper bound, which is found by using an as­
signment algorithm on a unit-time relaxation of the initial problem, 
which allows for joblets to be omitted. The average deviation is the 
average, over all problems in the set, of the difference between the 
upper bound and the objective function value, divided by the upper 
bound value: 
1 upper bound − genetic or myopic solution L 
number of problems upper bound 
We also report the minimum and maximum deviation, the num­
ber of solutions which were equal to the upper bound (a lower bound 
on the number of times the algorithm achieved the optimal solu­
tion), and the average processing time (in CPU seconds). 
5.5. Results of the pilot study 
Table 3 and Fig. 13 show the results of the pilot study. In this set 
of problems, the genetic algorithm achieved the upper bound for a 
number of problems, and so the minimum deviation for all tests is 
zero. Looking at the average percentage deviation for tests 1--8, the 
best settings are found in test 6 (population size of 200, RISJ muta­
tion type, clone removal, no immigration). The average running time 
of this test was also the longest, by about 16 s, compared to the next 
best performance (test 8). Comparing the results of test 6 with the 
exhaustive local search and the same settings of the other opera­
tors (penultimate row of Table 3), we find that the average objective 
function value is about the same (0.15% difference in average devi­
ation), but the exhaustive local search took about 28 times as long 
to run. Using no local search at all (last row of Table 3) resulted in 
the worse performance of all (average deviation of 2%, more than 
twice as much as any setting with search, and maximum deviation 
almost twice as much as the worst for previous tests), with no saving 
in running time (it took twice as many generations, on average, as 
when probabilistic search was used). Test 6 had the lowest average 
percentage deviation, with test 5 running much faster with a small 
difference in objective function performance. Since all running times 
were manageable, we decided to use the settings that gave the best 
objective function value. So we chose test 6 for the settings for the 
main computational study: RISJ, clone removal, population of 200, 
no immigration and probabilistic local search. 
6. Main computational study 
After determining the best settings with the pilot study, we per­
formed a computational study which compares the genetic algo­
rithm and myopic heuristic under a variety of scenarios. As in the 
pilot study, we vary the due-date tightness (and so the difficulty) of 
the scheduling problem, and for each level of due-date tightness we 
consider whether or not the due date is inversely correlated with 
revenue (which illustrates a situation in which a customer pays more 
to have an order completed earlier). 
3 Fig. 1 includes tests 1--8 only. 
Table 3 
Pilot study . 
Test Pop. Mut. Clone Immig. Avg. dev. (%) Min dev. (%) Max dev. (%) Equal UB Avg. time 
1 120 RISJ No No 0.7762 0.0000 4.2824 16 23.60 
2 200 RISJ No Yes 0.7356 0.0000 4.2080 16 29.42 
3 120 RR2J No Yes 0.7645 0.0000 4.4504 18 17.38 
4 200 RR2J No No 0.6117 0.0000 5.0926 18 39.29 
5 120 RISJ Yes Yes 0.6591 0.0000 4.1253 18 21.64 
6 200 RISJ Yes No 0.5957 0.0000 4.1253 18 46.07 
7 120 RR2J Yes No 0.5980 0.0000 4.1419 18 30.53 
8 200 RR2J Yes Yes 0.5995 0.0000 4.1419 18 37.61 
Ex. LS 200 RISJ Yes No 0.4430 0.0000 4.0923 18 1319.90 
No srch. 200 RISJ Yes No 2.0097 0.0000 9.3200 12 54.56 
A
ve
ra
ge
 P
er
ce
nt
ag
e 
D
ev
ia
tio
n
0.9% 
0.8% 
0.7% 
0.6% 
0.5% 
0.4% 
0.3% 
0.2% 
0.1% 
0.0% 
0 10 20 30 40 50 
Test 3 Test 1 
Test 5 
Test 2 
Test 7 
Test 8 Test 6 
Test 4 
Average CPU Time (seconds) 
Fig. 1. Performance vs. CPU time (pilot study). 
6.1. Test problems 
For the main computational study, we ran three sets of 120 ran­
domly generated problems, of size 50, 75 and 100. As for the pilot 
study (but using different random number seeds) weights and pro­
cessing times were drawn from a uniform distribution (0, 1), and 
due dates were drawn from a uniform distribution, adjusted to the 
magnitude of processing times in each problem. We used three dif­
ferent settings of T (0.3, 2.0, 3.0) and generated revenues for half 
of the problems without correlating due date and revenue (average 
correlation across all problems was 0.003), and for the other half, 
we generated revenues that were inversely correlated with each 
due date for each job (average correlation −0.187). This resulted in 
six sets of jobs with different job characteristics (see Table 2). To 
check the robustness of our results, we ran one set of 75-job prob­
lems with much tighter due dates (T = 5.0, 7.0, 10.0), and found 
that while (as expected) performance measures (deviation from up­
per bound) declined and processing times increased, the results 
that we describe in Section 6.3 were the same in terms of compar­
ing the two procedures. Test programs were coded in FORTRAN 90 
and run on a Gateway computer with an Intel Pentium M 1.6 GHz 
processor. 
6.2. Performance measures 
We compared the performance of the genetic algorithm and the 
myopic heuristic, in terms of objective function value and computa­
tion time. We compare the average, minimum and maximum devia­
tion from the upper bound, and also report the number of solutions 
equal to the upper bound and the average processing time (in CPU 
seconds). 
6.3. Results 
The details of results for the sets of 50-, 75- and 100-job problems 
are given in Tables 4, 5 and 6. We separate the results into six prob­
lem types, characterized by due-date tightness (T) and correlation 
(Crl.). Results aggregated by problem size are given in Table 7 and 
Fig. 2. In  Tables 8 and 9, the results are aggregated by the problem 
characteristics of due-date tightness and correlation, respectively. 
The last two columns of these tables show the ratio of the genetic al­
gorithm to the myopic heuristic, with regard to average percentage 
deviation from the upper bound, and average running time. 
First we note that the upper bound is fairly tight; the maxi­
mum deviation for the genetic algorithm is 3.010% (Table 4), and for 
the myopic heuristic 9.628% (Table 5), with average deviations less 
than 3%. From all of the tables, and Fig. 2, we can immediately see 
that the genetic algorithm dominates the myopic heuristic in terms 
of objective function value. The average deviation from the upper 
bound of the genetic algorithm is always less than that of the my­
opic heuristic. See Figs. 3--5. The minimum and maximum devia­
tion of the genetic algorithm is always less than that of the myopic 
heuristic (except when both minima equal zero). The genetic algo­
rithm does worse than the myopic heuristic only 23 times in 360 
problems. Aggregating by problem size, due-date tightness and cor­
relation, the average deviation of the genetic algorithm is usually 
less than half of that of the myopic heuristic (penultimate column of 
Tables 7--9). 
Looking at the breakdown by problem size (Tables 4--6, and 
Figs. 3--5), we see that as the value of T rises (indicating more diffi­
cult problems in terms of tighter due dates), both procedures usually 
do worse, and the relative advantage of the genetic algorithm (the 
ratio in the penultimate column) is somewhat eroded. We also see 
this in the averages reported in Table 8. 
The difference between no correlation and inverse correlation be­
tween due date and revenue shows a similar pattern; except when 
T = 0.3, both procedures do worse for correlated problems, with 
the performance of the genetic algorithm dropping more quickly 
(Tables 4--6). The relative advantage of the genetic algorithm is 
usually lower for correlated problems of size 50 and 75, but bet­
ter for 100-job problems with correlation when T = 2.0 and 3.0. 
Across all problems (see Table 9), the relative advantage of the ge­
netic algorithm is slightly lower for correlated than for uncorrelated 
problems. 
However, the genetic algorithm takes longer to run (Fig. 2). The 
average times are always longer, and except for 20 times in 360 
problems, the individual processing time for the genetic algorithm 
is greater than that of the myopic heuristic. On average the genetic 
Table 4 
50-job problems . 
T Crl. Genetic algorithm Myopic heuristic Genetic/myopic 
Avg. dev. (%) Min dev. (%) Max dev. (%) Eq. Bd. Avg. time Avg. dev. (%) Min dev. (%) Max dev. (%) Eq. Bd. Avg. time Avg. dev. Avg. time 
0.3 0.025 
0.3 −0.213 
0.059 
0.112 
0.000 
0.000 
0.685 
1.051 
11 
10 
10.88 
10.74 
0.333 
0.295 
0.000 
0.000 
1.104 
2.647 
2 
5 
2.96 
4.07 
0.176 
0.378 
3.671 
2.639 
2.0 0.007 
2.0 −0.161 
0.146 
0.313 
0.000 
0.001 
1.273 
1.137 
10 
0 
11.19 
18.50 
0.298 
0.588 
0.000 
0.011 
2.398 
2.558 
6 
0 
4.69 
3.24 
0.489 
0.532 
2.384 
5.702 
3.0 0.009 
3.0 −0.243 
0.527 
0.432 
0.000 
0.021 
3.010 
1.397 
1 
0 
20.18 
22.84 
0.893 
0.988 
0.004 
0.054 
4.076 
5.869 
0 
0 
4.19 
5.25 
0.590 
0.437 
4.821 
4.354 
Table 5 
75-job problems . 
T Crl. Genetic algorithm Myopic heuristic Genetic/myopic 
Avg. dev. (%) Min dev. (%) Max dev. (%) Eq. Bd. Avg. time Avg. dev. (%) Min dev. (%) Max dev. (%) Eq. Bd. Avg. time Avg. dev. Avg. time 
0.3 −0.016 
0.3 −0.168 
0.090 
0.175 
0.000 
0.000 
0.526 
1.151 
8 
6 
24.51 
20.67 
0.355 
0.338 
0.000 
0.000 
1.570 
1.934 
1 
2 
8.14 
16.58 
0.254 
0.516 
3.012 
1.246 
2.0 0.034 
2.0 −0.191 
0.612 
0.938 
0.037 
0.047 
1.632 
2.614 
0 
0 
67.68 
63.55 
1.247 
1.903 
0.070 
0.103 
6.715 
4.127 
0 
0 
9.81 
13.94 
0.490 
0.493 
6.901 
4.557 
3.0 −0.005 
3.0 −0.167 
0.535 
1.280 
0.032 
0.026 
1.406 
2.799 
0 
0 
52.32 
56.29 
1.405 
2.923 
0.071 
0.077 
6.408 
9.628 
0 
0 
9.30 
14.90 
0.381 
0.438 
5.623 
3.778 
Table 6 
100-job problems . 
T Crl. Genetic algorithm Myopic heuristic Genetic/myopic 
Avg. dev. (%) Min dev. (%) Max dev. (%) Eq. Bd. Avg. time Avg. dev. (%) Min dev. (%) Max dev. (%) Eq. Bd. Avg. time Avg. dev. Avg. time 
0.3 −0.011 0.199 0.000 1.124 9 55.37 0.451 0.000 1.501 1 19.85 0.442 2.790 
0.3 −0.219 0.194 0.000 1.411 7 46.57 0.366 0.000 1.684 2 38.74 0.532 1.202 
2.0 0.021 0.651 0.074 1.503 0 119.21 1.009 0.000 3.064 1 22.22 0.645 5.364 
2.0 −0.133 0.936 0.069 1.956 0 132.43 2.357 0.134 8.354 0 33.87 0.397 3.910 
3.0 −0.034 0.853 0.023 2.259 0 137.16 1.675 0.106 4.100 0 23.90 0.509 5.740 
3.0 −0.187 1.055 0.027 2.421 0 116.54 2.608 0.085 7.757 0 33.41 0.405 3.488 
Table 7 
By problem size . 
Prob size Genetic algorithm Myopic heuristic Genetic/myopic 
Avg. dev. (%) Min dev. (%) Max dev. (%) Eq. Bd. Avg. time Avg. dev. (%) Min dev. (%) Max dev. (%) Eq. Bd. Avg. time Avg. dev. Avg. time 
50 
75 
100 
0.265 
0.605 
0.648 
0.000 
0.000 
0.000 
3.010 
2.799 
2.421 
32 
14 
16 
15.72 
47.50 
101.21 
0.566 
1.362 
1.411 
0.000 
0.000 
0.000 
5.869 
9.628 
8.354 
13 
3 
4 
4.07 
12.11 
28.66 
0.468 
0.444 
0.459 
3.865 
3.922 
3.531 
algorithm takes about four times as long to run (last column of 
Table 7). The myopic heuristic almost always takes longer for corre­
lated problems of all sizes, but the genetic algorithm does not, and so 
we see that the time disadvantage of the genetic algorithm is lower 
for 75- and 100-job problems with correlation (see the last column 
of Tables 5 and 6). 
7. Conclusion 
We have developed a genetic algorithm that performs well for 
large instances of the order-acceptance problem. We used a frac­
tional factorial experimental design to determine the best settings 
for the diversity operators, and then tried two different types of lo­
cal search to improve the solutions. Our pilot study demonstrated 
that the most dramatic improvements in performance (objective­
function value) are achieved by exhaustive local search, but at a 
high computational cost. A probabilistic search does nearly as well 
as exhaustive local search, at a fraction of the processing time, and 
so we use that procedure, as well as the best settings of population 
size, mutation, cloning and immigration for the main computational 
Fig. 2. Performance vs. CPU time (main computational study). study. 
Table 8 
By due-date tightness . 
T Genetic 
Avg. dev. (%) Avg. time 
Myopic 
Avg. dev. (%) Avg. time 
Genetic/myopic 
Avg. dev. (%) Avg. time 
0.3 0.138 28.12 0.356 15.06 0.388 1.868 
2.0 0.599 68.76 1.234 14.63 0.486 4.700 
3.0 0.780 67.55 1.749 15.16 0.446 4.457 
Table 9 
By correlation (average correlation across all problem sizes and types) . 
Crl. Genetic Myopic Genetic/myopic 
Avg. dev. (%) Avg. time Avg. dev. (%) Avg. time Avg. dev. (%) Avg. time 
0.003 0.604 54.24 1.374 18.22 0.440 2.976 
−0.187 0.408 55.39 0.852 11.67 0.479 4.745 
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Fig. 3. Average deviation: 50-job problems. 
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The main results show that, while the upper bound is 
fairly tight for both procedures, the genetic algorithm dom­
inates in terms of objective function value, but takes about 
four times as long to run. As problem difficulty increases, in 
terms of due-date tightness and correlation of due date and 
revenue, both procedures do worse, and the objective-function 
performance of the genetic algorithm degrades more than 
that of the myopic heuristic. Although the genetic algorithm 
takes longer to run than the myopic heuristic, computation 
times are still fast enough to enable its use for real-time job 
selection and due-date quotation. For example, when a firm has 
a set of orders with firm customer delivery dates, either al­
gorithm can quickly identify which orders should be accepted 
for processing. If delivery schedules are negotiable, the pro­
cedures run fast enough to enable the decision-maker to per­
form sensitivity analysis with different due-date values. Our re­
sults, as well as our investigative methodology, have implica­
tions for the further study of scheduling problems in general, 
and the order-acceptance problem in particular, using genetic 
algorithms. 
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