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En este trabajo de tesis se parte de la hipótesis de que: es posible aumentar 
la eficiencia de las plantas desalinizadoras de agua de mar utilizando sistemas 
de control inteligente, conformados por controladores multivariables 
fundamentados en redes neuronales artificiales y modelos matemáticos 
multivariables basados en las leyes de conservación de la materia y energía. 
Se empieza describiendo las tecnologías empleadas a nivel industrial para la 
desalinización de agua, y se continúa con una revisión del estado del arte del 
modelado y control de las plantas desalinizadoras que se basan en ósmosis 
inversa. 
Luego, teniendo en cuenta la polarización de la concentración y utilizando el 
modelo de solución-difusión para cuantificar el transporte de las sales y del 
solvente a través de la membrana, se plantean las ecuaciones de balance de 
materia y energía en la unidad de ósmosis inversa de una planta 
desalinizadora de agua de mar, obteniéndose un modelo matemático no lineal 
multivariable. Al validar el modelo con datos experimentales se verifica un 
buen grado de ajuste. 
Más adelante, se linealiza el modelo obtenido (alrededor de sus condiciones 
normales de operación) para conseguir una representación en el espacio de 
estados, que es utilizada en el diseño de un neurocontrolador dinámico. Se 
valida el desempeño del controlador diseñado frente a cambios en la 
referencia, presencia de ruido y rechazo a perturbaciones, encontrándose en 
todos los casos un desempeño satisfactorio. 
Posteriormente se realiza un estudio comparativo del desempeño del 
controlador neuronal diseñado frente a controladores PID, verificándose con 
bastante claridad la superioridad del controlador neuronal, especialmente en 
las situaciones en las que cambian significativamente las dos variables 
controladas a la vez. 
Se concluye la memoria de tesis haciendo una propuesta de implementación 
práctica del sistema de control diseñado, que sugiere el uso de una aplicación 
cliente/servidor OPC con el controlador neuronal implementado en Simulink 
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LISTA DE SÍMBOLOS PARA LAS VARIABLES DEL MODELO 
MATEMÁTICO 
 
Símbolo Variable Unidad 
𝐴 Área superficial de la membrana m2 
𝐶 Concentración mg/kg (= ppm) 
𝐶𝑓 Concentración de la corriente de alimentación mg/kg (= ppm) 
𝐶𝑝 Concentración de la corriente de permeado mg/kg (= ppm) 
𝐶𝑟 Concentración de la corriente de rechazo mg/kg (= ppm) 
𝐶𝑚1 Concentración en la capa límite del lado 
rechazo 
mg/kg (= ppm) 
𝐶𝑚2 Concentración en la capa límite del lado 
permeado 
mg/kg (= ppm) 
𝐶𝑜𝑛𝑑 Conductividad uS/cm 
𝐶𝑜𝑛𝑑𝑝 Conductividad eléctrica de la corriente de 
permeado 
uS/cm 
𝐹𝑓 Flujo másico de la corriente de alimentación Kg/s 
𝐹𝑝 Flujo másico de la corriente de permeado Kg/s 
𝐹𝑟 Flujo másico de la corriente de rechazo Kg/s 
𝐹𝑚1 Flujo másico a través de la membrana desde la 
capa límite del lado rechazo 
Kg/s 
𝐹𝑚2 Flujo másico desde la membrana hacia la capa 
límite del lado permeado 
Kg/s 
𝑝𝐻𝑓 medida del contenido de iones H
+ en la 
corriente de alimentación 
adimensional 
𝑘 Selectividad de la membrana bar-1 
𝑘𝐴 Constante de permeabilidad al soluto m/s 
𝑘𝐵 Constante de permeabilidad al solvente Kg/(m
2.s.bar) 
𝑚𝑃 Masa de fluido dentro del volumen de control 
del subsistema permeado 
Kg 
𝑚𝑟 Masa de fluido dentro del volumen de control 






𝑃𝑓 Presión de la corriente de alimentación Bar 
𝑃𝑝 Presión de la corriente de permeado Bar 
𝑃𝑟 Presión de la corriente de rechazo Bar 
𝑃𝑚1 Presión en la capa límite del lado rechazo Bar 
𝑃𝑚2 Presión en la capa límite del lado permeado Bar 
𝑃𝑙𝑜𝑠𝑠𝑃 Pérdidas de presión en el lado permeado Bar 
𝑃𝑙𝑜𝑠𝑠𝑟 Pérdidas de presión en el lado rechazo Bar 
𝑇𝑓 Temperatura de la corriente de alimentación °C 
𝑇𝑝 Temperatura de la corriente de permeado °C 
𝑇𝑟 Temperatura de la corriente de rechazo °C 
𝑇𝑚1 Temperatura en la capa límite del lado rechazo °C 
𝑇𝑚2 Temperatura en la capa límite del lado 
permeado 
°C 
𝜋 Presión osmótica bar 
𝜃 Corte adimensional 























Actualmente, debido al progresivo crecimiento demográfico e industrial, la 
demanda de agua potable ha aumentado significativamente en casi todos los 
países del planeta. Para satisfacer esta demanda, se necesitan fuentes de 
agua de fácil acceso y económicamente aprovechables, que sin embargo; 
como consecuencia de la contaminación ambiental, son cada vez más 
escasas y de menor calidad (Rivas-Perez, 1990; Wilf y Bartels, 2005). 
En el Perú, aunque, en general el agua no constituye un recurso escaso, este 
no se encuentra disponible de forma natural en el espacio y tiempo en el que 
se necesita, por ejemplo, mientras que en la selva el agua es abundante, 
muchas poblaciones y actividades económicas de la costa sufren de continua 
escasez (Moncada-Valerio et al., 2012). Además, al ritmo de desarrollo actual, 
con el paso del tiempo, esta situación de escasez se volverá más crítica; 
hecho que exige la necesidad de promover la utilización de procesos 
alternativos para el abastecimiento de agua potable, entre los que se 
encuentra la desalinización del agua de mar con tecnologías eficientes y 
económicamente atractivas. 
La ósmosis inversa (O.I.) constituye desde hace algunos años la tecnología 
más eficiente para la desalinización de agua de mar, pero aún no lo 
suficientemente atractiva desde el punto de vista económico (Voutchkov, 
2013). En este trabajo se parte de la hipótesis de que es posible aumentar la 
eficiencia de las plantas desalinizadoras de agua de mar utilizando sistemas 
de control inteligente, conformados por controladores multivariables 
fundamentados en redes neuronales artificiales (R.N.A.) y modelos 
matemáticos multivariables basados en las leyes de conservación de la 
materia y energía. 
El presente trabajo de tesis tiene como objetivo general: obtener un modelo 
matemático multivariable de una planta desalinizadora de agua de mar por 
O.I. empleando las leyes de conservación de la materia y energía; así como, 
diseñar un controlador multivariable basado en R.N.A. para las variables 
críticas de dicha planta, con el fin de aumentar su eficiencia. 






- Estudiar los fundamentos teóricos de la desalinización de agua de mar 
mediante O.I. 
- Obtener un modelo matemático multivariable de la unidad de O.I. de una 
planta piloto de desalinización de agua de mar. 
- Diseñar un controlador multivariable basado en R.N.A para las variables 
críticas de la planta objeto de estudio. 
- Realizar una propuesta de implementación práctica del sistema de control 
diseñado. 
El capítulo uno se empieza hablando sobre la problemática de la escasez de 
agua potable en el mundo, luego se describen las principales tecnologías 
utilizadas en la desalinización de agua. A continuación se presentan los 
modelos estáticos, dinámicos, teóricos y experimentales que se han 
desarrollado a lo largo del tiempo para el proceso de ósmosis inversa. Se 
termina el capítulo haciendo una revisión del estado del arte de los sistemas 
automáticos de control para las plantas industriales de desalinización 
mediante O.I. 
El capítulo dos se empieza describiendo cada una de las etapas que se llevan 
a cabo en una planta industrial de desalinización de agua por O.I., luego se 
habla de las membranas, su estructura, sus características y su configuración; 
se continúa el capítulo mencionando los parámetros más importantes de un 
proceso de desalinización por O.I., y se describe la planta piloto de 
desalinización de agua de la PUCP. Posteriormente, se aplican las 
ecuaciones de balance de materia y energía para obtener un modelo 
matemático no lineal multivariable de la unidad de O.I. de una planta piloto de 
desalinización de agua de mar, el cual posteriormente se valida con datos 
experimentales. 
El capítulo tres se empieza repasando la teoría básica sobre redes neuronales 
artificiales, especialmente aquella relacionada con la arquitectura de las redes 
y sus mecanismos de aprendizaje, luego se habla de los neurocontroladores 
y sus algoritmos de entrenamiento. Se propone una generalización del 
algoritmo Dynamic Back Propagation para diseñar neurocontroladores 
dinámicos multivariables y se desarrolla un procedimiento de carácter general 





neurocontrolador y para la transformación lineal del modelo matemático 
utilizado en su entrenamiento. Posteriormente se explican las razones por las 
que conviene diseñar un neurocontrolador para la planta objeto de estudio. Se 
obtiene una representación de la planta en el espacio de estados, con la cual 
se entrena el neurocontrolador que posteriormente se implementa en Simulink 
mediante un bloque MATLAB-Function para controlar el modelo no lineal de 
la unidad de O.I. de una planta piloto de desalinización de agua de mar. 
Finalmente se evalúa el desempeño del neurocontrolador diseñado en 
diversos escenarios: seguimiento de trayectorias, rechazo a perturbaciones y 
presencia de ruido. 
El capítulo cuatro se empieza realizando un análisis comparativo del 
desempeño del controlador neuronal diseñado frente a controladores PID y se 

























1. ESTADO DEL ARTE DEL MODELADO Y CONTROL DE PLANTAS DE 
DESALINIZACIÓN DE AGUA DE MAR POR ÓSMOSIS INVERSA 
 
1.1.  Introducción 
Actualmente, debido a la sobrepoblación de las zonas urbanas, la sobre 
explotación de las principales cuencas fluviales, la contaminación de los 
acuíferos subterráneos y el alarmante calentamiento de las aguas oceánicas 
(Calderon-Valdez et al., 2015), la escasez de agua potable constituye un 
grave problema para todos los países (Kovalenko et al., 1989; Pedregal et al., 
2009; Rivas-Perez et al. 2014a, 2014b). 
Solo un pequeño porcentaje del agua de la Tierra es dulce y de este menos 
del 1% es de fácil acceso para el uso humano (Watkins et al., 2006). De 
acuerdo a la última publicación de la OMS referente a saneamiento y agua 
potable, el 91% de la población mundial utiliza fuentes segura de agua 
potable, quedando aun 663 millones de personas que carecen de este acceso 
(UNICEF, 2015), además, se estima que en el 2025, la mitad de la población 
vivirá en zonas afectadas por la escasez de agua (WHO, 2013). Esto afectará 
la producción agrícola e industrial, aumentando en consecuencia los precios 
de los productos industriales y de los alimentos (Feliu-Batlle et al., 2008, 
2005). 
Esta realidad sugiere que, hay una alta probabilidad de que estallen guerras 
por el agua potable si no se encuentra una solución factible y fiable para la 
escasez en todos los países del planeta (Kovalenko et al., 1990; Rivas-Perez 
et al., 2011, 2003). 
Muchos científicos consideran que la desalinización del agua de mar es la 
solución que resolverá la futura crisis de agua en el planeta (Moncada-Valerio 
et al., 2012; Rivas-Perez et al., 2014c), sin embargo; advierten que esta 
solución no es simple porque requiere de tecnologías costosas y 
consumidoras de grandes cantidades de energía. 
 
1.2.  Tecnologías para la desalinización de agua de mar 
En muchos lugares la necesidad de desalinizar el agua es incluso más 





Desalinizar el agua significa separarla de la solución salina en la que se 
encuentra. El proceso más antiguo para este propósito es el de destilación, 
en el cual, primero se evapora el agua agregándole calor o reduciendo su 
presión de vapor, y luego se lo condensa sobre una superficie fría. Las tres 
tecnologías principales del tipo destilación que se utilizan a nivel industrial 
para desalinizar el agua son: destilación flash multietapa (MSF), evaporación 
multiefecto (ME) y compresión de vapor (VC). 
Hasta los años 80, la tecnología más utilizada era la MSF, pero actualmente 
los procesos con membranas dominan el mercado. En estos procesos, la 
separación ocurre gracias a la naturaleza selectiva de la membrana, la cual, 
bajo la influencia de una fuerza motriz externa, permite el paso preferencial ya 
sea del agua o de los iones, pero no de ambos. 
Destilación flash multietapa (MSF). En este proceso, la condensación del 
vapor producido precalienta la corriente de alimentación (agua de mar) a 
medida que esta fluye sucesivamente en una serie de etapas. La corriente de 
alimentación se calienta aún más con una fuente de calor externa antes de 
ingresar a las cámaras de evaporación flash (etapas), en las que, mediante la 
disminución súbita y sucesiva de su presión se convierte en el vapor que se 
utiliza en el precalentamiento del agua de alimentación y que después de 
condensarse constituirá el producto final. La gran mayoría de plantas que 
utilizan esta tecnología están instaladas en Medio Oriente y en general son de 
grandes capacidades (Wilf, 2004). Un esquema simplificado de una planta de 
desalinización de agua de mar que utiliza el proceso MSF se muestra en la 
Figura 1.1. 
Evaporación multiefecto (ME). En este proceso, se utiliza el calor latente de 
condensación del vapor producido en un efecto para evaporar agua líquida en 
el siguiente efecto; logrando de esta manera una gran integración energética, 
y por ende, una alta eficiencia. Las plantas ME se diseñan principalmente de 
dos tipos: multiefecto de tubos horizontales (HTME) o evaporador de tubos 
verticales (VTE). En un evaporador multiefecto de tubos verticales (Figura 
1.2), el agua salina que fluye hacia abajo dentro de los tubos se evapora con 
la energía suministrada por la condensación (en la parte exterior de los tubos) 






Figura 1.1. Diagrama de flujo del proceso de evaporación flash multietapa 
(MSF), (Kirk-Othmer, 2004). 
 
 
Figura 1.2. Diagrama de flujo simplificado de una planta de desalinización 
con cuatro efectos de tubos verticales, (Kirk-Othmer, 2004). 
 
Destilación por compresión de vapor (VC). En este proceso, se vaporiza el 
agua de mar precalentada rociándola sobre un banco de tubos en cuyo interior 
se condensa vapor. El mismo vapor producido de esta manera, es el que luego 
se comprime y envía a condensar en el interior del banco de tubos para 
suministrar el calor necesario. El compresor puede ser accionado por una 
turbina de vapor, un motor de combustión interna o un motor eléctrico (Figura 
1.3a). La compresión del vapor también puede conseguirse con un eyector 
(Figura 1.3b). Esta última configuración mejora la confiabilidad y disponibilidad 
de la planta gracias a su simplicidad y ausencia de partes móviles; no 






Figura 1.3. Diagrama de flujo esquemático de una planta de desalinización 
por compresión de vapor de tubos horizontales: (a) con compresor 
accionado por un motor eléctrico, (b) con un eyector (Kirk-Othmer, 2004). 
 
Electrodiálisis (ED). En este proceso, la alimentación (agua de mar) es 
conducida por el espacio entre dos membranas, una permeable solo a 
cationes y la otra solo a aniones. Un campo eléctrico externo dirige los aniones 
en dirección al cátodo y los cationes hacia el ánodo. Debido a la selectividad 
de las membranas, estos iones solo pueden atravesar un compartimiento en 
su camino hacia el electrodo respectivo quedando atrapados inmediatamente 
en el siguiente compartimiento después de atravesar una membrana. Esto 
permite reducir manera la concentración de sales en algunos compartimientos 
e incrementarla en otros. Un esquema simplificado de una planta de 
desalinización por electrodiálisis se muestra en la Figura 1.4. 
Ósmosis inversa (O.I.). En este proceso, la desalinización está basada en el 
fenómeno de transferencia de materia más común de las células vivientes (la 
ósmosis directa). Se aplica una presión mayor que la presión osmótica en lado 
de la solución más concentrada en sales para forzar el paso del agua a través 
de una membrana que es permeable únicamente al solvente. La Figura 1.5 
muestra la configuración típica de un sistema de desalinización de agua de 






Figura 1.4. Diagrama de flujo simplificado de una planta de desalinización 
por electrodiálisis (Kirk-Othmer, 2004). 
 
 
Figura 1.5. Esquema simplificado de una planta de desalinización de agua 
de mar mediante O.I. (Kirk-Othmer, 2004). 
 
1.3.  Estado del arte del modelado de las plantas desalinizadoras de agua 
de mar que utilizan ósmosis inversa 
 
1.3.1. Introducción 
De entre todas las tecnologías para desalinizar el agua de mar, descritas en 
la sección 1.2, se particulariza en el proceso basado en el fenómeno de la 






La desalinización de agua utilizando ósmosis inversa, empezó a investigarse 
en los años 60 y se utilizó comercialmente a partir de la siguiente década 
(Alatiqi el al., 1989). Aunque la mayor parte de los costos fijos y variables para 
la instalación de plantas industriales de desalinización por O.I. dependen 
principalmente de la industria de fabricación de las membranas, el control 
automático juega un papel fundamental en la optimización energética, pues, 
mientras mejor sea el sistema de control de la planta, será posible operarla en 
forma segura, en puntos de operación más favorables y con mayor eficiencia. 
Se empieza estudiando el principio termodinámico que rige el fenómeno 
osmótico que se produce en un sistema formado por dos disoluciones de 
diferentes concentraciones separadas por una membrana semipermeable. 
Este principio (también llamado fuerza motriz) es la diferencia de los 
potenciales químicos que el solvente tiene en cada disolución, debido a la cual 
pasará espontáneamente a través de la membrana hacia la solución más 
concentrada (Figura 1.6a). Esta transferencia de materia continuará de 
manera espontánea hasta que el potencial químico del solvente sea el mismo 
en ambas disoluciones. 
 
Figura 1.6. Procesos de difusión a través de membranas. 
 
En variables medibles, la igualdad de potenciales químicos se alcanza cuando 
la presión de la solución más concentrada evita que más flujo de solvente se 
transfiera desde la solución diluida. A este fenómeno se le conoce como 
equilibrio osmótico y a la presión de equilibrio como presión osmótica (Figura 
1.6b). Cuando se aplica una presión externa a la solución concentrada para 
forzar el flujo de solvente en la dirección opuesta a lo que normalmente 





Es importante mencionar que los modelos matemáticos pueden clasificarse 
como estáticos o dinámicos y teóricos o experimentales. En el presente 
trabajo se utilizará la clasificación teórico – experimental; entendiendo por 
teóricos, a los modelos basados en las ecuaciones de conservación de la 
materia y energía; y por experimental, a los modelos obtenidos mediante 
técnicas de identificación de sistemas. La clasificación anterior implica que, 
entre los modelos teóricos se estudiarán los modelos estáticos y dinámicos de 
ese tipo, y que se hará lo mismo para los modelos experimentales. 
 
1.3.2. Modelos basados en las ecuaciones de balance de materia y 
energía 
1.3.2.1. Modelos estáticos 
La gran mayoría de modelos teóricos encontrados en la literatura para el 
proceso de O.I. son modelos estáticos, que se utilizan principalmente en el 
diseño de las plantas desalinizadoras en virtud de que describen de forma 
adecuada el desempeño de las membranas. Estos importantes modelos, se 
subdividen en tres categorías: 
- Modelos de termodinámica irreversible 
- Modelos no porosos o de membrana homogénea 
- Modelos porosos 
- Modelos de termodinámica irreversible 
En estos modelos, las ecuaciones que predicen el flujo de los solutos y del 
solvente a través de la membrana se derivan suponiendo que el sistema a su 
alrededor está en equilibrio termodinámico. La densidad de flujo (flux) del 
solvente 𝐽𝑤 a través de la membrana viene dada por: 
𝐽𝑤 = 𝐿𝑃(∆𝑃 − 𝜎∆𝜋),                                                                                    (1.1) 
donde 𝑃 es la presión, σ el coeficiente de reflexión, 𝐿𝑃 una constante y 𝜋 la 




) 𝑅𝑇,                                                                                              (1.2) 
donde ∅ es el coeficiente de presión osmótica, n el número de moles de 
solutos disueltos, 𝑉 el volumen de la disolución, 𝑇 la temperatura absoluta y 𝑅 





De manera similar, el flux de los solutos 𝐽𝑠 se obtiene de la ecuación: 
𝐽𝑠 = 𝜔∆𝜋 + (1 − 𝜎)(𝐶𝑚)𝑎𝑣𝑔𝐽𝑤,                                                                    (1.3) 
donde 𝜔 es una constante y (𝐶𝑚)𝑎𝑣𝑔 es la media logarítmica de la 
concentración de solutos en la membrana. 
Este modelo, desarrollado por Kedem y Katchalsky (1958) fue mejorado por 
Spiegler y Kedem (1966), y ha alcanzado gran aplicabilidad a pesar de no 
describir el mecanismo de transporte a través de la membrana. 
- Modelos no porosos 
Londsdale et al. (1965) superaron los inconvenientes de los modelos de 
termodinámica irreversible al suponer que el soluto y solvente primero se 
disuelven en la membrana antes de difundirse a través de ella. Este modelo 
llamado modelo de solución-difusión no toma en cuenta las características de 
la membrana. Fue mejorado por Soltaniesh y Gill (1981), y posteriormente por 
Bhattacharyya y Willians (1992c), quienes asumieron que: 
- La membrana de ósmosis inversa no tiene poros y su capa superficial 
es homogénea. 
- El solvente y los solutos se disuelven en la capa superficial de la 
membrana y luego se difunden a través de ella. 
- La difusión del soluto es independiente de la del solvente y es 
exclusivamente debida al gradiente de potencial químico. 
- Los gradientes de potencial químico son consecuencia de las 
diferencias de presiones y concentraciones en ambos lados de la 
membrana. 
Estos modelos emplean la ley de Fick para calcular las densidades de flujo de 








 ,                                                                                           (1.5) 
donde 𝐷𝑊𝑚, 𝐷𝑆𝑚 son las difusividades en la fase membrana y 𝑑𝐶𝑊𝑚 𝑑𝑧⁄ ,
𝑑𝐶𝑊𝑚 𝑑𝑧⁄  los gradientes de concentración del solvente y soluto 
respectivamente. 






𝐽𝑤 = 𝐾𝑤(∆𝑃 − ∆𝜋)                                                                                       (1.6) 
𝐽𝑠 = 𝐾𝐵(𝐶𝐹 − 𝐶𝑃)                                                                                         (1.7) 
donde 𝐶𝑓 y 𝐶𝑝 son las concentraciones de la alimentación y del permeado 
respectivamente. 
En las ecuaciones (1.6) y (1.7) se observa que solamente se requieren dos 
parámetros para caracterizar el sistema, a saber: la permeabilidad al solvente 
𝐾𝑊 y la permeabilidad al soluto 𝐾𝐵. Por su simplicidad, este modelo ha sido 
ampliamente utilizado en procesos de ósmosis inversa con solutos orgánicos 
e inorgánicos (Sobana y Panda, 2011). 
Soltaniesh y Gill (1981) observaron que el modelo de solución-difusión da 
buenas predicciones solamente en membranas con bajo contenido de agua. 
Posteriormente, Mazid (1984) observó que el modelo de solución-difusión no 
predice bien el flujo de solutos ni de solvente para muchas combinaciones de 
membranas y solutos (particularmente orgánicos). 
Luego Burgoff et al. (1988) verificaron que el modelo de solución-difusión no 
explica la disminución ocurrida en el flujo de solvente cuando la solución 
contiene algunos compuestos orgánicos disueltos; y para superar este 
inconveniente propusieron un modelo que toma en cuenta la influencia de la 
presión sobre el potencial químico del soluto, y una modificación a la ecuación 
de transporte que asigna un efecto significativo a los solutos orgánicos pero 
despreciable a los inorgánicos. Estas expresiones para el potencial químico 
𝜇𝑠 y para la densidad de flujo de soluto 𝐽𝑠 están dadas por: 
𝜇𝑠 = 𝑅𝑇𝑙𝑛 (
𝐶𝐹
𝐶𝑃




(𝐶𝐹 − 𝐶𝑃) + 𝐿𝑆𝑃∆𝑃,                                                                   (1.9) 
donde 𝑉 es el volumen de la disolución, 𝐷𝑆𝑚 el coeficiente de difusión del 
soluto en la membrana, 𝐾𝑆𝑚 el coeficiente de distribución del soluto, δ el 
espesor de la membrana y 𝐿𝑆𝑃 el parámetro responsable del transporte de 
sales debido a la diferencia de presión entre ambos lados de la membrana. 
Asimismo, Burgoff et al. (1988) reconocen que este modelo no describe bien 
el transporte de algunos solutos orgánicos, ni predice el decremento 
sustancial del flujo de agua cuando el sistema contiene compuestos orgánicos 






- Modelos porosos 
Suponiendo que el transporte de solutos y solvente se puede llevar a cabo a 
través de las imperfecciones (poros) de las membranas, se formularon otros 
modelos (Sherwood, 1967). Según estos, el flux total de solvente 𝑁𝑤 y de 
soluto 𝑁𝑠 a través de una membrana vienen dados por: 
𝑁𝑤 = 𝐽𝑤 + 𝐾2∆𝑃                                                                                        (1.10) 
𝑁𝑠 = 𝐽𝑠 +𝐾2∆𝑃                                                                                          (1.11) 
Aunque se ha demostrado que estas ecuaciones se ajustan bastante bien a 
los datos experimentales (Soltaniesh y Gill, 1981), no se usan con frecuencia 
en la práctica porque se necesitan tres parámetros para caracterizar el 
sistema, parámetros que usualmente son función de la presión y la 
concentración, y que deben ser determinados mediante regresión no lineal. 
Este modelo también falla cuando el sistema contiene algunos compuestos 
orgánicos disueltos, pues predice un flujo de solvente mucho mayor al real. 
Posteriormente, Sourirajan (1970) presentó el modelo de difusión porosa, en 
el cual se asume que la membrana es microporosa (con una estructura 
capilar) y que el mecanismo de la separación es determinado por el transporte 
a través de los poros y por un fenómeno superficial. Según este modelo, el 
flux de agua 𝐽𝑤 y el flux de los solutos 𝐽𝑠 se calculan con: 




(𝑋𝐹 − 𝑋𝑃),                                                                              (1.13) 
donde 𝑋𝐹 y 𝑋𝑃 son las fracciones molares del soluto en la alimentación y en el 
permeado respectivamente. 
Este modelo tampoco puede explicar la disminución del flujo de solvente 
debido a la presencia de solutos orgánicos. 
Merten (1966), Johnson y Boesen (1975) asumieron que: la membrana es 
microporosa, que el transporte del solvente es causado por un esfuerzo 
cortante en la dirección flujo dentro los poros y que el transporte de los solutos 
es llevado a cabo tanto por difusión como por convección, para proponer el 
modelo de poros finos, que luego fue mejorado por Souriraraja y Matsura 
(1985), quienes obtuvieron la expresión para el flux de los solutos a través de 














,                                                                  (1.14) 
donde 𝑢 es la velocidad del soluto a través de los poros, 𝑋𝑆𝑤 representa la 
fuerza de fricción entre el solvente y la membrana, y 𝑏 es definido como la 
relación entre la fuerza de fricción que actúa sobre el soluto que se mueve a 
través de los poros de la membrana y la fuerza de fricción que experimenta el 
soluto en la solución libre. 
Souriraraja y Matsura (1985) consideraron que la ecuación para el transporte 
del solvente 𝐽𝑊 se obtiene al igualar la presión transmembrana con la fuerza 











],                                                                              (1.15) 
donde  es la porosidad de una membrana de espesor 𝜏𝛿, Rp es el radio de 
los poros y 𝑋𝑆𝑚 representa la fuerza de fricción entre la membrana y el soluto. 
A pesar de los esfuerzos realizados, este modelo no puede predecir 
correctamente el flujo del solvente. 
Mehdizadeh (1990) modificó el modelo de poros finos considerando que los 
poros son de un menor tamaño e introdujo un término adicional para tomar en 
cuenta el componente difusivo del flujo en la salida de los poros, obteniendo 














                                                 (1.16) 
Luego, como el balance de masa en estado estacionario para el soluto en el 




= 0                                                                                                 (1.17) 








= 0                                                                           (1.18) 
La ecuación (1.18) se puede resolver con las condiciones de frontera: 
𝐶𝑝𝑜𝑟𝑜𝑠(0) = 𝐾𝐷𝐶𝐹                                                                                      (1.19) 
𝐶𝑝𝑜𝑟𝑜𝑠(𝜏𝛿) = 𝐾𝐷𝐶𝑃                                                                                     (1.20) 
Para dar (Mehdizadeh, 1990): 














Aunque la ecuación (1.21) puede resolverse mediante prueba y error, se 
prefiere partir de la ecuación (1.18) y obtener una solución explícita para 𝐶𝑃 
haciendo una reformulación de las condiciones de frontera (Williams, 2013). 
Mehdizadeh (1990) verificó que este modelo predice mayores 
concentraciones de permeado que el modelo original de poros finos. 
Más adelante, Matsura y Sourirajan (1981), Dickson (1988) modificaron sus 
modelos para tener en cuenta la variación de la concentración de los solutos 
en la dirección radial dentro de los poros de la membrana, consiguiendo con 
ello un nuevo modelo que fue llamado modelo de flujo fuerza superficial – poro 
(Bhattacharyya y Willians, 1992c), en el cual se asume que: 
- El transporte del solvente en la membrana ocurre a través de sus poros 
como consecuencia de un esfuerzo cortante. 
- El transporte de los solutos se lleva a cabo por difusión y convección dentro 
de los poros de la membrana. 
- El transporte del agua y los solutos a través de los poros de las membranas 
es determinado por las fuerzas de interacción, las fuerzas de fricción y los 
gradientes de potencial químico. 
- Los poros son cilíndricos y atraviesan la membrana de lado a lado. 
- La distribución de los solutos dentro de los poros es controlada por un 
campo potencial. 
En el 2002 Wiley y Fletcher (2002) validan un modelo formado por ecuaciones 
diferenciales parciales que toma en cuenta la variación espacial de las 
propiedades (concentración, presión, temperatura, flujo, etc.) de las corrientes 
del sistema. Este modelo que fue resuelto con un software de dinámica de 
fluidos computacional mostró buen ajuste a los datos experimentales. 
En el 2013 Sano y Nakayama (2013) propusieron un modelo de transporte 
para membranas de fibra hueca formado por tres ecuaciones diferenciales 
ordinarias de primer orden escritas en términos de los valores promedio de la 
velocidad, presión y concentración de la corriente de rechazo. Este modelo 
que necesita del empleo adicional de cualquiera de los modelos existentes 
para el transporte de solvente y solutos a través la membrana, toma en cuenta 
la polarización de la concentración y fue validado con datos experimentales 






1.3.2.2. Modelos dinámicos 
Estos modelos sirven para simular el comportamiento dinámico de las plantas 
de desalinización por ósmosis inversa y para diseñar sistemas de control 
automático. Una revisión bibliográfica exhaustiva ha permitido verificar que 
son muy pocos los modelos existentes que sean teóricos y dinámicos a la vez. 
Gambier et al. (2007) emplean las ecuaciones de conservación de la materia, 
energía y cantidad de movimiento para obtener un modelo de parámetros 
concentrados que luego utilizan para detección y diagnóstico de fallas. Se han 
encontrado errores e inconsistencias de fundamento en las ecuaciones de 
balance, por lo que no se recomienda el uso de este modelo. 
Belkacem (2008) modela una planta experimental de desalinización por O.I. 
en la que la corriente de rechazo se recircula al tanque de alimentación. Se 
observa que los bastidores de ósmosis inversa son modelados con 
ecuaciones algebraicas (es decir, no se toma en cuenta su dinámica). Las 
ecuaciones diferenciales parciales (EDP) que forman el modelo son resueltas 
con el método de elementos finitos (MEF). 
Al-haj et al. (2009) desarrollaron un modelo dinámico teórico en el que cada 
elemento de membrana es dividido en un conjunto de tuberías en serie (de 
modo que la salida de una tubería sea la entrada de la siguiente). El modelo 
está formado por un sistema de ecuaciones diferenciales ordinarias y la 
validación con datos experimentales muestra un buen grado de exactitud. 
Sobana y Panda (2013) reportan modelos teóricos para las diferentes 
secciones de una planta completa de desalinización por O.I., que luego 
validan con datos experimentales. Este modelo tiene el mismo inconveniente 
que el de Absar et al. (2008). 
Jiang et al. (2014), basados en la teoría de solución-difusión, obtienen un 
modelo de parámetros distribuidos para la simulación del proceso de 
desalinización por O.I. Los autores resuelven el sistema de EDP que 
constituyen el modelo utilizando el MEF y realizan la validación con los datos 
experimentales de Abbas (2005). 
Palacín (2014), obtiene un modelo matemático multivariable escrito en 
términos de ecuaciones diferenciales parciales que implementa en el software 





1.3.3. Modelos basados en datos experimentales 
Los modelos más utilizados para propósitos de control en plantas 
desalinizadoras de agua de mar por O.I. se han obtenido mediante las 
técnicas de identificación de sistemas. Con estas herramientas, a diferencia 
del uso de los balances de materia y energía, los modelos se consiguen a 
partir de datos experimentales de entrada-salida de la planta y tienen la 
desventaja de que solo sirven en el proceso particular para el cual se tomaron 
los datos (Rivas-Perez-et al., 1994). 
Alatiqi et al. (1989) mediante identificación de sistemas estimaron la estructura 
MIMO de una planta piloto de desalinización de agua de mar por O.I. 
Assef et al. (1995) y Robertson et al. (1996), obtuvieron modelos con matrices 
de transferencia multivariable, en las que cada función de transferencia 
individual es de segundo orden con un cero en el numerador. 
Fkirin y Al Madhair (1997) realizaron una identificación óptima en línea para 
determinar los parámetros de un modelo con estructura ARMAX utilizando el 
método recursivo de mínimos cuadrados. 
Zilouchian y Jafar (2001) identificaron una planta de desalinización por O.I. 
que funciona con energía fotovoltaica, obteniendo una matriz de transferencia 
y una representación en el espacio de estados. 
Saengrung et al. (2007) modelan dos plantas de desalinización por O.I. 
mediante identificación de sistemas y redes neuronales artificiales obteniendo 
una representación en el espacio de estados, modelos individuales con 
estructura ARX y un modelo neuronal. 
Riverol y Pilipovik (2005) identifican en tiempo discreto a una planta de 
desalinización por O.I. y luego convierten el modelo a tiempo continuo. 
Abbas y Al-Bastaki (2005) obtienen un modelo neuronal con tres entradas 
(presión, temperatura y concentración de la alimentación), una capa oculta y 
una salida (flujo de permeado) para una planta experimental. 
Chaaben et al. (2011) obtienen la matriz de transferencia MIMO de un 
pequeño sistema de ósmosis inversa que funciona con energía fotovoltaica. 
Sobana y Panda (2013) reportan modelos con estructura ARX de primer orden 
más tiempo muerto para relacionar las diferentes variables del modelo MIMO 
de una planta real de desalinización por O.I. También presentan un modelo 





Dhaifallah y Nisar (2014) utilizan la técnica de identificación no lineal basada 
en máquinas de soporte vectorial por mínimos cuadrados para identificar los 
modelos de Wiener de un proceso de desalinización por O.I. Los resultados 
obtenidos mostraron un ajuste de 96% a los datos experimentales. 
Este estudio del estado del arte muestra que, las técnicas de modelado 
matemático para la obtención de modelos multivariables del comportamiento 
dinámico de plantas desalinizadoras de agua de mar por O.I., han sido muy 
poco utilizadas, y que; posiblemente los únicos modelos dinámicos teóricos 
válidos son el de Jiang et al. (2014) y el de Palacín (2014). 
A estas alturas del desarrollo de la industria de la desalinización, se debería 
contar con más modelos dinámicos teóricos que (dependiendo de la 
aplicación) puedan emplearse rápidamente en el diseño de sistemas efectivos 
de control. 
Por ello, en la presente tesis se propone un modelo matemático de parámetros 
concentrados obtenido a partir las ecuaciones de conservación de la materia 
y energía. 
 
1.4.  Estado del arte de los sistemas de control de plantas 
desalinizadoras de agua de mar que utilizan ósmosis inversa 
 
1.4.1. Introducción 
En 1999, Alatiqi y colaboradores (Alatiqi et al., 1999) estudian el estado del 
arte de los sistemas de control e instrumentación utilizados en plantas 
desalinizadoras de agua de mar por O.I., encontrando que, por su simplicidad 
y facilidad para ajustar los parámetros de sintonía, los controladores más 
utilizados son los de tipo PID, y en particular, los controladores PI. 
En el 2013, Sobana y Panda (2013) resumen el estado del arte del control 
automático de plantas desalinizadoras por O.I., y resaltan que hasta la fecha, 
los controladores PI siguen dominando la industria, mientras que; los 
controladores avanzados se han implementado principalmente en módulos 
experimentales. 
En esta sección se resumen los trabajos reportados en la literatura sobre las 
principales estrategias de control aplicadas en plantas desalinizadoras de 






1.4.2. Control clásico 
Inicialmente, Mindler y Epstein (1986) proponen un sistema de control on/off 
que trabaja bien, pero que tiene la desventaja de necesitar grandes 
instalaciones de almacenamiento de permeado para compensar los cambios 
en la demanda, y de ese modo, evitar el frecuente encendido y apagado de la 
planta. 
Posteriormente, Alatiqi y colaboradores (Alatiqi et al., 1989) proponen un 
sistema de control PID multilazo, con un controlador de presión y un 
controlador de pH. La sintonía de los controladores desacoplados se realiza 
utilizando el método BLT. 
Riverol y Pilipovik (2005) diseñaron controladores PID perfectamente 
desacoplados para una planta de desalinización por O.I. La implementación 
en la planta real muestra que el sistema de control no se desempeña tan bien 
como teóricamente se espera. 
Kim et al. (2009), diseñan controladores PID sintonizados mediante algoritmos 
inmuno-genéticos. Posteriormente verifican que los controladores diseñados 
se desempeñan mejor que controladores sintonizados con la técnica de 
Zieglers-Nichols. 
Rathore et al. (2013), utilizan un algoritmo de optimización por enjambre de 
partículas para sintonizar los controladores PID de una planta de 
desalinización por ósmosis inversa, y muestran que, los controladores 
sintonizados de esta manera tienen un mejor performance que aquellos 
sintonizados con la técnica de Zieglers-Nichols. 
Es bien conocido que para el control de plantas multivariables complejas, la 
aplicación de controladores PID convencionales no conduce a resultados 
satisfactorios (Rivas-Perez et al. 1987), y por ello, diversos investigadores han 
propuesto el uso de controladores avanzados. 
 
1.4.3. Control avanzado 
Robertson et al. (1996) utilizan el modelo desarrollado por Alatiqi para 
proponer la implementación de un controlador de matriz dinámica (DMC) 
capaz de monitorear y controlar cinco variables del sistema: la temperatura y 





Assef et al. (1999) implementan un controlador predictivo basado en modelo 
con restricciones (CMPC) para una planta experimental de desalinización por 
O.I. El modelo para el diseño del controlador es obtenido mediante una prueba 
escalón. El sistema de control tiene dos entradas (flujo de ácido, flujo de 
rechazo) y cuatro salidas (pH de la alimentación, conductividad del permeado, 
flujo de permeado y presión transmembrana). Los resultados de campo 
muestran un desempeño superior a controladores PID convencionales. 
Burden et al. (2001) diseñan un controlador CMPC y comparan su desempeño 
frente a un controlador estándar proporcional-integral (PI) en un módulo 
experimental de ósmosis inversa con membranas de fibra hueca B-9 
Permasep.  
Zilouchian y Jafar (2001) diseñan un sistema de control inteligente de tipo 
neurodifuso para el control multivariable de una planta prototipo de 
desalinización de agua de mar mediante O.I. 
Abbas (2006) diseña un controlador de matriz dinámica para el modelo 
matemático presentado por Alatiqui et al. (1989). El controlador diseñado 
mostró ser superior a los controladores PID convencionales. 
Gambier et al. (2006) utilizan la técnica de optimización multiobjetivo basada 
en Pareto para sintonizar de forma simultánea los controladores 
interactuantes de un sistema de control óptimo de una planta experimental de 
desalinización de agua de mar por O.I. 
McFall et al. (2008) diseñan un controlador no lineal basado en Lyapunov para 
el modelo matemático de un proceso de desalinización por O.I. que opera con 
alta recuperación. La evaluación del sistema de control muestra su capacidad 
para compensar las perturbaciones en la concentración de la alimentación. 
Bartman et al. (2009), proponen un controlador robusto que produce una 
respuesta adecuada a las variaciones en el flujo del agua que ingresa como 
alimentación a la planta experimental estudiada. 
Al-haj et al. (2010) diseñan un controlador CMPC para el modelo matemático 
que desarrollaron previamente (Al-haj et al., 2009). Se resalta que las 
variables manipuladas son el flujo y la presión de la alimentación en vez de: 
el pH y la presión, pues esta última combinación de variables no guarda 
relación con lo que sucede realmente en la práctica. Los resultados de 





Gambier y Badreddin (2011), utilizan el enfoque de optimización paramétrica 
multiobjetivo para obtener parámetros de sintonía que hacen más robustos a 
los lazos de control. 
Moncada (2012) diseña un controlador predictivo basado en modelo para el 
modelo matemático multivariable de Alatiqi et al. (1989). Los resultados de 
simulación muestran un mejor desempeño que los controladores PID con los 
cuales se compara. 
Madaeni et al. (2015) realizaron el modelado y control basado en redes 
neuronales artificiales de la unidad de tratamiento de agua por O.I. de una 
planta de generación de energía eléctrica. 
Es importante observar que, aunque se reportan algunas aplicaciones de 
controladores basados en redes neuronales artificiales para plantas de 
desalinización de agua, aún existen muchos problemas de carácter teórico y 
práctico que no se abordan en los trabajos referidos. 
 
1.5.  Objetivos de la tesis 
 
1.5.1. Objetivo general 
Obtener un modelo matemático multivariable de una planta desalinizadora de 
agua de mar por O.I. empleando las ecuaciones de conservación de la materia 
y energía; así como, diseñar un controlador multivariable basado en R.N.A. 
para las variables críticas de dicha planta con el fin de aumentar su eficiencia. 
 
1.5.2. Objetivos específicos 
- Estudiar los fundamentos teóricos de la desalinización de agua de mar 
mediante O.I. 
- Obtener un modelo matemático multivariable de la unidad de O.I. de una 
planta piloto de desalinización de agua de mar. 
- Diseñar un controlador multivariable basado en R.N.A para las variables 
críticas de la planta objeto de estudio. 






2. MODELADO MATEMÁTICO DE LA UNIDAD DE O.I. DE UNA PLANTA 
PILOTO DE DESALINIZACIÓN DE AGUA DE MAR 
2.1. Fundamentos de la desalinización de agua de mar por O.I. 
 
2.1.1. Introducción 
En una planta industrial de desalinización por O.I., el agua de mar primero 
pasa por una serie de etapas de pretratamiento, las cuales normalmente son: 
filtración, coagulación, floculación, sedimentación, flotación por aire disuelto, 
filtración por medio granular y/o con filtros de cartucho, dosificación de 
inhibidores de incrustaciones y dosificación de biosidas. Una vez pre tratada, 
el agua marina es bombeada a alta presión hacia los bastidores de ósmosis 
inversa, donde ocurre la desalinización propiamente dicha. Posteriormente, 
tiene lugar el postratamiento del producto, el cual busca acondicionarlo a las 
especificaciones de calidad establecidas por la legislación vigente o en los 
estándares internacionales (Wang, 2008). La Figura 2.1 muestra un diagrama 
de flujo simplificado de una planta industrial de desalinización de agua de mar 
mediante O.I. 
 
Figura 2.1. Diagrama de flujo simplificado de una planta industrial de 
desalinización de agua de mar por O.I. 
 
2.1.2. Etapas del proceso de obtención agua desalinizada por O.I. 
Las principales etapas para la obtención de agua desalinizada utilizando el 







- Captación y bombeo. 
La captación del agua de mar es un componente clave en toda planta de 
desalinización, pues, el tipo y localización de las tomas tiene un impacto 
directo sobre la calidad del agua fuente y los costos de producción. 
Actualmente las instalaciones de captación de agua fuente para plantas de 
desalinización se clasifican en dos categorías: tomas abiertas y tomas sub 
superficiales. 
Las tomas abiertas colectan el agua fuente directamente desde la superficie 
del cuerpo de agua, vía una estructura costa adentro o costa afuera y 
mediante tuberías que interconectan estas estructuras con la planta de 
desalinización. Las tomas sub superficiales son utilizados comúnmente para 
colectar el agua salina desde algún acuífero cercano a la costa. 
Hoy en día las tomas abiertas en el océano son las tecnologías más utilizadas 
en todo el mundo para captar agua de mar porque pueden instalarse 
prácticamente en cualquier lugar y construirse de cualquier tamaño (Kucera, 
2014). Aunque las tomas abiertas son adecuadas para plantas de 
desalinización de cualquier tamaño, su efectividad-costo depende de algunos 
factores relacionados con su ubicación, entre los cuales se pueden 
mencionar: el tamaño de la planta, la profundidad y geología del fondo del 
océano y el impacto de las potenciales fuentes de contaminación (aguas 
residuales, tráfico de embarcaciones, puertos con grandes actividades 
industriales, etc.). 
Las tomas abiertas son comúnmente clasificadas como estructuras costa 
adentro o costa afuera. Las tomas costa adentro (Figura 2.2) han encontrado 
aplicación principalmente en plantas de desalinización térmicas o híbridas y 
normalmente consisten de canales grandes y profundos que terminan en una 
cámara de concreto desde donde se bombea el agua hacia las unidades de 
pretratamiento; y las tomas abiertas costa afuera comúnmente consisten de 
una estructura de entrada con tapa de velocidad (Figura 2.3), uno o más 
conductos para el agua captada, rejas separadoras de basura, filtros finos y 





Las tomas sub superficiales son preferidas sobre las tomas abiertas debido a 
que el agua salina que colectan usualmente tiene una mejor calidad en 
términos de sólidos, arcilla, aceites y grasas, contenido de algas, 
contaminación orgánica natural y microorganismos acuáticos (Lior, 2013) Los 
tipos más comunes de tomas sub superficiales son: pozos verticales (Figura 
2.4), pozos horizontales direccionalmente perforados (Figura 2.5), pozos 
horizontales tipo Ranney (Figura 2.6) y galerías de infiltración (Figura 2.7). 
 
Figura 2.2. Planta desalinizadora de la bahía de Tampa (Voutchkov, 2013). 
 
 







Figura 2.4. Captación de agua de mar con un pozo vertical (Cotruvo, 2010). 
 
 
Figura 2.5. Captación de agua de mar con un pozo horizontal 

















Los procesos de pretratamiento son fundamentales para garantizar una 
calidad adecuada del agua de alimentación a los bastidores de ósmosis 
inversa. No existe un conjunto estándar de operaciones de pretratamiento a 
realizar en una planta de desalinización, pues, estas dependen del tipo y la 
cantidad de contaminantes presentes en el agua fuente, sin embargo; en una 
planta típica de desalinización de agua de mar por O.I., normalmente se lleva 
a cabo el siguiente pretratamiento: (1) se dosifica hipoclorito de sodio en la 
cámara de entrada para que actúe como biocida y agente oxidante, (2) se 
dosifica cloruro férrico en la cámara de floculación como agente floculante de 
los sólidos en suspensión y coloides, (3) se eliminan los flóculos formados en 
los tanques de flotación por aire disuelto, (4) se eliminan las partículas más 
pequeñas (aquellas que no pudieron flocularse) en filtros de arena y filtros de 
medio granular, (5) se realiza una purificación adicional en filtros de carbón 
activado, filtros de cartucho o membranas de nanofiltración, (6) se agregan 
agentes anti incrustantes para prevenir la formación de incrustaciones en la 
superficie de las membranas, y (7) se agrega bisulfito de sodio para proteger 
a las membranas de los agentes oxidantes, en especial del cloro libre. 
- Bombeo a alta presión y desalinización por O.I. En esta etapa, se utilizan 
bombas de alta presión para enviar el agua pre tratada hacia los bastidores 
de ósmosis inversa, en los que tiene lugar el proceso de desalinización. Un 
bastidor de ósmosis inversa es el conjunto de recipientes a presión, módulos 
de membrana y tuberías que permiten llevar a cabo el proceso de O.I. (Figura 
2.8). 
 





- Recuperación de energía. Se utilizan ruedas Pelton, turbinas Francis o 
cámaras isobáricas para transferir la energía en forma de presión de la 
corriente de rechazo a la corriente de alimentación a los bastidores. Esto 
permite aumentar la eficiencia energética de la planta. 
- Postratamiento. Se remineraliza el permeado con dióxido de carbono, 
calcita e hipoclorito de sodio para obtener un producto con las 
especificaciones de calidad deseadas. 
 
2.1.3. Estructuras, materiales y configuración de las membranas de O.I. 
En 1971 la Dow Chemical Company fabricó membranas con triacetato de 
celulosa en la configuración de fibra hueca (Figura 2.9). Estas membranas 
fueron las primeras en ser comercializadas (Johnson, 2009). 
 
Figura 2.9. Módulo de membrana de fibra hueca (Lior, 2013). 
Una de las principales ventajas de las membranas de fibra hueca, es la 
compensación de su bajo flux por medio de una gran área de transferencia, lo 
cual reduce el riesgo de polarización de la concentración. Y una de sus 
grandes desventajas es la dificultad para remover la suciedad e incrustaciones 
que tienden a formarse en su superficie. 
A pesar de la ventajosa capacidad de las fibras de triacetato de celulosa para 
tolerar el cloro libre, Dow preocupado por las limitaciones intrínsecas 
presentes en la naturaleza química de las membranas y por las dificultades 
de fabricación de los módulos de fibra hueca, en 1985 compró la corporación 
FilmTec y de eso modo ganó acceso a la tecnología de membranas de 





Independientemente de su configuración cilíndrica, un módulo de ósmosis 
inversa enrollado en espiral es un dispositivo formado esencialmente por 
hojas planas, donde el flujo es de tipo cruzado, pues, mientras el agua de 
alimentación pasa axialmente a través del módulo, el permeado se mueve en 
una trayectoria espiral en dirección radial hacia el tubo colector. 
Actualmente, la ingeniería de módulos de ósmosis inversa enrollados en 
espiral es conducida por la necesidad de reducir costos y por el deseo de 
obtener el máximo provecho de esta última tecnología de membranas 
(Johnson, 2009). Las principales partes de estos elementos son: el espaciador 
de alimentación, el espaciador del permeado, el tubo de permeado y la tapa 
lateral (Figura 2.10). 
 
Figura 2.10. Configuración de una membrana de ósmosis inversa enrollada 
en espiral (Johnson, 2009). 
 
Los elementos de la membrana se instalan en serie dentro de un recipiente 
llamado recipiente de presión (Figura 2.11). En plantas de mediana capacidad 
comúnmente se utilizan módulos estándar de 8 pulgadas de diámetro por 40 
pulgadas de longitud, en una cantidad de seis a ocho elementos por recipiente 
de presión (Voutchkov, 2013). Un análisis detallado de costo-beneficio (Wilf et 
al., 2008) demostró que la instalación de ocho elementos en vez de siete o 







Figura 2.11. Configuración de los elementos de la membrana dentro de un 
recipiente de presión (Voutchkov, 2013). 
 
2.1.4. Parámetros del proceso de desalinización por O.I. 
- Rechazo de sales (RS) 
Es una medida relativa de cuanto de la sal que estaba inicialmente presente 
en la alimentación es retenida y rechazada por la membrana. Su valor 
depende del proceso de fabricación de la membrana y de los materiales de 
construcción utilizados. Se calcula utilizando la relación: 
𝑅𝑆 =  (1 − 𝐶𝑝/𝐶𝑎) × 100,                                                                          (2.1) 
donde 𝐶𝑝 y 𝐶𝑎 son las concentraciones del permeado y de la alimentación 
respectivamente. 
- Recuperación (Recovery) 
Es la cantidad (expresada en porcentaje) de permeado producido a partir del 
agua de alimentación. Su valor depende de la formación de incrustaciones 
sobre la superficie de la membrana, de la polarización de la concentración y 
de las restricciones propias de los equipos e instalaciones. Para membranas 
enrolladas en espiral la recuperación típica es de 10%, y para membranas de 
fibra hueca este valor llega hasta 60% (Cipollina, 2009). Se calcula con: 
𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 =  (𝐹𝑝/𝐹𝑎) × 100,                                                                     (2.2) 





- Presión osmótica (𝝅) 
Es la presión mínima que debe tener la corriente más concentrada en sales 
para evitar que el solvente de la corriente de menor concentración fluya 
espontáneamente hacia ella. Puede estimarse con la ecuación de Van’t Hoff: 
𝜋 = 𝑅𝑇∑𝑥𝑖,                                                                                                (2.3) 
Donde 𝑅 es la constante universal de los gases ideales, 𝑇 la temperatura 
absoluta y ∑𝑥𝑖 la suma de las fracciones molares de todos los solutos 
disueltos en el agua. 
- Presión transmembrana o presión impulsora neta (NDP) 
Es la presión real que dirige el transporte de solvente desde el lado de la 
alimentación hacia el lado del permeado. Este parámetro toma diferentes 
valores en la dirección axial de los elementos de membrana, y para cálculos 
aproximados, suele utilizarse la NDP promedio, la cual es definida como la 
diferencia entre la presión de la alimentación (𝑃𝑓) y todas las fuerzas que se 
oponen al movimiento del permeado a través de la membrana. Estas fuerzas 
están constituidas por: la presión osmótica promedio (𝜋), la presión promedio 
del permeado (𝑃𝑃) y la caída de presión promedio de la corriente de 
alimentación (0.5𝑃𝑑). Es decir: 
𝑁𝐷𝑃 = 𝑃𝑓 − (𝜋 + 𝑃𝑃 + 0.5𝑃𝑑)                                                                      (2.4) 
- Permeabilidad al soluto (𝒌𝑨) 
Es una medida de la facilidad con la que los solutos pueden atravesar una 
membrana. En general tiene un valor pequeño porque las membranas de 
desalinización por O.I. se diseñan para evitar el paso de las sales. Tiene 
unidades de longitud/tiempo. 
- Permeabilidad al solvente (𝒌𝑩) 
Es la facilidad con la que la membrana permite el tránsito del solvente a través 
de ella. Depende exclusivamente del material de fabricación de la membrana 
y puede entenderse como la habilidad de una membrana para transportar más 
solvente que otra membrana a través de la misma área superficial y bajo la 
misma presión aplicada. Tiene unidades de flujo/(área*presión). 
- Polarización de la concentración  
Es el término utilizado para describir la acumulación de los solutos rechazados 





negativos: (1) disminución del flux del solvente debido al incremento de la 
presión osmótica en la capa límite formada en la superficie de la membrana 
en contacto con la corriente de alimentación, (2) aumento del flux de soluto a 
través de la membrana debido al incremento del gradiente de concentración 
entre ambos lados de esta, (3) precipitación en la superficie de la membrana 
de los solutos que exceden su límite de solubilidad dando lugar a la formación 
de incrustaciones, (4) aumento del ensuciamiento de la membrana debido al 
material coloidal y particulado que se adhiere a su superficie. 
La polarización de la concentración dificulta el modelado del proceso de 
desalinización porque es difícil cuantificarla. En el caso particular del flujo a 
través de membranas de hojas planas, se puede partir de la ecuación de 
difusión-convección de Navier-Stokes para calcular el perfil de 
concentraciones (𝐶) de los solutos en la capa límite del lado de la alimentación 













) = 0,                                                               (2.5) 
donde 𝑈 𝑦 𝑉 son velocidades. 
Si además se hace la suposición de que la capa límite está estancada 𝜉(𝑧) =
𝜉 y que la concentración no cambia en la dirección z (Figura 2.12), la ecuación 







                                                                                             (2.6) 
 
Figura 2.12. Polarización de la concentración. 
 
La ecuación (2.6) puede integrarse fácilmente para dar la muy conocida y 











2.2. Descripción de la planta piloto de desalinización de agua de la 
PUCP 
En el laboratorio de Control Avanzado de la Pontificia Universidad Católica del 
Perú se ha instalado una planta piloto para la desalinización de agua con la 
tecnología de ósmosis inversa (Figura 2.13). Esta planta tiene los siguientes 
componentes: 
- un tanque para el agua salada de alimentación, 
- un tanque para el permeado, 
- un tanque para el rechazo, 
- un tanque para el ácido con el cual se modifica el pH de la alimentación, 
- dos recipientes de presión con dos módulos de membrana cada uno, 
- una bomba de alta presión para la corriente de alimentación a la planta, 
- sensores de flujo, de presión, de temperatura y de pH, 
- una válvula de control, y 
- un tablero de control. 
 





2.3. Modelado matemático de la unidad de O.I. de una planta piloto de 
desalinización de agua de mar 
 
2.3.1. Selección del modelo de transporte a emplear 
En esta sección se deduce un modelo matemático no lineal multivariable para 
simular el comportamiento dinámico del proceso que se lleva a cabo en los 
bastidores de ósmosis inversa de una planta piloto de desalinización. 
Las relaciones entre las variables de proceso, y en particular entre las 
variables de control, se consiguen mediante balances de materia y energía. 
Se considera que el transporte de solvente y solutos a través de la membrana 
se realiza por el mecanismo de solución-difusión (Bhattacharyya y Willians, 
1992c), en cuyo modelo se asume que: (1) la membrana de ósmosis inversa 
no tiene poros y su capa superficial es homogénea. (2) El solvente y los 
solutos se disuelven en la capa superficial de la membrana y luego se difunden 
a través de ella. (3) La difusión del soluto es independiente de la del solvente 
y es exclusivamente debida al gradiente de potencial químico. (4) Los 
gradientes de potencial químico son consecuencia de las diferencias de 
presiones y concentraciones en ambos lados de la membrana. 
Para tener en cuenta la polarización de la concentración, se utilizan los 
resultados presentados por Armijo y Condorhuaman (2012), los cuales están 
basados en la ley de Fick y en las ecuaciones de transferencia de materia. 
 
2.3.2. Definición de los subsistemas permeado, rechazo y membrana 
Suponiendo que la membrana es plana y que los flujos de alimentación, 
permeado y rechazo siguen las trayectorias indicadas por las flechas de color 
verde en la Figura 2.14, se caracteriza cada corriente por sus propiedades 
(flujo, composición, presión, temperatura, etc.). 
 






Aunque los flujos, presiones, temperaturas y composiciones de todas las 
corrientes van cambiado a medida que estas avanzan en la dirección axial de 
cada elemento de membrana, en el presente trabajo se considera que estas 
variables están concentradas en un punto del espacio y que son 
independientes de la posición del fluido al cual están asociados. Esta 
simplificación permite obtener un modelo matemático de parámetros 
concentrados que puede escribirse utilizando ecuaciones diferenciales 
ordinarias (Bequette, 2003). 
Bajo la suposición anterior, la dinámica del proceso solo podrá observarse 
definiendo un volumen de control para el lado del rechazo y otro para el lado 
del permeado, por lo que se definen los subsistemas rechazo, permeado y 
membrana de la Figura 2.15. 
 
Figura 2.15. Definición de subsistemas y variables para el planteamiento de 
las ecuaciones de balance de materia y energía (las líneas a trazos definen 
cada subsistema). (a) Subsistema rechazo, (b) subsistema permeado y (c) 
subsistema membrana. 
 
Considerando además que la transferencia de calor con el exterior es 






2.3.3. Balances de materia, energía y relación entre presiones 
2.3.3.1. Ecuaciones de balance en el subsistema rechazo 
- Balance global de materia 
𝑑𝑚𝑟
𝑑𝑡
= 𝐹𝑓 − 𝐹𝑟 − 𝐹𝑚2,                                                                                    (2.8) 
donde 𝑚𝑟 es la masa de la solución presente en el subsistema rechazo en 
cada instante de tiempo (holdup del subsistema rechazo), 𝐹𝑓 es el flujo másico 
de alimentación, 𝐹𝑟 el flujo másico de rechazo y 𝐹𝑚2 el flujo másico de solvente 
que pasa a través de la membrana hacia el lado permeado. 
Como el agua es un fluido incompresible, la ecuación (2.8) se reduce a: 
0 = 𝐹𝑓 − 𝐹𝑟 − 𝐹𝑚2                                                                                        (2.9) 






[𝐹𝑓(𝐶𝑓 − 𝐶𝑟) − 𝐹𝑚2(𝐶𝑚2 − 𝐶𝑟)],                                                    (2.10) 
donde 𝐶𝑟 es la concentración de la solución presente en el subsistema 
rechazo en cada instante de tiempo, 𝐶𝑓 la concentración de la alimentación y 
𝐶𝑚2 la concentración en la capa límite del lado permeado. 






[𝐹𝑓(𝑇𝑓 − 𝑇𝑟) − 𝐹𝑚2(𝑇𝑚2 − 𝑇𝑟)],                                                     (2.11) 
donde 𝑇𝑟 es la temperatura de la solución presente en el subsistema rechazo 
en cada instante de tiempo, 𝑇𝑓 la temperatura de la alimentación, y 𝑇𝑚2 la 
temperatura en la capa límite del lado permeado. 
La suposición de parámetros concentrados implica que dentro del subsistema 
rechazo no hay gradientes de temperatura, por lo que 𝑇𝑚2 = 𝑇𝑟 y la ecuación 






[𝐹𝑓(𝑇𝑓 − 𝑇𝑟)]                                                                                (2.12) 
- Relación entre presiones 
𝑃𝑟 = 𝑃𝑓 − 𝑃𝑙𝑜𝑠𝑠𝑟,                                                                                       (2.13) 
donde 𝑃𝑟 es la presión de la corriente de rechazo, 𝑃𝑓 la presión de la 





2.3.3.2. Ecuaciones de balance en el subsistema permeado 
- Balance global de materia 
𝑑𝑚𝑝
𝑑𝑡
= 𝐹𝑚2 − 𝐹𝑝,                                                                                         (2.14) 
donde 𝑚𝑝 es la cantidad de materia (masa) presente en el subsistema 
permeado en cada instante de tiempo (holdup del subsistema permeado), 𝐹𝑚2 
el flujo másico de solvente que pasa a través de la membrana desde el lado 
rechazo hacia el lado permeado y 𝐹𝑝 el flujo másico de permeado. 
Como la incompresibilidad del agua impide la acumulación de materia en el 
volumen de control del subsistema permeado, siempre se cumplirá que 
𝑑𝑚𝑝 𝑑𝑡⁄ = 0, y con ello, la ecuación (2.14) se simplifica a: 
0 = 𝐹𝑚2 − 𝐹𝑝                                                                                             (2.15) 






[𝐹𝑚2(𝐶𝑚2 − 𝐶𝑝)],                                                                         (2.16) 
donde 𝐶𝑝 es la concentración del subsistema permeado en cada instante de 
tiempo y 𝐶𝑚2 la concentración en la capa límite del lado permeado. 
Como la polarización de la concentración en el lado permeado es pequeña, la 
ecuación (2.16) puede simplificarse a: 
0 = 𝐶𝑚2 − 𝐶𝑝                                                                                             (2.17) 






[𝐹𝑚2(𝑇𝑚2 − 𝑇𝑝)],                                                                          (2.18) 
donde 𝑇𝑝 es la temperatura del subsistema permeado en cada instante de 
tiempo y 𝑇𝑚2 la temperatura en la capa límite del lado permeado.  
Como dentro del subsistema rechazo no hay gradientes de temperatura, la 
ecuación (2.18) se reduce a: 
0 = 𝑇𝑚2 − 𝑇𝑝                                                                                             (2.19) 
- Relación entre presiones 
𝑃𝑝 = 𝑃𝑚2 − 𝑃𝑙𝑜𝑠𝑠𝑝                                                                                     (2.20) 
donde 𝑃𝑝 es la presión del permeado, 𝑃𝑚2 la presión en la capa límite del lado 





2.3.3.3. Ecuaciones de balance en el subsistema membrana 
Se usa el modelo de solución-difusión (Bhattacharyya y Willians, 1992c) para 
predecir los flujos de solvente (𝐹𝑚2) y solutos (𝐹𝐴𝑚2) a través de la membrana: 
𝐹𝑚2 = 𝑘𝐵𝐴(∆𝑃 − ∆𝜋)                                                                                 (2.21) 
𝐹𝐴𝑚2 = 𝑘𝐴𝐴(𝐶𝑚1 − 𝐶𝑚2)                                                                            (2.22) 
donde 𝑘𝐵 es la permeabilidad al solvente, 𝐴 el área de la membrana, ∆𝑃 la 
presión transmembrana, ∆𝜋 la diferencia de presiones osmóticas, kB la 
permeabilidad al soluto, 𝐶𝑚1 y 𝐶𝑚2 las concentraciones en las capas límite del 
lado rechazo y permeado respectivamente. 
Se considera que no hay acumulación de materia ni de energía en el 
subsistema membrana y se aplican las ecuaciones de balance para obtener: 
0 = 𝐹𝑚1 − 𝐹𝑚2                                                                                           (2.23) 
0 = 𝑇𝑚1 − 𝑇𝑚2                                                                                           (2.24) 
Para relacionar 𝐶𝑚2 con 𝐶𝑚1, se parte de las definiciones de concentración de 
solutos 𝐶𝐴𝑚2 = 𝑚𝐴 𝑚𝑡𝑜𝑡𝑎𝑙⁄  y concentración de solvente 𝐶𝐵𝑚2 = 𝑚𝐵 𝑚𝑡𝑜𝑡𝑎𝑙⁄  en 






                                                                                                (2.25) 
Como 𝐶𝐴𝑚2 y 𝐶𝐵𝑚2 son constantes, la derivada respecto al tiempo de ambos 






                                                                                               (2.26) 
Luego de reemplazar las ecuaciones (2.21) y (2.22) en la ecuación (2.26) y 
agrupar convenientemente los términos se obtiene: 
0 = 𝐶𝑚1 − 𝐶𝑚2[1 + 𝑘(∆𝑃 − ∆𝜋)],                                                               (2.27) 
donde la selectividad de la membrana 𝑘 es la relación 𝑘𝐵 𝑘𝐴⁄ . 
La polarización de la concentración se tiene en cuenta utilizando la ecuación 
presentada por Armijo y Condorhuaman (2012), la cual relaciona la 
concentración de la capa límite del lado permeado con la de la alimentación: 
0 = 𝐶𝑚2 −
𝐶𝑓
1+𝑘(1−𝜃)(∆𝑃−∆𝜋)









                                                                                                        (2.29) 
Adicionalmente, al considerar a la presión como un parámetro concentrado, 
se consigue la relación: 
0 = 𝑃𝑚1 − 𝑃𝑟                                                                                             (2.30) 
Finalmente, se utiliza la ecuación presentada por Lystern y Cohen (2007) para 
relacionar la presión osmótica (𝜋, en bar) con la concentración (𝐶, 𝑒𝑛 mmol/L). 
𝜋 = 4.572 × 10−2𝐶 − 1.797 × 10−6𝐶2 + 4.631 × 10−9𝐶3                           (2.31) 
2.3.4. Relación entre la concentración de sales y la conductividad 
Dado que en la práctica se cuantifica el contenido de sales de las corrientes 
de proceso midiendo la conductividad (en uS/cm) en vez de la concentración 
(en ppm), es necesario establecer un procedimiento fiable para convertir los 
valores de una unidad de medida a otra, pues se encontró por ejemplo, que 
las correlaciones de García (García, 2009) no dan buenos resultados en el 
rango de concentraciones típicas de una corriente de permeado. 
Kohlrausch (Ball, 2015) demostró que, las conductividades molares (Λ) a 
bajas concentraciones de los electrolitos pueden calcularse utilizando la 
siguiente ecuación (ley de Kohlrausch): 
Λ = Λ0 − Β√𝐶,                                                                                           (2.32) 
donde, Λ0 es la conductividad molar límite (a dilución infinita) y B una 
constante que depende de la naturaleza del electrolito, de la temperatura y del 
disolvente. Para el cloruro de sodio (NaCl), Λ0 es 126.45 S.cm
2.mol-1 y 𝐵 
puede aproximarse con: 
𝐵 =  60.32 + 0.2289Λ0                                                                             (2.33) 
Si se considera que el agua a desalinizar contiene únicamente al NaCl como 
electrolito, su conductividad (𝐶𝑜𝑛𝑑, 𝑒𝑛 𝑢𝑆/𝑐𝑚) en función de su concentración 









2.3.5. Relación entre el pH y la conductividad 
El pH tiene una influencia directa sobre la carga eléctrica de la superficie de 
la membrana, y por ello, sobre el paso de sales a través de esta. A bajos pHs 
(pHs ácidos), el ion hidrógeno ataca a los grupos carboxilo de la superficie de 
la membrana y neutraliza su carga, reduciendo con ello su capacidad para 
rechazar a los iones negativos, y más aun, la relación entre el pH y la carga 
superficial de la membrana es lineal en un amplio rango de valores (Franks et 
al., 2009). 
Dado que los datos experimentales presentados por Alatiqi (Alatiqi et al., 
1989) muestran que el cambio de la conductividad por unidad de cambio de 
pH es prácticamente constante: 
𝑑(𝐶𝑜𝑛𝑑𝑝)
𝑑(𝑝𝐻)
≈ 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒1                                                                              (2.35) 
En el presente trabajo se considera que los cambios en la carga superficial de 
la membrana debidos al pH se traducen como cambios en el valor de la 
constante de permeabilidad al soluto. 
Para cuantificar el efecto del cambio de pH sobre la permeabilidad al soluto, 
se parte de la ecuación de transporte de sales escrita para dos condiciones: 
(1) antes del cambio de pH; y (2) después del cambio: 
𝐹1𝑠𝑎𝑙 = 𝑘1𝐴𝐴(𝐶1𝑚1 − 𝐶1𝑝)                                                                       (2.36) 
𝐹2𝑠𝑎𝑙 = 𝑘2𝐴𝐴(𝐶2𝑚1 − 𝐶2𝑝)                                                                       (2.37) 
Como el pH no afecta al flujo de permeado y 𝐹𝑠𝑎𝑙 = 𝐹𝑝 × 𝐶𝑝, las ecuaciones 








(𝐶2𝑚1 − 𝐶2𝑝)                                                                        (2.39) 
Puesto que 𝐶1𝑝 y 𝐶2𝑝 son pequeños en comparación con 𝐶1𝑚1 y 𝐶2𝑚1; puede 
considerarse sin pérdida de generalidad que 
(𝐶1𝑚1−𝐶1𝑝)
(𝐶2𝑚1−𝐶2𝑝)
≈ 1, para que al dividir 











Esto significa que 𝑘𝐴 y 𝐶𝑝 son directamente proporcionales, matemáticamente: 
𝑑(𝑘𝐴)
𝑑(𝐶𝑝)
= 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒2                                                                                   (2.41) 
Puede demostrarse que 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒2 = 𝑘𝐴/𝐶𝑝. 
Por otro lado, la aplicación de la ley de Kohlrausch a una disolución 
electrolítica de NaCl a bajas concentraciones da como resultado: 
𝐶𝑜𝑛𝑑𝑝 ≈ 2𝐶𝑝                                                                                             (2.42) 
Finalmente, se combinan las ecuaciones (2.35), (2.41) y (2.42), para obtener 
la relación entre la constante de permeabilidad al solvente (𝑘𝐴) y el pH de la 









)                                                                           (2.43) 
 
2.4. Validación del modelo matemático obtenido 
El modelo matemático obtenido está formado por las ecuaciones algebraicas 
y diferenciales que se presentan en forma resumida en la Tabla 2.1. 
Para utilizar este modelo solo se necesita el valor de los parámetros: 𝐴, 𝑘𝐴,
𝑘𝐵, Constante1 y los valores iniciales de las variables 𝑚𝑝 y  𝑚𝑟. 
Se valida el modelo comparando sus resultados con los datos experimentales 
presentados por Alatiqi et al. (1989), quienes utilizan una membrana de fibra 
hueca B-10 Permasep, que tiene un área superficial de 152 m2 (Al-Bastaki et 
al., 1999). Los parámetros 𝑘𝐴 y 𝑘𝐵 son aquellos que hacen que la salida del 
modelo sea igual a la salida experimental en el punto normal de operación: 
𝐹𝑓 = 315.45 𝑔/𝑠  
𝑃𝑓 = 63.07 𝑏𝑎𝑟  
𝑇𝑓 = 25.00 °𝐶  
𝐶𝑓 = 3000 𝑝𝑝𝑚  
𝑝𝐻𝑓 = 6.45  





Tabla 2.1. Ecuaciones del modelo matemático del proceso de desalinización 
por O.I. 







= 𝐹𝑓 − 𝐹𝑟 − 𝐹𝑚2 
𝑑𝑚𝑝
𝑑𝑡




























[𝐹𝑚2(𝑇𝑚2 − 𝑇𝑝)] 
Relación entre 
presiones 
𝑃𝑟 = 𝑃𝑓 − 𝑃𝑙𝑜𝑠𝑠𝑟 𝑃𝑝 = 𝑃𝑚2 − 𝑃𝑙𝑜𝑠𝑠𝑝 
 
ECUACIÓN SUBSISTEMA MEMBRANA 
Flujo de solvente a través 
de la membrana 
𝐹𝑚2 = 𝑘𝐵𝐴(∆𝑃 − ∆𝜋) 
Balance global de materia 0 = 𝐹𝑚1 − 𝐹𝑚2 




Relación entre 𝐶𝑚2 y 𝐶𝑓 0 = 𝐶𝑚2 −
𝐶𝑓
1 + 𝑘(1 − 𝜃)(∆𝑃 − ∆𝜋)
 
Relación entre 𝐶𝑚1 y 𝐶𝑚2 0 = 𝐶𝑚1 − 𝐶𝑚2[1 + 𝑘(∆𝑃 − ∆𝜋)] 
Balance de energía 0 = 𝑇𝑚1 − 𝑇𝑚2 
Relación entre presiones 0 = 𝑃𝑚1 − 𝑃𝑟 
Presión osmótica 𝜋 = 4.572 × 10−2𝐶 − 1.797 × 10−6𝐶2 + 4.631 × 10−9𝐶3 
 







Permeabilidad al solvente 











Ejecutando el programa p02AlatiqiInititalConditionsBL.m del anexo A se 





𝑘𝐴 = 2.4500 × 10
−3   m/s 
𝑘𝐵 = 1.3605 × 10
−2   𝑔/(𝑠 ∗ 𝑚2 ∗ 𝑏𝑎𝑟) 
El parámetro 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒1 es la pendiente de la ecuación que resulta al realizar 
una regresión lineal con los valores experimentales de 𝐶𝑜𝑛𝑑𝑝 vs 𝑝𝐻𝑓. Para 
este caso particular el valor de 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒1 es: 
𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒1 = −58.164 uS/cm  
Debido a la naturaleza incompresible del agua, los valores de 𝑚𝑝 y  𝑚𝑟 
permanecen constantes e iguales a sus valores iniciales. Por su definición 
estas variables pueden entenderse como la cantidad de materia contenida en 
los subsistemas permeado y rechazo respectivamente. Esto significa que son 
muy importantes en la dinámica del proceso porque representan la 
capacitancia del sistema. Para calcular 𝑚𝑝 y  𝑚𝑟 se debe conocer la geometría 
de los recipientes de presión y de los elementos de membrana, así como del 
volumen ocupado por las membranas, los espaciadores y el tubo colector. Un 
cálculo aproximado permite obtener los siguientes valores: 
𝑚𝑟 = 860 𝑔  
𝑚𝑝 = 700 𝑔  
Para validar el modelo matemático propuesto se ejecutan los programas 
p03AlatiqiBLComparacionPFC.m y p04AlatiqiBLComparacionpHC.m del 
anexo A. Los resultados obtenidos se presentan en las Figuras 2.16, 2.17 y 
2.18. 
Como se observa en la figura 2.16, el modelo tiene un ajuste de 92.37% a los 
datos experimentales de la dependencia del flujo de permeado con la presión 
de la alimentación, mientras que, para la conductividad del permeado en 
función de la presión de la alimentación, el ajuste es solo de 74.57% (Figura 
2.17). Y para la conductividad del permeado en función del pH de la 
alimentación, el grado de ajuste es de 78.71% (Figura 2.18)  
Estos resultados señalan que el modelo se aproxima bastante bien a los datos 
experimentales y por ende puede ser utilizado en el diseño de sistemas 






Figura 2.16. Resultados de la validación del modelo matemático. Flujo de 
permeado frente a cambios escalón en la presión de la corriente de entrada 
a la unidad de ósmosis inversa. 
 
 
Figura 2.17. Resultados de la validación del modelo matemático. 
Conductividad del permeado frente a cambios escalón en la presión de la 
corriente de entrada a la unidad de ósmosis inversa. 


























































Figura 2.18. Resultados de la validación del modelo matemático. 
Conductividad del permeado frente a cambios escalón en el pH de la 
corriente de entrada a la unidad de ósmosis inversa. 
 
2.5. Conclusiones parciales 
- Se dedujo un modelo matemático no lineal multivariable para la unidad de 
ósmosis inversa de una planta desalinizadora de agua. 
- Los resultados de validación frente a datos reales de operación de una planta 
piloto muestran un elevado grado de correspondencia. El modelo se ajusta 
con un 92.37% a los datos experimentales de la dependencia del flujo de 
permeado con la presión de la alimentación. Con un 74.57% a los datos 
experimentales de la conductividad del permeado en función de la presión 
de la alimentación. Y un 78.71% para la conductividad del permeado en 
función del pH de la alimentación. 
- El modelo matemático obtenido puede ser utilizado de forma fiable en el 
diseño de sistemas efectivos de control para la planta objeto de estudio. 





































3. DISEÑO DE UN CONTROLADOR MULTIVARIABLE BASADO EN 
R.N.A. PARA LA UNIDAD DE O.I DE UNA PLANTA PILOTO DE 
DESALINIZACIÓN DE AGUA DE MAR 
 
3.1. Introducción 
Debido a la naturaleza cambiante de la demanda de agua desalinizada, todas 
las plantas industriales cuentan con sistemas automáticos de control para las 
variables principales del proceso, en particular para el flujo y la conductividad 
del permeado, que se controlan manipulando convenientemente la presión y 
el pH de la corriente de alimentación a los bastidores de O.I. 
En la búsqueda de un mejor desempeño de las plantas de desalinización por 
O.I. se han propuesto diversas estrategias de control, que van desde el simple 
control on/off hasta controladores predictivos y robustos. En el estudio del 
estado del arte (capítulo 1) se mencionaron los diversos controladores que 
han sido diseñados e implementados en estas plantas, observándose que las 
aplicaciones basadas en R.N.A no han sido suficientemente investigadas. 
En este capítulo se diseña un controlador multivariable basado en R.N.A. para 
controlar el flujo y la conductividad del permeado de una planta piloto de 
desalinización de agua de mar por O.I. 
3.2. Teoría básica sobre redes neuronales artificiales 
3.3. Redes neuronales artificiales 
Las R.N.A. son estructuras para el procesamiento de información que imitan 
la arquitectura y el modo de funcionamiento del sistema nervioso biológico. 
Toda red neuronal artificial es un conjunto de procesadores elementales 
(neuronas) que están interconectados y operan en paralelo recibiendo y 
transmitiendo señales entre ellos o con el entorno con el fin de realizar cierta 
tarea de procesamiento (Cirstea, 2002).  
3.3.1. Arquitectura de una R.N.A.  
La organización y disposición de las neuronas en la red es lo que constituye 
la arquitectura de una red neuronal. Esta se caracteriza por cuatro parámetros 
importantes: el número de capas, la cantidad de neuronas por capa, la fuerza 






Suele hacerse una primera clasificación en base a su agrupación en capas, 
hablándose de redes monocapa y redes multicapa. Asimismo, dependiendo 
de la dirección en la que la información se transmite, se habla de redes 
unidireccionales o prealimentadas (feedforward) y de redes recurrentes o 
realimentadas (feedback). 
En las redes prealimentadas, la información se transmite solo en el dirección 
desde la capa de entrada hacia la de salida, mientras que, en las redes 
recurrentes, la información circula entre las capas en cualquier dirección. En 
estas redes la primera capa es llamada capa de entrada porque recibe 
información del exterior (por ejemplo, las señales de los sensores) y la última 
capa es llamada capa de salida porque envía información hacia afuera de la 
red (por ejemplo, hacia los actuadores) y las demás son conocidas como 
capas intermedias o capas ocultas porque no se contactan con el exterior. 
En la R.N.A. prealimentada de la Figura 3.1, las señales 𝑥𝑖, 𝑖 = {1,2,..,n}, son 
las entradas, los círculos son las neuronas, las líneas son la información que 
se transmite desde las neuronas de una capa a la siguiente, y las señales 𝑢𝑗, 
𝑗 = {1,2,3…,m}, son las salidas de la red. Observe que cada neurona de una 
capa intermedia se encuentra conectada a todas las neuronas de las capas 
adyacentes. Esta forma de interconexión es la que le da robustez a las R.N.A. 
(Rumehart y McClelland, 1986). 
 
Figura 3.1. R.N.A. prealimentada con una capa oculta. 
 
Matemáticamente, a cada neurona de una capa intermedia se asocian las 






Figura 3.2. Señales asociadas a la neurona 𝑗 en la capa 𝑘 + 1 de una R.N.A. 
 
De acuerdo con la Figura 3.2, a la neurona ingresa la señal 𝑏𝑗
𝑘+1 (una 
constante conocida como bias) y las señales 𝑎𝑖
𝑘 multiplicadas por 𝑤𝑖,𝑗
𝑘 , siendo 
𝑎𝑖
𝑘 la salida de la neurona 𝑖 de la capa 𝑘 y 𝑤𝑖,𝑗
𝑘  el peso de la interconexión entre 
la neurona 𝑖 de la capa 𝑘 y la neurona 𝑗 de la capa 𝑘 + 1. En resumen, la 
entrada neta a esta neurona es: 
𝜑𝑗
𝑘+1 = ∑ (𝑎𝑖
𝑘𝑤𝑖,𝑗
𝑘 ) + 𝑏𝑗
𝑘+1𝑝
𝑖=1                                                                         (3.1) 
Al evaluar la ecuación (3.1) en la función de transferencia 𝑓, se obtiene la 
salida (estado de activación) de la neurona 𝑗: 
𝑎𝑗
𝑘+1 = 𝑓𝑘+1(𝜑𝑗
𝑘+1)                                                                                     (3.2) 
Las funciones de transferencia más empleadas en redes multicapa son: la 
sigmoidea y la tangente hiperbólica (Galushkin, 2005): 






𝑘+1                                                                                (3.3) 
 
Figura 3.3. Función de activación sigmoidea. 















































𝑘+1 − 1                                                                        (3.4) 
 
Figura 3.4. Función de activación tangente hiperbólica. 
 
Aunque puede pensarse que una R.N.A. con muchas capas intermedias 
garantizará mejores resultados, Cybenko (1989) demostró (para el caso 
particular de funciones de activación sigmoideas) que una R.N.A. 
unidireccional con una capa intermedia y un número finito de neuronas en ella, 
permite aproximar cualquier función continua en un subconjunto compacto de 
𝑅𝑛 (teorema de la aproximación universal). 
3.3.2. Tipos de aprendizaje de una R.N.A. 
Una R.N.A. aprende para encontrar el valor exacto de los pesos de todas sus 
conexiones, y de este modo quedar capacitada para resolver de forma 
eficiente cualquier problema. 
El aprendizaje de las R.N.A. se puede categorizar como aprendizaje con un 
profesor y aprendizaje sin un profesor (Haykin, 2009). 
En el aprendizaje con un profesor (también llamado aprendizaje supervisado), 
el profesor indica a la red neuronal cual es la salida que debe conseguir (salida 
deseasa) para cada ejemplo con el que se realiza el entrenamiento (Figura 
3.5), y mientras exista una diferencia (error) entre salida de la red y la salida 
deseada (con una tolerancia establecida), los pesos de las conexiones de las 
neuronas de la red se modificarán convenientemente. 



















Figura 3.5. Esquema del aprendizaje supervisado (Haykin, 2009). 
Usualmente la modificación de los pesos se realiza procurando minimizar la 
función de costo dada por la sumatoria del cuadrado de los errores: 
𝐽(𝑘) = ∑ [𝑦𝑗
𝑑(𝑘) − 𝑦𝑗(𝑘)]
2𝑝
𝑗=1 ,                                                                      (3.5) 
donde 𝑝 es el número de salidas y 𝑦𝑗 la 𝑗-ésima salida de la red para el ejemplo 
de entrenamiento 𝑘. 
El aprendizaje sin un profesor se clasifica en dos tipos: aprendizaje por 
reforzamiento y aprendizaje no supervisado. 
El aprendizaje por reforzamiento de una relación entrada-salida se lleva a 
cabo mediante un proceso de interacción continua con el entorno que busca 
minimizar un índice de costo escalar. Esta forma de aprendizaje se clasifica 
en tres tipos básicos: no asociativo, asociativo y secuencial (Omidvar y Elliott, 
1997). La figura 3.6 muestra los componentes principales de un sistema de 
aprendizaje por reforzamiento asociativo, en el cual, un crítico convierte la 
señal de reforzamiento primaria recibida del entorno en una señal de 
reforzamiento heurística (señal de más alta calidad) mediante el análisis de 






Figura 3.6. Esquema del aprendizaje por reforzamiento (Haykin, 2009). 
 
En el aprendizaje no supervisado o auto organizativo (Figura 3.7), no está 
presente ni un crítico ni un profesor para dirigir el proceso de aprendizaje, sino 
más bien, los parámetros de la red son optimizados en base a una medida 
independiente de la calidad de la representación que se requiere que la red 
aprenda (Becker, 1991). Para que la red pueda aprender se debe utilizar una 
regla de aprendizaje competitivo que funcione en lazo abierto, donde el ajuste 
de los parámetros sea función exclusiva de los ejemplos de entrada (Haykin, 
2009).  
 





3.3.3. Algoritmos de entrenamiento de una R.N.A. 
Son el conjunto de instrucciones con las que se modifican los pesos de las 
conexiones de una R.N.A. hasta que alcancen sus valores apropiados. A 
continuación, se presentan algunas de las reglas más conocidas: 
- Regla de Hebb: Históricamente es la primera regla de aprendizaje que fue 
formulada. Establece que el peso de la conexión entre dos neuronas aumenta 
si ambas neuronas son activadas simultáneamente y disminuye si lo hacen 
por separado (Rabuñal y Dorado, 2006). 
- Regla Delta: También llamada método del gradiente descendente. Es una 
modificación de la regla de Hebb que establece que: para reducir la diferencia 
entre la salida de la R.N.A. y la salida deseada, el peso de las conexiones 
entre neuronas cambia según la dirección de máxima pendiente de la función 
error. En esta regla es común inicializar los pesos de forma aleatoria. 
- Regla Backpropagation: También conocida como regla delta generalizada. 
Es uno de los métodos más utilizados para el entrenamiento de R.N.A. 
prealimentadas. El proceso de entrenamiento tiene dos fases: (1) se estimula 
a las neuronas de la capa de entrada a la red con el primer ejemplo, los efectos 
de este estímulo se continúan transmitiéndose a través de las capas 
siguientes hasta producir ciertas salidas que se comparan con las salidas 
deseadas para calcular el error en cada neurona de la capa de salida. (2) Las 
señales de error se transmiten hacia atrás a todas las neuronas que 
contribuyen directamente a la salida. Esta propagación hacia atrás continúa 
capa tras capa hasta que todas las neuronas de la red reciban una señal que 
describa su contribución relativa al error total. Finalmente, en base a las 
señales recibidas, se actualizan los pesos de todas las conexiones. Se repite 
este procedimiento con los siguientes ejemplos hasta que el error sea cero. 
- Random Activation Weight Neural Net: Este algoritmo se aplica a redes 
unidireccionales con una sola capa oculta. Sugiere utilizar valores aleatorios 
para los pesos de las conexiones entre la capa de entrada y la capa oculta, 
reduciendo la tarea de diseño a calcular solo los pesos entre la capa oculta y 
la de salida (Te Braake y Van Straten, 1995). La R.N.A. se entrena en una 





3.4. Bases teóricas para el diseño de controladores basados en R.N.A. 
 
3.4.1. Neurocontroladores 
El uso de neurocontroladores es una alternativa que ofrece el control 
inteligente para cumplir con las tareas de estabilización, regulación o tracking 
en un sistema dinámico. En general, los neurocontroladores se clasifican 
como estáticos y dinámicos. 
- Neurocontroladores estáticos 
Se llaman estáticos porque el entrenamiento de la red neuronal que constituye 
el controlador es estático. Esto significa que se utiliza un conjunto de datos de 
entrada y salida previamente obtenidos del sistema dinámico (en lazo cerrado) 
para entrenar la red neuronal (Figura 3.8). 
 
Figura 3.8. Esquema para el entrenamiento de un neurocontrolador estático. 
 
En el entrenamiento con el algoritmo de retropropagación de errores 
(Rumelhart et al., 1986), se parte del estado inicial del sistema 𝑋𝑖𝑛(1) y se 
calcula el error respecto al valor deseado 𝑟(1). Este error ingresa a la red 
neuronal (que inicialmente tiene pesos arbitrarios) para generar una señal de 
control 𝑈(1) que se envía a la planta junto con 𝑋𝑖𝑛(1). Estas dos señales 
producen el estado 𝑋𝑜𝑢𝑡(1), que es comparado con el valor de la referencia 
para ese instante de tiempo y el error obtenido es retropropagado hacia todas 
las neuronas de la red para hacer una primera actualización de los pesos de 
todas las conexiones (entrenamiento patrón). Luego ingresa 𝑋𝑖𝑛(2) - 𝑟(2) a la 
red neuronal y se repite en proceso. Se continúa de esta manera hasta utilizar 
todos los ejemplos disponibles para el entrenamiento. Se puede repetir varias 
veces todo el proceso, empezando cada vez con los últimos valores obtenidos 
para los pesos, hasta conseguir la convergencia deseada, la cual 
















- Neurocontroladores dinámicos 
Estos neurocontroladores se entrenan realimentando la salida de la planta, y 
por eso se dice que la red neuronal que hace las veces de controlador es 
dinámica (Figura 3.9). 
 
Figura 3.9. Esquema de entrenamiento de un neurocontrolador dinámico. 
 
Los algoritmos de entrenamiento más utilizados son el Back Propagation 
Through Time (BPTT) y el Dynamic Back Propagation (DBP). 
En ambos casos se parte de la condición inicial para los estados del sistema 
𝑋(1) y se calcula su diferencia (error) respecto a los valores deseados 𝑟(1). 
Esta señal de error ingresa a la red neuronal (que inicialmente tiene pesos 
arbitrarios) para producir una señal de control 𝑈(1) que se envía a la planta 
junto con 𝑋(1). Estas dos señales generan el estado del sistema en el 
siguiente instante de tiempo 𝑋(2), que se realimenta a la red neuronal para 
producir 𝑈(2), el cual junto con 𝑋(2) generarán a 𝑋(3) y así sucesivamente 
hasta calcular una cantidad de estados previamente fijada. Durante cada ciclo 
(realimentación) se van haciendo los cálculos de las variables necesarias para 
realizar una primera actualización de pesos. Obtenidos los nuevos valores de 
los pesos se repite todo el proceso hasta conseguir la salida deseada. 
Es importante mencionar que el algoritmo DBP es una forma recursiva del 
algoritmo BPTT, que además ofrece la ventaja de permitir el uso ya sea de un 
modelo neuronal o de un modelo en el espacio de estados para la planta, 
mientras que, el algoritmo BPTT solo permite utilizar un modelo neuronal. 
En el entrenamiento del controlador neuronal multivariable para la planta 
objeto de estudio del presente trabajo de tesis, se utiliza el algoritmo recursivo 
DBP en virtud de sus ventajas computacionales sobre el algorimo BPTT. 
CONTROLADOR 
NEURONAL 
SISTEMA  + 
− 
𝑟(𝑘) 
𝑋(𝑘 + 1) 𝑋(𝑘) 








3.4.2. Ecuaciones para el diseño de controladores basados en R.N.A. 
En esta sección se deducen las ecuaciones para el diseño y entrenamiento 
de un neurocontrolador dinámico multivariable con 𝑛 entradas, 𝑚 salidas y 𝑛𝑚 
neuronas en la capa oculta (Figura 3.10). 
 
Figura 3.10. Estructura del controlador neuronal multivariable a diseñar. 
Teniendo en cuenta que 𝑣ij es el peso de la conexión entre la neurona 𝑖 de la 
capa de entrada y la neurona 𝑗 de la capa intermedia, se calcula la entrada a 
la neurona 𝑗 de la capa intermedia utilizando la regla de propagación: 
𝑚𝑗 = ∑ 𝑣𝑖𝑗(𝑥i − 𝑟i)
𝑛
𝑖=1                                                                                   (3.6) 
Que es equivalente a: 
𝑚𝑗 = 𝑣1𝑗(𝑥1 − 𝑟1) + 𝑣2𝑗(𝑥2 − 𝑟2) + ⋯+ 𝑣𝑛𝑗(𝑥𝑛 − 𝑛𝑛)                                  (3.7) 
La ecuación (3.7) se puede utilizar para calcular la entrada a cada neurona de 

















]                                              (3.8) 
Si se define el vector de entradas a la capa intermedia 𝑚 = [𝑚1  𝑚2  …  𝑚𝑛𝑚]′, 
el vector de estados del sistema 𝑥 = [𝑥1  𝑥2  …  𝑥𝑛]′, el vector de valores 
deseados para cada estado 𝑟 = [𝑟1  𝑟2  …  𝑟𝑛]′, y la matriz de pesos para las 








𝑣𝑛1 𝑣𝑛2 ⋯ 𝑣𝑛𝑛𝑚





La ecuación (3.8) se podrá escribir como: 
𝑚 = 𝑉′ ∗ (𝑋 − 𝑟)                                                                                        (3.10) 
Considerando que el vector de salidas 𝑛 = [𝑛1  𝑛2  …  𝑛𝑛𝑚]′ y el vector 
entradas 𝑚 a la capa intermedia, se relacionan según la función de activación: 
𝑛 = 𝑓(𝑚)                                                                                                  (3.11) 
Y que 𝑤𝑗𝑘 es el peso de conexión entre la neurona 𝑗 de la capa intermedia y 
la neurona 𝑘 de la capa de salida; se puede demostrar, con un procedimiento 
similar al realizado para obtener la ecuación (3.10), que: 
𝑈 = 𝑊′ ∗ 𝑛,                                                                                               (3.12) 
donde 𝑊, la matriz de pesos para las conexiones entre las neuronas de la 
capa intermedia y de la capa de salida de la red neuronal, se define como: 







𝑤𝑛𝑚1 𝑣𝑛𝑚2 ⋯ 𝑣𝑛𝑚𝑚
]                                                               (3.13) 
Para el objetivo de control: minimizar la diferencia (error) entre la salida de un 
sistema 𝑋(𝑘 + 1) y la trayectoria de referencia 𝑟(𝑘 + 1), se plantea la función 




∑ [𝑋(𝑘 + 1) − 𝑟(𝑘 + 1)]′[𝑋(𝑘 + 1) − 𝑟(𝑘 + 1)]𝑁−1𝑘=0                              (3.14) 
y se utiliza el método del gradiente para actualizar el valor de los pesos de 
todas las conexiones de la red neuronal: 
𝑊 = 𝑊 − 𝜂
𝜕𝐽
𝜕𝑊
                                                                                           (3.15) 
𝑉 = 𝑉 − 𝜂
𝜕𝐽
𝜕𝑉
                                                                                              (3.16) 
Para un peso en particular, la regla de la cadena permite obtener: 
𝜕𝐽
𝜕𝑤𝑖𝑗



















                                                                                               (3.18) 
Como 𝑋(2) es función de 𝑋(1) y 𝑈(1) (Figura 3.9), y a la vez 𝑋(1) y 𝑈(1) son 
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                                              (3.20) 
 
 
Figura 3.11. Diagrama de árbol para calcular 
𝜕𝑋(2)
𝜕𝑤𝑖𝑗
 con la regla de la cadena 
Si se continúa calculando las derivadas y empleando la regla de la cadena, se 



















                                (3.21) 
Para el caso particular de un sistema dinámico lineal e invariante en el tiempo 
representado en el espacio de estados por: 







 son inmediatas: 
𝜕𝑋(𝑘+1)
𝜕𝑋(𝑘)
= 𝐴                                                                                                (3.23) 
𝜕𝑋(𝑘+1)
𝜕𝑈(𝑘)
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]                                                         (3.30) 












                                                        (3.31) 
Observe que las ecuaciones (3.26), (3.27), (3.29) y (3.30) están bien definidas 
para la multiplicación matricial en las ecuaciones (3.28) y (3.31). 
Como una salida 𝑢𝑘cualquiera de la red neuronal viene dada por: 
𝑢𝑘 = ∑ 𝑤𝑗𝑘𝑛𝑗
𝑛𝑚











= 𝑛𝑗                                                                                                   (3.33) 




















                                          (3.34) 










0 0 ⋯ 𝑛′
]
𝑚×(𝑛𝑚∗𝑚)
                                                             (3.35) 










                                                                                  (3.36) 
Utilizando las ecuaciones (3.10) y (3.12), la ecuación (3.36) se reduce a: 
𝜕𝑈(𝑘)
𝜕𝑋(𝑘)
= 𝑊′ ∗ 
𝜕𝑛
𝜕𝑚
∗ 𝑉′                                                                                  (3.37) 









































































A partir de las ecuaciones (3.10), (3.11) y (3.12) se obtiene: 
𝑈 = 𝑊′ ∗ 𝑓(𝑉′ ∗ (𝑋 − 𝑟))                                                                           (3.41) 
Lo cual significa que una salida 𝑢𝑘cualquiera de la red neuronal es: 




𝑗=1                                                            (3.42) 






(𝑥𝑖 − 𝑟𝑖)                                                                               (3.43) 





































(𝑥1 − 𝑟1) 𝑤𝑗𝑚
𝜕𝑛𝑗
𝜕𝑚𝑗










      (3.44) 
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− 1,                                                                                              (3.47) 
donde vector de centros 𝑐 = [𝑐1  𝑐2  …  𝑐𝑛𝑚]′ y el vector de inclinaciones 𝑎 =





𝑐 = 𝑐 − 𝜂
𝜕𝐽
𝜕𝑐
                                                                                                        (3.48) 
𝑎 = 𝑎 − 𝜂
𝜕𝐽
𝜕𝑎
,                                                                                                      (3.49) 














𝑘=0                                                     (3.50) 
𝜕𝐽
𝜕𝑎




𝑘=0                                                     (3.51) 
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                                                                                             (3.55) 
El elemento de la posición (𝑗, 𝑙) de la matriz 
𝜕𝑛
𝜕𝑐







                                                                                                  (3.56) 










2 − 1)                                                                                     (3.57) 















3.4.3. Escalamiento de las señales de entrada y salida del 
neurocontrolador 
Debido a que las salidas de las funciones tangente hiperbólica que se usan 
como funciones de activación de las neuronas de la capa intermedia del 
controlador están limitadas al rango [-1, 1], y que las señales de control no 
necesariamente son de este orden de magnitud, resulta conveniente utilizar 
factores de escalamiento apropiados entre la salida del controlador y la 
entrada a la planta. Observe que no es estrictamente necesario realizar el 
escalamiento, ya que los pesos de las conexiones ente las neuronas de la 
capa intermedia y de la capa de salida pueden tomar los valores adecuados 
para manejar cualquier orden de magnitud en la salida, sin embargo; cuando 
las salidas son de diferentes órdenes de magnitud, algunos pesos necesitan 
tomar valores pequeños y otros mucho más grandes, y como se parte de 
valores aleatorios y se utiliza el mismo ratio de aprendizaje, no se alcanzará 
simultáneamente la convergencia de todos los pesos de la red. 
Sucede algo parecido para las entradas al neurocontrolador, pues la función 
tangente hiperbólica es más sensible a valores de entradas cercanos al origen 
(por ejemplo, entre -2 y 2). Esto sugiere que también se deben escalar las 
señales de entrada a la red neuronal para facilitar el entrenamiento. 
Si 𝑚𝑒1,𝑚𝑒2, … ,𝑚𝑒𝑛 son los factores de escalamiento de los errores 𝑒1, 𝑒2, … , 𝑒𝑛 
de los estados del sistema (Figura 3.12), se pueden escribir las ecuaciones: 
Figura 3.12. Esquema para el escalamiento de las señales de entrada y 












𝑋(𝑘 + 1) = 𝐴𝑋(𝑘) + 𝐵𝑈(𝑘)  
+ 
− 
𝑟(𝑘 + 1) 





























𝑒1 = 𝑥1 − 𝑟1 
𝑒2 = 𝑥2 − 𝑟2 







𝑖𝑛1 = 𝑚𝑒1 ∗ 𝑒1
𝑖𝑛2 = 𝑚𝑒2 ∗ 𝑒2
⋮
𝑖𝑛𝑛 = 𝑚𝑒𝑛 ∗ 𝑒𝑛
                                                                                          (3.59) 
Y al definir el vector de entradas 𝑖𝑛 = [𝑖𝑛1, 𝑖𝑛2, … , 𝑖𝑛𝑛]′, el vector de errores 𝑒 =








0      0 ⋯ 𝑚𝑒𝑛
]                                                                   (3.60) 
La ecuación (3.59) se podrá escribir como: 
𝑖𝑛 = 𝑀𝐸 ∗ 𝑒                                                                                               (3.61) 
De manera similar, si 𝑚𝑠1, 𝑚𝑠2, … ,𝑚𝑠𝑚 son los factores de escalamiento de 
las salidas 𝑜𝑢𝑡1, 𝑜𝑢𝑡2, … , 𝑜𝑢𝑡𝑚 del controlador neuronal, es decir: 
𝑢1 = 𝑚𝑠1 ∗ 𝑜𝑢𝑡1
𝑢2 = 𝑚𝑠2 ∗ 𝑜𝑢𝑡2
⋮
𝑢𝑚 = 𝑚𝑠𝑚 ∗ 𝑜𝑢𝑡𝑚
                                                                                      (3.62) 
Y si se define el vector de salidas 𝑜𝑢𝑡 = [𝑜𝑢𝑡1, 𝑜𝑢𝑡2, … , 𝑜𝑢𝑡𝑚]′, el vector de 








0      0 ⋯ 𝑚𝑠𝑚
]                                                                   (3.63) 
 La ecuación (3.62) se podrá escribir como: 
𝑢 = 𝑀𝑆 ∗ 𝑜𝑢𝑡                                                                                             (3.64) 
Puesto que en la deducción de las ecuaciones para el diseño y entrenamiento 
del neurocontrolador (sección 3.4.2) se ha supuesto que las salidas y las 
entradas de la planta son las que se usan directamente como entradas y 
salidas respectivas de la red neuronal, habrá que hacer una transformación a 





Para el sistema dinámico representado por: 
𝑋(𝑘 + 1) = 𝐴 ∗ 𝑋(𝑘) + 𝐵 ∗ 𝑈(𝑘)                                                                (3.65) 
𝑌(𝑘) = 𝐶 ∗ 𝑋(𝑘) + 𝐷 ∗ 𝑈(𝑘)                                                                      (3.66) 
Se define la transformación lineal: 
𝑍 = 𝑀𝐸 ∗ 𝑋                                                                                               (3.67) 
Que se reemplaza en la ecuación (3.65) para obtener: 
𝑀𝐸−1 ∗ 𝑍(𝑘 + 1) = 𝐴 ∗ 𝑀𝐸−1 ∗ 𝑍(𝑘) + 𝐵 ∗ 𝑀𝑆 ∗ 𝑜𝑢𝑡(𝑘)                             (3.68) 
O equivalentemente: 
𝑍(𝑘 + 1) = 𝑀𝐸 ∗ 𝐴 ∗ 𝑀𝐸−1 ∗ 𝑍(𝑘) + 𝑀𝐸 ∗ 𝐵 ∗ 𝑀𝑆 ∗ 𝑜𝑢𝑡(𝑘)                       (3.69) 
De manera similar, la ecuación de salida de la representación en espacio de 
estados, ecuación (3.66), se escribe: 
𝑌(𝑘) = 𝐶 ∗ 𝑀𝐸−1 ∗ 𝑍(𝑘) + 𝐷 ∗ 𝑀𝑆 ∗ 𝑜𝑢𝑡(𝑘)                                               (3.70) 
Por conveniencia se definen las matrices: 
𝐴𝐴 = 𝑀𝐸 ∗ 𝐴 ∗ 𝑀𝐸−1                                                                                 (3.71) 
𝐵𝐵 = 𝑀𝐸 ∗ 𝐵 ∗ 𝑀𝑆                                                                                    (3.72) 
𝐶𝐶 = 𝐶 ∗ 𝑀𝐸−1                                                                                          (3.73) 
𝐷𝐷 = 𝐷 ∗ 𝑀𝑆                                                                                             (3.74) 
Para escribir las ecuaciones: 
𝑍(𝑘 + 1) = 𝐴𝐴 ∗ 𝑍(𝑘) + 𝐵𝐵 ∗ 𝑜𝑢𝑡(𝑘)                                                         (3.75) 
𝑌(𝑘) = 𝐶𝐶 ∗ 𝑍(𝑘) + 𝐷𝐷 ∗ 𝑜𝑢𝑡(𝑘)                                                               (3.76) 





3.5. Razones que justifican el diseño de controladores basados en 
R.N.A. para la planta objeto de estudio 
En base a los fundamentos teóricos presentados en las secciones 3.2 y 3.3, 
las razones que justifican el uso de un controlador basado en R.N.A. para la 
planta objeto de estudio son las siguientes: 
 La superioridad de las R.N.A. frente a otros esquemas (polinomios, etc.) 
para modelar sistemas no lineales. 
 La capacidad de aprendizaje y auto organización de una R.N.A. que alivia 
al usuario de la tarea de obtener un modelo del sistema. 
 La facilidad con la que las R.N.A. pueden aplicarse en el modelado y 
control de plantas MIMO. 
 La capacidad de las R.N.A. para responder bien ante señales de entrada 
no presentadas durante el entrenamiento. 
 La flexibilidad de las R.N.A para tolerar cambios no relevantes en la 
entrada, como por ejemplo señales con ruido. 
 La capacidad de las R.N.A. para tolerar fallos y continuar respondiendo de 
manera aceptable frente a daños parciales, en virtud de que contienen 
información almacenada de forma redundante. 
 La disponibilidad de software y hardware apropiado para ser utilizados con 
R.N.A. en tiempo real. 
 
3.6. Diseño del neurocontrolador 
 
3.6.1. Introducción 
En una planta de desalinización por ósmosis inversa siempre se necesita 
controlar la cantidad (flujo) y la calidad (conductividad) del producto obtenido 
(permeado). Este control se realiza en los bastidores de ósmosis inversa, y se 
consigue manipulando convenientemente la presión y el pH de la corriente de 
alimentación. En base a lo anterior, las variables de control serán: 
 Variables controladas: 
- Flujo de permeado, ml/s 





 Variables manipuladas 
- Presión de la corriente de alimentación, bar 
- pH de la corriente de alimentación. 
Esto significa que en esencia el controlador neuronal tendrá dos entradas y 
dos salidas, sin embargo, dependiendo del modelo utilizado para entrenar la 
red neuronal, el número de entradas puede ser diferente. 
Debido a que para diseñar un neurocontrolador dinámico se necesita un 
modelo matemático de la planta, ya sea neuronal o en el espacio de estados, 
en esta sección se empieza obteniendo dicho modelo, luego se entrena y 
valida el neurocontrolador, que finalmente se implementa en Simulink. 
El modelo matemático para entrenar la red neuronal es una representación en 
el espacio de estados. El neuroncontrolador se entrena utilizando el algoritmo 
Dynamic Back Propagation y su implementación en Simulink se hace 
mediante un bloque MATLAB-Function. 
3.6.2. Obtención de un modelo matemático en el espacio de estados de 
la planta 
Se realiza una identificación no paramétrica en el dominio del tiempo del 
modelo no lineal de la unidad de O.I. de una planta de desalinización de agua 
de mar para obtener la representación en el espacio de estados requerida 
para el entrenamiento del controlador neuronal. 
Como la planta es MIMO, las funciones de transferencia que relacionan sus 
entradas y salidas se obtienen utilizando el siguiente procedimiento: 
- Se determina la respuesta temporal en lazo abierto del sistema frente a un 
cambio escalón en una sola de las entradas (manteniendo constante las 
demás). 
- Se guardan los valores de los perfiles temporales de la entrada en cuestión 
y de todas las salidas afectadas por esta. 
- Se utiliza el System Identification Toolbox de Matlab para obtener el 
modelo matemático a partir de los datos guardados. 






Se parte de las condiciones de operación en el estado estacionario inicial del 
sistema (Alatiqi et al. 1989): 𝐹𝑓 = 315.45 𝑚𝑙/𝑠 , 𝑃𝑓 = 63.07 𝑏𝑎𝑟, 𝑇𝑓 = 25.00 °𝐶, 
𝐶𝑓 = 3000 𝑝𝑝𝑚, 𝑝𝐻𝑓 = 6.45, 𝑃𝑝 = 1.01 𝑏𝑎𝑟, para obtener los datos de entrada 
y salida (requeridos para la identificación) utilizando los programas 
p01ROGeneracionDatosPFC.m y p02ROGeneracionDatospHC.m (anexo B). 
Los cambios escalón aplicados son del 10% para la presión y -10% para el 
pH de la alimentación. 
Un análisis visual de los datos permite verificar que, sin pérdida de 
generalidad, se pueden utilizar modelos de función de transferencia de 
segundo orden, sin ceros ni tiempo muerto para relacionar todas las variables 
de control de entrada y salida. 
Después de realizar la identificación del sistema mediante el System 
Identification Toolbox de Matlab, se obtienen los siguientes resultados: 






                                                                       (3.77) 
Se definen las variables de estado 𝑥1= flujo de permeado debido a la presión 
de la alimentación, 𝑥2= tasa de cambio del flujo de permeado debido a la 
presión de la alimentación, y la variable de entrada 𝑢1= presión de la corriente 













] 𝑢1                                         (3.78) 
𝑦1 = [1 0] [
𝑥1
𝑥2
]                                                                                        (3.79) 







                                                                      (3.80) 
Se definen las variables de estado 𝑥3 = conductividad del permeado debido a 
la presión de la alimentación, 𝑥4= tasa de cambio de la conductividad del 

















] 𝑢1                                        (3.81) 
𝑦2𝑃 = [1 0] [
𝑥3
𝑥4
]                                                                                       (3.82) 






                                                                         (3.83) 
Se definen las variables de estado 𝑥5= conductividad del permeado debido al 
pH de la alimentación, 𝑥6= tasa de cambio de la conductividad del permeado 
debido al pH de la alimentación, y la variable de entrada 𝑢2 = pH de la corriente 













] 𝑢2                                      (3.84) 
𝑦2𝑝𝐻 = [1 0] [
𝑥5
𝑥6
]                                                                                     (3.85) 
La correspondencia entre el modelo lineal y los datos del modelo no lineal se 
verifica en las figuras 3.13, 3.14 y 3.15. 
 
Figura 3.13.- Ajuste del modelo lineal a los datos del modelo no lineal: P – F. 
























































Figura 3.14.- Ajuste del modelo lineal a los datos del modelo no lineal: P - C 
 
 
Figura 3.15.- Ajuste del modelo lineal a los datos del modelo no lineal: pH – 
C. 






































































































A partir de las representaciones en el espacio de estado individuales, 
ecuaciones (3.78), (3.79), (3.81), (3.82), (3.84) y (3.85), se escribe la 
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                                                                            (3.87) 
Es importante mencionar que todas las variables de las funciones de 
transferencia son las variables de desviación respecto a sus valores de estado 
estacionario, y debido a esto, los estados también son variables de 
desviación. 
Se discretiza la ecuación (3.86), con un tiempo de muestro de un segundo, 
para obtener el modelo discreto lineal de la unidad de O.I. de una planta de 
desalinización de agua: 
𝑋(𝑘 + 1) = 𝐴 ∗ 𝑋(𝑘) + 𝐵 ∗ 𝑈(𝑘)                                                                (3.88) 
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3.6.3. Entrenamiento del neurocontrolador 
En base a las ecuaciones de diseño deducidas en la sección 3.4.2, se escribe 
el programa p05MultivariableNeuralController.m (anexo C) para entrenar la 
red neuronal dinámica que constituirá el controlador multivariable. 
De acuerdo a la representación en el espacio de estados de la planta, 
ecuación (3.86), el neurocontrolador tendrá seis (6) entradas y dos (2) salidas. 
Se utiliza la función tangente hiperbólica como función de activación para 
todas las neuronas de la capa intermedia, y se mantienen fijos sus centros en 
el valor de cero y sus inclinaciones en el valor de uno. 
En las condiciones normales de operación de la planta la magnitud del flujo 
de permeado está alrededor de 60 – 70 ml/s, la conductividad del permeado 
está entre 420 – 460 uS/cm, la presión de la alimentación entre 60 – 70 bar y 
el pH entre 6.2 – 6.6 (Alatiqi et. al, 1989). Suponiendo además que: 
- La tasa de cambio del flujo de permeado es a lo mucho +- 0.5 ml/s2. 
- La tasa de cambio de la conductividad del permeado debida a la presión 
es a lo mucho +- 5 uS/cm/s. 
- La tasa de cambio de la conductividad del permeado debida al pH es a lo 
mucho +- 5 uS/cm/s. 













para llevar las salidas del neurocontrolador desde valores alrededor de [-1, 1] 
hasta sus órdenes de magnitud correspondientes. 
Se entrena el controlador neuronal para llevar el sistema desde múltiples 





En el proceso de entrenamiento se observa que, inicializando los pesos de las 
matrices V y W de forma aleatoria en valores menores a 0.025 y utilizando un 
ratio de aprendizaje de 0.0005, se consiguen resultados satisfactorios para 
diferente número de neuronas en la capa intermedia (por ejemplo 𝑛𝑚 = 3, 8). 
Cuando el ratio de aprendizaje es mayor que 0.0005 no se consigue 
convergencia, y para valores menores, el entrenamiento es muy lento. 
Luego de varias etapas de entrenamiento consistentes de cinco mil 
iteraciones cada una, se consiguen los resultados buscados. Para el caso 
particular en el que el número de neuronas en la capa intermedia es de tres 








   0.0081    0.0135 −0.0215
−0.0206    0.0167    0.0195
−0.0452 −0.0210    0.0077
   0.0467 −0.0150 −0.0058
−0.0150 −0.0057 −0.0264
























A continuación se valida el entrenamiento del controlador neuronal diseñado, 
evaluando su desempeño en el control del modelo lineal de la planta frente a 
un cambio escalón de 10% en el punto de consigna del flujo de permeado. 
Observe que, como la presión afecta a la conductividad, el controlador debe 
ser capaz de compensar el cambio de esta variable modificando el pH de la 
alimentación. Los resultados obtenidos al ejecutar el programa 
p06MultivariableNeuralControllerValidation.m del anexo C se presentan en las 






Figura 3.16. Respuesta en lazo cerrado, del sistema de control neuronal 
para el modelo lineal de la planta, frente a un cambio escalón de 10% en el 
set point del flujo de permeado. 
 
 
Figura 3.17. Respuesta en lazo cerrado, del sistema de control neuronal 
para el modelo lineal de la planta, frente a un cambio escalón de 10% en la 
referencia del flujo de permeado. 
























































































Figura 3.18. Respuesta en lazo cerrado, del sistema de control neuronal 
para el modelo lineal de la planta, frente a un cambio escalón de 10% en la 
referencia del flujo de permeado. 
 
 
Figura 3.19. Respuesta en lazo cerrado, del sistema de control neuronal 
para el modelo lineal de la planta, frente a un cambio escalón de 10% en la 
referencia del flujo de permeado. 























































































3.6.4. Implementación del neuroncontrolador en Simulink 
El neurocontrolador multivariable diseñado en la sección 3.5.3 se implementa 
en Simulink mediante un bloque MATLAB-Function para controlar el modelo 
no lineal de la unidad de O.I. de una planta piloto de desalinización de agua 
de mar. El algoritmo que constituye el controlador neuronal es el programa 
ControladorNeuronal.m del anexo C. La estructura del sistema de control 
resultante se presenta en la Figura 3.20. 
 
Figura 3.20. Interfaz del sistema de control multivariable basado en R.N.A 
para el modelo no lineal de la unidad de O.I. de una planta desalinizadora de 
agua de mar. 
3.7. Evaluación del desempeño del neurocontrolador diseñado 
Dado que en la práctica es bastante natural encontrar situaciones en las que 
se desea cambiar la cantidad de la producción sin afectar su calidad, se evalúa 
el desempeño del neurocontrolador diseñado (e implementado en Simulink 
para el control del modelo no lineal de la planta), frente a un cambio escalón 
de -5% en la referencia del flujo de permeado, considerando la presencia de 
ruido blanco en los sensores (de aplitud máxima igual al 0.5% de la magnitud 
de la variable medida) y de una perturbación de -5% en la concentración de 
las sales de la corriente de alimentación. Los resultados obtenidos después 
de ejecutar el programa p01controlNeuronalnoLineal.m del anexo D se 






Figura 3.21. Respuesta en lazo cerrado, del sistema de control neuronal del 
modelo no lineal de la planta, frente a un cambio escalón de -5% en la 
referencia del flujo de permeado. Variable controlada: Flujo de permeado. 
 
Figura 3.22. Variaciones de la variable manipulada: Presión de la corriente 
de alimentación. 





































Sin ruido ni perturbaciones
Con ruido en el sensor de flujo
Con ruido en el sensor de conductividad
Con ruido en el flujo y conductividad
Con perturbación en la concentración de sales





































Sin ruido ni perturbaciones
Con ruido en el sensor de flujo
Con ruido en el sensor de conductividad
Con ruido en el flujo y conductividad






Figura 3.23. Respuesta en lazo cerrado, del sistema de control neuronal del 
modelo no lineal de la planta, frente a un cambio escalón de -5% en la 
referencia del flujo de permeado. Variable controlada: Conductividad del 
permeado. 
 
Figura 3.24. Variaciones de la variable manipulada: pH de la corriente de 
alimentación. 


















































Sin ruido ni perturbaciones
Con ruido en el sensor de flujo
Con ruido en el sensor de conductividad
Con ruido en el flujo y conductividad
Con perturbación en la concentración de sales





































Sin ruido ni perturbaciones
Con ruido en el sensor de flujo
Con ruido en el sensor de conductividad
Con ruido en el flujo y conductividad





3.8. Análisis de resultados 
Aunque parecen resultados simples, las figuras presentadas en la sección 3.6 
son producto de muchas horas de esfuerzo y dedicación. Primero se tuvo que 
deducir una expresión general del algoritmo de entrenamiento Dynamic Back 
Propagation para que pueda utilizarse en el diseño de neurocontroladores con 
múltiples entradas y múltiples salidas, luego fue necesario establecer un 
procedimiento, también de carácter general, para el escalamiento de las 
señales de entrada y salida al neurocontrolador; posteriormente se linealizó el 
modelo matemático de la planta para obtener una representación en el 
espacio de estados, después se programó el algoritmo para el diseño del 
controlador que posteriormente se entrenó teniendo en cuenta la cantidad de 
neuronas en la capa intermedia, los ratios de aprendizaje de las matrices de 
pesos, el número de etapas de entrenamiento, las diferentes condiciones 
iniciales utilizadas para el entrenamiento, entre otros factores. Finalmente se 
implementa en simulink el neurocontrolador diseñado. 
En la sección 3.4.2 se desarrolla una generalización del algoritmo Dynamic 
Back Propagation que permite diseñar controladores neuronales 
multivariables. El resultado fue implementado en el programa 
p05MultivariableNeuralController.m del anexo C, verificándose en este la 
efectividad del algoritmo DBP para entrenar esta clase de controladores. 
En la sección 3.4.3 se deduce un procedimiento de carácter general para la 
transformación lineal del modelo matemático empleado para el entrenamiento 
del neurocontrolador y también para el escalamiento de sus señales de 
entrada y salida. Vale mencionar que en el presente trabajo se intentó entrenar 
la red neuronal sin hacer escalamiento de las señales y no se pudieron 
conseguir resultados satisfactorios, mientras que, luego de escalar 
adecuadamente las variables, el entrenamiento fue inmediato. 
Se resalta además que, aunque el controlador fue diseñado para una 
linealización del modelo matemático obtenido en el capítulo 2, este se 
desempeña bastante bien en el control del modelo no lineal base, 
especialmente alrededor de las condiciones para las cuales se hizo la 
linealización. Resultados adicionales de simulación muestran que, este buen 
desempeño se empobrece a medida que el sistema se aleja más de su 





pensar que se pueden obtener mejores resultados durante el control si el 
entrenamiento se realiza utilizando un modelo neuronal de la planta en vez 
del modelo en el espacio de estados. 
En la sección 3.5.2 se obtiene una representación en el espacio de estados 
del sistema mediante la identificación no parámetrica en el dominio del tiempo 
de la planta (modelo no lineal) alrededor de sus condiciones normales de 
operación (cambios de +- 10% en las señales de entrada). Los resultados de 
las figuras 3.10, 3.11 y 3.12 muestran un buen ajuste del modelo lineal al no 
lineal en el rango considerado. 
El entrenamiento del neurocontrolador se realizó teniendo en cuenta la 
cantidad de neuronas en la capa intermedia, los ratios de aprendizaje de las 
matrices de pesos, el número de etapas de entrenamiento, las diferentes 
condiciones iniciales utilizadas para el entrenamiento, el valor máximo 
aceptable para la suma de los cuadrados de los errores y muchos factores 
más que afortunadamente permitieron realizar el entrenamiento de forma 
satisfactoria y conseguir los resultados de la sección 3.5.3. 
Aparentemente se necesitan seis referencias para el neurocontrolador, sin 
embargo, tres de ellas (las que se definieron como tasas de cambio), siempre 
son cero en las condiciones de operación en estado estacionario. Esto 
significa que en realidad solo se necesitan tres set ponits, a saber, la cantidad 
requerida del producto (flujo) y su calidad (conductividad) debida a la presión 
y debida al pH. 
Observe que la implementación, en una planta real, del controlador diseñado 
en la sección 3.5.3, requerirá del conocimiento de los estados 𝑥2, 𝑥4 y 𝑥6, los 
cuales no son medidos directamente. Esto requiere que en dichas plantas se 
emplee algún observador de estados, que afortunadamente no es necesario 
para nuestro caso, pues en el modelo matemático no lineal, tales estados 
pueden ser obtenidos fácilmente. Esta facilidad del modelo matemático no 
lineal, para simular a una planta real, sugiere que podría utilizarse como una 
especie de observador y más aún como un “predictor” para algún otro 
algoritmo de control. Esta tendencia de utilizar modelos matemáticos teóricos 
para anticiparse y tomar acción en la optimización del desempeño de plantas 
industriales es una práctica cada vez más común en la industria de los 





Es muy importante resaltar que el controlador neuronal diseñado de por si ya 
tiene naturaleza desacoplada, y que la interacción entre las variables pasa 
prácticamente desapercibida, permitiendo un control rápido, suave, sin 
oscilaciones, ni sobreimpulso. 
Observe además que el controlador es prácticamente insensible al ruido de 
los sensores, aunque si presenta dificultades frente a perturbaciones, 
reflejando con ello la necesidad de realizar más entrenamiento de la red 
neuronal para estas situaciones. 
3.9. Conclusiones parciales 
- Se obtuvo un modelo lineal multivariable en el espacio de estados para la 
unidad de ósmosis inversa de una planta piloto de desalinización de agua 
de mar, el cual presenta un buen grado de ajuste al modelo no lineal 
desarrollado en el capitulo 2. 
- Se diseñó un controlador multivariable basado R.N.A. para el control de 
las variables críticas de la planta de desalinización de agua de mar objeto 
de estudio. 
- Los resultados de simulación del sistema de control con el controlador 
diseñado mostraron un buen seguimiento de la referencia, con una 
respuesta rápida, suave, sin oscilaciones, ni sobreimpulsos, 
evidenciándose con ello la naturaleza desacoplada del controlador 
neuronal. 
- A pesar de que con el controlador diseñado se logra controlar a la planta 
objeto de estudio dentro de sus rangos de operación nominal, los 
resultados obtenidos muestran que se necesita un mayor entrenamiento 
de la R.N.A. para mejorar las respuestas temporales del sistema de control 
















Aunque en el capítulo 3 se demostró que el controlador basado en R.N.A. 
diseñado permite controlar de forma satisfactoria la planta objeto de estudio, 
es necesario comparar su desempeño frente a otros controladores, en 
particular frente a controladores PID, para evaluar su efectividad y sus 
ventajas. Esta tarea se realiza en el presente capítulo. Posteriormente se hace 
una propuesta de implementación práctica del sistema de control diseñado. 
 
4.2. Análisis comparativo del sistema de control neuronal diseñado vs. 
un sistema de control con controladores PID 
Se diseñan controladores PID en el dominio de la frecuencia utilizando 
márgenes de fase y de ganancia (Rivas-Perez et al., 2014e). Se encuentra 
que la acción derivativa no ofrece mejoras significativas en el control del flujo, 
y por ello se selecciona un controlador PI que tiene los siguientes parámetros 
de sintonía: 
𝐾𝐶 = 0.01, 𝑇𝐼 = 0.15 
De manera similar, para el control de la conductividad, se determinó que basta 
con un controlador PI con los siguientes parámetros de sintonía: 
 
𝐾𝐶 = −7.5 × 10
−4, 𝑇𝐼 = −1.15 × 10
−7 
 
En la Figura 4.1 se muestra la estructura del sistema de control PID diseñado. 
Se evalúa el desempeño del controlador PI diseñado para el flujo del 
permeado frente a un escalón de 5% en el setpoint. También, se evalúa su 
robustez frente a perturbaciones, para lo cual, se consideraron escalones de 
-5% y 10% en la concentración y temperatura de la corriente de alimentación 
a los 200 y 300 segundos de iniciada la simulación. Los resultados obtenidos 
al ejecutar el programa p01ROFlowControl.m del anexo E se presentan en las 











Figura 4.2. Respuesta temporal del sistema de control del flujo del permeado 
con el controlador PI diseñado. 
 
 
Figura 4.3. Variaciones de la variable manipulada: Presión 




















































































Luego, se evalúa el desempeño del controlador PI diseñado para la 
conductividad del permeado frente a un escalón de -10% en el setpoint. Los 
resultados obtenidos al ejecutar el programa p02ROConductivityControl.m del 
anexo E se presentan en las Figuras 4.4 y 4.5. 
 
Figura 4.4. Respuesta temporal del sistema de control de la conductividad 
del permeado con el controlador PI diseñado. 
 
 
Figura 4.5. Variaciones de la variable manipulada: pH 





















































































Finalmente se comparan las respuestas temporales de los sistemas de control 
PI y neuronal diseñados para la planta objeto de estudio. Los resultados 
obtenidos al ejecutar el programa p01controlNeuronalvsPInoLineal.m del 
anexo E se presentan en las Figuras 4.6, 4.7, 4.8 y 4.9. 
 
Figura 4.6. Comparación de las respuestas temporales del sistema de 
control con controladores PID vs. neuronal del flujo del permeado. 
 
 
Figura 4.7. Comparación de las señales de control del sistemas de control 
del flujo del permeado con controladores PI vs. neuronal. 
 
En la Figura 4.6, se observa que el sistema de control del flujo del permeado 
con el controlador neuronal responde más rápidamente. 
























































































Figura 4.8. Comparación de las respuestas temporales del sistema de 




Figura 4.9. Comparación de las señales de control del sistemas de control de 
la conductividad del permeado con controladores PI vs. neuronal. 
 
En las Figuras 4.8 y 4.9 se observa que el neurocontrolador tiene una 
tendencia más suave y es menos sensible a la interación presentada entre las 
variables. 























































































En la Tabla 4.1 se presentan las especificaciones de las respuestas 
temporales obtenidas del sistema de control con los controladores PI vs. 
neuronal diseñados. De la tabla es evidente que los mejores resultados en las 
respuestas temporales del sistema de control se obtienen con el controlador 
neuronal. 
 
Tabla 4.1. Especificaciones de las respuestas temporales del sistema de 
control neuronal diseñados vs. controladores PI. 
CONTROLADOR 
ESPECIFICACIÓN 







 Variable: Flujo del permeado 
PI 0 20 0 
Neuronal 0 2 0 
 Variable: Conductividad del permeado 
PID 0 72 0 
Neuronal 0 16 0 
 
Se utiliza la integral del cuadrado del error (ISE) como índice de desempeño 
para cuantificar el rendimiento de los sistemas de control diseñados, el cual 
se define como (Rivas-Perez et al., 2014d; Smith y Corripio, 1997): 
𝐼𝑆𝐸 = ∫ 𝑒2(𝑡)𝑑𝑡
∞
0
,                                                                                                    (4.1) 
donde e(t) es la señal de error en el dominio del tiempo.  
Los resultados obtenidos de cálculo del ISE se muestran en la Tabla 4.2. 
Tabla 4.2. Índice de desempeño de los sistemas de control diseñados. 
Controlador ISE Flujo ISE conductividad 
PID 16.6741 2.3754e+03 
Neuronal 10.5522        3.0106  
 
De la Tabla 4.2 es posible observar que el menor índice de desempeño del 
sistema de control se obtiene con el controlador neuronal, significando que 





4.3. Propuesta de implementación práctica del controlador diseñado 
Para la implementación práctica del sistema de control basado en R.N.A. 
diseñado para la planta objeto de estudio, se propone utilizar un 
cliente/servidor OPC, el cual puede ser programado en Matlab. Esta solución 
posibilita utilizar el controlador neuronal diseñado en en una PC (Simulink) 
para controlar la planta a través de un PLC. En la Figura 4.10, se muestra un 
diagrama de esta propuesta de implementación práctica.  
 
 
Figura 4.10. Diagrama de comunicación cliente/servidor OPC y un PLC.  
Los estándares de comunicación OPC (OLE for Process Control) soportan las 
tecnologías OLE, COM, DCOM y ActiveX creadas por Microsoft (Sabin y 
González, 2010) permitiendo el intercambio de datos y la interoperabilidad 
entre dispositivos de campo, sistemas de control y los software de gestión de 
la producción en la supervisión y control de procesos industriales (Zheng y 
Nakagawa, 2002). La comunicación se realiza mediante una aplicación 
cliente/servidor, donde el servidor OPC es el que contiene la interfaz común 
para la comunicación y permite que cualquier aplicación pueda escribir/leer 
sobre/a cualquier variable que de este (Zamarreño, 2001). 
Para el control de la planta de desalinización por O.I. objeto de estudio, las 
mediciones de las variables controladas (flujo y conductividad del permeado) 
recolectadas a través del controlador local (SIMATIC S7-300) se envían a la 
PC (cliente), donde se encuentra activa la aplicación del controlador neuronal 
en Simulink diseñado en el presente trabajo. La señal de control calculada por 
el controlador neuronal se envía a través del PLC a la planta. 
De esta manera puede realizarse la implementación práctica y económica del 





4.4. Conclusiones parciales 
- Se diseñaron dos controladores PI desacoplados para el control de las 
variables críticas de la planta objeto de estudio. 
- Los resultados de simulación del sistema de control con los controladores 
PI diseñados mostraron un buen desempeño frente a cambios en la 
referencia, así como frente a perturbaciones externas, evidenciando con 
ello que el diseño de estos controladores se realizó correctamente. 
- Las comparaciones de las respuestas temporales del sistema de control 
de la planta objeto de estudio con los controladores neuronal y PI 
diseñados mostraron que, el mejor desempeño del sistema de control se 
obtiene con el controlador neuronal. 
- Se desarrolló una propuesta simple y económica de implementación 
























Aplicando las leyes de conservación de la materia y la energía, se obtuvo un 
modelo matemático multivariable para la unidad de ósmosis inversa de una 
planta desalinizadora de agua de mar. 
Los resultados satisfactorios alcanzados en la validación del modelo 
matemático con datos reales de operación de una planta piloto permitieron 
verificar que el modelo describe de forma adecuada el comportamiento 
dinámico de dicha planta, ya que se ajusta con un 92.37% a los datos 
experimentales de la dependencia del flujo de permeado con la presión de la 
alimentación. Con un 74.57% a los datos experimentales de la conductividad 
del permeado en función de la presión de la alimentación. Y un 78.71% para 
la conductividad del permeado en función del pH de la alimentación. 
Se obtuvo un modelo lineal multivariable en el espacio de estados mediante 
la identificación no paramétrica en el dominio del tiempo del modelo no lineal 
desarrollado en el capítulo 2. Este modelo presenta un buen grado de ajuste 
al modelo no lineal alrededor de sus condiciones normales de operación. 
Para el control efectivo de la planta objeto de estudio se diseñó un controlador 
multivariable basado en R.N.A. Los resultados de simulación del sistema de 
control mostraron un buen seguimiento de la referencia, así como una 
considerable robustez frente a las perturbaciones externas y a la presencia de 
ruido en los sensores. 
Se diseñaron dos controladores PI desacoplados para la evaluación 
comparativa del sistema de neurocontrolador diseñado. La comparación de 
las respuestas temporales del sistema de control de la planta objeto de estudio 
con los controladores PI y neuronal diseñados, mostraron que el mejor 
desempeño del sistema de control se obtiene cuando se aplica el controlador 
multivariable basado en R.N.A. 
Se realizó una propuesta de implementación práctica del controlador 
multivariable neuronal diseñado, basada en la aplicación de un 
cliente/servidor OPC programado en una PC y un PLC SIMATIC S7-300 para 







Validar el modelo matemático obtenido con los datos experimentales de la 
planta piloto de desalinización por O.I. de la PUCP. 
Utilizar el modelo matemático no lineal obtenido como observador de estados 
y/o algoritmo predictor en otras estrategias avanzadas de control. 
Utilizar un modelo neuronal de la planta en vez del modelo en el espacio de 
estados para entrenar el controlador neuronal. 
Realizar un mayor entrenamiento del neurocontrolador diseñado para mejorar 
su desempeño frente a perturbaciones externas.  
Implementar el neurocontrolador diseñado en la planta piloto de desalinización 
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