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Abstract: We study momentum space dispersion formulas in general QFTs and their
applications for CFT correlation functions. We show, using two independent methods,
that QFT dispersion formulas can be written in terms of causal commutators. The first
derivation uses analyticity properties of retarded correlators in momentum space. The
second derivation uses the largest time equation and the defining properties of the time-
ordered product. At four points we show that the momentum space QFT dispersion
formula depends on the same causal double-commutators as the CFT dispersion for-
mula. At n-points, the QFT dispersion formula depends on a sum of nested advanced
commutators. For CFT four-point functions, we show that the momentum space dis-
persion formula is equivalent to the CFT dispersion formula, up to possible semi-local
terms. We also show that the Polyakov-Regge expansions associated to the momentum
space and CFT dispersion formulas are related by a Fourier transform. In the process,
we prove that the momentum space conformal blocks of the causal double-commutator
are equal to cut Witten diagrams. Finally, by combining the momentum space disper-
sion formulas with the AdS Cutkosky rules, we find a complete, bulk unitarity method
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1 Introduction
In the past decade, there has been a resurgence of interest in studying quantum field
theory (QFT) and quantum gravity with bootstrap methods. The idea of the bootstrap
is that by leveraging physical principles and symmetries, we can map out the space of
consistent theories. As an example, the conformal bootstrap uses unitarity, causality,
and locality to derive rigorous bounds on the space of conformal field theories (CFTs)
[1, 2]. Lorentzian methods have played a central role in the analytic conformal boot-
strap, including the discovery of the large-spin expansion [3, 4], the Lorentzian inversion
formula [5], and the conformal dispersion formula [6]. The goal of this work is to under-
stand how the momentum space dispersion formula, which is valid for general QFTs, is
related to the conformal dispersion formula. In the process, we will demonstrate how
methods from the conformal and S-matrix bootstraps [7] are related.
Dispersion formulas are one of the central ingredients in the S-matrix bootstrap [7].
The useful feature of dispersion formulas is that they express an amplitude, M(s, t),
in terms of its imaginary part, ImM(s, t). Unitarity implies that the imaginary part
of an amplitude factorizes into a product of sub-amplitudes [8, 9]. Therefore, disper-
sion formulas can be used to compute one-loop amplitudes by recycling the tree-level
amplitudes.1 The imaginary part of the amplitude in the forward limit is also positive,
which can be used to derive sign constraints on effective field theory (EFT) couplings
[10].2 Recently, stronger bounds on EFTs have been derived by leveraging crossing
symmetry [14–19]. These new results show that EFT couplings have to scale as one
would expect from dimensional analysis. Despite their long history, dispersion formulas
are still being used to discover new properties of scattering amplitudes.
1We are assuming the amplitude is 1PI and that there are no anomalous thresholds.
2For related recent work see [11–13] and references therein.
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The application of dispersive methods to conformal correlation functions is a com-
paratively newer subject. The discovery of the Lorentzian inversion formula [5], and
the following derivation of the CFT dispersion formula [6], prove that a Euclidean CFT
four-point function 〈φφφφ〉E can be expressed as an integral over a double-commutator
〈[φ, φ][φ, φ]〉, up to possible low-spin ambiguities. In this sense, the double-commutator
of a four-point function is the CFT generalization of ImM(s, t). Moreover, in non-
perturbative CFTs the double-commutator can often be well-approximated by the con-
tribution of a few low-dimension operators [5, 6, 20–23]. Finally, the positivity prop-
erties of the CFT double-commutator can be used to generalize bounds on flat-space
EFTs [10] to corresponding bounds on AdS EFTs [24].
One of the motivations for this work is to further develop dispersive methods
for AdS/CFT correlation functions [5, 25–29]. In [5] it was shown that the double-
commutator of a one-loop Witten diagram is completely fixed in terms of tree-level
CFT data. In other words, the double-commutator factorizes one-loop Witten dia-
grams into a product of tree-level diagrams. The proof that the double-commutator
factorizes Witten diagrams was later rederived from a bulk, Lorentzian perspective by
generalizing the flat space Cutkosky rules [8, 9] to AdS momentum space [29].3 Once
we have the CFT double-commutator in momentum space, we then need to Fourier
transform it to position space before we can use the CFT dispersion formula. While
these Fourier transforms are in principle computable, this transition between momen-
tum and position space for CFT correlators can often be difficult in practice. In this
work we will bypass this complication by directly studying momentum space disper-
sion formulas for CFT correlators. Combined with the results of [29], this gives a bulk
unitarity method for AdS/CFT correlators in momentum space.
AdS/CFT unitarity methods explain how bulk locality and unitarity constrain the
analytic form of the boundary CFT correlators. Similar questions have also been stud-
ied in the cosmological bootstrap [30–37], where inflationary correlators are fixed using
consistency conditions such as factorization, the absence of folded singularities, and
conformal symmetry. To relate on-shell methods in AdS/CFT and dS, we recall that
in perturbation theory the AdS partition function is related by analytic continuation to
the dS wavefunction [38–40]. Based on insights from the modern amplitudes program
[41], it is natural to expect that on-shell methods for AdS and dS correlators will reveal
new symmetries and structures that are not manifest using a Lagrangian approach.
For example, there has been progress in the study of on-shell recursion relations [42–
45], positive geometries [46], and the ambitwistor string [47, 48] for (A)dS correlators.
3See [27, 28] for an alternative bulk method where cuts are performed by replacing an AdS propa-
gator with a harmonic function and then projecting onto physical states.
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Requiring that AdS correlators factorize correctly when we put propagators on shell
also gives a useful consistency check for new conjectures, including on the possible
generalization of double-copy [49] to AdS/CFT correlators [50–53].
Taking a step back from holography, another motivation for this work is to un-
derstand: how is the CFT dispersion formula related to dispersion formulas in gen-
eral QFTs? The CFT dispersion formula reconstructs a Euclidean correlator from its
double-commutator, which can be computed by taking a double-discontinuity in cross-
ratio space [5]. By contrast, a QFT momentum space dispersion formula depends on
a single discontinuity with respect to a Mandelstam invariant. One hint that the two
dispersion formulas are related is that the absorptive part of a scattering amplitude can
be computed by applying the LSZ reduction procedure [54, 55] to a retarded double-
commutator [56] (see [57] for a review). Similarly, the momentum space discontinuity
of a CFT four-point function is equal to a causal double-commutator [58]. We can
use the latter identity to show that the momentum space and CFT dispersion formu-
las rely on the same physical input, the t- and u-channel causal double-commutators.
Furthermore, we will show that at n-points the QFT dispersion formula can be written
in terms of sums of nested causal commutators. The appearance of commutators in
the CFT dispersion formula is not an accident of conformal symmetry, but is rather a
universal feature of QFT dispersion formulas in both massive and massless theories.
1.1 Background
To set the stage for the rest of the paper, we will first briefly review the S-matrix and
CFT dispersion formulas. S-matrix dispersion formulas are derived by leveraging the
analyticity properties of scattering amplitudes [7, 57, 59, 60]. The simplest amplitude
to study is a 2→ 2 scattering amplitude, M(s, t), for identical scalars of mass m > 0.
Here s and t are the Mandelstam invariants, s = −(p1 + p2)2 and t = −(p2 + p3)2. The
third invariant u = −(p1 + p3)2 is fixed by s+ t+ u = 4m2.
Under favorable circumstances, the amplitude is analytic in the entire cut t-plane
for s < 0 and fixed. To derive a dispersion formula, we first express the amplitude in












M(s, t) = 0 for s < 0, (1.2)
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Figure 1: The amplitude is first written as a contour integral and then this contour is deformed to
wrap the branch cuts on the real line. We have assumed that the arcs at infinity vanish.
where we take t large while keeping its phase fixed. If (1.2) is true, then we can










′) + (u-channel). (1.3)
Here we assumed that there are no poles due to single-particle exchange and that the
cut starts at the two particle threshold, 4m2. By crossing symmetry, there is also a
u-channel cut for t ∈ (−∞,−s]. This procedure is shown schematically in figure 1.
In order to write down (1.3) we had to make several assumptions about the analytic
structure of the amplitude. For example, we assumed that M(s, t) only has non-
analyticities which come from physical states being put on shell. In general, amplitudes
can also have anomalous thresholds. These are non-analyticities in the complex t-plane
that cannot be associated to the exchange of a physical state [7, 59, 61]. Anomalous
thresholds can potentially obstruct crossing symmetry, or the existence of a crossing
path between the physical t- and u-channel processes. Proving crossing symmetry for
the S-matrix is a difficult problem and has only been shown for 2→ 2 [62, 63] and 2→ 3
[64, 65] scattering of stable, external particles. Proving crossing symmetry for general
higher-point amplitudes remains an open problem, see [66] for a recent discussion.
The CFT dispersion formula [6] has a similar structure to the S-matrix dispersion
formula,
〈φ(x1) . . . φ(x4)〉E =
∫
ddy1 . . . d
dy4K(xi, yi)〈[φ(y1), φ(y4)]A[φ(y2), φ(y3)]A〉+ (u-channel).
(1.4)
On the left hand side of (1.4) we included the “E” subscript to emphasize that this is a
Euclidean correlation function, and not a Wightman function. The kernel K in (1.4) is
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We will not review the derivation given in [6] here, but will instead only emphasize that
this dispersion formula has been derived for all CFT four-point functions by leveraging
conformal symmetry, locality, and unitarity. At most, the CFT dispersion formula
requires a finite number of subtractions if the correlator is not sufficiently bounded
in the Regge limit [6]. The CFT dispersion formula also manifestly cannot contain
anomalous thresholds. Given the double-commutator in (1.4), we can insert a complete
set of states,






and this gives a convergent Lorentzian OPE [68, 69]. In other words, the integrand of
the CFT dispersion formula is fixed in terms of physical states and how they couple to
the external operators. For CFTs with a graphical expansion, e.g., Feynman diagrams
for weakly coupled theories or Witten diagrams for holographic theories, this means we
only need to consider unitarity cuts of the diagrams.
The two dispersion formulas, (1.3) and (1.4), cannot be used in the same theory
as CFTs do not have an S-matrix. However, we can ask: how is the CFT dispersion
formula related to the four-point dispersion formula for QFT correlation functions? By
studying this question, we will see how ideas developed for massive QFTs, with the
original aim of studying the S-matrix, can be used in the CFT bootstrap.
1.2 Summary and Outline
We will now give a summary and outline for the rest of the paper. In Section 2 we
introduce conventions and identities which will be used throughout this work. We
start by defining the time-ordered, retarded, and advanced products. We also review
coincidence relations between these three products in momentum space.
4The CFT inversion and dispersion formulas are typically written with the causal restrictions put
into the integration region. For the inversion formula, see for example equation 1.7 of [67]. The
CFT dispersion formula is derived from the inversion formula and therefore also depends on causal
commutators.
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In sections 3 and 4 we explain how to derive the following momentum space dis-







t′ − t− iε
〈[φ2, φ3]A[φ1, φ4]A〉+ (u-channel). (1.7)
To be general, we have taken the t integral to run from 0 to∞, but in a massive theory
the integrand will only be non-zero when t is above some threshold value t0. The u-
channel contribution can be found by taking 1↔ 2. We assume the QFT is defined in
d ≥ 3 spacetime dimensions. We also generalize (1.7) to n-point functions, where each
advanced commutator is replaced with the advanced product defined in Section 2.
The formula (1.7) is schematic and we will give more precise formulas in Sections
3 and 4. The left hand side of (1.7) is a function of the Mandelstam invariants s, t,
and u as well as the “norms” ζi = −p2i . Similarly, on the right hand side we integrate
over the internal invariant t′ with ζi and s held fixed. Finally, (1.7) is derived in the
configuration where ζi, s < 0 such that
∑
i ζi − s < 0. These kinematics are chosen so
that the correlator is analytic in the complex t-plane with non-overlapping cuts on the
real line. Throughout this work, we will always assume ζi and s are chosen such that
the above inequalities hold.
In Section 3 we review how to derive dispersion formulas for correlation functions
using analyticity arguments. We recall that time-ordered correlators with real mo-
menta pi are boundary values of the retarded correlator rn(k1, . . . , kn−1) with complex
momenta ki. One can show that rn(k1, . . . , kn−1) is analytic in the following domain
[70–75],5
D = {Im(kI) 6= 0, Im(kI)2 < 0} ∪ {Im(kI) = 0, k2I > 0}, (1.8)





The region (1.8) is known as the primitive domain of analyticity. To derive (1.8) one
needs to impose microcausality,
[φ(x), φ(y)] = 0 if (x− y)2 > 0, (1.10)
or that operators commute at spacelike separation. We also need to assume that all the
physical states in our Hilbert space, |Ψ(p)〉 ∈ H, have positive energy. The retarded
5In massive QFTs we can relax the second condition to {Im (kI) = 0, k2I > −m2I,thr} where mI,thr
is the threshold mass for the Ith channel.
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correlator rn(k1, . . . , kn−1) obeys a dispersion formula inside the primitive domain D,
which can then be used to derive a dispersion formula for the time-ordered correlator
with real momenta. We also explain how to rewrite the integrand of this dispersion
formula in terms of causal commutators. In this derivation, the number of subtractions
needed to write down a dispersion formula will only depend on how the correlator scales
in the Regge limit.
The results of Section 3 are based on methods used to derive S-matrix dispersion
formulas. The primitive domain of analyticity (1.8) does not intersect the complex
mass-shell, k2i = −m2i , and cannot be used to derive dispersion formulas for scattering
amplitudes. Instead, (1.8) implies that there are fixed-s dispersion formulas for off-shell
values of k2i . To derive a dispersion formula for the S-matrix, one needs to amputate
the external lines and analytically continue k2i to the mass-shell. In the process of
analytically continuing, anomalous thresholds can move onto the physical sheet and
the dispersion integral may be deformed into the complex plane [57, 60]. In this work
we are interested in correlation functions and will study dispersion formulas inside the
primitive domain D, where we have analyticity in the entire cut t-plane. Section 3
will then largely be a review on how these off-shell dispersion formulas are derived.
To our knowledge, the main new results in this section is the expression for the five-
point dispersion formula in terms of a double advanced product6 and the method used
to relate momentum space discontinuities to causal commutators, at general n-points,
using the axiomatic definitions of the time-ordered and causal products [60, 77].
In Section 4 we give an alternative derivation of (1.7) using the largest time equation
[9, 78]. In [79], the largest time equation was used to derive Lorentz invariant dispersion
formulas for Feynman diagrams with up to four external points. We will build on [79]
by generalizing their method of deriving dispersion formulas to n-point correlation
functions in a generic QFT. We also use the positive spectrum condition to rewrite the
n-point dispersion formula in terms of a double advanced product. For this method,
the number of subtractions needed will depend on how the correlator scales in high-
energy limits that go beyond the usual Regge limit. While the methods used in this
section will require more assumptions than the ones used in Section 3, one virtue of this
approach is it is simpler to generalize to n-points. The reader interested in applications
to CFT correlators can safely skip this section.
In Sections 5 and 6, we will specialize to CFT correlation functions. In Section 5
we show that the momentum space and conformal dispersion formulas are equivalent,
modulo possible semi-local terms. We then study the Polyakov-Regge expansions gen-
6This formula should be equivalent to the one found in [76] after using LSZ reduction and the
positive spectrum condition. We thank Julio Parra-Martinez for bringing this paper to our attention.
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erated by each dispersion formula and show that the corresponding Polyakov-Regge
blocks are related by a Fourier transform. We also give conditions on when Polyakov-
Regge blocks are superbounded in position and momentum space. In Section 6 we will
test the momentum space dispersion formula on different CFT correlators and show
that the dispersion formula works as expected. We also study the dispersion formula
for spinning external operators.
The appendices contain various technical details. In Appendix A we study the
primitive domain of analyticity for four- and five-point functions. In Appendix B we
review the AdS Cutkosky rules. In Appendix C we prove that the t-channel, momen-
tum space conformal blocks of the double-commutator 〈[φ, φ]A[φ, φ]A〉 are equal to cut
Witten diagrams. In Appendix D we study the Regge limit for t-channel conformal
blocks in momentum space. In Appendix E we go into more detail on the assumptions
used to derive the dispersion formula via the largest time equation.
2 Operator Orderings
In order to make this work self-contained, in this section we will review how to define
operator orderings in general QFTs. The definitions introduced here will be used in
both Sections 3 and 4.
In free-field theories the time-ordered product is defined by,






) . . . θ(x0πn−1 − x
0
πn)φ(xπ1) . . . φ(xπn), (2.1)
where we sum over all permutations, π, of the set {1, . . . , n}. We will also refer to
(2.1) as the T -product. The definition (2.1) cannot be used for non-perturbative QFTs
as it involves the product of two distributions, the discontinuous θ-function and the
operator-valued fields φ(x). This product of distributions is not well-defined in general
and we need an alternative definition. We will discuss subtleties on the product of
θ-functions and correlation functions in more detail in Section 4.
One possible alternative to (2.1) is to start with Euclidean correlation functions
and then define Lorentzian correlators by analytic continuation [80, 81] (see [24] for
a review). Through different analytic continuations, or different iε prescriptions, one
can generate all Lorentzian correlators. The analytic continuation from Euclidean to
Lorentzian signature defines a healthy Lorentzian QFT if the Osterwalder-Schrader
reconstruction theorems hold [82, 83].
We will use a different approach and, following [60, 77], define the time-ordered
product using a set of physically well-motivated conditions. For simplicity, we restrict
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to real, scalar operators. We will assume the T -product exists and has the following
properties:
1. The time-ordered product T [φ(x1) . . . φ(xn)] is permutation invariant,
T [φ(xπ1) . . . φ(xπn)] = T [φ(x1) . . . φ(xn)], (2.2)
for all permutations π of {1, . . . , n}.
2. The T -product is Poincaré covariant:
U(a,Λ)T [φ(x1) . . . φ(xn)]U
−1(a,Λ) = T [φ(Λx1 + a) . . . φ(Λxn + a)], (2.3)
where Λ is a Lorentz transformation and a is a constant vector.
3. Given two sets of pointsX = {x1, . . . , xn} and Y = {y1, . . . , ym} such that x0i ≥ y0j
for all xi ∈ X and yj ∈ Y , the T -product factorizes as:
T [φ(x1) . . . φ(xn)φ(y1) . . . φ(ym)] = T [φ(x1) . . . φ(xn)]T [φ(y1) . . . φ(ym)]. (2.4)
This is of course the condition that T orders the operators based on their time.






〈T [φ(xα1) . . . φ(xαr)]T [φ(xαr+1) . . . φ(xαn)]〉 = 0, (2.5)
where Πr(n) is set of partitions of {1, . . . , n} into two sets of size r and n − r.
Here the anti-time-ordered product T is defined by,
T [φ(x1) . . . φ(xn)]
† = T [φ(x1) . . . φ(xn)]. (2.6)
When the original definition (2.1) is valid, one can verify these identities using the
definition of the θ-function. In practice, to compute out-of-time ordered correlation
functions of the form 〈T [φ . . . φ]T [φ . . . φ]〉 one can use the Schwinger-Keldysh rules
[84, 85]. For more general out-of-time ordered correlators, such as those involving
retarded and advanced commutators, one can use the rules given in [86].
To see why the identity (2.5) corresponds to a unitarity condition, we can pull out
the r = 0 and r = n terms in the sum and take the vacuum expectation value:







〈T [φ(xα1) . . . φ(xαr)]T [φ(xαr+1) . . . φ(xαn)]〉.
(2.7)
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This relation shows that the real (imaginary) part of an even (odd) point, time-
ordered correlator can be expressed as a sum of partially time-ordered correlators
〈T [φ . . . φ]T [φ . . . φ]〉. The terms on the right-hand side of (2.7) can be factorized by
inserting a complete set of states between the pairs of ordered operators. For theories
with an S-matrix, one can use the LSZ prescription to go from (2.7) to the standard
S-matrix unitarity condition S†S = 1 [60, 87]. In appendix B, we review how to use
(2.7) to derive the AdS cutting rules.
Another natural object to consider is the retarded product of operators. In free-field












[...[[φ(x), φ(xπ1)], φ(xπ2)]..., φ(xπn)]. (2.8)
The overall power of i is chosen so that the R-product is Hermitian. On the right hand
side of (2.8) we sum over all permutations of the operators {φ(x1), . . . , φ(xn)}, but
leave φ(x) fixed. The R-product is then symmetric in the φ(xi) and is only non-zero if
φ(x) is in the future lightcone of all the other operators. This causal restriction implies
that correlation functions involving the R-product will be analytic in certain cones of
complex momentum space. We discuss this in more detail in Section 3. For n = 1, the
R-product reduces to the retarded commutator,
R[φ(x);φ(x1)] = −iθ(x0 − x01)[φ(x), φ(x1)]. (2.9)
As with the original definition of the T -product, the definition (2.8) may not be
well-defined for general theories. To define the R-product in general, we will first
assume the T -product exists and has the properties (1)-(4) listed above. If this holds,

















If we assume both (2.1) and (2.8) are valid, we can prove (2.10) by expanding each
product in terms of θ-functions.
7In the literature, the roles are often reversed: the R-product is assumed to exist and is then used
to define the T -product [77].
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[...[[φ(x), φ(xπ1)], φ(xπ2)]..., φ(xπn)]. (2.11)
For n = 1, the advanced product reduces to the advanced commutator defined in (1.5),
A[φ(x);φ(x1)] = −iθ(x01 − x)[φ(x), φ(x1)]. (2.12)

















In the following sections, it will be important that the time-ordered, retarded, and
advanced products have identical actions on the vacuum when the external momenta,
and their sums, are spacelike. When going to momentum space, we will use the following









To give the necessary conditions for the various products to agree, we need to introduce
the open lightcones,
V± = {p | p2 < 0, ±p0 > 0}. (2.16)
Here we are using the mostly plus, flat space metric ηµν . The corresponding closed
lightcones, V ±, are found by using non-strict inequalities.
To relate the time-ordered, retarded and advanced products, we will use the positive
spectrum condition [81]. This says that all the physical states in our Hilbert space,
|Ψ(p)〉 ∈ H, have momentum lying in the closed, forward lightcone, p ∈ V +. This
implies,
O[φ(p1) . . . φ(pn)]|0〉 = 0 if
n∑
i=1
pi /∈ V +, (2.17)
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where O can be any ordering operation, i.e. the T -, R-, or A-products. Similarly, a
string of operators acting on the left vacuum 〈0| vanishes if the sum of their momenta
lies outside V −. Together, (2.10) and (2.17) imply:
R[φ(p);φ(p1) . . . φ(pn)]|0〉 = inT [φ(p)φ(p1) . . . φ(pn)]|0〉 if pI /∈ V +, (2.18)
〈0|R[φ(p);φ(p1) . . . φ(pn)] = (−i)n〈0|T [φ(p)φ(p1) . . . φ(pn)] if pI /∈ V −, (2.19)
for all I ⊆ {1, . . . , n} and where the notation pI was defined in (1.9). By using (2.13)
one can derive similar relations for the advanced product,
A[φ(p);φ(p1) . . . φ(pn)]|0〉 = inT [φ(p)φ(p1) . . . φ(pn)]|0〉 if pI /∈ V +, (2.20)
〈0|A[φ(p);φ(p1) . . . φ(pn)] = (−i)n〈0|T [φ(p)φ(p1) . . . φ(pn)] if pI /∈ V −, (2.21)
for all I ⊆ {1, . . . , n}. These relations show that partially time-ordered correlators
〈T [φ . . . φ]T [φ . . . φ]〉 are equal to the double advanced product 〈A[φ . . . φ]A[φ . . . φ]〉 if
enough external momenta and their sums are spacelike. We will use the identities (2.20)
and (2.21) repeatedly to write dispersion formulas in terms of the A-product.
Finally, we will introduce some useful notation for n-point correlators in momen-
tum space. We define correlators such as 〈T [φ(p1) . . . φ(pn)]〉 in terms of their Fourier
transform,
〈T [φ(p1) . . . φ(pn)]〉 =
∫
ddx1 . . . d
dxn〈T [φ(x1) . . . φ(xn)]〉ei(p1·x1+...+pn·xn). (2.22)
It will also be convenient to factor out the overall momentum conserving δ-function
using a double-bracket notation,
〈T [φ(p1) . . . φ(pn)]〉 = (2π)dδ(p1 + . . .+ pn)〈〈T [φ(p1) . . . φ(pn)]〉〉. (2.23)
The double-bracket correlators can be computed by fixing one point to the origin and
Fourier transforming in the remaining n−1 positions. To make formulas more compact,
we also introduce the following notation,
τn(p1, . . . , pn−1) = 〈〈T [φ(p1) . . . φ(pn)]〉〉, (2.24)
rn(p1, . . . , pn−1) = 〈〈R[φ(p);φ(p1) . . . φ(pn−1)]〉〉, (2.25)
an(p1, . . . , pn−1) = 〈〈A[φ(p);φ(p1) . . . φ(pn−1)]〉〉. (2.26)
There is an asymmetry between our definitions for the time-ordered correlator τn and
the causal correlators rn and an. This is because the T -product is symmetric in all n
positions while the R- and A-products distinguish the first position and are symmetric
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in the remaining n−1 positions. In order to use the relations (2.18)-(2.21), it is simplest
to study the causal correlators as functions of the n − 1 momenta pi and fix the first
argument, p, using momentum conservation.
From the coincidence relations (2.18)-(2.21), we find,
rn(p1, . . . , pn−1) = (−1)nan(p1, . . . , pn−1) = (−i)n−1τn(p1, . . . , pn−1)
= in−1τ ∗n(p1, . . . , pn−1), (2.27)
if the momenta pi and their sums are all spacelike.
Depending on the problem, it can be simpler to think of the correlators as functions
of the momenta pi or as functions of the Lorentz invariants pi · pj. The former will be
convenient when we need to use operator identities, such as the coincidence relations
(2.18)-(2.21), or study how partially ordered correlators 〈T [φ . . . φ]T [φ . . . φ]〉 can be
factorized. To write down dispersion formulas, it will be convenient to consider the
correlators as functions of the Lorentz invariants,
ζi = −p2i , (2.28)
si1...in = − (pi1 + . . .+ pin)
2 . (2.29)
We have distinguished the single-index Lorentz invariant ζi = si to be consistent with
the notation used in the literature. We will also abuse notation and use τn(pi) and
τn(ζi, sij) to refer to the time-ordered correlator as a function of the momenta pi and
the Lorentz invariants {ζi, sij}, respectively. Finally, throughout this work we will drop
disconnected contributions to the correlators. At four- and five-points the disconnected
terms vanish automatically if we assume all the external operators are distinct.
3 Derivation 1: Dispersion from Analyticity
In this section we review how dispersion formulas for the retarded and time-ordered
correlator can be derived using analyticity arguments. We will also use unitarity and the
positive spectrum condition to explain how these dispersion formulas can be rewritten
in terms of advanced commutators.
3.1 Analyticity in k-Space
To find the domain of analyticity for the retarded correlator in momentum space, we
use its definition in terms of the R-product,
rn(p1, . . . , pn−1) =
∫
ddx1 . . . d
dxn−1〈R[φ(0);φ(x1) . . . φ(xn−1)]〉ei(p1·x1+...+pn−1·xn−1).
(3.1)
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The correlator 〈R[φ(0);φ(x1) . . . φ(xn−1)]〉 only has support for xi ∈ V −. Therefore, if
we make the replacement
pi → ki = pi + iqi with q ∈ V+, (3.2)
then the integral (3.1) becomes exponentially damped,
rn(k1, . . . , kn−1) =
∫
ddx1 . . . d
dxn−1〈R[φ(0);φ(x1) . . . φ(xn−1)]〉ei(p1·x1+...+pn−1·xn−1)
e−(q1·x1+...+qn−1·xn−1).
(3.3)
The right hand side of (3.3) is a Laplace transform of the tempered distribution
〈R[φ(0);φ(x1) . . . φ(xn−1)]〉, which implies rn(ki) is analytic in ki for Im(ki) ∈ V+
[80, 81]. To fix the notation, in the remainder of this section we use ki = pi + iqi
to denote complex momentum and use pi and qi to denote real momenta.
Through the same arguments, one can show that the advanced correlator, an(ki), is
analytic in the opposite cone, Im(ki) ∈ V−. Next, the identity (2.27) says that the two
analytic functions rn(ki) and an(ki) agree if the momenta ki and their sums are all real
and spacelike. According to the edge of the wedge theorem [80, 81], this implies the
retarded and advanced correlators, rn(ki) and (−1)n−1an(ki), are related by analytic
continuation.
More generally, we can study a larger class of correlators known as the generalized
retarded functions [72–75]. Using the same arguments as before, namely coincidence
relations in momentum space and the edge of the wedge theorem, one can also prove
that the generalized retarded correlators are related by analytic continuation to rn(ki).
This is used to prove that rn(ki) is analytic in the primitive domain of analyticity
written earlier (1.8),
D = {Im(kI) 6= 0, Im(kI)2 < 0} ∪ {Im(kI) = 0, k2I > 0}. (3.4)
One correlator which appears as the boundary value of rn(ki) is the time-ordered




V±, if p ∈ V ±
V+ ∪ V−, if p2 > 0.
(3.5)
If p is timelike or null, then C(p) gives the corresponding open lightcone. If p is
spacelike, then C(p) is the union of the forwards and backwards lightcone. The time-
ordered correlator is then the following boundary value of the retarded correlator,




rn(k1, . . . , kn−1), (3.6)
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where ki = pi + iqi and I ⊆ {1, . . . , n − 1}. That is, we take the momenta kI to be
real such that Im(kI) lies in the same cone as its real part. This is the standard iε
prescription written in a slightly different way. To recover the iε prescription, we can
assume the real part of one momentum is timelike, p2i < 0, and take the small qi limit,
k2i ≈ p2i + 2ipi · qi, (3.7)
where we dropped the q2i term. By assumption pi and qi are in the same cone, which
implies pi · qi < 0. If we relabel 2pi · qi → −ε with ε > 0, then we recover the iε
prescription for time-ordered correlators,
k2i = p
2
i − iε. (3.8)
If pi is spacelike, then (3.6) says k
2
i can be taken real from above or below in the
complex plane, i.e., the correlation function is single-valued around this point.
We will also need the anti-time-ordered correlator with real momenta τ ∗n(pi). This
is found by taking a similar limit of the retarded correlator, but now with qI lying in
the opposite cone of pI ,
τ ∗n(p1, . . . , pn−1) = (−i)n−1 lim
qI→0
−qI∈C(pI)
rn(k1, . . . , kn−1). (3.9)
To keep the notation consistent, we will always refer to the analytic, n-point mo-
mentum space correlator as the retarded correlator, rn(ki). However, one should keep in
mind that the retarded correlator with real momenta, rn(pi), is just one of its boundary
values and we can equally think of rn(ki) as the analytically continued time-ordered or
advanced correlator.
3.2 Two- and Three-Point Functions
As a warm-up for the four- and five-point functions, we can use the analyticity prop-
erties reviewed in the previous section to write down dispersion formulas for two- and
three-point functions of scalars. This will let us see how the unitarity condition (2.7)
appears when studying discontinuities in momentum space. We will use r2(ζ) and
r3(ζ1, ζ2, ζ3) to denote the retarded two- and three-point correlators as functions of ζi.
From (3.4), we see the two-point function r2(ζ) is analytic away from the positive














r2(ζ) = 0, (3.11)
where we take ζ large and complex, then we can deform the contour in (3.10) and pick







ζ ′ − ζ
discζ′r2(ζ
′). (3.12)
To find a dispersion formula for the time-ordered correlator, we use (3.6):
τ2(ζ) = ir2(ζ + iε) for ζ ∈ R, (3.13)
where we leave the ε → 0 limit implicit. If we take ζ to be real from above, then the
left hand side of (3.12) becomes a time-ordered correlator. To rewrite the integrand in
terms of τ2, we use that by definition:
discζf(ζ) = f(ζ + iε)− f(ζ − iε). (3.14)
Then the integrand of (3.12) becomes,
discζr2(ζ) = idiscζτ2(ζ)




where we used (3.9) to arrive at the second line. The first line of (3.15) gives the







ζ ′ − ζ − iε
discζ′τ2(ζ
′). (3.16)
To rewrite (3.16) in terms of Wightman functions, we use discζτ2(ζ) = 2Reτ2(ζ) and
the identity (2.7) for n = 2,
2Re 〈T [φ(x)φ(0)]〉 = 〈φ(x)φ(0)〉+ 〈φ(0)φ(x)〉. (3.17)
8Depending on the behavior of r2(ζ) near ζ = 0, we may need to use a keyhole contour around
ζ = 0 before taking the contour to wrap the branch cut.
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The two-point dispersion formula illustrates the main points that will be important
for deriving the four- and five-point dispersion formulas. We wrote down a contour
integral representation for the retarded correlator, r2(ζ), in its primitive domain of
analyticity (3.10), deformed the contour to derive a dispersion formula for r2(ζ) (3.12),
and finally used (3.6) and (3.9) to rewrite the dispersion formula in terms of the time-
ordered correlator τ2(ζ) (3.16). The one feature of higher-point dispersion formulas
that is not captured by the two-point example is the appearance of commutators. To
see how commutators emerge, we will study the three-point function.
For the three-point function, r3(ζi), we will fix ζ1,2 < 0 and disperse in ζ3. The
retarded three-point function is analytic in the ζ3 plane away from the positive real
axis. If we assume the retarded correlator vanishes at large ζ3,
lim
|ζ3|→∞
r3(ζ1, ζ2, ζ3) = 0 if ζ1,2 < 0, (3.18)
then we can write down the following dispersion formula for complex ζ3,










One difference in comparison to the two-point dispersion formula is that the discon-
tinuity with respect to ζ3 now gives the imaginary part of the time-ordered correlator,
discζ3r3(ζ1, ζ2, ζ3) = −discζ3τ3(ζ1, ζ2, ζ3)
= − (τ3(ζ1, ζ2, ζ3)− τ ∗3 (ζ1, ζ2, ζ3))
= −2iImτ3(ζ1, ζ2, ζ3). (3.20)
The relative factors between (3.6) and (3.9) ensure that the discontinuity of the n-
point retarded correlator, for n even or odd, gives the real or imaginary part of the
time-ordered correlator, respectively.
By taking ζ3 real from above in (3.19) we find,










where we used the first line of (3.20). Using the identity discζ3τ3(ζi) = 2iImτ3(ζi), we
can rewrite the integrand of (3.21) using advanced commutators. To prove this, we
take the unitarity condition (2.7) and set n = 3,
2iIm 〈T [φ(p1)φ(p2)φ(p3)]〉 = 〈φ(p1)T [φ(p2)φ(p3)]〉+ 〈φ(p2)T [φ(p1)φ(p3)]〉
+ 〈φ(p3)T [φ(p1)φ(p2)]〉 − . . . , (3.22)
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where we suppressed terms where two operators are in the anti-time-ordered product.
In the integrand of (3.21) we have ζ1,2 < 0, or that p1 and p2 are spacelike. Using the
positive spectrum condition (2.17), this implies the only non-zero terms in (3.22) have
φ(p3) acting directly on the left or right vacuum,
2iIm 〈T [φ(p1)φ(p2)φ(p3)]〉 = 〈φ(p3)T [φ(p1)φ(p2)]〉 − 〈T [φ(p1)φ(p2)]φ(p3)〉. (3.23)
Since p1,2 are spacelike, we can also use (2.20) and (2.21) to rewrite the right hand side
of (3.23) in terms of the advanced product,
2Im 〈T [φ(p1)φ(p2)φ(p3)]〉 = 〈φ(p3)A[φ(p1);φ(p2)]〉+ 〈A[φ(p1);φ(p2)]φ(p3)〉. (3.24)
Finally, by combining (3.20) and (3.24), we find that the discontinuity with respect to
ζ3 computes a three-point function involving advanced commutators,






This proves that in a generic QFT, either massive or massless, the integrand of the ζ3
dispersion formula can be rewritten in terms of advanced commutators. Finally, we
can use that causal commutators are analytic in the momenta to analytically continue
(3.25) in ζ1,2.
3.3 Four-Point Function
In this section we will study a single-variable dispersion formula for the four-point
function. With four momenta we can construct the following Lorentz invariants:
ζi = −k2i , (3.26)
s = −(k1 + k2)2, (3.27)
t = −(k2 + k3)2, (3.28)
u = −(k1 + k3)2. (3.29)
These variables obey the relation,
s+ t+ u = ζ1 + ζ2 + ζ3 + ζ4. (3.30)
We will take our independent invariants to be ζi, s and t.
At four points, there are multiple dispersion formulas one can write down depending
on which variables are analytically continued. To make a connection with the S-matrix
and CFT dispersion formulas, we will disperse in t for fixed ζi and s. In Appendix
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A we will review the argument that the retarded correlator r4(ζi, s, t, u) is analytic in
the cut t-plane when ζi, s < 0. Using this analyticity property, we can write down the
following contour integral,








where t is complex.
When deforming the contour in t′, we can pick up two possible branch cuts. One
is the t-channel cut, which runs from t = 0 to t = ∞. From (3.30) there is also a
u-channel cut which starts at u = 0 or
t = ζ1 + ζ2 + ζ3 + ζ4 − s, (3.32)
and runs to t = −∞. To ensure that the t- and u-channel cuts do not overlap, we
take
∑
i ζi − s < 0. If we were studying a dispersion formula for a 2 → 2 scattering
amplitude M(s, t), then we would have ζi > 0 and s < 0 and the two cuts would
necessarily overlap in gapless theories. Here we are able to separate the cuts because we
are studying correlation functions and can take the external momenta to be spacelike.
If we assume the retarded correlator vanishes in the large t Regge limit
lim
|t|→∞
r4(ζi, s, t, u) = 0 for s, ζi < 0, (3.33)
where t is taken large away from the real line, then we can blow up the contour in
(3.31) and drop the arcs at infinity. Assuming (3.33) holds we find,


















This procedure is exactly the same as the one shown in figure 1.
Next, we take t to be real from above. In this limit the left hand side of (3.34)
becomes a time-ordered correlator. To also rewrite the integrand in terms of the time-
ordered correlator, we use (3.6) and (3.9) to find,
disctr4(ζi, s, t, u) = −idisctτ4(ζi, s, t, u)
= −i(τ4(ζi, s, t, u) + τ ∗4 (ζi, s, t, u))
= −2iReτ4(ζi, s, t, u). (3.35)
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The discontinuity in t is taken with ζi, s, u < 0. This gives a dispersion formula purely
in terms of the time-ordered correlator with real momenta,












u′ − u− iε




If the original correlator r4 does not vanish in the limit |t| → ∞, then we can apply
the dispersion argument to a rescaled correlator,
r4(ζi, s, t, u)→
r4(ζi, s, t, u)
(t− t1) . . . (t− tN)
, (3.37)
where the ti are some arbitrary subtraction points. We can take ti to have a small
positive imaginary part, in which case the subtracted dispersion formula for the retarded
correlator becomes a subtracted dispersion formula for the time-ordered correlator with
real momenta,
τ4(ζi, s, t, u)
















Finally, we will explain how the integrand of the unsubtracted dispersion formula
(3.36) is related to the integrand of the CFT dispersion formula [6]. We will leave the
arguments that the two dispersion formulas are equivalent to Section 5. Here we will
show that for spacelike external momenta, the right hand side of (3.36) depends on the
same causal double-commutators as the CFT dispersion formula (1.4).
To prove this, we will follow the same procedure used to study the three-point
function. First, the identity (3.35) says that taking a single t-channel discontinuity of
the time-ordered correlator gives Reτ4(pi). To relate the real part of the time-ordered
correlator to a double-commutator, we will take the identity (2.7) and set n = 4:
2Re 〈T [φ(p1) . . . φ(p4)]〉 = 〈φ(p1)T [φ(p2)φ(p3)φ(p4)]〉+ 〈T [φ(p2)φ(p3)φ(p4)]φ(p1)〉
−
[
〈T [φ(p2)φ(p3)]T [φ(p1)φ(p4)]〉+ (p2, p3)↔ (p1, p4)
]
+ (partitions), (3.39)
where we suppressed the other partitions of the external operators.
The dispersion formula (3.36) was derived under the assumption ζi, s < 0. In
addition, in the t-channel term of (3.36) we have u < 0. This means the momenta pi,
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p1 +p2, and p1 +p3 are spacelike in the t-channel term of the dispersion formula. Under
these assumptions, the positive spectrum condition (2.17) implies that the right hand
side of (3.39) only contains two non-zero terms:
2Re 〈T [φ(p1) . . . φ(p4)]〉 = −
(




We can now use (2.20) and (2.21) to rewrite the (anti-)time-ordered products in (3.40)
in terms of the advanced product,
2Re 〈T [φ(p1) . . . φ(p4)]〉 = −
(




Combining (3.35) and (3.41) yields,
disct〈T [φ(p1) . . . φ(p4)]〉 = −
(




One can repeat an identical analysis for the u-channel discontinuity by making the
replacement p1 ↔ p2. This proves that the four-point QFT dispersion formula (3.36)
can be rewritten in terms of advanced double-commutators.
The momentum space dispersion formula (3.36) and the CFT dispersion formula
(1.4) both express the full correlator as an integral over t- and u-channel, causal double-
commutators. One näıve difference between these formulas is that the momentum
space dispersion formula appears to depend on more double-commutators than the
CFT dispersion formula. From (3.42) we see that the t- and u-channel terms in the
momentum space formula (3.36) each depend on a sum of double-commutators. On
the other hand, in the CFT dispersion formula (1.4) the t- and u-channel terms each
contain a single double-commutator. However, this is only a difference in presentation.
The kernel K in (1.4) is only nonzero when the pairs of positions (y1, y4) and (y2, y3)
are spacelike separated from each other, see the discussion below equation 1.7 of [67].9









9The CFT dispersion formula was derived in [6] by plugging the Lorentzian inversion formula into
the Euclidean partial wave expansion. Therefore, the kernel K of the CFT dispersion formula also
only has support when the pairs (y1, y4) and (y2, y3) are spacelike separated.
– 21 –
which matches the integrand of (3.36) after using (3.42).
This is not a proof that the momentum space dispersion formula, applied to a
CFT correlation function, is equivalent to the conformal dispersion formula. In order
to show that, we need to understand on what space of functions each dispersion formula
is valid, which we will consider in Section 5. It does prove however that both dispersion
formulas depend on the same physical input. It is also important to emphasize that
the momentum space formula (3.36) is valid for massive QFTs as well.
3.4 Five-Point Function
Finally, in this section we will study single-variable dispersion formulas for the five-
point, time-ordered correlator. We will follow the same procedure used for the four-
point dispersion formula.
We can take our independent invariants to be ζi, for i = 1, . . . , 5, and the Man-
delstams {s13, s14, s15, s23, s35}. The five remaining Lorentz invariants are given by the
linear relations,
s12 = 2ζ1 + ζ2 + ζ3 + ζ4 + ζ5 − s13 − s14 − s15, (3.44)
s24 = −ζ1 − ζ3 − ζ5 + s13 + s15 + s35, (3.45)
s25 = ζ2 + ζ3 + ζ5 + s14 − s23 − s35, (3.46)
s34 = ζ1 + ζ2 + 2ζ3 + ζ4 + ζ5 − s13 − s23 − s35, (3.47)
s45 = ζ1 + ζ4 + ζ5 − s14 − s15 + s23. (3.48)
In Appendix A we will show that the five-point retarded correlator is analytic in the
cut s35 plane if we assume the other independent Lorentz invariants are negative, or
below threshold.
We will study the following contour integral representation of the retarded corre-
lator,








35, . . .). (3.49)
We have suppressed the independent Mandelstam invariants {s13, s14, s15, s23} that are
held fixed at their external values.
There are four branch cuts in the complex s35 plane:
s35 ∈ [0,∞), (3.50)
s35 ∈ [ζ1 + ζ3 + ζ5 − s13 − s15,∞), (3.51)
s35 ∈ (−∞, ζ2 + ζ3 + ζ5 + s14 − s23], (3.52)
s35 ∈ (−∞, ζ1 + ζ2 + 2ζ3 + ζ4 + ζ5 − s13 − s23]. (3.53)
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The first cut (3.50) corresponds to states being created in the s35 channel. The other
three branch cuts (3.51)-(3.53) correspond to the s24, s25 and s34 channels, respectively,
and are found using (3.45)-(3.47). We will assume the independent invariants are chosen
such that the two cuts which run to positive infinity, (3.50) and (3.51), do not overlap
with the cuts that run to negative infinity, (3.52) and (3.53).
If we assume the five-point correlator vanishes in the large s35 limit,
lim
|s35|→∞
r5(ζi, s35, . . .) = 0, (3.54)
with the other independent invariants held negative and fixed, then we can write down
an unsubtracted dispersion formula for the retarded five-point function. Taking s35 to
be real from above, this gives an unsubtracted dispersion formula for the time-ordered
correlator with real momenta,






s′35 − s35 − iε
discs′35τ5(ζi, s
′





s′35 − s35 − iε
discs′35τ5(ζi, s
′
35, . . .)
)
. (3.55)
The s±35 are defined by,
s+35 = min(0, ζ1 + ζ3 + ζ5 − s13 − s15), (3.56)
s−35 = max(ζ2 + ζ3 + ζ5 + s14 − s23, ζ1 + ζ2 + 2ζ3 + ζ4 + ζ5 − s13 − s23). (3.57)
To rewrite (3.55) in terms of commutators, we use (3.6) and (3.9) to find,
discs35r5(ζi, sij) = discs35τ5(ζi, sij)
= τ5(ζi, sij)− τ ∗5 (ζi, sij)
= 2iImτ5(ζi, sij). (3.58)
We will now relate the imaginary part of the time-ordered correlator to a double ad-
vanced product. For simplicity, we will focus on the first term in (3.55). In this
configuration we have s35 ≥ 0 and/or s24 ≥ 0, while all the other Lorentz invariants
are negative. Using the positive spectrum condition (2.17), this implies the unitarity
condition (2.7) becomes,
2iIm 〈T [φ(p1) . . . φ(p5)]〉 = 〈T [φ(p1)φ(p2)φ(p4)]T [φ(p3)φ(p5)]〉
− 〈T [φ(p2)φ(p4)]T [φ(p1)φ(p3)φ(p5)]〉+ (p2, p4)↔ (p3, p5).
(3.59)
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Using (2.20) and (2.21) we can rewrite the right hand side of (3.59) using advanced
commutators. Combined with the relation (3.58) this gives,





+ (p2, p4)↔ (p3, p5),
(3.60)
in the configuration where s35 ≥ 0 and/or s24 ≥ 0, but the other invariants are below
threshold. It is straightforward to follow the same procedure for the second term of
(3.55). Finally, we have found that the integrand of the five-point dispersion formula
(3.55) depends on a double advanced product. It would be interesting to compare this
result against the five-point CFT dispersion formula, which is not currently known.
4 Derivation 2: Dispersion from Largest Time
In this section we will derive dispersion formulas using the largest time equation [9, 78].
In [79] the largest time equation and an infinite momentum limit was used to derive
Lorentz invariant dispersion formulas for Feynman diagrams. In this section we will
show how the same dispersion formulas can be derived for n-point correlation functions.
We will not need to assume that the theory is weakly coupled or has a dual AdS
description.10 We also show how the n-point dispersion formula can be rewritten in
terms of a double advanced product.
4.1 Largest Time Equations
In Section 2 we used an axiomatic definition of the time-ordered product that does not
rely on θ-functions [60, 77]. One of the axioms for the time-ordered product was the
unitarity condition (2.7). This identity is one half of a full-fledged unitarity method: it
explains how to compute the real or imaginary part of a correlator in terms of “cut”,
partially time-ordered correlators, but it does not explain how to compute the time-
ordered correlator itself.
Can we also use the axiomatic properties of the time-ordered product to write down
a dispersion formula? The answer is yes but, unlike the unitarity condition (2.7), the
resulting dispersion formula will be sensitive to the UV properties of our theory. In
Section 3 the UV sensitivity came from deforming a contour in the complex t-plane
10For weakly coupled theories or theories with a weakly coupled AdS dual, we can go between the
correlation function and graphical derivations using the cutting rules.
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and requiring that the arcs at infinity vanish. In this section it will instead come from
properly defining products of θ-functions and correlation functions.
Before writing down a dispersion formula using the definition of the time-ordered
product, it is useful to motivate why the unitarity condition (2.5) holds. We will show
(2.5) follows from the factorization condition (2.4) when no two points are coincident.
For coincident point terms, (2.5) has to be taken as an independent axiom. Without
loss of generality, we assume one operator has the largest time, for example x0n ≥ x0i for
all i. We then split the sum (2.5) into two terms, depending on whether φ(xn) appears














〈T [φ(xα1) . . . φ(xαr)]T [φ(xαr+1) . . . φ(xαn−1)φ(xn)]〉
− 〈T [φ(xn)φ(xα1) . . . φ(xαr)]T [φ(xαr+1) . . . φ(xαn−1)]〉
)
. (4.1)
As a reminder, Πr(n) is the set of partitions of {1, . . . , n} into two sets of size r and
n− r. Since φ(xn) has the largest time, we can write,
T [φ(xαr+1) . . . φ(xαn−1)φ(xn)] = φ(xn)T [φ(xαr+1) . . . φ(xαn−1)], (4.2)
T [φ(xn)φ(xα1) . . . φ(xαr)] = T [φ(xα1) . . . φ(xαr)]φ(xn). (4.3)
Using these identities, we see the two terms in (4.1) cancel against each other. Our
assumption that φ(xn) has the largest time was arbitrary and we can equally assume







〈T [φ(xα1) . . . φ(xαr)]T [φ(xαr+1) . . . φ(xαn)]〉 = 0. (4.4)
For this reason, (4.4) is often referred to as the largest-time equation [9, 78].
We can use similar manipulations to write down dispersion formulas. We start by
making the assumption that φ(xn) always has a smaller time component than another
operator. For example, we can assume x0n < x
0
n−1. In this case, we do not have to sum
over all possible partitions of the external operators as we did in (4.4). Instead, we can
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〈T [φ(xα1)...φ(xαr)]T [φ(xαr+1)...φ(xαn−1)φ(xn)]〉 = 0.
(4.5)
We multiplied by θ(x0n−1−x0n) to enforce the condition that x0n < x0n−1. To prove (4.5),
we can assume any other operator, say φ(x1), has the largest time. We can then split
(4.5) into two terms as we did in (4.1) and use the defining properties of T and T to
show the resulting sum cancels. The choice of which operator has the largest time was
arbitrary, and therefore (4.5) holds in general. However, in comparison to (4.4), we
have to assume that products of θ-functions and correlation functions are well-defined
in order for (4.5) to hold.
There is an identical equality with the same form of (4.5) but with xn ↔ xn−1.











θ(x0n − x0n−1)〈T [φ(xn)φ(xα1)...φ(xαr)]T [φ(xαr+1)...φ(xαn−2)φ(xn−1)]〉
+ (xn−1 ↔ xn)
)]
. (4.6)
This formula is similar in structure to (4.4), but with two important differences. The
first is that the fully anti-time-ordered correlator does not appear in (4.6). Each term
in the above identity contains at least one operator in the time-ordered product. On
the other hand, the time-ordered correlator does appear in the first line of (4.6) when
we set r = 0. In this sense, (4.6) is already a position-space dispersion formula: it
expresses the time-ordered correlator in terms of the factorized, partially time-ordered
correlators. The second important difference is that (4.6) is not manifestly Lorentz
invariant due to the explicit time dependence of the θ-functions.
To eventually derive a more standard, momentum space dispersion formula, we
















where we use ~k to indicate momenta along the d− 1 spatial directions. We introduced
the trivial spatial integrals to simplify later expressions.
– 26 –

















〈〈T [φ(pn + k)φ(pα1)...φ(pαr)]T [φ(pαr+1)...φ(pαn−2)φ(pn−1 − k)]〉〉




where we used the double-bracket notation defined in (2.23). The fact we broke Lorentz
invariance in (4.6) by choosing a time coordinate is now manifested in (4.8) by the fact
our momentum integral runs solely over k0.
We can simplify (4.8) if we assume the external momenta pi, for i = 1, . . . , n−2, and
their sums are spacelike. For this choice of momenta, the positive spectrum condition
(2.17) implies all terms with r ≥ 1 in the first line of (4.8) vanish. This gives,












〈〈T [φ(pn + k)φ(pα1)...φ(pαr)]T [φ(pαr+1)...φ(pαn−2)φ(pn−1 − k)]〉〉
+ (pn−1 ↔ pn)
)]
, (4.9)
under the condition that
∑
i∈I
pi is spacelike for all I ⊆ {1, . . . , n − 2}. In the following
sections we will use exactly these kinematics to derive Lorentz invariant relations from
(4.9) [79]. Another helpful feature of these kinematics is they let us rewrite (4.9) in
terms of the advanced product. Using the operator identities (2.20) and (2.21), we find
that each term on the right hand side of (4.9) is equal to a double advanced product,
〈T [φ(pn + k)φ(pα1)...φ(pαr)]T [φ(pαr+1)...φ(pαn−2)φ(pn−1 − k)]〉
= 〈A[φ(pn + k);φ(pα1)...φ(pαr)]A[φ(pn−1 − k);φ(pαr+1)...φ(pαn−2)]〉.
(4.10)
In the following sections we will continue to use (4.9) and express all formulas in terms
of the (anti-)time-ordered products. One should keep in mind however that (4.10)
implies the dispersion formulas can be rewritten using advanced commutators.
In order to arrive at (4.9), we used θ-function identities which may not be valid
when the θ-functions multiply distributions. We can define the product of distributions
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in position space by taking the Fourier transform of their convolution in momentum

























We can recognize that the k integral is a 1d dispersion integral. In order for the k
integral to converge we need
lim
p→∞
Ã(p) = 0. (4.12)
That is, we need Ã(p) to have soft UV behavior in order for θ(x)A(x) to be well-defined.
For example, if A(x) is a δ-function, or derivatives thereof, then Ã(p) is a polynomial
and the k integral in (4.11) diverges. Since the identity (4.6) involves the product
of θ(x) with various correlation functions, (4.6) is only valid if our correlators have
sufficiently soft UV behavior.
In general, correlation functions do not decay at large energies, but they are as-
sumed to be tempered distributions, or polynomially bounded [80]. If Ã(p) in (4.11) is
polynomially bounded at large p, then one can define a subtracted distribution, Ãsub(p),
which does decay at large p. For the subtracted distribution, it does make sense to
consider the product θ(x)Asub(x). This explains how the dispersion formula (4.6) is
dependent on the UV properties of the theory.
The derivation of the four-point dispersion formula given in the following section
will depend on different high-energy limits in comparison to the one given in Section
3. In Section 3 we saw that the unsubtracted dispersion formula (3.36) is valid if the
correlator decays in the Regge limit, or when we take t large with ζi and s held fixed.
By contrast, requiring that the k0 integral in (4.9) converges puts bounds on how fast
the correlator can scale when we take ζn−1, ζn, s1n and s2n to be large at the same rate.
Therefore, the number of subtractions needed in order for (4.9) to hold will not depend
on how the correlator scales in the Regge limit. For the remainder of this section we
will assume that the k-integral in (4.9) converges, although it would be interesting to
understand the number of subtractions needed in general theories.11
11In perturbation theory, the k0 integral diverges when a loop amplitude is UV divergent and needs
to be regularized [78].
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4.2 Four-Point Function
In this section we will use (4.9) to find a Lorentz invariant, four-point dispersion for-
mula. We will skip the analysis of two- and three-point functions as these are covered
in detail in previous works. For example, at n = 2 the position space formula (4.6)
reduces to the original definition of the time-ordered product (2.1),
〈T [φ(x1)φ(x2)]〉 = θ(x012)〈φ(x1)φ(x2)〉+ (1↔ 2). (4.13)
The relation between (4.13) and the two-point dispersion formula, or Källén-Lehmann
spectral representation, (3.16) is well-known [78, 79, 89].12 At three-points, the deriva-
tion of the Lorentz invariant dispersion formula from the non-Lorentz invariant one
was carried out in [79]. We will focus on four-point correlators as certain details at
four-points were left implicit in [79] and also because the generalization to n > 4-point
correlators will be manifest.
At four-points we will use the same notation as before,
ζi = −p2i , (4.14)
s = −(p1 + p2)2, (4.15)
t = −(p2 + p3)2, (4.16)
u = −(p1 + p3)2. (4.17)
We will work in the following kinematics,
p1 = (P, P, p
⊥
1 ), (4.18)
p2 = (−P,−P, p⊥2 ), (4.19)
p3 = (0, 0, p
⊥
3 ), (4.20)
p4 = (0, 0, p
⊥
4 ). (4.21)
Here p⊥i are the components of the momenta in the d−2 transverse, spatial directions.13
We will leave momentum conservation along these transverse spatial dimensions im-
plicit. Later we will take the limit P →∞.
In the above configuration, all the external Lorentz invariants are below threshold,
12For applications of the Källén-Lehmann spectral representation to the QFT bootstrap see [90].
13In this section we assume d ≥ 4 so that we can assume the momenta are linearly independent.
– 29 –









〈〈φ(p4 + k)T [φ(p1)φ(p2)φ(p3 − k)]〉〉
+ 〈〈T [φ(p1)φ(p2)φ(p4 + k)]φ(p3 − k)〉〉 − 〈〈T [φ(p2)φ(p3 + k)]T [φ(p1)φ(p4 − k)]〉〉
− 〈〈T [φ(p2)φ(p4 + k)]T [φ(p1)φ(p3 − k)]〉〉+ (p3 ↔ p4)
]
. (4.22)
To recover a Lorentz invariant relation, we will follow [79] and study the infinite
P limit of (4.22) under the integral. Given our choice of kinematics, we will find a
dispersion formula in t at fixed ζi, s < 0.
14 In this section we focus on the third and
fourth correlators of (4.22), which in the large P limit will be non-zero and yield the
expected Lorentz invariant dispersion formula (3.36). A sufficient set of conditions to
set the remaining 6 correlators to zero is given in Appendix E.
To find a Lorentz invariant dispersion formula, it will be convenient to factor out
the explicit energy dependence of the partially time-ordered correlators:
〈〈T [φ(p1)φ(p2)φ(p3)φ(p4)]〉〉 = τ4(ζi, s, t, u), (4.23)
〈〈T [φ(p2)φ(p3)]T [φ(p1)φ(p4)]〉〉 = −θ(p01 + p04)disctτ4(ζi, s, t, u), (4.24)
〈〈T [φ(p2)φ(p4)]T [φ(p1)φ(p3)]〉〉 = −θ(p01 + p03)discuτ4(ζi, s, t, u). (4.25)
These identities follow from (2.7) and (3.35).15
To rewrite the contribution of 〈〈T [φ(p2)φ(p3 + k)]T [φ(p1)φ(p4− k)]〉〉 to the disper-
sion formula (4.22) in a Lorentz invariant way, we need to remove the explicit energy
dependence in (4.24). To do this, we make the following change of variables:
t′ = −(p1 + p4 − k)2 =⇒ k0 = P −
√
P 2 + t′ − t. (4.26)
We use primed variables to denote a Lorentz invariant that is shifted by k and continue
to use unprimed variables for the external invariants.
After making this change of variables, we will take the limit P →∞. In this limit











t′ − t− iε
. (4.27)
14By choosing other kinematics, one can also find dispersion relations in ζi [79].
15Strictly speaking, in this section it is not necessary to introduce discontinuities as all the external
momenta are real. However, using discontinuities will allow us to match onto the results of Section 3.
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Next, we will study how the internal Lorentz invariants scale in the large P limit.
From the change of variables (4.26), we find that in this limit the primed invariants
become equal to the corresponding external invariants,16
lim
P→∞
ζ ′3,4 = ζ3,4, (4.28)
lim
P→∞
{t′, u′} = {t, u}. (4.29)
Therefore in the large P limit, the contribution of 〈〈T [φ(p2)φ(p3 +k)]T [φ(p1)φ(p4−k)]〉〉















t′ − t− iε
disct′τ4(ζi, s, t
′, u). (4.30)
This is exactly the t-channel contribution to the Lorentz invariant relation (3.36).
We can repeat the same analysis for 〈T [φ(p2)φ(p4 + k)]T [φ(p1)φ(p3 − k)]〉, which
amounts to taking t ↔ u. Combining the two terms yields the Lorentz invariant
dispersion formula,












u′ − u− iε




This matches the previous result (3.36) that was derived using analyticity arguments.
In the remainder of this section, we will give a set of sufficient conditions for the
remaining 6 correlators in (4.22) to vanish at large P . We will leave the details to
Appendix E. The first class of correlators we can consider are those where a single
operator acts directly on the left or right vacuum, for example the first two correlators
written out in (4.22). To drop correlators of this form, we need to assume,
lim
t→∞
〈〈φ(p4)T [φ(p1)φ(p2)φ(p3)]〉〉 = 0, (4.32)
for ζi, s < 0 and fixed. This condition is in line with our expectations from Section 3.3,
namely that correlation functions obey an unsubtracted four-point dispersion formula
if they vanish in the Regge limit.
16The momenta p1,2 are not shifted by k, so the invariants ζ1,2 and s are unaffected by the k integral
and large P limit.
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Next, we consider the correlator 〈〈T [φ(p1)φ(p4 + k)]T [φ(p2)φ(p3 − k)]〉〉, which was
suppressed in (4.22). In order to drop this correlator from the dispersion formula (4.22),
we require that the corresponding unshifted correlator, 〈T [φ(p1)φ(p4)]T [φ(p2)φ(p3)]〉,
grows slower than P 2 if we set,





and then send P →∞. There is an identical condition for the correlator
〈〈T [φ(p1)φ(p3 +k)]T [φ(p2)φ(p4−k)]〉〉, which was also suppressed in (4.22), but with the
replacement u↔ t. If any of the above correlators do not vanish in the limit P →∞,
then we need to introduce additional subtractions.
4.3 Higher-Point Functions
In this section we will generalize the four-point analysis to generic higher-point corre-
lators. To do this, we use the following kinematics,17
p1 = (P, P, p
⊥
1 ), (4.36)
p2 = (−P,−P, p⊥2 ), (4.37)
pi = (0, 0, p
⊥
i ) for i = 3, . . . , n. (4.38)
The momenta pi and their sums are all spacelike, and therefore we can use the general
n-point formula given in (4.9). We will again study the large P limit in order to find
a Lorentz invariant dispersion formula.
In the configuration (4.36)-(4.38), studying the large P limit of the n-point corre-
lator will be effectively the same as the previous four-point function analysis. The only
new feature at n-points is that we have n − 4 extra operators, {φ(p3), . . . , φ(pn−2)},
which are independent of P , are unshifted by k, and whose momenta lies purely in
the d− 2 transverse directions. We can then map the n-point problem to a four-point
problem with shifted transverse momenta. The transverse momenta were arbitrary in
the four-point analysis, which means the inclusion of the new n− 4 operators is trivial.
To write down the n-point dispersion formula, it will also be convenient to label
the Mandelstams by how we partition the external operators. To do this, we will define
Π
(m)
r (n) as the set of partitions of {1 +m, . . . , n+m} into two sets of size r and n− r.
17We assume d ≥ n so that the momenta are linearly independent in these kinematics. We expect
that this assumption can be relaxed by starting with a different configuration.
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Then given an element α ∈ Π(2)r (n− 4) we use the following notation,
si,j,α = −
(






To write the dispersion formula in a simple way, we will also use the notation:
〈〈T [φ(p1) . . . φ(pn)]〉〉 = τn(ζi, sij), (4.40)
〈〈T [φ(p1) . . . φ(pr)]T [φ(pr+1) . . . φ(pn)]〉〉 = (−1)r+1θ(p0r+1 + . . .+ p0n)Cutsi1...ir τn(ζi, sij),
(4.41)
where si1...in were defined in (2.29). Here Cutsi1...ir is defined by (4.41), i.e., it gives the
dependence of the partially time-ordered correlator on the Lorentz invariants, up to a
possible overall sign.18











s′1,n,α − s1,n,α − iε
Cuts′1,n,ατn(ζi, s
′
1,n,α, . . .)
+ (pn−1 ↔ pn)
]
. (4.42)
On the right hand side we explicitly wrote out the Mandelstam invariant which is
being integrated over and suppressed the other independent Mandelstams which are
held fixed at their external value. We also recall that by using (4.10), we can rewrite
the integrand in terms of a double advanced product.
To prove (4.42), we again need to assume that partially time-ordered correlators
are sufficiently bounded when P → ∞. The sufficient conditions are identical in form
to the four-point function case and are derived in Appendix E. Finally, at n = 5 this
dispersion formula agrees with the one found using analyticity arguments in Section
3.4. This can be seen by rewriting each dispersion formula in terms of the partially
time-ordered correlators.
5 Relation to Conformal Dispersion
In this section we explain how the CFT and momentum space dispersion formulas
are related. In Section 5.1 we discuss superbounded correlators in both the position
18The “Cut” and “disc” operations are generically different. The former, by definition, picks out
one partially time-ordered correlator while the latter generally gives a sum of partially time-ordered
correlators for different channels.
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and momentum space Regge limits. We argue that if a correlator is superbounded
in position space, then the two dispersion formulas are equivalent modulo semi-local
terms. In Sections 5.2-5.4 we study the Polyakov-Regge expansions generated by each
dispersion formula. In Section 5.2 we review the CFT Polyakov-Regge expansion. In
Section 5.3 we study the corresponding momentum space Polyakov-Regge expansion
and explain its similarities to the CFT expansion. Finally, in Section 5.4 we show
that the CFT and momentum space Polyakov-Regge blocks are related by a Fourier
transform.
5.1 Superbounded Correlators






















In Euclidean space, we can expand 〈φ(x1)φ(x2)φ(x3)φ(x4)〉E using the operator product

















The s-channel expansion corresponds to using the φ(x1)φ(x2) OPE. The t- and u-
channel expansions are found by taking x1 ↔ x3 and x2 ↔ x3, respectively. Here λφφO
are the OPE coefficients and the blocks gs,t,uO (z, z̄) encode the contribution of a primary
operator O and all its descendants in a given OPE channel. The t- and u-channel




gsO(1− z, 1− z̄), (5.4)
guO(z, z̄) = (zz̄)
∆φgsO(1/z, 1/z̄). (5.5)
We will also label blocks by the dimension and spin, (∆, J), of the primary operator
O. Only symmetric traceless operators can appear in the OPE of two scalars.
19We absorb the powers of z and z̄ into the blocks in order to simplify the crossing equation (5.3).
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The CFT dispersion formula reconstructs G(z, z̄) from two of its double-discontinuities
[6]. The function G(z, z̄) has a t-channel cut for z̄ ∈ [1,∞) and an s-channel cut for
z̄ ∈ (−∞, 0]. The t-channel double-discontinuity is defined as,
dDisctG(z, z̄) = G(z, z̄)−
1
2
(G	(z, z̄) + G(z, z̄)) . (5.6)
The notation G	(z, z̄) and G(z, z̄) means we analytically continue z̄ around 1 along
a (counter-)clockwise path. The t-channel dDisc is equal to the following double-
commutator [5],







34 〈[φ(x3), φ(x2)][φ(x1), φ(x4)]〉. (5.7)
The s- and u-channel double-discontinuities are defined similarly, except in (5.6) we
analytically continue around z = 0 and z = ∞, respectively. The corresponding
double-commutators are found by taking (5.7) and making the replacements 2 ↔ 4
and 3↔ 4.
The CFT dispersion formula expresses G as an integral over the t- and u-channel
double discontinuities,20


































The explicit form of the kernel K can be found in [6].
In order for the unsubtracted CFT dispersion formula to be valid, the correlator
G(z, z̄) must have sufficiently soft behavior in the CFT s-channel Regge limit. In terms
of the cross-ratios (z, z̄), the Regge limit is defined by continuing z̄ around 1 and then
taking z, z̄ → 0 such that z/z̄ is held fixed, see figure 2.21 In this limit, the correlator
20We will assume for simplicity that there are no non-normalizable contributions corresponding to
scalar blocks with ∆ < d/2, with the exception of the identity block.
21This is sometimes known as the CFT s-channel Regge limit because it has a similar form to the
s-channel OPE limit. In momentum space, the CFT s-channel Regge limit corresponds to taking
t large with s held fixed. To avoid confusion, in momentum space we will be explicit about which
Mandelstam is taken to be large.
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(a) (b)
Figure 2: The figure on the left corresponds to taking the Regge limit in position space. Here we send
the four operators to null infinity such that x212 and x
2
34 are held fixed and spacelike. The figure on
the right gives the same limit in CFT cross-ratio space. In momentum space these limits correspond
to taking the large t Regge limit.




G	(z, z̄) ∼ (zz̄)
1−J0
2 . (5.11)
Here J0 is the effective spin in the position space Regge limit. In a non-perturbative
CFT J0 ≤ 1 while in a holographic CFT J0 ≤ 2 at tree-level in 1/N [5, 24, 92].22 In
order for the unsubtracted dispersion formula to hold, we need the stronger constraint




G	(z, z̄) . (zz̄)
1
2 . (5.12)
In [96, 97] correlators with J0 < 0 were referred to as superbounded correlators. Using
the CFT dispersion formula, superbounded correlators are uniquely determined from
their t- and u-channel double-discontinuities.
The unsubtracted momentum space dispersion formula (3.36),












u′ − u− iε




22To make holographic correlators consistent with the non-perturbative bound, one needs to study
higher-loops and prove that the correlator eikonalizes in the Regge limit [93–95].
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is also only valid if the correlator is sufficiently bounded in the Regge limit. In the
limit |t| → ∞ with ζi, s < 0 and fixed, the correlator has the following behavior,
lim
|t|→∞
τ4(ζi, s, t, u) ∼ tJ̃0 , (5.14)
where J̃0 is the effective spin in the momentum space Regge limit. As reviewed in
Section 3, (5.13) holds if J̃0 < 0. In analogy with the CFT dispersion formula, we
will refer to correlators with J̃0 < 0 as superbounded in the momentum space Regge
limit. Superbounded correlators in momentum space are uniquely fixed by their t- and
u-channel momentum space discontinuities.
We can now study under what conditions the two dispersion formulas, (5.8) and
(5.13), are equivalent. In general, we will say two dispersion formulas are equivalent if:
1. Both dispersion formulas depend on the same physical data, i.e. the same set of
double-commutators or discontinuities.
2. Given the same physical input, both dispersion formulas produce the same cor-
relation function.
Condition 1 is always true for the dispersion formulas (5.8) and (5.13) as they both
depend on the same t- and u-channel advanced double-commutators. This is discussed
below (3.42). Condition 2 is less obvious because the two dispersion formulas can
potentially yield two different correlation functions which have the same t- and u-
channel double-commutators. For example, they can differ by a sum of AdS contact
diagrams [5, 6]. To understand when condition 2 holds, we need to study how the two
effective spins, J0 and J̃0, are related.
The relation between the position and momentum space Regge limits was studied in
[98]. There they proved that if the Regge limit commutes with the Fourier transform,
then the two effective spins are equal, J̃0 = J0. This implies that our two notions
of superboundedness are equivalent if we can take the Regge limit under the Fourier
integral. However, in general J̃0 6= J0 and the leading contribution to the momentum
space Regge limit is not determined by the position space limit. The position space
limit is defined with all x2ij 6= 0, see figure 2, and does not depend on local terms in
the position space correlator. On the other hand, the momentum space correlator is
defined by taking a Fourier transform and is sensitive to local terms in position space.
Here we need to distinguish between two different kinds of contact terms: An ultra-
local contact term only has support when all points are coincident while a semi-local
term has support when a subset of points are coincident. In addition, we of course have
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non-local terms which have support when all points are non-coincident. For example,

















Ultra-local: 〈φ(x1)φ(x2)φ(x3)〉 ⊃ δ(x12)δ(x13)δ(x23). (5.17)
For generic ∆φ ultra-local terms are absent and the momentum space Regge limit will
depend on non-local and semi-local terms. Schematically, at large t we have:
lim
t→∞
τ4(ζi, s, t, u) ≈ tJ̃
(1)
0 (non-analytic) + tJ̃
(2)
0 (analytic). (5.18)
The first term in (5.18) multiplies a function which is non-analytic in the remaining
external momenta and comes from a non-local term in the position space correlator.
This term is fixed by the position space Regge limit, which means J̃
(1)
0 = J0 [98]. The
second term in (5.18) is analytic in some of the remaining momenta and corresponds to
a semi-local contact term in position space. The effective spin J̃
(2)
0 is not fixed by the
position space Regge limit. The full Regge limit in momentum space is then determined
by the larger effective spin,
J̃0 = max(J0, J̃
(2)
0 ). (5.19)
This means that superboundedness in momentum space implies superboundedness in
position space, but that the converse is not true.
A similar phenomenon was found in [99, 100] in the context of the Euclidean
OPE. There they showed that the high-energy limit of a Euclidean three-point func-
tion, 〈φφφ〉E, in momentum space is determined by semi-local terms when ∆φ > d/2.
The semi-local terms appear because correlation functions of heavy operators have a
divergent Fourier transform and need to be regularized.23
We then have three different cases to consider:
1. J̃0 < 0: In this case the correlator is superbounded in both Regge limits. For
such correlators, the two unsubtracted dispersion formulas are equivalent.
2. J0 < 0 and J̃0 > 0: Here we can use the CFT dispersion formula (5.8) to compute
the correlator at non-coincident points. However, in momentum space there are
semi-local terms that are not superbounded at large t. If we ignore the arcs
23We thank Adam Bzowski for discussions on this point.
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at infinity and use the unsubtracted momentum space formula (5.13), then we
reproduce the original correlator up to possible semi-local terms. Therefore, in
this case the two dispersion formulas are equivalent modulo contact terms.
3. J0 > 0: In this case we need to include conformally invariant subtraction terms
that have support at non-coincident points. By including enough subtractions,
we can reduce this case to one of the previous two cases.
To summarize, if a correlation function is superbounded in position space, then
we can use either (5.8) or (5.13) to reconstruct the non-analytic terms in momentum
space, or the non-local terms in position space, from the causal double-commutators.
To give more evidence for this claim, in the following sections we will study how each
dispersion formula acts on individual conformal blocks. In Section 6 we will also find
explicit examples where J̃0 > J0.
5.2 CFT Polyakov-Regge Expansion
Here we will give a brief review of the CFT Polyakov-Regge expansion [96, 97, 101].
To derive the CFT Polyakov-Regge expansion, we expand (5.9) and (5.10) in t- and
u-channel conformal blocks, respectively, and perform the dispersion integrals term by














(∆− J − 2∆φ)
)
gt∆,J(z, z̄). (5.21)
By applying the double-discontinuity to the conformal block expansion of G(z, z̄), we
have generated the conformal block expansion for its double-discontinuity. Alterna-
tively, we could have derived (5.20) by inserting a complete set of states on the right



















where the sum includes the primary operator O and all its descendants. We divided by
the OPE coefficients in (5.22) so that the blocks are purely kinematic functions. The
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identity (5.21) does not have an analog in momentum space while (5.22) will generalize
straightforwardly.
The t-channel Polyakov-Regge blocks are defined by taking the dispersive transform
of a single conformal block:
P
t|s








O indicates that we are using the t-channel part of the fixed-s dispersion formula.
By definition, we have,
dDisct[P
t|s





O (z, z̄)] = 0. (5.25)
The first line indicates that only the operator O and its descendants contribute to the
t-channel double-commutator of P
t|s
O . One can similarly define the u-channel Polyakov-
Regge blocks, P
u|s
O (z, z̄), by acting with the u-channel piece of the dispersion formula
on a single u-channel conformal block. The Polyakov-Regge expansion is then given
by,












If the dispersion integral in (5.23) converges, then the resulting Polyakov-Regge
block will be superbounded in the position space Regge limit. However, if the integral
diverges and needs to be defined by analytic continuation, this may no longer be true.






O(z, z̄)] . (zz̄)
1
2 . (5.27)










Here we used that gsO(1 − z, 1 − z̄) scales like (zz̄)
1
2
(1−d/2) in the above limit [22].






In interacting CFTs the unitarity bound implies ∆φ >
1
2
(d − 2), which means the
inequality (5.29) can only be violated if d ≤ 3. When ∆φ ≤ d/4, the CFT Polyakov-
Regge blocks are uniquely defined by analytically continuing in ∆φ.
Finally, we can also relate the t-channel Polyakov-Regge blocks to a sum of Witten
diagrams. The following t-channel, exchange Witten diagram,
, (5.30)
has the same double-discontinuity as a single conformal block [5],
dDisct[W
t
O(z, z̄)] = dDisct[g
t
O(z, z̄)]. (5.31)
Throughout this work, we will label the internal lines of the Witten diagram using
the dual, boundary operator. In (5.31) we assumed the bulk couplings are normalized
such that gtO appears with unit coefficient in the conformal block expansion of W
t
O.










The identity (5.32) implies that the difference between the Polyakov-Regge block
and the exchange Witten diagram must be a sum of functions which have a vanishing t-
and u-channel double-discontinuity. From the uniqueness arguments of [102], one can




O is a sum of quartic, contact diagrams
with a bounded number of derivatives [96, 97, 101],24
P
t|s






This is shown in figure 3. The coefficients aφO,∂ are fixed by requiring P
t|s
O (z, z̄) has
effective spin J0 < 0 in the CFT s-channel Regge limit for ∆φ > d/4. The coefficients
aφO,∂ are determined for ∆φ ≤ d/4 by analytic continuation.
24Although s-channel exchange diagrams have a vanishing t- and u-channel dDisc, they cannot be
used to improve the CFT s-channel Regge growth. This is clearest to see in Mellin space [96, 101].
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Figure 3: The t-channel Polyakov Regge block is a t-channel exchange Witten diagrams plus a finite
sum of quartic, contact diagrams.
5.3 Momentum Space Polyakov-Regge Expansion
In this section we will derive and study the Polyakov-Regge expansion associated to
the momentum space dispersion formula. One difference in comparison to the previous
section is that while the time-ordered correlator in position space has a conformal
block expansion, the time-ordered correlator in momentum space, τ4(ζi, s, t, u), does
not. Heuristically, the Euclidean OPE in a given channel does not commute with
the Fourier transform because we are integrating the four external operators over the
entire spacetime [99, 100]. However, while τ4(ζi, s, t, u) itself does not have an OPE,
the discontinuity disctτ4(ζi, s, t, u) does have a convergent t-channel expansion. To see
this, we use (3.42) to relate the discontinuity of a time-ordered correlator to a sum of
advanced commutators:
disct〈〈T [φ(p1)φ(p2)φ(p3)φ(p4)]〉〉 = −
(




The t-channel Lorentzian OPE of (5.34) is found by using the following completeness








PO(k, ε1, ε2)|O(k, ε1)〉〈O(−k, ε2)|. (5.35)
This resolution of the identity is a reorganization of the one used in (5.22). Instead of
summing over descendants, we are integrating |O(k)〉〈O(−k)| over the forward light-
cone. In (5.35) we have adopted an index-free notation to make expressions more
compact. The operators O(k, ε) are defined by,
O(k, ε) ≡ Oµ1...µJ (k)εµ1 . . . εµJ , (5.36)
where O is a symmetric traceless, primary operator and εµ is a null polarization vector.
The projector PO(k, ε1, ε2) is a differential operator in ε1,2 which implements index
contractions betweenOµ1...µJ , ηµν and kµ. The explicit form of the completeness relation
can be found in [68, 69, 103].
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The contribution of a single operator to (5.34) is by definition the t-channel con-
formal block, ĝtO(pi), for disct〈〈T [φ(p1) . . . φ(p4)]〉〉:








PO(p14, ε1, ε2)〈〈A[φ(p2);φ(p3)]O(p14, ε1)〉〉〈〈O(p23, ε2)A[φ(p1);φ(p4)]〉〉
+ (p1, p4)↔ (p2, p3),
(5.37)
where pij = pi + pj. The momentum space conformal blocks are then just a product of
CFT three-point functions. After taking into account a change of notation, (5.37) are
exactly the conformal blocks for disctτ4(ζi, s, t, u),





O(ζi, s, t, u). (5.38)
By expanding the integrand of (5.13) in conformal blocks and performing the disper-
sion integrals term by term, we find the following momentum space, Polyakov-Regge
expansion,







O (ζi, s, t, u) + P̂
u|s









t′ − t− iε
ĝtO(ζi, s, t
′, u). (5.40)




O (ζi, s, t, u) = ĝ
t
O(ζi, s, t, u), (5.41)
discuP̂
t|s
O (ζi, s, t, u) = 0. (5.42)
If the integral in (5.40) converges, then P̂
t|s
O will be superbounded in the momentum
space Regge limit. However, as we saw in the previous section, dispersion integrals often
diverge and need to be defined by analytic continuation. The integral in (5.40) only
converges if ĝtO(ζi, s, t, u) vanishes at large t.
To determine the large t scaling of ĝtO(ζi, s, t, u), it will be useful to write this
conformal block in terms of partially time-ordered correlators. Assuming the external
momenta are spacelike, ζi < 0, we can use the operator identities (2.20) and (2.21) to
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rewrite (5.37) as:
ĝtO(ζi, s, t, u) = −
1
λ2φφO
PO(p14, ε1, ε2)〈〈T [φ(p2)φ(p3)]O(p14, ε1)〉〉〈〈O(p23, ε2)T [φ(p1)φ(p4)]〉〉
+ (p1, p4)↔ (p2, p3).
(5.43)
Conformal blocks of this form were computed in [103] and we will give their explicit
form in Appendix D. Using the results of [103], we find:25
lim
t→∞





(−ζi)∆φ−d/2, if ∆φ < d/2,
t2∆φ−3d/2, if ∆φ > d/2.
(5.44)
with ζi, s < 0. For ∆φ < d/2, the dominant term at large t is non-analytic in all of the
momenta and corresponds to a non-local term in position space. In this case we have
J̃0 = J0 = d/2 − 2∆φ, which agrees with the scaling found in (5.28). For ∆φ > d/2,
the dominant term is non-analytic in t and analytic in the remaining momenta. This
corresponds to the following semi-local term,∫








From (5.44), we find that P̂
t|s







For general ∆φ, the momentum space Polyakov-Regge block can be defined by analytic
continuation. In practice, the Polyakov-Regge block is defined for generic ∆φ by adding
and subtracting a finite number of terms from ĝtO and defining the dispersion integral
(5.40) by analytic continuation. We will carry out this procedure in Appendix D.
Here we will only quote the results for the effective spins of P̂
t|s
O in the position and










=⇒ J0 < 0, J̃0 < 0, (5.48)
3d
4
≤ ∆φ =⇒ J0 < 0, J̃0 ≥ 0. (5.49)
25In comparison to [103], we do not remove the overall power of the Mandelstams when defining the
block, see equation 1.2 there.
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In the first case (5.47), P̂
t|s
O is not superbounded in position or momentum space. In
the second case (5.48), the original integral (5.40) converges and P̂
t|s
O is superbounded
in both Regge limits. In the third case (5.49), P̂
t|s
O is superbounded in position space,
but is not superbounded in momentum space. In other words, in the third case the
non-analytic terms of P̂
t|s
O are superbounded while the semi-local terms will grow at
large t. Finally, using the results from the previous section, we can note that both the




O , are superbounded in
position space whenever ∆φ > d/4.
We can further generalize the results of the previous section by showing how P̂
t|s
O
is related to tree-level Witten diagrams. In Appendix C we prove that ĝtO is equal to a
cut Witten diagram,
ĝtO(ζi, s, t, u) = disctW
t
O(ζi, s, t, u), (5.50)
where W tO(ζi, s, t, u) is the Witten diagram (5.30) in momentum space. The identity
(5.50) implies that P̂
t|s
O is equal to the dispersive transform of an exchange diagram,
P̂
t|s









Given the relation (5.51), the natural ansatz is that P̂
t|s




O (ζi, s, t, u) = W
t
O(ζi, s, t, u) +
∑
∂
aφO,∂W∂,cont(ζi, s, t, u). (5.52)
The expression (5.52) is consistent with (5.51) because contact Witten diagrams have
a vanishing momentum space discontinuity in all three channels [29]. The expression
(5.52) is also superbounded in position space when ∆φ > d/4, which agrees with (5.47)-
(5.49). However, it is possible that we need to add local terms to (5.52) in order for it to
be superbounded in momentum space when d/4 < ∆φ < 3d/4. In the next section we
will use uniqueness arguments to show that the two Polyakov-Regge blocks are related
by a Fourier transform.
5.4 Comparing Expansions
In this section we will prove that the two Polyakov-Regge blocks, (5.32) and (5.40),
agree in position space at non-coincident points. We restrict to non-local terms in
position space because we do not have an independent definition for the CFT Polyakov-
Regge blocks at coincident points.
From our previous analysis, we have shown the following:
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1. When ∆φ > d/4, the momentum space Polyakov-Regge block, P̂
t|s
O , is super-
bounded in position space, see (5.47)-(5.49).
2. By definition, disctP̂
t|s
O (ζi, s, t, u) = ĝ
t
O(ζi, s, t, u). To make a connection with
position space formulas, it is useful to rewrite this in terms of correlators. If we
assume our correlation function is given by a single Polyakov-Regge block,
〈〈T [φ(p1)φ(p2)φ(p3)φ(p4)]〉〉 = P̂ t|sO (ζi, s, t, u), (5.53)
then we can use (5.34) and (5.37) to show,
〈〈A[φ(p2);φ(p3)]A[φ(p1);φ(p4)]〉〉
= PO(p14, ε1, ε2)〈〈A[φ(p2);φ(p3)]O(p14, ε1)〉〉〈〈O(p23, ε2)A[φ(p1);φ(p4)]〉〉,
(5.54)
or that the double-commutator of P̂
t|s
O is fixed by O exchange in the t-channel.
3. The momentum-space Polyakov-Regge block has a vanishing u-channel double-
commutator, discuP̂
t|s
O (ζi, s, t, u) = 0.
The properties (1)-(3) are shared by P
t|s
O . The CFT Polyakov-Regge block is also
superbounded for ∆φ > d/4, see (5.29). In addition, its t-channel double-commutator
is fixed by O exchange and its u-channel double-commutator vanishes, see (5.24) and
(5.25) respectively. Functions which are superbounded in position space are uniquely
fixed by their double-discontinuities [5, 6] and therefore the two Polyakov-Regge blocks
are related by a Fourier transform,
P̂
t|s









On the right hand side we restored the overall powers of xij that were factored out in
(5.1). Both Polyakov-Regge blocks are analytic functions of ∆φ, which allows us to
analytically continue the relation (5.55) to arbitrary external dimension:
P̂
t|s





O (z, z̄) for all ∆φ. (5.56)
Both relations (5.55) and (5.56) should be understood to hold at non-coincident points
in position space, or for non-analytic terms in momentum space.
The relation (5.56) proves that if we expand the integrand of the CFT and mo-
mentum space dispersion formulas using the OPE and then perform the dispersion
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integrals, the resulting sums agree by term by term. It also proves that the momen-
tum space Polyakov-Regge blocks have the holographic representation (5.52). In other
words, if we apply both dispersion formulas to the same t-channel exchange Witten
diagram, W tO, then they reproduce the original exchange diagram plus the same sum
of quartic, contact Witten diagrams.
6 Applications to CFT Correlators
In this section we will test the momentum space dispersion formula on various CFT
correlation functions. In Section 6.1 we consider basic consistency checks for scalar
CFT two- and three-point functions. In Section 6.2 we study the dispersion formula
for Witten diagrams with four external scalars. In Section 6.3 we consider the dispersion
formula for external spinning operators.
6.1 Two and Three-Point Functions
The simplest correlator we can consider is the scalar, CFT two-point function. In














(−ζ − iε)∆−d/2, (6.2)
where ζ = −p2. This Fourier transform needs to be defined by analytic continuation
for ∆ ≥ d
2
. The dispersive representation (3.16) for the CFT two-point function is then













ζ ′ − ζ − iε
. (6.3)
The above integral only converges when d−2
2
< ∆ < d
2
.26 For ∆ > d/2 we can define
the dispersive integral by analytic continuation. When ∆ = d/2 + n the momentum
space correlator (6.2) diverges and needs further regularization and renormalization
[105, 106].
26When ∆ = d−22 we can use limε→0
Γ−1(ε)ζεθ(ζ) = δ(ζ) to recover the free-field two-point function
[104].
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We can also test the three-point dispersion formula on a scalar, CFT three-point
function. Correlators of the form 〈T [φ(p1)φ(p2)O∆,J(p3)]〉, whereO is a generic spinning
operator, are completely fixed by conformal symmetry. This implies that the time-
ordered, three-point function of scalars is proportional to a three-point Witten diagram
in AdS Φ3 theory,27
, (6.4)
which is given by,




K∆,0(p1, z)K∆,0(p2, z)K∆,0(p3, z). (6.5)
Here g is the bulk coupling and K∆,0 is the boundary-to-bulk propagator for a scalar
of dimension ∆. We then want to show that (6.5) has the dispersive representation:




















ζ ′ − ζ − iε
discζ′K∆,0(p
′, z), (6.7)
where ζ ′ = −p′2. By using an AdS representation for the correlator, we have reduced a
boundary three-point dispersion formula to a simpler bulk two-point dispersion formula.
One can recognize that (6.7) is the Källén-Lehmann spectral representation for
the boundary-to-bulk propagator. To prove (6.7), we can export the arguments of
Section 3.2 to AdS in order to derive the dispersive representation of the bulk-to-bulk
propagator. If we then take one point to the boundary, we find the dispersive form of
the boundary-to-bulk propagator (6.7). To be concrete, in this section we will instead
27Adding derivative interactions does not affect the final form of the three-point Witten diagram.
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show (6.7) follows from the explicit form of the scalar boundary-to-bulk propagator
[107, 108],





2 (−ζ − iε)ν/2Kν(z
√
−ζ − iε ). (6.8)
Here ν = ∆ − d/2 and K is the modified Bessel function of the second kind. We can











ζ ′ − ζ − iε
, (6.9)
where Jν is the Bessel function of the first kind. Taking the discontinuity in ζ, it is
manifest (6.9) obeys the bulk dispersion formula (6.7). This in turn implies that the
original CFT three-point function satisfies the boundary dispersion formula (6.6).
The above argument requires commuting the ζ ′ and z integrals. If the z integral
diverges, then we can apply the same analysis to a regularized Witten diagram where
we take the z integral to run over (zc,∞) with zc > 0.28 In addition, the dispersion
integral (6.9) only converges for |ν| < 1/3 and can be defined for general values of ν
by analytic continuation. This is analogous to how the dispersive form of the CFT
two-point function (6.3) is defined for general ∆.
6.2 Scalar Witten Diagrams
In this section we test the momentum space dispersion formula on exchange Witten
diagrams with external scalars. From the arguments of Section 5, we know that acting
with the momentum space dispersion formula on a t-channel exchange diagram repro-
duces the same diagram, up to a possible linear combination of contact diagrams. The
goal of this section is to demonstrate how this works using explicit examples. For the
remainder of this section we will use φ to denote a boundary scalar with general dimen-




also use Jµ and T µν to denote spin-one and spin-two conserved operators, respectively.29
28The Bessel function Kν(z
√
−ζ − iε) decays exponentially at large z, so the large z region of
integration does not introduce any divergences.




One simple Witten diagram is the scalar exchange diagram in AdS Φ3 theory. The
bulk field Φ is dual to a boundary scalar φ and the t-channel Witten diagram is,
(6.10)
or,







Kφ(p1, z1)Kφ(p4, z1)Gφ(p14, z1, z2)
×Kφ(p2, z2)Kφ(p3, z2). (6.11)
Here Gφ(p14, z1, z2) is the bulk-to-bulk propagator of Φ. To prove that the four-point
Witten diagram obeys the dispersion formula,






t′ − t− iε
disct′W
t,4φ
φ (ζi, s, t
′, u), (6.12)
it is sufficient to show that the bulk-to-bulk propagator G∆,0 can be computed using a
bulk dispersion formula,






t′ − t− iε
disct′G∆,0(p
′, z1, z2), (6.13)
where here t′ = −p′2. This is the bulk Källén-Lehmann spectral representation and, as
we discussed after (6.7), can be proven using the arguments of Section 3.2 in AdS. Here
we will instead show (6.13) holds using the known form of the bulk-to-bulk propagator.
In fact, in [108] the scalar bulk-to-bulk propagator is already given in a dispersive form:














t′ − t− iε
, (6.14)
where t = −p2 and ν = ∆ − d/2. The t′ integral in (6.14) converges for all ν. From
(6.14) we see that the dispersive representation (6.12) is valid for all scalar exchange
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diagrams.30 It is simple to generalize this to distinct external scalars 〈φ1φ2φ3φ4〉 ex-
changing a generic scalar field. Proving (6.12) only depended on knowing the dispersive
form of the bulk-to-bulk propagator, which we can insert in any Witten diagram. The
analysis also carries over to higher-point Witten diagrams with non-derivative interac-
tions.
One subtlety, as we discussed in the previous section, is that in general the radial
integrals diverge at small z. If the z integral diverges, we can again regularize the
Witten diagram by taking the z integral to run over (zc,∞) with zc > 0. Cutting off
the z-integral removes semi-local terms that grow at large t, and this explains why
regularized scalar exchange diagrams satisfy an unsubtracted dispersion formula for
generic ∆φ.
Next, we will consider cases where the Witten diagrams are known in closed form.
One such Witten diagram is the exchange diagram (6.11) for conformally coupled





































+ . . .
)
. (6.17)
The first term in (6.17) is non-analytic in the momenta and decays like t−1 in the Regge
limit. This comes from a non-local term in position space, which means J̃0 = J0 = −1.
This is consistent with previous results that show t-channel, spin-J exchange diagrams
have J0 = J − 1 [91].32 The second term in (6.17) is semi-local and agrees with the
scaling predicted from the second line of (5.44) when we set d = 5 and ∆φ = 3. In
(6.17) we see that the semi-local terms are subleading to the non-local terms in the
momentum space Regge limit.
30Dispersive representations of scalar exchange Witten diagrams were found in a purely CFT context
in [58, 109]. There the motivation was to write down simple crossing symmetric, unitary correlators.




p2i are often used when studying the flat-space limit
Etot → 0. In this limit |pi| become the energy components of the (d+ 1)-dimensional momenta [44].
32The more familiar scaling tJ comes from studying the large t limit of s-channel, spin-J exchange
diagrams.
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The same diagram in d = 3, or in AdS4, will have a slower decay at large t due to

















































The Witten diagram (6.18) has a branch cut starting at t = 0 as expected. In the limit










We see that a semi-local term gives the leading contribution to the momentum space
Regge limit. The t−1/2 scaling also matches the scaling predicted from (5.44) when
we set d = 3 and ∆φ = 2. The non-analytic terms are subleading and first appear at
order t−1. The AdS4 Witten diagram W
t,4ϕ
ϕ (pi) then has effective spin J̃0 = −1/2 in
the momentum space Regge limit and J0 = −1 in the position space Regge limit. This
is an example where J̃0 > J0 and the momentum space Regge limit is not equal to the
Fourier transform of the position space Regge limit.
As a further consistency check, we can study the exchange of a massless scalar χ
between conformally coupled scalars ϕ in AdS4. The scalar χ has dimension ∆χ = 3
























































Up to the overall power of t, (6.20) is only a function of the cross-ratios (v, w). In the
large t limit we find,




33In [33] they are computing wavefunction coefficients in dS. To convert notation, shere = −s2there






This is a semi-local term whose scaling again agrees with the second line of (5.44) for
∆φ = 2 and d = 3. The non-analytic terms are subleading and first appear at t
−1. This
is also consistent with the effective spin J0 = −1 found in the position space Regge
limit [91].
Gauge Boson Exchange
Here we will study U(1) gauge boson exchange between external conformally coupled
scalars ϕ in AdS4,
. (6.23)
This Witten diagram has been computed in [33] and we will quote the final answer






































t(u− s)− (ζ2 − ζ3)(ζ1 − ζ4)
t2
. (6.28)
These terms originate from contracting the bulk vertices with the AdS gauge boson
propagator.
Unlike the scalar exchange diagrams, the gauge boson exchange diagram does not











We can recognize that the right hand side is equal to the Φ4 contact diagram for
conformally coupled scalars in AdS4,
. (6.30)



























which vanishes in the large t Regge limit. This is an example where the four-point










t′ − t− iε
disct′W
t,4ϕ
J (ζi, s, t
′, u). (6.33)
Graviton Exchange
Here we will study t-channel graviton exchange between external conformally coupled
scalars in AdS4,
. (6.34)
34We will not include bulk couplings for contact diagrams that are used as subtraction terms.
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This diagram can be expressed in terms of the massless scalar exchange diagram [33],














2(1− w2)∂2w − 2w3∂w. (6.37)
We multiplied by
√
−t in (6.35) so the differential operators act on a function of (v, w)
alone. The Πi,j are polarization sums which are defined in Appendix E of [33].
The full form of the Witten diagram W t,4ϕT (pi) is complicated, so we will not write
out the full expression here. Instead, we will only write down the leading terms in the
large t Regge limit,
lim
t→∞





















We can recognize that (6.38) is equal to a two-derivative contact diagram for conformally-
coupled scalars in AdS4.
35 Following [33], we can construct the higher-derivative quartic






























The functional form of (6.39) matches (6.38) exactly. Using this contact diagram, we










35If we impose permutation symmetry, two derivative contact interactions for four identical scalars
are trivial. However, here the two-derivative contact diagram is a subtraction term, and not a genuine
interaction in our theory, so we do not impose permutation symmetry.
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Loop Diagrams
In this section we will study the dispersive representation of loop-level diagrams. We












Kφ(p1, z1)Kφ(p4, z1)Gφ(`, z1, z2)Gφ(p14 − `, z1, z2)
Kφ(p2, z2)Kφ(p3, z2). (6.42)
To prove (6.41) has a dispersive representation, we will use the following position space
identity [25],




a∆(n)G2∆+2n,0(y1, z1; y2, z2), (6.43)
a∆(n) =
(d/2)n(2∆ + 2n)1−d/2(2∆ + n− d+ 1)n
2πd/2n!(∆ + n)21−d/2(2∆ + n− d/2)n
, (6.44)
where (x)n is the Pochhammer symbol. The identity (6.43) implies that the bubble
diagram can be written as an infinite sum of exchange diagrams. Going back to mo-








The double-trace operators [φφ]n,J have dimension ∆n,J = 2∆+2n+J and spin J . As we
showed earlier, regularized scalar exchange diagrams have a dispersive representation,
and therefore the bubble diagram (6.41) can also be written in a dispersive form.
In comparison to tree-level diagrams, here we additionally need to regularize the d-
dimensional loop integral over ` using a hard cut-off or dimensional regularization.
To prove that tree-level, scalar exchange diagrams obeyed the unsubtracted dis-
persion formula, we used a tree-level, dispersive representation for the bulk-to-bulk
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propagator Gφ. Bulk dispersion formulas can also be used to study higher-loop dia-
grams. For example, we can consider the following loop corrected exchange diagram,
(6.46)
where the grey disk means that we include all possible loop corrections for the prop-
agator. This amounts to replacing the bulk-to-bulk propagator Gφ(p, z1, z2) in (6.11)
with the exact time-ordered two-point function for the bulk field Φ,
Gφ,exact(p, z1, z2) = 〈〈T [Φ(−p, z2)Φ(p, z1)]〉〉. (6.47)
If the exact two-point function obeys the unsubtracted, bulk dispersion formula,






t′ − t− iε
disct′Gφ,exact(p
′, z1, z2), (6.48)
where t′ = −p′2, then the diagram (6.46) obeys the unsubtracted, boundary, four-point
dispersion formula. Subtraction terms for the bulk two-point dispersion formula (6.48)
will map to subtraction terms for the boundary four-point dispersion formula (6.46).
It would be interesting to study dispersive representations for more complicated loop
diagrams, such as the triangle or box diagram, following the flat-space procedure given
in Appendix B of [17].
6.3 Spinning Witten Diagrams
In this work we have focused on studying dispersion formulas for scalar correlators
〈φ(p1) . . . φ(pn)〉. In this section we will slightly generalize this by studying the Regge
limit for AdS4 Witten diagrams involving external conserved currents, J(p, ε) ≡ εµJµ(p).36
To make the notation compact, we will suppress the color indices for Jµ throughout.
We will also assume the polarization vector is transverse, ε · p = 0.
36We will study the large t limit for fixed εi · pj . It would also be interesting to study the Regge
limit using a helicity formalism [105, 111, 112].
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Two Currents and Two Scalars
First we consider the correlator 〈JJϕϕ〉 and study t-channel ϕ exchange,
, (6.49)





(ε1 · p4)(ε2 · p3)
EtotELER
. (6.50)
Using the definition of the left and right energies, (6.25) and (6.26), we find that this
correlator decays like 1/t in the limit t → ∞. This implies that the scalar exchange
diagram obeys the unsubtracted dispersion formula.
Next we can consider the correlator 〈JϕϕJ〉 and study J exchange in the t-channel,
. (6.51)







[(tΠ1,1 + ELERΠ1,0)ε1 · ε4 − 4 (ε1 · p2ε4 · p3 − ε1 · p3ε4 · p2)] .
(6.52)
If we take the large t limit, then the second term vanishes and we are left with the first










To apply the momentum space dispersion formula we need to subtract off this
total energy pole. This total energy pole is proportional to the contact Witten diagram
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which appears in 〈JϕϕJ〉,
. (6.54)
To see this, we recall that the boundary-to-bulk propagator for the Yang-Mills field in
AdS4 is,
KYMµ (p, z) = −ie−
√
p2zεµ, (6.55)














The power of z−4 in the first line comes from the AdS measure
√
−g while the factor
of z2 comes from contracting the indices using the AdS Poincaré patch metric. The
combination W t,JϕϕJJ (pi)− ig2YMW
JϕϕJ
cont (pi) is then a Polyakov-Regge block for 〈JϕϕJ〉
and will obey the unsubtracted dispersion formula.
Four Currents
Finally, we will study the following t-channel exchange diagram for pure Yang-Mills in
AdS4,
, (6.57)







V 14µ(p1, p4,−p14)V 23ν(p2, p3, p14)









p2. The vertex factors are defined by,
Vµνρ(p1, p2, p3) = ηµν(p1 − p2)ρ + ηνρ(p2 − p3)µ + ηρµ(p3 − p1)ν . (6.59)
We have also used the notation V12,ρ(pi) ≡ εµ1εν2Vµνρ(pi) where εi are the external po-
larizations.
We will not write out the full form of the exchange Witten diagram, but it is not
difficult to see that (6.58) will have a branch cut starting at t = 0 and running to







ig2ε1 · ε4ε2 · ε3
Etot
, (6.60)
for fixed ζi, s < 0. We can note that the momentum dependence of (6.60) is exactly
the same as the momentum dependence of the quartic contact diagram for 〈JJJJ〉 in
AdS4, see for example [113]. However, (6.60) has a different polarization dependence
than the contact diagram in Yang-Mills theory. This is not relevant for the dispersion
formula or for defining Polyakov-Regge blocks. For the dispersion formula it is only
important that (6.60) can be expressed as some local, contact diagram in AdS4, even
if the diagram does not appear in Yang-Mills theory itself.
7 Discussion
In this work we studied momentum space dispersion formulas for QFT correlation
functions and their applications to the study of CFTs. In the first part, we showed
using two independent methods that the QFT dispersion formula can be rewritten in
terms of a double advanced product. In Section 3 we reviewed how the analyticity
properties of retarded correlators can be used to derive dispersion formulas for the
time-ordered correlators. Dispersion formulas of this form were originally derived as
an intermediate step in finding dispersion formulas for the on-shell S-matrix [57, 60].
We also showed that the double advanced product appears in the QFT dispersion
formula by using the positive spectrum condition, unitarity, and operator ordering
identities. The derivation given in Section 4 used the properties of the time-ordered
product in combination with an infinite momentum limit. This method was originally
used in [78, 79] to derive dispersion formulas for Feynman diagrams in flat-space. Both
derivations require that at most one external Lorentz invariant is above threshold. Once
the correlator is computed in these kinematics, we can then analytically continue to
general configurations. In both Section 3 and Section 4 we did not need to make any
assumptions on the spectrum of the QFT.
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In the second part of the paper, we studied how the QFT dispersion formula could
be used to study CFT correlators. In Section 5 we proved that for CFT four-point
functions, the QFT dispersion formula is equivalent to the CFT dispersion formula
[6], modulo possible semi-local terms. We reviewed how to generate the Polyakov-
Regge expansion using the CFT dispersion formula and explained how to generate the
corresponding expansion in momentum space. We then showed that the Polyakov-
Regge blocks associated to each dispersion formula are related by a Fourier transform.
In Section 6 we tested the momentum space dispersion formula on holographic four-
point functions. In order to prove that Witten diagrams obeyed boundary dispersion
formulas, we used bulk dispersion formulas for AdS two-point functions.
There are many open questions to consider on CFT dispersion formulas in momen-
tum space. In this work we studied dispersion formulas which are valid for general QFT
correlators inside their primitive domain of analyticity. One question to consider is:
what is the role of conformal symmetry in extending or simplifying these dispersion for-
mulas? For example, it would be interesting to study CFT correlators in larger regions
of momentum space. For massive QFTs, one needs to study the envelope of holomor-
phy for the primitive domain of analyticity in order to derive crossing symmetry for the
on-shell S-matrix [57, 62, 63]. While a CFT does not have an S-matrix itself, finding
the full domain of analyticity for CFT correlators in Fourier space could be a simpler
problem than in generic QFTs. Knowing the domain of analyticity for CFT correlators
could also be used to derive double-dispersion formulas for CFT four-point functions
and to study how anomalous thresholds appear in the flat-space limit of AdS/CFT
[114]. It would also be interesting if the double-advanced product studied here could
be used to derive dispersion formulas for higher-point amplitudes [76, 115].37
It would also be useful to make a more direct connection between momentum and
position space methods used in the conformal bootstrap. For example, can we prove
that the momentum space and CFT dispersion formulas are directly related by a Fourier
transform? This would be useful for higher-point correlators, where we have dispersion
formulas in momentum space, but the corresponding CFT dispersion formulas are not
currently known. In addition, in this work we did not discuss how to formulate the
Lorentzian inversion formula [5] in momentum space. Having a Fourier representation
of the inversion formula would allow us to translate results on spinning holographic
correlators in momentum space [33, 42–45, 111–113, 118–120] to statements about
the spectrum and couplings of spinning double-trace operators.38 This data is not
37At higher-points there are obstructions to single-variable dispersion formulas due to overlapping
cuts and anomalous thresholds [116, 117]. We thank Sebastian Mizera for discussions on this point.
38For computations of spinning double-trace anomalous dimensions using the inversion formula in
position space see [121–124].
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immediately accessible from the momentum space OPE studied in Section 6 because
there we studied the OPE of a momentum space discontinuity. At tree-level in 1/N ,
taking a discontinuity effectively projects out double-trace operators.
The Lorentzian inversion formula and the conformal dispersion formula also have
beautiful connections to the study of light-ray operators and analytic functionals. The
Lorentzian inversion formula computes matrix elements of light-ray operators, L[O](z)
[125], where z is a point on the celestial sphere. Event shapes of light-ray operators are
simplest to compute in momentum eigenstates and can be used to derive bounds on the
CFT data. For example, positivity of one-point energy correlators gives the well-known
conformal collider bounds [126] while two-point event shapes lead to superconvergent
sum rules [127, 128]. There is also a direct connection between two-point event shapes,
analytic functionals, and the CFT dispersion formula [97]. Given the equivalence be-
tween the CFT and momentum space dispersion formulas, along with the simplicity of
event-shapes in momentum eigenstates, it would naturally be interesting to investigate
analytic functionals and the inversion formula using momentum space methods.
Momentum space dispersion formulas can also be used to derive bounds on AdS
EFTs analogous to those of [10]. In the past, bounds on AdS gravity have been derived
by leveraging rigorous CFT consistency conditions such as unitarity and causality [127,
129–135]. It is also possible to generalize the recent bounds on flat space EFTs [14–
18] to AdS/CFT using dispersive methods [136, 137]. One motivation to rederive these
bounds in momentum space is to understand how the bounds generalize to bulk theories
that break a subset of the AdS isometries. This problem is relevant for studying
slow holographic renormalization group flows, which is the AdS analog of inflation
[138]. Momentum space dispersion formulas can be derived in the absence of conformal
symmetry and are therefore a natural tool to study holographic RG flows and inflation
[139–141]. Along similar lines, understanding how the EFT-hedron [17] generalizes to
AdS could elucidate the role of positive geometry in holography and the conformal
bootstrap [142].
To derive dispersion formulas in momentum space, we had to start by assuming the
existence of the time-ordered product. From the time-ordered product, we are then able
to define the retarded and advanced product. However, to our knowledge, the existence
of the time-ordered product has not been derived from the Wightman axioms, but is
rather an additional assumption [60, 80]. Given that conformal correlators are more
strongly constrained than generic QFT correlators, it would be interesting if the time-
ordered and causal products could be derived in CFTs from the Wightman axioms.
Finally, it is useful to place the results of this work and of [29] in a larger context.
Using the Cutkosky rules of [29] and the dispersion formulas studied here, we can
reconstruct AdS/CFT correlators from their bulk unitarity cuts. This generalizes the
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original S-matrix unitarity method [7] to AdS/CFT correlators in momentum space.
Clearly, the unitarity methods discussed in these works are just the tip of the iceberg for
on-shell methods in holography. Understanding how ideas from the modern amplitudes
program [41] generalize to AdS can potentially reveal new symmetries and structures
in holographic correlators. Conversely, taking the flat-space limit of AdS/CFT gives
us a new way to study flat-space S-matrices [143–146]. We hope the unitarity method
presented here and in [29] give a new perspective on perturbation theory in curved
spacetimes and the relation between the S-matrix and conformal bootstraps.
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A Primitive Domain of Analyticity
In this appendix we will study sections of the primitive domain of analyticity,
D = {Im(kI) 6= 0, Im(kI)2 < 0} ∪ {Im(kI) = 0, k2I > 0}, (A.1)
that were used to derive dispersion formulas for four- and five-point functions.
A.1 Four-Points
In this appendix we will show that (A.1) contains the entire cut t-plane for s < 0 and
ζi < 0. This section will mostly be a review of material presented in section 5 of [57].






















where k⊥i are the momenta in the d − 2 transverse directions. We leave momentum
conservation in the transverse directions implicit. We will assume d ≥ 3 so that the
momenta can be taken to be linearly independent, up to momentum conservation.
Given the kinematics (A.2)-(A.5), we automatically have ζ1,2 < 0 and s < 0. To
also fix ζ3,4 < 0 we will impose the following conditions on {a, b, a′, b′}:
−a2 + a′2 + b2 − b′2 = 1, (A.6)
ab = a′b′. (A.7)
Under these assumptions we have,
ζ3 = −(1 + (k⊥3 )2), (A.8)
ζ4 = −(1 + (k⊥4 )2). (A.9)
With the conditions (A.6) and (A.7) imposed, we have ζi < 0 for all i. Using the
momenta (A.2)-(A.5) we also have
∑
i
ζi − s < 0. This guarantees that the t- and
u-channel cuts do not overlap.
Next, we want to choose our momenta such that they stay within the primitive
domain of analyticity (A.1). From (A.2) and (A.3) we see p1, p2, and p1 + p2 are real
and spacelike and therefore satisfy the second condition of (A.1). To ensure p3 and p4
also lie in the primitive domain we require
|b| > |b′|. (A.10)
Then we automatically have that the sums p1 + p3 and p1 + p4 also lie in the primitive
domain of analyticity.
Finally, we need to determine what values t can take in the configuration (A.2)-
(A.5) given the conditions (A.6), (A.7), and (A.10). To impose the condition (A.10)
we will fix b > 0 and set,
b′ = Y b, (A.11)
for −1 ≤ Y ≤ 1. We then solve (A.6) and (A.7) for a and b,
a = Y a′, (A.12)
b =
√
1− a′2 (1− Y 2)
1− Y 2
. (A.13)











Parameterizing t in terms of Y and a′, we find:
Re t =− (2 + 2a′ + (k⊥2 + k⊥3 )2), (A.15)
Im t =− 2Y
√
1− a′2(1− Y 2)
1− Y 2
. (A.16)
We are free to vary a′ over the entire real line, so Re t can take arbitrary values. For
Im t we first note if −1 ≤ a′ ≤ 1, then the condition (A.14) holds for all Y ∈ [−1, 1].
In this case Im t can also take arbitrary values. As Y → ±1 we have Im t → ∓∞. If
|a′| > 1 then (A.14) implies,
Y ∈ [−1,−
√
1− a′−2) ∪ (
√
1− a′−2, 1]. (A.17)
In this case as Y → ±
√
1− a′−2 we have Im t→ 0. As before, when Y → ±1, we have
Im t→ ∓∞. We can therefore vary the momenta (A.2)-(A.5) such that t runs over the
complex plane, minus two cuts on the real line.
A.2 Five-Points
In this appendix we will prove that the primitive domain of analyticity for the five-
























−(a+ ib),−(a′ + ib′), k⊥5
)
. (A.22)
We will assume d ≥ 4 so that we can take the momenta to be linearly independent, up
to momentum conservation. We also impose that the set {a, a′, b, b′} satisfies the same
conditions as before, (A.6), (A.7) and (A.10). With these assumptions all the external
norms ζi < 0 and the vectors ki lie in the primitive domain of analyticity (A.1). We
will use (A.11), (A.12), and (A.13) to write the Mandelstam invariants as functions of
a′ and Y .
Given this external momenta, we find that the Mandelstams {s12, s13, s23, s14, s15, s45}
are all negative and independent of a′ and Y . The remaining four Mandelstams
{s24, s25, s34, s35} will depend on a′ and Y . We will take our independent variable













1− a′2(1− Y 2)
1− Y 2
. (A.24)
Using the same arguments as before, we see s35 can take any value in the cut complex
plane. Finally, we can choose the transverse momenta k⊥i such that the cuts which run
to positive infinity, (3.50) and (3.51), do not overlap with the cuts running to negative
infinity, (3.52) and (3.53).
B AdS Unitarity and Dispersion
In this Appendix we will review how to derive the AdS cutting rules from the QFT
unitarity condition (2.5). We will also review the diagrammatic interpretation of the
non-Lorentz invariant dispersion formulas.
B.1 AdS Cutting Rules






〈T [φ(xα1) . . . φ(xαr)]T [φ(xαr+1) . . . φ(xαn)]〉 = 0, (B.1)
for AdS/CFT correlators we need the bulk Feynman rules for the partially time-ordered
correlators. To compute these correlators we can use the Schwinger-Keldysh rules
[84, 85], which are equivalent to the cutting rules as derived by Veltman [9]. For
the correlator 〈T [φ(x1) . . . φ(xr)]T [φ(xr+1) . . . φ(xn)]〉 we draw all possible cut Witten
diagrams such that,39
1. The external operators in the (anti-)time-ordered symbol lie to the right and left
of the cut, respectively.
2. For each cut line replace the Feynman, or time-ordered, propagator by the ap-
propriate Wightman propagator such that in each propagator positive energy is
flowing from the left to the right of the cut.
39These cutting rules differ slightly from [29] because we do not include an extra factor of −1 for
each external point to the right of the cut. The source of these factors is the (−1)r on the right hand
side of (B.1) which in [29] was absorbed into the definition of the cutting rules.
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3. For each propagator to the (right) left of the cut, use the (anti-)time-ordered
propagator.
4. For each internal vertex to the left and right of the cut, multiply by ig and −ig
respectively.
The condition that positive energy flows through the cut comes from the fact
〈T [φ(p1) . . . φ(pr)]T [φ(pr+1) . . . φ(pn)]〉 is only non-zero for pr+1 + . . .+ pn ∈ V +. In the
above rules we assumed the interactions were non-derivative, so the vertex factor is a
constant, but this assumption can be relaxed. Then the unitarity condition (B.1) says
that the sum over all cut Witten diagrams, with the additional weighting of (−1)r,
vanishes. One can prove this by directly studying the Witten diagrams, as was shown
in [29].
B.2 Dispersion for Witten Diagrams
Through the cutting rules, we can also translate the dispersion formula (4.6) into a
statement about individual Witten diagrams. The simplest non-trivial case is a three-
point function. For n = 3, (4.6) becomes
〈T [φ(x1)φ(x2)φ(x3)]〉 = 〈φ(x1)T [φ(x2)φ(x3)]〉
+ θ(x032)
(








Each correlator can be computed in position space using the AdS cutting rules given in
the previous section. We cannot directly use the momentum space rules for the second
and third line due to the explicit θ-function factors. To interpret (B.2) diagrammatically
we can think of the θ-functions as giving some non-Lorentz invariant propagator [78, 79].
For example, we can draw a Witten diagram for θ(x32)〈φ(x3)T [φ(x1)φ(x2)]〉 as,
(B.3)
To explain the notation, the blue line corresponds to the usual unitarity cut which
can be used to compute 〈φ(x3)T [φ(x1)φ(x2)]〉 in position space. The red line is the
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“propagator” which comes from multiplying with the θ function. This propagator is











δ(~k)〈〈φ(p3 + k)T [φ(p1)φ(p2 − k)]〉〉. (B.4)
Thinking of the θ-function as a propagator gives a useful way to organize Witten
diagram computations. The final result in momentum space is that we have a dispersive
integral of the form (B.4) for our cut three-point Witten diagram. Applying these
Feynman rules to each term in (B.2) gives a non-Lorentz invariant dispersion formula
for an individual Witten diagram. To turn this into a Lorentz invariant relation, one
again needs to consider an infinite momentum limit [79].
C Holographic Momentum Space Blocks
In this appendix we will prove (5.50),
ĝtO(ζi, s, t, u) = disctW
t
O(ζi, s, t, u), (C.1)
or that the momentum space conformal blocks of disctτ4 are equal to cut Witten di-
agrams. This relation is connected to ideas in previous works [5, 58]. In [58] it was
shown that taking a single discontinuity in momentum space computes a causal double
commutator. Then in [5] it was shown that only the primary operator O contributes
to the OPE of dDisctW
t
O, or the double-commutator of an exchange diagram. These
results make it clear the relation (C.1) should be true and the goal of this appendix is
to prove it in momentum space using the AdS Cutkosky rules [29].
In this appendix we will assume the external momenta are spacelike, ζi < 0. This
allows us to write the conformal block in terms of partially time-ordered three-point




O(ζi, s, t, u) =− PO(p14, ε1, ε2)〈〈T [φ(p2)φ(p3)]O(p14, ε1)〉〉〈〈O(p23, ε2)T [φ(p1)φ(p4)]〉〉
+ (p1, p4)↔ (p2, p3). (C.2)
That is, taking a discontinuity of a Witten diagram factorizes it into a product of
three-point functions.40 For the remainder of this section we will assume p1 + p4 ∈ V +
40Factorization conditions for Witten diagrams in momentum space have also been studied in [111,
112]. The momentum space Polyakov blocks of [111, 112] differ from the Polyakov-Regge blocks by a
sum of AdS contact diagrams.
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so that we can drop the second term in (C.2). It is straightforward to generalize to the
opposite configuration where p2 + p3 ∈ V + and only the second term is non-zero.









Kφ(p1, z1)Kφ(p4, z1)(iVL)GO(p14, z1, z2, ξ1, ξ2)
(iVR)Kφ(p2, z2)Kφ(p3, z2). (C.3)
Here Kφ is the scalar boundary-to-bulk propagator. GO is the bulk-to-bulk propagator
for the spinning AdS field Φ∆,J dual to the CFT primary O∆,J . We are using an
index-free notation for the bulk fields,
Φ∆,J(p, z, ξ) ≡ ΦA1...AJ∆,J (p, z)ξA1 . . . ξAJ . (C.4)
Finally, VL,R are the left and right vertex factors. The overall factor of i multiplying
each vertex is a useful convention. We have suppressed the arguments of VL,R, but they
are also differential operators in ξ1,2 and contract the indices of the propagator with the











Kφ(p1, z1)Kφ(p4, z1)(iVL)disctGO(p14, z1, z2, ξ1, ξ2)
(iVR)Kφ(p2, z2)Kφ(p3, z2). (C.5)
To prove (C.5) factorizes into a product of CFT three-point functions, we use that
the Feynman bulk-to-bulk propagator GO is by definition equal to a bulk time-ordered
two-point function in free-field theory,
GO(p, z1, z2, ξ1, ξ2) = 〈〈T [Φ∆,J(−p, z1, ξ1)Φ∆,J(p, z2, ξ2)]〉〉free. (C.6)
Then the discontinuity of the bulk-to-bulk propagator is a sum of Wightman, or on-
shell, bulk-to-bulk propagators,
disctGO(p, z1, z2, ξ1, ξ2) = G
+
O(p, z1, z2, ξ1, ξ2) + (p, z1, ξ1)↔ (−p, z2, ξ2), (C.7)
G+O(p, z1, z2, ξ1, ξ2) = 〈〈Φ∆,J(−p, z2, ξ2)Φ∆,J(p, z1, ξ1)〉〉free. (C.8)
41To commute the t-channel discontinuity with the z-integral we need to assume the z-integral
converges. We can either cut off the z integral or assume the integral converges for some range of d
and ∆φ and then define the Witten diagram and its discontinuity by analytic continuation [147].
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In (C.5) we assumed p1 + p4 ∈ V + and as a result only the first term in (C.7) will
be non-zero. We can now factorize the bulk-to-bulk Wightman two-point function by
using the completeness relation (5.35):
〈〈Φ∆,J(−p, z2, ξ2)Φ∆,J(p, z1, ξ1)〉〉free = PO(p, ε1, ε2)〈〈Φ(−p, z2, ξ2)O(p, ε2)〉〉free
× 〈〈O(−p, ε1)Φ(p, z1, ξ1)〉〉free
= PO(p, ε1, ε2)K+O(p, z2, ε2, ξ2)K
−
O(−p, z1, ε1, ξ1).
(C.9)
We are working at tree-level in the bulk, so only the operator O∆,J dual to Φ∆,J
contributes to (C.9).
In (C.9) K±O(p, z, ε, ξ) are the positive and negative energy Wightman boundary-to-
bulk propagators. By definition they are only non-zero for p ∈ V ±. In our conventions
K+O corresponds to positive energy flowing from the boundary to the bulk while for
K−O positive energy is flowing from the bulk to the boundary. The on-shell, boundary-
to-bulk propagators can also be computed by taking a discontinuity of the Feynman
boundary-to-bulk propagator:
disctKO(p, z, ξ, ε) = K
+
O(p, z, ξ, ε) +K
−
O(p, z, ξ, ε), (C.10)
where here t = −p2.
The identities (C.7)-(C.9) imply that the cut Witten diagram (C.5) factorizes into
a product of three-point Witten diagrams,
disctW
t
O(pi) = PO(p14, ε1, ε2)W−φφO(p1, p4, ε1)W
+
φφO(p2, p3, ε2), (C.11)






O(p23, z, ε1, ξ1), (C.12)






O(p14, z, ε2, ξ2). (C.13)
As a reminder, the VL,R are differential operators in ξi that remove the bulk polarization
dependence from the final expressions.
Finally, to prove (C.2) we will show,
〈〈O(p23, ε1)T [φ(p1)φ(p4)]〉〉 = W−φφO(p1, p4, ε1), (C.14)
〈〈T [φ(p2)φ(p3)]O(p14, ε2)〉〉 = −W+φφO(p2, p3, ε2). (C.15)
To prove these relations, we can use the AdS cutting rules [29], which we reviewed in
Appendix B. The first equality (C.14) follows trivially from the cutting rules. For the
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second equality, the cutting rules imply:






φ(p3, z)(−iVR)K+O(p14, z, ε2, ξ2).
(C.16)
To derive the momentum space dispersion formula, we assumed all the external mo-
menta pi are spacelike. When p is spacelike we have,
K∗φ(p) = −Kφ(p), (C.17)
and we see (C.16) implies (C.15). The relation (C.17) follows from the explicit form of
the boundary to bulk propagator given in (6.8).42
Finally, we have shown
disctW
t
O(pi) = −PO(p14, ε1, ε2)〈〈T [φ(p2)φ(p3)]O(p14, ε1)〉〉
〈〈O(p23, ε2)T [φ(p1)φ(p4)]〉〉, (C.18)
when p1 + p4 ∈ V +. This proves (C.2) and therefore the original relation (C.1).
So far we have studied the conformal blocks of disctτ4(ζi, s, t, u) when ζi, s < 0. For
this choice of momenta, disctτ4(ζi, s, t, u) is equal to two different correlation functions,
−2disct〈T [φ(p1) . . . φ(p4)]〉 = 〈A[φ(p2);φ(p3)]A[φ(p1);φ(p4)]〉+ (p2, p3)↔ (p1, p4)
= 〈T [φ(p2)φ(p3)]T [φ(p1)φ(p4)]〉+ (p2, p3)↔ (p1, p4),
(C.19)
but this relation does not hold for generic, external momenta. It is then natural to ask:
For generic momenta are the conformal blocks ĝO(ζi, s, t, u) associated to the causal
double-commutator or to the partially time-ordered correlator in the first and second
lines of (C.19), respectively? The correct answer is that ĝtO(ζi, s, t, u) are the conformal
blocks for the causal double-commutator. To prove this, we use that causal restrictions
in position space imply analyticity properties in momentum space. Once we know the
conformal block for the causal double-commutator in the configuration ζi, s < 0, we
can analytically continue to general momenta. For the details of this argument, see
Appendix B of [29].
There are also holographic representations for conformal blocks in position space.
For example, the conformal blocks of Euclidean four-point functions 〈φ(x1) . . . φ(x4)〉E
42Alternatively, one can use that Kφ(p) comes from a bulk time-ordered correlator in free-field
theory. Therefore, the boundary to bulk propagator will also obey the coincidence relations (2.27) for
spacelike momenta.
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are equal to geodesic, exchange Witten diagrams [148]. To compute the geodesic ex-
change diagrams, we integrate the two internal vertices over geodesics that connect
the two boundary points, as opposed to integrating over all of AdS. By contrast, for
the cut Witten diagram, disctW
t
O, we integrate the vertices over all of AdS, but we
put the internal propagator on shell. It would be interesting to better understand the
connection between these holographic representations of conformal blocks.
D Regge Limit of Momentum Space Blocks
In this appendix we will study the large t Regge limit of the conformal blocks ĝt∆,J and
Polyakov-Regge blocks P̂
t|s
∆,J . First, we will prove (5.44), which gives the large t scaling
of ĝt∆,J as a function of ∆φ. From this result, we can prove (5.47)-(5.49), which gives
the effective spins, J0 and J̃0, of the Polyakov-Regge block P̂
t|s
∆,J as a function of ∆φ
In this appendix we will also continue to assume that the external momenta are
spacelike, ζi < 0. Under this assumption, the conformal block ĝ
t
O can be written in
terms of partially time-ordered three-point functions, see (5.43). We can then use the
results of [103] to write down the conformal blocks explicitly:43














+ (p2, p3)↔ (p1, p4).
(D.1)
Here C∆,J,m are a set of positive constants defined in equation 2.40 of [103], C
α
m(x) are





The angle θ is defined by,
cos(θ) =
t(u− s) + (ζ1 − ζ4)(ζ2 − ζ3)√
(t− ζ1 − ζ4)2 − 4ζ1ζ4
√
(t− ζ2 − ζ3)2 − 4ζ2ζ3
. (D.3)
43In comparison to [103], we will use the mostly plus metric and will be considering the t-channel
conformal blocks.
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The highest spin component, m = J , of the time-ordered vertex factor is,

































Finally F∆1,∆2;∆,J(w1, w4) is the Appell F4 function,
F∆1,∆2;∆,J(w1, w4) = F4
(
∆1 + ∆2 −∆ + J
2
,












The lower-spin vertex factors, V T∆,J,m(w1, w4) with 0 ≤ m < J , are determined by
a recursion relation [103]:
V T∆,J,m(w1, w4) =
m+ 1
(J −m)(∆ +m− 1)
[
1√





(m+ 2)(∆−m− d)(d− 1 + J +m)




D̂0 = 2[(w1 − w4 − 1)w1∂w1 + (w1 − w4 + 1)w4∂w4
+ (d−∆φ − 1)(w1 − w4)]. (D.8)
When solving this recursion relation, we set V T∆,J,J+1 = 0. For D̂0 we took equation
3.13 in [103] and assumed the external scalars were identical. Finally, the vertex factor
for the anti-time-ordered product is defined by





We can now take the large t Regge limit of (D.1). Since we are taking t large with
ζi < 0 and fixed, the wi variables scale like:







In this limit we can use the defining sum for the Appell F4 function,








to expand F4 in integer powers of t
−1. Similarly, if we take t large with ζi, s < 0 we
have cos(θ) → −1 and the Gegenbauers also have a Taylor series expansion in t−1.
Moreover, both expansions will be analytic in the remaining momenta.
Next we can consider the vertex factors. For simplicity, we can start with the
highest-spin vertex factor (D.4). In the limit wi → 0 it scales like,
lim
wi→0
V T∆,J,J(w1, w4) ∼
{
(−w1)∆φ−d/2(−w4)∆φ−d/2, if ∆φ < d/2,
1, if ∆φ > d/2.
(D.12)
For the lower-spin vertex factors, V T∆,J,m with m < J , we can use the recurrence
relation (D.7). From this recurrence relation, we see that the lower-spin vertex factors
have the same analytic structure as the highest spin vertex (D.4). In addition, the lower-
spin vertex factors have either the same scaling as (D.4), or are further suppressed, when
we take the wi small at the same rate. Since the lower-spin factors do not introduce
any new non-analyticities or change the scaling of the block in the Regge limit, we will
restrict our attention to the highest-spin factor (D.4) in the remainder of this appendix.
The previous results show that the large t scaling of ĝtO is fixed by the overall power











which comes from using the first term in the brackets of (D.4) for both the left and
right vertex factors. When ∆φ > d/2 we instead have:
lim
t→∞




which comes from using the last term in the brackets of (D.4) for both vertex factors.
The scalings (D.13) and (D.14) correspond to the first and second line of (5.44).
– 74 –
From these results, it is then not difficult to prove (5.47)-(5.49). We can start by
assuming ∆φ ≤ d/4. In this case (D.13) implies that the block ĝt∆,J is constant or




(d− 2). The two bounds are compatible if d < 4 and the scalar φ does not have
a large anomalous dimension, e.g. it can be the σ operator in the 3d Ising model [2].
To define the momentum space Polyakov-Regge block when ∆φ ≤ d/4, we can add
and subtract a finite number of terms that grow at large t,
ĝt∆,J(ζi, s, t, u) =
(








taSa(ζi, s, u). (D.15)
The values of the exponents “a” and the functions Sa are chosen such that the term




∆,J(ζi, s, t, u) = P̂
(1),t|s
∆,J (ζi, s, t, u) + P̂
(2),t|s
∆,J (ζi, s, t, u), (D.16)
P̂
(1),t|s

































Sa(ζi, s, u)(−t)a. (D.18)
By definition, the dispersion integral in (D.17) converges and P̂
(1),t|s
∆,J is superbounded
in momentum space. The dispersion integrals in (D.18) diverge, but we have a finite
sum of pure powers and can define the integrals by analytic continuation. The resulting
expression, P̂
(2),t|s
∆,J , manifestly grows at large t. From (D.13) we see the leading term
we need to subtract is non-analytic in all of the momenta and therefore P̂
(2),t|s
∆,J will also
contain non-analytic terms that grow at large t. This proves that if ∆φ ≤ d/4, then
P̂
t|s
∆,J is not superbounded in position space, or that J0 ≥ 0. The effective spin in the
momentum space Regge limit, J̃0 is bounded from below by J0, see (5.19), so we also
have J̃0 ≥ 0. This proves (5.47).





, then the defining
integral for P̂
t|s
∆,J converges and we have J̃0 < 0. From (5.19) this automatically implies
that J0 < 0.
To prove the final case, (5.49), we can follow the same strategy used to prove (5.47).
First we note that for ∆φ ≥ 3d4 , the leading behavior given by (D.14) is semi-local. It is
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not difficult to go further and show that when ∆φ ≥ 3d4 , the only terms that grow with
t are semi-local. To construct a term which is non-analytic in all of the momenta, we
need at least one additional power of (−wi)∆φ−d/2 from both the left and right vertex
factors in (D.1). This gives the overall scaling,
ĝt∆,J(ζi, s, t, u)
∣∣∣∣
non-analytic




This proves that if ∆φ ≥ 3d4 , then all the subtraction terms are semi-local.
To define P̂
t|s
∆,J for ∆φ ≥ 3d4 , we can follow the same procedure as before. By adding
and subtracting the finite number of semi-local terms that grow at large t, we find,
P̂
t|s
∆,J(ζi, s, t, u) = P̂
(3),t|s
∆,J (ζi, s, t, u) + P̂
(4),t|s
∆,J (ζi, s, t, u), (D.20)
P̂
(3),t|s

































Qa(ζi, s, u)(−t)a. (D.22)
The exponents “a” and the functions Qa are chosen such that the integral in (D.21)
converges. By definition, P̂
(3),t|s
∆,J will be superbounded in momentum space. The dis-
persion integrals in (D.22) are defined by analytic continuation and the resulting term,
P̂
(4),t|s
∆,J , is explicitly semi-local. This proves that if ∆φ ≥ 3d4 , then P̂
t|s
∆,J is superbounded
in the position space Regge limit, J0 < 0, but is not superbounded in the momentum
space limit, J̃0 ≥ 0. This proves the final case, (5.49).
E Details of Largest Time Derivation
In this appendix we will fill in the details of Section 4 on how to derive Lorentz invariant
dispersion formulas from the infinite momentum limit. For convenience, we reproduce
the kinematics (4.42),
p1 = (P, P, p
⊥
1 ) (E.1)
p2 = (−P,−P, p⊥2 ) (E.2)
pi = (0, 0, p
⊥
i ) for i = 3, . . . , n (E.3)
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and the dispersion formula which follows from the largest time equation,













〈T [φ(pn + k)φ(pα1)...φ(pαr)]T [φ(pαr+1)...φ(pαn−2)φ(pn−1 − k)]〉




In practice there are 8 different classes of correlators we need to study depending
on how {φ(p1), φ(p2)} and {φ(pn−1 ± k), φ(pn ∓ k)} are grouped. In the expressions
below we will suppress the n−4 operators with momenta purely in the d−2 transverse
directions. We have the following four classes of correlators where φ(pn−1− k) is in the
time-ordered product:
〈T [φ(pn + k) . . .]T [φ(p1)φ(p2)φ(pn−1 − k) . . .]〉, (E.5)
〈T [φ(pn + k)φ(p1)φ(p2) . . .]T [φ(pn−1 − k) . . .]〉, (E.6)
〈T [φ(pn + k)φ(p1) . . .]T [φ(p2)φ(pn−1 − k) . . .]〉, (E.7)
〈T [φ(pn + k)φ(p2) . . .]T [φ(p1)φ(pn−1 − k) . . .]〉, (E.8)
and an additional four correlators with pn ↔ pn−1. For the remainder of this section
we will set n = 4 to simplify notation and consider the correlators:
〈φ(p4 + k)T [φ(p1)φ(p2)φ(p3 − k)]〉, (E.9)
〈T [φ(p4 + k)φ(p1)φ(p2)]φ(p3 − k)〉, (E.10)
〈T [φ(p4 + k)φ(p1)]T [φ(p2)φ(p3 − k)]〉, (E.11)
〈T [φ(p4 + k)φ(p2)]T [φ(p1)φ(p3 − k)]〉. (E.12)
The n > 4 result will follow immediately as we will discuss at the end of this appendix.
The correlator (E.9) only has support for p4 + k ∈ V −. To solve this θ-function
constraint, we make the following change of variables,
k0 = −
√
ζ ′4 − ζ4. (E.13)
As a reminder, the unprimed variables refer to Lorentz invariants constructed from
the external momenta while the primed variables are constructed from the internal
momenta shifted by k.
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Since k0 in (E.13) is independent of P , the measure terms in (E.4) remain inde-
pendent of P after making this change of variables. We then only need to check how
the internal invariants scale with P . We find:
t′ ∼ −2
√
ζ ′4 − ζ4P, (E.14)
u′ ∼ 2
√
ζ ′4 − ζ4P, (E.15)
with all the other invariants approaching a constant. We can drop (E.9) in the dis-
persion integral if the corresponding unshifted correlator, 〈〈φ(p4)T [φ(p1)φ(p2)φ(p3)]〉〉
vanishes in the following limit:
lim
t→∞
〈〈φ(p4)T [φ(p1)φ(p2)φ(p3)]〉〉 = 0, (E.16)
with ζi, s < 0 held fixed.
For the second correlator (E.10) we find identical results up to relabeling. This
correlator only has support for p3 − k ∈ V +, so we set,
k0 = −
√
ζ ′3 − ζ3. (E.17)
We see k0 in (E.17) is again independent of P , which implies the measure terms remain
independent of P . We also find the same scaling for the internal invariants as before,
t′ ∼ −2
√
ζ ′3 − ζ3P, (E.18)
u′ ∼ 2
√
ζ ′3 − ζ3P. (E.19)
If we assume the unshifted correlator 〈T [φ(p1)φ(p2)φ(p4)]φ(p3)〉 decays in the large t
Regge limit, then we can also drop the second correlator (E.10) from the dispersion
integral.
The third correlator (E.11) introduces the scaling (4.33)-(4.35). This correlator
only has support for p2 + p3 − k ∈ V +, so we set,
k0 = −P −
√
P 2 + t′ − t. (E.20)







In addition, the internal invariants of 〈T [φ(p1)φ(p4 + k)]T [φ(p2)φ(p3 − k)]〉 scale like,
u′ ∼ 8P 2, (E.22)
ζ ′3 ∼ 4P 2, (E.23)
ζ ′4 ∼ 4P 2. (E.24)
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We can drop this term if the unshifted correlator 〈T [φ(p1)φ(p4)]T [φ(p2)φ(p3)]〉 grows
slower than P 2 in the above scaling limit.
Lastly, we have the correlator (E.12). As we already showed in Section 4.2, in the
large P limit this gives a finite contribution corresponding to the u-channel piece of
the final result (4.31). One can then repeat an identical analysis for the remaining
four correlators, which amounts to making the replacement p3 ↔ p4. The conditions
given in this section are sufficient to derive a Lorentz invariant relation from the infinite
momentum limit, but we have not proven that they are necessary. It is possible that
there are cancellations between different correlators in the large P limit, in which case
some of our assumptions can be relaxed.
To generalize to n > 4, we can note the only non-zero contributions to the dispersion
formula come from terms where φ(p1) is in the time-ordered product and φ(p2) is in
the anti-time-ordered product. We also need φ(pn−1) and φ(pn) to sit in different
ordering products. The additional n − 4 operators are effectively spectators which do
not participate in the k integrals or the large P limit. Then to arrive at (4.42), we
take our four point result and sum over all possible partitions of the remaining n − 4
operators.
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