Abstract Understanding the mechanisms behind any changes in the climate system often requires establishing the timing of events imprinted on the geological record. However, these proxy records are prone to large uncertainties, which may preclude meaningful conclusions about the relative timing of events. In this study, we put forth a framework to estimate the uncertainty in phase relationships inferred from marine sedimentary records. The novelty of our method lies in the accounting of the various sources of uncertainty inherent to paleoclimate reconstruction and timing analysis. Specifically, we use a Monte Carlo process allowing sampling of possible realizations of the time series as functions of uncertainties in time, the climate proxy, and the identification of the termination timing. We then apply this technique to 15 published sea surface temperature records from the equatorial Pacific to evaluate whether we observed any significant changes in the termination timing between the east and the west. We find that the uncertainty on the relative timing estimates is on the order of several thousand years and mainly stems from age model uncertainty (90%). However, even small differences in mean termination timings can be detected with a sufficiently large number of samples. Improvements in the dating of sediment records provide an opportunity to reduce uncertainty in studies of this kind.
Introduction
The most striking features of the climate of the late Quaternary are the repeated changes between glacial and interglacial periods. However, the mechanisms behind these large reorganizations of the climate system are sill poorly understood (Paillard, 2015 , for a review and references therein). Two main theories have been put forward to explain these cycles: (1) the astronomical (Milankovitch) hypothesis and (2) a geochemical hypothesis, which highlights the active role of atmospheric CO 2 (Paillard, 2015) . A central question of climate science has been to quantify the respective roles of the insolation forcing and of greenhouse gases changes (Paillard, 2015) . Settling this question will require a better understanding of the physical mechanisms leading to the terminations as well as a better handle on the phase relationship with estimates of the lead or the lag between various components of the climate system (Billups, 2015; Denton et al., 2010; Saikku et al., 2009; Stott et al., 2007; Waelbroeck et al., 2001) . Proxy reconstructions can help distinguish among different proposed mechanisms and test paleoclimate models; however, a proper accounting of the uncertainty associated with these records is crucial to assess the significance of any observed differences.
Paleoclimate studies present a unique challenge in the estimation of uncertainty since both errors in the age and the reconstructed parameter need to be accounted for. Traditionally, these errors have been reported separately, a process which may overestimate/underestimate the actual errors associated with the reconstruction since it does not take into account the time sampling of the data. Furthermore, the assumption that the uncertainties can be described as random and independent is often not justified. For instance, the interpolation scheme in between age control time points is a source of dependent uncertainties. In other words, stratigraphic constraints need to be preserved in the estimation of uncertainty. To this end, a variety of techniques based on Monte Carlo simulations and Bayesian statistics have been developed and used by the ice core community (e.g., Mudelsee, 2000; Parrenin et al., 2013; Röthlisberger et al., 2008; Schmitt et al., 2012) , in sea level studies (e.g., Grant et al., 2012; Kopp et al., 2009; Rohling et al., 2014; Sambridge, 2016; Stanford et al., 2011) , in reconstructions of past climate variability (e.g., Hoffman et al., 2017; Khider et al., 2015 Khider et al., , 2014  Distinguishing between these competing hypotheses requires an analysis of the timing of SST changes during glacial terminations (Billups, 2015) between the North Atlantic and the tropical Pacific as well as within the tropical Pacific itself. Many modern climate changes around the globe have been forced from the tropical Pacific through various SST and convection patterns (Seager & Battisti, 2007) . Because the dominant pattern of interannual tropical climate variability is the El Niño-Southern Oscillation (ENSO), this particular SST pattern has often been invoked to explain the paleorecord on millennial and longer timescales (e.g., Conroy et al., 2010; Koutavas & Lynch-Stieglitz, 2003; Koutavas et al., 2002; Mann et al., 2009; Stott et al., 2002) . Although there is modeling evidence (e.g., An et al., 2004; Clement & Cane, 1999a; Otto-Bliesner et al., 2003; Zhang et al., 2008) for orbital changes in ENSO behavior, the spatial pattern of abrupt climate change does not follow the ENSO blueprint, suggesting that an ENSO-like mean state of the tropical Pacific cannot adequately provide a mechanism through which the tropics can affect a global climate response at the glacial terminations (Seager & Battisti, 2007) . However, changes in the distribution and strength of tropical convection are capable of affecting midlatitude wind regimes, propagating the deglaciation signal throughout the globe (Lee & Kim, 2003; Son & Lee, 2005) . These mechanisms would leave distinct SST patterns across the tropical Pacific, with differences in the timing of SST changes in the eastern (EP) compared to the western Pacific (WP). For instance, an El Niño-like signature (e.g., Koutavas et al., 2002) would manifest as a rise in SST in the EP before the WP while changes in tropical convection (Lee & Kim, 2003) do not require a differential warming within the tropical Pacific.
Furthermore, although recent work has focused on the last glacial termination when independent, radiocarbon-based chronologies can be developed (e.g., Koutavas et al., 2002; Stott et al., 2007; Timmermann et al., 2014) , any conclusions about a tropical role in orbital climate change should hold for other terminations as well. Because absolute dating using radiocarbon dating techniques is limited to the last ∼40 kyr, relative age models produced by stratigraphic alignments are one of the most common age modeling techniques applied beyond this time frame (Govin et al., 2015; Lang & Wolff, 2011; Shackleton, 1967) . This is particularly true for marine sedimentary records. The question then becomes the following: Are these proxy reconstructions precise enough to establish phase relationships among various components of the climate system in order to shed more light on possible mechanisms leading to the glacial terminations?
Here we seek to evaluate whether relative age dating can be used to assess phase relationships among various components of the climate system by testing the tropical Pacific hypothesis using a conceptual framework for the determination of phase relationships, and most importantly their significance, among time-uncertain proxy SST records. This framework allows sampling renditions of the time series based on the uncertainty in age (Lin et al., 2014) and the temperature proxy . Although the use of Monte Carlo sampling 10.1002/2016PA003057
is not a new concept in the estimation of uncertainty in paleoceanographic reconstructions, a probabilistic alignment algorithm was not available until recently. Furthermore, we quantify the relative contributions of the various sources of uncertainty, which can be used to identify ways to improve future estimates of phase relationships.
Methods

Data
The timing of glacial terminations across the tropical Pacific (defined here as the latitudinal band from 30 ∘ S to 30 ∘ N) was assessed from 15 published SST records (Table 1) . The SST records were selected based on four criteria: (1) SSTs were derived from either Mg/Ca of the planktonic foraminifer Globigerinoides ruber or the U k ′ 37 proxy, (2) the resolution of the records was at least 2.5 kyr on average, (3) the records were at least 100 kyr long, and (4) a benthic 18 O record was available for age modeling purposes (section 2.2.1). The 15 data sets are distributed equally between the EP and WP. Our database includes 5 Mg/Ca and 10 U k ′ 37 records, allowing an assessment of proxy biases on the timing of the glacial terminations. Since the age model for the MD05-2920 record (WP, Table 1 ; Tachikawa et al., 2014) could be derived from two benthic curves based on Uvigerina peregrina and Cibicidoides wuellerstorfi, respectively, we treated the SST time series as two distinct records. Here we used the SST time series obtained from the alignment based on U. peregrina as the reference to infer the relative termination timing across the tropical Pacific. Because both time series have a similar temporal resolution (0.15 kyr) and similar number of data points (n = 242 for the series based on Uvigerina peregrina and n = 234 for the series based on Cibicidoides wuellerstorfi), choosing one record over the other as the reference should not affect the analysis. Comparing the relative termination timing between the two alignments for MD05-2920 further allows testing the sensitivity of our technique to the various sources of uncertainty, which are detailed in the following section.
Uncertainty Quantification
The uncertainty associated with the timing of the glacial terminations includes the uncertainty in the age model, the uncertainty in the SST reconstruction, and the uncertainty in timing of SST changes, which we assessed based on change points. To take into account these various sources of uncertainty in our estimates of the relative timing of the glacial terminations in the EP and the WP, we used a Monte Carlo approach (n = 1,000 trials), in which we created possible realizations of the time series , which are a function of the uncertainties in the benthic 18 O alignment in abscissa and analytical and calibration errors in ordinates. The timing of glacial terminations, that is, the change point, was then assessed on each Monte Carlo realization of the time series. A review of each of these sources of uncertainty and their treatment in the Monte Carlo scheme is described below and illustrated in Figure 1. 
Age Model
The age model for each of the records considered in this study was based on the alignment to the global benthic 18 O stack of Lisiecki and Raymo (2005, hereafter LR04 ) using a Hidden Markov model probabilistic alignment algorithm (HMM-Match) (Lin et al., 2014) . The advantage of this algorithm over the more traditional manual, qualitative comparison (Prell et al., 1986; Shackleton et al., 2000) or deterministic algorithms (e.g., Huybers & Wunsch, 2004; Lisiecki & Lisiecki, 2002; Martinson et al., 1987) is its ability to sample directly and exactly from the distribution of ages given the data and to use these samples to construct 95% confidence bands for the alignment by considering the probability of every possible alignment based on its fit to the 18 O data (the emission model, which is based on benthic 18 O residuals) and transition probabilities for sedimentation rate changes (Lin et al., 2014) . Since the emission model and transition probabilities are modeled for marine sediment cores, alignment to ice core or speleothem chronologies is not possible at this time.
Here we considered each of the 1,000 alignments returned by the algorithm as a possible age model for the Monte Carlo time series. The benthic 18 O alignments for each of the records considered in this study along with their estimated uncertainties are presented in the supporting information.
The HMM-Match uncertainty does not include the absolute uncertainty in the age of the LR04 stack, which does not need to be considered for the determination of the relative timing. However, relative age modeling requires the assumption that the deglacial onset of benthic 18 O changes are globally synchronous and can, therefore, directly be derived from the LR04 global stack. A review of seven regional benthic 18 O stacks with independent radiocarbon age models suggests that the termination onset occurred ∼1 kyr later in the intermediate Pacific (1000-2000 m water depth) than in the deep Pacific (Stern & Lisiecki, 2014) . Since the records Rincón-Martínez et al. (2010) Note. We use the MD05-2920 record with the age model based on U. peregrina as reference to calculate the relative timing of the terminations. For long records, only the first 300 kyr of record was used and aligned for computation speed. Lon: Longitude, Lat: Latitude, Res: Resolution, CI: 95% confidence interval width.
considered in this study include cores extending across this boundary, we will also evaluate the relative timing of SST changes based on the intermediate and deep sites, respectively (section 3.2.2).
Sea Surface Temperature
SSTs for the records used in this study were derived from either the G. ruber Mg/Ca or the U k ′ 37 proxy. We considered two sources of uncertainty in the SST estimates: the analytical uncertainty on the Mg/Ca or U k ′ 37 measurements, which we assumed to be normally distributed and independent from sample to sample, and the uncertainty in the calibration equation, which would affect a group of measurements similarly (i.e., only one equation is used to obtain SSTs for each downcore record). We combined these sources of uncertainty in the Monte Carlo simulations using Bayesian inference, which allowed us to enumerate possible solutions for the calibration equation (Khider et al., 2015) . Bayesian statistics is a framework permitting inferences on the uncertain parameters (in this case, the coefficients of the calibration equation), which can be updated as new information (data) becomes available. Bayes' rule takes the form
The term (unknowns | data) represents the probability of the unknown given the data and is called the posterior distribution; f (data | unknowns) is the likelihood of the data given the unknowns; and (unknowns) is the prior information of the unknowns, which encode previous information about the unknowns available before the current data have been analyzed. For the Mg/Ca and U k ′ 37 calibration models considered here, the unknowns represent the regression coefficients. Following the original studies referenced in Table 1 (Tachikawa et al., 2014) . The Monte Carlo rendition takes into consideration the uncertainty in age from the HMM-Match alignment and the uncertainty in SST, including analytical and calibration errors. (left, bottom) The curves correspond to probability of a change point occurring at each time point for each of the Monte Carlo renditions. Tall, thick spikes indicate relative certainty in the timing of a change point, while shorter and wider peaks indicate more uncertainty (Ruggieri, 2013) . (right, top) Median (thick black curve) and 95% confidence interval (shaded area) SST reconstruction for the reference MD05-2920 record inferred from the 1,000 Monte Carlo simulations. (right, bottom) One thousand posterior distributions obtained from the Bayesian change point algorithm. The red vertical bars correspond to the Termination age range considered for the phase calculation.
we assumed that Mg/Ca and U k ′ 37 are only affected by SST changes and we, therefore, only considered a one-parameter exponential and linear model, respectively. A more detailed discussion of the methodology can be found in the supporting information (Conte et al., 2006 (Conte et al., , 1998 Kienast et al., 2012; Prahl et al., 1988; Prahl & Wakeham, 1987; Sadekov et al., 2009; Sonzogni et al., 1997) . A discussion about the validity of this assumption is presented in section 3.2.1. Details about the Bayesian calibrations are provided in the supporting information and follow the same mathematical basis described by Khider et al. (2015) . The result of this exercise is the generation of 1,000 Monte Carlo SST series, which can then be paired with the 1,000 age models obtained independently as described in section 2.2.1 to create the Monte Carlo realizations of the time series. The Monte Carlo time series were considered independent of each other and therefore contributed equally in the assessment of the terminations timing (Figure 1 ).
Change Point Detection
We defined the timing of the glacial terminations as the change point in the SST records. A change point identifies when the probability distribution of a time series changes. In this particular instance, we define the termination as a regime shift in SST. To identify the change point in each Monte Carlo realization of the time series, we used the Bayesian Change Point algorithm by Ruggieri (2013) and Ruggieri and Lawrence (2014) . This algorithm objectively assesses the uncertainty in both the number and location of change points. Here we used linear models to describe each substring of the Monte Carlo SST time series. We restricted the analysis to the first 300 kyr of record (or the entire length for shorter records) and set the maximum number of change points in any given Monte Carlo record to 10, with a spacing of at least 10 kyr between change points. The Bayesian Change Point algorithm returns the probability of a change point being selected at each time point (Figure 2 ), drawing 500 samples for each of the 1,000 SST series. Tall, thin spikes indicate relative certainty in the timing of the change point while small, broad pikes indicate a larger uncertainty in the timing of the glacial terminations.
The change point analysis not only returned changes at the deglaciation but also identified other change points in the records. For instance, the transition out of MIS5e (∼115 kyr B.P.) in the example record shown in Figure 2 is also identified as a change point. Therefore, we limited the analysis to the spikes that correspond to increases in SST coincident with changes in benthic 18 O identified in LR04 as transitions from glacial to interglacial (Lisiecki & Raymo, 2005) . The targeted intervals for each record are given in Table 2 and illustrated by red bars in Figure 2 and the supporting information. Although the record from ODP1012 spans Termination II, we could not identify the change point corresponding to prior information on the timing of this termination Note. The age range refers to the time interval targeted for analysis, while the timing represents the inferred timing (median 95% confidence interval in parentheses) returned through our Monte Carlo analysis. and we, therefore, omitted this record for Termination II. The change point probability across all Monte Carlo simulations was used to determine the cumulative probability distributions (CDF) of termination ages in each record, including the reference record (Figure 3) . The absolute median termination timing and its associated 95% confidence interval were then directly inferred from the CDF (Table 2) . Because the absolute age is prone to errors in the LR04 curve, we calculated the difference in absolute ages between a particular record and the reference record (WP core MD05-2920, age model based on the benthic curve obtained from U. peregrina) for each of the glacial terminations and propagated the associated uncertainty in this estimate. A positive number (Figure 4) indicates that the termination in a particular record occurred before the termination in the reference record. A full mathematical description of the phase calculation is provided in the supporting information.
Results and Discussion
The median and 95% confidence intervals on the relative timing of the glacial terminations for the 15 records considered here range from −4.5 kyr to 10.2 kyr (mean: 0 kyr) and from 2.8 kyr to 18.3 kyr (mean: 7.3 kyr), respectively ( Figure 4 , Table 3 , and supporting information). This large uncertainty is not unexpected and reflects the errors in age, SST, and change point detection. In section 3.1, we explore the relative contribution of these sources of uncertainty for the determination of the relative timing of glacial terminations to provide some guidelines on how to improve the precision of the estimates in future studies. We find no significant relationship among the median timing of Termination I and II between the eastern and western tropical Pacific (Figure 4) . We do not have a sufficient number of records for Termination III to estimate the significance of the results, which are presented in the supporting information. We performed Mann-Whitney U tests to assess the significance of the differences in mean. We could never reject the null hypothesis that two samples come from the same population at the 5% significance level. The more traditional t test, which requires the distribution to be Gaussian, returned the same answer. The results of these significance tests are not surprising given the large uncertainty associated with each record. The large disparity in the timing among cores from the same geographical area could also reflect (1) additional controls on the SST proxy records, which would bias one paleothermometer compared to the other, (2) age biases across different water masses (Stern & Lisiecki, 2014) , and/or (3) random noise in the climate system such as localized coastal dynamics or differential preservation at the seafloor. In section 3.2, we investigate the contribution of these various factors.
Timing Uncertainty
The average total uncertainty on the phase relationship across all the records considered here is 7.5 kyr at Termination I, 6.7 kyr at Termination II, and 7.4 kyr at Termination III (Figure 4 and supporting information). In this study, we have considered three main sources of uncertainty on the proxy records: the alignment to the LR04 benthic curve (i.e., the age uncertainty), the uncertainty in the SST reconstruction, and the uncertainty in the change point detection. Each of these sources of uncertainty was propagated into the reported 95% confidence interval.
Because most of the uncertainty in SST is associated with calibration and thus dependent from one sample to the next, we hypothesized that the calibration does not introduce a significant uncertainty in the timing error. To test this hypothesis, we repeated our analysis on the proxy records themselves without conversion to SST but allowing for the white noise resulting from analytical uncertainty, which influences the change point detection ( Figure 5 ). We find that conversion to SST does not affect the overall uncertainty and this step can be omitted in the future for computation purposes.
Therefore, the uncertainty reported in this study mainly stems from age model uncertainty and the change point detection, itself dependent on the age model. The age uncertainty resulting from the alignment to the LR04 curve through the HMM-Match algorithm, expressed as the 95% confidence interval, varies from 0.9 kyr to 10 kyr at the glacial terminations. The large range of uncertainty found among the different records is mainly a function of the resolution of the data (supporting information; Lin et al., 2014) . In fact, the correlation between the average resolution of a record and the mean age uncertainty is 0.71 (p value < 0.01, Table 1 ).
The impact of age model uncertainty on the determination of the phase relationship is especially apparent in MD05-2920 (Figure 3) since the age models were derived from two distinct benthic curves based on different species routinely used in paleoceanographic studies but the termination timing was assessed on the same SST series. The median phase relationship of SST (95% confidence interval width given in parenthesis) as assessed by independently aligning the 18 O from two benthic species in the same core is 0.8 kyr (5.3 kyr) at Termination I, 0.3 kyr (5.5 kyr) at Termination II, and −3.2 kyr (6.8 kyr) at Termination III. Since the benthic curves were generated at similar resolution, the age uncertainty is similar for both records and is propagated in the 95% confidence interval on the phase. However, our calculation suggests that the process of aligning a benthic curve to the LR04 curve can create an apparent phasing of up to 3 kyr that is independent of SST proxy or local climate variability and reflects the uncertainty associated with benthic 18 O (for instance, analytical uncertainty, bioturbation, and/or infaunal versus epifaunal signal). The larger bias and uncertainty at Termination III reflects not only the greater uncertainty in the alignment (supporting information) but also the lower resolution of the data, perhaps associated with stretching of the core at the top (Skinner & McCave, 2003) , and the lower signal-to-noise ratio at Termination III.
The average age uncertainty across all records considered in this study at Termination I is lower (2.8 kyr) than at Termination II and Termination III (4.5 kyr and 5.5 kyr, respectively), which mainly indicates the availability of high-resolution records at Termination I. For most of the records presented here, the measurements for the temperature proxies were made at a higher resolution than their benthic 18 O counterparts, perhaps reflecting the focus of the original studies on SST reconstructions. However, increasing the SST resolution at the expense of the benthic curve used for age modeling may be counterproductive for studies that aim to understand timing differences among various records.
The last source of uncertainty is in the location of the change points corresponding to the glacial terminations, itself dependent on age model uncertainty. In order to evaluate the relative contribution of these two sources of uncertainty on the overall timing, we used Shannon entropy which is a measure of uncertainty in information theory. In information theory, entropy represents the uncertainty associated with a message. If the message is close to random, then its entropy increases. This measure has three advantages: (1) it can be estimated directly for the joint probability distribution of two or more variables or samples drawn from these distributions; (2) it directly accounts for the dependence and thus the correlation between variables; and (3) it is a very well-established measure of uncertainty (Cover & Thomas, 1991; Shannon, 1948) . A full mathematical description is given in the supporting information. We find that age uncertainty represents 76% to nearly 100% of the total uncertainty ( Figure 6 ). We find no significant relationship between the absolute age uncertainty and its relative contribution to the total uncertainty (r = 0.3, p > 0.05). However, the contribution of age uncertainty to the overall uncertainty at Termination I is lower than at Termination II and III. Termination I is also characterized by an overall lower age uncertainty. We hypothesize that the increased contribution of change point uncertainty at Termination I reflects the relative shortness of the Holocene, which in turns affects the linear models used in the change point algorithm (Ruggieri, 2013) . This source of uncertainty is often ignored in paleoclimate studies, but we have demonstrated here that it can have an impact on the interpretation of phase relationships in the climate system.
Biases 3.2.1. Temperature Proxy Biases
Using a compilation of records based on the Mg/Ca and U k ′ 37
, Timmermann et al. (2014) suggested an earlier deglaciation signal for Termination I in Mg/Ca records compared to U k ′ 37 records. This is especially apparent in records from the EP in their original study. They attributed these different termination onsets to seasonal biases among the proxies. Differences between the two proxy reconstructions may be spatially systematic, affecting all the tropical Pacific records similarly. For instance, disparate ecological constraints on the proxy-producing organism (namely, seasonality; e.g., Laepple & Huybers, 2013; Leduc et al., 2010; Lohmann et al., 2013; Schneider et al., 2010; Timmermann et al., 2014) would bias the deglacial response to insolation changes toward a particular season. Similarly, secondary environmental factors such as the effect of salinity on the incorporation of Mg into the foraminiferal calcite lattice (e.g., Hönisch et al., 2013; Khider et al., 2015; Kisakürek et al., 2008; Lea et al., 1999) may create a systematic bias in the timing estimates from Mg/Ca and U k ′ 37 arising from global ice volume changes.
However, random processes can also play a large role in the overall uncertainty. Lateral transport through oceanic current (Ohkouchi et al., 2002) , postdepositional influences on Mg/Ca (Regenberg et al., 2014) , and U k ′ 37 (Gong & Hollander, 1999; Hoefs et al., 1998) , and the water depth at which the temperature signal is being recorded are examples of random processes that would create disparate conditions in the world ocean, adding random noise to our estimates. For instance, since G. ruber is a symbiont-bearing foraminifer and alkenones are produced by photosynthetic coccolithophorids, these proxies should register the temperature 10.1002/2016PA003057 of the photic zone. In oceanic regions where the photic zone extends below the surface mixed layer, the sedimentary signal may not strictly represent SST but rather a composite temperature of the mixed layer and the thermocline (e.g., Müller et al., 1998; Prahl et al., 2006) . We find no statistically significant biases associated with the use of the Mg/Ca or U k ′ 37 proxies (Figure 4) . The TR163-19 core, in which both proxies have been measured (Table 1) , further allows testing for the consistency of termination timing offsets between the two proxies, independent of age model errors. At Termination I, the Mg/Ca-based SST yields a deglacial onset earlier than alkenone-based SST by 3.7 kyr. On the other hand, at Termination II, the alkenone-based SST record leads the deglacial onset in Mg/Ca by 1.0 kyr. The discrepancy between the two terminations results from noise associated with the different proxies, including the effect of local environmental factors on the proxies (e.g., ocean currents), and represents an additional source of uncertainty not accounted for in our model. Therefore, we conclude that the systematic errors affecting the Mg/Ca and alkenone proxies are smaller than the random noise within each proxy in our database (n = 15). Identifying and possibly accounting for the biases between the two SST proxies awaits a larger database.
Water Mass Bias
A recent study by Stern and Lisiecki (2014) suggests that the deglacial onset of benthic 18 O changes are not globally synchronous, with ∼1 kyr lag in the intermediate Pacific (1000-2000 m water depth) compared to the deep Pacific. However, this estimate is sensitive to the identification method, which was different than the one employed here. In their original study, Stern and Lisiecki (2014) defined the glacial termination onset "as the first stacked 18 O point that is at least 0.1‰ lighter than the maximum 18 O value" rather than using the change point algorithm by Ruggieri (2013) . Applying the Bayesian methodology to the regional stacks returns a similar termination timing in the deep and intermediate Pacific (supporting information). A plot of the median termination timings for each record as a function of depth (Figure 4) does not show any significant correlation between timing and water depth (r = 0.08, p value = 0.78 for Termination I and r = −0.09, p value = 0.78 for Termination II). Because we found a very weak and insignificant correlation between depth and timing in these data, there is no reason to attempt to control for this factor in our analysis.
Timing of SST Changes in the Tropical Pacific
Averaging over all the available records should lead to a more precise estimate of the termination timing difference between the WP and EP. The average difference in the median Termination I timing between records from the WP and the reference MD05-2920 record is 0.9 ± 3.3 kyr, where the uncertainty is expressed as the standard error on the mean. Repeating the calculation for the EP records suggests an average timing difference of −0.7 ± 2.8 kyr with the reference record, resulting in an average phase between the WP and EP of 1.6 ± 4.3 kyr. Since the 95% confidence band widely overlaps 0, there is no evidence in these combined records to support the hypothesis of earlier SST change in the WP than in the EP. Repeating our calculation for Termination II and Termination III yields phase estimates of −1.9 ± 3.0 kyr and −3.1 ± 3.4 kyr, respectively. The finding of confidence limits widely overlapping 0 and in the opposite direction of Termination I shows no support of the hypothesized lead of WP over EP.
Based on the Mann-Whitney U test and t test, we cannot reject the null hypothesis that the data sets are the same at the 5% significance level. Therefore, the change in the relationship between the EP and the WP at Termination I compared to Termination II and Termination III does not hold any climate significance. The large uncertainty in our estimates prevents any conclusions about the phase relationship between the EP and WP at the terminations on millennial timescales. Since the random sources of uncertainty dominate the overall uncertainty, increasing the size of the database, especially with high-resolution records which tend to carry a lower age uncertainty, would lead to better estimates of relative termination timing across the tropical Pacific. This is especially true for Terminations II and III to be able to test whether the tropical Pacific response is consistent across several glacial terminations.
Assuming that there should be a difference in the termination timing between the WP and EP and that our estimate of the uncertainty expressed as the error on the mean is an accurate approximation of the actual variance, then we can calculate the number of samples (i.e., records) needed to achieve an accuracy of 1,000 years using the formula T = S √ n , where T represents the total standard deviation, S is the sample standard deviation (i.e., ±3.3 kyr), and n is the number of records (n = 7 in the WP at Termination I). We find that we would require 77 records of the same resolution as the records comprising the current data set to determine the relative timing of a termination within 1,000 years (305 samples for a precision of 500 years). However, if the tropical Pacific plays an important role during termination, then the assumption that the phase relationship between the WP and EP is constant across all terminations should be valid. Therefore, the number of individual records needed for such an estimate decreases to n = 25 for records spanning three glacial-interglacial cycles and to n = 20 for records spanning four cycles. These results clearly indicate the need for improvements in the technology for estimating the ages of stratigraphic records.
Caveats
In this study, we modeled terminations using linear models for each substring. While these represent a reasonable first-order assumption, improved models of glacial-interglacial changes such as a sawtooth model may reduce uncertainty in the change point aspect of our work. Röthlisberger et al. (2008) used RAMPFIT (Mudelsee, 2000) to identify the termination but had to allow for exceptions to model some terminations. For instance, an idealized sawtooth model may not be able to capture the cooling in Marine Isotope Stage (MIS) 7, which is a real feature of the climate system. This may lead to biased estimates at Termination III. Furthermore, this model may be inappropriate for SST records that exhibit a slower warming trend than would otherwise be implied in an abrupt termination model such as the warming for Termination II in cores MD06-3067 ( Figure  S25 ), ODP1145 ( Figure S33 ), or TR163-19 ( Figure S41) . Finally, the sawtooth model would have to account for the lower frequency variability superimposed on the glacial-interglacial cycle (e.g., core TR163-19, Figure S41 ). Therefore, our simple linear model should be appropriate to estimate the termination timing in SST records from the tropical Pacific. Furthermore, since most of the uncertainty is associated with age, improving upon the change point model would only have a limited effect on the overall precision.
HMM-Match assumes a constant variance in benthic
18 O over the full alignment interval. The use of probabilistic models that provide more specific estimates of variance by garnering information from multiple records should help reduce uncertainty in the assignment of age. Such models are a probabilistic extension of the model used to build the LR04 stack, and we await these developments.
Better constraints on the timing of Termination I should be possible through the use of radiocarbon dating. To examine this, we created an age model for cores where 14 C AMS ages were available using the Bchron Bayesian software (Haslett & Parnell, 2008) . This analysis shows age uncertainty comparable to, if not greater than, the uncertainty associated with HMM-Match (supporting information). Furthermore, a recent study showed that the onset of Termination I in Mg/Ca records from the EP occurred on average ∼2 kyr prior to the onset in alkenone records from the same region. This estimate is within the uncertainty of the phase relationship among the two proxies inferred in this study for Termination I. The age models for the sedimentary records referenced in the Timmermann et al. (2014) study were based on radiocarbon dating, suggesting that the two techniques yield similar results.
Exact calculation of probability distributions using a forward-backward algorithm, which are possible with HMM-Match and the Bayesian Change Point algorithm, would eliminate uncertainty stemming from Monte Carlo sampling. However, we expect only a small improvement from this because the large 1,000 samples used in this work will be close to the exact solution obtained by forward-backward values.
Conclusions
We investigated the relative timing of the last three glacial terminations in the EP and the WP using 15 published records of SST variability inferred from either the G. ruber Mg/Ca or U k ′ 37 paleothermometers. The novelty of our study is in the quantitative assessment of the various sources of uncertainties inherent to paleoceanographic records and relative timing analysis. Specifically, we used a Monte Carlo process to infer possible realizations of the time series based on age model uncertainty stemming from the alignment to the LR04 curve and SST uncertainty, including that arising from the instrumental analyses and the calibration. Finally, we considered the uncertainty associated with the detection of the glacial terminations, which we took here as the change point in the SST series.
We found that the uncertainty on the relative timing of the glacial termination is large, on the order of several thousand years, and stems mostly (∼90%) from age model uncertainty. Therefore, increasing the resolution of the benthic 18 O curve may improve estimates in the future. Our calculations suggest that phase uncertainty estimates of less than 3 kyr correspond to records with an average age uncertainty of 2 kyr and a resolution of less than 0.5 kyr. Finally, we demonstrated that random errors originating from the proxies themselves or from within the climate system are more important than their systematic counterparts (i.e., systematic differences between the Mg/Ca and U
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Therefore, averaging the median timing across all sites may lead to more accurate and precise estimates of the termination timing in the WP and EP than considering each record separately. However, at this time, we are lacking a sufficient number of records to identify any significant phase relationships within the tropical Pacific across all three glacial terminations. Furthermore, understanding the mechanisms through which the climate system responds to orbital insolation changes will require comparing the phase relationships of proxy records to the insolation curve, therefore requiring the use of absolute chronologies. In turn, these will be prone to higher uncertainties and, therefore, will require more paleoproxy records than available at this time.
