Various layers of the parallel I/O subsystem offer tunable parameters for improving I/O performance on large-scale computers. However, searching through a large parameter space is challenging. We are working towards an autotuning framework for determining the parallel I/O parameters that can achieve good I/O performance for different data write patterns. In this paper, we characterize parallel I/O and discuss the development of predictive models for use in effectively reducing the parameter space. Applying our technique on tuning an I/O kernel derived from a large-scale simulation code shows that the search time can be reduced from 12 hours to 2 hours, while achieving 54X I/O performance speedup.
INTRODUCTION
Achieving efficient parallel I/O in high-performance computing (HPC) applications is a nontrivial task because of the complex interdependencies between the multiple layers of I/O middleware and storage hardware. Each I/O middleware layer offers a set of tunable parameters. However, the configuration of these parameters to obtain the best possible I/O performance depends on diverse factors, such as the I/O application, storage hardware, problem size, and number of processors. HPC application developers, typically experts in their scientific domains, do not have the time or expertise to explore the intricacies of I/O systems. Their resorting to using default I/O parameters often results in poor performance. As the complexity and concurrency of future HPC systems grow, we expect that so too will obstacles to achieving high-performance I/O.
We have recently developed a parallel I/O autotuning framework [2] with the ambitious goal of hiding the complex-(c) 2014 Association for Computing Machinery. ACM acknowledges that this contribution was authored or co-authored by an employee, contractor or affiliate of the United States government. As such, the United States Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. ity of the I/O stack from scientific application developers. The autotuning framework uses a genetic algorithm (GA) to search through a large set of possible parameters. After constructing a random initial population, the GA produces new generations of populations by applying mutation and crossover operations. The GA thus determines values for the tunable parameters that result in good I/O performance. The dynamic library of our autotuner applies the selected parameter values by intercepting the data write calls. Our current implementation of the tuner, called "H5Tuner," is capable of intercepting the write calls of the HDF5 library and applying tunable parameters from HDF5, MPI-IO, and parallel-file systems (i.e., Lustre and GPFS).
While we consistently demonstrated I/O write speeds between 2X and 100X in our previous work [2] , the overhead of the GA approach was significant. For example, running the GA for fifteen generations with a population of forty members typically takes about twelve hours. This overhead is considerable; it severely limits the general-purpose applicability of such an autotuning framework.
In this paper, we significantly reduce the search time by using empirical models of the I/O performance. We characterize performance of a typical parallel I/O subsystem with multiple levels of data movement and develop performance prediction models. Existing models for predicting parallel I/O performance (see, e.g., [8, 6, 7] ) often aim for highly accurate predictions of I/O performance and are relatively complex. Many of these models have limited applicability, being restricted to specific systems or I/O kernels. We take a two-step approach: the first step crafts an empirical model that effectively reduces the search space of interest and the second step searches in this small parameter space.
Our paper makes the following technical contributions: We develop an approach to construct automatically an I/O performance model. We then use the model to reduce the search space for good I/O configurations and we demonstrate the applicability of the autotuning framework to scientific I/O kernels with various problem sizes.
EMPIRICAL PERFORMANCE MODELS
We have tested our autotuning framework on Hopper system located at the National Energy Research Scientific Computing Center (NERSC). Hopper is a Cray XE6 system containing 6, 384 twenty-four core nodes with 32GB of memory per node. We used a Lustre file system of Hopper with 156 OSTs and a peak bandwidth of about 35GB/s for storing data. We used Cray's MPI library v6.0.1, HDF5 v1.8.11, and H5Part v1.6.6 for compiling the I/O kernels.
We examined the VPIC-IO I/O kernel in our study. This kernel is extracted from a particle physics simulation (VPIC [3, 4] ). The kernel mimics exact I/O operations of the real application configuration.
We denote the independent variables/parameters (e.g., the stripe count of Lustre) in our model by x = [x1, · · · , xn x ] and the scalar-valued output/dependent variable (e.g., the write time) associated with the configuration x by y(x). In our setting, this output depends on the state of the system and can be viewed as stochastic. By y j we denote a particular measurement of the output at a specific x j . Hence, collected data is of the form (x j , y j ) : j = 1, . . . , ny , where the x j need not be distinct (which occurs if replicated measurements are conducted at a particular x j ). We consider smooth, nonlinear models, which can be written as linear combinations of n b nonlinear basis functions φ,
(1)
Once a basis φ has been selected, the hyperparameters β can be selected by standard regression-/optimization-based approaches. For example, since these models are linear in β, a common approach is to emploŷ
which corresponds to the maximum likelihood estimator for β under the assumption that y is Gaussian. There can be many choices of basis functions; for simplicity, we focus on terms that are low-degree polynomials in either the parameter, xi, or the inverse of the parameter,
. In particular, we consider terms of the form
We could have expanded our set to include terms that could better account for differences in scale (e.g., x1 log(x2)) or higher degree polynomials (e.g.,
), but found that the set (3) was sufficiently rich for our purposes.
Since one of our goals in building a model of the form (2) was simplicity of the model, we desired to incorporate only a handful of basis terms, n b , from the set (3). Each term in (3) can be defined by the integer vector p ∈ {−1, 0, 1} nx . We letm(x; P) denote the model prediction at x resulting from selecting a basis defined by P = {p 1 , · · · , p n b } and using the coefficients defined by (2) . Given an initially empty set P, we follow a greedy procedure (also known as a forward model selection approach) of adding to P the p that most reduces the prediction error. Formally, this means we determine the p that solves
After updating P, this procedure can be repeated until: (i) we have reached a desired limit on the number of terms to include, (ii) we have exhausted the set in (3), or (iii) additional terms lead to negligible reductions of the prediction error (which, under certain regularity assumptions can be interpreted as the terms not being statistically significant). In our experiments, we always terminated the approach based on (i), reaching an upper limit to the number of model terms. Before proceeding, we note that in (4) we are using a relative error metric that is slightly different from the usual least-squares error criterion (e.g., as used in (2)). We made this choice in order to bias our model terms toward smaller values of the output y. In the context of I/O models for optimization, we are less interested in accurately predicting large times than we are small times. An alternative approach to building models based on a bias toward high-performing configurations is discussed in [1] .
Here, we consider models that could be employed in tuning for multiple file sizes simultaneously. Consequently we will have nx = 4 independent variables, x = (c, s, a, f ), and there are 3 nx = 81 possible terms in the set (3). Experimentally, we ran tests using VPIC-IO and different file sizes (i.e., different core counts). The training set for each of the VPIC-IO experiments and their file sizes are shown in Table 2 . We have chosen to decrease the size of the training set as the core counts (and hence file sizes) increase because of the corresponding increase in computational resources required. The way that these training sets are chosen is done in a systematic and automatic manner: For example, for the 2048-core experiments for stripe count, out of the 10 values shown in Table 1 Using the above approach on the entire training data set, we obtain a six-term basis of {1, f, is positive, the write times are increasing in s, otherwise the write times are non-increasing in s. Consequently, we made the decision to include a seventh term. The term with a factor 1 s that best solved (4) given the other six terms was determined to be a s . Therefore, our seven-term model is of the form 
We also note that the application considered here is a weak-scaling application (i.e., the number of processors used to run the application is directly proportional to the file size). Therefore, there was no need to use the number of processors (p) as another parameter in the model. If instead, the file size is fixed as we scale the number of processors, p, should also be an independent variable in the model.
APPLYING PERFORMANCE MODELS
We show the process of using the empirical model in our I/O autotuning framework in Figure 1 . The three steps of the autotuning process are: pruning, exploration, and refitting. In the pruning step, for a given I/O kernel and problem size, the framework predicts the I/O cost for all combinations of tunable parameters and selects the top twenty configurations with the least I/O cost. In the exploration step, the framework executes the I/O kernel with the selected twenty configurations to determine their empirical (rather than predicted) performance. The framework then refits the model with the newly collected write time data included. In the simplest case, which we use in this paper, the autotuning system runs the top ten configurations with the refitted model and returns the best-performing configuration to the user. One can use this configuration for future executions of the application at varying levels of concurrency.
The selection of the best performing configurations from the model-predicted write times and the number of iterations of refitting are controllable by the user of our framework. While we used the top twenty configurations, which proved to be effective in our tests, if a user prefers to select a different number of best-predicted configurations or wishes to refit the model iteratively, the user can configure the framework with simple settings.
EXPERIMENTAL RESULTS
In this section, we present the I/O write time results for the VPIC-IO kernel at different scales. We first compare the performance of our autotuning framework using the empirical models with that of the previous framework using GAs [2] . We then evaluate the effectiveness of the model-based framework on a variety of problem settings.
To develop the model, we ran various training configurations. The number of configurations for each scale is shown in Table 2 . The total time to run all the configurations of VPIC-IO at the specified number of processors was 16.5 hours. Note that this training cost is a one-time expense for the performance model. The resulting model is used for predicting write times across different concurrencies. Once the model is formed, the incremental time spent in the pruning, exploration, and refitting steps is minimal. For example, the exploration step of the VPIC-IO kernel using 2048 cores took 31 minutes. In contrast, our GA-based tuning process, which tested roughly 400 configurations for the VPIC-IO kernel (running at 2048 cores), ran for 12 hours.
To summarize, the GA-based approach has a high runtime overhead associated with every kernel and scale level. The empirical-model-based approach has a one-time cost associated with fitting a model for a specific kernel, but can thereafter be used to predict times for any number of processors, with a fractional cost for refitting.
We now evaluate the framework with a large space of 640 configurations for the VPIC-IO kernel running on 512 cores. Figure 2 shows the twenty selected configurations with the least predicted write times for the original space along with the actual time it took to run them on the platform. The autotuning framework found configurations that achieve an approximately 1.4X speedup of write time performance by using the larger configuration/search space. The new configurations use larger stripe counts, stripe sizes, and numbers of aggregators. In this 512-core VPIC-IO experiment, the number of nodes used is equal to 22 (i.e., 512 divided by 24 cores per node). It has been suggested by some studies that using one aggregator per node achieves the best write times. We observe that all of the top-ten configurations use more aggregators than the number of nodes. Further analysis is needed to characterize the reasons for such behavior. We tested the autotuning framework to tune the VPIC-IO kernel on a different number of processors (2048 cores). We compare the performance of the selected top-twenty config-urations (from a space of 640 input configurations) and the best ten configurations (after the refitting process), respectively, in Figure 3 . In this test, we observe that the tuned parameters values differ for I/O kernels running at different number of processors. Among the configurations, the number of aggregators is again larger than the number of nodes (85 for the 2048-core test) in many cases. Although the accuracy of predicted write times is lower than the 512-core experiment, the best configuration achieves a 27X speedup over the default configuration. We evaluate the model developed using the training configurations at smaller scales (see Table 2 ) in order to tune the I/O kernel running at 8192 cores. Note that we did not use any configurations from the 8192-core runs in training the model. The 8192-core runs use 342 nodes of Hopper and produce roughly 2TB of data. We used a configuration/search space of 1080 configurations for the model.
We show the I/O cost of the selected top-twenty configurations after the pruning and exploration steps in Figure 4 . We observe significant performance improvement. The speedups over the default I/O configurations on Hopper at a concurrency of 8192 cores are on the order of 54X for VPIC-IO. Table 3 summarizes the achieved speedups for the VPIC-IO kernel running at different concurrencies. The table also shows the size of the data written to the file system and the I/O bandwidth achieved. Overall, the tuned configurations achieve speedups ranging from 3.5X to 50X, which is consistent with exploring the search space using GAs. The time to traverse the search space after training was reduced from 12 hours to a maximum of two hours. In most cases, exploring the top-twenty configurations took one hour, resulting in significant improvements to overall parallel I/O performance. Table 3 : Speedups of VPIC-IO with our autotuning framework.
CONCLUSION AND FUTURE WORK
This paper has presented an important development in our work on autotuning parallel I/O. We have dramatically reduced the run time for our framework from 12 hours to 2 hours by incorporating an empirical performance model. The model accounts for major parameters pertaining to parallel I/O operations on a production supercomputing platform. We fit the model with a relatively small training set of application runs. The model was then used to predict configurations with high levels of I/O performance on two applications and at varying levels of concurrency.
Our current approach of determining a training set is based on a batch execution model. Namely, we precompute a training set with a space-filling design in advance, and evaluate the training set in a single batch job. We could have opted for an adaptive, "sequential design of experiments" approach (see, e.g., [5] ), where each configuration is based on the results of the previous runs. This has the potential to further reduce the size of the training set.
