Abstract. In this work we extend the results in [6, 32] on the 2D IPM system with constant viscosity (Atwood number Aµ = 0) to the case of viscosity jump (|Aµ| < 1). We prove a h-principle whereby (infinitely many) weak solutions in CtL ∞ w * are recovered via convex integration whenever a subsolution is provided. As a first example, non-trivial weak solutions with compact support in time are obtained. Secondly, we construct mixing solutions to the unstable Muskat problem with initial flat interface. As a byproduct, we check that the connection, established by Székelyhidi for Aµ = 0 [32] , between the subsolution and the Lagrangian relaxed solution of Otto [26], holds for |Aµ| < 1 too. For different viscosities, we show how a pinch singularity in the relaxation prevents the two fluids from mixing wherever there is neither Rayleigh-Taylor nor vorticity at the interface.
Introduction and main results
We deal with the evolution of two incompressible fluids with constant densities ρ + > ρ − > 0 and viscosities µ + , µ − > 0 (e.g. water and oil [23] ) moving through a 2D porous medium D with constant permeability κ > 0 (or Hele-Shaw cell [28] ) under the action of gravity g = −gi, where i = (0, 1) will also play the roll of the imaginary unit by identifying R 2 C. Following [26] , we introduce the {−1, 1}-valued variable θ(t, x) to indicate whether at time t ∈ R + the pores near x = (x 1 , x 2 ) ∈ D are filled with phase − or +: (IPM0) a(t, x) := a + + a − 2 + a + − a − 2 θ(t, x), a = ρ, µ.
This two-phase flow can be modelled ( [24] ) by the IPM (Incompressible Porous Media) system: Since (IPM0-2) is invariant under the scaling θ(αt, x), αu(αt, x), by normalizing (α = A ρ ) and renaming p, we may assume w.l.o.g. that A ρ = 1. Thus, from now on we shall abbreviate A ≡ A µ . We have added the tag "A" to the reference (IPM3) to make explicit the dependence on this parameter. Similarly, we shall abbreviate (IPM A ) ≡ (IPM0-3 A ).
The main results. The phase jump induces Rayleigh-Taylor (RT) and vorticity at the interface separating both fluids, which becomes unstable when the RT condition fails (cf. §1.1). In such a case, the two fluids can start to mix on a mesoscopic scale (see e.g. [35, pp. 261-267] and [17] ). Although unstable configurations in Hydrodynamics are very difficult to model, De Lellis-Székelyhidi's version of convex integration ( [8, 9] ) have successfully describe several examples as the RT instability for (IPM 0 ) [3, 4, 11, 32] , and the Kelvin-Helmholtz [31] and RT [14] instabilities for the Incompressible Euler equations.
In this work we investigate the scope of this view point to the RT instability for (IPM A ) in the case of different viscosities (or mobilities in [26] , cf. §B) which is a recurrent theme in the applied literature. In short terms, the approach seems to work at least for flat interfaces, but the relaxation presents some unexpected singularities which makes the project challenging. Before going any further let us present the problem discussed, summarize the main results of this work as well as the technical difficulties, and go back at the end of the introduction with a new link between the mixing regime and the relaxation. Firstly, we present two theorems regarding weak solutions to (IPM A ) for any |A| < 1 (cf. Def. 2.1). The first one exhibits lack of uniqueness in the class C t L ∞ w * . Theorem 1.1. Let |A| < 1, T > 0 and D = R 2 or T 2 . There exist infinitely many weak solutions (θ, u) ∈ C(R + ; L ∞ w * (D)) to (IPM A ) with |θ| = 1 on (0, T ) × D and θ = 0 outside. Thus, (IPM A ) admits non-trivial weak solutions with compact support in time. Opposite to these unphysical solutions, we construct admissible weak solutions to the unstable Muskat problem with initial flat interface. This is (IPM A ) starting from the unstable planar phase (1.1) θ 0 (x) = +1, x 2 > 0, −1, x 2 < 0.
Similarly to [3, 4, 11, 32] , we show that these weak solutions start to mix inside a mixing zone Ω mix which grows linearly in time around x 2 = 0, and that they look macroscopically almost like the coarse-grained phase, denoted in this paper by Θ A (cf. (2.6)), introduced by Otto in [26] . For this reason, we shall call them "Θ A -mixing solutions" (cf. Def. 2.3 and Fig. 6-11 ).
Theorem 1.2. Let |A| < 1 and D = R 2 or (−1, 1) 2 . There exist infinitely many Θ A -mixing solutions (θ, u) ∈ C(R + ; L ∞ w * (D)) to (IPM A ) starting from the unstable planar phase (1.1). While the weak solutions from Theorem 1.1 can not attain the initial datum θ 0 = 0 in the strong sense, the ones from Theorem 1.2 satisfy θ ∈ C(R + ; L p loc (D)) for all 1 < p < ∞. Moreover, they are forced to have finite mixing speed (cf. Prop. 2.1).
These theorems are deduced from a more general h-principle (cf. Thm. 2.1). In brief, this reads as weak solutions to (IPM A ) can be recovered via convex integration whenever a subsolution is provided (cf. §2). This subsolution (cf. Def. 2.1) is a weak solution to a linearised version (T A ) of (IPM A ), taking values in a relaxed setŪ A of the corresponding constitutive set (K), namely U A is an open set satisfying a perturbation property w.r.t. (T A , K).
The proof of the h-principle is classical ( [4, 9, 32] ) but difficulties arise as the parameter A, which originally looks innocent, turns the relation between the components of the subsolution less explicit, which ends up hampering considerably the proof of the hypothesis (H1)-(H3) p required therein (cf. §3). For instance, the L p -boundedness property (H3) p becomes non-trivial for 0 < |A| < 1 (cf. Lemmas 3.1 and 4.5). A more delicate issue is the relaxationŪ A . We takeŪ A = K lc,Λ A ≡ Λ A -lamination hull of K, which we compute explicitly (cf. (2.9) and §4). However, since it is not obvious that suchŪ A is closed under weak*-convergence (not even that U A is equal to the functional Λ A -convex hull of K) we refine the Baire category argument to adapt the proof of the h-principle we follow [4, 9] to our situation (cf. Rem. 3.1).
While the relaxationŪ 0 only narrows at K, for different viscositiesŪ A develops a pinch singularity far away from K. Up to our knowledge, this kind of singularity outside the constitutive set K does not appear in other examples in Hydrodynamics. This necessarily complicates the existence of long Λ A -segments as the perturbation property (H2) requires. To our surprise, they do exist even ifŪ A is very narrow far away from K. Remarkably, the use of Complex Analysis becomes very helpful, reducing considerably some tedious computations and providing a nice geometric interpretation in terms of the automorphisms of the unit disc (cf. Rem. 4.1).
In order to find bounded velocities, Székelyhidi computed cleverly the relaxation of some K M K for A = 0. In the case of viscosity jump the parameter A introduces an asymmetry that makes less clear what restriction of K may return a simple relaxation (cf. Rem. 4.2) . The way of arguing is somewhat original as first we guess (inspired by an identity in [32] ) a shape forŪ A,M , and then find K A,M K satisfying (K A,M ) lc,Λ A =Ū A,M .
The proof of the perturbation property (H2) for U A,M presents some added difficulties compared to A = 0 (cf. Lemma 4.7). The main obstacle is that one of the inequalities bounding U A,M , which is just a restriction on u for A = 0, depends on m (relaxation of the non-linear term θu) for 0 < |A| < 1. Geometrically, the projection U A,M (θ, u) ≡ {m ∈ R 2 : (θ, u, m) ∈ U A,M }, which is given by the intersection of three balls for A = 0, is also restricted by a half-plane for 0 < |A| < 1 (cf. Fig. 1 ). This causes that U A,M (θ, u) collapses as |u| grows, in contrast to the case A = 0 (cf. Fig. 2-3) . Furthermore, the pinch singularity becomes further complicated since the new inequalities defining U A,M can interfere with it (cf. Rem. 4.3). All this makes the choice of the Λ A -segments cumbersome in some of the cases (see e.g. (4.43)(4.44)).
1.1.
A link between the mixing regime and the relaxation. The aim of this section is to analyse the physical implications of the pinch singularity that arises at U A . In a nutshell, it prevents the two fluids from mixing wherever there is neither Rayleigh-Taylor nor vorticity (equiv. ∇p and u are continuous) at the interface. Let us explain this in more detail.
The Muskat problem describes (IPM A ) under the assumption that there is a time-dependent moveable interface z(t) separating D in two disjoint open sets Ω ± (t) ≡ region occupied by the fluid with phase ± at time t. Let us denote f ↑ (f ↓ ) by the limit of f (z + ε∂ s z ⊥ ) as ε ↑ 0 (ε ↓ 0), and also [f ] := f ↑ − f ↓ by the jump of f = θ, u, p along z.
The Biot-Savart system (IPM2-3 A ) determines p and u in terms of z and [θ]. On the one hand, the incompressibility condition (IPM2) implies that u = ∇ ⊥ ψ for some stream function ψ, and so the vorticity ω := ∇ ⊥ · u = ∆ψ. On the other hand, by applying ∇· and ∇ ⊥ · on Darcy's law (IPM3 A ), we deduce that both ∆p and ∆ψ are Dirac measures supported on z
for some scalar functions σ ≡ Rayleigh-Taylor and ≡ vorticity strength. Thus, both p and ψ (and so u) are recovered from σ and respectively by means of Potential Theory, namely they are harmonic outside z and have well-defined traces. Moreover, p and ψ are continuous
Thus, (the jump along z of) Darcy's law (IPM3 A ) reads as
is the mean velocity along z. Observe that both σ and vanish if and only if Aȗ + i = 0. As we shall see, these are precisely the states where U A pinches.
Finally, (IPM1) turns out to be a free boundary problem, namely z is driven by the BirkhoffRott integrodifferential equations
where r represents the re-parametrization freedom,ȗ(z) = B(z, (z)) with
and, by (1.2), (z) is given by the (implicit) equation
In brief, this Cauchy problem (1.3) for z is well-posed provided the Rayleigh-Taylor (also called Saffman-Taylor [28] ) condition for the Muskat problem, σ > 0, holds ( [1, 2, 5, 13, 21, 22, 30] ). The geometric meaning of σ(z) > 0 is not evident since the dependence on z is highly implicit. The situation is simpler for equal viscosities (A = 0) or flat interfaces (u = 0) because [θ]∂ s z 1 > 0 just requires the heavier fluid to remain below the lighter. The Muskat problem for A = 0 has been widely studied in the literature (see the survey [12] and the references therein).
When the RT condition fails the free boundary can turn into a growing strip, Ω mix ≡ mixing zone, where the phases start to mix on a mesoscopic scale. In the last years this kind of mixing solutions have been constructed by means of convex integration in the RT unstable regime ( [3, 4, 11, 32] ). They are driven by a two-scale dynamic: one dealing with the evolution of the pseudo-interface, which may describe the macroscopic fingering phenomenon, and other dealing with the laminar-turbulent transition region Ω mix around the pseudo-interface.
In [3, 11] the authors discovered that mixing solutions also exist in the RT stable regime provided the velocity is discontinuous, i.e. when = 0. Inspired by [31] , we speculate it may describe a turbulence zone of spiral vortices, usually observed in the Kelvin-Helmholtz instability. We remark in passing that, since there are initial data z 0 for which both (1.3) is solvable and mixing solutions exist, a main unsolved question is to identify a selection criterion among them which leads to a unique physical solution.
In short, it seems that the mixing phenomenon may be triggered at least by two mechanisms: σ < 0 or = 0. By (1.2), one of these is awake at some point of the interface z(s) if
where M := R 2 \ L ≡ mixing regime and L := { + σi : σ ≥ 0 = }. Conversely, the open half-line L • = { + σi : σ > 0 = } classifies the points where the interface is RT stable and there is not vorticity. Remarkably, we have found that the relaxation U A (for different viscosities) excludes ∂L = {0}: a pinch a singularity arises at Aȗ + i = 0 (cf. (2.9)) representing the points z(s) where σ = 0 = . In other words, this relaxation approach prevents the two fluids from mixing wherever both ∇p and u are continuous.
Organization of the paper. We start Section 2 recalling briefly the background of the problem. After this, we present the h-principle from which Theorems 1.1-1.2 are deduced. The proof of this h-principle appears in Section 3. In Section 4 we computeŪ A ,Ū A,M and show some of their properties. With the aim of figuring out how these Θ A -mixing solutions may look like, we introduce a toy random walk in Appendix A (Fig. 6-11 ). Finally, we recall in Appendix B some properties of Θ A as well as the transition to the stable planar phase in the confined domain D = (−1, 1) 2 .
H-principle for (IPM A )
We start this section with a brief explanation of the strategy we shall follow, the convex integration method, to help better understand the main results of this work. This method was introduced in Hydrodynamics by De Lellis and Székelyhidi in [8] for the incompressible Euler equations (IE) (see e.g. [16] for the background in Differential Geometry and [25] in PDEs and Calculus of Variations).
Following [6, 32] , we introduce a new variable m to encode the non-linear term θu. Thus, if we denote z = (θ, u, m) ∈ [−1, 1] × R 2 × R 2 , this two-phase flow can be interpreted as a differential inclusion (T A , K) in the spirit of Tartar ( [33, 34] 
that is, a linear differential system (T A ) coupled with a non-linear pointwise constraint (K), where
and K is the constitutive set
Notice that (T A , K) is more demanding than (IPM A ) because this does not require |θ| = 1.
Roughly speaking, if an (hypothetical) solution z to (T A , K) is averaged somehow, call the resultz, thenz solves (T A ,K A ) for some setK A . It is natural to assume that the fluctuation z = z −z is a highly oscillatory solution (in Ω mix ) to (T A ), thus z may look (locally) like a plane wavezh(kξ · (t, x)) for somez ∈ R 5 , ξ ∈ R × S 1 , h ∈ C 1 (T) with h = 0 and k 1. The set of directionsz for which there is a plane wave solving (T A ) is the wave cone of (T A ) (2.3)
All this suggests that the optimal choice ofK A is
However, when the explicit computation of K Λ A is unattainable due to the high complexity and dimensionality, it is more practical to consider a simpler but still large enough subsetK A of K Λ A (see [6, 29] and also [10, §4] ). When these correcting terms z can be constructed and the setK A satisfies some geometric and functional properties (cf. §2) the convex integration method yields a homotopy-principle [32, §5] whereby the problem of finding solutions is reduced to find a subsolution, a solutionz to (T A ,K A ). Schematically,
These ideas have been implemented successfully for µ + = µ − ( [3, 4, 6, 11, 32] ) but not for µ + = µ − . Let us recall the previous results for A = 0 we want to generalize for |A| < 1.
Brief overview of the case A = 0. In [6] , Córdoba, Faraco and Gancedo discovered that the convex integration method developed in [8] for (IE) could be adapted to prove lack of uniqueness in L ∞ (R + × T 2 ) for (IPM 0 ). In addition, they noticed that, in contrast to [8] , K Λ 0 does not agree with K co . To overcome this extra difficulty the authors resorted to the theory of laminates. Remarkably, this result was generalized for a class of active scalar equations by Shvydkoy in [29] (see [18] for improvements of the regularity).
Later in [32] Székelyhidi computed explicitly
thus providing a h-principle (2.4) forK 0 = K Λ 0 (see [20] for a generalization in a class of active scalar equations). Another advantage of this computation is that it allows to identify compatible boundary and initial conditions in order to obtain admissible solutions, opposite to those paradoxical examples with compact support in time. As a promising application in evolution of microstructures, Székelyhidi constructed weak solutions in L ∞ (R + × (−1, 1) 2 ) to the unstable Muskat problem with initial flat interface z 0 (s) = (s, 0). Remarkably, he observed that the subsolutionθ α (for any 0 < α < 1, being c = 2α the rate of expansion of the mixing zone) that naturally arises in this scenario is closely related to the relaxation introduced in [26] (see also [15, 27] ). In this paper Otto dealt with the general case |A| < 1. Since this is the motivation of this work, we have thought appropriate to sketch briefly this approach in Appendix A. In short, after introducing a Lagrangian relaxation of (IPM A ), Otto obtained a unique (relaxed) solution (cf. §A-B)
where c
which aims to capture the macroscopic properties of (exact) solutions to (IPM A ), thus giving a prediction of the actual shape and evolution of the mixing profile. 
The link between the approaches of Székelyhidi and Otto for A = 0 is given by
(for any 0 < α < 1) where Θ ≡ Θ 0 . The interpretation given in [32] of (2.8) is that, although weak solutions are clearly not unique due to the symmetry breakdown, the uniqueness result of Otto can be understood as selecting the subsolution with maximal mixing zone (cf. Prop. 2.1). At this point we remark that a natural question that arises here is if (2.8) defines a subsolution in the general case |A| < 1. As we shall see in Theorem 2.2, this is the case.
Continuing the overview of the case A = 0, Castro, Córdoba and Faraco [3] applied this h-principle to construct weak solutions to the unstable Muskat problem for non-flat interfaces z 0 (s) = (s, f 0 (s)) with f 0 ∈ H 5 (R), by taking the subsolution asθ α (t, x) = Θ(αt, x − f (t, x 1 )i) with f a suitable evolution of f 0 . Moreover, they showed that these solutions indeed mix inside the mixing zone, thus justifying the name "mixing solution". In [11] Förster and Székelyhidi obtained a similar result for f 0 ∈ C 3,γ * (R) with a simpler proof by taking piecewise constant subsolutions approaching the linear profile of Θ adapted to f 0 .
Recently, the h-principle presented in [9] was adapted in [4] to measure, in terms of weak*-continuous quantities, the proximity of the weak solutions coming from the convex integration scheme to the subsolutionz, thus selecting those which retain more information fromz, thereby emphasizing the fact that the subsolution aims to be the macroscopic solution (cf. Rem. 2.3). For this reason, the authors called them "degraded mixing solutions" (here Θ 0 -mixing solutions).
Our extension to the case |A| < 1. With the aim of generalizing these results, we follow [4, 32] to prove a h-principle for the system (IPM A ), which additionally provides weak solutions in the stronger class C t L ∞ w * . In order to prove it we need to check three hypothesis. The first one (H1) is the existence of localized plane waves of (T A ), which is checked similarly to [6, 32] . The second and more delicate part of this work is to compute a large enough setK A satisfying the perturbation property (H2). This is the Λ A -lamination hull of
Observe that (2.9) generalizes (2.5). Notice that each slice U A (θ, u) is an (open) disc of radius proportional to (1 − θ 2 )|Au + i|. Thus, while for A = 0 the relaxation U 0 only narrows as |θ| ↑ 1 (i.e. z tends to K), for 0 < |A| < 1 a pinch singularity arises at Au + i = 0 far away from K.
As we saw in Section 1.1, these are the states for which both σ and vanish. The last one (H3) ∞ requires finding bounded subsets U A,M of U A satisfying (H2), which is further laborious than the unbounded case. Before embarking on this task ( §3-4) we present the statement of our h-principle and we prove Theorems 1.1-1.2 as corollaries.
Notice that (T2) includes the no-flux boundary condition.
Letz be a subsolution to (IPM A ) and
We say thatz is strict w.r.t. Ω mix if it is perturbable inside (2.10)z ∈ C(Ω mix ; U A ), and exact outside
In particular, we say thatz is admissible w.r.t. Ω mix if it satisfies (2.10), (2.11) and 
with |R| ≡ area of the bounded rectangle R ⊂ Ω mix (t).
Remark 2.1. The first two terms S and T defining E were introduced in [4] to show that the error in Theorem 2.1(c) below depends on the distance to the (space-time) boundary of the mixing zone, and the parameter γ to refine this estimate for small rectangles. However, for simplicity one may consider E (t, R) = T (t)/|R| since it contains relevant information and it is easier to understand in a first reading (cf. [4, Rem. 1.1]). 
Theorem 2.1 (H-principle for (IPM
The choice ofz in Theorem 1.1 is related to [6, 32] , but in order to guarantee the weak*-continuity of the non-linearity θu we have chosen a time dependentm.
Proof of Theorem 1.1. By Theorem 2.1, we consider
Similarly, Theorem 1.2 can be proved as a corollary of the above h-principle. Before writing the proof, let us reformulate it with the new terminology.
(2.14)
2 the same holds except that (2.14) is only valid until Ω mix (t) meets either the lower or upper boundary of (−1, 1) 2 . After this, Ω mix (t) starts to reduce until it ends up collapsing and the stable planar phase is reached (cf. §B.1). Definition 2.3. We say that the weak solutions (θ, u) coming from the h-principle applied to thisz A,α are Θ A -mixing solutions to (IPM A ) starting from the unstable planar phase (1.1).
Thus, at each t ∈ R + , these Θ A -mixing solutions satisfy:
(a) Non-mixing outside Ω mix :
(d) For f (θ, u) = u, θu and P(θ, u, θu), and every bounded rectangle
Remark 2.2. The properties (a)(b) justify the adjective "mixing" and (c) the tag "Θ A " (cf. Rem. B.1 and Prop. B.1 for a explicit computation of L A,α ). The property (d) shows thatȗ A,α = 0 can be interpreted as the macroscopic velocity too, and also that the "power balance" P (cf. [4, (14) ]), which is a quadratic quantity, is almost preserved.
Remark 2.3. In [32, Rem. 5], the interpretation thatθ 0,α represents the coarse-grained phase follows from the fact that there is a sequence of exact solutions θ k * θ 0,α . Here, the property (c) closes the diagram (2.4) in the sense that it provides an explicit relaxation for each exact solution separately. Schematically, if we denote X A,α by the space of these Θ A -mixing solutions with mixing speed α, then we have
where the upper arrow means thatθ A,α can be recovered from each θ ∈ X A,α by averaging it over horizontal lines as follows
Proof of Theorem 2.2. Considerθ =θ(t, x 2 ),ȗ = 0 andm to be determined. The condition (2.10) reads asz maps continuously Ω mix into
This suggests to take, for some 0 < α < 1,
On the one hand, (T2-3 A ) is automatically satisfied. On the other hand, (T1) reads as
The (unique) entropy solution of the above scalar conservation law is (2.13). Finally, it is clear thatz is admissible w.r.t. Ω mix .
We conclude this section by extending Prop. 4.3 in [32] to the general case |A| < 1. Roughly speaking this reads as, among subsolutionsz to (IPM A ) starting from (1.1) with planar symmetry, the borderline case α = 1 in Thm. 2.2 maximizes the mixing zone. As suggested in [32] , this may serve as a selection criterion. We remark in passing that, inspired by [31] , the intermediate case α = 1 2 , which maximizes the energy dissipation rate for the Kelvin-Helmholtz instability, may contain relevant physical information and then should be explored in future works.
Let us assume that ∂ x 1z = 0 and that both fluids are at rest (ȗ = 0) outside Ω mix . Then, (T2-3 A ) implies that (2.18)ȗ = −Am 1 .
Notice that A = 0 yieldsȗ = 0. Indeed, in [32] ȗ = 0 follows from the slighter assumption ∂ x 1θ = 0. Although Proposition 2.1 below holds in the classȗ = 0 too, we find more natural the condition (2.18) here.
As in [32] , on the confined domain (−1, 1) 2 the no-flux boundary condition impliesȗ = 0. Therefore, Prop. 4.3 in [32] can be extended analogously for D = (−1, 1) 2 . However, if we remove the vertical walls, say D = T × (−1, 1), then (2.18) requires some extra computations. Let us see it. Notice that Aȗ + i = 0 becauseȗ 2 = 0. Then, sincez isŪ A -valued, the following inequality holds (a.e.)
By taking the real part of (2.19) and applying (2.18), we get
and som
The rest follows similarly to [32] . Let us denote
by evaluating (T1) with φ ± we obtain
In summary, at least for bounded and rectangular D's (cf. [7] ), either with or without vertical boundaries, the following holds.
Proposition 2.1. Letz be a subsolution to (IPM A ) starting from (1.1) w.r.t. some Ω mix and satisfying (2.18).
Proof of the h-principle
In this section we prove Theorem 2.1. To this end, we need to check the following three hypothesis (cf. [4, 9, 32] ). We do so for p = ∞ and also for p = 2 on
, the direct proof (Prop. 3.1) for p = 2 shows thatŪ A is somehow sharp.
(H1) Localized plane waves. Let 0 = h ∈ C 1 (T; [−1, 1]) with h = 0. There is a cone Λ ⊂ R 5 so that, for allz ∈ Λ and ψ ∈ C ∞ c (R 3 ) there is ξ ∈ R × S 1 for which there are smooth solutions to (T A ) of the form
with k ∈ N and O depending on |z|, |ξ| and {|D β ψ(t, x)| : 1 ≤ |β| ≤ 2}.
Let us start checking (H1). Since
from the definition of the wave cone (2.3) it follows that
with Λ j ≡ Λ A,j given by
that is, S is the sphere centered at − Proof.
Step 1. Construction of a potential : Let us suppose that z = (θ, u, m) is a smooth localized solution to (T A ). Then, by (T2), u = ∇ ⊥ f for some smooth f . If we write m in its Hodge's decomposition, m = ∇ ⊥ ϕ + ∇g for some smooth ϕ, g, then (T1) and (T3 A ) read as
Notice that θ = ∆φ for some smooth φ. Hence, g = −∂ t φ and f = −(∂ x 1 φ + Aϕ). In summary,
This suggests to consider the following potential
Step 2. Construction of z k : Let us take H ∈ C 3 (T) such that H = h. Givenz = (θ,ū,m) ∈ Λ and k ∈ N, we consider
with ξ = (ξ 0 , ζ) ∈ R × S 1 and a, b ∈ R to be determined. This choice yields
Then, to prove (H1) we need to find ξ, a, b satisfying
The first column in (3.4) reads as a =θ. Firstly assume thatz = Λ 0 , i.e. a = 0 andū = −Am. Hence, the second and third column in (3.4) are equivalent tom = bζ ⊥ . Thus, we take b = |m| and ζ ∈ S 1 such thatm = bζ ⊥ . Secondly assume thatz ∈ Λ 1 , i.e. a = 0 and there isω ∈ S so thatū =ω(Am + ai). Hence, for the third column in (3.4),m = (bi − aξ 0 )ζ, necessarily ξ 0 = −a −1m · ζ and b =m · ζ ⊥ . Now, the second column in (3.4) reads asū = −i(aζ 1 + bA)ζ = −ζ ⊥ (Am + ai) · ζ ⊥ . Sinceū =ω(Am + ai), ζ is given by the equation
Ifω(Am + ai) = 0, we take ζ (Am + ai). Otherwise, we take (|ω| 2 = −ω 1 )
Finally, we consider
as we wanted.
Lemma 3.2. (H2) holds for
We will prove this lemma in Section 4.1. Now, we check (H3)
On the one hand, since z isŪ A -valued, we will see in Lemma 4.2(d) that m can be expressed (a.e.) as
for someD-valued ω. Hence, by applying
the triangle inequality yields
On the other hand, since (T2-3 A ) is written in the Fourier side aŝ
and we have normalizedû(0) = 0, the velocity u is given bŷ
Therefore, Plancherel's identity and the triangle inequality yield
This concludes the proof since |θ| ≤ 1 and because (3.7)(3.8) imply
Thus, (H1)-(H3) 2 hold on D = T 2 . In order to prove it for p = ∞ we need to find bounded U 's satisfying (H2). To this end, we will prove the following lemma in Section 4.2. Obviously, (H3) ∞ holds for U .
Remark 3.1. At this point we have all the ingredients to apply the h-principle in [4] , except we do not know if L p S (D;Ū A ) is (weak*) closed. Although we have not been able to show it, we have noticed that the proof of this h-principle can be adapted toŪ A . In brief, the original proof uses this property to show that a certain set "J −1 (0)" consists of functions z solving (T A , K). Here, we overcome this obstacle by checking that the residual subset "X J "of J −1 (0) satisfies this requirement.
For p = 2 we take U = U A and for p = ∞ we take U from Lemma 3.3 in such a way that |ȗ| < R. Now, let us recall how "X 0 " is defined in [4] .
and it is perturbable inside z ∈ C(Ω mix ; U ).
In addition, we ask z to satisfy the following property. There is C(z) ∈ (0, 1) so that, at each t ∈ [0, T ], for F = id and P,
Given Ω D open and I = [t 1 , t 2 ] ⊂ [0, T ], the relaxation-error functional is defined in [4] as
which is well defined because, by convexity, |θ| ≤ 1 for states in X. Indeed, J is uppersemicontinuous, and so the set X J of continuity points of J is residual (countable intersection of open dense sets). Then, following [4] , the hypothesis (H1)-(H3) p imply that X J ⊂ J −1 (0). In contrast to [4] , here we can not use that L p S (D;Ū A ) is (weak*) closed to ensure that the functions in J −1 (0) are K-valued in I × Ω. However, we shall prove that X J satisfies this requirement.
Given
the claim follows by convexity. Now take 1 < q < p and denote
On the one hand, by convexity and applying f k (t) * f (t), we get
On the other hand, by applying the inverse triangle inequality, we obtain
where the last convergence follows from Hölder's inequality and (H3) p . Finally, by applying (3.9)(3.10) and that z k isŪ A -valued, we deduce
and so m = θu. Therefore, z(t) is K-valued on Ω. The rest follows as in [4] .
The relaxation
First of all let us recall several notions in Lamination Theory. Given a set K and a cone Λ in R N , the Λ-lamination of order 1 of K is (4.1)
∈ Λ}, and, inductively, the Λ-lamination of order n ≥ 2 of K is
This generates an ascending chain of sets
is the Λ-lamination hull of K. This is contained in the Λ-convex hull of K which is defined as follows: A state z ∈ R N does not belong to
From now on we consider K and Λ A given in (2.2) and (3.1) respectively. In order to alleviate the notation we shall omit the tag "A" wherever we do not need to distinguish between the cases A = 0 and A = 0. Thus, we shall abbreviate
This section is split in three parts. Firstly we compute K 1,Λ since it contains the key to understand the relaxation. Secondly we prove Lemmas 3.2 ( §4.1) and 3.3 ( §4.2). Finally we check that K lc,Λ =Ū and (K M ) lc,Λ =Ū M ( §4.3).
(e) z ∈ ∂U, that is,
(f ) f (z) = 0, where
(g) g(z) = 0, where On the other hand, there isω ∈ S so thatū =ω(Am + i). Thus, (4.3) reads as This can be expressed in terms of the classical automorphism of the unit disc D (recall (3.3))
From Complex Analysis it is well-known that ϕ b ∈ Aut(S) and also ϕ b ∈ Aut(D). Thus, (d) reads as
This concludes the proof since ϕ θA ∈ Aut(S). 
and the fact that (1 − θA) > 0.
(e) z ∈ U, that is,
Proof. 
given by
.
Thus, given z ∈ U A near to some z 0 ∈ K 1,Λ A = ∂U A , while ω ∈ D is near to the direction ω(z 0 ) ∈ S = ∂D (coupled withm = L
and there is ω λ ∈ D satisfying (Lemma 4.2(d))
for all |λ| ≤ . To prove Lemma 4.3 we must find somez making big enough, namely (1 − θ 2 , A). Roughly speaking, if z is far from ∂U, is controlled easily. Conversely, if z is close to ∂U, a priori is comparable to dist(z, ∂U), unless we takez somehow "parallel" to ∂U. In light of Remark 4.1, it seems suitable to considerm = L −1 θω (u) withω ≈ ω 0 to be determined. Let us see that this choice works. We split the proof in two steps. Firstly (step 1 ) we prove the statement by assuming a claim. Secondly (step 2 ) this claim is proved by elementary computations.
Step 1. Claim: Let us takem = L −1 θω (u) withω ∈ S to be determined. Then, (4.7) holds for all |λ| ≤ 1 2 (1 − θ 2 ) and (4.8) is equivalent to (4.9) λα|Tω − T ω|
where ω ≡ ω 0 and |α| ≤ α A for some constant α A > 0. We shall prove this claim in the step 2.
Assume that this claim is true. Hence, if we make the change of variables
If |T ω| ≤ Let us expand the factors of (4.8) in terms of λ. They are
Since z ∈ U, we have |θ| < 1 and Au + i = 0. Then, by (4.11b): |θ λ | < 1 ⇒ Au λ + i = 0. Therefore, (4.7) is equivalent to |θ + λ| < 1, and this holds for all |λ| ≤ 1 2 (1 − θ 2 ). By (4.11), if we multiply (4.8) by (1 +ωθA)(1 + ωθA)/(Au + i), we get
Hence, by applying the following identities
12) reads as
Since (recall (3.3)) w = 1 2 (T w − 1) for all w ∈ R 2 , (4.13) reads as
or equivalently, ζT ω λ = η where we have abbreviated
In this way: |η| < |ζ| ⇒ ω λ ∈ D. Let us write the inequality |η| 2 < |ζ| 2 . Since |Tω| = 1, the term (1 − (θ λ ) 2 ) 2 |(2 − θA) + θAT ω| 2 is cancelled. Hence, by reordering the remainder terms, the inequality |η| 2 < |ζ| 2 is equivalent to
where we have eliminated a factor (1 − θ 2 ) > 0. Notice that (4.14) can be written as p(λ) < 0 for some (3-degree) polynomial p in λ. In particular, (4.14) can be written as
On the one hand, since |λ|, |θ|, |A|, |T ω|, |Tω| ≤ 1 we can bound
for some constant C > 0. On the other hand, −p(0) = (1 − θ 2 )β where we have abbreviated
Remarkably, using |Tω| = 1 and abbreviating a ≡ θA 2−θA , this term can be greatly simplified 
4.2.
Proof of Lemma 3.3. As in [32] , the relaxed set U is unbounded, thereby preventing from constructing L ∞ -solutions from the h-principle applied to U-valued subsolutions. In order to find bounded subsets of U satisfying (H2) we have to restrict K somehow. In [32] (A = 0) Székelyhidi computed explicitly the Λ 0 -convex hull of
for any M > 1 (notice K M K) which is given by the following 4 inequalities:
As observed in [32] , these inequalities are linked by the following identity:
which is indeed crucial to prove (H2).
Remark 4.2. In [32] Székelyhidi introduces the smart (linear) change of variables (θ, v, n) = (θ, 2u + θi, 2m + i), which simplifies significantly the computations and inequalities in (4.18). Under this transformation: 1) the wave cone reads as Λ 0 = {z ∈ R 5 : |θ| = |v|} because (IPM2-3 0 ) become symmetric, 2) the geometry of K is preserved (given |θ| = 1: m = θu ⇔ n = θv). After this, Székelyhidi computed the Λ 0 -convex hull of K M = {z ∈ K : |v| ≤ M }.
For a general |A| < 1, the corresponding change of variables that keeps 1) and 2) is (θ, v, n) = (θ, 2u + Am + θi, (2 + θA)m + i), which is not linear in n for A = 0, thereby hampering the plane wave analysis. Thus, for A = 0, although v = 2u + Am + θi symmetrizes (IPM2-3 A ), any linear change of variables in n messes the simplicity of K up. This is why we have chosen not to make a change variables in this work.
In this regard, for A = 0 it is not evident what restriction of K may return a simple Λ A -convex hull as in (4.18). To overcome this drawback, inspired by (4.19), instead of restricting K first, we start trying to extend properly the identity (4.19) to |A| < 1, with the hope that this will reveal the analogous inequalities to (4.18) that describe the Λ A -convex hull of some restriction of K. Fortunately, this is the case. 
On the other hand,
This concludes the proof.
Observe that (4.20) generalizes (4.19). For any M > 1, we consider the open set U A,M of states z ∈ [−1, 1] × R 2 × R 2 given by the following 4 inequalities:
By analogy with [32] , (4.20) suggests that U A,M is the interior of the Λ A -convex hull of
where we have abbreviated
and b A (z) := u + Am + θi + Ai. Observe that K 0,M = K M . In Section 4.3 we shall prove that both K lc,Λ A =Ū A and (K A,M ) lc,Λ A = U A,M . Now, let us continue with the proof of Lemma 3.3. Thus, from now on we shall omit the tag "A" wherever we do not need to distinguish between the cases A = 0 and A = 0.
Firstly, let us check that U M is indeed bounded.
Proof. Given z ∈ U there is ω ∈ D so that (3.5) holds. In particular,
Then, by applying (3.6), we have |Am + θi| ≤ |Au + i| ≤ |A||u| + 1. Hence, (4.21b)(4.22) imply
and so 4((1 − |A|)|u| − (1 + |A|))|u| < M 2 − 1.
Thus, necessarily
Finally, recall that m is controlled by (3.7).
Secondly, let us show that these U M 's contain simpler sets as stated in Lemma 3.3.
Lemma 4.6. For any R > 0 there is M > 1 so that
Proof. Let z = (θ, u, m) ∈ U with |u| < R. By Lemma 4.2(d), there is ω ∈ D so that
Thus, for (4.21c)(4.21d) we have
for some constant C ± (A, R) > 0. Concerning (4.21b) we have
Finally, the following lemma completes the proof of Lemma 3.3. Notice that M * is symmetric and strictly decreasing on (0, 1] with M * (0) = +∞ and M * (1) = 1. For simplicity we shall omit this case.
Proof. Given (θ, u) ∈ (−1, 1) × R 2 we consider the subsets of R 2 
In order to help better understand the set U A,M we provide several pictures (Fig. 2-4 ) of the slices U A,M (θ, u), for some fixed A, M , θ, and different u's moving parallel to the real and imaginary axis. By symmetry (U A,M (θ, −u * ) = −U A,M (θ, u) * ) it is enough to consider u ≥ 0. We differentiate three cases: 1) A = 0, 2) 0 < |A| < 1 coupled with either 2.1) M > M * (A) or 2.2) M < M * (A) (cf. (4.23)).
1) Let A = 0. In this case, the region U 0,M (θ, u) does not collapse as u tends to ∂B(θ) (cf. Fig. 2 ). In fact, U 0,M (θ, u) collapses if and only if |θ| ↑ 1 (i.e. z tends to K). In particular, as noted in [32] , ∂U 0,M \ K is locally the graph of a Lipschitz function. Since the case A = 0 is proved in [32] , from now on we focus on 0 < |A| < 1. 2) Let 0 < |A| < 1. On the one hand, the half-plane H(θ, u) causes that U A,M (θ, u) collapses as |u| grows, in contrast to the case A = 0 (cf. the last column of Fig. 2 and 3) . On the other hand, we have to deal with the pinch singularity Au + i = 0. Given γ > 0 let us denote S γ := {z ∈Ū A : |Au + i| ≤ γ}. The set S 0 (γ = 0) satisfies the following property. Let (θ, u, m) ∈ S 0 with |θ| < 1, i.e. Au + i = 0 and so m = θu. Then, it is straightforward to check that, for any = H, B − , B + :
Thus, for the particular value M = M * (A), the pinch singularity S 0 of U A lies in the boundary of all the other new inequalities (4.21b)-(4.21d) defining U A,M . For simplicity we omit this case.
1
A i (cf. Fig. 3 ). Therefore, there is γ(A, M ) > 0 so that S γ ∩ U A,M = S γ ∩ U A and thus the Λ-directions from Lemma 4.3 work in this region. . Fig. 4) . Therefore, there is γ(A, M ) > 0 so that S γ ∩ U A,M = ∅. Figure 4 . Plots of U A,M (θ, u) (cf. Fig. 3 ) for M = 3 < M * (A).
2.2) Let
By 2.1) and 2.2), from now on we may assume that |Au + i| > γ for some fixed γ(A, M ) > 0. We remark in passing that, although we have removed the pinch singularity, it is not clear if ∂U A,M \ (K ∪S γ ) is locally the graph of a Lipschitz function (due to the collapse when |u| grows) thus preventing from following the argument in [32] .
Case |Au + i| > γ: From now on we focus on states z = (θ, u, m) ∈ U M with |Au + i| > γ. In such case, there are ω ∈ D and σ − , σ + ∈ D so that m can be written as
Thus, ω, σ − , σ + are related via
By (4.25), we deduce that the identity (4.20) is equivalent to
In fact, (4.27) holds for all z = (θ, u, m) ∈Ū \ K, with ω ∈D, σ − , σ + ∈ R 2 defined via (4.25).
Since U M is open, for every z ∈ U M andz ∈ Λ there is (z,z, U M ) > 0 so that z λ ≡ z+λz ∈ U M for all |λ| ≤ . However, as in Lemma 4.2, we must choosez carefully in such a way that (1 − θ 2 , A, M ). Let us denote ω λ ∈ D and σ ±,λ ∈ D by the corresponding points that determine m λ in the balls B(θ λ , u λ ) and B ± (θ λ , u λ ) respectively via (4.25).
Step 1. A change of variables: Letz(z) = (1,ū,m) be the Λ-direction we want to construct. Thus,ū =ω(Am + i) with (m,ω) ∈ R 2 × S the degrees of freedom. Without loss of generality we takem = L .28) v(z,n,ω) := u +n
in terms of somen ∈ R 2 to be determined. Thus, if we denote (recall (4.4))
the Λ-directionz is written as
in terms of (n,ω) ∈ R 2 × S, which shall be determined in the step 2 and 3 respectively.
Step 2. Choice ofn: Let us expand the condition m λ ∈ B ± (θ λ , u λ ) in terms of λ:
where we have abbreviated (recall (4.25)-(4.30)) 1 2
From (4.31) we deduce that
(1 − |θ|). The identities (4.32)(4.33) determines a good choice ofn. More precisely, let us assume w.l.o.g. that |σ − | ≤ |σ + | (the case |σ + | < |σ − | is totally analogous). Then, it is convenient to take (in fact necessary on (∂B + \ ∂B)(θ, u))
withω to be determined yet. With this choice ofn, (4.32) reads as
and (4.29) reads as (4.36) p(z,ω) = 1 + ωA 1 +ωA
where we have introduced q(z) as the part of p(z,ω) independent ofω. Hence, by (4.35), (4.33) reads as |σ +,λ | = |σ + |, and so m λ ∈ B + (θ λ , u λ ) trivially for all |λ| < (1 − |θ|). In summary, we have seen that we can taken (depending on whether |σ − | ≤ |σ + | or |σ + | < |σ − | 1 ) in such a way that the condition m λ ∈ B + (θ λ , u λ ) (or B − (θ λ , u λ )) holds for all |λ| < (1−|θ|). Thus, it remains to control the other three inequalities in (4.21), i.e. B − , B and H.
Step 3. Choice ofω: By (4.33)(4.35), the condition m λ ∈ B − (θ λ , u λ ) can be written as
Notice that, since |Au + i| > γ and |θ − | ≤ |θ + |, the identity (4.27) yields
(4.38)
Since v = u + O(|Tω − T ω|) (4.28), by elementary computations as in the step 2 of the proof of Lemma 4.3, we deduce that the condition m λ ∈ B(θ λ , u λ ) can be written as
In summary, by (4.38), to guarantee that (4.37)(4.39) hold (for all |λ| depending on (1 − θ 2 )) it is enough to show that we can takeω ∈ S satisfying |Tω − T ω|
(1 − |T ω|) as |T ω| ↑ 1. This suggests to take Tω by the projection T ω |T ω| as in Lemma 4.3. However, the last inequality (4.21b) restricts the set of admissibleω's. Let us see it.
Let us expand the condition m λ ∈ H(θ λ , u λ ) in terms of λ:
(4.41)
Before continuing with the choice ofω, let us remark a difference to the case of equal viscosities. For A = 0, the functions B 0 , b 0 and b 0 do not depend on m (equiv. ω). As a result, given (θ, u) ∈ (−1, 1)×R 2 , the set ofω's that can be used as B 0 (θ, u) ↑ M 2 −1 (i.e. u tends to ∂B(θ)) is more explicit, namely this is Ω 0 (θ, u) = {ω ∈ S : mω ≡ θu + (1 − θ 2 )ωi ∈ (B − ∩B + )(θ, u)} (i.e. mω ∈ (∂B ∩B − ∩B + )(θ, u)), independently of m. Thus, for each m ∈ U 0,M (θ, u), the choice ofω in [32] is the minimizer of |ω − ω| in Ω 0 (θ, u). To conclude, Székelyhidi checked that the circles ∂B ± (θ, u) intersect ∂B(θ, u) transversally. For A = 0, the analogous set ofω's depends on (θ, u, m), in terms of the proximity to the boundary of the half-plane H(θ, u), and it is less explicit. In this regard, for A = 0, instead of figuring out how is Ω A (θ, u, m), we design a suitableω for each z separately.
As in [32] , in order to chooseω we distinguish three cases (see Fig. 5 ) depending on some parameter 0 < δ(1 − θ 2 , A, M, γ) < M 2 − 1 which shall be determined in the step 4. Figure 5 . Plot of the various regions dividing U A,M (θ, u) in terms of some δ > 0 small, for some 0 Fig. 1-right) we have overlapped: the circle 2 (1 − |T ω|) = δ, the line M 2 − 1 − B(z) = δ, and the regions: 1) Fig. 5-yellow) we can take directlyω ∈ S as in Lemma 4.3, that is ω = 0 if |T ω| ≤ 2) Now let us suppose that M 2 − 1 − B(z) ≤ δ. 2.1) In this case, if (1 − |T ω|) > δ (cf. Fig. 5-orange) , then (4.37)(4.39) hold for all |λ| (1 − θ 2 ) 2 δ. Thus, as we shall see in step 4, there existsω satisfying b(z,ω) = 0. With such choice, (4.40) reads as B(z λ ) = B(z), and so m λ ∈ H(θ λ , u λ ) trivially for all |λ| < (1 − |θ|).
2.2)
Finally let us suppose that (1 − |T ω|) ≤ δ (cf. Fig. 5-red) . As we have seen, on the one hand, if m ∈ ∂H(θ, u) we have to takeω satisfying b(z,ω) = 0 =: α H (z). On the other hand, if m ∈ ∂B(θ, u) we have to takeω = ω. Furthermore, for any m ∈ ∂B(θ, u) (not necessarily onŪ M (θ, u)) by applying v(z, ω) = u, v ± (z, ω) = 0, Lemma 4.1(c), (4.33) and (4.40), the coefficient of order 1 in λ of the identity (4.27) reads as
Hence, both cases are compatible because, if m ∈ (∂B ∩ ∂H)(θ, u), the identity (4.27) implies that m ∈ (∂B − ∩ ∂B + )(θ, u) too (cf. Fig. 1 ) and so α B (z) = 0 = α H (z). For states near the boundary, what we would like is to findω ∈ S satisfying
for some suitable interpolation α(z) from the values that b must take on the walls ∂H(θ, u) and ∂B(θ, u). In this regard, here we consider a convex combination of α B and α H
where we have introduced
Hence, if there is suchω ∈ S satisfying (4.42) for (4.43), then (4.40) reads as
and so m λ ∈ H(θ λ , u λ ) for all |λ| < (1 − |θ|). Thus, it remains to show that there isω ∈ S satisfying (4.42) and that the corresponding map ω →ω is Lipschitz (see (4.45)(4.46)).
Step 4. Lipschitz solution to b(z,ω) = α: Firstly, let us determine the solvability of b(z,ω) = α for states m ∈B(θ, u) and α ∈ R. By (4.36)(4.41), there is suchω ∈ R 2 if and only if
for some real β. Since we requireω ∈ S, necessarily
which turns out to be a quadratic equation for β, a 2 β 2 + a 1 β + a 0 = 0, where
The discriminant of this quadratic equation verifies
In particular, if B(z) ≥ M 2 − 1 − δ > 0, for α = 0 we have ∆(z, 0) > 0 and so there existsω ∈ S satisfying b(z,ω) = 0. Now let α(z) given in (4.43). Notice that this can be bounded by
Hence, since |q(z)| ≥
for all m ∈B(θ, u) in the intersection of the half-plane B(z) ≥ 1 2 (M 2 − 1) and the annuli
where
Furthermore, since ∆(z, α(z)) 0, the square root of ∆ gives no problem and so the map T ω → q s (θ, u; T ω) is Lipschitz in this region. In particular, we select the sign s ∈ {−1, 1} that minimizes |Tω s − T ω|.
Finally, let m ∈ U M (θ, u) with |σ − | ≤ |σ + | and
Notice that the identity (4.27) yields
Hence, we can take δ = D(1 − θ 2 )(M 2 − 1) for some constant 0 < D(A, M, γ) < If |σ + | < |σ − | the formulas in step 4 are slightly different but the argument does not change. This concludes the proof.
4.3.
The Λ-lamination hull. In this section we prove that K lc,Λ =Ū and (
Proof. Recall that, by Lemma 4.1(e):
for someω 1 ∈ S. Let us suppose thatz ≡ z 1 − z 0 ∈ Λ, that is,ū =ω(Am +θi) for somē ω ∈ S. We want to show that the intermediate states z τ ≡ z 0 + τz belong toŪ for all τ ∈ (0, 1). We split the proof in two steps. Firstly (step 1 ) we prove the statement by assuming a claim. Secondly (step 2 ) this claim is proved by elementary computations.
Step 1. Claim: Given τ ∈ (0, 1), there is ω τ ∈ R 2 satisfying (4.48)
(Notice that α, α 1 , β, β τ = 0). We shall prove this equivalence in the step 2. Assume that this claim is true. Then, if Au 1 + i = 0, (4.49) holds trivially for every ω τ ∈ S (⇒ z τ ∈ ∂U by Lemma 4.1(e)). Now let us assume that Au 1 + i = 0. Hence, (4.49) holds if and only if (β τ − β)ω τ = β τω − βω 1 , or equivalently (by applying the translation operator T (3.3)) (4.51) (β τ − β)T ω τ = β τ Tω − βTω 1 .
A priori there could be some (unique) τ ∈ (0, 1) satisfying β τ = β. However, sinceŪ is closed and τ → z τ is continuous, it is enough to prove the statement for the remainder τ 's satisfying β τ = β. For those τ 's, (4.51) determines ω τ :
Hence, since |Tω| = |Tω 1 | = 1, we have (recall (4.50))
(4.52)
Finally, by applying
we get
Therefore, (4.52) yields |T ω τ | ≤ 1 (⇒ z τ ∈Ū by Lemmas 4.1(d) and 4.2(d)).
Step 2. Proof of the claim: On the one hand,θ = θ 1 − θ 0 ,ū = u 1 − u 0 and, by (4.47),
On the other hand, by applying (4.53) into the conditionū =ω(Am +θi) we get
Let us abbreviate z ≡ z 1 + z 0 and f ≡ Au 1 + i α (1 +ω 1 θ 1 A) .
(Notice that: f = 0 ⇔ Au 1 + i = 0). Thus, (4.53)(4.54) read as
Let us expand the factors of (4.48) in terms of τ . They are
and
Hence, the equation (4.48) reads as
or equivalently (τθ = 0)
Finally, by splitting (θ 0 + θ τ ) = θ − (1 − τ )θ, we have
and so (4.55) is equivalent to (4.49).
Proof. Firstly (step 1 ) we prove that K 2,Λ =Ū. Secondly (step 2 ) we deduce that K lc,Λ = K 2,Λ .
Step 1 
Then, by Lemma 4.1(g), the polynomial p :
Step 1.1.Ū ⊂ K 2,Λ : The analysis of (4.56) is easier forz ∈ Λ 0 because p is quadratic (a 3 = 0) in such case. Moreover, sinceθ = 0 andū = −Am, the second coefficient is strictly positive
Hence, p has two real roots of different sign if and only if g(z) = a 0 < 0 (z ∈ U). Therefore,
Step 2 : K 2,Λ ⊂Ū. Since K 1,Λ = K 1,Λ 1 (Lemma 4.1), by the step 1 we only need to check that
By hypothesis, g(z) = 0 and there are 0 =z ∈ Λ 1 withθ = 1 and λ − < 0 < λ + satisfying |θ + λ ± | ≤ 1 and p(z,z; λ ± ) = g(z λ ± ) = 0. Notice that necessarily |θ| < 1. If we abbreviate z ± ≡ z (±1−θ) = z + (±1 − θ)z, then θ ± = ±1 and Lemma 4.1(g) yields
Notice that this does not imply thatŪ
For instance, c A (z) = 1/(1 − θA) repairs the counterexample (4.57) since (c A f A )(z 0 + λz) = 2|λ|/|A|. However, it seems hard to check if c A f A is Λ A -convex. Still we conjecture thatŪ A is indeed K Λ A and also closed under weak*-convergence, thus representing the full relaxation of (IPM A ) in analogy with the case A = 0.
Appendix A. Toy random walk
In this section we introduce a toy random walk to illustrate how these Θ A -mixing solutions may look like (see Fig. 6-11 ) and, at the same time, to give somehow an intuitive idea of the interplay between the unpredictable nature at the microscopic level of the mixing phenomenon and the deterministic point of view at the mesoscopic scale. This is also motivated by the relaxation approach of Otto [ 
26, §2]:
Otto's approach. Roughly speaking, by passing from the Eulerian (phase θ(t, x)) to the Lagrangian (flow map Φ(t, x)) point of view, Otto rewrote the Muskat problem as a gradient flux for Φ w.r.t. the gravitational potential energy E with the following physical interpretation: "Given θ 0 (1.1), the phase distribution θ advected by the flow (θ(t, Φ(t)) = θ 0 ) aims at minimizing E by transforming it into kinetic energy, which then is dissipated by friction when forcing the fluid through the porous medium". A natural discretization in time intervals of size h yields a recurrence Φ k h Φ k+1 h starting from Φ 0 h = id that leads an approximate time-discrete solution
is the unique solution of a variational problem defined in terms of Φ k h .
As he noted, Φ 1 h is not one-to-one, thus preventing (a priori) from defining the corresponding θ 1 h by advection. Nevertheless, by subdividing the space in a grid of size r, each Φ k h can be approximated by a (minimizing) sequence of permutations Φ k h,r of this partition. Then, each Φ k h,r defines a {−1, 1}-valued discrete phase distribution θ k h,r = (θ 0 ) r • (Φ k h,r ) −1 where (θ 0 ) r is a sampling of θ 0 . It is interesting to point that Φ 1 h,r (and so θ 1 h,r ) breaks the planar symmetry of (1.1) and consequently is not unique. Despite this lack of uniqueness, Otto showed that θ k h,r * θ k h = (Φ k h ) (θ 0 ) ≡ push-forward of θ 0 under Φ k h , which allows to interpret θ k h as the average in space of the actual phase distribution. At the same time, θ k h is the unique solution of a convex variational problem, linked with the one for Φ k h through Optimal Transport Theory. To conclude Otto proved that θ h converges in L ∞ t L 1 to the (unique) entropy solution Θ A (2.6) of the conservation law (2.7).
Toy random walk. As in [26] , we discretize in time intervals of size h = t and we subdivide the domain in a grid of size r = x i whose center points form the lattice r(Z 2 + Then, we interpret the conservation of mass and volume by setting that two close different "molecules" may interchange their positions if the heavier is above the lighter, i.e. if their state is unstable due to gravity. Darcy's law is interpreted by setting that such interchange happens with some probability
j ≡ probability of interchange between lines j ↔ j − 1 at time k + 1, depending on the Atwood number A and in terms of the proximity to the rest molecules of the same fluid respectively. Note that, by simplicity, we are considering p (k) j independent of s due to the planar symmetry of (A.1). This induces a time-discrete stochastic process {θ
is the {−1, 1}-valued random variable. In this way, (A.2) reads as
, while the probability of interchange in the remaining situations is zero. We are interested in the deterministic value
, and analogously
In summary, the dynamic is given by
Then, by (A.3) and d
and consequently the recurrence (A.4) can be written in terms ofθ
). With [26] in mind, we declare
In the balanced case µ + = µ − (A = 0), we have p
2 independently of j, k. In the case of viscosity jump µ + = µ − (0 < |A| < 1), the probability of interchange at time k + 1 depends on the relative position in terms of the mobility quotient B = µ + /µ − (cf. §B). For instance, when µ + > µ − the lighter molecules rise through the heavier ones without many difficulties (p
, whereas the molecules of the heavier fluid sink with lower speed because the fluid with phase + has smaller mobility (p
Thus, if we scale the discretization as r = ch for some c > 0, the recurrence (A.6) can be written as a finite difference equation
Notice that, by construction, there is not interchange of molecules outside {(t, x) : |x 2 | < ct}. When h ↓ 0, the scheme (A.9) converges formally to the Burgers type equation (2.17) where α = ca is the mixing speed. Since 0 < α < 1, necessarily 0 < c < a respectively (cf. Fig. 8 ).
As we have mentioned, the aim of this stochastic process is just to give a simple way to outline the mixing phenomenon for the flat case. Similarly to the approach of Otto, while this random walk provides infinitely many trajectories θ h = {θ (k) s,j } starting from (A.1) (for different mixing speeds 0 < α < 1), the simulations evidence that θ h * θ A,α . In other words, when h ≈ 0, although each simulation yields a different picture, at the macroscopic level we can not distinguish them. Moreover,θ A,α can be (almost) recovered from each experiment separately by averaging it over lines as in Remark 2. Since the derivation of (2.6)(2.7) from [26] involves some parameters and computations, we have considered appropriate to give a brief explanation of it in order to save time to the reader. In [26] the phase "s" introduced by Otto takes values in {0, 1}, while in this paper the phase θ takes values in {−1, 1}. Both are related via: s = 0 ↔ θ = 1 and s = 1 ↔ θ = −1. Thus, the density ρ and the mobility m = µ −1 are described in terms of the phase s as (ii) Θ A (t, ·) is strictly x 2 -increasing and concave (convex) for A > 0 (A < 0) in Ω mix (t).
(iii) Θ A (t, x) = Θ A (τ, Remark B.1. To conclude we recall briefly the "uncertainty principle" presented in [4] . On the one hand, for a = ρ, µ given in terms of a Θ A -mixing solution θ via (IPM0), the Lebesgue Differentiation Theorem implies lim Ω mix (t)⊃R↓{x 0 } R regular − R a(t, x) dx = a(t, x 0 ), for a.e. x 0 ∈ D at each time slice t ∈ R + , where a jumps unpredictably between a + and a − due to Thm. 2.1(b). On the other hand, for every rectangle R = S × tL ⊂ Ω mix (t) either large or close enough to the (space-time) boundary of the mixing zone, we have
at each time slice t ∈ R + , due to Thm. 2.1(c). In other words, either the position is localized {x 0 } and so the phase is unpredictable or it is averaged in a suitable region R. 
