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a b s t r a c t
In this paper, we consider single-machine scheduling problems under the job rejection
constraint. A job is either rejected, in which case a rejection penalty has to be paid, or
accepted and processed on the single machine. However, the total rejection penalty of
the rejected jobs cannot exceed a given upper bound. The objective is to find a schedule
such that a given criterion f is minimized, where f is a non-decreasing function on the
completion times of the accepted jobs. We analyze the computational complexities of the
problems for distinct objective functions and present pseudo-polynomial-time algorithms.
In addition, we provide a fully polynomial-time approximation scheme for the makespan
problemwith release dates. For other objective functions related to due dates, we point out
that there is no approximation algorithm with a bounded approximation ratio.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In most classical scheduling problems, all jobs must be processed on the machines, i.e., rejection is not allowed for the
jobs. However, to reducemanufacturing costs and obtainmaximum profits, themanufacturer often rejects some jobs which
have larger processing times and bring relatively small profits. However, rejecting jobs frequentlymight lead to low prestige
for themanufacturer. Thus, to avoid this, themanufacturer might wish tominimize a given performance criterion under the
constraint that the total rejection penalty of the rejected jobs cannot exceed a given upper bound.
Machine scheduling with rejection was first considered by Bartal et al. [1]. They studied a multi-processor scheduling
problem to minimize the sum of the makespan of the accepted jobs and the total rejection penalty of the rejected jobs.
For the on-line version, they present a best-possible on-line algorithm with a competitive ratio
√
5+3
2 ≈ 2.618; for the
off-line version, they present a polynomial-time approximation scheme. After that, machine scheduling with rejection
receivedmore andmore attention. For preemption allowed for the accepted jobs, Seiden [23] presented an on-line algorithm
with a better competitive ratio 4+
√
10
3 < 2.3874. Hoogeveen et al. [11] considered the off-line multi-processor scheduling
problemwith rejectionwhere preemption is allowed. Dosa andHe [4] studied the on-line scheduling problemwithmachine
cost and rejection to minimize the sum of the makespan, the cost for purchasing machines, and the total penalty of all
rejected jobs. For the small job case, they presented an optimal on-line algorithm with a competitive ratio 2. Engels et al.
[6] considered the single-machine scheduling problem with rejection to minimize the sum of the weighted completion
times of the accepted jobs and the total penalty of the rejected jobs. They showed that the problem is binary NP-hard and
presented a fully polynomial-time approximation scheme. Specifically, they presented a polynomial-time algorithm when
all weights of the jobs are identical. Epstein et al. [7] considered the on-line scheduling problem of unit-time jobs with
rejection to minimize the sum of the total completion times of the accepted jobs and the total penalty of the rejected jobs.
Sengupta [22] considered the single-machine scheduling problem to minimize the sum of the maximum lateness of the
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accepted jobs and the total penalty of the rejected jobs. Cheng and Sun [3] studied the single-machine scheduling problem
with deterioration and rejection, in which the processing time of a job is a linear function of its starting time. Zhang et al.
[25] considered the single-machine scheduling problem with release dates and rejection. Lu et al. [19,20] considered the
unbounded and bounded parallel-batch machine scheduling problems with release dates and rejection, respectively.
Note that scheduling with rejection is in fact one of the bi-criteria scheduling problems. Bi-criteria (or multi-criteria)
scheduling problemshave been studiedwidely in the last twodecades. Three surveys of the results in this areawere provided
by Hoogeveen [10,12] and Lee and Vairakarkis [17]. Generally, given two criteria f and g in a bi-criteria problem, three main
directions are studied in the previous literature: (1) minimizing f among the set of optimal schedules for g; (2) minimizing
the linear composite objective function f + g; (3) minimizing the objective function f given an upper bound on g .
Note that g is fixed as the total rejection penalty of the rejected jobs in our problems. Clearly, minimizing f among the
set of optimal schedules for g is equivalent to the classical single-machine scheduling without rejection. Thus, direction (1)
is trivial for our problems. To the best of our knowledge, most existing research on scheduling with rejection focuses on
direction (2). Hence, it is necessary to study direction (3). Cao et al. [2] considered the single-machine scheduling problem
under the job rejection constraint to minimize the total weighted completion times of the accepted jobs. They showed
that this problem is binary NP-hard and presented a pseudo-polynomial-time dynamic programming algorithm and a fully
polynomial-time approximation scheme. However, other objective functions were not studied in the literature.
2. Problem formulation and preliminaries
The single-machine scheduling problem under the job rejection constraint can be described as follows. There are a single
machine and n jobs J1, . . . , Jn. Each job Jj has a processing time pj, a weight wj, a due date dj and a rejection penalty ej. We
assume that all numbers pj, wj, dj, ej are non-negative integers. Job Jj is either rejected, in which case a rejection penalty ej
has to be paid, or accepted and processed on the machine. Let A and R be the index set of the accepted jobs and the index set
of the rejected jobs, respectively. The objective is to find a schedule such that a given criterion f is minimized under the job
rejection constraint
∑
j∈R ej ≤ U , whereU is a given upper bound and f is a non-decreasing function of the completion times
of the accepted jobs. For example, we can choose f from {Cmax, Lmax,∑wjCj,∑wjTj,∑wjUj}. Using the general notation
for a scheduling problem, this problem is denoted by 1|∑j∈R ej ≤ U|f .
If rejection is not allowed, the corresponding problem is denoted by 1| |f . Clearly, problem 1| |Cmax is trivial. For problem
1| |Lmax, Lawler [14] showed that the problem can be solved by using the EDD rule (Earliest Due Date first). For problem
1| |∑wjCj, Smith [24] showed that the problem can be solved by using the WSPT rule (Weighted Shortest Processing Time
first). If all jobs have identicalweight, theWSPT rule is equivalent to the SPT rule (Shortest Processing Time first). For problem
1| |∑Uj, it can be solved by the famous Moore’s algorithm [21]. Problems 1| |∑ Tj and 1| |∑wjUj were both proved to
be binary NP-hard [5,13] and to be solvable in pseudo-polynomial-time [15,16]. Problem 1| |∑wjTj was shown by Lenstra
et al. [18] to be strongly NP-hard.
In this paper, we consider the single-machine scheduling problem under the job rejection constraint. We analyze
the computational complexities of the problems for distinct objective functions and present pseudo-polynomial-time
algorithms. In addition, we provide a fully polynomial-time approximation scheme for the makespan problem with release
dates. For other objective functions related to due dates, we point out that there is no approximation algorithm with a
bounded approximation ratio.
3. NP-hard proofs
Theorem 3.1. The scheduling problem 1|∑j∈R ej ≤ U|Cmax is equivalent to the minimization knapsack problem. Thus, problem
1|∑j∈R ej ≤ U|Cmax is NP-hard.
Proof. We use the NP-hard minimization knapsack problem (Güntzer and Jungnickel [9]) for the reduction. Note that
Cmax =∑j∈A pj and∑j∈A ej +∑j∈R ej =∑nj=1 ej. Thus, minimizing Cmax under the constraint∑j∈R ej ≤ U is equivalent to
minimizing
∑
j∈A pj under the constraint
∑
j∈A ej ≥
∑n
j=1 ej − U . And so, problem 1|
∑
j∈R ej ≤ U|Cmax is equivalent to the
minimization knapsack problem. Thus, problem 1|∑j∈R ej ≤ U|Cmax is NP-hard, too. 
Corollary 3.2. Problems 1|∑j∈R ej ≤ U|Lmax, 1|∑j∈R ej ≤ U|∑Uj and 1|∑j∈R ej ≤ U|∑ Tj are NP-hard.
Proof. For each j = 1, 2, . . . , n, we set dj = Y . Then each one of Lmax ≤ 0,∑Uj ≤ 0 and∑ Tj ≤ 0 is equivalent to Cmax ≤ Y .
Thus, problems 1|∑j∈R ej ≤ U|Lmax, 1|∑j∈R ej ≤ U|∑Uj and 1|∑j∈R ej ≤ U|∑ Tj are NP-hard. 
Remark 3.3. If we set ej = U + 1 for each j = 1, . . . , n, then 1|∑j∈R ej ≤ U|f is in fact equivalent to problem 1| |f . Since
problem 1| |∑wjTj is strongly NP-hard, 1|∑j∈R ej ≤ U|∑wjTj is strongly NP-hard, too.
Theorem 3.4. The scheduling problem 1|∑j∈R ej ≤ U|∑ Cj is NP-hard.
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Proof. The decision version of the problem is clearly in NP. We use the NP-complete even–odd-partition problem (Garey
and Johnson [8]) for the reduction.
The even–odd-partition problem: Given 2t+1 positive integers a1, a2, . . . , a2t , B such that∑2ti=1 ai = 2B, is there a subset
S ⊂ {1, 2, . . . , 2t} such that |S⋂{2i− 1, 2i}| = 1 for each i = 1, 2, . . . , t and∑i∈S ai = B?
For a given instance of the even–odd-partition problem, we construct an instance of the decision version of problem
1|∑j∈R ej ≤ U|∑ Cj as follows.
• n = 2t jobs.
• For each iwith 1 ≤ i ≤ t , we define two jobs J2i−1 and J2i with
p2i−1 = 2
i−1B+ a2i−1
t − i+ 1 , e2i−1 = 2
i−1B+ a2i−1, p2i = 2
i−1B+ a2i
t − i+ 1 , e2i = 2
i−1B+ a2i.
• The upper bound is defined by U = 2tB.
• The threshold value is defined by Y = 2tB.
• The decision asks whether there is a schedule pi such that∑j∈A Cj ≤ Y under the constraint∑j∈R ej ≤ U .
It can be observed that the above construction can be done in polynomial time. First, we assume that the even–odd-
partition instance has a solution S ⊂ {1, 2, . . . , 2t} such that |S⋂{2i− 1, 2i}| = 1 for each i = 1, 2, . . . , t and∑i∈S ai = B.
Note that max{p2i−1, p2i} < min{p2i+1, p2i+2} for each i = 1, 2, . . . , t − 1. We process the jobs in {Jj : j ∈ S} using the
SPT rule (Shortest Processing Time first) and reject all other jobs. It is not hard to check that
∑
j∈A Cj = 2tB = Y and∑
j∈R ej = 2tB = U .
Now, we suppose that there is a schedule pi such that
∑
j∈A Cj ≤ Y = 2tB and
∑
j∈R ej ≤ U = 2tB. We are ready to show
that the even–odd-partition instance has a solution. We have the following claims.
Claim 1. |A⋂{2i− 1, 2i}| = |R⋂{2i− 1, 2i}| = 1 for each i = 1, 2, . . . , t.
Otherwise, we can pick the maximum index k such that either {2k− 1, 2k} ⊆ A or {2k− 1, 2k} ⊆ R. By the definition of
k, we have |A⋂{2i− 1, 2i}| = |R⋂{2i− 1, 2i}| = 1 for each i = k+ 1, k+ 2, . . . , t . Furthermore, by Smith’s SPT rule, we
can assume that the accepted jobs are processed using the SPT rule in pi . Note that max{p2i−1, p2i} < min{p2i+1, p2i+2} for
each i = 1, 2, . . . , t − 1. If {2k− 1, 2k} ⊆ A, then we have∑
j∈A
Cj ≥ (t − k+ 1)(p2k−1 + p2k)+
∑
i>k,2i−1∈A
(t − i+ 1)p2i−1 +
∑
i>k,2i∈A
(t − i+ 1)p2i
> 2k−1B+ 2k−1B+ 2kB+ · · · + 2t−1B
= 2tB
= Y ,
a contradiction. If {2k− 1, 2k} ⊆ R, then we have∑
j∈R
ej ≥ e2k−1 + e2k +
∑
i>k,2i−1∈R
e2i−1 +
∑
i>k,2i∈R
e2i
> 2k−1B+ 2k−1B+ 2kB+ · · · + 2t−1B
= 2tB
= U,
a contradiction again. Thus, we have |A⋂{2i− 1, 2i}| = |R⋂{2i− 1, 2i}| = 1 for each i = 1, 2, . . . , t .
Claim 2.
∑
j∈A aj =
∑
j∈R aj = B.
Since
∑
j∈R ej =
∑t
i=1 2i−1B+
∑
j∈R aj ≤ U = 2tB, we have
∑
j∈R aj ≤ B. Thus, we also have
∑
j∈A aj ≥ B. Assuming that∑
j∈A aj > B, we have∑
j∈A
Cj =
∑
2i−1∈A
(t − i+ 1)p2i−1 +
∑
2i∈A
(t − i+ 1)p2i
=
∑
2i−1∈A
(2i−1B+ a2i−1)+
∑
2i∈A
(2i−1B+ a2i)
=
t∑
i=1
2i−1B+
∑
j∈A
aj
> 2tB
= Y ,
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a contradiction. Hence, we have
∑
j∈A aj =
∑
j∈R aj = B.
By Claims 1 and 2, A (and also R) is a solution of the even–odd-partition problem. Theorem 3.4 follows.
4. Dynamic programming algorithms
For problem 1|∑j∈R ej ≤ U|∑wjCj, Cao et al. [2] presented a dynamic programming algorithm. In this section, we
present a dynamic programming algorithm for problems 1|rj,∑j∈R ej ≤ U|Cmax, 1|∑j∈R ej ≤ U|Lmax and 1|∑j∈R ej ≤
U|∑wjUj, respectively. Note that 1|rj,∑j∈R ej ≤ U|Cmax is an extension of 1|∑j∈R ej ≤ U|Cmax, by introducing release
dates of the jobs. Thus, problem 1|rj,∑j∈R ej ≤ U|Cmax is also NP-hard. Furthermore, Lenstra et al. [18] showed that
problems 1|rj|Lmax and 1|rj|∑ Cj are strongly NP-hard. Thus, all problems 1|rj,∑j∈R ej ≤ U|f are strongly NP-hard, where
f ∈ {Lmax,∑ Cj,∑ Tj,∑Uj}. That is, it is impossible to have any pseudo-polynomial-time algorithm for these problems.
First, we consider the problem 1|rj,∑j∈R ej ≤ U|Cmax. Sort the jobs such that r1 ≤ · · · ≤ rn. Let fj(t) be the minimum
value of the total rejection penalty when the jobs under consideration are J1, . . . , Jj and the makespan of the accepted jobs
among J1, . . . , Jj is exactly t . Now, we consider any optimal schedule for the jobs J1, . . . , Jj in which the makespan of the
accepted jobs among J1, . . . , Jj is exactly t . In any such schedule, there are two possible cases: either job Jj is rejected or job
Jj is accepted and processed on the machine.
Case 1. Job Jj is rejected. In this case, the makespan of the accepted jobs among J1, . . . , Jj−1 is still t . Thus, we have
fj(t) = fj−1(t)+ ej.
Case 2. Job Jj is accepted. In this case, we have t ≥ rj + pj. If t > rj + pj, then the makespan of the accepted jobs among
J1, . . . , Jj−1 is exactly t − pj. Thus, we have fj(t) = fj−1(t − pj). If t = rj + pj, then the makespan of the accepted jobs among
J1, . . . , Jj−1 is at most rj. Thus, we have fj(t) = min{fj−1(t ′) : 0 ≤ t ′ ≤ rj}.
Combining the above two cases, we have the following dynamic programming algorithm DP1.
Dynamic programming algorithm DP1
The boundary conditions:
f1(t) =

e1, if t = 0;
0, if t = r1 + p1;
+∞, otherwise.
The recursive function:
fj(t) =

fj−1(t)+ ej, if t < rj + pj;
min{fj−1(t)+ ej,min{fj−1(t ′) : 0 ≤ t ′ ≤ rj}}, if t = rj + pj;
min{fj−1(t)+ ej, fj−1(t − pj)}, if t > rj + pj.
The optimal value is given by min{t : 0 ≤ t ≤ rn +∑nj=1 pj and fn(t) ≤ U}.
Theorem 4.1. Algorithm DP1 solves 1|rj,∑j∈R ej ≤ U|Cmax in O(n(rn +∑nj=1 pj)) time.
Remark 4.2. If all jobs have the same processing time, i.e., pj = p for each j = 1, . . . , n, we have t = 0 or t ∈ {rj + kp :
1 ≤ j, k ≤ n}. Thus, if all jobs have the same processing time, the corresponding problem can be solved by algorithm DP1
in O(n3) time. It is not hard to present a dual dynamic programming algorithm, similar to algorithm DP1, that solves this
problem in O(n
∑n
j=1 ej) time. If all jobs have the same rejection penalty, then the corresponding problem can be solved in
O(n2) time.
Now, we consider problem 1|∑j∈R ej ≤ U|Lmax. Sort the jobs such that d1 ≤ · · · ≤ dn. Let fj(t, E) be the optimal value of
the objective function under the following constraints: (1) the jobs under consideration are J1, . . . , Jj; (2) the makespan of
the accepted jobs among J1, . . . , Jj is exactly t; (3) the value of the total rejection penalty among J1, . . . , Jj is exactly E.
Dynamic programming algorithm DP2
The boundary conditions:
f1(t, E) =

p1 − d1, if t = p1 and E = 0;
0, if t = 0 and E = e1;
+∞, otherwise.
The recursive function:
fj(t) =
{
fj−1(t, E − ej), if fj−1(t − pj, E) = +∞;
min{fj−1(t, E − ej),max{fj−1(t − pj, E), t − dj}}, if fj−1(t − pj, E) < +∞.
The optimal value is given by min{fn(t, E) : 0 ≤ t ≤∑nj=1 pj and E ≤ U}.
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Theorem 4.3. Algorithm DP2 solves 1|∑j∈R ej ≤ U|Lmax in O(nU∑nj=1 pj) time.
Next, we present a dynamic programming algorithm DP3 for problem 1|∑j∈R ej ≤ U|∑wjUj. Clearly, for problem
1|∑j∈R ej ≤ U|∑wjUj, there is an optimal schedule such that the early jobs among the accepted jobs are processed first
in EDD order, followed by the tardy jobs. Let fj(t, E) be the optimal value of the objective function under the following
constraints: (1) the jobs under consideration are J1, . . . , Jj; (2) the makespan of the early jobs in the accepted jobs is exactly
t; (3) the value of the total rejection penalty is E.
Dynamic programming algorithm DP3
The boundary conditions:
f1(t, E) =

0, if t = 0 and E = e1;
0, if t = p1 ≤ d1 and E = 0;
w1, if t = 0 and E = 0;
+∞, otherwise.
The recursive function:
fj(t, E) = min{fj−1(t, E − ej), fj−1(t − pj, E), fj−1(t, E)+ wj}.
The optimal value is given by min{fn(t, E) : 0 ≤ t ≤∑nj=1 pj and E ≤ U}.
Theorem 4.4. Algorithm DP3 solves 1|∑j∈R ej ≤ U|∑wjUj in O(nU∑ pj) time.
5. Fully polynomial-time approximation schemes
By Corollary 3.2, decision problems 1|∑j∈R ej ≤ U|Lmax ≤ 0, 1|∑j∈R ej ≤ U|∑ Tj ≤ 0 and 1|∑j∈R ej ≤ U|∑Uj ≤ 0 are
NP-complete. Thus, unless P = NP , there is no approximation algorithm for these problems with a bounded approximation
ratio. For problem 1|∑j∈R ej ≤ U|∑wjCj, Cao et al. [2] presented a fully polynomial-time approximation scheme.
In this section, for problem 1|rj,∑j∈R ej ≤ U|Cmax, we present a fully polynomial-time approximation scheme. By
Theorem 3.1, problem 1|∑j∈R ej ≤ U|Cmax is equivalent to the minimization knapsack problem. For the latter problem,
Güntzer and Jungnickel [9] presented a simple 2-approximation algorithm and a fully polynomial-time approximation
scheme. However, it is not hard to verify, on the basis of the approximation algorithm for the minimization knapsack
problem, that the corresponding approximation algorithm for 1|∑j∈R ej ≤ U|Cmax cannot guarantee the same
approximation ratio. Thus, to obtain a fully polynomial-time approximation scheme for the harder problem 1|rj,∑j∈R ej ≤
U|Cmax, we have to adopt a new strategy.
If rj = pj = 0, then there exists an optimal schedule such that Jj is accepted and processed at time 0. Thus, without
loss of generality, we assume that rj + pj > 0 for all j = 1, . . . , n. Assume that pi∗ is an optimal schedule of a given
instance I for problem 1|rj,∑j∈R ej ≤ U|Cmax. Let A∗ and R∗ be the index set of the accepted jobs and the index set of the
rejected jobs in pi∗, respectively. Write ∆∗ = max{rj + pj : j ∈ A∗}. For any job Jj with rj + pj > ∆∗, we have j ∈ R∗ and∑
rj+pj>∆∗ ej ≤
∑
j∈R ej ≤ U . Let I ′ = {Jj ∈ I : rj + pj ≤ ∆∗} and U ′ = U −
∑
rj+pj>∆∗ ej. Then the original problem for
instance I is equivalent to the makespan problem under the constraint
∑
j∈R ej ≤ U ′ for instance I ′.
Given any  with  > 0. Set δ = ∆∗n+1 . For each job Jj ∈ I ′, we modify its release date and processing time such that
r ′′j = d rjδ eδ and p′′j = d pjδ eδ. By themodification, we obtain a new instance I ′′ such that rj ≤ r ′′j < rj+ δ and pj ≤ p′′j < pj+ δ.
For any instance I , let C∗(I) be the optimal makespan value. Furthermore, we have the following lemma.
Lemma 5.1. C∗(I ′′) ≤ (1+ )C∗(I).
Proof. Assume that pi∗ is an optimal schedule for instance I (and also for I ′). For each accepted job Jj in pi∗, we replace pj by
p′′j and delay its processing by a time length δ. This yields a feasible schedule for the instance I ′′ with the makespan at most
C∗(I)+ (n+ 1)δ ≤ C∗(I)+ ∆∗ ≤ (1+ )C∗(I). Thus, we have C∗(I ′′) ≤ (1+ )C∗(I). Lemma 5.1 follows. 
Since the makespan in pi∗ is at most
∑
j∈A∗(rj + pj) ≤ n∆∗, by Lemma 5.1, the optimal makespan for instance I ′′ is at
most (1 + )n∆∗. Note that all release dates and processing times in I ′′ are multiples of δ. Thus, we can assume that each
accepted job Jj in I ′′ must complete its processing at some time point kδ, where 1 ≤ k ≤ (1+)n∆∗δ = n(n+1)(1+) . Using
algorithm DP1 for instance I ′′, we can obtain an optimal schedule for instance I ′′ in O( n
3

) time. Replacing all p′′j by pj, we can
obtain a feasible schedule for instance I with the makespan at most C∗(I ′′) ≤ (1+ )C∗(I).
From the above discussion, once ∆∗ is determined, we can obtain in O( n
3

) time a (1 + )-approximation schedule for
instance I . Note that ∆∗ has at most n distinct choices. Thus, we can enumerate all possibilities and select the feasible
schedule with the minimum makespan value. On the basis of this idea, we present a fully polynomial-time approximation
scheme for our problem.
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Approximation scheme A
Step 1: For each k = 1, . . . , n, set ∆∗ = rk + pk. Reject all jobs Jj with rj + pj > ∆∗. Set I ′ = {Jj : rj + pj ≤ ∆∗} and
U ′ = U −∑rj+pj>∆∗ ej.
Step 2: Set δ = ∆∗n+1 . For each job Jj ∈ I ′, we modify its release date and processing time such that r ′′j = d rjδ eδ and
p′′j = d pjδ eδ. We denote the new instance by I ′′.
Step 3: If U ′ ≥ 0, then apply algorithm DP1 to the instance I ′′ under the constraint∑j∈R ej ≤ U ′. For the schedule
obtained from DP1, we replace all p′′j by pj to obtain a feasible schedule for instance I .
Step 4: For each∆∗ = rk + pk, let Ck be the makespan obtained from Step 3. Select the corresponding schedule with the
minimummakespan value.
Let CA (I) be the makespan value obtained from algorithm A for any instance I . From the above discussion, we have the
following theorem.
Theorem 5.2. For any instance I, we have CA (I) ≤ (1 + )C∗(I) and the time complexity of algorithm A is O( n4 ). That is,
algorithm A is a fully polynomial-time approximation scheme for problem 1|rj,∑j∈R ej ≤ U|Cmax.
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