The question of where retroviral DNA becomes integrated in chromosomes is important for understanding (i) the mechanisms of viral growth, (ii) devising new anti-retroviral therapy, (iii) understanding how genomes evolve, and (iv) developing safer methods for gene therapy. With the completion of genome sequences for many organisms, it has become possible to study integration targeting by cloning and sequencing large numbers of host-virus DNA junctions, then mapping the host DNA segments back onto the genomic sequence. This allows statistical analysis of the distribution of integration sites relative to the myriad types of genomic features that are also being mapped onto the sequence scaffold. Here we present methods for recovering and analyzing integration site sequences.
Introduction
Following binding of a retrovirus to a sensitive cell, the viral and cellular membranes fuse and the viral core is released into the cytoplasm. The viral genomic RNA is then reverse transcribed, yielding a double stranded cDNA copy of the viral RNA genome. The complex of viral DNA and proteins (the ''preintegration complex" or ''PIC") next carries out the covalent attachment of the viral cDNA to host DNA. The integration step completes the formation of a provirus, which contains all the information necessary for the synthesis of the viral RNAs and proteins and formation of new virions (for reviews see [1, 2] ).
The DNA breaking and joining reactions that mediate retroviral cDNA integration are well understood (reviewed in [1] [2] [3] [4] ). A linear form of the viral cDNA serves as the immediate precursor of the integrated provirus. Prior to integration, integrase removes in most cases two nucleotides from the 3 0 end of each LTR (long terminal repeat), exposing recessed 3 0 hydroxyl groups (a minority of viruses use a slight variation of this theme-for example human immunodeficiency virus [HIV] type 2 clips a trinucleotide from its downstream LTR). This terminal cleavage step may serve to remove heterogeneous extra nucleotides occasionally added to the cDNA ends by reverse transcriptase [5, 6] and promote the formation of a stable complex [7, 8] . Integrase then catalyzes attack by the recessed 3 0 hydroxyl groups on phosphodiester bonds on each target DNA strand so as to join each viral DNA 3 0 end to protruding 5 0 ends in the target. The points of joining on each strand of the target DNA are separated by 4-6 base pairs depending on the retrovirus involved. Unfolding of this integration intermediate yields gaps at each junction between viral and host DNA, and a 5 0 two-base flap derived from the viral DNA. Gap repair to connect the remaining DNA strands is probably carried out by host DNA repair systems. The terminal cleavage and first strand transfer reactions can be modeled in vitro with purified integrase [9] [10] [11] [12] [13] [14] [15] and the gap repair step modeled with purified DNA repair enzymes [16, 17] .
The target for HIV DNA integration is the human genome. The roughly 3.4 billion bases of the euchromatic portion of the human genome have now been sequenced [18, 19] , though the centromere sequences remain inaccessible with available technology. There are believed to be $30,000 protein coding genes, with the exons comprising $1.5% of the genome and the transcription units $33%. However, these numbers remain surprisingly soft: non-protein-coding genes are hard to detect and may be quite abundant, and several reports suggest that low level transcription may take place in what were thought to be intergenic regions [20, 21] . It could still turn out that almost all euchromatic human DNA is transcribed at some level, with the recognized transcription units simply transcribed more frequently.
With the completion of the draft human genome sequence in 2001 [18, 19] , it became possible to study integration target site selection by retroviruses using high-throughput DNA sequencing. In our first genome-wide study of retroviral DNA integration [22] , we mapped and analyzed 524 sites of HIV cDNA integration in human SupT1 cells. To isolate integration site clones, cells were infected with HIV or an HIV-based vector, and then genomic DNA was harvested 2-3 days after infection. The period of cell growth after infection was minimized to reduce the chances of selection of particular integration sites during cell proliferation. DNA was harvested, cleaved with a restriction enzyme, and linkers were then ligated onto the cleaved DNA ends. Integration site sequences were amplified using primers complementary to the linker and the viral DNA end. PCR products were then cloned into a plasmid, transformed into bacteria, and sequenced in a 96-well plate format. The first survey of HIV integration sites in the SupT1 T-cell line revealed that transcription units were strongly favored as integration targets [22] . Global analysis of cellular transcription using Affymetrix gene expression microarrays indicated that active genes were preferential integration targets, particularly genes that were activated in cells after infection by HIV-1. These data documented unexpectedly strong biases in integration site selection and suggested that HIV had evolved to maximize transcription after integration by targeting active genes.
Next, it was of interest to ask whether similar results would be seen in other human cell types, particularly primary cells. Integration site surveys were thus carried out in many primary cell types and cell lines [22] [23] [24] [25] [26] [27] [28] [29] . In all of these data sets, HIV DNA integration was found to be favored in transcription units as well. Integration site selection by retroviruses has been the topic of several recent reviews [4, [30] [31] [32] .
Murine leukemia virus (MLV) integration targeting was initially characterized in a publication from Shawn Burgess's laboratory [33] . They reported the striking discovery that MLV favored integration near gene 5 0 ends and CpG islands, and only showed a weak preference for transcription units.
Avian sarcoma-leukosis virus (ASLV) was next characterized and showed the most random distribution of integration sites of the three retroviruses, only weakly favoring transcription units, and not strongly favoring gene 5 0 ends or CpG islands [23, 34] . Thus, to our surprise, each of the three retroviruses studied showed a unique pattern of integration targeting. Summarizing over many recent studies, integration targeting preferences appear to be consistent within the different retroviral genera but generally different between genera.
A variety of subsequent studies have focused on testing models for possible mechanisms of integration targeting. Three models (which are not mutually exclusive) are as follows:
Tethering
One simple possibility is that integration complexes bind to cellular proteins that are bound at specific locations on chromosomes. Such tethering interactions are well-documented for the retrovirus-related retrotransposons of yeast [35] [36] [37] , where binding of the element-encoded integrase proteins to cellular DNA-binding proteins has been shown convincingly to mediate integration targeting. According to this idea, the different favored integration sites for the different retroviruses would be a consequence of binding to different cellular tethering proteins. Additional support for this possibility comes from studies of artificial fusions of integrase proteins to sequence-specific DNA binding domains-in these studies, the fusion integrases have been shown to direct favored integration near DNA recognition sites for the added binding domain [38] [39] [40] [41] [42] [43] [44] . In principle, any component of the PIC, viral or cellular, could serve as a docking point for a cellular tethering factor that targets retroviral integration. Among the candidates on the viral side are MA, Vpr, and IN. Cellular factors proposed to be associated with PICs include BAF [45] , HMGA1 [46] , EED [47] , p300 [48] , Ini-1 [49, 50] , and LEDGF/p75 [26, [51] [52] [53] [54] [55] [56] [57] [58] [59] .
Considerable data, presented elsewhere in this volume, indicates that LEDGF/p75 has good credentials as a tethering factor for HIV integration targeting [26, [58] [59] [60] .
Open chromatin
This idea holds that much of the DNA in human cells is inaccessible due to tight wrapping in chromosomal proteins, so that only those regions that are particularly exposed can serve as integration targets. This is probably the first idea proposed for a mechanism of integration targeting in vivo, based on the apparent proximity of sequenced sites of MLV integration to DNase I hypersensitive sites [61] [62] [63] . Considerable data indicates that retroviral integration takes place on nucleosome-bound DNA [64] [65] [66] [67] [68] [69] . Contemporary studies confirm that retroviral DNA integration is often favored near DNase I cleavage sites and epigenetic marks positively associated with transcription [29, 69, 70] .
Another type of analysis has also provided tentative support for this idea. HIV integration is significantly less frequent in alphoid repeats than expected by chance [22, 71] . Alphoid repeats are mostly found in centromeres and are wrapped in centromeric heterochromatin. This observation suggests that centromeric heterochromatin is disfavored for integration, though the mechanistic basis is not known.
Cell cycle
Retroviruses differ in the cell cycle timing of integration, which could potentially influence integration targeting. HIV can infect cells arrested at several phases of the cell cycle. MLV, in contrast, requires that cells pass through mitosis to allow integration [72] [73] [74] . It is likely that the state of chromatin changes during progression of the cell cycle-thus the point in the cell cycle when integration takes place might influence the selection of integration target sites. Two HIV integration site data sets were generated after infection of growth-arrested cells [27, 28] . These showed only slightly different patterns of integration compared to dividing cells, and both showed favored integration in active transcription units. Thus, for the moment, there is not strong data to support differences in targeting due to infection at different cell cycle stages.
Studies of integration targeting are also critical for gene therapy. Gene therapy has successfully restored function in children with inherited immunodeficiencies [75, 76] -however, adverse events have also taken place in which the vector containing the therapeutic trans gene integrated near a proto-oncogene 5 0 end and activated transcription, thereby contributing to leukemogenesis [77] [78] [79] [80] [81] . Thus there is intense interest in integration targeting in the gene therapy field, focusing on devising safer gene therapy [30, 81, 82] .
Given these intriguing questions, many groups have become interested in profiling integration site distributions. Some methods are summarized below.
Overview of the method
In a typical experiment, cells are transduced with the integrating vector of interest and incubated for sufficient time to allow integration of the new DNA sequences. For infection of cultured cells with a retroviral vector, two days is typically sufficient time for integration to take place. When longer incubations are allowed, selection for integration sites that promote growth of the host cells may become a factor. In some cases this may be the main question under study, for example in analyzing possible adverse events during gene therapy.
To allow efficient isolation of integration site junction fragments, it is helpful if possible to maximize the number of integrated copies per cell. Of course, for some protocols this will not be feasible, for example in analyzing samples from patients treated by therapeutic gene transfer.
The initial steps of the integration site isolation method are adapted from the Genome Walker Kit (catalog number 1803-1, Clontech, Takara Bio USA, Madison, WI). DNA is extracted from transduced cells, and then cleaved with one or more restriction enzymes ( Fig. 1) . DNA linkers are then ligated to the cleaved ends. The linkers are specially designed to require PCR amplification to originate within the integrated element, and not at the linker. This is accomplished by attaching a blocking group to one 3 0 end within the linker (amino-modifier AmC7-Q), which prevents extension. The 5 0 end of the linker contains a single stranded extension. The first amplification primer is identical to the 5 0 overhang of the linker, so that the sequence must first be copied by a polymerase primed in the vector. This suppresses linker-to-linker amplification of genomic DNA segments lacking vector sequences.
Considerable care needs to be exercised in the choice of restriction enzyme used for cleaving genomic DNA. For retroviruses or retroviral vectors, the LTR sequence is duplicated. For this reason, primers binding to the LTRs can bind to both copies and allow extension with a polymerase. Special steps are needed to avoid amplification of an ''internal fragment" from within the viral vector. This can be achieved by cleaving genomic DNA with a restriction enzyme that does not cleave within the vector, or by using a second enzyme cleavage step after linker ligation to clear out the internal fragment. In addition, restriction cleavage should not be carried out with enzymes that do not yield ends suitable for ligation, nor with enzymes that have the CpG dinucleotide in the recognition sequence (CpG is rare in vertebrate genomes and unevenly distributed).
Two rounds of PCR (nested PCR) are used to recover DNAs containing host-virus DNA junctions. The vector primers need to be designed to lie reasonably close to the host-virus DNA junction, so that sequence reads yield a useful segment of flanking host cell DNA. Amplified vector-host junctions are then cloned and sequenced. Reads are then trimmed to remove plasmid, primer, and viral sequences, aligned with the target genome, and analyzed statistically.
3.
Step-by-step protocol
Objective
A common type of study begins with infecting cells with an HIV-based vector containing a green fluorescent protein (GFP) marker gene, which is pseudotyped with the pantropic envelop glycoprotein G from vesicular stomatitis virus (VSV-G) to provide for a relatively high multiplicity of infection (MOI). The resulting integration sites are then cloned from the infected cells (that is, a segment of host cellular DNA at junctions with HIV) for downstream analyses. To accomplish this, treat viral stocks derived from DNA transfections with RNase-free DNaseI (about 10 U/100 ll viral supernatant) (catalog number 04716728001, Roche Applied Science, Mannheim, Germany) for 1 h at 37°C (this will decrease plasmid carryover in the subsequent steps), and infect cells with the HIV-derived vector or wild type HIV at high MOI (usually 10; where the MOI was determined on 293T cells, in order to obtain ideally 30-70% of infected cells). Let the cells grow for 48 h to allow integration-this time allows for efficient provirus formation but minimizes selection of cells during growth after integration. Choose a seeding density of cells that will allow you to have a nearly confluent plate after 48 h. Perform fluorescence-activated cell sorting (FACS) with an aliquot of cells to determine the infection rate (proportion of GFP positive cells). Infection rates of 10% or higher are preferred, though it is possible to recover integration sites from samples infected at lower efficiencies.
In the protocol below, besides working up samples of genomic DNA, it is recommended to work up a sample with a model integration site cloned in bacteria, to allow optimization of PCR conditions and genomic DNA cloning steps. In the example below, plasmid SINcPPTeGFP is used for this purpose. We describe a protocol where a cocktail of AvrII, NheI, and SpeI restriction enzymes is used to cleave the genomic DNA. Check 5 ll on an agarose gel ( Fig. 2A) (Fig. 2B) .
DNA purification
Remove proteins via extraction with organic solvents, and recover the digested DNAs by ethanol precipitation. 
Add
230 ll of H 2 O to the control plasmid digestion in order to obtain 300 ll final. Add an equal volume (300 ll) of a 1:1 mixture of phenol/chloroform to both digests. Vortex vigorously and centrifuge for 5 min at 13,000 rpm at room temperature in an Eppendorf centrifuge. Transfer the aqueous phase into a new Eppendorf tube. Add 300 ll of chloroform, vortex vigorously, and repeat centrifugation. Transfer the aqueous phase into a new Eppendorf tube. Add 1/10th volume (30 ll) of 3 M sodium acetate, pH 5.2, and mix (quick vortex). Add 2.5 volumes (825 ll) of ice cold 100% ethanol. Mix by inversion, and incubate on dry ice for 5 min. Centrifuge at 13,000 rpm for 1 h at 4°C to
Linker preparation
Prepare the linker by annealing two adapter oligonucleotides. (Fig. 2C) .
Nested PCR amplification of linker ligation products
Use two PCR rounds to amplify host-HIV sequences from the ligation reaction mixtures. Check 5 ll on an agarose gel (Fig. 2D) . Check 5 ll on an agarose gel (Fig. 2D) .
Gel purification of PCR products
PCRII products are purified following agarose gel electrophoresis using the S.N.A.P. UV-Free Gel Purification Kit (Invitrogen catalog number K2000 Load the gel (leave one or two empty lanes between the ''marker" and the sample). Use different gels for samples originating from different cell lines to minimize possible cross-contamination between samples. Run about 10 min at 90 V; the crystal violet will migrate towards the negative pole. Isolate a gel piece extending from the bromophenol blue dye to the loading well of the gel, and cut it in two halves: The upper half, containing relatively large 3-6 kb fragments, will be used for cloning with the TOPO XL cloning kit, and the lower half, containing smaller 0.5-3 kb fragments, will be used for cloning with the TOPO TA cloning kit. Weigh the gel pieces, and purify the DNA using the S.N.A.P. kit according to the manufacturer's instructions. Elute the DNA in 40 ll low TE buffer. Check 10 ll of the purified products on a 1% agarose gel (Fig. 2F ).
TOPO cloning and bacterial transformation
We use the TOPO TA cloning kit for sequencing (catalog number K4575) and TOPO XL PCR Cloning kit with OneShot TOP10 electrocompetent Escherichia coli (catalog number K4700) from Invitrogen.
12. XL cloning. Mix 4 ll of the purified PCRII XL (3-6 kb DNA fragments) product with 1 ll TOPO XL vector DNA. Incubate at room temperature for 5 min. Add 1 ll of 6Â TOPO Stop solution.
Quick spin, and place the tube on ice.
13. TA cloning. Mix 4 ll of the purified PCRII TA (0.5-3 kb DNA fragments) product, 1 ll of a 1:4 dilution of Salt Solution, and 1 ll TOPO TA vector. Incubate for 30 min at room temperature. Quick spin, and place the tube on ice.
14. TOP10 electrocompetent cell transformation. Pipet 2 ll of each TOPO reaction into one 50 ll vial of TOP10 bacteria. Do not mix by pipetting, but flick the tube gently. Place the tube back on ice for 5 min. Transfer the mixture into prechilled 2 mm electroporation cuvettes, and place back on ice. Tap the cuvette on the bench to ensure the bacteria are on the bottom of the cuvette, and to eliminate bubbles. Dry the cuvette walls with a kimwipe (this will prevent arcing problems). Electroporate at 2.5 kV (preset bacterial program number 2 on BioRad GenePulser System). Very rapidly add 450 ll (for XL) or 250 ll (for TA) SOC medium, mix by pipetting up and down, and transfer into a polypropylene round bottom tube (catalog number 2059 Falcon, Becton-Dickinson, NJ). Incubate the bacteria at 37°C for 1 h at 225 rpm. Distribute the XL reaction onto four LBagar-50 lg/ml kanamycin plates: two plates each with 50 ll, and the other two with 200 ll. Also distribute the TA reaction onto 4 LBagar-50 lg/ml kanamycin plates: two plates each with 30 ll, and the remaining two with 120 ll. Incubate the plates overnight ($17 h) at 37°C.
Colony picking and sequencing
15. Transfer colonies to individual wells of a 96-well plate containing 100 ll LB-50 lg/ml kanamycin, in duplicate (the second plate is prepared as a backup). Incubate the plates overnight at 37°C. To the backup plate, add 34 ll LB-60% glycerol to each well, and freeze the plate at À80°C. Submit the other plate to a core facility or company for plasmid extraction and sequencing using M13-reverse (5 0 -CAGGAAACAGCTATGAC) and M13-forward (5 0 -TGTAAAACGACGGCCAGT) primers.
Processing sequences
Integration site sequences are received from a sequencing center and housed in a MySql database. Sequences are initially trimmed to remove the viral LTR sequence and linker sequence if present. Each sequence is queried against the host cell genome using a local BLAT server. Integration site coordinates (chromosome, base position, and orientation) are calculated based on the best alignment hit for each sequence and entered into the database. Local annotation is then downloaded and added to the integration site record.
The collection of sites is sorted to recover high quality matches. Typically, sequences are required to have (1) a perfect match to the vector terminus, (2) a 98% match to genomic DNA, (3) a unique best hit to the host genome, and (4) a match to host cell DNA beginning within 3 bp of the end of the vector DNA. Trimmed sequences passing these quality controls are stored in separate databases.
A fraction of sequences are found to have high quality matches to multiple sequences in the genome under study. Such multiple hits can be ignored if small in number. In the statistical analysis, the multiple hits can be counted as 1/n of an integration site at each of the n equally high scoring genomic locations.
Comments on the statistical analysis
For many statistical comparisons of integration sites, it is natural to compare integration frequency near genomic features to the expectation from random integration. However, there is a danger in using random sites-the experimental integration sites were isolated after cleavage of genomic DNA with restriction enzymes, which was recently shown to introduce a recovery bias [85] .
To account for restriction site bias in recovery, the random controls are ''matched" to have the same potential bias. Random sites are matched to each experimental integration site so that they are randomly distributed, but constrained to lie the same distance from a restriction enzyme recognition site as the experimental site [23, 70] . Comparison of experimental sites to the ''matched random controls (MRCs)" washes out any potential restriction bias.
Note that restriction bias can have another consequence, which is that specific sites may be difficult to isolate if the distribution of nearby restriction cleavage sites is unfavorable. This is a major issue in essentially all the gene therapy literature on integration sites. However, this is generally not critical in surveys aimed at characterizing genomic features positively or negatively associated with integration frequency.
A question that often arises is ''How many integration sites do I need to sequence?" To call a trend in the data, one needs to have a significant difference between the experimental integration sites and the matched random controls. That is, one needs a p value <0.05, which corresponds to making an erroneous claim for an effect when there is no effect (Type I error) less than one time in 20.
Use of p-values, however conflates the strength of the effect with the sample size. To obtain a significant difference with a small sample, a quite strong difference is required. To obtain significance with a large sample, quite modest differences may often be sufficient.
For example, imagine that you are characterizing integration frequency in transcription units for a newly discovered retrovirus. For the retrovirus, 40% of integration sites are in transcription units, while for the matched random control, only 30% are in transcription units. Whether or not this achieves significance depends on the sample size. If you have 100 integration sites and 100 matched random controls, analysis by Fisher's exact test (two tailed) yields p = 0.1819, a difference that does not achieve significance. However, if you sequence 1000 integration sites, and prepare 1000 matched random controls, then Fisher's exact test yields p < 0.0001 for the same difference in proportions. In practice, if possible, it can be helpful to carry out a pilot experiment to obtain an initial indication of the strength of trend of interest, and then scale the full study appropriately.
The section below provides an overview of some of the more advanced aspects of statistical analysis of integration sites, written for readers with statistical training. A comprehensive description can be found in [70] .
The expected number of integration events, Y, given genomic location, L, (i.e. chromosome, position, strand) is represented by a log-linear model
! where x il is the value of genomic feature 'i' at location 'l' and b i is an unknown constant governing the effect of that feature. Features include 0/1 indicators for whether 'l' is in a gene, exon, or other kind of region of interest, quantitative measures such as position weight matrix scores for the local DNA sequence or counts of genes in neighborhoods of 'l', and terms for interactions among such features. Model fitting and inference is based on the conditional logit model as implemented by the clogit function of the R survival library [86] using a 'nested case-control' approach (as reviewed by [87] ) when control genomic locations are matched to integration sites based on distances to restriction sites for the enzyme(s) used to recover the integration event. When random controls are employed, logistic regression as implemented in the glm R function [88] is used. Logistic regression is also used when two different types of integration events (from integration complexes 'a' and 'b', say) are compared in a common framework; in terms of the earlier model for expected integration events, the coefficients in the logis- In screening quantitative variables, transformation of regressors to a uniform distribution on [À1, 1] diminishes the leverage of extreme data points due to highly skewed variables, which makes for easier comparisons of strength of effect of different variables. Also, interpretation of the fitted coefficient is convenient; it gives the effect of increasing the variable by 50 percentile points. Parametric spline functions accommodate non-linear effects; biological considerations (e.g. where transcription starts) sometimes dictates placement of knots.
Some features like gene density and GC density must be tallied in a window (or windows) of specified width(s). The best choice for this (these) window(s) is unknown a priori. We approach this problem by fitting a model that includes basis vectors for a variety of choices and use shrinkage methods to avoid overfitting. This method was especially helpful in revealing that HIV integration sites prefer 50 kb wide GC poor 'valleys' surrounded by GC rich regions several megabases in width in the Wang et al., 2007 study [69] .
Generally, control of overfitting is achieved by use of penalized likelihood methods [89] or by Bayesian model averaging as implemented in bic.surv [90] . K-fold crossvalidation [91] provides honest estimates of prediction error and is also used for tuning ridge parameters of penalized likelihoods.
The method used to control Type I error due to multiple testing depends on the particular hypothesis/hypotheses and setup. They include Holm's [92] p-value adjustment when closely related hypotheses are studied (e.g. a dozen different measures of gene density are screened to see if gene density affects integration), omnibus general linear hypothesis tests to compare the profiles of effects of two different integration complexes (which implicitly control Type I error rates by constructing a single overarching test), and estimation of false discovery rates [93] when screening many candidates for useful leads. (It often happens that statistical significance is a secondary concern, because very high levels of significance may be achieved for many features, whose influence ranges from biologically trivial to important.) These model based methods are supplemented by machine learning techniques [94] , especially the randomForest algorithm, which has great flexibility in terms of detecting effects due to complicated combinations of features, resists being driven by a few observations of high leverage, measures the importance of each feature, and provides honest estimates of prediction error automatically.
Concluding remarks
The study of integration target site selection has taken off in recent years with the availability of complete gene sequences and new high-throughput methods. In all likelihood ongoing methods development will provide a wealth of new research opportunities, including, for example, the new deep sequencing techniques [95, 96] .
