Abstract. Let n be an integer with n ě 2. A set A Ď R n is called an antichain
Observe that via characteristic vectors the power set prnsq can be identified with the set t0, 1u n of n-dimensional 0-1-vectors. Moreover, for any two subsets x and y of rns we have x Ď y if and only if the characteristic vector of x is coordinate-wise at most the characteristic vector of y. Therefore, Sperner's theorem can be reformulated as a statement about t0, 1u n equipped with the product partial ordering. It seems natural to ask what happens when one replaces t0, 1u n by the n-dimensional unit cube r0, 1s n .
Let us fix the following notation for discussing such situations. Given two n-tuples
x " px 1 , . . . , x n q and y " py 1 , . . . , y n q in R n , we write x ď y if x i ď y i for all i P rns.
Moreover, if x ď y and x ‰ y we write x ă y, while x y has the stronger meaning that x i ă y i holds for all i P rns. A set A Ď R n is called an antichain (resp. weak antichain) if it does not contain two elements x and y satisfying x ă y (resp. x y). So every antichain is also a weak antichain.
In order to get some deeper insight first we replace the unit cube r0, 1s n by its discretiza- ( n , where m is a fixed positive integer. De Bruijn et al. [6] proved that the sets A n, " x P D t is easy to show that the set W n " tx P D n m : x i " 0 for some iu is a maximum weak antichain. Note that |A n, | " O pm n { ? nq as n Ñ 8 and that |W n | " m n´p m´1q n , whence |A n, |{|W n | " Op1{ ? nq as n Ñ 8.
Now we come back to the unit cube r0, 1s n . Obviously, the set A ‹ n " ! x P r0, 1s n :
is an antichain and the set W ‹ n " x P r0, 1s n : x i " 0 for some i ( is a weak antichain in r0, 1s n . In view of its similarity with the previous extremal configurations one might expect them to have an interesting maximality property. Questions addressing the extremality of (weak) antichains in r0, 1s n become meaningful as soon as one agrees on an (outer) measure on r0, 1s n that allows us to compare any two different
candidates. The first measure on r0, 1s n that usually comes to mind is the n-dimensional
Lebesgue measure. However, the antichain A ‹ n (and also the weak antichain W ‹ n ) is null with respect to this measure and the following result due to the first author [9] shows that, actually, all other antichains in r0, 1s n are null in this sense as well. x i ă n`c 2
) .
As a matter of fact, the antichain A ‹ n and the weak antichain W ‹ n are not only null with respect to the Lebesgue measure, but they also have the intuitively stronger property of being pn´1q-dimensional. One may thus wonder (1 ) whether every antichain and weak antichain in r0, 1s n is at most pn´1q-dimensional (2 ) and if so, whether A ‹ n and W ‹ n are in a natural sense the "largest" pn´1q-dimensional antichain resp. weak antichain in r0, 1s
n .
The perhaps most natural measure theoretic concepts for making these questions precise are Hausdorff dimension and Hausdorff measure, so let us briefly recall their definitions. If U is a non-empty subset of R n , we denote its diameter by diampU q. For real numbers s ě 0, δ ą 0 and for A Ď R n we write
where the normalisation factor α s "
denotes the volume of the s-dimensional sphere of radius 1 2 . Its presence ensures that if s " n and tU i : i P Nu is a collection of mutually disjoint balls, then the right side agrees with the total volume of these balls. For later use we remark that these quantities H s δ pAq are very robust under the addition of various regularity properties that can be imposed on the sets U i . For instance, one could insist that these sets need to be closed (see e.g. [2, p.4] [2, 11, 12] for legible textbooks on the topic.
Let us now return to our problems (1 ) and (2 ). Our main result does indeed imply that every weak antichain (and hence also every antichain) A Ď r0, 1s n satisfies dim H pAq ď n´1.
The second question, however, has a negative answer concerning antichains, but a positive answer concerning weak antichains. Notice that W ‹ n is a union of n facets of the unit n-cube, wherefore H n´1 pW ‹ n q " n. In order to prove the optimality of W ‹ n we establish a more general result, which we call the projection inequality. It asserts that the H n´1 -measure of a weak antichain A Ď r0, 1s n is at most the sum of the H n´1 -measures of the orthogonal projections of A to the n facets of the unit cube containing the origin. Such projections are just deleting a fixed coordinate.
When n is clear from the context and i P rns we write π i : R n ÝÑ R n´1 for the projection defined by
Our main result on weak antichains in the unit n-cube reads as follows.
Theorem 1.3. If
A is a weak antichain in r0, 1s n , then
In particular,
In order to find "better" antichains than A ‹ n one can start with the "best" weak antichain W ‹ n and deform it slightly to obtain an antichain. This can be done in a polyhedral way, but here we present a "smooth" way: Consider the hypersurface 
Our article is motivated by the idea that several combinatorial statements have continuous counterparts. This is a rather old idea, which dates back at least to the 70s, and since its conception many results have been reported in a "measurable" setting (see e.g. [4,5,9,15,16]) or in a "vector space" setting (see e.g. [14, 17] ).
Organisation. In Section 2 we prove Theorem 1.5. We use this result together with some ideas pertaining to geometric measure theory in Section 3 for proving the special case of Theorem 1.3 where A is an antichain. This section might be the technically most demanding part of the article and we defer an outline of the argument to Subsection 3.1.
In Section 4 we complete the proof of Theorem 1.3 by reducing it to the special case that A is an antichain. The concluding remarks in Section 5 describe several problems for future research. §2. The discrete projection inequality
The key observation on which the proof of Theorem 1.5 relies is that every weak antichain in Z n can be partitioned into n parts such that for each i P rns the projection π i p¨q is injective on the i-th part. Now obviously for every i P rns the projection π i is injective on A i , whence
We conclude that |A| "
as desired. §3. Antichains
3.1.
Overview. This section deals with a special case of our main theorem, where rather than weak antichains we only consider antichains. So explicitly we aim at the following result.
Proposition 3.1. If A is an antichain in r0, 1s
n , then
As the proof of this estimate is somewhat involved, we would like to devote the present subsection to a discussion of our basic strategy. An obvious approach is the following discretisation procedure: Take a large natural number m, cut the unit cube into m n smaller cubes of side length
and keep track which of these cubes intersect A. This situation can be encoded as a weak antichain in rms n , to which the discrete projection inequality (Theorem 1.5) applies. On first sight one might hope that in the limit m Ñ 8 this argument would yield Proposition 3.1. But when working out the details, one discovers that one looses a constant factor which depends on the dimension n, but not on the antichain A itself.
Lemma 3.2. For every positive integer n there exists a constant D ą 0 such that every
weak antichain A Ď r0, 1s n satisfies
To aid the reader's orientation we remark that in Subsection 3.2 we will show this estimate for
but the precise value of D will be rather immaterial to what follows.
A completely different and more analytical approach to Proposition 3.1 starts from the following observation. Suppose that f : r0, 1s n´1 ÝÑ r0, 1s is decreasing in each coordinate and sufficiently smooth, and that we want to study the antichain
Denoting the partial derivatives of f by D 1 f, . . . , D n´1 f one checks easily that
for which reason the projection inequality for A follows from
and from π n pAq " r0, 1s n´1 .
In general we need to look at antichains of the form
where B " π n pAq Ď r0, 1s n´1 is arbitrary and f : B ÝÑ r0, 1s is only known to be decreasing in each coordinate, but not necessarily smooth. The question to what extent arguments that work well for smooth functions can be extended to more general scenarios lies at the very heart of a mathematical area known as geometric measure theory. In Subsection 3.4
we shall use some methods from this subject in order to generalise the previous idea as follows.
Lemma 3.3.
Given an antichain A Ď r0, 1s n and δ ą 0 there exists a Borel set B Ď r0, 1s n´1 such that
(ii ) and the set
Now roughly speaking one may hope to prove Proposition 3.1 (up to an arbitrarily small additive error) by using Lemma 3.3 in each coordinate direction, each time cutting out a substantial piece of A whose H n´1 -measure can be estimated quite efficiently by part (ii ).
There will remain a "small" left-over part of A, which can then be handled by means of
There is one final technical hurdle one needs to overcome when pursuing such a plan.
The problem is that, in general, Hausdorff measure is only known to be subadditive. So when one attempts to prove the projection inequality for an antichain A by splitting it into two pieces, handling both pieces separately, and adding up the results, one can get into trouble with the right sides. We shall use the following lemma for getting around this difficulty. 
Lemma 3.4. Let
or every i P rns.
We conclude the present subsection by showing that our three lemmas do indeed imply Proposition 3.1. The proofs of the lemmas themselves are deferred to the three subsections that follow. But it will be convenient to prove Lemma 3.4 in Subsection 3.3 before we turn our attention to Lemma 3.3 in Subsection 3.4.
Proof of Proposition 3.1 assuming Lemma 3.2-3.4.
Fix a dimension n ě 1 as well as some δ ą 0 and let D be the number provided by Lemma 3.2. We call a subset I Ď rns good if every antichain A Ď r0, 1s n with H n´1 pπ i pAqq ď δ for all i P I satisfies
As a consequence of Lemma 3.2 we know that the set rns is good. Hence there exists a minimal good set I Ď rns. Assume for the sake of contradiction that I ‰ ∅. By permuting the coordinates if necessary we may suppose that n P I. Consider any antichain A Ď r0, 1s
By Lemma 3.3 there exists a Borel set B 1 with H n´1 pB 1 q ą 1´δ such that the set
This is because for i P I tnu we have
while for i " n the first property of B 1 yields
Since I is good, it follows that
Adding (3.4) and taking Lemma 3.4 into account, we deduce
As this argument applies to any antichain A with (3.3), we have thereby shown that the set I tnu is good as well, contrary to the minimality of I.
This contradiction proves that I " ∅ is good, or in other words that for every antichain A Ď r0, 1s n the estimate
holds. In the limit δ Ñ 0 this proves Proposition 3.1. 
The discretisation procedure by means of which we shall establish Lemma 3. , but for definiteness we set
This gives rise to the partition r0, 1s n " ď dPrms n Cpdq of the n-dimensional unit cube into m n subcubes defined by
For any subset W Ď r0, 1s n (not necessarily an antichain) we set
and observe that the disjoint union
is a superset of W . Conversely, every point in H m pW q has at most the distance ? n{m, the common diameter of our small cubes, from an appropriate point in W .
Let us introduce some useful notation for such situations. Given S Ď R n and a point
x P R n , we set distpx, Sq " inft}x´s} : s P Su, where }¨} denotes the Euclidean norm.
For a given positive real number δ and S Ď R n the δ-neighbourhood of S is defined by 
Since A is a weak antichain in r0, 1s n , the set B is a weak antichain in Z n and Theorem 1.5
Obviously, π i pBq Ď G m pA i q for every i P rns (where the operator G m is applied to the pn´1q-dimensional unit cube). Hence
and by (3.7) we obtain in the limit m Ñ 8 that
Finally δ Ñ 0 yields the desired result.
Now a standard application of Fact 3.5 leads to Lemma 3.2.
Proof of Lemma 3.2.
Let ε ą 0 be arbitrary. Pick for every i P rns a sequence pC i,k q kě1 of closed subsets of r0, 1s n´1 such that
and
for every i P rns and
e deduce from Lemma 3.6 that
Using A Ď Ť ě1 A p q , Fact 3.5, and (3.8) we obtain in the limit Ñ 8 that
As ε ą 0 was arbitrary, this proves Lemma 3.2. 
The fact that A is indeed an antichain is equivalent to f pxq ą f pyq whenever x ă y are in π n pAq. It is often convenient to extend this function f A in a monotonicity preserving way to the whole pn´1q-dimensional unit cube. To this end one definesf A : r0, 1s n´1 ÝÑ r0, 1s byf A pxq " inf f A paq : a P π n pAq and a ď x ( (3.9)
for all x P r0, 1s n´1 , where, in this context, infp∅q " 1. By the aforementioned fact on f A we havef A pxq " f A pxq for all x P π n pAq. Moreover, if x ď y are in r0, 1s n´1 , then f pxq ě f pyq. We shall refer tof A as the function associated with the antichain A.
More generally, we call a function f : r0, 1s n´1 ÝÑ r0, 1s order-reversing, if we have f pxq ě f pyq whenever x ď y. So for instance the functionf A associated with an antichain A has just been observed to be order-reversing. We will need the following properties of such functions proved in [7] . Proof. By Lemma 3.8 it suffices to check that the characteristic function 1 L of L is orderreversing. So let px, x n´1 q ď py, y n´1 q be given, where x, y P r0, 1s n´2 . We need to prove
If py, y n´1 q R L this is clear, so we may suppose that py, y n´1 q P L. Sincef A is orderreversing, it follows that x n´1 ď y n´1 ăf A py, cq ďf A px, cq , which in turn implies that px, x n´1 q P L. Now we are ready for the proof of Lemma 3.4, which will occupy the remainder of this subsection.
Proof of Lemma 3.4.
For i " n this follows from the Lebesgue measurability of the set B 1 and from the fact that in R n´1 the pn´1q-dimensional Hausdorff outer measure coincides with the pn´1q-dimensional Lebesgue outer measure. So without loss of generality we may henceforth assume that i " n´1.
Define the set-function ν : pr0, 1s n´1 q ÝÑ r0, 1s by setting
or every E Ď r0, 1s n´1 . In other words, iff A : r0, 1s n´1 ÝÑ r0, 1s is the function associated with the antichain A, then νpEq " H n´1 pF E q, where
Notice that ν is an outer measure. We will show later that B 1 is ν-measurable. This will imply that
which is equivalent to
and the result will follow.
Thus it remains to show that all Borel sets B 1 are ν-measurable. It is well known that the sigma algebra of Borel subsets of r0, 1s n´1 is generated by the closed half-spaces bounded by hyperplanes which are orthogonal to the coordinate axes. Therefore it suffices to establish that for all c P r0, 1s and i P rn´1s the set
is ν-measurable. This means that for each test set E Ď r0, 1s n´1 we need to prove (see
In case i P rn´2s this rewrites as
nd follows from the measurability of B i pcq. Thus we may suppose i " n´1 from now on. Together with the inclusions
which follow from the fact thatf A is order-reversing, this shows
Therefore (3.12) implies (3.11).
Proof of Lemma 3.3.
There are two issues that need to be addressed when transferring the proof of the projection inequality for smooth antichains sketched in Subsection 3.1 to the general case. Starting with the representation (3.2) of a given antichain A with an order-reversing function f , we need to deal with the fact that B may fail to be measurable and, moreover, with the possible non-differentiability of f . It turns out that these two points can be handled separately from each other and we start by giving an argument that applies to the case where f is linear and B may be arbitrary. 
which is clear.
Recall that a function f :
}f pxq´f pyq} ď K¨}x´y} for all x, y P F .
We use several times the following well-known result concerning the s-dimensional Hausdorff measure (see [12, p.24] ).
Lemma 3.11. Let m and n be positive integers and let
For the rest of this subsection we fix an antichain A in r0, 1s n and a positive real number δ for which we would like to establish Lemma 3.3. Letf A be the function associated with A (see (3.9)). If for some x P p0, 1q n´1 and i P rn´1s the i-th partial derivative off A at x exists, we denote it by D ifA pxq. Furthermore, if a point x has the property that all partial derivatives D 1fA pxq, . . . , D n´1fA pxq exist, we define L x : R n´1 ÝÑ R to be the linear form given by
The Borel set B we need to exhibit will be a subset of a closed set C Ď p0, 1q n´1 on whichf A has some useful differentiability properties collected in the lemma that follows.
Lemma 3.12.
There exists a closed set C Ď p0, 1q n´1 such that
(ii ) all partial derivatives off A exist and are continuous on C;
(iii ) for every x P C, the functionf A is differentiable at x with the derivative L x ;
(iv ) the differentiability off A is uniform on C, i.e., for every η ą 0 there exists an ε ą 0 such that for all a, x P C with }a´x} ă ε we havěˇf
Proof. Since the functionf A is order-reversing, Lemma 3.8 implies that it is almost everywhere differentiable. Hence there exists a measurable set C 1 Ď p0, 1q n´1 , whose measure equals 1, such that for every x P C 1 all partial derivatives off A exist and, moreover,f A is differentiable at x with the derivative L x . So by choosing C Ď C 1 later, we can ensure (iii ) as well as the first part of (ii ).
Next, by Lusin's theorem (see e.g. Since lim mÑ8 g m pxq " 0 holds for every x P C 2 , Egoroff's theorem (see e.g. [3, Theorem 2.2.1]) implies that there exists a closed set C Ď C 2 with H n´1 pCq ą 1´δ{2 and such that g m Ñ 0 holds uniformly on C. Such a set has the properties (i ) and (iv ) as well.
Throughout the remainder of this subsection, C denotes a set provided by the previous lemma. Set
and for x P p0, 1q n´1 and ε ą 0 let
be the ε-cube around x. Next we intend to show for every x P C, that if ε ą 0 is sufficiently small, then the projection inequality holds in an approximate form for A X π´1 n pC X Q ε pxqq instead of A. Once this is known, a Vitali covering argument will allow us to combine many such cubes, so that the desired set B can be taken to be a disjoint union of several sets of the form C X Q ε pxq. The definition that follows collects some properties of such cubes that will be useful for implementing this strategy. Definition 3.13. Given x P C and ε ą 0 the ε-cube Q " Q ε pxq is said to be nice if it has the following properties:
(c ) If a, b P Q X C, i P rn´1s, and D ifA pxq ‰ 0, theňˇL
The following result shows that nice cubes determine parts of A, for which the projection inequality holds up to a multiplicative factor that is close to 1.
Lemma 3.14. If Q " Q ε pxq is a nice cube and A Q " A X π´1 n pQ X Cq, then
Proof. Observe that Definition 3.13(b ) asserts that the map`a, L x paq˘Þ ÝÑ`a,f A paqf rom the set S " pa, L x paqq : a P π n pA Q q ( onto the set A Q is Lipschitz with constant K.
Therefore Lemma 3.11 and Lemma 3.10 (applied with π n pAq and L x here in place of B and L there) yield
So to conclude the proof it suffices to show
If D ifA pxq " 0, the set π i pSq is contained in an pn´2q-dimensional vector space and (3.14) is clear. On the other hand, if D ifA pxq ‰ 0, then Definition 3.13(c ) implies
rom π i pA Q q to π i pSq is Lipschitz with constant K, which entails (3.14) in view of Lemma 3.11.
Next we show that nice cubes are ubiquitous.
Lemma 3.15. Given x P C, the cube Q ε pxq is nice for every sufficiently small ε ą 0.
Proof. We verify for each of the three clauses in Defintion 3.13 separately that it holds for every sufficiently small ε ą 0. Since C Ď p0, 1q n´1 , this is immediate for (a ). For (b ), we
and let ε ą 0 be sufficiently small. For arbitrary a, b P Q ε pxq X C Lemma 3.12 yieldšˇf
ď |L x pa´bq|`2η}a´b} .
Now the Cauchy-Schwarz inequality impliešˇf
and, as the first factor is equal to 1 by the definition of η, this proves part (b ) of Definition 3.13.
It remains to check (c ). Without loss of generality, we may assume that i " n´1 and
let ε ą 0 be sufficiently small, and fix arbitrary points a, b P Q ε pxq X C. Recall that we have to showˇˇL
To this end, it suffices to establish the following two implications:
(1 ) If |L x pa´bq| ě ξ¨}a´b}, then |L x pa´bq| ď K|f paq´f pbq|.
where a n´1 " pa 1 , . . . , a n´2 q and b n´1 is defined analogously. For the proof of (1 ) we observe that, similarly as before, Lemma 3.12 yields
Moreover, the definitions of ξ and η imply
so that altogether we arrive at the desired estimate
Proceeding with (2 ) we set c i " D ifA pxq for every i P rn´1s and c " pc 1 , . . . , c n´1 q.
Thus λ 1 " }c n´1 }, λ 2 " |c n´1 |, and L x pa´bq " c¨pa´bq. Owing to the Cauchy-Schwarz inequality, the triangle inequality, and the assumption of (2 ) we have
, this leads to
Hence we have indeed Let n ě 2 be fixed throughout this section. We begin by describing a construction that allows us to "approximate" a given n-dimensional weak antichain with arbitrary "accuracy"
by an antichain.
It will be convenient to write Spxq " ř n i"1 x i for x P R n . Moreover, for every ε P`0,
e let f ε : R n Ñ R n denote the linear transformation
and set
One checks easily that
and, consequently, f ε is invertible. Let us also note that f ε maps r0, 1s n into r´1, 1s n .
Fact 4.1. Let ε P`0,
(ii ) If A Ď r0, 1s n is a weak antichain, then f ε pAq is an antichain.
Proof. For part (i ) it is enough to verify
}f ε pxq´f ε pyq} 2 ě p1´2nεq}x´y} 2 for any two points x, y P R n . In terms of a " x´y this rewrites as
This follows from the fact that the Cauchy-Schwarz inequality yields the even stronger
Now assume that contrary to (ii ) we have a weak antichain A Ď r0, 1s n and two distinct points f ε pxq, f ε pyq P f ε pAq with f ε pxq ď f ε pyq. Using Spf ε pxqq ă Spf ε pyqq and (4.2) we obtain Spxq ă Spyq. So for every i P rns the assumption
But x y contradicts A being a weak antichain.
Later it will be useful to know that in the situation of Fact 4.1(ii ) the projection inequality (as in Proposition 3.1) applies to f ε pAq Ď r´1, 1s n . This is because the homothety from r´1, 1s n onto r0, 1s n sends f ε pAq Ď r´1, 1s n onto an antichain in r0, 1s n and the H n´1 -measure gets rescaled by a factor of 2 n´1 under this map.
a, b PĀ such that a b. Observe that there are sufficiently small neighbourhoods U paq and U pbq of a and b respectively, such that c d holds for all c P U paq and all d P U pbq.
Since U paq and U pbq necessarily contain points of A, we get a contradiction to the fact that A is a weak antichain. This proves thatĀ is indeed a weak antichain. for which values of n the supremum is attained. For instance for n " 1 any one-point antichain in r0, 1s has H 0 -measure 1 and a more sophisticated construction mentioned below shows that for n " 2 the supremum is a maximum as well. We believe that actually such antichains exist in all dimensions.
Conjecture 5.2. For every n ě 1 there is an antichain in r0, 1s n whose pn´1q-dimensional
Hausdorff measure equals n.
The aforementioned planar example exploits the known fact (see [13, p. 810] ) that the 1-dimensional Hausdorff measure of the graph of a decreasing function f : r0, 1s ÝÑ r0, 1s
is at most 2 and that this bound is attained by singular functions (i.e., strictly decreasing functions whose derivative equals zero almost everywhere). It remains to observe that the graph of a singular function is an antichain in r0, 1s 2 .
5.3. Skewed projections of weak antichains. So far we focused on inequalities for the orthogonal projections of weak antichains, but we believe that, actually, more general statements hold. In order to be more precise, we need some additional notation.
Given A Ď r0, 1s n and i P rns, we set Let us note that, if true, this would furnish a different proof of H n´1 pAq ď n. As a final result, we verify the validity of this conjecture when n " 2. Proof. Since A 1 is a weak antichain, it follows that ∆ 1 is a bijection from A i onto its image.
Given two numbers a, b P ∆ 1 pA 1 q with a ă b their inverse images under ∆ 1 are of the form ∆´1 1 paq " px, yq and ∆´1 1 pbq " px´δ, y`εq for some x, y P r0, 1s and δ, ε ě 0. Owing to 
