This paper reviews the basic concepts needed to understand Molecular Dynamics simulations and will hopefully serve as an introductory guide for the non-expert into this exciting topic.
INTRODUCTION
The use of computers to explore the properties of condensed matter goes back to the decade of 1950's and the first Monte Carlo (MC) and Molecular Dynamics (MD) simulations of model liquids performed by Metropolis et al. [1] and Alder and Wainwright [2] , respectively. Since then, continuous progress in hardware and software has led to a rapid growth on this field and at present MD simulations are applied in a large variety of scientific areas. Furthermore their use is no longer reserved to experts and many experimentalists use computer simulations nowadays as a tool to analyze or interpret their measurements whenever they are too complex to be described by simple analytical models. This is particularly true in the case of neutron scattering, as in this case the experimental observables correlate directly with the properties obtained in MD simulations and the spatial and time scales that can be measured match very well those amenable to computation. Such features, together with the availability of user-friendly and reliable software to perform this kind of calculation (e.g. Charmm [3] , NAMD [4] , Amber [5] , Gromacs [6] , Gromos [7] , DL_POLY [8] , etc.) and to visualize and analyse their output (VMD [9] , gOpenMol [10] , nMoldyn [11] , . . .), enable that today MD simulations are routinely used by many neutron users.
Even if the available software makes quite easy for a novice user to perform a MD simulation without needing lengthy training, it is advisable to acquire a minimum knowledge on the principles of the technique, as well as on the meaning of the terms and choices that one may encounter when using any MD program. The goal of the present chapter is precisely to give to the reader such basic knowledge. But if we want to study a particular system by means of a MD simulation, the requirement of a good program to perform the computation is a necessary but not sufficient condition. In addition we need a good model to represent the interatomic forces acting between the atoms composing the 170 Collection SFN system. Ideally this can be done from first principles, solving the electronic structure for a particular configuration of the nuclei, and then calculating the resulting forces on each atom [12] . Since the pioneering work of Car and Parrinello [13] the development of ab initio MD (AIMD) simulations has grown steadily and today the use of the density functional theory (DFT) [14] allows to treat systems of a reasonable size (several hundreds of atoms) and to achieve time scales of the order of hundreds of ps, so this is the preferred solution to deal with many problems of interest. However quite often the spatial and/or time-scales needed are prohibitively expensive for such ab initio methods. In such cases we are obliged to use a higher level of approximation and make recourse to empirical force field (FF) based methods. They allow to simulate systems containing hundreds of thousands of atoms during times of several nanoseconds or even microseconds [15, 16] . On the other hand the quality of a force field needs to be assessed experimentally. And here again neutrons play a particularly important role because while many different experimental results can be used to validate some of the FF parameters, the complementarity mentioned above makes neutron scattering a particularly useful tool in this validation procedure.
Therefore in the first part of this short review I will introduce briefly what is a FF, which are the main terms entering into the description of a standard FF, and which are the current lines of research in order to develop more accurate interatomic potentials. A historical account of the development of FFs in connection with molecular mechanics is given by Gavezzotti [17] . He also reviews the problems to derive the terms entering into the FF directly from the electronic density obtained from quantum mechanical (QM) calculations and the inherent difficulty in assigning a physical meaning to these terms. General reviews about empirical force fields can be found in references [18] [19] [20] and a comprehensive compilation of available FFs is supplied in [21] . In the second part I will review the principles of MD simulations and the main concepts and algorithms employed will be introduced. Useful reviews have been written recently by Allen [22] , Sutmann [23] [24] [25] , and Tuckerman and Martyna [26] . And for a more comprehensive overview the interested reader is referred to the excellent textbooks of Allen and Tildesley [27] , Haile [28] , Rapaport [29] or Frenkel and Smit [30] .
FORCE FIELDS

Definition
A force field is a mathematical expression describing the dependence of the energy of a system on the coordinates of its particles. It consists of an analytical form of the interatomic potential energy, U (r 1 , r 2 , . . . , r N ), and a set of parameters entering into this form. The parameters are typically obtained either from ab initio or semi-empirical quantum mechanical calculations or by fitting to experimental data such as neutron, X-ray and electron diffraction, NMR, infrared, Raman and neutron spectroscopy, etc. Molecules are simply defined as a set of atoms that is held together by simple elastic (harmonic) forces and the FF replaces the true potential with a simplified model valid in the region being simulated. Ideally it must be simple enough to be evaluated quickly, but sufficiently detailed to reproduce the properties of interest of the system studied. There are many force fields available in the literature, having different degrees of complexity, and oriented to treat different kinds of systems. However a typical expression for a FF may look like this: where the first four terms refer to intramolecular or local contributions to the total energy (bond stretching, angle bending, and dihedral and improper torsions), and the last two terms serve to describe the repulsive and Van der Waals interactions (in this case by means of a 12-6 Lennard-Jones potential) and the Coulombic interactions.
Intramolecular terms
As shown in equation (2.1), bond stretching is very often represented with a simple harmonic function that controls the length of covalent bonds. Reasonable values for r 0 can be obtained from X-ray diffraction experiments, while the spring constant may be estimated from infrared or Raman spectra. The harmonic potential is a poor approximation for bond displacements larger than 10% from the equilibrium value. Additionally the use of the harmonic function implies that the bond cannot be broken, so no chemical processes can be studied. This is one of the main limitations of FF based MD simulations compared to ab initio MD. Occasionally some other functional forms (in particular, the Morse potential) are employed to improve the accuracy. However as those forms are more expensive in terms of computing time and under most circumstances the harmonic approximation is reasonably good, most of the existing potentials use the simpler harmonic function. Angle bending is also usually represented by a harmonic potential, although in some cases a trigonometric potential is preferred:
Some times other terms are added to optimize the fitting to vibrational spectra. The most common addition consists of using the Urey-Bradley potential [31] :
where s is the distance between the two external atoms forming the angle. In any molecule containing more than four atoms in a row, we need to include also a dihedral or torsional term. While angle bending, and in particular bond stretching, are high frequency motions that often are not relevant for the study of the properties of interest and can be replaced by a rigid approximation (see section 3.8), torsional motions are typically hundreds of times less stiff than bond stretching motions and they are necessary to ensure the correct degree of rigidity of the molecule and to reproduce the major conformational changes due to rotations about bonds. Therefore they play a crucial role in determining the local structure of a macromolecule or the relative stability of different molecular conformations. As an example, the definition of a dihedral angle in the 1,2-dichloroethane molecule and the corresponding torsional potential are shown in figures 1 and 2.
Torsional energy is usually represented by a cosine function such as the one used in equation (2.1), where is the torsional angle, is the phase, n defines the number of minima or maxima between 0 and 2 , and V n determines the height of the potential barrier. The combination of two or more terms with different n allows to construct a dihedral potential with minima having different depths. But alternative representations for the dihedral potential can be found in the literature. For example the OPLS potential uses the following expression [32] :
The torsional parameters are usually derived from ab initio calculations and then refined using experimental data such as molecular geometries or vibrational spectra. Finally, an additional term is needed to ensure the planarity of some particular groups, such as sp 2 hybridized carbons in carbonyl groups or in aromatic rings. This is because the normal torsion terms described above are not sufficient to maintain planarity, so this extra component describes the positive contribution to the energy of those out-of-plane motions. Typical expressions for the improper torsion term are:
where is the improper angle corresponding to the deviation from planarity.
Intermolecular terms
Van der Waals interactions between two atoms arise from the balance between repulsive and attractive forces. Repulsion is due to the overlap of the electron clouds of both atoms, while the interactions between induced dipoles result in an attractive component that varies as r −6 . The 12-6 Lennard-Jones (LJ) potential is very often used to represent these interactions, but it is not uncommon to find some "softer" terms to describe the repulsive part, in particular the exponential function, which is used in the Buckingham potential [34] and is preferred over the LJ function in studies of organic molecular crystals [35, 36] . Other functions used occasionally are the 9-6 LJ potential used in the COMPASS FF [37] or even a buffered 14-7 LJ term, as employed in MMFF [38] . Van der Waals forces act between any pair of atoms belonging to different molecules, but they also intervene between atoms belonging to the same molecule that are sufficiently separated, as described later. It is possible to define a set of parameters (e.g. ij and ij ) for each different pair of atoms, but for convenience most force fields give individual atomic parameters (i.e. i and i ), together with some rules to combine them. For example, for the LJ potential the corresponding depth of the well for the interaction between two atoms i and j is given by the geometric mean, ij = ( i j ) 1/2 , while the value at which the potential becomes zero can be given by the geometric, ij = ( i j ) 1/2 , or the arithmetic mean, ij = 1 2
( i + j ), depending on the FF chosen. The final term in equation (2.1) serves to describe the electrostatic interactions. While the molecular electronic density can be obtained with a high accuracy by means of high-level quantum-mechanical calculations, the problem of reducing such density to a manageable description to be used in a MD simulation is not trivial. The usual choice is to assign a partial atomic charge to each nucleus and use Coulomb's law to compute their contribution to the total energy. The partial charges can be derived from a fit to experimental thermodynamic data, but this approach is only practical for small molecules [18] . There are also some fast methods to determine the charge distribution which are based on the atom electronegativities [39] [40] [41] . However the most common way to obtain reliable partial charges consists of performing an ab initio calculation and then deriving them from the quantum mechanical potential. Unfortunately they cannot be derived unambiguously because atomic charges are not experimental observables, so many different methods have been developed to determine them and they do not always produce the same distribution of partial charges [42, 43] . An important point to note is that in condensed phases there are polarization effects that cannot be fully described using fixed partial charges. Although polarizable force fields exist (section 2.4), generally these non-pairwise additive effects are just taken into account in an average way by using effective charges. As a consequence the resulting dipole moment of a molecular model is usually larger than the experimental dipole moment corresponding to the isolated molecule. For example, most water models employ charge distributions giving = 2.3-2.6 D instead of the experimental value for the vapour of 1.85 D [44] . Another point to note is that electrostatic interactions are long-ranged, so they require a particular treatment when truncating them in our computation of the forces. The techniques to deal with long-range interactions will be presented in section 3.5. A final remark is that for computational efficiency and practical reasons, partial charges are normally assigned only to the atomic sites. But nothing precludes placing them outside the atom positions. Again water gives us a good example, as we can find water models having only 3 sites (with partial charges assigned to the O and H atoms), but also models with 4, 5 and even 6 sites [44] .
In most cases both the Van der Waals and electrostatic intramolecular interactions between atoms separated by more than three bonds (>1-4) are treated in the same way as if they were intermolecular, while interactions between 1-2 and 1-3 pairs are excluded. This is to avoid numerical problems, as the potential can become strongly repulsive or attractive due to the small distances involved, and also because the interactions between those atoms are considered to be already correctly described by the intramolecular terms. The treatment of 1-4 interactions is less standard, but often they are partially excluded by introducing a scaling factor. However the scaling can be different from one force field to another. This has to be taken into account if parameters coming from different force fields are mixed. Furthermore it has to be considered that it is the particular combination of the dihedral potential with the 1-4 Van der Waals and electrostatic interactions that determines the rotational barriers, so in general it is not advised to modify them or to combine parameters coming from different sources.
Special terms
The contributions to the energy described above appear in almost all force fields, but in certain cases we can encounter some other additional terms.
Thus it is possible to find cross terms describing the coupling between stretching, bending, and torsion. They bring corrections to the intramolecular energy and allow to reproduce better the observed spectra of intramolecular vibrations. Examples of such cross-terms are:
Hydrogen bonding is usually reproduced by an adequate choice of van der Waals parameters and partial charges, but some times an extra term is included to improve the accuracy of the H-bonding energy. This H-bonding potential may adopt different forms, but a general expression often used is [17] :
where r AD is the distance between the donor and the acceptor, and AH D is the angle between the donor, the hydrogen, and the acceptor. Finally the most important addition to the standard potential given by eqn. (2.1) is the inclusion of polarization effects explicitly [45] . As explained above, local electric fields emerging in condensed phases will induce the appearance of dipoles. This is a non-pairwise additive interaction, so the use of effective charges to describe the average polarization is only a partial solution to this problem and furthermore reduces the transferability of the FF. For example, the partial charges used to describe a molecule in the liquid state will not be adequate to describe the same molecule in the gas phase. Or the same amino-acid should have different charge distributions in different proteins due to the different electrostatic environment. Furthermore the polarizability will affect the solvation energy of ions in a nonpolar environment, the directionality and energetics of H-bonds, the interactions between cations and aromatic molecules, etc. For this reason, most modern potentials include explicitly the polarization. In this case, for each atom or molecule the surrounding particles will induce a charge redistribution that needs to be modelled. There are three principal methods to do this [46, 47] :
1. Fluctuating charges: The charges are allowed to fluctuate according to the environment, so the charge flows between atoms until their instantaneous electronegativities are equal [48] . 2. Shell models (Drude particle): Electronic polarization is incorporated by representing the atom as the sum of a charged core and a charged shell connected by a harmonic spring whose force constant is inversely proportional to the atomic polarizability. The relative displacement of both charges depends on the electrostatic field created by the environment [49] . 3. Induced point dipoles: An induced point dipole i is associated to each polarizable atom:
where i is the isotropic polarizability of the atom, E q i is the electrostatic field created on the atom i by the permanent charges, and E ind i is the field created by the induced dipoles of the rest of the atoms in the system. The polarization energy is:
As the induced dipoles depend both on the static charges and the remaining induced dipoles, they have to be determined self-consistently by solving the previous equations iteratively until the values for all the induced dipoles converge [50] . Incorporating polarization effects into the potential describing the intermolecular interactions is an important step forward. However a force field is a global entity, so the construction of new polarizable force fields requires also a reoptimization of the Van der Waals and intramolecular parameters. This represents a huge task, so current polarizable force fields have not yet achieved a fully mature state [47] . This could explain the unconvincing results obtained when comparing the ability of polarizable and non polarizable potentials to describe the structure of liquid water [51, 52] . Nevertheless recent comparisons on biological systems indicate that they are able to provide a better agreement with experiment than nonadditive force fields [47] and they provide a more physical representation of intermolecular interactions, increasing their transferability. Thus most of the new force fields currently being developed include polarization effects in one way or another.
Popular force fields
The first force fields appeared in the 1960's, with the development of the molecular mechanics (MM) method and their primary goal was to predict molecular structures, vibrational spectra and enthalpies of isolated molecules [17] . They were therefore mainly oriented to treat small organic molecules, but some of them have survived and continue to be developed and used today. The best example is given by the MM potentials developed by Allinger's group [53] : MM2 [54] , MM3 [55] and MM4 [56] . The first of these force fields was originally created to study hydrocarbons, but they were later extended to be able to deal with many different types of organic or functionalized molecules (alcohols, ethers, sulphides, amides, etc.).
Since then the scope of research has moved to deal with much more complex systems, leading to the development of more widely applicable force fields. Good examples are the Dreiding [57] and Universal (UFF) [58] force fields, that contain parameters for all the atoms in the periodic table. Other very popular force fields are CHARMM [59] , AMBER [60] , GROMOS [61] , OPLS [32] , and COMPASS [37] . All of them are quite general, but the first three are often employed in simulations of biomolecules, while OPLS and COMPASS were originally developed to simulate condensed matter. It must also be noted that many of these force fields are continuously evolving and different versions are available (e.g. CHARMM19, CHARMM22, CHARMM27 [62] ; GROMOS96, GROMOS45A3, GROMOS53A5, GROMOS53A6 [63] ; AMBER91, AMBER94, AMBER96,AMBER99, AMBER02 [64] ; etc.).
The force fields using an energy expression similar to equation (2.1) are sometimes called firstgeneration or class I force fields. Second-generation or class II force field include the cross terms mentioned in section 2.4. COMPASS, UFF, MM2, MM3 and MM4 belong to this second class. Other popular class II force fields are CFF (consistent force field) [65] and MMFF (Merck molecular force field) [38] .
During the 1990s the first general polarizable force fields appeared. The PIPF (polarizable intermolecular potential function) [66] , DRF90 [67] and AMOEBA [68] force fields are good examples of such developments. In addition, some of the general force fields mentioned above have also developed polarizable versions. Thus polarization has been introduced into CHARMM using either fluctuating charges [69] or the shell model [70] , and AMBER [71] , OPLS [72] and GROMOS [73] have also been extended to include polarization. A more comprehensive list of polarizable force fields is given in reference [47] .
In addition to those general force fields, there is a vast number of specific potentials developed to describe just a particular system or a class of compounds. Water merits a particular mention in this respect, as due to its importance a large number of water models has been proposed since the first MC simulation of Barker and Watts [74] . Many of those models are listed in reference [44] , together with a critical review of their strengths and weaknesses. And recently Vega et al. performed an extensive comparison of the most popular rigid non-polarizable water potentials (TIP3P, TIP4P, TIP5P, SPC and SPC/E), finding that a modified version of the second one, called TIP4P/2005, provides the best description of 9 out of the 10 experimental properties investigated [75] .
It is even more difficult to compare the performance of the existing general force fields, as the result will depend strongly on the system and properties simulated. Some comparisons can be found in the literature, in particular concerning the accuracy of the CHARMM, AMBER and OPLS force fields in the context of biomolecular simulations, but the results are not unambiguous. Thus Price and Brooks found that the three provided remarkably similar results concerning the structure and dynamics of three different proteins [76] . On the other hand Yeh and Hummer found significant differences in the configurations of two peptides studied with CHARMM and AMBER, as well as in the endto-end diffusion coefficient [77] . Aliev and Courtier-Murias also found a strong dependence of the structure of small open chain peptides on the force field used [78] . A similar result was found in simulations of insulin using CHARMM, AMBER, OPLS, and GROMOS, as different structural trends are favoured depending on the force field chosen [79] . One of the most detailed evaluation of existing potentials has been performed by Paton and Goodman. They evaluated the interaction energies of 22 molecular complexes of small and medium size and 143 nuclear acid bases and amino-acids using seven different force fields (MM2, MM3, AMBER, OPLS * , OPLSAA, MMFF94, and MMFF94s) and benchmarked them against the energies obtained from high-level ab initio calculations. Their results show that all the potentials tested, and specially OPLSAA and MMFF94s, describe quite accurately electrostatic and van der Waals interactions, but that the magnitude of hydrogen bonding interactions are severely underestimated [80] . The main conclusion is that each force field has its particular strengths and weaknesses related to the data and procedure employed in its parametrization, so the final choice depends on the particular problem being considered. However, as stated by Jorgensen and TiradoRives, "all leading force fields now provide reasonable results for a wide range of properties of isolated molecules, pure liquids, and aqueous solutions" [81] .
Parametrizing a force field
The ultimate goal of a force field is to describe in classical terms all the quantum mechanical facts, partitioning the total electronic energy into well separated atom-atom contributions, such as Coulombic, polarization, dispersion, and repulsive energies. Unfortunately, even disposing of very accurate QM calculations, it is impossible to fully separate the intricate electronic effects (see reference [17] ). This implies that we are obliged to employ significant physical approximations in order to describe in a tractable manner the intermolecular interactions, which limits their accuracy. Therefore they are called empirical potentials or empirical force fields, and depending on the procedure followed to develop them and the set of input data used to optimize their parameters, we will obtain different force fields applicable to different systems or problems. This has led T. Halgren to say that "force field development is still as much a matter of art as of science" [82] .
From the above considerations, it should be clear that the development of a force field is not a trivial task. A thorough account of the methodology needed to parametrize a general FF is given in the series of papers describing the Merck Molecular Force Field, MMFF94 [38, [83] [84] [85] [86] , and serves to exemplify the complexity of this task. Here we will just mention the four basic steps needed to develop a new force field: 1. Select the function to model the system energy: Are we going to employ cross-terms to describe intramolecular interactions? Shall we include polarization explicitly or is an additive potential enough? What form are we going to use to represent van der Waals interactions (12-6 LJ, exponential or other)? 2. Choose the data set required to determine all the parameters needed in the previously selected function: There is a large number of experimental data that can be employed, such as equilibrium bond lengths obtained from x-ray or neutron diffraction, force constants from vibrational spectroscopy, heats of sublimation or vaporization, densities, etc. Nevertheless in many cases experimental data are scarce or unreliable, so nowadays ab initio calculations constitute the main source of input data. 3. Optimize the parameters: There is a large number of parameters, so very often they are refined in stages. Additionally most of them are not decoupled, so a change in one value may affect some other parameter. Therefore the optimization becomes an iterative procedure. An alternative approach consists in using a least-squares fitting to determine the whole set of parameters providing the best agreement with the input information. Further details about both approaches are given in [18, 82] and references therein. Finally, a new and attractive approach is the force-matching method, consisting in directly fitting the potential energy surface derived from QM calculations [87, 88] . 4. Validate the final set of parameters by computing the properties of systems not employed in the parametrization procedure. This is an extremely hard and time-consuming job that is performed only by specialized groups, so the end user normally only needs to select an appropriate FF from the existing literature. Nevertheless if the parameters for one group or molecule are missing, he may be obliged to "find" the necessary values. This requires an iterative procedure, as intermolecular parameters will affect also the resulting intramolecular geometries, vibrations and conformational energies [89] . The starting point consists of borrowing a set of parameters from similar atoms or groups. Then partial atomic charges can be assigned using the electrostatic potential derived from high level QM calculations and employing fitting methods such as CHELPG [90] and RESP [91] , although sometimes faster approaches using semiempirical methods also provide good results [92] . Note also that non-polarizable models may need to account for the lack of explicit inclusion of non-pairwise additive effects by using effective charges enhanced by 10-20% with respect to those obtained from the QM calculation. It is also important to use the same level of QM theory employed in developing the existing set of parameters. And if the molecule can adopt different conformations it is advised to perform the QM calculations for several of them. Once a set of charges has been found, we need to optimize the van der Waals parameters. This is the most difficult step of the whole procedure. Due to the limited accuracy of QM calculations when dealing with dispersion interactions, normally they are adjusted in order to reproduce experimental data such as heats of vaporization, densities, isocompressibilities, heat capacities and equilibrium intermolecular geometries. Unfortunately in most cases the optimized parameters are underdetermined due to the small quantity of available information compared to the large number of values to optimize, implying that the parameters obtained can be strongly correlated [19] . Once a reasonable set of nonbonded parameters is obtained, intramolecular terms are adjusted to ensure that the molecular geometry and the normal modes of vibration are well described. This is followed by a simulation of the condensed phase to test if the experimental properties of the crystal or liquid are reproduced with the desired accuracy. If not, the process is repeated iteratively to achieve convergence [89] .
Limits, advantages and beyond empirical force fields
Compared to AIMD, the use of empirical force field based simulations has some intrinsic limitations. In particular, they cannot provide any information about the electronic structure and they are unable to handle reactions such as the breaking and formation of bonds, electron excitations, charge transfers, etc. Furthermore their predictive power is limited, as they can be applied only to systems containing the functional groups included in the development of the FF and their accuracy depends on the quality of its parametrization. Their transferability is also limited, so great care is needed when applying a potential to simulate a system under conditions that differ strongly from the conditions used in the parametrization (e.g. different solvent, pressure, temperature, etc.). Finally we must not forget that any FF is based on numerous approximations and derived from different types of data. This is the reason why they are called empirical and thus any simulation should be validated by an appropriate comparison with experimental results.
On the other hand, force field based simulations are several orders of magnitude faster than AIMD simulations, due to the simplicity of the force calculation using an expression like equation (2.1) compared to the huge problem of solving the electronic structure to obtain the interatomic forces. As a consequence we can handle much larger systems and explore much longer simulation times. Thus today it is possible to perform simulations on systems containing millions of atoms and to reach times of the order of microseconds, as shown by recent examples in the literature [93] [94] [95] [96] . A less obvious advantage is that it is possible to modify easily the energy expression to bias the calculation. In this way it is possible to determine which are the precise interactions that are particularly relevant to explain a specific property or to examine how the observed behaviour depends on the strength of each of the terms appearing in equation (2.1) or in particular atomic contributions to it.
There are several specialized groups working actively in developing new methods to overcome some of the limitations of empirical force fields. For example, reactive force fields have appeared allowing chemical reactivity to be treated [97] [98] [99] . Another increasingly popular approach consists of combining quantum mechanical and molecular mechanical potentials (QM/MM) [100] [101] [102] . While QM/MM hybrid methods solve reasonably most of the deficiencies of classical potentials in the region treated explicitly using QM, those difficulties remain in the MM part of the calculation. Therefore a new approach that treats the entire system equally has been proposed: the X-POL force field. X-POL is a quantum mechanical model in which bonded interactions are fully represented by an electronic structure theory augmented with some empirical torsional terms and nonbonded interactions are modelled by an iterative, combined quantum mechanical and molecular mechanics method, in which partial charges are derived from the molecular wave functions of individual fragments [103] . It is an empirical force field, but based on a quantum mechanical formalism, that allows to treat many-body polarization and charge delocalization effects and can be applied to large systems which are out of reach of current AIMD simulations [104] .
MOLECULAR DYNAMICS
Principle
An MD simulation is a technique to produce a dynamical trajectory for a system composed of N particles by integrating Newton's equations of motion. We need a set of initial conditions (positions and velocities of each particle), a good model to represent the forces acting between the particles (either from electronic structure calculations or using the empirical force fields presented in the previous section), and to define the boundary conditions to be employed. Then we need to solve the classical equation of motion:
where U (r 1 , r 2 , . . . , r N ) is the potential energy depending on the coordinates of the N particles. This is a system of N coupled second order non linear differential equations that cannot be solved exactly, so equation 3.1 has to be solved numerically step by step using an appropriate integration algorithm. In the following sections we will review briefly each of these ingredients.
Initial conditions
We need to know the initial positions and velocities of each particle in the system. In the case of a crystal the positions will be typically available in the form of a crystallographic file and we can construct a supercell combining several unit cells. For a disordered system, the positions can be generated randomly or we can create an ordered structure and then melt it. The velocity of each particle is attributed randomly from a Maxwellian distribution centered on the desired temperature and then they are adjusted in order to zero the angular momentum and the center of mass velocity of the total system.
Evaluation of forces
For the pairwise potentials used in most cases, the force calculation is simple. For example, for a Lennard-Jones potential the force exerted by the atom j on the atom i is:
and
For the intramolecular potentials the derivation is more involved, but one can obtain also analytical expressions for the forces (see [27] ). Finally if the potential is given as a table of values of U vs r, then the forces have to be determined by numerical differentiation.
Boundary conditions
We may simulate our system of N particles in isolation, i.e. surrounded by vacuum. But in most cases we are interested on the bulk properties of a liquid or solid system, so we need to impose some boundary conditions. We could use rigid walls, but then the surface effects would blur the real bulk physics. This is because the fraction of atoms near the walls is proportional to N −1/3 . While this fraction is negligible in a macroscopic sample, in a typical simulation it can go from 0.06 for N = 10 6 atoms to 0.49 for N = 10 3 . So unless we are really interested in those effects (for example if we study a confined liquid), we need to use periodic boundary conditions (PBC). Therefore the simulation box is surrounded by an infinite number of replicas of itself, as shown in figure 3 . Only the N atoms inside the main cell are considered explicitly, but as soon as one of the atoms leaves the cell, an image particle enters from the opposite side to replace it.
It must be noted that in this case the real system being simulated consists of the primitive box and all its replicas. This is not a problem when simulating a crystal, but in the case of disordered systems we are introducing an artificial periodicity. If the size of the simulation box is sufficiently large, the effects are normally not important, but we need to be careful when considering any property that depends on long-range correlations. For example, the only allowed fluctuations are those having wavelengths that are compatible with the box size. Thus the longest wavelength permitted in the system will be = L, where L is the length of the simulation box, and it will be problematic to simulate any situation where longer wavelength fluctuations are important, such as phase transitions. Even in solid simulations, the strain field generated by any inhomogeneity will be truncated and modified at the boundaries. And when simulating a macromolecule in solution, the latter could interact with its own images if the box is too 180 Collection SFN Figure 3 . Schematic representation of periodic boundary conditions in 2D. The figure shows a selected molecule in the primary cell together with 8 replicas. The coloured molecules represent those molecules which are at a distance from the reference molecule smaller than the cutoff radius. Typically the cutoff is applied to full molecules (for example using the distance between their center of masses as reference) or neutral groups, in order to minimize truncation effects.
small, so for example Souza and Ornstein recommend to use a minimum layer of 10 Å of water when simulating DNA [105] .
PBC are used together with the minimum image convention, meaning that only the interactions with the nearest image are considered. However this is not the best solution for two reasons. First because then the time needed to compute the forces will scale as N 2 . But if we have a large system where the interatomic potential has decayed to a negligible value for distances much smaller than L/2, there is no need to compute all the interactions. Second because the potential is not constant on the surface of a cube around a given particle. Therefore the usual approach consists of employing a spherical truncation such that only the interactions between particles separated by a distance smaller than R c are taken into account:
The cutoff radius R c cannot be larger than L/2 because otherwise some interactions between a particle and more than two images would occur, but it has to be large enough so that the potential can be safely neglected beyond R c . In the case of the Lennard-Jones potential one can use R c ≥ 2.5 . Even if the value of U (r) for r > R c is small, the contribution of the excluded interactions to the total energy is not negligible because the number of neighbours increases asymptotically as r d−1 , where d is the dimensionality of the system. Nevertheless it is possible to estimate the correction to the potential energy by assuming that beyond R c the atoms are distributed isotropically, so g(r > R c ) = 1 and
In the case of the Lennard-Jones potential, this tail correction is:
While the value of the LJ potential at R c is U (R c ) = −0.016 , the tail correction for a typical liquid density 3 = 1 amounts to U tail = −0.535 , which is about 10% of the total potential energy, clearly showing that this tail correction is not negligible. An equivalent correction can be applied to the calculation of the pressure [27] .
The simple truncation scheme presents some problems concerning the energy conservation due to the discontinuity in the potential at R c . This can be avoided using a truncated and shifted potential:
More complex shifting schemes that avoid also discontinuities in the forces can be applied [106] . Another possibility is to multiply the potential by a smoothing function that brings the value of U (r) to zero at R c . There is not an ideal truncation method, but the differences between them are less significant for larger cutoff radii, so R c should be sufficiently large [107] . It must also be noted that this truncation should be applied only to short-ranged interactions. Long-range forces (typically electrostatic interactions) should never be truncated. As an example, Yonetani has shown that large artefacts appear in water simulations when truncating the Coulombic forces and that surprisingly those artefacts can be larger when using a cutoff R c = 18 than with R c = 9 Å [108] . Therefore in the case of long-range interactions some of the methods described in the following section must be applied. Finally it must be noted that in most cases the choice of the truncation method is not important, but that in some particular conditions such as close to a critical point the results may differ significantly depending on the method chosen [109] .
Long-range interactions
The electrostatic potential given in equation (2.1) does not decay with distance rapidly enough to allow us to use safely the simple truncation scheme. A simple alternative is to use the reaction field method, consisting in considering all the molecules beyond a certain cutoff as a dielectric continuum. For a given atom, all the interactions with the particles inside the cutoff sphere are explicitly considered and the charge distribution inside that sphere polarizes the dielectric continuum, so this one produces an additional electrical field into the cavity. This reaction field is given by the equation:
where 0 is the dielectric constant of the vacuum, rf is the dielectric constant of the system, R c is the cutoff radius which normally coincides with the cutoff employed for the Lennard-Jones interactions, and l j is the dipole moment of molecule j . The previous equation requires to know the dielectric constant of the system being modelled, which usually is not known. Fortunately the factor 2( rf − 1)/(2 rf + 1) goes rapidly to one as rf increases, so the results are quite independent of the exact value used and we can reasonably approximate rf by the dielectric constant of the real system. Another point to take into account is that whenever a molecule j is inside the cavity around i there will be an orientational correlation between both. When the molecule j leaves the cavity this correlation is lost, so if j goes back into the cavity it will enter with a random orientation that on average will correspond to a situation of higher energy. As a consequence the discontinuous jumps in energy occurring when a molecule leaves or enters the cavity do not cancel exactly and the system will heat up. Additionally some spurious features may appear in the radial distribution function around r ≈ R c . In order to solve this problem a tapering function should be introduced [110] . The reaction field method was applied for the first time by Barker and Watts to simulate liquid water [111] and later generalized to deal also with ions [112] . The expressions needed to calculate the electric properties of the system when using this method have also been derived [113] . The main criticism that can be made of the reaction field method is that considering the system as a continuum for distances beyond 9-15 Å (which are typical cutoff values) is a very crude approximation. Nevertheless some studies comparing this method with the reference method using the Ewald sums (see below) conclude that in general they produce comparable results [114] [115] [116] . The more rigourous way of treating the electrostatic interactions in a periodic system consists of taking into account the contribution to the potential energy from all the replicated cells. Then we have:
where R represents the vector connecting the primitive cell to each of its replicas. But this sum is only conditionally convergent, so it cannot used to compute the electrostatic potential. The solution was proposed by Ewald [117] and consists basically of adding to each point charge a charge distribution of opposite sign, such that the electrostatic potential caused by the screened charges becomes short-ranged and can then be treated in real space. A convenient choice is to use a Gaussian distribution:
exp(− r 2 ), (3.11) and the resulting contribution in real space is:
Here is a parameter chosen to make this potential sufficiently small at the chosen cutoff to be safely truncated. Now in order to recover the original system we need to add another compensating Gaussian distribution of opposite sign to that of equation (3.11) , which can be treated in reciprocal space to give: And finally we have to correct the self-interaction emerging from the unphysical interaction between the point charge and its compensating cloud:
The sum in reciprocal space has to be performed up to a sufficiently large k vector, k max = 2 L n max , which depends on the chosen value for . The convergence of the Ewald sum depends then on three parameters: the cutoff R c , and n max . R c is normally taken as the same cutoff employed for the Lennard-Jones potential for computational convenience. This imposes a lower limit for , as in order to get a relative error in the real space sum smaller than 4 × 10 −5 we need to set ≥ 3.2/R c .
Larger values of will reduce the error, but at the cost of slowing down the convergence of the reciprocal sum. To get the same relative error of 4 × 10 −5 in the latter, we need to extend the sum up to k max ≈ 6.2 . Thus in a cubic system and using R c = L/2 we obtain n max = 7. Those values can be further refined to optimize the computing time without loosing accuracy [118] .
Ewald summation is the most correct method to treat Coulombic interactions, even if in the case of simulations of disordered systems is sometimes criticized because it imposes an artificial periodicity in a system that is not inherently periodic. Another inconvenience is that it is computationally expensive. An optimized Ewald sum scales with the number of atoms as O(N 3/2 ), while for large systems the computation of the short-range potential can scale as O(N ). There are several variants of the Ewald sums allowing scalings of O(N log N). They are called particle-mesh methods because they exploit the fact that the Poisson equation can be solved much more efficiently if the charges are distributed in a mesh. The most popular ones are the Particle-Particle / Particle-Mesh (PPPM) [119] , the Particle Mesh Ewald (PME) [120] , and the Smooth Particle Mesh Ewald (SPME) [121] methods.
Integration algorithms
We already said that equation (3.1) can only be solved numerically. So we need to discretize the trajectory and use an integrator to advance over small time steps:
The desirable properties of such an integrator are [27, 30] : -Minimal need to compute the forces: This is the most time consuming step in the simulation, so any algorithm requiring more than one cycle of evaluation of the forces per time step will not be efficient. -Good stability if large time steps t are used. -Good accuracy.
-Good conservation of energy and momentum.
-Time-reversibility. -Conservation of the phase space volume (in this case they are called symplectic integrators).
The immediately apparent solution would be to use a simple Taylor expansion, so:
But this algorithm is unstable and inaccurate. A better solution was proposed by Verlet. If we sum the Taylor expansions for + t and − t, the terms in t, t 3 , etc. cancel and we obtain:
The velocities are not used in the algorithm, but they can be obtained as:
The intrinsic error of the algorithm or local truncation error is therefore of O( t 4 ). Two equivalent algorithms producing the same trajectory as the Verlet integrator are the leap-frog algorithm:
20)
And the velocity-Verlet algorithm: 
Those three algorithms are very simple, but nevertheless they are efficient, stable and reasonably accurate. Furthermore they are also time-reversible and symplectic, so they constitute a good choice as integrators for an MD simulation. The other type of algorithms sometimes used to integrate the equations of motion are of the predictor-corrector type. The iteration starts with a prediction of the new positions and all the required derivatives (v, a,ȧ,ä, etc. ). Then the correct forces at t + t are evaluated using the new positions. And finally the difference between the predicted and corrected forces is used to correct the predicted values. For small time steps this algorithm is more accurate than the Verlet integrator and their equivalents, but it is neither time reversible nor symplectic, so energy conservation in long simulations may be worse, in particular if a long time step is used. An extensive discussion on the merits of each algorithm is given in [122] .
We also need to choose a correct time step, which requires a compromise. A small time step will improve the accuracy of the numerical solution of equation (3.1), but at the cost of requiring a much larger number of time steps to obtain a trajectory of the required length. On the other hand, a too large value for t will cause large fluctuations or drifts in the energy, and can even make the simulation unstable. In any case t should not be larger than the mean time between collisions, so for example a typical time step to simulate a Lennard-Jones fluid such as argon close to the triple point is 5 fs. This can also be taken as a usual value when simulating rigid molecules. In the case of flexible molecules, t needs to be small enough to model correctly the fastest intramolecular vibrational motions, so usually t = 0.5-1 fs in simulations of systems presenting C-H stretches. A good way to see if the time step employed is reasonable is to check if the total energy is conserved in a microcanonical simulation (see next section). Figure 4 shows an example of the influence of the time step on the energy conservation in a standard simulation. Even if the local truncation error of the algorithm and the round-off errors of the computer make the total energy fluctuate, these fluctuations must be small. There are two standard criteria based on energy fluctuations to ensure the stability of the integration results [123] :
where E 0 is the initial total energy of the system and N is the number of time steps, or
where K is the kinetic energy. However very often less strict criteria can be employed [123] .
A final remark is that we cannot expect to obtain an exact solution to the equations of motion for a very long time. This is due to the extreme sensitivity of the trajectory to the initial conditions, which results in a so called Lyapunov instability [30] . Fortunately we are not interested in obtaining exact trajectories, but in computing statistical properties, and we can assume that the trajectory generated by our algorithm is representative of a true trajectory, even if we do not know which one, and use it to obtain the desired properties.
Thermodynamic ensembles
The integration of equation (3.1) keeps constant the number of particles N , the volume of the simulation cell V , and the total energy of the system, E. This implies that we will generate a trajectory in the microcanonical or NVE ensemble. But integration errors, force fluctuations and inconsistencies in the forces usually generated by the cutoff may cause slow drifts in the total energy. Additionally, the total energy is constant, but not the kinetic and potential energy contributions, so a system that is not in equilibrium will go to it while the temperature changes. It is therefore desirable to have some way of controlling the temperature. Furthermore we may prefer to work at constant temperature or pressure in order to be able to compare the simulation results with experiment. This can be done using one of the available thermostats and barostats. A thorough review of the various thermostats proposed in the literature is given in [124] . -Constant temperature simulations: The temperature of the system is directly connected with its kinetic energy, so we can change T by modifying the velocities of the atoms. The simplest scheme then to control the temperature is the so called 'velocity scaling'. It consists on scaling all the velocities by a factor √ T B /T (t), where T B is the desired temperature and T (t) is the instantaneous temperature of the system before the scaling. This scaling can be done regularly, every N scale steps, or whenever T (t) goes out of some specified limits. However this method does not allow to sample the true canonical or NVT ensemble and the scaling affects the dynamics of the system in an unpredictable way. A more physical way of controlling the temperature is to use the thermostat proposed by Berendsen [125] , consisting in a weak coupling of the system to a heat bath. This is done by modifying the equation of motion using:
The additional term acts as a frictional force and the coupling constant T determines the strength of the coupling. This method allows to achieve rapidly the desired temperature and it is very flexible. In the limit of infinitely weak coupling, T → ∞, we recover the NVE ensemble, while if T = t the method is equivalent to the velocity scaling. However it does not allow to sample the correct canonical ensemble and it can affect the system dynamics when small values of T are used. Occasionally some strange artefacts due to the transfer of energy from high frequency to low-frequency degrees of freedom have also been observed, producing the so called "flying ice cube effect" [124] . The Andersen thermostat also uses the coupling to a heat bath, but in this case the coupling is represented by stochastic forces that act occasionally on randomly selected particles and the coupling strength determines the frequency of the collisions. At each collision the particle gets a new velocity selected from a Maxwell-Boltzmann distribution corresponding to the bath temperature, T B [126] . Contrary to the previous methods, the Andersen thermostat samples the canonical ensemble. But the dynamics of the system are found to depend on the collision frequency [30] , so only the thermodynamic and static properties can be used safely.
Finally the most rigourous method to control the temperature is to use the Nosé-Hoover thermostat. In this case the heat bath becomes an integral part of the system by adding an artificial variable with an associated effective mass, so we have an extended lagrangian [127] [128] [129] . This method samples the correct canonical ensemble and it does not seem to produce severe effects on the dynamics, even if some care is always needed [30] . The main inconvenience is that T (t) goes to T B in an oscillatory way and that if the effective mass of the artificial variable is too large the coupling will be too loose, causing a poor temperature control and requiring very long times to attain the canonical distribution. It has also been found that in some exceptional cases the Nosé-Hoover dynamics is not ergodic [124] and a solution has been proposed consisting of coupling the thermostat to another thermostat or to a chain of thermostats [130] . In practice it is recommended to equilibrate the system using the simple velocity scaling or Berendsen's thermostat with a small coupling constant in order to attain quickly the desired temperature. The production runs can be performed in the NVE ensemble if the total energy and the temperature do not experience large drifts. Otherwise the Nosé-Hoover thermostat can be employed to keep the temperature constant or even Berendsen's thermostat with a large coupling constant ( T > 0.5 ps). -Constant pressure simulations: The approaches to control the pressure are similar to those employed for the temperature. In this case the instantaneous virial takes the role of the temperature and the pressure is controlled by scaling the system volume. It has also to be noted that the volume of the cell can be varied uniformly in the three spatial directions, or that both the shape and the volume of the cell can be changed. This is for example needed when studying crystal phase transformations [131] . The interested reader can consult the technical details concerning different constant pressure algorithms in references [126, [132] [133] [134] .
Speeding up the simulations
There are several methods to increase the efficiency of an MD simulation. Here we discuss briefly some of the standard ways usually employed to save CPU time: -Neighbour and cell lists: In a system composed of N atoms, for each atom i we need to compute the distances with the remaining N − 1 atoms, and then evaluate the total force on i arising from all the atoms inside a sphere of radius R c . The first step requires 1 2 N (N − 1) operations, but if R c is much smaller than the size of the simulation cell this number can be strongly reduced using neighbour and cell lists. In the first case, for each atom we keep a list of all the atoms that are at a distance smaller than R c + list , where list is a value chosen by the user (typically ≈ 1-2 Å). So at each time step, the search for the atoms situated at a distance < R c of a given atom is done only over the atoms included in its neighbour list. The list has to be updated regularly to take into account the atoms that enter or leave the sphere, or even better one can keep a record of the atomic displacements and update it whenever one of them has moved more than list . For very large systems, where L >> R c , it is more convenient to use the cell list or linked-list method. It consist of dividing the simulation box in several subcells of size L ≥ R c and then each particle of the system is assigned to one of the JDN 18 187 subcells. For a given atom, only the atoms located in the same subcell or the neighbouring subcells can be at a distance < R c , so the search is limited to those subcells. Both methods can be combined and an optimized MD code may achieve a scaling with the number of atoms of O(N ) if there are no long-range forces. -Intramolecular constraints: Another way to increase the efficiency of the simulation is to use a large time step. But as we saw previously, t must be always much smaller than the fastest motion in the system. In the case of a molecular system this limit will be given by the intramolecular vibrations (mainly stretching and to a lesser extent angle bending), so if we freeze these high frequency motions by applying distance constraints to the bond lengths and angles, then we can use a larger time step in the simulation. There are several methods to apply these constraints, but possibly the most used is the SHAKE method proposed by Ryckaert, Ciccotti and Berendsen [135] . It is up to the user to decide which motions can be constrained or not. As a rule of thumb fixing the bond distances does not affect much the observed dynamics, but constraining also the bond angles may entail some risks.
As an example van Gunsteren and Karplus showed that the introduction of bond length constraints in a protein model did not perturb the structure and dynamics, but constraining the bond angles altered severely the dynamics of the protein [136] . Tironi et al. have also pointed out that treating the intramolecular high-frequency motions as rigid is probably a more correct approximation to the quantum dynamics than describing them with a harmonic classical potential, recommending the use of rigid models for simulations of molecular liquids or solvents [137] .
In the case of small molecules, such as water, methane, benzene, etc., it is even possible to go a step further and define the full molecule as a rigid body. In this case the motion is decomposed into a center of mass translation and a rotation about the center of mass. The first one is treated in the standard way, while the rotations are described using Hamilton's quaternions [27] . The use of a rigid molecule may result in saving computer time by a factor of 5-10, as t can be increased while maintaining the same energy conservation. -Multiple time steps: Another approach consists of maintaining a flexible molecule, but using different rates to integrate different degrees of freedom. Thus high frequency motions, such as bond stretching, are evaluated at each time step, while the low frequency motions are evaluated more rarely (typically every 5-10 t) and the same values for the calculated low-frequency forces are used until the next update. Normally two different time scales are employed, but nothing forbids using more than two. In any case, the evaluation of the physical properties should be done only at the larger time step. Time reversible algorithms to perform multiple time scale MD simulations exist [138, 139] . They are particularly appropriate to simulate proteins or other macromolecules showing a broad spectrum of relaxation times. -United atom models: A final strategy that allows to save a significant amount of computing time is to employ a united atom model, where several atoms are joined into a single interaction site. The most typical case consists in replacing CH 3 or CH 2 groups by a single site. In this way, not only the fastest degrees of freedom are removed, but additionally the number of atoms composing the system is largely reduced. However some atomic details are inevitably lost, so this method can be considered already as a kind of coarse grained simulation [140] .
Running the simulation
We can consider that there are four different steps in a MD simulation: 1. Setting up the system: This stage includes most of the aspects mentioned in the preceding sections.
We have to create a reasonable configuration of the system we are interested in, choose a valid force field for this system, select a cut-off radius and the method to treat the electrostatic interactions if the system contains partial charges, choose an integration algorithm (if the MD code we use allows it) and a correct time step, and select the working ensemble (NVE, NVT or NPT). At this point we have to be sure that the size of the system is enough to explore the physics of interest. For example, if we are interested in studying structural inhomogeneities of a size of a , the box size must be at least 2 a . Similarly, if we want to investigate the sound propagation on a liquid, L must be sufficiently large to allow us to access the low Q values at which the spectrum shows a well resolved Rayleigh-Brillouin triplet [141] . 2. Equilibration: Normally the initial configuration will not be representative of the conditions we want to explore. For example, if it comes from a previous MD simulation we may want to simulate the system at a different temperature. If the initial positions were determined randomly we may have some atoms that are too close or a lack of short-range correlations which is not real. On the other hand, if we start from an ordered configuration and we are interested in the liquid, we need to melt the system and guarantee that the long-range order has completely disappeared. This step usually requires the use of a NPT simulation in order to allow the system to achieve the equilibrium density corresponding to the desired pressure and temperature. However the choice of the thermostat and barostat is not critical, as this part of the simulation will not be used to compute any property. It is important to ensure that we have achieved an equilibrated state, so during this phase we should follow the pressure, the density and the different energy components, which at equilibrium should fluctuate around some average value without showing any drift. If we have started from a lattice configuration and we are melting it, we can also check the evolution of a translational and/or rotational order parameter [27] . Finally we can verify that some standard properties such as the radial distribution function or the mean square displacement are independent of the segment of the trajectory employed to compute them, but we have to be aware that this will be the case only when the segment is long enough so that the ergodic hypothesis holds (see below). 3. Production: Once we have attained an equilibrium situation at the desired temperature and pressure, we can perform the production run. It may be convenient to work in the NVE ensemble to avoid any influence from the thermostat or the barostat, as we saw before. Nevertheless in very long simulations the drift in temperature originated mainly from truncation effects can be embarrassing, so we may need to apply any of the thermostats described above. The pressure should oscillate around the average value achieved during the equilibration, so normally there is no need to use any barostat. Thus we can work with a fixed cell and avoid the inconvenience of dealing with volume fluctuations during the analysis of the trajectory. A clear exception here is in the case where we are interested in simulating a phase transition [131, 142] . We also have to decide how long to run the simulation. We need to run it for a time much longer than the relaxation time of the property of interest. But the simulation time should also be sufficiently long to ensure the validity of the ergodic hypothesis, i.e. that the time average of a given property coincides with the ensemble average [30] . While this condition is true in most cases (such as when simulating a standard liquid or crystal), some systems such as glasses are not ergodic, so the results will depend on the history of the system. Similarly, if we study a large biomolecule that can adopt different conformations, the simulation time should be enough to allow the macromolecule to explore all the possible configurations. Otherwise the results obtained (e.g. atomic displacements) may correspond to one of the global conformations of the macromolecule, but not to the real situation. 4. Analysis: Finally the simulated trajectory must be analysed to extract the desired properties. We have access to the atomic positions, velocities and even forces as a function of time, so any statistical mechanical property that can be expressed in terms of those variables can be computed. In the following section we present some examples of the different properties that can be computed in a MD simulation, while a more detailed account can be found in this collection [143] .
Data analysis and error estimation
We will distinguish three kind of properties that can be computed from a standard MD simulation: thermodynamic, structural and dynamical properties.
Thermodynamic properties:
The temperature and the pressure are directly related to the kinetic energy and to the virial, respectively: 27) where N c is the number of constraints.
Both are normally calculated at each time step and used to control the simulation by means of any of the thermostats or barostats that we showed previously. Two other quantities that are easily computed and can be compared to experimental values in order to validate the simulation are the density and the potential energy. The latter can be compared with the vaporization or sublimation enthalpies for a liquid or a crystal, respectively. The heat capacity at constant volume could be calculated from the thermodynamic expression: 29) but this requires a series of simulations at different temperatures. Alternatively it can be obtained from a single simulation from the fluctuations in the total energy, as:
Here it must be noted that the previous equation can be applied only to a simulation performed in the canonical ensemble (see section 3.7). Otherwise the correct expressions for the microcanonical [144, 145] or Berendsen's thermostat [146] should be used. Similar expressions exist for the adiabatic compressibility s , and the thermal pressure coefficient, v , while the remaining response functions can be derived from C v , s , and v using classical thermodynamic relations [28] . Entropic properties cannot be computed directly, as they are not defined as time averages over a phase-space trajectory. Usually they are obtained from MC simulations, but there are also some specialized methods that can be applied to MD simulations in order to compute the entropy or the free energy [28, 147] . 2. Structure: The most obvious structural quantity to compute is the radial distribution function, which describes how the atoms are radially packed around each other on average. It can be defined as the ratio between the local density on a sphere shell of thickness r at a distance r from the chosen atom and the average density. For an isotropic monatomic system [27, 28] :
In the case of a polyatomic system we can compute all the n partial correlation functions between different elements and in the same way, and then obtain the total pair-correlation function as [148] :
where c and c are the number concentration andb andb the weight for each element, so using the neutron scattering lengths or the x-ray form factors inb we can compare with experimental results. In the case of molecular liquids, the structural information provided by the radial distribution functions is limited even when we calculate the full set of partials, as some information is lost due to the averaging over the angular part of the atomic pair distribution. We can avoid this by computing the spatial distribution function [10, 149] . The static structure factor can be obtained as the Fourier transform of G(r) or directly by means of the Debye equation:
This expression can also be employed to calculate the diffraction pattern of a powder crystal, but it does not take into account the infinite periodicity of the crystal lattice, so the resolution of the calculated pattern will be quite poor. Figure 5 shows an example comparing the simulated structure of a room temperature ionic liquid, 1-ethyl-3-methylimidazolium bromide, with the experimental data obtained from high-energy X-ray diffraction measurements [150] . The partial radial distribution functions involving the bromide anion are shown in figure 6 , and the spatial distribution of those anions around the imidazolium cation is shown in figure 7 . While the experimental data serve to validate the model and the simulation, the detailed information presented in those figures can only be obtained from the simulation. 3. Dynamical properties: One of the simplest properties to compute from an MD trajectory is the atomic mean square displacement: 34) where the brackets indicate an average over different time origins, t 0 . In the long time limit the slope of u 2 (t) gives the self-diffusion coefficient, D: which can be compared with the diffusion coefficient derived from quasielastic neutron scattering or NMR measurements. It should be noted that in many cases (supercooled or viscous liquids, macromolecules, etc.) the diffusive regime is achieved only after a long time and is preceded by a subdiffusive regime where u 2 (t) ∝ t , with < 1, so it is recommended to check that the diffusive regime has been well attained before comparing with any experimental data.
It is also possible to compute all kinds of correlation functions as: C(t) = A i (t 0 + t)A i (t 0 ) , (3.36) where A refers to any variable and the brackets indicate again an average over different time origins. For example, setting A = v we obtain the velocity autocorrelation function and its Fourier transform will give the vibrational density of states, G( ), which can be compared to that measured using inelastic neutron scattering spectroscopy. Other autocorrelation functions can be connected with different measurable transport coefficients such as bulk and shear viscosities or thermal conductivities via Green-Kubo relationships [27] . Orientational correlation functions can be calculated as: 37) where P l indicates the Legendre polynomial of order l and (t) is the angle swept by a reference vector.
It is also possible to use the MD simulations to compute the self-and distinct Van Hove functions [151] : They can be compared directly with the intermediate function measured on a neutron spin-echo instrument, or Fourier transformed to give the analogue of S(Q, ) measured on a neutron tripleaxis, time-of-flight or backscattering spectrometer. 4. Errors: As in the analysis of an experimental result, any value obtained from a simulation should be computed with its associated error. For any property calculated as the average of the value of a given observable during the simulation, we could estimate the error as the variance of the set of data. However, contrary to most experimental situations, the set of data obtained from the simulation does not represent independent measurements. The error corresponding to averaging over a series of correlated data can be calculated using several techniques, such as the block method or the integration of the autocovariance [30, [152] [153] [154] . In the case of correlation functions, a simple estimate for the error has been proposed by Zwanzig and Ailawadi [155] : is the normalized correlation function, is the relaxation time of this correlation function, and T is the total simulation time. Although this estimation is obtained assuming that C(t) is a random Gaussian variable, it has been shown that this is also a good order-of-magnitude estimate for the uncertainty of the correlation function of a non-Gaussian velocity distribution [156] . If we are computing a self-correlation function we can compute R(t) for each of the N atoms and then average over them, so this error will be divided by an additional factor √ N .
Molecular dynamics codes and utilities
There is a large number of good software to perform MD simulations available in the public domain. Some general, reliable and popular programs worth mentioning are DL_POLY [157] , NAMD [158] , LAMMPS [159] , Gromacs [160] , TINKER [161] , or GULP [162] , but many others can be found in the web. Popular commercial codes include GROMOS [63] , CHARMM [163] , AMBER [64] or the Forcite module inside Materials Studio [164] . Some useful software to visualize the simulation configurations or trajectories includes VMD [165] , gOpenMol [166], or Rasmol [167], among others. Many of the above cited programs also contain some analysis tools to compute a large range of properties from the MD trajectories. Other specific analysis packages for MD simulations are MD-Tracks [168] and nMoldyn [169] , which is specially focused on the computation of neutron scattering functions [143] .
CONCLUSION
Molecular Dynamics simulations represent a simple and efficient method to explore the structure and dynamics of complex systems. Their accuracy and reliability depends on the quality of the force field employed to model the intra-and intermolecular interactions, so they should always be validated by comparing their output with experimental results. Neutron scattering is one of the best suited techniques to perform this operation, as the measured observables (static and dynamic structure factors) and the sampled time and length scales correspond exactly to the quantities that can be computed from an MD simulation. However the utility of a simulation is not to reproduce a experimental result, but to allow to understand the microscopic origin of the physical properties observed or to predict qualitatively the behaviour expected at conditions that cannot be accessed experimentally. Thus the main output of a simulation is a phase space trajectory and the scientific challenge consists of using the detailed information about the atomic positions, velocities, and forces to obtain relevant information about the physics of the system studied. The developments occurring during the last 50 years have now made available a number of simple and user friendly software packages, together with reliable force fields, so today computer simulations are easily accessible to experimentalists and they are increasingly becoming an essential tool to analyze and interpret complex experiments and/or systems.
