Abstract. Population size of classical genetic algorithm is determined constantly. Its size remains constant over the run. For more complex problems, larger population sizes need to be avoided from early convergence to produce local optimum. Objective of this research is to evaluate population resizing i.e. dynamic population sizing for Genetic Algorithm (GA) using cloning strategy. We compare performance of proposed method and traditional GA employed to Travelling Salesman Problem (TSP) of A280.tsp taken from TSPLIB. Result shown that GA with dynamic population size exceed computational time of traditional GA. 
Introduction
Among several parameters of genetic algorithm, population size is an important parameter that can affect the performance of genetic algorithms. In a classical genetic algorithm, the population size is constantly fixed continuously during the evolutionary search until the maximum generation is achieved [1] . Figure 1 shows a population of several individuals, individuals 1 to n, for several generations the size of the population remains the same or constant until the maximum generation is achieved.
Figure 1. Constant population size on Genetic Algorithm
The dynamic population size is the number of individuals in the population of each generation that can be changed by plus and minus based on the best fitness value during the evolutionary process lasting until the maximum generation is reached [2] . Population dynamic demonstrates the population's capability in exploring and exploiting their potential habitat. Based on the ecological principles of natural population dynamics, dynamic populations should be more appropriate for evolutionary computation than fixed sized population. Fixed size population is strong contrast with population entities in nature. Biological populations are dynamic in both space and time [3] . Dynamic populations should be more appropriate for evolutionary computation. By testing five dynamic population sizing, which is which is random fluctuation population, increasing population, decreasing population, bell-shaped population and inverse bell-shaped population to mimic natural insect, [2] concluded that dynamic population size is more efficiently than fixed sized population in term of the number of fitness function evaluation and memory space requirement. According to [4] population size is one of the important parameters that affect the performance of genetic algorithms. On complex issues, the optimal population size is difficult to determine. Furthermore [5] stated that problem size and complexity of the problem is underlying the arrangement of population size. However if population size is too large or too small, it will trigger general problem of GA which is too large population size will increase computational time and cause convergence time longer. As [6] said the larger the population size, the better the solution. However, their research shown, population size above 100 chromosomes did not make better results while computing time continues to increase. On the other hand too small population size will result to a premature convergence and trapped to a local optimum [7] . Adjusting population size during a run could be more worthwhile than changing the operator parameters [4] .
Previous Research
Many techniques have been used in setting the size of population to get an optimal solution.
Research related to dynamic population size have been done by [8] by introducing methods of addition and subtraction of population size based on changes in the best fitness values in the 
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population. The population size needs to be improved to explore the search space, while population size reduction is done to improve the quality of solutions in the search space. The addition of new population sizes is done by cloning some individuals with the best fitness value.
The results shown that genetic algorithms with population size changes during the evolution process get faster computational time compare to classical genetic algorithms.
In their research [9] reduced the size of the population adaptively. The process of evolution begins with a large population size then population size will continue to decrease depending on its best fitness value. In other words if the fitness value increases then the population size is reduced.
Using this method, the genetic algorithm can produce better solutions and faster computational time then classical genetic algorithms.
Population reduction method was employed by [10] where population size is divided into n group.
The purpose of this study is to get the best chromosome or individual from the search space. After initialization, population is divided into n groups. Each group was controlled by a complete tournament after which the best individual of each group is selected as the new population. This method produced better performance and better solution than that of classical genetic algorithms.
Method
In this research data is taken from TSPLIB in the form of two-dimensional symmetrical TSP:
A280.tsp file containing coordinates of each city. For example, data of five cities used with the location coordinates presented in Table 1 . 
Euclidian Distance
Distance between cities C calculated using Euclidean formula (1):
Using (1), distance of five cities obtained is shown in Table 2 . 
Chromosome Representation and Initial Population
The chromosome representation or encoding technique used in this research is permutations of the sequence of genes. Each city is represented by integer number and the sequence of genes in the chromosomal represent order of cities/routes to be traversed to get fitness value.
Initialization of the population is an integer number generated randomly in [1, n] , where n is the length of the chromosome. For example, the initial population formation process given population size is 8 individuals shown in Table 3 . 
Evaluation of Fitness value
Fitness value of each individual is calculated using (2).
Fitness of individuals is shown in Table 4 
Selection
The selection process in this research is done by using roulette wheel selection method. We first calculate total fitness of all individual,
where is individual fitness = 0,0097 + 0,0080 + 0,0075 + 0,0068 + 0,0067 + 0,0072 + 0,0087 + 0,0067
Afterward, relative fitness of each individual is calculated using (4) to select individual for crossover (see Table 5 ) Continued on next page 
Crossover
The crossover process is done using the partially mapped crossover (PMX) method by taking 2 randomly cut points on each individual.
Mutation
The method of mutation used is to exchange one or more gene values in chromosomes randomly.
The value of a mutated gene in one population is determined by probability mutation (Pm)
Dynamic Population
After the mutation process, the individuals generated are evaluated to see the best fitness value.
The size of the population will increase or decrease depending on the change in the best fitness value. If the best fitness value increases then the population size will be increased. If the best fitness value remains the same for T generation, the population size will increase. When the best fitness value decreases, the population size will be reduced.
Addition of population size is done by cloning some individuals with good fitness and by randomly generating a number of new individuals. Meanwhile, reduction of population size is done by eliminating individuals with poor fitness. Overall process of adaptive population is as follow:
a. Calculate individual fitness after mutation process (see Table 6 ). The current best fitness value after the mutation process undergoes a change. In the initial population the best fitness value is 0.0097, after the mutation, the best fitness value decreases to 0.0087. Since the best fitness value is decreased then the population size is reduced using the following equation (5). Table 7 . After eliminating individual with smaller fitness value (on previous population), recalculate the fitness value of the new individual on new generation (see Table 8 ). As shown on Table 7 , the best fitness value obtained was 0.0087. After recalculating the fitness value of five individuals, the best fitness value increased to 0.0097. Since the best fitness value is increased, the population size will be cloned [11] using equation (6). Table 9 . b. A whole process (selection-crossover-mutation-update population size) will be repeated until stopping criterion is met.
Stopping Criterion
The stopping criterion in this research is maximum number of generation which is determined by user.
Result and Discussion
In this section we will analyze genetic algorithm with constant population size and dynamic population size to solve Travelling Salesman Problem (TSP). Data set used is a280.tsp taken from TSPLIB.
TSP solution using Genetic Algorithm with constant population size
Testing done to solve Traveling Salesman Problem (TSP) problem with test data file a280.tsp with parameter setting as follow:
Population size = 100, 200, and 500
Maximum generation = 200, 500, and 1000
Probability of crossover (Pc) = 0.6
Probability of mutation (Pm) = 0.001
Testing performed using the population size of 100, 200 and 500 individuals, with the maximum generation of 200, 500 and 1000 generations, the probability of crossover (Pc) 0.6 and the mutation probability (Pm) 0.001 is used constantly during the iteration. Testing is done 5 times.
Result obtained shown in Table 10 , 11 and 12 respectively. After we test the problem with constant population size, we then test the dynamic population size with the same parameters as we used in constant population.
TSP solution using Genetic Algorithm with dynamic population size
We then test the algorithm to a280.tsp with dynamic population size. The parameter used is same Testing performed by using the population size of 100, 200 and 500 individuals, with the maximum generation of 200, 500 and 1000 generations, the probability of crossover (Pc) 0.6 and the mutation probability (Pm) 0.001 is used constantly during the iteration. Testing is done 5
times. Result obtained shown in Table 13 , 14 and 15 respectively. Comparison of average results obtained of the best fitness value and average computational time of the constant population size and dynamic population size of genetic algorithm illustrated in Figure 1 and Figure 2 .
Based on Figure 1 and Figure 2 , average of the best fitness value and average of computational time obtained by dynamic population exceeds than that of constant population. Method of determining the population size is done by increasing or decreasing the population size dynamically based on the best fitness value. If the best fitness value increases then the population size increases, in the contrary if the best fitness value is reduced then the population size is reduced. 
Conclusion and Future Research
Population size is one of the important parameters that affect the performance of genetic algorithms. Population size can affect the diversity of the population. Generally in classical genetic algorithms, population size is constantly regulated throughout the evolutionary process.
On complex issues, optimal population size is difficult to determine. Population size changes can be made by increasing and decreasing the size of the population during the evolutionary process is underway based on the change in the best fitness value. The addition of population size is done by cloning some individuals with the best fitness. By using dynamic population size is the number of individuals in the population of each generation that can be altered by adding and subtracting the best fitness value during the evolutionary process until the maximum generation is achieved.
Based on the results obtained it is proven that genetic algorithm with dynamic population size can get better results than that of obtained by the population with constant size. Dynamic population size can increase the best average fitness value rather than a constant population size. The larger the population size, the better the solution obtained as evidenced by the increase in the average value of the best fitness.
