In this paper the two-dimensional flow of fresh and salt water through a homogeneous aquifer is considered. The two fluids are assumed to be separated by a sharp interface. They differ only in their specific weight. This difference induces a flow in the aquifer which in turn causes a motion of the interface.
Introduction
IN THIS paper we present a model which describes the two-dimensional motion of fresh and salt water through a horizontal aquifer. The fresh and salt water have different specific weights, denoted by y f and y, (y f <y,,), respectively. As is frequently done in hydrology (for example see Bear [1, 2] ) it is assumed here that the fluids do not mix and are separated by an abrupt interface. The difference in specific weight induces a flow and thus a displacement of the fluids and the corresponding interface. Our interest here is in the evolution in time of this interface. This leads to the following rescaled problem: The function xj> denotes the stream function of the flow and u represents the height of the fresh-salt water interface, 0 =s u =s 1. At points where u = 0 (bottom of aquifer) only fresh water is present and at points where u = 1 (top of aquifer) only salt water is present. A full derivation of Problem P is given in section 2.
-Aip(x, z, t) = -[H(u(x, t) -z)) with (x, z,t)eGx
In section 3 we consider a simplified model which arises when a Dupuit assumption with respect to the flow is being made. Then the height u of the interface satisfies a degenerate parabolic equation. We recall some analytical results about the generalized solutions of this simplified problem. The derivation of this equation, which is due to de Josselin de Jong [7] , is based on the assumption that the horizontal component of the specific discharge in each fluid is constant over the height (see Fig. 3 .1). Generally it is believed that this assumption holds for relatively flat interfaces. One of the purposes of this paper is to show that this is indeed the case and that the interface need not be very flat. We also show (numerically) that a solution u of Problem P has a large-time behaviour which is similar to the large-time behaviour of the generalized solutions of the parabolic equation. More precisely, our computations show that when / = (-1,1), u converges to the constant otodx and when I = U,u converges to a similarity solution of the simplified problem.
We describe the numerical method in section 4. The equation for the stream function is solved by means of a finite-element method. The equation for the interface, when considered separately, is hyperbolic; the 5°^ scheme introduced by Lerat & Peyret [14] is used for its discretization. An essential problem is to calculate as precisely as possible the x-coordinates 5j(r) and .^(f) of the points where the interface reaches the bottom, z = 0, and the top, z = 1, of the aquifer. We do this by also discretizing the differential equations for Si and Sj and calculating u only between 5, and S^. Similar techniques have been used by DiBenedetto & Hoff [9] and Hoff [13] for the discretization of the porous-media equation. The numerical results are presented in section 5. Part of the computations shown there are obtained by using a fixed triangle distribution throughout the entire flow domain. Tests are performed with and without using the extra equations for S, and S2. The results are virtually the same.
A number of calculations are carried out using a triangularization of the flow domain which varies in time. This is done with the help of an automatic mesh generator, allowing the mesh to vary at each time step in such a way that the discretized interface coincides with sides of triangles. In this way only values of the stream function \p at mesh points are necessary in the computations. Therefore larger triangles can be used in this case. The numerical results clearly exhibit the asymptotic behaviour described in section 3.
Certain one-phase problems are treated by related methods; in particular, Rasmussen & Salhani [16] use a Crank-Nicolson procedure to solve the interface equation in a case where it is coupled with the Laplace equation. Duchon & Robert [10, 11] consider Problem P in Q = U 2 and obtain existence and uniqueness results in a scale of Banach spaces. Chan Hong and Hilhorst [5, 6] prove the local existence and uniqueness of the solution of Problem P in the case when Q is the strip R x (0 ,1) and 0 < UQ < 1.
In the engineering literature, several authors propose finite-element models for interface problems in groundwater flow, for example, Wilson & Da Costa [23] and Verruijt [20] . However, their work is based on the Dupuit approximation with respect to the flow. This leads to a different set of differential equations.
The model
In this section a derivation of the interface motion problem P is given. We consider first the problem of finding an equation for the stream function which describes the flow induced by a given variable density distribution of a fluid in a porous medium. Thereafter the case of a sharp interface is treated and an equation for the interface motion is given.
Let h > 0. Throughout this paper we set & = /* x (0, h), where l h denotes either the interval (-h ,h) (bounded case) or the whole real line R (unbounded case).
The Equation for the Stream Function
Consider the 2-dimensional flow of an incompressible fluid of variable specific weight y an d constant viscosity fx through a homogeneous porous medium with permeability K. Let In these equations, q and p denote the specific discharge field and the pressure, respectively, and e z denotes the unit vector in the vertical positive z-direction.
Since we are interested in a description of the density induced flow only, we consider at the boundary dO* the no-flow condition 
where the boundary condition follows from the no-flow condition (2.3), which implies that xp is constant on dQf 1 . We normalize it here to zero. In hydrology an important example of this situation is found in the flow of fresh and salt water in coastal aquifers [1, 2] . When the scale of the problem is small, the fluids cannot be considered to be separated by an abrupt interface. Due to mechanical dispersion and molecular diffusion a smooth transition zone develops, see de Josselin de Jong & van Duijn [8] . However, if the scale of the problem is sufficiently large, then the fresh and salt water are often considered to be separated by a sharp interface, Verruijt [20] or Wilson & Da Costa [23] . In particular when fl* denotes the unbounded strip Hx(0, h), the model describes the flow in a horizontally unconfined and vertically confined aquifer of constant thickness h. For this situation we have in mind a fluid distribution in which far to the left only fresh water is present, while far to the right only salt water is present, see Fig. 2.1 .
In view of these applications we assume with respect to y the hypotheses (i) yeL*(O*), and there exist real numbers 0<y f <y,<°° such thatfj From this point on we suppose that the scale (/i) of the problem is sufficiently large, so that an abrupt change in specific weight, say from fresh water with y f to salt water with y, can be assumed. Furthermore we suppose that the height of the interface Let fl f denote the domain occupied by the fresh water, Q t the domain occupied by the salt water; let / be the tangential unit vector to F u , n the normal unit vector pointing into Q f and a the angle between the positive x-axis and t, see Fig. 2 
Proof. Corollary 2.3 follows from Lemma 2.2 by substituting q = curl \p. Remark 2.4. This corollary shows that dxp/dn is discontinuous across F u at each point where F u has a non-zero slope. This will appear clearly in the numerical results. which implies that (g f -^).B=0onf B . Similarly, since ArSy curl9 = --in the sense of distributions in £?*, we deduce that curl qi = 0 almost everywhere in Q t (i = f, s) and that
Proof of Lemma 2.2. From (div q, <t>) --\ q grad

I (q f -q.).t<pds = r\ u'(x)<t>(x, u(x)) dx for all <f> e
Jr. Ji k which implies that ( ) ri = r (i + ^, )2)^ on T u .
The Interface Motion Equation; the Equations for S r and S2
Let u = u(x, t) denote the height of the fresh-salt interface at a certain time t>0. Then the corresponding stream function can-in principle-be found by solving equation (2.9) with the boundary condition from (2.6). To stress the time dependence we write 1// = xp{x, z, t). From this the displacement of the interface is calculated as follows.
Introduce
10)
Jo as the total discharge of salt water in the horizontal, positive x-direction. With the definition (2.5) and the boundary condition \p(x, 0, t) = 0, we find that Continuity of the salt water requires, see also [7] ,
where e is a positive constant denoting the porosity of the medium. We combine equations (2.11) and (2.12) to find the interface motion equation
dt ' dx
in the region (x, l)e/*xR + . Note that the derivation of (2.13) is only formal because we have not enough information about the regularity of u and rp. Properly rescaled, see Remark 2.7, equations (2.9) and (2.13) together with boundary and initial conditions give Problem P.
We remark that in the case when /* = (-h , h) boundary conditions for u are not needed; this comes from the fact that rp = 0 for x = ±h which implies that the lines x = ±h are characteristics for the equation (2.13).
Let /* = R and let the initial distribution u 0 be of the form (2.7). Set a, : = x, for i = 1, 2. Based on the nature of the problem we conjecture that for every t > 0, the solution u(-, t) of Problem P also is of the form (2.7), see Appendix B. 
= -(s,t)ds + u(Xlt; m), t)X{t, m),
J-oo at
where the dot denotes differentiation with respect to time. In the integral we substitute equation (2.13). Then using the boundary condition ^(JC, 0, t) = 0 and the fact that u(x, t) = 0 for x <S t (t) we obtain the differential equation
rf^y. u(X, t)
At 
Throughout the rest of this paper we work with the rescaled variables.
The Dopnit approximation and some consequences
In this section we consider a simplified form of Problem P. It arises when a Dupuit approximation with respect to the flow is made. In this approximation one assumes that the horizontal component of the velocity field is constant in each fluid and has a jump at the interface. Since q x = -dxp/dz an equivalent assumption is that the stream function is linear in 2 in both fluids. In hydrology one often uses this simplification, which is assumed to hold when the interfaces are not too steep. In fact our computations show that if du/dx e (-1,1), and is not necessarily very small, this approximation is fairly reasonable (see Fig. 5 .2 where u' Q = 1 and Fig. 5.7 where maxu' 0 = 0-50). The particular form considered here is due to de Josselin de Jong [7] . It leads to a nonlinear diffusion equation for the function u. We recall some results about the qualitative behaviour of solutions of this equation and in particular about the large-time behaviour. The numerical simulation of solutions of Problem P shows many similarities, see section 5.
The Simplified Problem
Our starting point is the rescaled interface motion equation of Problem P: rp(x, u, 0 = -
Using the simplifying assumption on the flow, see Fig. 3 .1, the last two equations can be written as 
0.5)
We deduce from (3.1), (3.5) and the fact that t/» = Oon dQ, that for / = (-1,1), u satisfies the Neumann problem
du/dx and for / = R, u satisfies the Cauchy problem
on /.
N
Behaviour of the Solution
Problems N and C involve differential equations which are degenerate parabolic. At points where u e (0,1) and du/dx e (-1,1) they are parabolic, but at points where u = 0, 1 or du/dx = -1, 1 they degenerate: that is, the coefficient of the second-order derivative vanishes. Therefore one can in general not expect to find classical solutions. For Problems N and C the concept of generalized solution was introduced by van Duijn & Hilhorst [18] . They showed that if u 0 satisfies Ho e W l -"(7), 0*£u o =£l, -l«ui^l a.e. on/, and u o eL 1 (R) + {//} in the case that/ = R, then there exists a unique generalized solution u of Problem N and of Problem C. This solution is continuous on / x R + and it satisfies a contraction property with respect to the initial value (which implies the uniqueness). They also considered the large-time behaviour. For a solution u of Problem N it was shown that where ^^ and q fi are given in (3.4). Later it was shown by Bertsch, van Duijn, Esteban & Zhang [4] that in fact the interfaces are continuously differentiable after the waiting times, £, e C\tf , °°), and that equations (3.11) hold in the classical sense on (t* ,»).
Observe that in view of (3.2) the interface equations (3.11) are precisely of the form of equations (2.20) and (2.21).
The nmnerical method
In this section we describe a numerical algorithm for solving Problem P. It is based on an explicit time integration scheme for the initial-value problem u(x, 0) = Uo(x) on /, where / = (-1,1) or / = (-R , R) with R large enough. In practice we first have to solve the problem for the stream function \p and then to proceed with the integration in time.
Discretization of the Problem for \p
Let u"(x) be the interface at time f. In order to determine the stream function %p, we have to solve the problem
where Q = I x (0,1). In the case when / = (-R , R) it follows from Appendix A, Lemma A.2, that if R is large enough, this problem is a good approximation for the problem in the strip R x (0,1). With the purpose of solving Problem P^, by means of the finite-element method, we rewrite it in the following form. where p is one of the three shape functions associated with K. In order to calculate these integrals with sufficient precision, we use the seven-point numerical-integration formula / 2 meas where the points a t are given in Fig. 4 .2. Finally the linear system (4.4) is solved by means of the SSOR-preconditioned conjugate gradient method. The numerical tests have been performed with h = k = ^ and the relaxation parameter co = 2/(1 + sin 2 (nh)). We have chosen to take H'(s) = ml---, + l) with e = It)" 1 \e + \s\ I However, a difficulty is that we have to calculate V* at points of the discretized interface in order to solve the interface equation and that these points are not in
FIG. 4.2. Distribution of points for the integration formula
general mesh points. Therefore it is necessary to use very small discretization steps h and k. This has motivated us to construct an adaptive mesh in such a way that the discretized interface coincides with sides of triangles of 9~h.
b. The adaptive mesh method
The idea here is to generate a new triangularization of £2 at each time step. Let Qr M ={{x,z)sQ,z>ul{x)} and *% = {(*, z)eQ,z<u" h (x)}.
We construct triangularizations 3^t and 5^, of QT M and QT hl in such a way that the discretized interface coincides with sides of triangles of 3^M and 97,,. In practice the meshes in ftj, and in flj, are generated by the mesh generator of the SEPRAN package of the Delft University of Technology. An example is shown in Fig. 4.3 . We choose a fine mesh in the neighbourhood of the numerical interface and in particular near the endpoints of rj and a coarse mesh further away from rj. We remark that if u" is smooth enough, the right-hand side of the variational equality in (4.2) becomes, after integration by parts,
We set rj = U^_x F k , where the F k are sides of triangles. Then another form for the right-hand side of (4.4) is given by
Here, the linear system (4.4) is solved by means of the LU decomposition. It will be useful in section 4.2 to be able to calculate an approximation of the discharge rate q = curl rp also. We set q h = curl yp h . Since rp h is piecewise linear, q h is constant on each triangle. On a mesh point outside F" h , q h is taken as a weighted average of the discharge rates in the triangles around that point. However, we know from Lemma 2.2 that q is discontinuous across the interface; thus we must define two approximated discharge rates at mesh points on rj corresponding to the discretized fresh-water region and to the discretized salt-water region. On a mesh point on rj, q\ (respectively q' h ) is taken as a weighted average of the discharge rates on the triangles around that point which lie in flj f (respectively QJ,)-
Discretization of the Interface Equation
Motivated by the fact that, if xp is known, the partial differential equation in (4.1) is hyperbolic, we use the 5*^ explicit scheme of Lerat & Peyret [14] with a, P 'optimal' for its discretization. There are two possibilities: either compute u on the whole interval / or use the extra equations (2.20) and Af = t n+1 -t n .
Then the S*" scheme is given by (see [14] or [22: pp. 6-8])
At" where uj and V A are the analogs of uj and V h . Our choice of the parameters a = 1 + V5/2, ^ = 2 is called 'optimal' [14] . The choice /3 = | ensures that the scheme (4.5), (4.6) is space centred; furthermore, when applied to Burgers' equation, this choice of the parameters minimizes the dissipative effect of the scheme. It follows from (4.7), (4.8) that two new meshes must be generated at each time step: one for the calculation of rp h at time f, the other for the computation of ij) h at time T. We remark that in the case of the fixed mesh also, the discretized version of Problem P^;" is solved on a different grid for the calculation of rp c h ; the z-coordinates of the mesh points remain unchanged while their x-coordinates become {(-R + ih/2), i = 0, 1, 3, . . . , 2k + 1, . . . , 2N -1, 2N} .
In order to ensure the stability of the 5°^ scheme, we choose At" such that it satisfies the Courant-Friedrichs-Lewy (CFL) condition n «l, (4.9) where /i^, = min, {h"), and where C" is an approximation of the maximum of \dxpjdz\ on both sides on FJ. Since q^ = -drpjdz, we calculate that
C= max
In the case of the fixed mesh, we calculate C as
We have already remarked that since the lines x = ±R are characteristics of the differential equation (4.1), no boundary conditions are necessary to define the analytical problem. However, we need numerical boundary conditions; we obtain them by approximating the equations on the characteristics
u,(±R, t) = rp x (±R, u(±R, t), t).
(4.10)
Next we present some formal computations for the purpose of finding a suitable scheme, close enough to the 5*^ scheme used to approximate u in the interior of the domain. We set V? = ¥*(*", u?, t"), ¥" = ¥*(*", «", n for all i and n and deduce from (4.6) the formula
Ax Ax J in which we formally let Ax and At tend to zero. We obtain the equation which is completely formal but motivates us to discretize (4.10) by means of the following analog of the second-order Runge-Kutta scheme (see for instance Hildebrand [12: p. 146 
]):
a At" in the point x o = ~R, and similar formulae in the point x N = R. Here we have used the fact that tp h (-R, u%, t") = <j>(-R, u%, 1") = 0. These boundary conditions are necessary as soon as rj intersects the lines x = ±R. In the case of the fixed mesh and when rj intersects the lines 2=0 and z = 1, we either use them or calculate uf, only between the approximated values of S, and 5^; in the case of the adaptive grid, we always compute uj| only between the approximated values of 5i and S^.
c. Computation of Si and Sj
Let 5" and SI be the approximated values of S^t") and S^f). We assume that S" > -R and that 53 < R and define k^ and k% by Jt7 = min{i \x?>Sl}, *;
The second-order Runge-Kutta method used to compute u at the boundaries yields, see equations ( where jf7 i{|f?>5?}, )f; = max
We impose no linearized stability condition on At" since it would be less constraining than the CFL condition (4.9).
d. Some practical details about the computation of uj
In the case of the fixed mesh we set forallx>5" +1 '
and use formulae (4.5), (4.6) to calculate u" +1 for j e {k" +l , . . . , A^" 1 " 1 }. We then define uj +1 on (S" +l , 5J +1 ) by linear interpolation. An example is shown in Fig. 4.1 .
In the case of the adaptive mesh, we define uj +1 by (4.11) outside (S" +l , S; +1 ) and calculate values u" +i in previously computed mesh points by using formulae (4.5), (4.6). This yields a first discretized interface at time t" Then we make a new distribution {x" +1 } of the interval (S" +1 , S; +1 ) based on a new distribution of coordinates along the interface and use linear interpolation to compute {u" +1 }.
Numerical results
In this section we present and discuss a number of numerical results. To give a proper interpretation one has to use the scaling formulae from Remark 2.7. In particular we have for the dimensionless time t, the interface height u and the toe (top) position 5, (i = 1, 2):
'real / \ M "real fll*t imi ***J/* According to Lemma 2.2 the specific discharge field is discontinuous across the interface F u between the fluids. We have in the sense of distributions in fi, where r = (JC, z) e Q, r' = (x', u(x')) with x' el and 6 is the Dirac distribution. Thus the shear flow being the driving force for the flow, it is important to approximate it accurately with our numerical method. We give below an example to show that this is indeed the case. Let
2)
The normal (pointing into the fresh water) and the tangential unit vector at the interface are given by n = (-sin a, cos a), t = (cos a, sin or).
Then it follows from (5.1) that
In Fig. 5 .1 the triangle distribution with the adaptive grid method is shown for the interface (5.2). Due to the discontinuity in the derivatives of xp, the space steps were taken smaller in a neighbourhood of the interface in order to obtain a good approximation of the stream function. We used here 80 discretization points on the interface between 5, and 5j. Due to these discontinuities the space steps must be taken small (at least in a neighbourhood of the interface) in order to obtain a reasonable approximation of the stream function along F u . With the adaptive mesh, the triangles generated near the interface are smaller than those in the far field and a triangle distribution similar to the one shown in Fig. 4 .3 is used. When using the fixed, uniform mesh we take h = k = ^. In Figs. 5.5 and 5.6 the time evolution of the solution and the corresponding interfaces S x and Si are shown. When using the moving mesh procedure the solution is computed by means of the S att scheme, with a and /3 'optimal', between the points S x and Sj. We have taken, for the time step, (5.5) where At^ = h^JC", see inequality (4.9).
Computations were also done with At" = /IJCFL-Then we observed small jumps in the velocity of the toe and the top, which seem to occur at values of t where the difference \S l {t n+l ) -S^r")! or |£(f" +1 ) -S^OI is equal to the local space step: this difference then has the maximum value allowed by the CFL condition. This has motivated us to perform the numerical computations with time steps satisfying (5.5).
When one solves Problem P with the fixed mesh, more grid points and consequently smaller time steps are necessary. Comparing the results with those obtained with the moving mesh we find that the differences in the positions of the curves S t and &z are less than four per cent. As stated in section 4.2.b, the interface can also be computed without the use of the differential equations for S x and 5^. Here again the resulting curves differ very little.
The next results concern the Dupuit approximation and the large time behaviour of solutions of Problem P. We again solve Problem P on fl = (-1,1) X (0,1) but now with the initial condition Uo(.*) = (tanh.x + l)/2 for x e (-1,1) . This behaviour corresponds to what we expect from the simplified (Dupuit) problem, as discussed in section 3. When the equilibrium is approached, the velocity of the fluids becomes smaller. Therefore At^p^ becomes larger than the space step h. This led us to choose At" = h. The function u, defines also two interface curves in the (x, f)-plane: for t s* 0 we Table 5 .2, the values of 5^ and 4 are given at several times. 
