Abstract. We classify the finite primitive groups containing a permutation with at most four cycles (including fixed points) in its disjoint cycle representation.
Introduction
In this paper, we are interested in permutations that have a small number of cycles (including fixed points) in their disjoint cycle representations. Primitive permutation groups containing elements with few cycles have been studied for over a century, because of their importance in various areas of mathematics. In particular, interest in primitive groups on n points containing an n-cycle dates back to a 1911 theorem by Burnside [5, 1 §251-252] , and a complete classification of such groups, based on the Finite Simple Group Classification, was achieved in 1997 [7, 13, 15] . This classification has important consequences, including the investigation of cyclic codes, cyclic designs, Cayley graphs on cyclic groups, and rotary embeddings of graphs in surfaces. Motivated by certain number-theoretic applications which we mention briefly in Section 1.2, Müller [16] classified primitive groups containing permutations with two cycles.
The aim of this paper is to classify the primitive groups containing a permutation with at most four cycles in its disjoint cycle representation, including fixed points. Our classification will be applied to a problem about normal coverings of symmetric and alternating groups, and we give some details about this application in Section 1.2.
Such primitive groups turn out to be quite rare, and we are able to classify them according to the permutation actions of their socles. We are further able to list the possible N -tuples of cycle lengths that can appear in a group with each possible socle, where N ≤ 4. Some of the techniques used are similar to those used by Müller in [16] .
1.1. Main theorem and proof strategy. Our main result is the following. Theorem 1.1. Let G be a finite primitive permutation group of degree n, and let g be an element of G having cycle lengths (counted with multiplicity) (n 1 , . . . , n N ) with N ≤ 4. Then the socle soc(G) = T ℓ for some simple group T and integer ℓ, and one of the following holds:
(i) soc(G) = Alt(m) ℓ in its natural product action of degree m ℓ , with ℓ ≤ 3; (ii) soc(G) = PSL d (q) ℓ in its natural product action of degree ((q d − 1)/(q − 1)) ℓ , with ℓ ≤ 3 and d ≥ 2; (iii) T , ℓ, n and (n 1 , . . . , n N ) are in one of the rows of Tables 3, 4 or 5;  (iv) soc(G) is elementary abelian, and g and G are described in Theorems 1.3 and 1.4 of [12] .
Moreover, Tables 1 and 2 list all of the possible N -tuples (n 1 , . . . , n N ) arising from parts (i) and (ii) respectively. Tables 1 and 2 may not be possible in every group that has the given socle, but do occur in at least some such groups. For example, in Alt(m) the possible cycle lengths depend upon the parity of m, but Alt(m) is the socle of Sym(m) and in Sym(m) any cycle lengths are possible, so this is what we have listed.
The cycle lengths listed in
It is an elementary exercise to show that for a permutation group element g, the order of g is the least common multiple of the lengths of the cycles into which it can be decomposed. If g has at most four cycles and lies inside a permutation group of degree n, the pigeon-hole principle guarantees that one of those cycles must have length at least n/4; so clearly |g| ≥ ⌈n/4⌉. It is therefore natural that our proof of Theorem 1.1 uses the recent classification of the finite primitive groups G of degree n containing a permutation g with the order |g| of g at least n/4, see [11, Theorem 1.3] . In particular, in order to prove Theorem 1.1 it suffices to investigate which groups in [11, Theorem 1.3] actually contain a permutation with at most four cycles. Comparing Theorem 1.1 with [11, Theorem 1.3] we see that the number of examples is actually very limited. For the benefit of the reader we record the statement of [11, Theorem 1.3] . Theorem. (Theorem 1.3 [11] ) Let G be a finite primitive group of degree n and assume that G contains a permutation g with |g| ≥ n/4. Then the socle soc(G) = T ℓ of G is isomorphic to either (i) Alt(m) ℓ in its natural product action on ℓ direct copies of the k-subsets of {1, . . . , m}, or to (ii) PSL d (q) ℓ in its natural action on ℓ direct copies of the points or hyperplanes of the projective space PG d−1 (q), or to (iii) an elementary abelian group C ℓ p , and G and g are described in [12] , or to (iv) one of the groups in [11, Table 2 ]. Moreover, there exists a positive integer ℓ T depending only on T with ℓ ≤ ℓ T . For each group G in [11, Table 2 ], the exact value of ℓ T is given in [11, Table 6 ]. In particular, for each of the groups arising from [11, Theorem 1.3 (iv)], the proof of Theorem 1.1 follows with an immediate computation in magma [2] : for each such group we have given in Tables 3, 4 and 5 all the examples admitting a permutation with at most four cycles. Therefore, for the rest of this paper, we may assume that the permutation group G is as in part (i) or (ii) of [11, Theorem 1.3].
1.2. Motivation. Classifications of this type are of interest from a computational and from a theoretical point of view. For instance, finding the order or the number of cycles of a permutation is a very inexpensive operation that a computer can perform as part of a recognition algorithm. In particular, an 1863 theorem of Jordan underpins a Monte Carlo algorithm that is used by major computer algebra systems, GAP [9] and magma [2] , to determine whether or not a given set of permutations of n points generates Alt(n) or Sym(n). Jordan's theorem guarantees that the only primitive groups of degree n containing an element with one cycle of prime length p, and n − p ≥ 3 fixed points, are Alt(n) or Sym(n). Other theoretical results have also been important in various computer tests. For example the studies in [14, 18] on the primitive groups containing a permutation of prime order p and having at most p − 1 cycles of length p have been used to improve the Monte Carlo algorithm described above.
Theoretical applications using lists of primitive groups containing permutations of a certain structure are numerous. We describe briefly a few of these applications here. The application to the covering number of Sym(m) is our main motivation.
Given a finite group G, the normal coverings of G are the families H 1 , . . . , H r of proper subgroups of G such that each element of G has a conjugate in H i for some i ∈ {1, . . . , r}.
The minimum r is usually denoted by γ(G). For G = Alt(m) or Sym(m), it is shown in [3] that aϕ(m) ≤ γ(G) ≤ bm for positive constants a and b (where ϕ denotes Euler's totient function). More recently, Bubboloni, Praeger and Spiga [4] developed some new research on this topic starting with the idea that primitive subgroups of the symmetric group are "few and small" and therefore cannot play a significant role in normal coverings. In particular, as an application of Theorem 1.1, they considerably improve the lower bound on γ(G). The normal coverings of the symmetric and alternating groups also play a role in Galois theory. For example, let f (x) ∈ Z[x] be a polynomial that has a root modulo p for all primes p and yet has no root in Q. Consider the Galois group G of f (x) over Q. Remarkably, the number of irreducible factors of f (x) over Q is at least γ(G) by [1, Theorem 2] .
Finite primitive groups containing a permutation with few cycles also play a crucial role in the study of the monodromy groups of Siegel functions and in the proof of a stronger version of Hilbert's irreducibility theorem [16] . Here we give a brief account of the relationship between these ostensibly unrelated topics and we refer the interested reader to the introduction of [16] for details. Let k be a number field, let O k denote the ring of integers of k, and let f (t, X) ∈ k(t)[X] be an irreducible polynomial (as usual k(t) denotes the field of k-rational functions in the variable t). Hilbert's irreducibility theorem states that f (t 0 , X) is irreducible over k for infinitely many integral specialisations t 0 ∈ O k . However, there is no control whatsoever on which values of t 0 can be used. Using a remarkable theorem of Siegel, one can see that in order to obtain a refined version of Hilbert's irreducibility theorem, one has to obtain information on the rational functions g(X) such that {g(a) | a ∈ k} ∩ O k has infinite cardinality. Such functions are now called Siegel functions. Another theorem of Siegel shows that a Siegel function g(X) has at most two poles on the Riemann sphere. Thus, the Galois group of g(X) − t over k(t) contains a permutation with at most two cycles. Therefore the list of the finite primitive groups containing a permutation with at most two cycles is essential for the refinement of Hilbert's irreducibility theorem obtained in [16] .
There is another number theoretic application that we wish to discuss briefly and we thank Müller for bringing this to our attention (we refer the reader to the beautiful introduction in [8] for more details). Given a positive integer ℓ, a lacunary rational function (with respect to ℓ) is an expression f (t) = P (t)/Q(t), with P (t) and Q(t) polynomials having at most ℓ summands in total. The main result of [8] describes the decompositions f (t) = g(h(t)) with g, h ∈ k(t) of degree at least 2. In this deep investigation, again the list of the finite primitive groups admitting a permutation with at most two cycles is absolutely essential.
We consider it very likely that there are other applications of such results, and we hope that the existence of this result will prove useful and motivational to researchers in a variety of fields.
1.3. Structure of the paper. In Section 3, we have a closer look at the action of Sym(m) on k-sets and we show that (for k ≥ 2) such a group contains a permutation with at most four cycles only when k ≤ 3 and m ≤ 9. In Section 4 we study PΓL d (q) in its natural action on the points or hyperplanes of the projective space PG d−1 (q) and determine the cycle structure of the permutations that have at most four cycles. We use the results of Sections 3 and 4 in Section 5, to prove Theorem 1.1. All of our tables are contained in Section 2.
The Tables
Remark 2.1. In order to read Tables 1, 2, 3, 4 and 5 properly we need to make a few observations. First, in order to avoid much longer tables and duplicates we have taken into account the isomorphisms Alt (5 
to k 2 and m − k 2 5 2 (8) and PSU 4 (2) ∼ = PSp 4 (3). So, for example, the permutation representation of degree 7 of PSL 2 (7) is considered in Table 2 via the natural permutation representation of PSL 3 (2). Analogously, the permutation representation of degree 6 of PSL 2 (9) is in Table 1 via the natural permutation representation of Alt (6) . So, the reader has to take into account these six isomorphisms in order to read our tables accurately.
Second, a group PSL d (q) in its natural representation may appear in more than one row of Table 2 . (9) 1 36 (9, 9, 9, 9) (2) 1 28 (7, 7, 7, 7), (4, 8, 8, 8) , (1, 9, 9, 9) , (1, 3, 12, 12) , (3, 5, 5, 15) 1 36 (9, 9, 9, 9), (6, 6, 12, 12) , (1, 5, 15, 15) 
1 27 (9, 9, 9), (3, 12, 12) 1 36 (9, 9, 9, 9), (6, 6, 12, 12) 1 40 (10, 10, 10, 10), (4, 12, 12, 12) Table 5 . Cycle lengths for Theorem 1.1 (iii) with T classical 3. The action of Sym(m) on k-sets
The main result of this section is Proposition 3.4, which determines the elements of Sym(m) having at most four cycles in their action on k-sets; that is, on the set of kelement subsets of {1, . . . , m}. So, throughout this section H denotes either Sym(m) or Alt(m) in its action on k-sets. Replacing k by m − k if necessary, we may assume that k ≤ m/2. Our arguments exploit the interplay between the action of H on k-sets and the action of H on {1, . . . , m}. To avoid confusion, for an element g ∈ H, by "a cycle of g," we mean a cycle of g in its action on k-sets; and by "a cycle of g on {1, . . . , m}," we mean a cycle of g in its natural action on {1, . . . , m}. Note that, in this section, we do not insist that H is primitive on k-sets, that is, we allow m = 2k.
Our first lemma is a simple computation. It will be used in subsequent results to show that whenever a permutation g has a long cycle in its action on {1, . . . , m}, it must have at least 5 distinct cycles in its action on k-sets.
Lemma 3.1. If g ∈ H has a cycle C of length m ′ in its action on {1, . . . , m}, then the k-sets that contain k ′ elements from C lie in at least
The k-sets that intersect C in k ′ elements form a union of cycles of g. Moreover, the k-sets in any one of these cycles of g intersect C in at most m ′ distinct k ′ -subsets. Since we can choose k ′ elements from C in m ′ k ′ different ways, the number of these g-cycles is at least
We are now ready to show that if m > 7, then the groups Alt(m) and Sym(m) have no elements with at most four cycles in their actions on k-sets, for k ≥ 3.
Lemma 3.2. If H contains a permutation g with at most four cycles and k
Proof. Suppose that in the disjoint cycle representation for g on {1, . . . , m}, some cycle C has length m ′ ≥ 7. Let c denote the set of elements of C, so |c| = m ′ . We claim that there exists a k-set x with |x ∩ c| ≤ m ′ /2. If for every k-set x we had |x ∩ c| > m ′ /2, then {1, . . . , m} \ c would have size less than k and, furthermore, any k-set x containing {1, . . . , m} \ c would intersect c in a set of size at least ⌊m ′ /2⌋ + 1. Therefore,
, we obtain a contradiction and our claim is proved. Note that this means that
then let x be a k-set whose intersection with c is as small as possible. If k − (m − m ′ ) < 3 then let x consist of 3 elements of c and k − 3 elements that are not in c (this is possible since k − 3 < m − m ′ ). Let k ′ = |x ∩ c|; in both cases, we see that 3 ≤ k ′ ≤ ⌊m ′ /2⌋. Now, for 3 ≤ k ′ ≤ ⌊m ′ /2⌋, the binomial coefficient m ′ k ′ is strictly increasing with k ′ . By Lemma 3.1, there are at least
contradicting the assumption that g has at most four cycles. We conclude that every cycle of g on {1, . . . , m} has length at most 6. It follows that |g| ≤ lcm{2, 3, 4, 5, 6} = 60. In the remainder of the proof, we assume towards a contradiction that m ≥ 8. Now the number of k-sets is m k ≥ m 3 . So the number of cycles on k-sets is at least m 3 /60, which is greater than 4 when m ≥ 13. For m = 8, 9, 10, 11, 12 we can replace 60 by the exact value for the maximum element order n in Sym(m) and replace 3 with k for each k between 3 and m/2. We find that the only possibilities with m k /n ≤ 4 are m = 8, 10, 12 with k = 3. These three remaining cases are easily eliminated in magma.
We now consider the action of symmetric and alternating groups on 2-sets. Again, the groups must be very small to contain elements that have at most four cycles. Proof. Towards a contradiction, suppose that m ≥ 10. Then since k = 2, for a subset x of {1, . . . , m} of cardinality k, there are at least 8 elements of {1, . . . , m} that are not in x.
Suppose that there is a cycle C of length m ′ ≥ 10 in the disjoint cycle representation for g. Let c be the set of elements in C. Then since k = 2, it is possible to choose x so that x ∩ c has cardinality 2. By Lemma 3.1, g has at least ⌊m ′ /2⌋ orbits on k-subsets of {1, . . . , m} whose intersection with c has cardinality 2. Since m ′ ≥ 10 we have ⌊m ′ /2⌋ ≥ 5, which is a contradiction.
If there is a cycle C of length m ′ in the disjoint cycle representation for g, with 6 ≤ m ′ ≤ 9, then since k = 2, it is possible to choose x so that |x ∩ c| takes on any value between max{0, m ′ − 8} and 2 (inclusive). Now g has at least ⌊m ′ /2⌋ orbits on k-subsets of {1, . . . , m} whose intersection with c has cardinality 2, and at least one orbit on k-subsets of {1, . . . , m} whose intersection with c has cardinality i as long as m ′ − 8 ≤ i < 2 (and i ≥ 0). In each case, this gives a total of at least five orbits of g, which is a contradiction.
Thus we may assume that each cycle of g has length at most 5, and hence that |g| ≤ lcm{2, 3, 4, 5} = 60. Arguing as in Lemma 
The following proposition summarises the previous results. Proof. By Lemma 3.2, if k ≥ 3, then m ≤ 7. Since k ≤ m/2, we must have k = 3 and m ∈ {6, 7}. The case k = 3 and m = 7 is eliminated with a straightforward computation. Therefore we may assume that k ≤ 2. By Lemma 3.3, if k = 2 then m ≤ 9.
Remark 3.5. Notice that the action of Sym(6) on 3-sets is imprimitive. This group does contain permutations with at most four cycles (for example a 6-cycle in Sym(6) has cycle lengths 2, 6, 6, 6, and a 5-cycle has cycle lengths 5, 5, 5, 5), but there is no primitive overgroup, so these elements do not appear in our tables.
PΓL d (q) in its natural action
In this section we study PΓL d (q) acting on the points or hyperplanes of the projective space PG d−1 (q) with d ≥ 2, and we determine the cycle structure of its elements that have at most four cycles. Since these actions are permutationally isomorphic, it is sufficient to study the action on points. In order to do so, we introduce some notation (we follow [11, Section 2]). Notation 4.1. Let s be a semisimple element of PGL d (q) and lets be a semisimple element of GL d (q) projecting to s in PGL d (q). The action of the matrixs on the ddimensional vector space V = F d q naturally defines the structure of an F q s -module on V . Sinces is semisimple, V decomposes, by Maschke's theorem, as a direct sum of irreducible F q s -modules, that is, V = V 1 ⊕ · · · ⊕ V l , with V i an irreducible F q s -module. Relabelling the index set {1, . . . , l} if necessary, we may assume that the first t submodules V 1 , . . . , V t are pairwise non-isomorphic (for some t ∈ {1, . . . , l}) and that for j ∈ {t + 1, . . . , l}, V j is isomorphic to some V i with i ∈ {1, . . . , t}. Now, for i ∈ {1, . . . , t}, let W i = {W ≤ V | W ∼ = V i }, the set of F q s -submodules of V isomorphic to V i and write W i = W ∈W i W . The module W i is usually referred to as the homogeneous component of V corresponding to the simple submodule V i . We have
. . , t}, we let x i (respectively y i,j ) denote the element in GL(W i ) (respectively GL(V i,j )) induced by the action ofs on W i (respectively V i,j ). In particular, x i = y i,1 · · · y i,m i ands = x 1 · · · x t . We note further that
is a partition of n.
We conclude this notation by introducing some basic facts about C GL d (q) (s), the centralizer ofs in GL d (q), that will be used later in the proof of Theorem 4.3. Let c ∈ C GL d (q) (s). Given i ∈ {1, . . . , t} and W ∈ W i , we see that W c is an F q s -submodule of V isomorphic to W (because c commutes withs). Thus W c ∈ W i . This shows that W i is C GL d (q) (s)-invariant. It follows that
and every unipotent element of We start with a preliminary number-theoretic lemma. 
Proof. If q = 2, we may choose c = 1. Now suppose that q > 2 and write q −1 = p
with p 1 , . . . , p t distinct primes and α 1 , . . . , α t ≥ 1. Observe that for each p i > 2, either d 2 + 1 or d 2 − 1 is coprime to p i . In particular, for p i > 2, choose ε i ∈ {1, −1} with d 2 + ε i coprime to p i . Now using the Chinese Reminder Theorem, we choose c ∈ Z with
for each p i > 2 and with d 2 ) = 1, it follows that c and cd 1 − d 2 are both coprime to p i when p i > 2. In particular, the result follows for q even. If q is odd then there there is a p i equal to 2 and so c is odd so gcd(c, q − 1) = 1. Table 2 with ℓ = 1.
Proof. Let V = F d q be the d-dimensional vector space of row vectors over the finite field F q of size q and let e 1 , . . . , e d be the canonical basis of V . Write q = p f for some prime p and some integer f ≥ 1. For a subspace W of V , we denote by P (W ) the set of 1-dimensional subspaces of V contained in W . Moreover we use Notation 4.1.
We split the proof into two cases depending on whether
Suppose that g ∈ PGL d (q) has at most four cycles and observe that |g| ≥ (q d −1)/(4(q − 1)). Moreover, we start by dealing with the case that g is a semisimple element. By Maschke's theorem, as in Notation 4.1, V = V 1 ⊕ · · · ⊕ V t , where each V i is an irreducible F q g -module. If t ≥ 3, then g has at least 5 orbits on P (V ). Indeed, g has at least one orbit on each of Table 2 . Now suppose that t = 2. Write d i = dim Fq V i for i = 1, 2. Now a lift of g in GL d (q) can be written as g 1 g 2 = g 2 g 1 , with g i ∈ GL d i (q) fixing pointwise P (V j ), for i = j. We claim that g i has only one orbit on P (V i ) for i = 1, 2. For otherwise, if g 1 had two orbits on P (V 1 ) say, then g would have two orbits on P (V 1 ) and at least two orbits on P (V ) \ (P (V 1 ) ∪ P (V 2 )). Since g also has at least one orbit on P (V 2 ), g would have at least five orbits on P (V ). Therefore we argue as in the previous paragraph that, since g i has only one cycle on P (V i ), it is a Singer cycle in its action on P (V i ) and so has order a i = (q d i − 1)/(q − 1) on V i . In particular, we have g i = h j i i for some Singer cycle h i ∈ GL d i (q) and some divisor j i of q − 1 such that gcd(j i , a i ) = 1.
As g has at most two cycles on P (V ) \ (P (V 1 ) ∪ P (V 2 )), for any vector w 2 ∈ W 2 \ {0}, at least half of the vectors of the form w 1 ⊕ w 2 with w 1 ∈ W 1 \ {0} must appear in each of these cycles. A vector of the form w ′ 1 ⊕ w 2 with w ′ 1 ∈ W 1 \ {0} can only occur as g a 2 j (w 1 ⊕w 2 ) for some j, since g 2 acts regularly on W 2 \{0} with order a 2 . Thus the element g a 2 = g a 2 1 has at most two cycles on P (V 1 ) and hence gcd(a 1 , a 2 ) ≤ 2. Moreover, since gcd(a 1 , a 2 ) = (q gcd(d 1 ,d 2 ) −1)/(q −1) (which cannot be equal to 2), we have gcd(d 1 , d 2 ) = 1.
Since g has at most four cycles, we see that g has at most two cycles on P (V ) \ (P (V 1 ) ∪ P (V 2 )), which is a set of
1-subspaces. We show that either • g has exactly one cycle on this set and qd 1 d 2 is even (giving rise to line 7 of Table 2 ), or • g has exactly two cycles of equal length (namely a 1 a 2 (q − 1)/2) on this set and qd 1 d 2 is odd (giving rise to line 8 of Table 2 ). To prove this claim, arbitrarily choose w 1 , w ′ 1 ∈ V 1 \ {0} and w 2 , w ′ 2 ∈ V 2 \ {0}. Since g i is a Singer cycle on V i and fixes V 3−i pointwise, there exist j 1 , j 2 such that (w 1 ⊕ w 2 )g
2 commutes with g, it is straightforward to see that the orbits of w 1 ⊕ w 2 and of w ′ 1 ⊕ w ′ 2 under g must have the same length. In particular, if g has two cycles on this set, then a 1 a 2 (q − 1) is even, and hence q is odd. Moreover,
if g has four cycles on P (V ).
Since h i is a Singer cycle in GL d i (q), we see that h a i i corresponds to multiplication by some scalar λ i ∈ F q , with |λ i | = q − 1. If λ 1 = λ, then λ 2 = λ c for some c such that gcd(c, q − 1) = 1. Now, for any nonzero v 1 ∈ V 1 and any nonzero v 2 ∈ V 2 , we have
This shows that |g a 1 a 2 | = |λ ca 1 j 2 −a 2 j 1 |. Therefore gcd(ca 1 j 2 − a 2 j 1 , q − 1) = 1 when g has three cycles and gcd(ca 1 j 2 −a 2 j 1 , q−1) = 2 when g has four cycles. Suppose first that g has three cycles. Then either q is even (and hence qd 1 d 2 is even), or q is odd and ca 1 j 2 − a 2 j 1 is odd. In the latter case, since gcd(j 1 , q − 1) = gcd(j 2 , q − 1) = gcd(c, q − 1) = 1, we find that c, j 1 , j 2 are odd and thus a 1 and a 2 have opposite parity. Notice that the parity of a i is the same as the parity of d i since q is odd and a i = q d i −1 + · · · + 1 (which has d i summands). This shows that qd 1 d 2 is even in both cases. Suppose that g has four cycles. Then gcd(ca 1 j 2 − a 2 j 2 , q − 1) = 2 and hence q is odd. Moreover, since gcd(j 1 , q − 1) = gcd(j 2 , q − 1) = gcd(c, q − 1) = 1, we find that c, j 1 , j 2 are odd and thus a 1 and a 2 have the same parity. Therefore d 1 and d 2 have also the same parity. Since gcd(d 1 , d 2 ) = 1, this shows that qd 1 d 2 is odd. Our claim is now proved.
We now show that when qd 1 d 2 is odd, there do exist permutations with exactly four cycles on P (V )
The computation in (1) shows that g has one orbit on each of P (V 1 ) and P (V 2 ), and two orbits on
Similarly when qd 1 d 2 is even, there do exist permutations with exactly three cycles on P (V ). Replacing h 2 by a suitable power, we may assume that h (1) shows that g has one orbit on each of P (V 1 ) and P (V 2 ), and one orbit on P (V ) \ (P (V 1 ) ∪ P (V 2 )).
Next assume that g is not semisimple. Write g = g ss g u = g u g ss , with g ss semisimple and g u unipotent. We use Notation 4.1 for the element g ss and for the partition p(g ss ) associated to g ss .
Assume that t = 1 so that
. A computation shows that if d ≥ 3, then this upper bound on |g| is greater than or equal to ( 1, 3, 3), (2, 1, 4, 4) , (2, 1, 5, 5), (2, 2, 2, 4), (3, 2, 2, 4). Analysing individually each of these examples, we find that only PGL 3 (2), PGL 4 (2) and PGL 4 (3) contain an element with at most four cycles that is not semisimple (and the cycle structures are (1, 2, 4) , (3, 6, 6) and (4, 12, 12, 12) respectively). Thus we obtain lines 18, 21 and 22 of Table 2 . Now assume that d = 2. In this case, as g is not semisimple, we must have g ss = 1 and g = g u , that is, g is unipotent. It is clear that g has at least 1 + q/p cycles on P (V ) and hence either q is prime, or q ∈ {4, 9} (and since p | |g|, the element g has cycle structure (1, q), (1, 2, 2) or (1, 3, 3, 3) respectively). Thus we obtain lines 9, 10 and 12 of Table 2 .
Next assume that t ≥ 2. Moreover, assume also that m 1 , m 2 ≥ 2. Again from Notation 4.1 and from the fact that the maximal element order of
Another computation shows that this upper bound on |g| implies that |g| < (q d −1)/(4(q − 1)), and hence g has more than four cycles.
It remains to consider the case
with m 1 ≥ 1, m 2 = · · · = m t = 1 and t ≥ 2. Observe that since g is not semisimple, we have m 1 ≥ 2. Now which has three orbits on e 1 , e 2 , e 3 . As t ≥ 2, we have d ≥ m 1 + 1 ≥ 4 and it is now clear that g has more than four orbits on P (V ). Thus we may assume that m 1 = 2. In this case, the Jordan form of g is  
In particular, f ≥ 2 and g = xψ for some x ∈ PGL d (q) and for some non-trivial field automorphism ψ of order e > 1. Let F q be the algebraic closure of the finite field F p . From Lang's theorem [10, Theorem 2.1], there exists a in the algebraic group PGL d (F q ) with x = aa −ψ . Observe that (xψ) e = xx ψ · · · x ψ e−2 x ψ e−1 . Write z = a −1 (xψ) e a. Now,
and so z is invariant under the field automorphism ψ of order e. Thus z ∈ PGL d (q 1/e ). From [11, Corollary 2.7] for example, we know that the maximal element order of PGL d (q 1/e ) is (q d/e − 1)/(q 1/e − 1). Observe further that since g has at most four cycles, we have |g| ≥ ⌈(q d − 1)/(4(q − 1))⌉. Therefore
It follows by a direct computation that this inequality is satisfied only for (p, f, e, d) ∈ {(2, 2, 2, 2), (3, 2, 2, 2), (5, 2, 2, 2), (7, 2, 2, 2), (2, 3, 3, 2) , (3, 3, 3, 2) , (2, 4, 2, 2), (2, 4, 4, 2) , (2, 5, 5, 2) , (2, 6, 2, 2), (2, 6, 6, 2), (2, 2, 2, 3), (3, 2, 2, 3), (2, 3, 3, 3) , (2, 2, 2, 4)}.
For each of these quadruples, we can check with a computer whether PΓL d (q) contains a permutation with at most four cycles and we obtain only the cases listed in Table 2 .
Primitive groups: almost simple and product action type
In this section we assume that G = Sym(m) wr Sym(ℓ) in its product action (of degree n = m k ℓ ) on a Cartesian product of ℓ copies of the set of k-subsets of {1, . . . , m} (where 1 ≤ k < m/2), or that G = PΓL d (q) wr Sym(ℓ) in its product action (of degree n = ((q d − 1)/(q − 1)) ℓ ) on a Cartesian product of ℓ copies of the set of points of the projective space PG d−1 (q). We do not require that ℓ ≥ 2 and so, in particular, we deal simultaneously with primitive groups of almost simple and product action type. Write ∆ for the family of k-subsets of {1, . . . , m} or for the point set of PG d−1 (q) (depending on which group we are considering) and Ω = ∆ ℓ .
We let soc(G) denote the socle of G; here we have soc(
Moreover, in what follows we write H = Sym(m) or H = PΓL d (q) (again depending on which group we are considering) and we write the elements g ∈ G as (h 1 , . . . , h ℓ )σ, with h 1 , . . . , h ℓ ∈ H and σ ∈ Sym(ℓ). We reserve the letter T to denote the socle of H and r = |∆| to denote the degree of the permutation group H (so, r = m k or r = (q d − 1)/(q − 1)). Since we are only interested in primitive groups of almost simple and product action type, we assume that m ≥ 5, d ≥ 2, and q ≥ 4. Since r = 1, this forces r ≥ 5.
We start with a basic lemma that will be used repeatedly in the sequel. The following two results are the main tools used in this section.
Proposition 5.2. Assume that G contains a permutation g = yσ having at most four cycles, with y ∈ H ℓ , σ ∈ Sym(ℓ) and σ = 1. Then σ is a transposition, and either r ∈ {5, 6, 7, 8} and ℓ = 2, or r ∈ {5, 8} and ℓ = 3.
Proof. We have g = (h 1 , . . . , h ℓ )σ with h 1 , . . . , h ℓ ∈ H. Let t be the length of the longest cycle of σ and let c g be the number of cycles of g. Relabelling the index set {1, . . . , ℓ} if necessary, we may assume that (1, . . . , t) is a cycle of σ. Consider x = g t and let c x be the number of cycles of x. Clearly, we have c g ≥ ⌈c x /t⌉ and so
Now we estimate c x . We have
We note that the elements
are pairwise conjugate permutations of H. In particular, replacing x by a suitable conjugate in G, we may assume that
with h ∈ H. Note that τ fixes point-wise the indices {1, . . . , t}. Denote by d i the number of cycles of h of length i, for i ∈ {1, . . . , r}. Let (α 1,1 , α 2,1 , . . . , α i,1 ) , . . . , (α 1,d i , α 2,d i , . . . , α i,d i ) be the d i cycles of length i of h. Write
and fix an element α of X i . It is easy to check that for each choice β 1 , . . . , β t−1 ∈ X i , the point (α, β 1 , . . . , β t−1 , α, . . . , α
Recall that r = i d i i. For t = 2, (3) and (4) imply that r ≤ 8. For t ≥ 6, we have a t−1 > 4t (for a ≥ 2) and so (3) and (4) are not satisfied. Assume that t = 3. Now a t−1 > 4t for a ≥ 4. In particular, (3) and (4) are satisfied only if
Thus r ≤ 8. Now, with a direct inspection for every possible value of r ∈ {5, . . . , 8}, we see that (3) and (4) are never satisfied. A similar detailed analysis for t = 4 and t = 5 yields no solutions to (3) and (4). Summing up, we have t = 2 (so that σ is an involution) and r ≤ 8. If σ has at least two cycles of length 2, then the same argument as above produces at least (
This is a contradiction since c x ≤ 2c g ≤ 8 and r 2 ≥ 25. Thus σ is a transposition.
Since r is bounded by 8, we see from [11, Theorem 1.3] that ℓ is also bounded above by a constant. In fact, using [11, Table 6 ], we see that ℓ ≤ 3 if r = 5 or 6, and ℓ ≤ 4 if r = 7 or r = 8. Now the proof follows by a computer calculation. In particular, we have ℓ ≤ 3 and, for r ∈ {6, 7}, we have ℓ = 2.
The following proposition deals with the case where our permutation g with at most four cycles lies in the base group H ℓ of G. (i) ℓ = 2, h 1 and h 2 both have two cycles on ∆ of lengths t 1 , r − t 1 and t 2 , r − t 2 , and each of t 1 , r − t 1 is relatively prime to each of t 2 , r − t 2 ; (ii) ℓ = 2, h 1 is an r-cycle, h 2 has two cycles on ∆ of lengths t 2 , r − t 2 ; moreover gcd(r, t 2 ) ≤ 2; (iii) ℓ = 2, h 1 is an r-cycle, h 2 has three cycles on ∆ of lengths t 2 , t ′ 2 , r − (t 2 + t ′ 2 ), moreover gcd(r, t 2 ) + gcd(r, t ′ 2 ) + gcd(r, t 2 + t ′ 2 ) ≤ 4; (iv) ℓ = 3, h 1 is an r-cycle, h 2 has two cycles on ∆ of lengths t 2 , r − t 2 , and also h 3 has two cycles on ∆ of lengths t 3 , r − t 3 ; moreover r, t 2 , r − t 2 , t 3 , r − t 3 are pairwise relatively prime; (v) ℓ = 2, h 1 is an r-cycle, h 2 has four cycles on ∆ of lengths t 2 , t ′ 2 , t ′′ 2 , r − (t 2 + t ′ 2 + t ′′ 2 ); moreover gcd(r, t 2 ) = gcd(r, t ′ 2 ) = gcd(r, t ′′ 2 ) = gcd(r, t 2 + t ′ 2 + t ′′ 2 ) = 1. Proof. Let c g be the number of cycles of g on Ω and let c i be the number of cycles of h i on ∆. Replacing g by a suitable conjugate in G, we may assume that c 1 ≤ c 2 ≤ · · · ≤ c ℓ . Clearly,
c i .
Assume that c 1 ≥ 2. As c g ≤ 4, from (5), we deduce that ℓ = 2 and c 1 = c 2 = 2. Write
If gcd(t 1 , t 2 ) ≥ 2, then g = (h 1 , h 2 ) has at least two orbits on {α 1 , . . . , α t 1 } × {β 1 , . . . , β t 2 } from Lemma 5.1. Thus, g has at least five orbits on Ω (the elements (α t 1 +1 , β 1 ), (α t 1 +1 , β t 2 +1 ) and (α 1 , β t 2 +1 ) are in distinct g-orbits), which is a contradiction. Thus t 1 and t 2 are relatively prime. Similarly, each of t 1 , r − t 1 is relatively prime to each of t 2 , r − t 2 . This yields part (i).
Assume that c 1 = 1. Write h 1 = (α 1 , . . . , α r ). Suppose that c 2 = 1. From Lemma 5.1, we see that (h 1 , h 2 ) has |∆| ≥ 5 orbits on ∆ × ∆, contradicting the fact that c g ≤ 4. Therefore c 2 ≥ 2. In particular, (5) implies that either ℓ = 3 and c 2 = c 3 = 2, or ℓ = 2 and 2 ≤ c 2 ≤ 4.
Assume that ℓ = 3, c 1 = 1, c 2 = c 3 = 2. Let t 2 , r − t 2 and t 3 , r − t 3 be the cycle lengths of h 2 and h 3 . An application of Lemma 5.1 to each of (h 1 , h 2 ), (h 1 , h 3 ) and (h 2 , h 3 ) implies that r, t 2 , r − t 2 , t 3 , r − t 3 are relatively prime. This yields part (iv).
Assume that ℓ = 2, c 1 = 1, c 2 = 2. Let t 2 , r − t 2 be the cycle lengths of h 2 . Note that gcd(r, t 2 ) = gcd(r, r − t 2 ). An application of Lemma 5.1 to (h 1 , h 2 ) implies that gcd(r, t 2 ) ≤ 2. This yields part (ii).
The remaining cases (c 2 = 3 and c 2 = 4) follow with a similar argument giving rise to parts (iii) and (v).
With a slight improvement of Proposition 5.3 we are now able to prove Theorem 1.1.
Proof of Theorem 1.1. From [11, Theorem 1.3] (which we restated in Section 1.1) and the discussion that follows our restatement of this result, we have only to consider the case that G = Sym(m) wr Sym(ℓ) in its product action (of degree n = m k ℓ ) on a Cartesian product of ℓ copies of the set of k-subsets of {1, . . . , m} (with 1 ≤ k < m/2), or that G = PΓL d (q) wr Sym(ℓ) in its product action (of degree n = ((q d − 1)/(q − 1)) ℓ ) on a Cartesian product of ℓ copies of the point set of the projective space PG d−1 (q).
Assume that ℓ = 1. If G = Sym(m) acting on k-sets with k ≥ 2, then by Proposition 3.4 and Remark 3.5 we have k = 2 and m ≤ 9. For each of these cases, we list the structure of the permutations having at most four cycles in Table 3 . If k = 1, then we have Line 1 of Table 1 . If G = PΓL d (q), then the proof follows from Theorem 4.3 and we obtain Lines 1-23 of Table 2 . Now suppose that ℓ ≥ 2. Write H = Sym(m) or H = PΓL d (q) depending on which group we are considering. If g / ∈ H ℓ , then from Proposition 5.2 we have 5 ≤ r ≤ 8 and ℓ = 2 or r ∈ {5, 8} and ℓ = 3. For each of these cases, the various possibilities for soc(G) and (n 1 , . . . , n N ) (depending on whether soc(G) = Alt(m) ℓ or soc(G) = PSL d (q) ℓ ) are reported in Table 1 and Table 2 (which have been obtained by computations in magma). For example the cycle lengths 12, 12, 12 in Line 29 and the cycle lengths 16, 16, 16, 16 in Line 30 of Table 2 arise only from group elements g / ∈ H ℓ . Similarly, Lines 7, 8, 9, and 11 of Table 1 arise from group elements g / ∈ H ℓ . So from now on we may assume that g = (h 1 , . . . , h ℓ ) ∈ H ℓ .
Assume that H = Sym(m). If k > 1 then there is no g with four or fewer cycles. This follows at once from Proposition 3.4 and another computation with magma. In fact, if k > 1, then m ≤ 9 and also ℓ ≤ 4 from [11, Table 6 ]. Thus we only have a finite number of relatively small groups to check. Assume that k = 1. Now Proposition 5.3 describes the cycles lengths of g and implies that ℓ ≤ 3. If g satisfies Proposition 5.3 part (i), then (n 1 , . . . , n N ) is in Line 4 of Table 1 . If g satisfies Proposition 5.3 part (ii), then (n 1 , . . . , n N ) is in Line 2 of Table 1 if gcd(r, t 2 ) = 1 and in Line 6 of Table 1 if gcd(r, t 2 ) = 2 (with k 1 = k 2 = t 2 /2 and k 3 = k 4 = (r − t 2 )/2). If g satisfies Proposition 5.3 part (iii), then (n 1 , . . . , n N ) is in Line 3 of Table 1 if gcd(r, t 2 ) = gcd(r, t ′ 2 ) = gcd(r, t 2 + t ′ 2 ) = 1 and in Line 5 of Table 1 if gcd(r, t 2 ) + gcd(r, t ′ 2 ) + gcd(d, t 2 + t ′ 2 ) = 4. If g satisfies Proposition 5.3 part (iv), then (n 1 , . . . , n N ) is in Line 10 of Table 1 . Finally, if g satisfies Proposition 5.3 part (v), then (n 1 , . . . , n N ) is in Line 6 of Table 1 .
