Abstract -An identification methodology for nonlinear dynamic systems using Gaussian process prior models is presented. It combines equilibrium and off-equilibrium information. The advantages of so doing are highlighted.
I. INTRODUCTION
Consider a nonlinear dynamic system Xi+1 = g(x1, r ), y, = h(x1, r1) (1) with state xc9i', input r 9im and output ye9i. The input and output are measured but the state is not. When the unmeasured state can be eliminated, the equivalent inputoutput representation of the system is Yi =H(yi-1,,',Yi-n, ri,*ri-*ri-n ) (2) and the task of identifying the system from the measured data is equivalent to identifying the nonlinear map H(.). The objective considered here is to identify from measured input-output data the nonlinear system, (1), i.e. the nonlinear map H(.). Since measured data is generally noisy, it is natural to work within a probabilistic framework. The probabilistic description of the nonlinear map adopted is that of a Gaussian process prior model within a Bayesian probability context [1] . This description has previously been applied to the identification of non-dynamic nonlinear relationships, including time series analysis, see, for example, [1] . In a statistically rigorous investigation [2] , the latter is shown to generally out-perform NN etc methods. When tasked with identifying a nonlinear dynamic system, a number of separate input-output measurement sets are typically available. For some of these, the input-output data set is local to an equilibrium operating point. In this case, an equilibrium operating point and an associated local linear model for the dynamic system can be identified using some well-established technique. Accordingly, the data, from which the nonlinear dynamic system is to be identified, consists of a number of equilibrium operating points and their local linear models together with some offequilibrium input-output transient data. In this paper, an identification method, based on Gaussian process prior models, for nonlinear systems that can combine equilibrium information and off-equilibrium information is presented. In particular, the benefits from combining the equilibrium and off-equilibrium information are highlighted. A. Gaussian process prior models A brief overview of Gaussian process prior models within a Bayesian probability context is given below. For further details see [1] .
The probabilistic description of the map, f(z), is the stochastic process, fz, and the E[fz ], as z varies, is interpreted to be a fit to f(z). By necessity to define the stochastic process, fz, the probability distributions of fz for every choice of value of zeD are required together with the joint probability distributions of fz ,i1, i , k, for every choice of finite sample, {z,. ..,Zk}, of D, for all k>1. Of course, the joint probability distributions of lower dimensionality must be the marginal distributions of those of higher dimensionality. Given the joint probability distribution for fz, i=l..N, and the joint probability distribution for n., i=1..N. the joint probability distribution for yj, i=l..N, is readily obtained as their product since the measurement noise, ni, and the f(zi) (and so the fz i) are statistically independent. S is a single event belonging to the joint probability distribution for yj, i=l..N.
In the Bayesian probability context, the prior belief is placed directly on the probability distributions describing fz which are then conditioned on some information, S, to determine the posterior probability distributions. In particular, for the Gaussian process prior models considered here, the prior probability distributions for the fz are chosen to be Gaussian. To Hence, from the Gaussian nature of the probability distributions 
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The value of dk characterises the rate of variation of the function, f, in the direction of the kth-axis; the smaller the magnitude of dk, the slower the rate of variation of f with respect to Zk. The matrix, M, thus indicates the degree of nonlinearity or relative smoothness in the directions of each explanatory variable. When each measurement noise is independent of the others and has the same probability distribution, then 
where Zm denotes the mth element of z ; that is, the expected value of the derivative stochastic process is just the derivative of the expected value of the stochastic process. Furthermore, Off-equilibrium data Away from the equilibrium points, the system cannot be held stationary. Hence, off-equilibrium measurements can only be obtained transiently. Consequently, this data is necessarily less accurate than the equilibrium points or local linear models.
In this section, the integration of the above sources of information is discussed. Recall in the Gaussian process prior models that it is assumed the explanatory variable, z, is noise free. The recursive nature of the nonlinear dynamic system, (2) , is incompatible with this requirement, since the explanatory variable, z, would need to include delayed measurements, Yj, which has additive noise. Instead, the data integration is considered below for the nonlinear map The link with the nonlinear dynamic system, (2) , is further reinforced by choosing the sequence of explanatory variables such that wi =F(wj_,..-,win,riY ...ri-n) (25) In other words, the noise on the measured value of y is ignored when it is used as an element of the explanatory variable. Analogously to a nonlinear dynamic system, an equilibrium point for the nonlinear map (22) is defined as a value, z0 = [w0,...,w,r, ,r ]T, of the explanatory variable such that w0 = f(z0). The definition of the local linear models then remains sensible.
A. Phase space analysis
The relationship, (24), defines a nonlinear map on 'phase space' (for the nonlinear dynamic system, (2), the space of delayed inputs and outputs). In the context of Gaussian process models, the values of the map, when the explanatory variables are nearby in the phase space, should have higher correlation than when widely separated. The only modification to the identification and prediction procedure required is in the noise covariance. It remains Aii for 1< i < N, 1< j < N but, since the values at equilibrium points are noise free, it is 0, elsewhere. Now suppose that the local linear models at the equilibrium points are also available. As discussed above, not only will estimates of the partial derivatives be available but also the covariance of errors. The only required modification to the identification and prediction procedure, see Section IIB, is to incorporate this information into the noise covariance. Let Yd be the derivative measurements with Y= r>* **I]N'] Yi[ Vzf(zO j(i)) (28) then the derivative noise covariance, Ad, is block diagonal, the individual blocks being the error covariance matrices for the particular value of zo. Unlike Section IIB there is now no hyperparameter associated with the noise covariance. The training data consists of the same 451 off-equilibrium measurements of the function value and 6 equilibrium points, i.e. solutions to w0 =sin(w0 +r0), with the six local linear models at the equilibrium points, i.e. the partial derivatives at the equilibrium points. The equilibrium points are listed in Table 1 . The measurement noise, n1, for each off-equilibrium function value is independent and has variance 0.04. The partial derivatives and their error covariance are identified for each equilibrium point using linear regression. These are listed in Table 2 . On maximising the likelihood, the hyperparameters obtained with the map covariance (14) and noise covariance (15) The error between the exact and predicted values, (f(z)-fz is depicted in Figure 2 . In comparison to Figure 1 , the region, where the confidence interval is small, has broadened considerably; in particular, it is small near the equilibrium points.
summarises the information contained in the original data.
Remark 2. Combining the equilibrium information with the off-equilibrium information assists the construction of Gaussian process prior models in two ways. Firstly, an appropriate order of the explanatory variable is obtained by choosing it to be the order of the local linear models. Secondly, although data sets containing several thousand points [2] have been used to train the hyperparameters, the need to invert the matrix, P, mitigates against large data sets. However, the summarising property of the local linear models, see Remark 1, can be exploited to reduce the size of the data set.
IV. IDENTIFICATION OF NONLINEAR DYNAMIC SYSTEMS In this section, the identification from input/output data of the nonlinear dynamic system, (2) , is discussed. The approach is similar to that of Section III except that the explanatory variable is chosen to be Table 1 . Equilibrium values Table 2 . Derivative values Remark 1. Combining equilibrium points and local linear models with off-equilibrium information is straightforward. Using the equilibrium points greatly reduces the errors in their vicinity. Using the local linear models considerably increases the region of reduced errors. This issue is discussed in [5] where it is pointed out that large quantities of local data, if used to identify the local partial derivatives, can be replaced by a single accurate datum and the derivatives. The datum point (here an equilibrium point) and the derivatives (here the local linear model) essentially The error between the exact and predicted values, (f(z)-fz is depicted in Figure 3 . Comparing to Figure 1 Figure 4 . It is comparable to that obtained previously when noise-free values of the measured value are used in the explanatory variable, see Figure 2 .
Remark 3. The accuracy of the fit obtained for the mapping is degraded by the noise on the measured values when they are incorporated into the explanatory variable. However, this degradation is much reduced when combining the equilibrium information with the off-equilibrium information. In this manner, a nonlinear dynamic system can be identified using Gaussian process prior models with some reasonable accuracy.
The response of the system, {5i }, to any input, {ri }, can be predicted by recursive application of (12); that is, from The training input, its response and error are shown in Figure 5 . The response and error for a further input is shown in Figure 6 . In both cases the error is small. 
V. CONCLUSIONS
An identification methodology for nonlinear dynamic systems based on Gaussian process prior models is described that explicitly utilises both equilibrium knowledge and off-equilibrium knowledge. The equilibrium knowledge consists of known equilibrium points and their local linear models. The use of both improves the accuracy of the identified models is substantially, thereby, mitigating the effects of noise included in the explanatory variable through the measured values. Furthermore, the construction of the Gaussian process prior model is assisted. The order of the explanatory variable is obtained from the local linear models and the computational burden is eased by data compression.
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