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Abstract: The COVID-19 pandemic has left a mark on nearly all events since the start of the year
2020. There are many studies that examine the medical, economic, and social effects of the pandemic;
however, only a few are concerned with how the reactions of society affect the spread of the virus. The
goal of our study is to explore and analyze the connection between the communication of pandemic
sceptics and the spread of the COVID-19 pandemic and its caused damages. We aim to investigate
the causal relationship between communication about COVID-19 on social media, anti-mask events,
and epidemiological indicators in three countries: the USA, Spain, and Hungary.
Keywords: COVID-19; sceptics; social media; Twitter; sentiment; VAR; Granger causality; govern-
ment stringency
1. Introduction
Coronavirus is the latest of many infectious diseases affecting humanity throughout
history that have reached the state of a pandemic. Pandemics, by definition, affect large
regions across continents or even the whole world; thus, even in case of a low mortality
rate, the number of casualties can reach millions in a relatively short time period. The
COVID-19 outbreak is among the deadliest pandemics of the last hundred years, only
outdone by HIV/AIDS (human immunodeficiency virus infection and acquired immune
deficiency syndrome) [1].
However, the COVID-19 pandemic is the first to occur since social media became
widespread. The swine flu (H1N1) outbreak, being the most recent one, happened between
2009 and 2010 [2], but at that point, Facebook had just started its rise in popularity, and
other platforms that are well known today (i.e., Twitter, Reddit, Instagram) had barely
started to gain popularity [3]. HIV is an exception, as it still costs around 800 thousand
lives per year because of its high mortality rate, but it has infected far fewer people than
the other mentioned pandemics [4]. Additionally, HIV was the focus of attention in the
1980s and 1990s, but it has not been covered in the media too often in recent years.
This means that COVID-19 is the first pandemic about which an immense volume of
online written communication exists, which can be analyzed with the help of different text
mining solutions. Never before has the opportunity been presented to examine the opinion
of the masses regarding such events; thus, this is a completely new field of research, and
in this relatively short time period, there have not been many investigations exploiting
its potential. There are many studies about social communication during the pandemic,
including false news and its impact on the pandemic and vice versa [5,6]; however, these
usually focus on a single conspiracy theory, a set of news, or a small group of events instead
of long-running time series.
Our research aims to examine the connection between social responses and pandemic-
related events in the USA, Spain, and Hungary. We examined the most prevalent social
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platforms of each country and collected a large volume of COVID-19-related comments
and their timestamps. Sentiment analysis was used to process this text-based data source;
thus, it was possible to create a sentiment time series for each language group.
Reliable corona-related pandemic data are available on the Our World in Data (OWID)
site in a research-friendly form [7]. Regarding the activity of deniers, we manually collected
a list of significant demonstrations and assemblies from different news sources. We only
considered “offline” events as these are the ones that could have directly influenced the
number of infections.
We compared the sentiment time series with the events and corona-related time series
by applying an augmented vector autoregression (VAR) model according to the Toda–
Yamamoto procedure [8] on the examined time series in each country separately. Granger
causality models have been successfully applied in order to assess the economic and fi-
nancial effects of the COVID-19 pandemic, for example, by [9] and [10]. We show that the
volume of the online comments and the sentiment index had a significant mutual relation-
ship with the official epidemiological indicators. The characteristics of these relationships
differed along countries and waves of the pandemic. In Spain, the antimask events had a
significant effect on the volume of comments during the first wave and on sentiment in the
second wave.
2. Data Sources
For constructing sentiment time series, we need textual data obtained from represen-
tative sources. Every target country has some preferred social media sites, such as forums,
microblogging sites, or even comment sections of their leading news sites. The most impor-
tant social media site is Facebook, and Twitter is also in the top 20 in every country except
in Hungary, according to Similarweb [11]. The contents of these platforms could be a good
starting point to examine social reactions about pandemic events and vice versa. As the
most widely used search service in the world, Google cannot be ignored either: not only
do the topics searched show an increased interest in the COVID-19 pandemic, but they can
give us an idea of the focal points of interest. These platforms together are appropriate
sources for text mining research studies, which can transform human sentiments into data,
map the topics, and find the most influential ones.
In the examined countries, for data source, the common ground could have been
Facebook [11]. However, Facebook is not an easy option for text mining research studies
since the Cambridge Analytica scandal [12], so Twitter was chosen as a source for mining
sentiments for the English and Spanish languages. Because Twitter is not so popular in
Hungary, gyakorikerdesek.hu (hereinafter referred to as FAQ) was used for this country
as a text mining source. This is a Q&A-type website, which is the 31st most visited site in
Hungary.
Twitter provides an API for researchers under friendly conditions, and there is a
project named Twitter Stream Grab by Archive Team that allowed us to download all
tweets for the examined period [13]. FAQ does not provide API for grabbing data, so we
developed an application for scraping purposes. During scraping, the software collects
questions and answers from two relevant categories: health and politics [14].
A series of corona-sceptic events were collected manually based on the collections
of national Wikipedia pages related to coronavirus and on the Google Labs search terms
related to coronavirus [15].
From the times series published on the website OurWorldInData.org, three are used to
describe the pandemic situation. The first time series is the rate of positive coronavirus tests.
It is used to describe the spread of the virus. This is in line with WHO recommendations [16].
The severity of the pandemic is described by the daily number of deaths per million
people. The daily values of the government stringency index are also considered to
examine whether the sentiment of the online public is reacting to government measures
or vice versa. The index is calculated by the Oxford Coronavirus Government Response
Tracker (OxCGRT) project. This is a composite measure based on nine response indicators,
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including school closures, workplace closures, and travel bans, rescaled to a value between
0 and 100 (100 = strictest) [17].
The time periods examined were different for each country to ensure an adequate
level of variance in each time series as the start of the pandemic differed for each examined
country. For example, in the US, the number of deaths was 0 on most days until 13 March
2020, and testing data were only available since 7 March 2020, so 13 March 2020 was used
as a starting point. The number of daily deaths per million people was quite scarce for
Spain. There were two negative values on 25 May and 12 August that were imputed as 0.
There was a weekly seasonality for 0 entries. Therefore, we took a 7-day moving average
of daily new deaths per million people for Spain. The end point for all these time series
was 31 December 2020, as the focus of our investigation was the past year.
Descriptive statistics for each examined time series are available in Table 1. To check
for outlier effect, a mean trimmed off the bottom and upper 10% was used. Outliers had no
great effect on the examined time series.
Sentiment in US tweets was the most negative on an average day with low standard
deviation, while the mean sentiment in Spain seemed to be the highest, though still a
negative value. Hungary had the greatest standard deviation in its sentiment index.
Table 1. Descriptive statistics for all of our examined time series.
Variables No of Obs. Mean St. Dev. Tr. Mean
Positive rate USA 282 0.08 0.04 0.07
Deaths per million USA 282 3.61 2.30 3.33
Stringency USA 282 68.63 5.41 69.15
Entry count USA 282 3580.59 2166.54 3199.61
Sentiment USA 282 −0.46 0.12 −0.46
Positive rate ESP 282 0.06 0.04 0.06
Deaths per million ESP 246 2.59 2.41 2.31
Stringency ESP 246 66.37 9.48 66.39
Entry count ESP 246 644.04 269.15 627.54
Sentiment ESP 246 −0.09 0.11 −0.09
Positive rate HUN 246 0.08 0.09 0.06
Deaths per million HUN 284 3.47 5.51 2.26
Stringency HUN 284 59.45 12.58 59.62
Entry count HUN 284 88.25 60.45 81.93
Sentiment HUN 284 −0.13 0.19 −0.14
3. Methods
The data on Twitter Stream Grab are available on a monthly basis, and there is one
compressed JSON file for every minute, so to examine a whole year, more than half a
million files must be processed. A time frame between 01/03/2020 and 31/12/2020 was
chosen according to the availability of pandemic data from OWID. Datasets contained time
data, text, detailed user data, and language index. There were two important limitations:
we did not have data about the specific followers for a given user, and there was no precise
location data; we could only rely on user-supplied information. In order to reduce the data
size, we filtered out relevant tweets based on a few selected keywords, which were grabbed
from Google Labs Corona search terms [15]. English-language tweets were narrowed down
to the United States based on user-defined location, and a 10% random sample was taken
for Spanish-language tweets. The extracted data were transformed into comma-separated
files, which can be easily imported into other systems. The texts scraped from FAQ for
Hungarian-language analysis did not needed further preprocessing, as the scraper software
was designed specifically for this research and had taken the necessary steps.
After extracting tweets and comments, the texts were cleaned and prepared for senti-
ment analysis. For stemming and lemmatization, the hunspell package was utilized, which
is a spell checker and morphological analyzer originally designed for the Hungarian lan-
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guage, but it performs well in English and Spanish also [18]. For examining sentiments
regarding the pandemic, collected text entries should be labelled with polarity: negative or
positive. To do this, a dictionary-based sentiment analysis was applied.
There could be some structural breaks in each time series due to the different char-
acteristics of the first and second waves of the pandemic. Therefore, we should identify
possible structural breaks in each examined time series that best separated the first and
second waves of the pandemic.
When investigating Granger causality, it is advisable to fit a model separately on
sections defined by structural breaks to ensure stability [8]. To identify structural breaks,
the breakpoint function from the strucchange R package was utilized [19]. If we assume
that the number of breakpoints in a linear trend for a time series is b, then the breakpoint
function estimates the location of b breakpoints by minimizing the residual sum of squares
(RSS) of a linear model where the slope of the trend can change b times. The optimal b is
chosen by the Bayes–Schwarz information criterion (BIC) as this IC prefers the sparsest
models. This was preferable for us as we had a relatively small number of observations for
each country already, so we should avoid overparameterization.
After determining the breakpoints, we fit VAR models for each country and each wave
separately to discover the Granger causality between the time series in both waves of the
pandemic. A vector autoregression (VAR) process with k endogenous and m exogenous
variables can be considered a system of equation with k equations. Model parameters
are estimated by OLS. See [20] for details. Maximum lag of the endogenous variables is
denoted by p.
However, the typical Granger causality test based on the classical VAR model cannot
be relied on when one or both time series are nonstationary, which could lead to spurious
causality [21]. Thus, an augmented Dickey–Fuller (ADF) test was employed. Besides, a
Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test, in which the null hypothesis is station-
arity, was also conducted as a cross-check. To handle the possible integration in our time
series, the VAR models were set up according to the Toda–Yamamoto (TY) procedure [8]
using the levels of the data without differencing and adding q extra lags if the maximum
order of integration was q. The advantage of the TY procedure is it saves the cointegration
test and prevents pretest bias. However, there was a need to ensure that the VAR models
of each country were specified in a way that there was no serial correlation in the residual
values. This was tested by the portmanteau test.
In the optimal VAR models, Wald tests of Granger causality were applied. The null
hypothesis is that the coefficients of the first p lagged values of endogenous variables in
each equation are 0 after being tested. The reason for including the coefficient of the lags
from p + 1 to q is that the additional lagged values are to fix the asymptotic so that the
Wald test statistics under the null hypothesis follow asymptotical chi-square distribution.
Rejection of the null hypothesis of the Wald test implies a Granger causality.
4. Models
For our investigations, three countries were considered. The English-language tweets
were narrowed down to tweets originating from the USA, so epidemiological and gov-
ernment stringency indicators of the US were considered here. For the Spanish-language
tweets, the indicators of Spain were considered as during the first wave of the pandemic,
Spain was the hardest-hit Spanish-speaking country. By 30 June 2020, the cumulative
number of deaths per million was 606 in Spain and 297 and 215 in Chile and Mexico,
respectively. During the second wave, the pandemic situation in Latin America became
more serious, so the effects of COVID-related tweets from other Spanish-speaking coun-
tries could act as confounders. Managing these issues is part of our further research. The
indicators of Hungary were considered for the Hungarian language.
Sentiment dictionaries were gathered from different sources: Bing for English, TASS
for Spanish, and PrecoSenti for Hungarian [22–24]. Further processing was performed with
R using the tidytext and dplyr packages.
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Figure 1 shows that the basic sentiment in Spanish-language tweets was more positive
than in English-language ones. The daily count of tweets followed the usual trend of
a scandal: at the beginning of the pandemic, we could experience a large volume of
comments about corona-related topics, and the numbers started to fall during the year
even at the time of the second wave.
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however, the average sentiment is higher in Spanish- and Hungarian-language tweets than English-
language contents.
The breakpoint function from the strucchange package identified two to four breaks
in the time series based on the BIC. Thes breakpoints needed to b arrowed down, as
four breakpoints would partition our sample into p rts with very small siz s. To select the
breakpoints that best separated the two waves, the breakpoints of the positive rate in each
county were examined in more detail as this was the measure describing the spread of the
pandemic in line with WHO recommendations [16].
The breakpoints of the positive rate in each county are examined in more detail in
Figure 2 to define sections on which the Granger causality between the time series is
examined by fitting VAR models.
We can see that in Spain and Hungary, we could easily select the structural breakpoint
that best separated the start of the second wave of the pandemic. It is also noticeable that
Hungary had qui e long eriod in the summer where the positiv ra e stagnated on
a lower level before the second wave started in September. However, we did not wish
to separate this period from the first wave as three breakpoints would result in small
subsamples. That is why we also ignored the break that marked the peaking of the second
wave. In Spain, the second wave started around the middle of summer, much earlier than
in Hungary. We disregarded the other breakpoints marking different periods in the first
and second waves as splitting along these would result in small subsamples just like in the
case of Hungary.
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The case of the US was more complicated as it had a short flare of the pandemic in the
middle of summer and the second wave started in late October. To preserve the sample
size, we considered the short flare in positive rate in the summer as an aftershock of the
first wave and defined a custom breakpoint on 20/09/2020, marked by the dashed red line
in Figure 2. We separated every examined time series into two parts, representing the first
and second waves of the pandemic according to the country-specific breakpoints selected
as shown in Figure 2.
As we had five time series for each country, we had k = 5 endogenous variables.
Dummy variables were used as exogenous variables to account for day-of-the-week effect.
One more dummy exogenous variable represented whether there was an antimask event
with at least 100 participants at time t for each country, making m = 6 + 1 = 7. The number
of p lags will be chosen later.
Based on the results of the ADF and KPSS tests, taking the first difference of each time
series mostly eliminated the unit root. The only exceptions were the stringency time series
in the US and the positive rate for Spain and Hungary during the first wave, according
to the KPSS test, but only on α = 10%, not on α = 5%. The ADF test rejected the H0 of the
unit root on all common significance levels in these cases. Thus, the maximum order of
integration was set to 1.
The VAR models were set up according to the TY procedure to account for the first-
order integration. First, we determined the appropriate lag length for the endogenous
variables. Based on the Akaike information criterion, Hannan–Quinn information criterion,
Bayes–Schwarz criterion, and final prediction error, lags p = 1 and p = 2 were recommended.
From the results of a portmanteau test controlling for dynamic stability, it was ob-
served that lag 2 removed residual serial autocorrelation at 1% for all VAR models except
for Hungary during the first wave. As accepting the H0 of no serial correlation in the
residuals was not convincing on all common significance levels, adding more lags could be
considered, but we already had a larger parameter–sample size ratio with the dummies
and the two lags for each variable (17 + 1 parameters for each equation, which is slightly
less than fifth of the number of observations (circa 160 and 120 for each wave) in all three
countries). The VAR models could be considered stable, again except for Hungary during
the first wave, as all roots of the characteristic polynomials were inside the unit circle.
Detailed diagnostic results for each VAR model are shown in Table 2.
Table 2. Model diagnostic results for the examined VAR(1) and VAR(2) models.
Setup
Lag = 1 Lag = 2
Portmanteau Test
p-Value




Range of Roots of
Characteristic Polynomials
USA-1st wave 0.0213 0.508–0.940 0.0596 0.196–0.948
USA-2nd wave 0.8364 0.565–0.902 0.9043 0.038–0.901
Spain-1st wave 0.8667 0.154–0.971 0.9108 0.129–0.962
Spain-2nd wave 0.0369 0.095–0.945 0.0849 0.189–0.936
Hungary-1st wave 0.0005 0.093–1.014 0.0001 0.070–0.992
Hungary-2nd wave 0.1067 0.053–0.980 0.2559 0.094–0.959
Lag p = 2 was chosen for the VAR models, and one more lag into each variable was
added to every equation, given that the maximum order of integration was 1. Therefore,
the augmented VAR models proposed by the TY procedure were constructed, and the
Granger causality tests were executed.
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5. Results
Results of the Granger causality tests are shown in Table 3. Granger causality in
Hungary during the first wave was not investigated as the underlying VAR model was not
stable, and it had significant residual serial autocorrelation.
Table 3. Significant Granger causalities found in each examined VAR(2). For each causal relationship,
the most significant lag in the appropriate VAR equation and the sign of this lag’s coefficient are
given in brackets.
Setup Significant Granger Causalities
USA-1st wave
Stringency -> entry count * (lag = 1; sgn = +)
Sentiment -> entry count * (lag = 2; sgn = +)
Positive rate -> deaths per million ** (lag = 2; sgn = +)
Entry count -> deaths per million ** (lag = 1; sgn = +)
USA-2nd wave Positive rate -> stringency ** (lag = 2; sgn = +)
Spain-1st wave
Deaths per million -> sentiment * (lag = 1; sgn = −)
Deaths per million -> entry Count * (lag = 1; sgn = +)
Entry count -> deaths per million ** (lag = 1; sgn = +)
Deaths per million -> stringency *** (lag = 2; sgn = +)
Spain-2nd wave
Entry count -> stringency * (lag = 2; sgn = +)
Entry count -> deaths per million ** (lag = 1; sgn = −)
Hungary-1st wave -
Hungary-2nd wave
Entry count -> stringency ** (lag = 1; sgn = +)
Deaths per million -> entry count ** (lag = 1; sgn = −)
* Significant at 10%, ** significant at 5%, *** significant at 1%.
Table 3 shows that more significant Granger causal relationships could be found
during the first wave of the pandemic than during the second. This is not surprising as the
novelty of the virus posed more challenge during the first wave as decision makers and
health professionals had to operate under limited information. Therefore, it is logical that
we can find a higher number of relationships between our examined time series during
the first wave. Unfortunately, owing to lack of a well-specified model for Hungary, this
conclusion can only be made for Spain and the US.
In the US, the two most significant relationships were those between Twitter entry or
post count and deaths per million and between positive rate and deaths. It seems that if
the test positive rate increased, mortality usually followed 2 days later. This relationship
was not significant at any of the common significance levels during the second wave,
which suggests that the situation had improved by that time. During the second wave, we
could also find that the increase in the rate of positive tests caused a stricter government
response. This suggests that by the second wave, the US government started to react
faster to changes in the pandemic situation. In the first wave, an increase in government
stringency caused the count of Twitter entries to rise a day later. This can confirm that
the US population was quite concerned with government response, so the measures were
debated on Twitter. This finding is further supported by the fact that 2020 was election
year in the US, so it is natural that government actions were under more scrutiny. These
debates happened during the hardest days of the pandemic in the US, which is reflected in
the significant Granger causality of Twitter entry count on mortality. Lastly, we observed
that an increase in Twitter sentiment caused an increase in the number of posts 2 days
later. It can be theorized that some positive messages about the pandemic could spread fast
in the US, where the population grew frustrated with the lockdowns [25]. The antimask
event exogenous variable had no significant effect on any of the endogenous time series in
the US.
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In Spain, during the first wave, the most significant Granger causality was the one
that showed government stringency increasing 2 days after the deaths per million people
increased. Therefore, the Spanish government reacted based on mortality, not on the rate
of positive tests as the US government did. The less significant relationships showed that
the number of tweets increased, and Twitter sentiment declined 1 day after an increase
in mortality. Therefore, the increase in government stringency can be also considered an
indirect reaction to public sentiment. This seems to suggest that in Spain, the public had
some effect on stringency measures, namely, triggering a stricter response. The significant
Granger causality of Twitter entry count on mortality suggests that the increased Twitter
traffic happened during the hardest days of the pandemic in Spain, similar to the US. These
findings seem to confirm the findings of [26,27], who suggest that public opinion had a
part in reintroducing strict government measures during the summer of 2020. During the
second wave, the effect of Twitter entry count on government stringency remained with
a lag of 2 days, although the rest of the Granger causalities in the first wave had become
insignificant except for the relationship of Twitter entry count and deaths per million.
However, the directions of this relationship changed. It now shows the decrease of deaths
per million a day after the number of tweets increases. This might be because Twitter
activity concentrated on the peak of the second wave, after which mortality decreased
somewhat. In Spain, antimask events had an echo on Twitter, as their exogenous variable
had a significant positive effect on Twitter entry count in the first wave and a significant
negative effect on Twitter sentiment in the second wave—however, in both cases only at
10%. Therefore, it can be theorized that during the first wave, the increased Twitter entry
count that had a significant effect on mortality was partly due to these antimask events.
We only had a stable and well-specified VAR model for Hungary during the second
wave, so only the results of this model are discussed. We had two significant Granger
causalities—both effects significant at 5%, but not at 1%. The number of posts on Hungary’s
FAQ page seemed to be followed by an increase in government stringency a day later. This
effect is something similar experienced in Spain, as public opinion was critical of the late
government response during the second wave in Hungary [28]. We also found that there
was a decrease in the number of FAQ posts a day after deaths per million increased. This is
something similar to Spain’s second wave: posting activity was concentrated on the peak
of the second wave where mortality was highest, after which posting activity somewhat
decreased. The antimask event exogenous variable had no significant effect on any of the
endogenous variables in Hungary.
These VAR models can also be used to make short-period forecasts for any of the
endogenous time series based on the other variables in the model. Therefore, for example,
government stringency and mortality in Spain can be estimated based of Twitter entry
counts of the previous day. However, this direction was not investigated further due to
page limits.
6. Summary
Based on our results, the relationships between social media communication and
epidemiological indicators were stronger during the first waves of the pandemic than
during the later ones.
The US results were heavily influenced by the presidential election throughout the
whole year, as the volume of Twitter comments reacted to government stringency in the
first wave, but the sentiment did not seem to be affected. By the second wave, government
stringency started to react to changes in the positive rate.
During the first wave of Spain, government stringency along with Twitter volume
and sentiment all reacted to changes in the mortality rate. Government stringency lagged 2
days behind the changes, while the Twitter events followed only 1 day late. During the
second wave, this relationship was reduced to government stringency reacting to Twitter
traffic with a delay of 2 days. It is important to note though that around the second wave
of Spain, the first wave of Mexico started as well; thus, Spanish Twitter comments might
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reflect this. Antimask events also had some influence on Twitter traffic, but mainly around
the first wave.
In Hungary, our model was not stable for the first wave. However, the discovered
relationships were very similar to what we experienced in Spain, as government stringency
reacted to the volume of comments on the Hungarian FAQ. The reason for the lack of stable
results in the first wave was probably the fact that even though there was a huge media
hype in the spring of 2020, the number of confirmed cases was considerably lower than in
the other waves.
A number of opportunities for further development have been identified. We would
like to achieve greater heterogeneity across source platforms in order to reduce the effects
of Twitter’s typical “telegram” style. As an effect of abbreviated and compressed tweet
texts, inaccuracies resulting from dictionary- and word-based text mining methods are
presumably present. Another problem with Twitter is the unbalanced age distribution:
only 10% of Twitter users are above 50 years [29]. It follows from all of this that it would
be advisable to conduct the research based on the content of the much more widely used
Facebook platform, or if it is not possible, then additional country-specific sources need to
be utilized.
To identify corona topics and conspiracy theories, the utilized tool should be topic
modelling; then social network analysis (SNA) can be performed along with topic mod-
elling results. With SNA, we will examine how these topics spread. Finally, it will be
possible to compare the results with the official WHO data collected during the pandemic;
thus, we can analyze the impact of society on the pandemic and the impact of the pandemic
on society.
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