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ABSTRACT
Scrub is a troubleshooting tool for distributed applications that oper-
ate under strict SLOs common in production environments. It allows
users to formulate queries on events occurring during execution in
order to assess the correctness of the application’s operation.
Scrub has been in use for two years at Turn, where developers
and users have relied on it to resolve numerous issues in its online
advertisement bidding platform. This platform spans thousands of
machines across the globe, serving several million bid requests
per second, and dispensing many millions of dollars in advertising
budgets.
Troubleshooting distributed applications is notoriously hard, and
its difficulty is exacerbated by the presence of strict SLOs, which
requires the troubleshooting tool to have only minimal impact on
the hosts running the application. Furthermore, with large amounts
of money at stake, users expect to be able to run frequent diagnos-
tics and demand quick evaluation and remediation of any problems.
These constraints have led to a number of design and implementa-
tion decisions, that go counter to conventional wisdom. In particular,
Scrub supports only a restricted form of joins. Its query execution
strategy eschews imposing any overhead on the application hosts. In
particular, joins, group-by operations and aggregations are sent to
a dedicated centralized facility. In terms of implementation, Scrub
avoids the overhead and security concerns of dynamic instrumen-
tation. Finally, at all levels of the system, accuracy is traded for
minimal impact on the hosts.
We present the design and implementation of Scrub and contrast
its choices to those made in earlier systems. We illustrate its power by
describing a number of use cases, and we demonstrate its negligible
overhead on the underlying application. On average, we observe a
maximumCPU overhead of up to 2.5% on application hosts and a 1%
increase in request latency. These overheads allow the advertisement
bidding platform to operate well within its SLOs.
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1 INTRODUCTION
Modern online applications, such as web search engines, social
networks and online advertising platforms, serve billions of requests
per day. To guarantee revenue streams, they must be always-on and
respond to user requests within very tight SLOs. The complexity
of these applications is staggering. Thousands of geographically
distributed machines cooperate to maintain a very large internal
state. This state is updated constantly, and the application itself is in
constant flux, due to frequent new software rollouts.
Turn’s online advertisement bidding platform is one example of
such a complex system. Many thousands of machines serve millions
of bid requests per second. New advertising campaigns, changes to
existing ones, requests for bids on ad space, user clicks on ads all
trigger updates to the state of the system. Bug fixes, new features, and
introduction of new ad targeting models cause frequent new software
rollouts. Within such a complex system problems occur all the time.
New versions of the software often introduce bugs. Erroneous user
input may lead to misconfiguration of advertising campaigns. With
often millions of dollars at stake, problem resolution must be quick.
Scrub is a new troubleshooting tool for large mission-critical
distributed applications, that we use in production on Turn’s adver-
tisement bidding system. Much like similar tools, Scrub allows users
to specify SQL-like queries on the events in the system in order to
assess its correct operation. Scrub is used by both developers and
users, so the queries are quite diverse, and query load can at times be
considerable. The key design goal of Scrub, and what distinguishes
it from existing systems, is minimal interference with the applica-
tion, even under high query load. Under no circumstance should the
operation of Scrub cause the bidding platform to violate its SLO.
Any monitoring inevitably puts some load on the machines where
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the application runs, but Scrub strives to minimize any impact it may
have on the application.
To this end we have designed a new query language that avoids
costly operations that are seldom used, and trades, when necessary,
accuracy for minimal impact. We also go counter to traditional query
optimization, which optimizes for query execution time, typically by
performing as much of the query as close to the data as possible [29].
Instead, our query execution strategy reduces as much as possible
impact on the hosts. Most of the query execution and in particular
all join, group-by and aggregation activity takes place in a dedicated
centralized engine, ScrubCentral. The only query activity that takes
place on the hosts is projection and selection, which serve to reduce
the amount of data that needs to be sent by the hosts to ScrubCentral,
thereby further reducing impact on the host.
The question then becomes whether under these constraints one
can build a troubleshooting engine that remains sufficiently expres-
sive to allow users to troubleshoot real problems, and is performant
enough, in terms of throughput and latency, to allow expedient prob-
lem resolution. Our experience is that this is indeed possible. Our
query language efficiently supports most SQL operators, and we
illustrate its power by describing a number of use cases in which
Scrub was used to quickly discover issues.
Our work was in large part motivated by the fact that logging [31,
37, 38, 43, 44, 46] – in practice is still the most common trou-
bleshooting technique for distributed systems – is inadequate for our
environment. With events containing hundreds of fields being pro-
duced at a very high rate, the amount of storage needed for logging
quickly becomes prohibitive, leading to difficult questions about
what to log and what not, with no good answers. Moreover, offline
log analysis is computationally expensive and implies unacceptable
delays in problem resolution.
Recognizing the issues with logging, a number of recent research
works have developed online troubleshooting systems [9, 12–14, 22,
23, 30, 35, 39, 40]. The principal differences between Scrub and
these other systems derive directly from differences in objectives.
Scrub aggressively minimizes impact on the hosts, an objective that
is essential in production systems.
The contributions of this paper are:
(1) The design and implementation of a troubleshooting tool for
distributed applications that minimizes impact on the hosts
running the application, and is therefore suitable for use in
production environments with stringent SLOs.
(2) A query language and a query execution strategy that achieve
the goal of low impact on the application hosts.
(3) The evaluation of Scrub in terms of expressiveness and per-
formance.
The outline of the rest of this paper is as follows. Section 2
presents our design philosophy. Section 3 describes the Scrub query
language. Section 4 shows how query execution is carried out in
Scrub. Section 5 covers some implementation aspects. Section 6
compares the design and implementation decisions in Scrub to al-
ternative strategies. Section 7 describes Turn’s online advertisement
bidding platform. Section 8 presents six use cases of Scrub at Turn.
Section 9 explores some performance aspects of Scrub. Section 10
provides a summary of related work, and we conclude in Section 11.
2 DESIGN PHILOSOPHY
Like in earlier systems [22, 35], monitoring in Scrub takes the form
of formulating and executing high-level queries over events defined
and generated by the application under study. Scrub provides an
API for the application developer to define and generate events, and
supports a query language for the troubleshooter to express queries
over these events.
Scrub is intended for use in mission-critical systems with very
stringent SLOs, in which even minor disruption can cause the sys-
tem to miss its SLO. As a result, Scrub’s primary goal is to impose
only minimal overhead on the running system, if need be at the
expense of other, more common goals in troubleshooting systems,
such as expressivity of the query language, query execution perfor-
mance, or accuracy. This singular focus on minimizing impact on
the monitored system is the primary differentiator between Scrub
and earlier systems for troubleshooting, and is essential if the system
is to be used in production environments with stringent performance
demands.
While Scrub also strives for these other qualities such as query
expressivity, performance and accuracy, it does so only to the extent
that they do not interfere with its primary goal of not impacting
the monitored system. Scrub’s query language is sufficiently expres-
sive to diagnose complex issues in large distributed systems, but
constructs that may impose considerable overhead on the running
system are discarded from the language. On the contrary, the query
language incorporates facilities that allow Scrub to reduce its impact
on the target system. Furthermore, as much money is at stake in
these mission-critical systems, we want problem resolution to be
expedient, and therefore Scrub strives for good query performance,
but only to the extent that achieving good query performance does
not have an adverse impact on the monitored system. Finally, query
results must be sufficiently accurate to allow correct problem diag-
nosis, but Scrub allows a degree of inaccuracy. Our experience with
Scrub is that any concessions we have made in terms of expressivity,
performance and accuracy have had only minor consequences on its
ability to support efficient troubleshooting.
In the next two sections we describe how this singular focus on
minimal impact on the application hosts permeates the design of the
query language and the query execution model.
3 QUERY LANGUAGE
Scrub allows troubleshooters to formulate queries over events de-
fined and generated by the application that is being monitored. We
first describe event definition and then the query language.
3.1 Events
An event in Scrub is an n-tuple of user-defined fields. In addition,
Scrub annotates events with two system fields, a unique request
identifier and a timestamp. The size of this metadata is bounded
and is kept to the minimum necessary to support equi-joins and
windowing.
The definition of an event takes two arguments: the event type (a
string label), and a list of fields and their data types. Scrub supports
fields of types: boolean, int, long, float, double, date/time, string,
and homogeneous lists of these primitive types. In addition, Scrub
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@ScrubType("bid")
public class ScrubBid
{
@ScrubField("exchange_id")
private final long exchange_id;
@ScrubField("city")
private final String city;
@ScrubField("country")
private final String country;
@ScrubField("bid_price")
private final double bid_price;
@ScrubField("campaign_id")
private final long campaign_id;
// business logic
// ...
}
Figure 1: Event type definition for bid event in the Turn bidding
system.
also supports nested objects, e.g., XML encoded objects. Other data
types can be added as the system evolves.
Figure 1 shows the definition of a bid event type, corresponding
to a bid response sent back to an online ad exchange in Turn’s online
bidding system. The definition uses Java annotations to declare the
fields of an event type.
The application defines where in the code an event of a certain
type can be generated by means of a Scrub API log() call.
3.2 Query Language
Scrub users write SQL-like queries, including selection, projection,
join, grouping and aggregation operations. The query specifies the
event types used in the query, and refers to the fields of those event
types. The query may include a time window. Otherwise, a default
window is used. Currently, only tumbling windows are supported,
but Scrub can easily be extended to allow sliding windows. Scrub
supports common aggregation functions such asMIN ,MAX , AVG,
SUM , and COUNT , and probabilistic aggregation functions such as
TOP-K , using the space saving stream summary [36], and cardinality
counts, such as COUNT_DIST INCT , using hyperloglog [27].
In addition to the above, Scrub uses additional constructs to ex-
press the following concepts:
• Query span: Unlike traditional streaming queries, which are
everlasting, Scrub queries have a finite timespan, specified by
the start and the duration keywords. Both have default
values if no explicit values are given in the query. The times-
pan guards against users forgetting to end their queries after
a troubleshooting session is finished, and avoids overloading
the target system with queries no longer of interest.
• Target hosts: A Scrub query can specify the set of machines
from which the query is to collect events. This set can include
all machines, machines from a given list, or machines per-
forming a certain service. Filters can be applied to a set, e.g.,
clients in the AdServers service that reside in the San Jose
data center. Putting this construct in the language instead of,
for instance, using a selection on the host name, allows Scrub
to limit the execution of the query to the specified hosts, again
reducing the load on the target system.
• Sampling: Two types of sampling are supported: sampling
on the set of hosts, and sampling on the events on a given
host. Both types of sampling can be used in combination
with each other. Sampling reduces the load on the hosts in
the target system if the query touches many events. The sam-
pling rate is configurable, providing the possibility of trading
accuracy for performance in a tunable fashion. Similar to
ApproxHadoop [25], error bounds can be obtained through
multi-stage sampling theory.
For example, to compute an approximate sum, we randomly
select n machines, and then randomly selectmi events from
each chosen machine i. The sum is computed according to
Equation 1, and the error bound according to Equations 2
and 3, where s2i is the variance of readings at machine i,
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Figure 2 shows some example Scrub queries used in the Turn
bidding system.
4 QUERY EXECUTION
Execution of a Scrub query can span thousands of machines in many
data centers across the globe. Scrub’s primary query optimization
goal is minimizing impact on the hosts of the target system. To
achieve this goal, Scrub departs from the conventional query op-
timization strategy of moving operations as close as possible to
the data or to where the data is generated. In particular, the join,
group-by and aggregation operations are carried out in a dedicated
central facility, ScrubCentral, and not on the hosts. Only selection
and projection happen on the host, because they reduce the amount
of data to be sent to ScrubCentral.
Figure 3 shows the steps in the execution of a Scrub query. The
user submits a query formulated in the Scrub query language to
the Scrub query server. The server parses and validates the query,
generates a unique query identifier, and then creates a number of
query objects tagged with this unique query identifier. A query
object representing the selection and projection operators is sent to
the hosts involved in the query, where it activates data collection,
including selection and projection. The resulting events are then
sent to ScrubCentral. Another query object representing the join,
group-by and aggregation operators is sent to ScrubCentral, where
the final query result is computed. The numbers on the arrows of
Figure 3 show the typical execution order.
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in the bid response to the exchange. The above transaction has to
complete in under 20 milliseconds, so that the ad can be shown to
the user in time.
Finally, when an ad is shown or a user interacts with it, an event
is sent to Turn’s PresentationServers, which record it the user’s
profile in the ProfileStore, and log it in Turn’s data warehouse for
subsequent analytics.
Scrub is integrated with the BidServers, the AdServers, the Pre-
sentationServers and the ProfileStore. Tens of Scrub event types are
defined. We have already seen in Figure 1 the bid response event
type generated at the BidServers. In the use cases described in Sec-
tion 8 we use additional event types, such as auction and exclusion
events, generated at the AdServers, and impression and click events,
generated at the PresentationServers.
8 CASE STUDIES
8.1 Spam Detection
Spam is a serious problem in online advertising. A common example
is bots faking ad views or clicks. DSPs try hard to protect their cus-
tomers (advertisers) from such attacks. The challenge is to promptly
identify the offending entities and shut them down.
In one particular incident, we suspected spam bid requests. A
common spamming technique is to have bots simulating page views
at high frequency, resulting in bid requests to show ads for these fake
page views. We ran Scrub query in Figure 9 on one of the BidServers
for 20 minutes, grouping bid requests by user identifier and counting
the number of bid requests received from each user within tumbling
windows of 10 seconds. Figure 10 visualizes the results, after some
post-processing, in a three-dimensional plot. In the x-axis we have
time, divided in 10-second windows, and in the y axis we have the
logarithm of the number of bid requests received during that interval.
The size of the dots reflects the number of users making that number
of requests in the given window. There is a high density of large dots
at one bid request per interval. In fact, in every time window, about
half of the users issue a single bid request. Some users have multiple
bid requests in the same time window, because many web pages show
multiple ads. Nevertheless, the number of bid requests per user per
window decreases exponentially. Moreover, most users issue a single
batch of bid requests during the experiment’s 20-minute duration,
reflecting a single web page view. Some users have two batches,
representing two page views, which remains consistent with human
user behavior. Two users, however, exhibited a very abnormal pattern.
One of these users is represented by the red triangles in Figure 10
and the other by black crosses. These users sent very large batches
of bid requests at a high frequency. We concluded that these are bots,
not human users. Consequently, we quickly blacklisted these users,
stopping any ads from being served to them.
To demonstrate Scrub’s effectiveness, we contrast using Scrub
with the traditional way of tracing this problem using logging. Since
queries are not known a priori, all data would need to be logged.
Moving all this data over cross-continental links to a centralized
location for analysis would be very costly, retaining it for any length
of time even more so. To run the above query in batch mode on 20
minutes worth of data would require a large Hadoop cluster. The cost
of doing so limits the number of queries that can be run in a given
amount of time. While the query is running, the problem persists,
Select bid.user_id, COUNT(*)
from bid
@[Service in BidServers and Server = host1]
group by bid.user_id;
Figure 9: Query used to troubleshoot spam bots.
accumulating financial losses as a result. In contrast, with Scrub
the problem as well as the offenders were detected very quickly,
allowing for prompt corrective action. Moreover, only a small Scrub-
Central cluster was needed to execute this query, making it very
cost-effective.
8.2 Validating New Ad Exchanges
Over time new ad exchanges join the online advertising ecosys-
tem. DSPs integrate with these new exchanges as they come up.
After integration, the DSPs verify that the integration went well,
by monitoring key metrics, such as the number of bid requests and
impressions received and the amount of budget spent.
Figure 11 demonstrates a query used for this purpose. It counts
the number of impressions per exchange. Since only statistical and
not exact total information is required, the query samples 10% of the
impression events in 10% of the PresentationServers in data center
DC1.
Figure 12 shows the result of executing this query during a time
interval in production when a new ad exchange came online. The
x-axis shows time measured in seconds, and the y-axis shows the
number of impressions served from four exchanges A, B, C, and D
aggregated over 10-second windows. Exchange A was introduced at
time 550. From that time on, we see a large number of impressions
served by D, indicating a healthy integration.
This experiment demonstrates the effectiveness of Scrub in getting
realtime results from the bidding platform, while in production. Even
though the platform is distributed across the globe, Scrub was able
to quickly validate the correctness of the integration with the new
exchange.
8.3 A/B Testing of Ad Targeting Models
This experiment demonstrates the effectiveness of Scrub for A/B
testing in production. Specifically, we ran a new ad targeting modelA
on a subset of machines, and used Scrub to measure its effectiveness
against the incumbent model B running on the remaining machines.
Ad targeting models try to target the right users for a particular ad, for
instance seeking to optimize the Click Through Rate (CTR), while
keeping the cost per impression constant. The CTR is defined as the
fraction of clicks on an ad per impression. The cost per impression
is usually measured by the industry-standard CPM value, the cost
per thousand impressions. We ran the Scrub queries in Figures 13
and 14, each computing the daily average CPM and CTR values for
a particular ad, with one query targeting the servers running model
A and the other targeting the servers running model B. Figure 15a
shows the measured CPM for both models, and Figure 15b shows
the CTR. B achieved higher CTR than A, while keeping the CPM
more or less the same, which is exactly what was desired.
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Select 1000*AVG(impression.cost)
from impression
where impression.line_item_id = id
@[Servers in (list)];
Figure 13: Query template used to support A/B testing of ad
targeting models by computing the CPM of different models. id
is the line item of interest, and list is a parameter used to select
the set of machines running the desired model, i.e., A or B.
Select COUNT(*)
from event
where event.line_item_id = id
@[Servers in (list)];
Figure 14: Query template used to support A/B testing of ad tar-
geting models by computing the CTR of different models. event
is either clicks or impressions, id is the line item of interest, and
list is a parameter used to select the set of machines running the
desired model, i.e.,A or B. The CTR is computed by dividing the
count of clicks by the count of impressions.
In this template, queries run at the BidServers and AdServers in
DC1. The query template equi-joins events belonging to the same
request, but one event type (bid) is generated at the BidServers
and the other (exclusion) is generated at the AdServers. Selection
on the set of fields A allows us to narrow down the results, For
instance, selecting on bid.exchange_id gives us results for bids from
a particular exchange. Figure 16 shows production results about
the number of occurrences of line item exclusions for a particular
exchange and a publisher. These distributions are then compared to
corresponding distributions of well-behaved line items to identify
anomalies.
This case study illustrates Scrub’s scalability. At any given time,
there are usually several tens of thousands of active line items. The
vast majority of them do not pass the filtering process. Hence, every
bid request produces tens of thousands of exclusions. If logging were
used, it would result in a enormous data set. Similarly, if baggage
propagation were used, the baggage would have to include all these
exclusions and pass them from the AdServers to the BidServers. In
contrast, Scrub queries the needed data on demand.
8.5 Line Item Cannibalization
After passing the filtering phase, line items go through an internal
auction. There, using machine learning models, line items are as-
signed scores predicting how likely the user is to interact with their
ad. Based on the scores as well as on a preconfigured advisory bid
price for each line item, a winner is chosen and sent in the bid re-
sponse. The bid price used in the bid response is based the advisory
price, but adjusted depending on the score. Hence, in practice, the
bid prices for a line item winning an internal auction move in a
narrow band around the preconfigured advisory price.
If two line items, A and B, have similar targeting criteria, they are
likely to pass the filtering phase together and compete in the auction.
If A has a significantly higher advisory bid price, its entire band
of bid prices is likely to be higher than B’s entire price band. As a
result, A ends up having precedence over B, “cannibalizing” it by
preventing it from making bids and hence having a chance to show
its ad. These conditions are hard to detect at campaign creation time
as different line items may be created by different people. Moreover,
even if the targeting criteria of two line items look different, they
may act similarly, because the differences may be inconsequential
for the user population in the bid requests. These situations need to
be detected at runtime to make prompt corrective actions.
To give a concrete example, one advertiser reported that one of its
line items λ was not serving ads, even though it had budget and fairly
relaxed targeting criteria. After studying the exclusions to verify that
it was not being excluded at the filtering phase, we ran the query in
Figure 19 to investigate a possible cannibalization scenario.
An event of type auction is generated by the AdServers for every
internal auction. An auction event includes the list of line item iden-
tifiers participating in the auction, each with its bid price. Impression
is an event type generated by the PresentationServers, after the ad
has been served to the user. Hence, it includes the identifier of the
line item that won both the internal and external auctions. The query
identifies line items winning at an internal auction, where λ is a par-
ticipant. For each line item, the query computes the number of times
it won and its average winning bid price. Figure 18 plots the output
of this query running for an hour in production. Figure 18a shows the
number of times a line item wins the auction, while Figure 18b gives
the average winning bid prices for the corresponding line item. We
noticed that λ advisory bid price was much lower than all winning
bid prices in the auctions in which it participated, explaining its
cannibalization. In response, we bumped up its advisory bid price,
and immediately it started delivering ads.
This case study demonstrates Scrub’s effectiveness in realtime
troubleshooting as well as in scalability. It was critical to detect the
problem promptly to allow the campaign to meet its goals in the
desired time frame. In terms of scalability, logging auction events
with information about all line items participating in the auction for
every bid response would have been prohibitively expensive given
the sheer volume of data it would entail.
8.6 Incorrectly Set Field
Contrary to the previous case studies that troubleshoot campaign
performance, in this case a software developer was debugging a
software problem. A Turn customer had configured a campaign to
show ads with a maximum frequency of one ad per user per day.
Using Turn’s campaign reporting and analytics tools, the customer,
however, noticed that some users received ads at higher frequencies.
Turn’s platform records in the user’s profile in the ProfileStore the
number of times an ad has been served to this user. Since each bid
request includes the user identifier, whenever a user is served an ad,
the count for this ad for this user is incremented. This information is
then used in the filtering phase for subsequent bid requests. When
a new bid request is received, line items whose ads have met their
frequency caps are filtered out. Since we had not made any changes
in the code for maintaining these frequencies, we suspected that
the problem resulted from erroneous input data. If, for instance, a
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None of this applies to streaming though. Conversely in Scrub, inputs
are sampled, either by sampling the data sources or sampling records
per source.
Kodiak [34] provides a platform to process high-dimensional,
large-scale event data. Its primary use case was online advertising
too. However, it was targeting offline analytics and hence relied on
batch processing.
11 CONCLUSIONS
Scrub is an online troubleshooting tool for large-scale distributed
applications that operate under tight SLOs common in production
environments. This environment imposes on the troubleshooting tool
the requirement that it only minimally impacts the hosts on which
the application runs. This requirement is reflected in Scrub’s design
and implementation in a number of ways. Joins in its query language
are restricted to equi-joins on a request identifier. Query execution
is largely performed in a centralized entity, and not on the hosts.
Where necessary, accuracy of the query results is traded for minimal
impact on the hosts.
At the time of writing, Scrub has been in production use for two
years with Turn’s ad bidding platform. Given the large amounts of
money at stake in this application, users demand quick problem
detection and resolution. Offline analysis of logs is not an option in
this environment.
This paper presents Scrub’s architecture, explains its design choices,
and describes its integration in Turn’s ad bidding platform. We
demonstrate its power by presenting a number of use cases where
complex problems were quickly resolved with Scrub’s help. Further-
more, we show that Scrub has negligible impact on the application
hosts.
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