This paper describes a semi-automatic method of determining the infarct volume, an important parameter in the assessment of stroke patients, from MRI Diffusion Weighted Images (DWI). An adaptive thresholding algorithm incorporating a spatial constraint was used to segment the images. The relationship between adjacent pixels was modeled using a Markov Random Field (MRF) and the Iterative Conditional Modes (ICM) method was used to find a locally optimum solution. In order to improve the robustness of the ICM method, initial threshold levels were determined automatically using a nonspatial method. Preliminary results showed that the completely automatic technique failed if the infarct was too small or if the contrast was too low. The operator was therefore given a choice of modifying the initial threshold levels manually. It was also necessary to edit the final segmentation results in some cases as nerve tracts may also appear as bright regions on the images. Simulation studies were used to determine the accuracy of the technique. Reproducibility studies were carried out to determine the effect of inter and intra observer variability and patient positioning. The semi-automatic technique was quicker and more reproducible than manual segmentation and allowed the infarct volumes to be measured with a repeatability coefficient of < 6 cc.
Introduction
There has been considerable interest in the use of diffusion weighted imaging (DWI) to detect the site and size of ischaemic lesions in stroke patients [1, 2] . This information assists in classifying the stroke sub-type and may also be useful in predicting the clinical condition and eventual outcome [3] . Changes in infarct volumes over time have also been measured in a number of studies in an attempt to understand the natural history of stroke [4] . In future, measurements of infarct volume may have an important role to play in the assessment of stroke therapies in clinical trials.
In previous studies the DWI images have been segmented using manual region tracing methods in order to calculate infarct volumes [4, 5] . This is a laborious task and results are operator dependent. The aim of this work was to devise a method of segmenting the DWI images with a minimum of operator intervention that is quicker and more reproducible than existing methods.
We have used an adaptive segmentation technique [6] to automatically determine the brain and infarct volumes. This is based on the Iterative Conditional Modes (ICM) method [7] which allows the relationship between adjacent voxels to be taken into account during the segmentation. Since this method only converges to a local solution we have estimated the initial threshold values using an automatic technique [8] . In order to make the program completely robust it is designed to run under operator supervision. The operator is able to modify the initial threshold values if necessary and some editing of the final segmented image is also possible. The segmentation program was tested using simulation studies and inter and intra observer variability and inter-scan variability were determined using patient studies.
Theory
The contrast in a diffusion-weighted image is due to differences in mobility of water molecules in the tissue. If water is freely diffusible then the MRI signal is attenuated, if the movement of the water molecules is impeded in some way, for example along nerve bundles, then the MRI signal is larger. Acute cerebral ischaemia causes cell damage which results in edema due to the accumulation of intracellular water. This causes a restriction in the movement of water molecules therefore the infarct shows up as a region of increased signal intensity. The result is an image with three distinct regions: air, which has a signal intensity of close to zero; normal brain which has an intermediate grey scale value and infarcted tissue which has the highest signal intensity and is typically more heterogeneous than the other two regions. The problem is therefore to estimate the "true" image X = {x s , s = 1...N} (where N is the number of voxels in the image) with discrete values x s ∈ {1,2,...K.} (where K is the number of regions) from the noisy observed image Y = {y s , s = 1...N}. µ(k) is the mean intensity of all pixels belonging to the k'th region and µ(1) < µ(2) ... < µ(K). From Bayes' Theorem P(X|Y), the conditional probability of X given the observed image Y is given by
Where P(Y|X) is the likelihood of observing the image Y given the true image X and P(X) is the prior probability of X. The maximum a posteriori (MAP) estimate of the true image is the value of X which maximizes P(X|Y). If we assume that the observed intensity values y s are independently distributed with a mean x s and variance σ 2 then P(Y|X) is given by 
If the probability of a pixel x s having a particular value depends only on the pixel values in the neighborhood of s (η s ) then X corresponds to a Markov Random Field (MRF). We have used
where Z(x s ) is the number of pixels where x n = x s for n ∈ η i and η i is the 3-D, 2nd
order neighborhood of i. The probability P(X|Y) can be maximised using the method of iterated conditional modes (ICM) [7] . An initial estimate of the image X is generated and then each pixel s is updated in turn so that the new value of x s is optimised for the current estimate of the true image, X c . The function to be maximised is given by
Several sweeps of the image are made until convergence is reached. This technique converges to a local rather than a global minimum but it is computationally simpler than alternative minimization schemes such as simulated annealing [9] .
Methods

Adaptive Segmentation
Mardia and Hainsworth [6] describe an algorithm for adaptive thresholding based on ICM. From equation (4) it can be shown that the intensity level y for which p(x s =i| y s , X c ) is equal to p(x s =j| y s , X c ) is given by
where i,j = 1..K, i<j and Z(i) is the number of pixels in the neighborhood of s with
and the threshold level separating region i from region j is given by
Using these definitions the algorithm is as follows: 1. Estimate the initial threshold values {t i,j , i,j=1..K,i<j) and segment the image into K regions to obtain an initial estimate of X 2. Estimate the mean grey level µ(k) for each region.
3. For each region subtract the mean grey level µ(x s ) from the observed grey level y s . and estimate the variance σ 2 from this modified data set. 4. Re-evaluate the threshold values, t i,j = ½{µ(i) +µ(j)} 5. For each pixel in the image do the following:
Repeat steps 2-5 until the solution is stable. We have defined convergence as occurring when the percentage change in the number of pixels in the infarct region is < 0.1 %.
The ICM method finds a local rather than a global solution and the final segmentation may therefore be affected by the starting values [6] . The number of iterations required will also depend on how close the initial threshold values are to the final solution. For this reason we have used the iterative method described by Ridler and Calvard [8] to generate the initial threshold values. This method is equivalent to the adaptive segmentation algorithm described above for the special case when β=0. Since no spatial information is used the technique can be applied directly to the image histogram which makes it considerably faster to run than ICM which has to update each pixel in the image in turn. The algorithm used is as follows: 1. Generate the image histogram h(v) from the observed image Y. v = 0,... m and m is the maximum grey level in the image. 2. Estimate the initial threshold values by dividing the range of grey level values into K equal partitions so that t i, 
4. Calculate the new threshold values t i,j =½{µ(i) +µ(j)} 5. Repeat steps 3-5 until the threshold values converge to a stable solution.
This method always converges but the solution is dependent on starting points. Figure 1 illustrates the whole segmentation process.
Semi-automatic Segmentation.
The fully automatic technique described above worked well in most cases. However preliminary trials with patient data showed that in some images where the infarct was small and/or the contrast between the infarct and normal brain tissue was low the initial thresholding technique failed to separate normal brain from infarct. An example of this is shown in figure 2 . The operator was therefore presented with a display showing the threshold contours superimposed on the DWI images, together with the intensity histogram. The thresholds could be modified manually by defining new threshold levels on the histogram. Manual editing of the segmented images was also required in some cases. This was due to the presence of high intensity regions in the corpus callosum (due to the presence of nerve tissue) and in the base of the brain (due to susceptibility artifacts) which were incorrectly classified as infarct. A simple graphical user interface written in IDL (Boulder, CO) enabled the operator to reclassify these regions as normal brain.
Simulation Studies.
The adaptive segmentation technique described in section 3.1 assumes that true image X is contaminated with white gaussian noise. This is a resonable assumption for the brain and infarct regions where the signal to noise ratio is high but in the low intensity background region where there is no signal the noise has a Rician distribution [10] . It is also assumed that the pixels in the true image X can only take one of three discrete values. This is only an approximation and in practice both the normal brain and the infarct regions will be heterogeneous.
The accuracy of the segmentation technique was assessed using simulation studies which attempt to model the true patient data. A patient scan with a moderate sized infarct (28 cc) was segmented manually into background, brain and infarct regions. The mean and standard deviation of pixel values within each region were calculated. Simulation studies were created by filling in the 3 regions with intensity values drawn from the appropriate distribution. The effect of varying β between 0.5 and 2 and the effect of different initial threshold values on the segmentation results were investigated.
Image Acquisition
Patients diagnosed with a recent anterior circulation stroke were imaged on a 1.5 T Siemens Magnetom Vision using an echo planar DWI sequence. Imaging parameters were as follows: b value, 1100 s/mm 2 ; field of view, 250 mm; matrix size, 128x128 (sinc interpolated to 256x256); pixel size, 0.977 mm; slice thickness, 5 mm; number of slices, 25 (acquired interleaved with no slice gap); effective TE, 123 ms; total scan time, 7.044 s (for 25 slices).
A total of 63 patient studies were carried out with a median time between onset of stroke and acquisition of images of 26 hours. 10 of these studies were randomly selected for the inter-and intra-observer reproducibility studies (median time to scan: 11 hours). In a further 5 patients a second DWI image was acquired with different tilt angles and table positions to simulate the effect of changing the patients position in the scanner (median time to scan: 24 hours).
Results
Simulation Studies
The results in Table 1 . give the mean values from 3 noisy simulations. The % missclassification is the number of pixels incorrectly classified*100 / total number of pixels. The % error in the infarct volume is also given.
For the high contrast simulation the classification accuracy over the whole image was very good although the infarct volume was consistently underestimated. There was little difference between using the automatic and manually selected thresholds as starting values.
For the lower contrast simulations, the segmentation failed when β<1. The starting threshold levels selected by the automatic technique were clearly incorrect but despite this the ICM method converged to a reasonable solution. However this took an average of 11 iterations compared to 4 iterations needed for the manually selected thresholds (for β = 1)
There is little difference in the results for β = 1 and β = 1.5 but convergence occurred in fewer iterations when β = 1 so this value was selected for the patient studies. 
Patient Studies
The inter-observer, intra-observer and intra-scan reproducibility of the semi-automatic segmentation was assessed using the approach described in [11] . The difference between the repeated measures of infarct volume was calculated for each data set and the mean and standard deviation of these differences was calculated. The repeatability coefficient is defined as the 95% confidence interval, i.e. ±2SD. The intra and inter observer variability for manual segmentation was also assessed. Manual segmentation was carried out using a graphical tool that provided access to a combination of thresholding, region growing and manual tracing techniques. The results show that the reproducibility is poor compared with the semi-automatic technique. The infarct volumes estimated by observer 1 were significantly higher than those estimated by observer 2 for the manual segmentation method. There was no significant bias with the semi-automatic technique.
The average time taken to segment both the normal brain and the infarct was 6 minutes for the semi-automatic technique and 15 minutes for the manual technique. Of the 6 minutes it took to carry out the semi-automatic segmentation, approximately 3 minutes were spent waiting for the ICM method to converge. The median infarct volume for all 63 studies was 73cc. Automatic segmentation failed completely in 6 studies due to poor image quality. The initial thresholding step failed in a further 23 cases making it necessary to manually define the threshold level; the infarct size in this group was significantly lower than the remaining studies (11cc compared with 115cc).
The importance of the final manual editing step depended on the size of the infarct: in 27 cases the manual editing modified the infarct volume by < 1% (median infarct volume=125cc), in 12 cases the change was between 1-10% (median infarct volume=92cc) and in 18 cases the change was > 10% (median infarct volume=11cc). For all studies the median change in volume after manual editing was 1.2cc or 1.2% of infarct volume. There was no significant relationship between the time at which the scan was carried out and the quality of the segmentation.
Discussion
Previous studies have used manual segmentation techniques to determine the infarct volume from DWI images of the brain. The semi-automatic segmentation method described here is faster than the manual technique and has significantly improved reproducibility.
With the present technique the initial thresholding step tends to fail for small infarcts. The manual selection of a threshold level only takes seconds but in order to completely automate the process an alternative method is needed. One possibility would be to fit gaussian functions to the brain and background peaks in the intensity histogram and to derive the threshold values from the fitted parameters. Alternatively, if the b value and other acquisition parameters are kept the same for all images then the initial threshold levels could be based on intensity values obtained from training data. Improving the initial selection of the threshold would allow the segmentation to be carried out automatically. The initial results suggest that this would remove the need for any operator intervention at all for larger infarcts. For smaller infarcts the operator would only have to check the segmentation results and edit any missclassified regions if necessary. We anticipate that this final editing step would only take 1-2 minutes depending on the quality of the initial segmentation. It may also be possible to predict the spatial distribution of the nerve tracts in order to exclude them automatically.
Previous studies have defined changes in infarct volumes of > 20% as significant° [4] . If we assume a mean infarct volume of 35 cc [12] then this corresponds to an increase of 7 cc. Our results show that with the semi-automatic segmentation technique infarct volumes can be measured with a reproducibility of < 6°cc. Other groups [4, 5] have reported an inter-observer reproducibility of 5% using a manual region tracing technique. This is considerably better than our results and this may be due to better training of the observers or to differences in the manual region tracing method. It is difficult to compare results directly as details of how the reproducibility was measured are not given and the percentage error will depend on the infarct size.
Apparent diffusion coefficient (ADC) maps can be generated by acquiring DWI images with several different b values. ADC images provide quantitative information and may be of value in distinguishing between old and new lesions, however the contrast between infarcted and non-infarcted tissue is poor compared to the diffusion weighed images. We have therefore used the DWI images to estimate infarct volume. Some attempts have also been made to use multispectral segmentation techniques to segment the DWI images acquired with different b values [13, 14] . The disadvantage of this approach is that the multiple DWI images must be registered exactly so corrections must be made due to the presence of distortions in the image. It is also important that no patient movement occurs between images and this may be difficult to achieve when dealing with acute stroke patients. Fig. 1 . Adaptive Segmentation. Top left: a slice taken from a DWI 3D image. Top right: the image histogram has a background, normal brain and infarct peak (the y axis has been clipped to show the infarct peak). The two automatically determined threshold levels (85 and 237) are displayed. Bottom left: the segmentation using the threshold levels determined using β=0. Bottom right: the segmentation with β=1. Fig. 2 . In cases where the infarct is small (left) the image histogram only has two peaks (centre) and the automatically determined threshold values include normal brain (right) d
