Abstract Decision-making often requires taking into consideration immediate gains as well as delayed rewards. Studies of behavior have established that anticipated rewards are discounted according to a decreasing hyperbolic function. Although mathematical explanations for reward delay discounting have been offered, little has been proposed in terms of neural network mechanisms underlying discounting. There has been much recent interest in the potential role of the hippocampus. Here, we demonstrate that a previously established neural network model of hippocampal region CA3 contains a mechanism that could explain discounting in downstream reward-prediction systems (e.g., basal ganglia). As part of its normal function, the model forms codes for stimuli that are similar to future predicted stimuli. This similarity provides a means for reward predictions associated with future stimuli to influence current decision-making. Simulations show that this ''predictive similarity'' decreases as the stimuli are separated in time, at a rate that is consistent with hyperbolic discounting.
Introduction
A hallmark of intelligent decision-making is the ability to adequately balance short-term gains against long-term rewards. For example, is $20 now better than $100 in a week? It seems like a better deal to wait a week for the $100. However, the answer to the question may become less clear if the question is about $20 now versus $100 in a month. Studies have now shown that decisions about reward made by pigeons, rats, and humans can be described in terms of decreasing discounting functions that are well fit by hyperbolic curves [19, 29, 30] . Measuring such functions empirically involves determining the point at which organisms chose between two options, e.g., an immediate small reward and a delayed large reward, with equal probability. A typical study with pigeons involves observing as they learn to press either a red button or a blue button, each of which leads to a different fixed amount of grain (e.g., red = grain for 2 s vs. blue = grain for 6 s). By adjusting the delay to the larger reward, experimenters can determine the delay for which the pigeons choose the red and blue buttons with equal probability, that is, the point when the immediate small reward and delayed large reward are treated as equivalent.
Going back to the $20 versus $100 example for illustrative purposes, suppose we have an imaginary participant whose discounting behavior is described by the hyperbolic function V(t) = a/(1 ? 0.29t). In this equation, a is the offered reward, t is the time that will elapse before obtaining the reward (here, in days), and V(t) is the discounted value. Then for our participant, $100 in a week is worth $33 which is greater than the $20 now, and our participant would choose to wait, as discussed above. However, using the same equation, $100 in 31 days would be worth only $10.01-approximately half of the $20-so the imaginary participant would be more willing to take the $20 now. Indeed, for participants with steep discounting functions, like children [9] , the $20 now would be selected far more often in both situations. Discounting curves can thus be experimentally measured for individuals and groups and used to predict decision-making behavior. Computational theories like reinforcement learning successfully incorporate this aspect of decision-making using a parameter called the ''discount factor,'' typically approximated using an exponentially decreasing function [50] .
Although reward delay discounting is well established in the behavioral literature, proposals as to how neural networks in the brain give rise to the discounting function or its characteristic shape are lacking. Neuroscientists have, however, begun to implicate the involvement of particular brain regions in reward discounting. For example, one idea is that discounting emerges from interactions within the prefrontal-posterior and parietal-basal ganglia system [17, 18] , or between ventromedial prefrontal cortex and lateral prefrontal cortex [7, 11] . Another proposal is that discounting reflects a tradeoff between the prefrontal cortex and limbic regions, with prefrontal regions involved in procuring delayed rewards whereas limbic regions are involved in immediate rewards [31, 32] .
Of particular interest is a third proposal based on the findings that hippocampal lesions increase the preference for immediate rewards, i.e., increased discounting [6, 10, 27, 41] . Here, the suggestion is that discounting may be mediated by an interaction, rather than a trade-off, between prefrontal and hippocampal regions. A possible pathway for this interaction is a projection from hippocampus to the ventral striatum [20] , and in vivo work suggests strong functional connectivity between these regions [21, 38] .
The case for hippocampal contributions to reward delay discounting is bolstered by a recent neuroimaging study [39] . In participants with intact brains, ''episodic future thinking'' reduced reward discounting such that future rewards were valued more highly. In the study, episodic future thinking refers to an experimental manipulation that arguably directs attention to the hippocampal formation, which is thought to be involved in episodic cognitive representations. The decrease in reward discounting was accompanied by increased functional connectivity between the prefrontal cortex and the temporal lobe, where hippocampus resides. Taken together, these data suggest that increases in hippocampal activity can result in an increase in the value of future (delayed) reward predictions.
Despite all of these findings, the question remains: how precisely might the hippocampus contribute to reward delay discounting? There have not been proposals to explain how hippocampal neural network mechanisms would generate a decreasing reward-prediction function.
Although not specified in terms of neural network mechanisms, the main possibility discussed in the existing literature is one called future ''mental simulation.'' The mental simulation idea is based on the findings that the hippocampus appears to be required for the imagination of future events [2, 8, 12, 43] . These ''mental simulations'' putatively allow an organism to evaluate the value of future events [15, 16] . Although it is straightforward to see how mental simulation could be used to decide between two options with eventual outcomes of differing value, it is less obvious whether mental simulation allows an organism to discount delayed rewards and thereby make decisions that take intervening time into consideration.
Here, we propose an account of hippocampal involvement in reward delay discounting based on a previously formulated model of hippocampal region CA3 established by Levy et al. [22, 23, 24] . The model is centered on region CA3 of the hippocampus and the theory that this region reencodes representations of stimuli or events to become more similar to the events that they predict. This reencoding leads to representations in the present that partially activate representations for those future events and is a basis for sequence prediction. However, the similarity of encoding with respect to a fixed early portion of a sequence (i.e., the time when a decision might be made) has not been evaluated in the context of reward prediction and decisionmaking. Here, we posit that these partial reactivations could cause activity in downstream reward-predictive regions, namely in the striatum, resulting in the generation of discounted reward predictions. An analysis shows that this ''predictive similarity'' decreases in time in a manner that approximates hyperbolic discounting. Finally, we operationalize the mental simulation account of reward delay discounting within the model in an attempt to evaluate its compatibility with the model.
Methods

Reward-Prediction Component
The first component of the model is a two-layer network that generates ''bottom-up'' reward predictions for a sensory stimulus. When an activity pattern x ! (e.g., a visual stimulus) is presented on the input layer of this network, its output layer represents the amount of reward the organism expects to subsequently receive, Vð x ! Þ. This component is inspired by the idea that reward predictions may be learned through the strengthening of projections from neocortex to the striatum by phasic dopamine activity in the presence of unexpected reward [4, 42] . This manner of modeling the storage of value using putative cortico-striatal projections is common in actor-critic reinforcement learning architectures [14, 49] . After learning is completed, stimuli that have become associated with reward evoke rewardprediction responses in the striatum [13, 44] .
To generate its reward predictions, the network computes a weighted sum of each element of the x ! vector multiplied by its corresponding element in a weight vector w ! and then optionally applies a monotonic activity function f. Thus, the resulting output is the model's predicted reward for the stimulus, VðxÞ ¼ f ð w ! Á x ! Þ, here assumed to be a some linear scaling function. Importantly, in the present model, we do not assume lateral interactions within the putative striatal network. This means that reward predictions due to one input will not interact with reward predictions for another simultaneous input. In particular, the presence of an additional input corresponding to a future anticipated stimulus will not be affected by other reward-associated stimuli. Reward predictions generated by multiple stimuli at the same time are assumed to be simply additive, such that Vð a
With this assumption in hand, we focus on the inputs to the reward-predicting network. Specifically, we will study the extent to which inputs from the simulated hippocampus to the simulated striatum at decision time are similar to the sensory inputs when the anticipated stimulus was previously presented (and associated with reward).
Discounting Component
The second component of the model is the source of the representations that lead to discounted reward predictions and comprises a recurrent network and a decoder network. This component is based on a minimalist biologically inspired neural network model of the hippocampus [22, 23, 24] . The model's architecture and usage are inspired by a range of anatomical, functional, and neurophysiological findings in hippocampus. The model and its accompanying theory have been previously used to develop mechanistic explanations for putatively hippocampally dependent phenomena in the brain like orthogonalization of similar episodic experiences, the generation of sparse representations, and the temporal compression of replayed sequences during sleep (see [23] , for a review). Although there exist many hippocampal models with family resemblance in terms of the phenomena they explain, the present model was selected specifically because of its focus on sequence learning and prediction.
The core part of the model is the putative CA3 recurrent network consisting of a large number of randomly, sparsely connected, neuron-like units organized in an activitycontrolled recurrent network. The neuron-like units are McCulloch-Pitts (binary or ''on-off'') units, but more realistic spiking units can also be used (e.g., integrate-andfire units, [3] ). During each simulated time-step, the units integrate inputs on their dendrites and then emit a spike if the weighted sum is sufficiently large according to a dynamic threshold. The excitation y of each unit j on timestep t is modeled as a weighted sum of the binary output of all of its afferent input units on the previous time-step,
Unit j spikes (Z j = 1) if the excitation for that unit exceeds a network-wide dynamic threshold h t , or if the unit is directly stimulated (i.e., clamped) by an external input x j (t):
The threshold being set on each time-step allows for a kwinners-take-all (or ''competitive'') activity control. Such activity control is intended to capture the effects of the extensive network of inhibitory interneurons in CA3 that keeps the network-wide activity to an approximately constant level.
The strength of the synaptic connections between the neurons, or weights, w ij , ranges from 0 to 1. Because the network is sparsely connected, the majority of those weights are fixed 0 to indicate that neurons share no connections.
Learning in the network occurs according to a temporally asymmetric Hebbian-like learning rule inspired by spike-timing dependent plasticity or STDP, which has been observed in the form of temporal contiguity requirements for long-term potentiation [5, 25, 28] . Each weight from neuron i to neuron j is updated only on time-steps when the post-synaptic neuron j is active (i.e., Z j = 1). The update depends on the difference between the current weight w ij and a running average of afferent presynaptic activity,
where the running average saturates when the presynaptic neuron fires, and decreases exponentially otherwise, i.e.,
The constant l is a network-wide synaptic weight modification rate constant (i.e., ''learning rate''). The use of a running average of afferent presynaptic activity for weight modification is intended to mimic a saturate-anddecay model of the NMDA receptor. Equation 4 indicates that the running average of spiking activity is updated on every time-step for each neuron i. The quantity a is a timeconstant of the decay (i.e., of the modeled NMDA receptors). Although real time and simulated time can be equated through careful tuning of the a parameter as per Mitman et al. [35] , the present modeling work does not make use of time in the absolute sense, only in the relative sense. That is, no attempt is made to model real time.
Synaptic plasticity mechanisms between the units cause neurons that initially fire for a given stimulus to gradually, through learning, begin spiking for stimuli that anticipate the later stimuli [1, 24, 35 ]. An analog of this ''earliershifting'' has been observed to occur in recordings of rat hippocampus (e.g., [33, 34] . This shifting is proposed, according to the present ''predictive similarity'' account, to be a mechanism mediating reward discounting.
The parameters used in the reported simulations were based on previous reports from the Levy laboratory allowing for robust learning of sequences (e.g., 35, 40] . Each network consisted of 4,096 neurons with a random connection probability of 8 % (self-connections were not allowed) and activity level was regulated to be 7.5 % on each time-step through a winners-take-all competitive mechanism as per Eq. 2. More specifically, on each timestep, the 7.5 % of the units with the highest summed weighted input were set to be active on the subsequent time-step. Each network was trained for 120 trials on a sequence of 20 orthogonal (non-overlapping) stimuli each activating 100 neurons for 5 time-steps. On each time-step of stimulation input, random noise was applied so that 30 % of the input was randomly deactivated. This random noise is beneficial to learning sequences of orthogonal patterns sustained over multiple time-steps because it helps prevent the development of stable attractors that are detrimental to sequence learning. Prior to each trial, baseline activity provided to the network with a new random input initialization vector such that a random 7.5 % of the neurons were active. In general, these multiple sources of noise have been shown to be beneficial to learning in this network [46, 48] . The synaptic weights w ij were all initialized to 0.4 prior to learning, and the synaptic weight modification rate l was 0.01 per time-step. The parameter a was set to 0.8 [35] . Each simulation took approximately 28 min to train on a 2.66 GHz Intel Xeon as implemented in single-threaded Java code. (Source code is available from http://github.com/plaurent/mcpstdp/).
Assessing predictive similarity. To quantify how much discounting will occur for an anticipated reward-associated stimulus in this model, it is necessary to measure the similarity between the pattern output by the CA3 model at the time of reward association and the pattern output at the time of the decision. According to our hypothesis, the similarity will decrease with increased delay between the decision time and the time at which the rewarded stimulus is predicted to occur. This comparison can be quantified by treating network activity as a vector and using cosine similarity (i.e., the normalized dot product) between pairs of network state (i.e., neuronal spiking) vectors,
which returns a similarity value ranging from zero (i.e., orthogonal vectors) to 1 (i.e., identical vectors).
The similarity of the current pattern to the discounted future pattern will, through connections to the ventral striatum via CA1 [20] , partially re-activate ensembles and reward predictions for the future stimuli [21, 38] .
Results
Our hypothesis is that reward delay discounting occurs because at the time of decision-making, the organism makes a comparison between (1) reward predictions associated with the immediate stimulus and (2) reward predictions associated with a discounted representation of the future stimulus. Thus, the amount of discounting is hypothesized to depend on the extent to which the hippocampal representation of the present is similar to the hippocampal representation of the future, anticipated stimulus when it is activated (and when reward was delivered). To test this hypothesis, we quantified the degree to which the representation for the present code resembled the representation when the future stimulus was present-i.e., its predictive similarity. Figure 1 shows the spiking over time of the simulated neurons that were used as input neurons during the last trial of training (these neurons were clamped as part of the stimulation). By examining this figure, one obtains a visual sense of predictive similarity: for example, the activity within the dotted box shows that neurons that were normally clamped for the fifth and seventh patterns in the sequence have started spiking during the fourth pattern. Thus, if a decision is being made at the time of the fourth pattern, anticipatory activity would be present in the hippocampus for the upcoming patterns. The figure only shows the clamped neurons, although below we quantify these results for both the clamped and the non-clamped neurons separately.
To quantify predictive similarity numerically, the cosine similarity between the spiking pattern one quarter of the way into the sequence and each subsequent pattern in the sequence was computed. (The initial and final quarters of the sequences were excluded from the analysis to ensure that measures reflected on-line function and to avoid biases that might occur due to end effects.) The result for 50 simulated networks is shown graphically in Fig. 2a . Standard error bars report the uncertainty around the mean which is due to the variance in the sample population. This variance comes from three sources: (1) the random connectivity matrix when each model is created, (2) the randomness present in the input patterns on each trial of training, and (3) the random initial firing vector at the beginning of each trial. As can be seen in that figure, the similarity between the hippocampal representations decreases in similarity over time, in a manner that approximates exponential or hyperbolic discounting. In Fig. 2b , it can be seen that both exponential and hyperbolic functions provide a good fit to predictive similarity (R 2 exp ¼ 0:968 and R 2 hyp ¼ 0:914, respectively). The fitted functions are, respectively, V exp (t) = 1/e 0.112 and V hyp (t) = 1/(1 ? 0.252t). To ensure that the results were not specific to the similarity metric, we also used Minkowski r-distance (which we inverted and normalized to obtain a similarity metric). The results were qualitatively similar, suggesting the results are robust to the selected metric, with the R 2 values of 0.901 and 0.886 for exponential and hyperbolic fits, respectively. Taken together, these results suggest that hippocampal predictive similarity is suitable as a mechanism for understanding how reward delay discounting might manifest in downstream reward-prediction systems.
In this network, the non-clamped neurons play a formative role in the learning of the sequence by providing local context [51, 52] . It is interesting to consider what aspects of the predictive similarity are contributed by the 2,000 clamped and 2,096 non-clamped neurons, respectively. The predictive similarity curve was generally similar for both populations of neurons and remained well fit by both exponential and hyperbolic functions. Restricting analysis to the clamped neurons only biased the curve to be slightly less exponential (clamped only: R . This suggests that the relative strength of the input patterns (e.g., their salience) compared to recurrent excitation may be a factor in determining the precise shape and functional form of the reward delay discounting curve.
We confirmed that the number of training trials (i.e., 120) did not play a particularly influential role in the obtained results by training networks for 50 trials and for 150 trials. In both cases, the results were comparable to the present results. With 50 trials each, the predictive similarity curve was slightly more exponential, whereas with 150 trials each, the curve was slightly more hyperbolic. There is likely some interplay between number of training trials, noise levels in the externally clamped units, and overall activity levels in the network. Further research may provide constraints on these parameters.
As mentioned in the introduction, the most common account of hippocampal contributions to decision-making is the ''mental simulation'' account according to which future reward payoffs are evaluated by imagining future events. Studies show that when rats deliberate in a T-maze, neurons in their hippocampus fire as though they were exploring the two options in the maze [15, 16] . A simulation study of T-maze decision-making using the present hippocampal model has demonstrated activity in both paths in the model [36] . Although it is clear that this delayed activation could be used to select actions based on eventual outcomes, it is not immediately obvious whether or how this mechanism might lead to discounting of those delayed rewards.
One way to operationalize reward discounting in this model according to the ''mental simulation'' account is to hypothesize a decreasing robustness of recalled activity (i.e., decreasing similarity to the original activity generated by the stimuli) as the ''mental simulation'' episode proceeds. Indeed, we can test this hypothesis within the current model: the present model can be run in ''mental simulation'' mode by providing it with just the input pattern at the beginning of the sequence and then allowing it to activate subsequent representations without any further input [3] . Evaluating the mental simulation account within Fig. 1 Illustrating 'predictive similarity' among the clamped neurons. This figure shows a uniform sampling of the first 1,000 neurons during the last trial of training. Although predictive similarity develops throughout the network, it is most easily illustrated in the input space of the network where the neurons are clamped during training. Each horizontal dash represents a spike during a time-step, and long horizontal lines indicate sustained spiking for multiple timesteps. The two outlined boxes highlight predictive similarity with respect to the fourth stimulus pattern (i.e., pattern 4, labeled ''decision time''). The spiking in those boxes are of neurons associated with two of the anticipated stimuli (i.e., patterns 5 and 7, labeled ''rewardassociated stimuli''). As can be seen, some set of the neurons in the boxes have come to be fire at the time of the earlier stimulus. Note that the effect in the input space is constrained compared to other neurons in the recurrent portion of the network, because these clamped neurons become depotentiated from afferent activity at other times and effectively ''anchored'' at their place in the sequence the context of this model then involves quantifying the degree to which the recalled representations resemble the original input activations and thereby activate the associated reward predictions.
In this model, ''preplay'' in the absence of further external inputs (i.e., free recall) typically occurs faster than the original sequence was presented during training [3] . Figure 3a shows a similarity matrix for a single trained network during such a simulation episode, after the first input pattern of the sequence was presented. The network traverses the sequence in 55 time-steps, which is a speed up by a factor of approximately 2. We measured the maximum similarity of the recalled activity compared to the activity during the last trial of training and plotted this in Fig. 3b . Counter to the predictions of the mental simulation account, the maximal similarity between recall and training patterns did not decrease over the course of the simulation episode, but rather increased slightly for the 50 simulated networks (excluding the first 5 time-steps, the mean slope of 0.0009 was greater than 0, t(49)[3.82, p \ 0.0004). The relationship still holds even if the measurement is extended to time-step 100 (mean slope 0.0002, t(49) [ 2.83, p \ 0.007) although this later activation is usually due to the sequence repeating itself. Thus, the robustness of the recalled patterns does not decrease as a sequence simulated, indicating that the present model makes predictions that are not compatible with the mental simulation account.
Discussion
We took an existing computational model of hippocampal function and used to it develop a novel, mechanistic explanation for reward discounting. This explanation suggests how projected activity from hippocampus to the striatum might serve a networked system that explains observed patterns in decision-making behavior about rewards (see Fig. 4 ). An analysis of simulation results showed that, in the model, reward delay discounting arises when a recurrent network re-encodes input stimuli so that their similarity to future stimuli is increased. At decision time, the magnitude of this ''predictive similarity'' approximates a hyperbolic or exponential decreasing function. That is, the similarity of hippocampal output to future patterns decays with increasing temporal delay to the rewarded stimulus. Because the hippocampus has a strong functional projection to the ventral striatum, it follows that activity generated in the reward system for anticipated stimuli might also reflect this decay. This suggests that predictive similarity recoding could be an explanation of reward discounting and its particular functional form.
Although we cannot make any strong claims against the mental simulation account playing a role in reward delay discounting, our analysis does suggest that the present theory is incompatible with that account. To briefly review, the mental simulation account proposes that future rewards influence decisions because at the time of a decision, the hippocampus simulates paths to reward-associated stimuli. We offer two proposals for operationalizing reward discounting based on mental simulation within the context of neural networks. The first possibility is that in the course of simulating the paths to a reward-associated stimulus, the strength of the representation degrades later in the sequence, thereby resulting in weaker hippocampo-striatal drive for delayed reward-associated stimuli. However, we found that when the CA3 network was allowed to perform sequence recall, patterns were recalled with equal robustness throughout the sequence. Thus, although it is clear that mental simulation occurs and may be useful for cognition, the present simulation results argue against a role for mental simulation in reward discounting per se. Future experimental and modeling work would be helpful to provide insight into understanding the possible joint contributions of the mental simulation and predictive similarity mechanisms. The equally robust recall throughout the sequence likely occurred because this network forms transient attractors during learning, as do others with timespanning associative learning rules [26, 47, 53] . Because (A) (B) Fig. 3 Evaluating the mental similarity account. According to one operationalization of the mental simulation account, reward discounting occurs because stimuli predicted farther in the future decrease in similarity compared to their original representations as a function of lag. That is, the robustness of recall should decrease as a function of the delay to future predicted stimuli, resulting in weaker activity in downstream reward-prediction systems. However, that hypothesis is not supported here: a Similarity in a typical example network between each ''simulated'' (recalled) pattern (x-axis) and the original training pattern as represented in the CA3 model (y-axis). b The average maximum similarity for 50 networks on each time-step is approximately constant throughout the simulated sequence. That is, each mentally simulated stimulus is activated equally robustly as simulation episode proceeds. Because the fidelity of the simulated experience did not decrease, these results suggest that the present theory is not compatible with the mental simulation account. Note that unlike Figs. 1 and 2, these plots are after training has been completed. The network was stimulated with the first pattern in the sequence only, and then played the rest of the sequence without any further external input (A) (B) (C) Fig. 4 Systems-level view of the predictive similarity theory of reward discounting. From left to right, the panels show the construction of the complete theory described in the text. a In typical reward-prediction network implementations of reinforcement learning using function approximators, a state representation x (e.g., visual stimulus) is presented to a neural network and is processed through a set of putatively cortico-striatal weights, generating a learned reward prediction V(x). This value can be used for optimal decision-making or action selection. b The hippocampus (HC) forms a representation based on the stimulus at decision time that has predictive similarity to anticipated stimuli. Hippocampal input to the striatum partially activates previously learned reward predictions for future stimuli, augmenting the reward prediction to include discounted future reward. c The hippocampus' contribution may be modulated by top-down attention, either increasing the gain of the hippocampostriatal projection or modulating the relative salience of the sensory input to hippocampus. Both are hypothesized to increase the contribution of predictive similarity to the final reward-prediction output the input patterns were orthogonal and all received the same number of training trials, the transient attractors during the sequence all had a similar shape. The second possible way to operationalize mental simulation as a mechanism for reward discounting is to consider the possibility that some internal mental chronometer measures the elapsed simulated time until the rewardassociated stimulus prediction is reached. According to this account, decisions about rewards that are delayed should take proportionally longer than decisions about more immediate rewards. However, this is not the case according to the data in Peters and Büchel. They examined reaction time by condition and by (undiscounted) value and found that reaction time was independent of condition (see their Fig. 2c) .
Some of the other results of Peters and Büchel [39] might be explained by future work with this theory, possibly through extensions of the present model. As mentioned above, Peters and Büchel [39] found that participants imagining future events exhibited a decrease in reward discounting and that this appeared to be mediated by increased functional connectivity between the prefrontal cortex and hippocampus. This increase in functional connectivity may influence the effective salience of intervening stimuli. Such a manipulation is likely to have an effect on the rate passing by the transient attractors and might lead to an increase in similarity for successive patterns and a reduction of reward discounting-providing an explanation for the result found by Peters and Büchel [39] .
The attentional results might also be explained mechanistically by an increase in the gain of the hippocampal influence on activity in the striatal reward-predicting network (e.g., Fig. 4c ). Such a modulated projection could allow attention to enhance the stability and retrieval of both spatial and non-spatial representations in the hippocampus that are associated with reward [37] . Thus, there are at least two mechanisms that should be explored both theoretically and experimentally to better understand the modulatory effects of attention on reward delay discounting.
The hippocampal model used in this investigation (i.e., the model developed by Levy et al.) was chosen specifically because it emphasizes the generations of predictions in a temporal sequence. This afforded the examination of similarity across successive stimulus predictions. There exist many other hippocampal models, which all share family resemblance. However, the results here are only claimed to be general for the class of recurrent attractor models that are capable of learning sequences.
This article focused on the hippocampus as a source of discounted similarity influencing reward predictions in downstream regions like the striatum. However, it is also possible that recurrent networks in other brain regions (e.g., the prefrontal cortex) could influence reward predictions and similarly promote reward discounting. Because reward delay discounting appears to affect decisions on many different timescales ranging from months and days down to the level of milliseconds (e.g., in the case of saccadic eye movements, [45] ), it is likely that diverse brain mechanisms underlie reward delay discounting.
