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The Hall effect in ballistic flow of two-dimensional interacting particles
P. S. Alekseev and M. A. Semina
Ioffe Institute, 194021 St. Petersburg, Russia
In high-quality solid-state systems at low temperatures, the hydrodynamic or the ballistic regimes
of heat and charge transport are realized in the electron and the phonon systems. In these regimes,
the thermal and the electric conductance of the sample can reach abnormally large magnitudes. In
this paper, we study the Hall effect in a system of interacting two-dimensional charged particles in a
ballistic regime. We demonstrated that the Hall electric field is caused by a change in the densities
of particles due to the effect of external fields on their free motions between the sample edges.
In one-component (electron or hole) systems the Hall coefficient turns out to one half compared
with the one in conventional disordered Ohmic samples. This result is consistent with the recent
experiment on measuring of the Hall resistance in ultra-high-mobility GaAs quantum wells. In two-
component electron-hole systems the Hall electric field depends linearly on the difference between
the concentrations of electrons and holes near the charge neutrality point (the equilibrium electron
and hole densities coincide) and saturates to the Hall field of a one-component system far from the
charge neutrality point. We also studied the corrections to magnetoresistance and the Hall electric
field due to inter-particle scattering being a precursor of forming a viscous flow. For the samples
shorter than the inter-particle scattering length, the obtained corrections govern the dependencies
of magnetoresistance and the Hall field on temperature.
PACS numbers: 72.20.-i, 73.63.Hs, 72.80.Vp, 73.43.Qt
INTRODUCTION
In novel high-quality nanostructures and bulk materi-
als extremely small densities of defects can be achieved.
At low temperatures the electron mean free paths rel-
ative to scattering on disorder and on phonons in such
material become very long. In this connection, the hy-
drodynamic and the ballistic regimes of transport can
be realized in mesoscopic or even macroscopic samples.
In 1960-1970s the theory of the hydrodynamic regime
of electron heat and charge transport was developed for
bulk metals by R. N. Gurzhi and coauthors [1]. The bal-
listic electron transport of 2D electrons in semiconductor
quantum wells was extensively studied theoretically and
experimentally in 1980-1990s in several groups [2]. In re-
cent decade the bright evidences of realization of the hy-
drodynamic and the ballistic regimes of transport were
discovered in several novel materials: high-mobility GaAs
quantum wells, single-layer graphene, 3D Weyl semimet-
als [3–19]. Theory of hydrodynamic and ballistic trans-
port in solids has been developed in the last years in
many different directions: both aimed for explaining re-
cent experiments as well as in areas not directly related
to recent experiments [20–51].
The giant negative magnetoresistance effect is consid-
ered to be one of the main evidences of realization of
the hydrodynamic regime of charge transport. It was ob-
served in high-mobility GaAs quantum wells, in the 3D
Weyl semimetal WP2, and, very recently, in single-layer
graphene [3–11]. The giant negative magnetoresistance
often consists of a temperature-dependent wide peak
with a large amplitude and of a temperature-independent
small narrow peak. The temperature-dependent part of
the giant negative magnetoresistance was explained as
the result of forming the viscous electron fluid and the
magnetic field dependence of the electron viscosity [27].
An explanation of the temperature-independent part was
proposed in Ref. [45] within the model of ballistic trans-
port of 2D interacting electrons. In was noted in Ref. [45]
that a small external magnetic field leads to the increase
of the average free path of ballistic electrons in a long
sample. This fact results in a small negative magnetore-
sistance, which can be temperature-independent for not
very long samples, where the maximum length of ballistic
trajectories is restricted by the sample size.
For identification of the ballistic and the hydrodynamic
regimes of electron transport, are important not only
measurements of magnetoresistance and the size depen-
dencies of resistance in zero magnetic field. Studies of the
Hall effect are also of great importance [10, 15, 44, 50, 51].
In Refs. [10, 15] the Hall resistance in best-quality
graphene and ultra-high mobility GaAs quantum wells
was measured at the conditions when the hydrodynamic
and the ballistic regime were apparently realized. Sub-
stantial deviations of the Hall resistance from its usual
value for a long Ohmic disordered sample were observed.
In Ref. [44] the crossover between the hydrodynamic and
the ballistic regimes of transport, in particular, evolution
of the longitudinal and the Hall resistances, were studied
for 2D electrons in a long sample by numerical solution of
the kinetic equation. However, in that work the specific
mechanisms of the Hall effect in the ballistic regime and
the role of the electron-electron scattering in this regime
were not clarified.
In Refs. [50, 51] the Hall effect was theoretically studied
for a system of a 2D interacting electrons in a weak disor-
der. The main attention was paid to the regime of moder-
ate magnetic field corresponding to the cyclotron radius
2of the order of the sample width. It was demonstrated
that the curvature of the Hall electric field in the cen-
ter of the sample can be used to distinguish the Ohmic,
ballistic and hydrodynamic regimes [50]. In Ref. [51] a
method of experimental measurements of a generalized
Hall viscosity were proposed at the crossover between
the ballistic and the hydrodynamic regime of transport
in the Hall and Corbino samples.
In this paper we develop a theory of the Hall effect in
one-component and two-component conduction systems
of interacting particles in ballistic samples at small mag-
netic fields [52]. We study the Hall effect for low magnetic
field when the magnetic field term in the kinetic equation
can be treated as a perturbation. Due to the kinematic
effect of the external fields on the ballistic trajectories,
the electron and hole densities become inhomogeneous
and not equal one to another that leads to arising the
Hall electric field. The resulting Hall coefficient turns
out to be one half of the Hall coefficient R0H of the con-
ventional Ohmic bulk conductor at zero temperature. We
demonstrate that the obtained result is consistent with
the experimental data [15].
For two-component electron-hole systems, we studied
the Hall effect in the simplest case of a structure with a
metallic gate and at high temperature. The Hall electric
field is strongly suppressed as compared with the case of
one-component systems if the equilibrium electron and
hole densities are close to each other and rapidly sat-
urates to the result for a one-component system if the
equilibrium electron and hole densities becomes substan-
tially different.
We also studied the hydrodynamic corrections to the
Hall effect and magnetoresistance in the ballistic regime,
resulted from the arrival terms of the inter-particle col-
lisions integrals. The hydrodynamic corrections, being
a precursor of formation a viscous flow, arise due to
electron-electron and hole-hole collisions conserving mo-
mentum and protecting a particle from the loss of its
momentum at scattering on the sample edges.
ONE-COMPONENT SYSTEMS
Model
We consider a flow of 2D charged particles (electrons or
holes) in a long sample with the width W and the length
L ≫ W [see Fig. 1(a)]. We seek a linear response on a
homogeneous generalized external field E0||x in the pres-
ence of a magnetic field B perpendicular to the sample
plane. The amplitude of the field E0 is proportional to a
gradient of temperature for the problem of heat transport
and coincides with an external electric field for the prob-
lem of charge transport. If the mean free path relative
to the inter-particle collisions, l, is much larger than the
sample width W , l ≫ W , the collisions with the longi-
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FIG. 1: A schematic illustration of a ballistic sample with
particles p and rough edges in external electric and magnetic
fields E0 and B.
tudinal sample edges are the most frequent type of scat-
tering events and the ballistic regime of heat or charged
transport is realized.
In the current study we consider the sample to be
enough clean and thus neglect particle scattering on dis-
order. We assume the particle dispersion law to be
quadratic.
The linear response of particles to the external field E0
is described by the inequilibrium part of the distribution
function
δf(y,p) = −f ′F (ε)f(y, ϕ, ε) ∼ E0 , (1)
where fF (ε) is the Fermi distribution function, ε is the
particle energy, ϕ is the angle of the particle velocity v =
v(ε)[ cosϕ, sinϕ ], p = mv is the particle momentum,
and m is the particle mass. see Fig. 1. The dependence
of δf on the coordinate x is absent due to the relation
L≫W .
For simplicity, we use the rough approximation in
which the energy dependencies in the absolute value of
the particle velocity v(ε) and in the factor f(y, ϕ, ε) of
the inequilibrium part of distribution function δf(y,p)
are omitted.
3We use the system of units in which the characteris-
tic particle velocity v(ε) ≡ v is equal to unity and co-
ordinates, time, and the reciprocal force from the gen-
eralized external field, 1/(eE0), are measured in the
same units. Here we introduce the dimensionless par-
ticle charge e = ±1 in the expression for the external
force eE0 in order to be able to specify the sign of the
charge of particles for the problem of electric transport.
The kinetic equation for the truncated distribution
function f(y, ϕ) takes the form (see Ref. [45] and Fig. 1):
cosϕ
∂f
∂y
− sinϕeE0 − cosϕeEH + ωc
∂f
∂ϕ
= St[f ] , (2)
where the collision integral St describes the inter-particle
scattering conserving momentum, ωc ∼ eB is the cy-
clotron frequency, and EH is the Hall electric field arising
due to the presence of the magnetic field and related to
redistribution of the 2D charged particles. In Eq. (2) we
neglect scattering processes which do not conserve mo-
mentum. Following Ref. [53] and Refs. [28–32], we use
the simplified form of the collision integral St :
St[f ] = −γ (f − P [f ]) , (3)
where γ is the scattering rate, while P is the projector
of distribution function f(ϕ) on the subspaces consist-
ing of the basis functions {1, e±iϕ}. The operator St
conserves the perturbations of the distribution function
corresponding to a nonzero homogeneous flow and to a
non-equilibrium concentration.
We assume the longitudinal sample edges being rough
and the scattering of particles on them being fully dif-
fusive. Thus the boundary conditions on the distribu-
tion function are as follows: f(−W/2, ϕ) = cl on the
interval −π/2 < ϕ < π/2 at the left sample edge,
y = −W/2 (see Fig. 1), and f(W/2, ϕ) = cr on the inter-
val π/2 < ϕ < 3π/2 at the right edge. Here the quanti-
ties cl and cr are the values of the distribution function
f averaged over the angles of the particles trajectories
reflected from the edges y = ∓W/2 [2]:
cl = −
1
2
∫ 3pi/2
pi/2
dϕ′ f(−W/2, ϕ′) cosϕ′ ,
cr =
1
2
∫ pi/2
−pi/2
dϕ′ f(W/2, ϕ′) cosϕ′ .
(4)
Such boundary conditions just express the fact that the y
component of the particle flow jy(y) vanishes at the edges
(and thus everywhere in the sample due to the continuity
equation div j = 0).
The kinetic equation (2) can be rewritten as:
[
cosϕ
∂
∂y
+ γ
]
f˜ − sinϕeE0 = γP [f˜ ]− ωc
∂f˜
∂ϕ
, (5)
where we introduced the function
f˜(y, ϕ) = f(y, ϕ) + eφ(y) , (6)
in which φ is the electrostatic potential of the Hall electric
field: EH = −φ
′.
In Ref. [45] we analyzed this kinetic equation in limit-
ing regimes γW ≫ 1 and γW ≪ 1 for the case of zero
magnetic field, ωc = 0. We demonstrated that in the
hydrodynamic regime, γW ≫ 1, the left and the right
parts of Eq. (5) are of the same order of magnitude and
Eq. (5) transforms into the Navier-Stocks equation for
the density of the particle (or heat) flow j(y) ≡ jx(y):
j(y) =
n0
πm
∫ 2pi
0
dϕ sinϕf(y, ϕ) , (7)
while in the ballistic regime, γW ≪ 1, each term in the
left part of (5) is much larger than the right part term
γP [f˜ ]. In Eq. (7) n0 is the equilibrium density of particles
(or particle energy) andm is the particle mass. Note that
the exact form of Eq. (7) is due to the quadratic energy
spectrum of the particles.
For the case of the a nonzero magnetic field, one can
again prove that the arrival term γP [f˜ ] in the ballistic
regime, γW ≪ 1, can be treated as a perturbation if
the magnetic field is enough small [the term ωc ∂f˜/∂ϕ is
smaller than all other terms in the left part of Eq. (5)].
In particular, this is the true for the first-order by ωc
contribution to the particle distribution function f1 ∼ ωc,
which describes the Hall effect.
For brevity, further we will omit the tilde in designa-
tion of f˜ and just imply f ≡ f˜ .
Transport in zero magnetic field
The solution of the kinetic equation (5) with the zero
right part and the boundary conditions (4) has the form
[45]: f(y, ϕ) = f+(y, ϕ) at −π/2 < ϕ < π/2 and
f(y, ϕ) = f−(y, ϕ) at π/2 < ϕ < 3π/2, where
f±(y, ϕ) = eE0
sinϕ
γ
[
1− exp
(
− γ
y ±W/2
cosϕ
)]
. (8)
For a long sample, L≫ 1/γ, the flow density correspond-
ing to Eq. (8) at γW ≪ 1 in the main order by the loga-
rithm ln [1/(γW )] is homogeneous:
j(y) = j0 =
2en0E0W
πm
ln
( 1
γW
)
. (9)
For the total electric current
I0 = e
∫ W/2
−W/2
dy j(y) (10)
we obtain:
I0 =
2e2n0E0W
2
πm
ln
( 1
γW
)
. (11)
4It is seen from Eq. (8) that the logarithmic divergence
in j0 is related to the particles with the velocity angles ϕ
in the diapason ||ϕ|−π/2| . δm, where δm = γW ≪ 1 is
the characteristic value of the difference |π/2−|ϕ|| corre-
sponding to the particles giving the main contribution to
the current. Such particles are moving almost parallel to
the sample direction. A particle on such “special” trajec-
tories spends a longer time between scattering events on
the opposite edges as compared to the particles moving
along the “regular” trajectories with ϕ ∼ 1 and, thus,
acquires a larger velocity correction due to acceleration
by the field E0.
A more exact solution of Eq. (5) with taking into ac-
count the arrival term in the collision integral, γP [f ],
provides a hydrodynamic correction δIh to the current
I0 [45]. Such correction is related to the inter-particle
collisions conserving momentum, which protect particles
from a loss of their momentum in scattering on edges.
In order to calculate the hydrodynamic correction in the
ballistic limit, γW ≪ 1, we present the distribution func-
tion in the form f = f0+ f1, where f0 is the function (8)
and f1 is a correction to f0 corresponding to the non-zero
right part of Eq. (5), γP [f ]. The equation for f1 takes
the form:
[
cosϕ
∂
∂y
+ γ
]
f1 = γPsin[f0] , (12)
where Psin is the projector on the function sinϕ.
Action of the operator Psin on the zero-order distribu-
tion function f0 yields a value proportional to the current
density: Psin[f0] = j(y) sinϕ/(n0/m), where j(y) = j0 is
given by Eq. (9). Therefore, the right part of Eq. (12)
becomes equal just to qE0 sinϕ, where
q =
2
π
γW ln
( 1
γW
)
≪ 1 . (13)
By this way, Eq. (12) turns into Eq. (5) with zero right
part and the value E0 replaced by qE0. Thus for all the
values related to the first hydrodynamic correction f1 we
just have in the main order by the logarithm ln[1/(γW )]:
f1(y, ϕ) = qf0(y, ϕ), j1(y) = qj0(y), and I1 ≡ δIh = qI0,
namely:
δIh =
4e2n0E0γW
3
π2m
ln
( 1
γW
)2
. (14)
The obtained correction (14) is positive and originates
from the small group of particles whose last scattering
event was an inter-particle collision. By this way, arising
of the correction δIh due to such particles is a precursor
of forming the Poiseuille flow of a viscous fluid related to
the inter-particle collisions conserving momentum.
Magnetotransport
The Hall effect
In this subsection we study the Hall effect and magne-
toresistance of the one-component system in the ballistic
regime, γW ≪ 1, within the kinetic equation (5).
As it was discussed above, at enough small ωc the
arrival term γP [f ] in the main order by the logarithm
ln[1/(γW )] ≫ 1 can be neglected in the main approxi-
mation by γ and the kinetic equation (5) takes the form:[
cosϕ
∂
∂y
+ γ
]
f + sinϕeE0 = −ωc
∂f
∂ϕ
. (15)
The right part of this equation is a small perturbation as
compared to the left part.
We seek the solution of Eq. (15) in the form of the series
f = f0 + f1 + f2, where f0 is given by Eq. (8), while f1
and f2 are proportional to the powers of magnetic field:
f1 ∼ ωc ∼ B, f2 ∼ ω
2
c ∼ B
2. For the functions f1 and f2
we obtain from Eq. (15):[
cosϕ
∂
∂y
+ γ
]
f1 = −ωc
∂f0
∂ϕ
, (16)
[
cosϕ
∂
∂y
+ γ
]
f2 = −ωc
∂f1
∂ϕ
. (17)
The solution of Eq. (16) for the zero boundary condi-
tions with cl,r ≡ 0 in Eqs. (4) is
fz1 (y, ϕ) = −ωceE0
{cosϕ
γ2
− exp
[
− γ
y ±W/2
cosϕ
]
×
[cosϕ
γ2
+
y ±W/2
γ
−
sin2 ϕ
2 cos3 ϕ
(
y ±
W
2
)2 ]}
,
(18)
where the signs ± corresponds to the diapasons of the
angles −π/2 < ϕ < π/2 and π/2 < ϕ < 3π/2, respec-
tively. It can be seen from comparison of Eqs. (8) and
(18) that the perturbation theory by the magnetic field
term can be used in low magnetic field until
ωc ≪ γ
2W . (19)
The function f1 satisfying the non-zero boundary con-
ditions with cl,r from Eqs. (4) has the form: f1 = f
z
1+δf1,
where
δf1(y, ϕ) = C± exp
(
− γ
y ±W/2
cosϕ
)
(20)
is some solution of Eq. (16) with the zero right part. A
straightforward calculations based on (18) lead to the
proper values of the coefficients C±:
C± = ±ωceE0
W
4γ
. (21)
5The resulting correction δf1 is much smaller than f
z
1 at
the angles ||ϕ| − π/2| . δm.
If a current flows through a sample in magnetic field, a
perturbation of the charged particle density and the Hall
electric field arises due to the magnetic Lorentz force. In
our system these effects are described by the zero angular
harmonic of the function f1
fm=01 (y) =
1
2π
∫ 2pi
0
dϕ f1(y, ϕ) . (22)
From Eqs. (18), (20), (21), and (22) in the main order by
1/(γW ) and ln[1/(γW )] we obtain:
fm=01 (y) = −
ωceE0
π
Wy ln
( 1
γW
)
(23)
The other terms in decomposition of fm=01 by the param-
eter γW are of the smaller orders of magnitude: they are
proportional to ωceE0W
2(γW )k, where k ≥ 0.
The zero harmonic of the distribution function (6) is
δµ(y) + eφ(y), where δµ is the perturbation of the par-
ticle chemical potential. For the gated as well as the
ungated structures with a one-component 2D system of
charged particles, the electrostatic potential φ is usually
much greater than the the perturbation of the chemical
potential δµ (see, for example, Ref. [54]). As a result,
Eq. (23) yields the expression for the Hall electric field
EH = const(y):
EH =
ωcE0
π
W ln
( 1
γW
)
. (24)
Note that the result (23) for the zero harmonic of f
was calculated from the kinetic equation in the form (15)
taking takes into account only the departure term in
the inter-particle collision integral and the magnetic field
term. Such equation describes the particles which, after
scattering on one sample edges, reach the other edge or
go out of consideration [within Eq. (15)] due to inter-
particle scattering at −W/2 < y < W/2. Thus the Hall
effect in the ballistic regime is due to an inhomogeneous
distribution of the particles densities resulted from their
collisionless motion in the external fields and scattering-
related departure out of consideration. In contrast to the
Ohmic and the hydrodynamic regimes, the Hall electric
field in the ballistic regime do not compensate the mag-
netic force acting on some small fluid elements with a
quasi-equilibrium distribution of particles.
According to the kinematic nature of the Hall effect,
the Hall field (24) depends on the scattering rate γ only
via the logarithm describing the characteristic minimal
value of ||ϕ| − π/2|.
From comparison of Eq. (9) and (24) one can calculate
the Hall coefficient RH = EH/(Bj):
RH =
1
2
R0H , R
0
H =
1
n0ec
, (25)
where R0H is the conventional Hall coefficient for a quasi-
equilibrium (Ohmic of hydrodynamic) flow of particle
with the quadratic spectrum at low temperatures.
In the recent experimental work [15] the Hall resistance
of narrow samples of ultra-high-mobility GaAs quantum
wells was measured. A deviation of the Hall coefficient
from its “quasi-equilibrium” value R0H was observed in
weak and moderate magnetic field when the giant nega-
tive magnetoresistance is observed in such structure. The
Hall coefficient near the zero magnetic field turned out
to be 20 percent less than R0H , and with the growth of
the magnetic field it becomes larger than R0H , and then it
become very close to R0H . The observed value of the Hall
coefficient, RexpH < R
0
H , at the very small magnetic field
qualitatively agrees with the result (25). Such behav-
ior of the Hall field and magnetoresistance corresponds
to the crossover from the ballistic to the hydrodynamic
regimes of transport taking place in narrow (γW ≪ 1)
samples with the increase of magnetic field.
Magnetoresistance
Substitution of Eq. (18) to Eq. (16) and solving the
resulting equation with the zero boundary conditions
yields the correction f2 to the distribution function of
the second order by magnetic field. For the angles
||ϕ| − π/2| ≪ 1 in the main order by 1/(γW ) it can
be written as [45]:
f±2 (y, δ) =
ω2cE
2δ5
(
y ±
W
2
)3
×
×
[
1−
1
4
(
y ±
W
2
)γ
δ
]
exp
[
−
γ
δ
(
y ±
W
2
)]
,
(26)
where δ = cosϕ. This contribution to the distribution
function results in the correction to the total current I
of the second order by the magnetic field [45]:
I = I0 +∆I , ∆I =
3e2n0E0
2πm
ω2c
γ4
. (27)
This result corresponds to a small negative magnetore-
sistance. For long samples, L ≫ 1/γ, Eqs. (27) lead to
[45]:
R(B)−R(0)
R(0)
= −
3ω2c
4γ4W 2 ln
( 1
γW
) , ωc ≪ γ2W, (28)
where R(B) = EL/I(B) is the sample resistance. The
physical origin of the obtained magnetoresistance is in an
increase of the mean length of the electron trajectories by
which electrons move from one edge to another without
inter-particle collisions (see Fig. 1 in Ref. [45]).
6Hydrodynamic corrections
The corrections to the distribution functions (18) and
(26) due to the arrival term γP [f ] of the collision integral
St leads to the next orders contributions by the parame-
ter γW to the Hall electric field and magnetoresistance.
In order to calculate such the hydrodynamic cor-
rections, the kinetic equation (5) should be solved by
the perturbation theory by the both terms γP [f˜ ] and
ωc f˜ /∂ϕ. A straightforward analysis shows that these
corrections are similar by their origin and structure to
the hydrodynamic correction (14) to the current in zero
magnetic field. In the first order by γW and in the main
order by the logarithm ln[1/(γW )] we obtain:
∆EH = q EH , ∆I2 = 2q∆I , (29)
that leads to:
∆EH =
2ωcγW
2E0
π2
ln2
( 1
γW
)
(30)
and
∆R(B)
R(0)
= −
3ω2c
πγ3W
. (31)
It is noteworthy that the hydrodynamic correction (30)
to the Hall electric field has the same sign as the main
ballistic contribution (24). This indicated that inter-
particle collisions, leading to formation of a viscous flow,
induce the increase of the ballistic Hall coefficient RH =
1/(2n0ec) [see Eqs. (25)], approaching it to the Hall co-
efficient in the hydrodynamic regime R0H = 1/(n0ec).
The case of not very long samples
For the samples with the widths in the interval W ≪
L ≪ 1/γ the parameter δm, characterizing the typical
values of the difference |π/2 − |ϕ|| for the most impor-
tant particles, can be estimated as δm ∼ W/L. In this
case, the scattering of particles in the contacts located
at x = ±L/2 is more frequent than inter-particle col-
lisions. The rate of such scattering in contacts can be
estimated as 1/L. Therefore in order to estimate the
current, magnetoresistance and the Hall effect, one can
apply the formulas already obtained for long samples,
L ≫ 1/γ, replacing in them γ on 1/L. Herewith both
the departure and the arrival terms in the collision inte-
gral of inter-particle will play the role of additional small
perturbations.
According to such procedure, first, we obtain the re-
sult for the total current I0. In the main order by the
logarithm ln(L/W ) we have [45]:
I0 =
2e2n0E0W
2
πm
ln
( L
W
)
. (32)
Second, the expression (24) for the Hall electric field
changes to [55]:
EH =
ωcE0W
π
ln
( L
W
)
. (33)
For magnetoresistance instead of Eq. (28) we obtain [55]:
R(B)−R(0)
R(0)
∼ −
ω2cL
4
W 2 ln(L/W )
, ωc ≪
W
L2
. (34)
It is noteworthy that the Hall electric field and magne-
toresistance in this approximation are independent of γ
and, thus, of temperature.
The temperature dependencies of the current, magne-
toresistance, and the Hall effect are controlled by the
the collision integral St[f ] being a small perturbation in
a whole (both the departure as well as arrival terms).
The corrections from the departure term −γf can be
obtained from Eqs. (30) and (31) just by replacement
1/L → 1/L + γ, where 1/L ≫ γ. Eqs. (29) yield the
corrections from the arrival term γP [f ]:
∆EH =
2ωcγW
2E0
π2
ln2
( L
W
)
(35)
and
∆R(B)
R(0)
∼ −
ω2cγL
4
W
. (36)
It can be seen from Eqs. (33)-(36) that the last correc-
tions from the arrival term dominates on the corrections
from the the departure term in the main order by the
logarithm ln[1/(γW )]≫ 1.
TWO-COMPONENT SYSTEMS
Model
We consider a two-component two-dimensional
electron-hole system in a sample on a substrate with a
metallic gate. In such setup, the equilibrium particle
densities can be controlled by varying the gate voltage.
We choose a simplest model for the two-component
system: the electron and hole bands are separated by
the gap ∆, their energy spectrums are quadratic with
the same effective masses and being fully symmetric
relative to the point ε = 0, and the chemical potential
µ0 lies inside the gap near the point ε = 0 [see Fig. 2].
If µ0, T ≪ ∆, the particles of the both types form non-
degenerate Boltzmann gases. For simplicity, we will use
the formulas for the non-degenerate gase up to the val-
ues of the chemical potential µ0, T . ∆/2, when some
corrections to the all formulas due to the Pauli principle
arise. Such an approximation corresponds in its accuracy
to the neglect, made in the previous section, of the de-
pendencies of the function f and the particle velocity v
on the particle energy ε.
7ε
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FIG. 2: A band diagram of the simplest two-component
electron-hole system with the symmetric quadratic dispersion
laws and the non-degenerate statistics.
We again consider a flow in a long sample with the
length L and the width W ≪ L. The sample edges is
supposed to be rough and the scattering of particle on
the edges is fully diffusive. In this section we present the
results only for the very long samples, L≫ 1/γm, where
γm is the minimum value of the scattering rates in the
system.
The kinetic equation for a two-component system in
the simplest approximation used in the previous section
for a one-component system takes the form:
cosϕ
∂fα
∂y
− sinϕeαE0 − cosϕe
αEH+
+ωαc
∂fα
∂ϕ
= Stαα[ fα ] + Stαα[ fα, fα ] ,
(37)
where the superscript α = h, e denotes the type of parti-
cles: α = h for holes and α = e for electrons; α = e for
α = h and α = h for α = e; eh,e = ±e0, e0 is the ab-
solute value of the electron charge; ωαc = e
αB/mc. The
collision integrals
Stαα[fα] = γα(fα − P [fα ]) (38)
describe electron-electron and hole-hole collisions, both
conserving momentum and leading to forming hydrody-
namic electron and hole flows (if only one component of
the electron-hole fluid is present). The collision integrals
Stαα [ fα, fα ] = γαα(fα − P [fα ] ) (39)
describe electron-hole collisions, which also conserve the
total momentum, but lead to a finite Ohmic resistance
for an electron-hole system in electric field (due to op-
posite direction of the electric forces acting on elec-
trons and on holes). For the relaxation rates in a sym-
metric non-degenerated electron-hole system shown at
Fig. 2 we have: γα = Γnα0 and γ
αα = Γnα0 , where
nh,e0 = Tνe
−∆/(2T )∓µ0/T are the equilibrium particle
densities, Γ is a parameter independent on the densities
nα0 , ν = gm/(2π~
2) is the 2D density of states for the
particles with a quadratic spectrum, and g is the spin-
valley degeneracy.
As it has been done for a one-component system, the
kinetic equation (37) can be rewritten in the form:[
cosϕ
∂
∂y
+ γ
]
f˜α − sinϕeαE0 =
= γαP [f˜α] + γααP [ f˜ α ]− ωαc
∂f˜α
∂ϕ
, (40)
where the terms in the right part should be considered
as small perturbations to the left part. In Eq. (40) we
introduced the notations f˜α = fα + eαφ and γ = γα +
γαα = Γ(ne0 + n
h
0 ). For brevity, we again omit the tilde
in the functions f˜α and further write just fα ≡ f˜α.
Magnetotransport and electrostatics
We see that the left part of Eq. (40) and the magnetic
field term in its right part are identical with the ones of
Eq. (5). Thus the expressions for the main parts of the
distribution function f0 and the current density j0 as well
as for the magnetic field corrections f1 ∼ ωc and f2 ∼
ω2c obtained in the previous section for a one-component
systems remains valid for each of the both electron and
hole components of the two-component system. In this
way, we have:
jα0 =
2nα0 e
αE0W
πm
ln
( 1
γW
)
, (41)
I0 =
2e20(n
h
0 + n
e
0)E0W
2
πm
ln
( 1
γW
)
, (42)
∆I =
3e20(n
h + ne0)E0
2πm
ω2c
γ4
, (43)
and
(fα1 )
m=0 = −
ωce0E0
π
Wy ln
( 1
γW
)
, (44)
where ωc = |ω
α
c |. We see from Eq. (41) that the hole and
the electron flows have opposite directions: jh,e0 ∼ ±n
h,e
0 .
The formulas (42) and (43) leads to the negative magne-
toresistance identical to the magnetoresistance (28) in a
one-component system.
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FIG. 3: The dependence of the perturbations of the hole and
electron densities δnh and δne at the sample edge y = −W/2
on the equilibrium chemical potential µ0. Inset shows the
difference (δnh − δne)|y=−W/2/δn0 which is proportional to
the charge density and the Hall electric field EH . All curves
are plotted for the following parameters: γ|µ0=0W = 2 · 10
−4
and D = 10.
If µ0 = 0 the electron-hole system becomes fully sym-
metric relative to the operation of replacing of electrons
by holes and changing the directions of all the fields. In
particular, the charge density is equal to zero as ne0 = n
h
0
and δne = δnh. This is the so-called charge-neutrality
point. In it the Hall electric field is absent, and the zero
harmonic of the magnetic field correction to the distribu-
tion function f1 is related only to a perturbation of the
total particle density δne + δnh.
At the gate voltages corresponding to small values of
the equilibrium chemical potential, µ0 ≪ T,∆, the elec-
tron and the hole components of the system as well as
their responses on the external fields are almost symmet-
rical. In particular, the electrons and the hole equilib-
rium densities ne0 and n
h
0 as well as their perturbations
δne and δnh are close one to another: |ne0 − n
h
0 | ≪ n
e,h
0
and |δne − δnh| ≪ |δne,h|. In such situation, the zero
harmonic (fα1 )
m=0 of the distribution function is related
to both a perturbation of the particle density δ̺ and aris-
ing of a charge density e0(δn
h− δne) (related to the Hall
electric field):
(fα1 )
m=0 = δµα + eαφ , (45)
where δµα are the perturbations of the electron and the
hole chemical potentials and φ is the electrostatic poten-
tial corresponding to the charge density e0(δn
h − δne).
Using Eqs. (45) and (44) one can calculate the perturba-
tions of the particle densities
δnh,e = ν δµh,e exp
(
−
∆
2T
∓
µ0
T
)
(46)
and the Hall electric field EH = −φ
′ in a vicinity as well
as far from the charge neutrality point.
We describe the electrostatics of the two-component
system and the metallic gate within the gradual channel
approximation, in which the electrostatic potential φ is
related to the charge density in the 2D layer as:
φ(y) =
4πe0d
κ
[ δnh(y)− δne(y) ] . (47)
Here κ is the background dielectric constant and d is the
distance between the 2D layer and the gate, which should
be much greater than the Bohr aB and the Debye rD radii
of 2D particles. Solving the system of equations (44),
(45), and (47) for δµe, δµh and φ, we obtain:
δnh,e(y, µ0)
δn0
= −
D + e∓µ0/T /2
D cosh(µ0/T )
y
W
ln
( 1
γW
)
, (48)
where the parameter D,
D =
2gd
aB
exp
(
−
∆
2T
)
(49)
is considered to be much greater than unity (it is possible
as d≫ aB) and the amplitude
δn0 =
ωce0E0W
2
π
ν exp
(
−
∆
2T
)
(50)
does not depend on µ0. For the Hall electric field, EH =
−φ′ = const(y), we obtain from (47) and (48):
EH(µ0) = −
ωcWE0
π
tanh
(µ0
T
)
ln
( 1
γW
)
. (51)
In Fig. 3 we plotted the values δnh,e at the sample edge
y = −W/2 as functions of the equlibrium chemical po-
tential µ0 with taking into account the dependence of
the rate γ = γαα + γαα on the equilibrium densities
nα0 = n
α
0 (µ0). We see that near the charge neutrality
point, µ0 = 0, the perturbation of the electron and hole
densities are close one to another, while with the removal
of µ0 from the point µ0 = 0 the electron and hole den-
sities are very different and the Hall electric field (51)
approaches to the result (24) obtained in the previous
section for a one-component system.
Hydrodynamic and Ohmic corrections
From the kinetic equations in the form (40) one can
calculate the hydrodynamic and the Ohmic corrections
to the current and the Hall electric field related to the
arrival part of collision integrals Stαα and Stαα, respec-
tively. The terms “hydrodynamic” and “Ohmic correc-
tions” have following origins. Due to opposite signs of
the electron and the hole charges, ee,h = ∓e0, the parti-
cle flows je0 and j
h
0 have opposite directions [see Eq. (41)].
Thus the corrections to the particle flows jα0 due to the
arrival terms γαP [fα] are co-directed with jα0 , while the
corrections to jα0 from the departure terms γ
ααP [fα ]
have the opposite directions relative to the directions of
9jα0 In this way, the corrections of the first type, increasing
the current, should be treated as a precursor of forming
the Poiseuille viscous flow, while the second type correc-
tions, decreasing the current and increasing the sample
resistance, are a precursor of forming of a homogeneous
Ohmic flow.
Using the method described in of the previous section,
we obtained the correction to the total current in zero
magnetic field:
δIh =
4e20E0ΓW
3
π2m
(
nh0 − n
e
0
)2
ln2
( 1
γW
)
, (52)
the correction to the Hall electric field:
∆EH =
4ωcΓW
2E0
π2
(nh0 − n
e
0) ln
2
( 1
γW
)
, (53)
and the correction to the magnetic-field dependent part
of the total current:
∆I2 =
6e20E0ω
2
cΓW
π2mγ4
(
nh0 − n
e
0
)2
ln
( 1
γW
)
. (54)
It is noteworthy that all the obtained correction van-
ish at the charge neutrality point when µ0 = 0 and
nh0 = n
e
0. and the corrections to the current (52) and
(54) are always positive. This means that the electron-
electron and electron-hole collisions in a non-degenerate
symmetric two-component system lead together to the
hydrodynamic (but not to the Ohmic) reconstruction of
the ballistic flow. This effect however vanishes at the
charge neutrality point when these two types of scatter-
ing compensate each other.
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