Choix des signes pour la formalite de M. Kontsevich by Arnal, D. et al.
ar
X
iv
:m
at
h/
00
03
00
3v
1 
 [m
ath
.Q
A]
  1
 M
ar 
20
00
Choix des signes pour la formalite´
de M. Kontsevich
D. Arnal *, D. Manchon **et M. Masmoudi ***
Re´sume´ : L’expression explicite de la formalite´ de M. Kontsevich sur Rd est la base de la preuve du the´ore`me
de formalite´ pour une varie´te´ quelconque [K1 § 7], qui implique a` son tour l’existence d’e´toile-produits sur
une varie´te´ de Poisson quelconque. Nous proposons ici un choix cohe´rent d’orientations et de signes qui
permet de reprendre la de´monstration du the´ore`me pour Rd en tenant compte des signes qui apparaissent
devant les diffe´rents termes de l’e´quation de formalite´.
Introduction
La conjecture de formalite´ a e´te´ introduite par M. Kontsevich [K2] : elle affirme l’existence d’un L∞-
quasi-isomorphisme de g1 vers g2, ou` g1 et g2 sont les deux alge`bres de Lie diffe´rentielles gradue´es naturelle-
ment associe´es a` une varie´te´ M : pre´cise´ment g1 est l’alge`bre de Lie diffe´rentielle gradue´e des multi-champs
de vecteurs munie de la diffe´rentielle nulle et du crochet de Schouten, et g2 est l’alge`bre de Lie diffe´rentielle
gradue´e des ope´rateurs polydiffe´rentiels munie de la diffe´rentielle de Hochschild et du crochet de Gersten-
haber.
Les e´le´ments de degre´ n dans g1 sont les (n+1)-champs de vecteurs, et les e´le´ments de degre´ n dans g2
sont les ope´rateurs (n + 1)-diffe´rentiels. Dans les espaces gradue´s de´cale´s g1[1] et g2[1] ce sont les (n + 2)-
champs de vecteurs (resp. les ope´rateurs (n+ 2)-diffe´rentiels) qui sont de degre´ n.
Toute alge`bre de Lie diffe´rentielle gradue´e est une L∞-alge`bre. Cela signifie en particulier que les
structures d’alge`bres de Lie diffe´rentielles gradue´es sur g1 et g2 induisent des code´rivations Q et Q
′ de degre´
1 sur des coge`bres C(g1) = S
+(g1[1]) et C(g2) = S
+(g2[1]) respectivement (cf. § II.3 et II.4), ve´rifiant toutes
deux l’e´quation maˆıtresse :
[Q,Q] = 0, [Q′, Q′] = 0.
Un L∞-quasi-isomorphisme de g1 vers g2 est par de´finition un morphisme de coge`bres :
U : C(g1) −→ C(g2)
de degre´ ze´ro et commutant aux code´rivations, c’est-a`-dire ve´rifiant l’e´quation :
U ◦Q = Q′ ◦ U ,
et dont la restriction a` g1 est un quasi-isomorphisme de complexes de g1 dans g2. M. Kontsevich de´montre
dans [K1] la conjecture de formalite´, c’est-a`-dire l’existence d’un L∞-quasi-isomorphisme de g1 vers g2, pour
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toute varie´te´ M de classe C∞. La premie`re e´tape de la preuve (et meˆme l’essentiel du travail) consiste
en la construction explicite du L∞-quasi-isomorphisme U pour M = Rd. Le L∞-quasi-isomorphisme U est
uniquement de´termine´ par ses coefficients de Taylor :
Un : S
n(g1[1]) −→ g2[1].
(cf. § III.2). Si les αk sont des sk-champs de vecteurs, ils sont de degre´ sk − 2 dans l’espace de´cale´ g1[1], et
donc Un(α1 · · ·αn) est d’ordre s1 + · · ·+ sn − 2n dans g2[1]. C’est donc un ope´rateur m-diffe´rentiel, avec :
n∑
k=1
sk = 2n+m− 2. (∗)
Les coefficients de Taylor sont construits a` l’aide de poids et de graphes : on de´signe par Gn,m l’ensemble
des graphes e´tiquete´s et oriente´s ayant n sommets du premier type (sommets ae´riens) et m sommets du
deuxie`me type (sommets terrestres) tels que :
1). Les areˆtes partent toutes des sommets ae´riens.
2). Le but d’une areˆte est diffe´rent de sa source (il n’y a pas de boucles).
3). Il n’y a pas d’areˆtes multiples.
A tout graphe Γ ∈ Gn,m muni d’un ordre sur l’ensemble de ses areˆtes, et a` tout n-uple de multi-champs
de vecteurs α1, . . . , αn on peut associer de manie`re naturelle un ope´rateur m-diffe´rentiel BΓ(α1 ⊗ · · · ⊗ αn)
lorsque pour tout j ∈ {1, . . . , n}, αj est un sj-champ de vecteurs, ou` sj de´signe le nombre d’areˆtes qui
partent du sommet ae´rien nume´ro j [K1 § 6.3].
Le coefficient de Taylor Un est alors donne´ par la formule :
Un(α1 · · ·αn) =
∑
Γ∈Gn,m
WΓBΓ(α1 ⊗ · · · ⊗ αn),
ou` l’entier m est relie´ a` n et aux αj par la formule (*) ci-dessus.
Le poids WΓ est nul sauf si le nombre d’areˆtes |EΓ| du graphe Γ est pre´cise´ment e´gal a` 2n+m− 2. Il
s’obtient en inte´grant une forme ferme´e ωΓ de degre´ |EΓ| sur une composante connexe de la compactification
de Fulton-McPherson d’un espace de configuration C+A,B, qui est pre´cise´ment de dimension 2n+m− 2 [FM],
[K1 § 5]. Il de´pend lui aussi d’un ordre sur l’ensemble des areˆtes, mais le produit WΓ.BΓ n’en de´pend plus.
Pour prouver le the´ore`me de formalite´ M. Kontsevich montre que le morphisme de coge`bres U dont les
coefficients de Taylor sont les Un de´finis ci-dessus est un L∞-quasi-isomorphisme. La me´thode consiste a`
ramener l’e´quation de formalite´ U ◦Q = Q′ ◦ U , qui se de´veloppe a` l’aide des coefficients de Taylor de U , Q
et Q′ :
Q′1Un (α1.....αn)+
1
2
∑
I⊔J={1,...,n}
I,J 6=∅
±Q′2
(
U|I| (αI) .U|J| (αJ)
)
=
=
n∑
k=1
±Un (Q1(αk).α1.....α̂k.....αn)+
1
2
∑
k 6=l
±Un−1 (Q2(αk.αl).α1.....α̂k.....α̂l.....αn)
a` l’application de la formule de Stokes pour les formes ωΓ sur l’ensemble des faces de codimension 1 du bord
des espaces de configuration.
Nous proposons dans la premie`re partie de ce travail un choix d’orientation des espaces de configuration
(ou plus exactement d’une composante connexe de ceux-ci) C+A,B, et un choix cohe´rent d’orientation pour
chacune des faces de codimension 1 du bord de la compactification.
Au chapitre II nous explicitons l’isomorphisme Φ : Sn(g[1])
∼
−−−→Λn(g)[n] mentionne´ dans [K1 § 4.2]
pour tout espace vectoriel gradue´ g, afin de pre´ciser le passage du langage des alge`bres de Lie diffe´rentielles
gradue´es et des L∞-alge`bres au langage des Q-varie´te´s formelles gradue´es pointe´es ([AKSZ], [K1 § 4.1]).
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Nous donnons au chapitre III une formule explicite pour un champ de vecteurs sur une varie´te´ formelle
gradue´e pointe´e ou un morphisme de varie´te´s formelles gradue´es pointe´es en fonction de leurs coefficients de
Taylor respectifs. La de´monstration est de nature combinatoire et se fait en explicitant la restriction a` la
puissance syme´trique n-ie`me par re´currence sur n.
Dans le chapitre IV nous exprimons les deux alge`bres de Lie diffe´rentielles gradue´es qui nous inte´ressent
comme Q-varie´te´s formelles gradue´es pointe´es. L’isomorphisme d’espaces gradue´s Φ explicite´ au chapitre
II est ici essentiel. Pour la suite nous sommes amene´s a` modifier l’alge`bre de Lie diffe´rentielle gradue´e des
multi-champs de vecteurs : nous utilisons un crochet de Lie gradue´ [ , ]′ lie´ au crochet de Schouten par la
formule :
[x, y]′ = −[y, x]Schouten.
Les deux crochets co¨ıncident modulo un changement de signe en pre´sence de deux e´le´ments impairs. Nous
pre´cisons au paragraphe IV.4 les signes (du type Quillen) qui apparaissent dans l’e´quation de formalite´.
Enfin nous montrons au chapitre VI que modulo tous les choix effectue´s pre´ce´demment U est bien un
L∞-morphisme.
Le chapitre V est assez largement inde´pendant du reste de l’article bien que directement relie´ a`
[K1] : nous y donnons une de´monstration de´taille´e du the´ore`me de quasi-inversion des quasi-isomorphismes
donne´ dans [K1 § 4.4-4.5]. Enfin nous rappelons en appendice le lien entre formalite´ et quantification par
de´formation.
I. Orientation des espaces de configuration
I.1. Trois choix de parame´trage
De´finition (Espaces de configuration).
Soit H le demi-plan de Poincare´ (H = {z ∈ C, Imz > 0}). Appelons Conf+ ({z1, ..., zn}; {t1, ..., tm})
l’ensemble des nuages de points :
{(z1, ..., zn; t1, .., tm), t. q. zi ∈ H, tj ∈ R, zi 6= zi′ si i 6= i
′, t1 < ... < tm}
et C+{p1,...,pn};{q1,...,qm} le quotient de cette varie´te´ sous l’action du groupe G de toutes les transformations
de la forme :
zi 7→ azi + b, tj 7→ atj + b (a > 0, b ∈ R).
La varie´te´ C+{p1,...,pn};{q1,...,qm} est donc de dimension 2n+m− 2. Cette varie´te´ est par convention oriente´e
par le passage au quotient de la forme :
Ω{z1,...,zn};{t1,...,tm} = dx1 ∧ dy1 ∧ ... ∧ dxn ∧ dyn ∧ dt1 ∧ ... ∧ dtm
ou` zj = xj + iyj. Le groupe des transformations conside´re´es pre´serve l’orientation. On en de´duit une
orientation des espaces C+{p1,...,pn};{q1,...,qm}. Plus pre´cise´ment, si 2n+m > 0, on peut choisir des repre´sentants
pour parame´trer notre espace. Nous conside´rons trois me´thodes :
Choix 1 :
On choisit l’un des zi (disons zj0 = xj0 + iyj0) et on le place au point i par une transformation de G. Les
autres points sont alors fixe´s :
pj0 = i, pj =
zj − xj0
yj0
, ql =
tl − xj0
yj0
.
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Dans ce cas, on parame`tre C+{p1,...,pn};{q1,...,qm} par les coordonne´es des pj = aj + ibj (j 6= j0) et les ql,
l’orientation, dans ces coordonne´es de C+{p1,...,pn};{q1,...,qm} est celle donne´e par la forme :
Ω =
∧
j 6=j0
(daj ∧ dbj) ∧ dq1 ∧ ... ∧ dqm.
(L’ordre sur les indices j n’importe pas car les 2-formes daj ∧ dbj commutent entre elles).
Choix 2 :
On choisit l’un des tl (disons tl0) et on le place en 0 par une translation, puis on fait une dilatation pour
forcer le module de l’un des zj (disons zj0) a` valoir 1 :
pj0 =
zj0 − tl0
|zj0 − tj0 |
= eiθj0 , pj =
zj − tl0
|zj0 − tj0 |
, ql0 = 0, ql =
tl − tl0
|zj0 − tj0 |
.
On parame`tre alorsC+{p1,...,pn};{q1,...,qm} par l’argument θj0 de pj0 (compris entre 0 et π) et par les coordonne´es
des pj (j 6= j0) et les ql (l 6= l0). L’orientation, dans ces coordonne´es de C
+
{p1,...,pn};{q1,...,qm}
est celle donne´e
par la forme :
Ω = (−1)l0−1dθj0 ∧
∧
j 6=j0
(daj ∧ dbj) ∧ dq1 ∧ ... ∧ d̂ql0 ∧ ... ∧ dqm.
En effet, on part de la forme Ω du cas 1, avec j0 = 1, puisque l’ordre des p n’intervient pas, on place ql0 “en
teˆte” :
Ω = (−1)l0−1dql0 ∧ da2 ∧ db2 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ d̂ql0 ∧ ... ∧ dql1 ∧ ... ∧ dqn,
puis on effectue le changement de variables :
p′1 =
i− ql0
|i− ql0 |
= eiθ1 , p′j =
pj − ql0
|i − ql0 |
= a′j + ib
′
j (2 ≤ j ≤ n), q
′
k =
qk − ql0
|i− ql0 |
(k 6= l0).
Dont le jacobien 1
(1+q2
l0
)
m+n
2
est strictement positif, pour obtenir la forme annonce´e.
Choix 3 :
On choisit deux points tl0 < tl1 , on ame`ne par une translation le premier en 0 et le second en 1 par une
dilatation.
pj =
zj − tl0
tl1 − tl0
, ql0 = 0, ql1 = 1, ql =
tl − tl0
tl1 − tl0
.
On parame`tre C+{p1,...,pn};{q1,...,qm} par les coordonne´es des pj = aj + ibj et par les ql (l 6= l0 et l 6= l1).
l’orientation est donne´e par la forme :
Ω = (−1)l0+l1+1
n∧
j=1
(daj ∧ dbj) ∧ dq1 ∧ ... ∧ d̂ql0 ∧ ... ∧ d̂ql1 ∧ ... ∧ dqm.
En effet, on part de la forme Ω du cas 1, on place ql0 et ql1 “en teˆte” :
Ω = (−1)l0−1+l1−2dql0 ∧ dql1 ∧ da2 ∧ db2 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ d̂ql0 ∧ ... ∧ dqn,
puis on effectue le changement de variables :
p′1 =
i− ql0
ql1 − ql0
= a1 + ib1, p
′
j =
pj − ql0
ql1 − ql0
= a′j + ib
′
j (2 ≤ j ≤ n), q
′k =
qk − ql0
ql1 − ql0
(k 6= l0, k 6= l1).
4
Dont le jacobien
ql1−ql0
(ql1−ql0 )
1+n+m est strictement positif, pour obtenir la forme annonce´e.
I.2. Compactification des espaces de configuration
On plonge l’espace de configuration C+{p1,...,pn};{q1,...,qm} dans une varie´te´ compacte de la fac¸on suivante.
Chaque fois que l’on prend deux points A et B du nuage de points (zj , zj ; tl), on leur associe l’angle Arg(B−
A), a` chaque triplet de points (A,B,C) du nuage, on associe l’e´le´ment [A − B,B − C,C − A] de l’espace
projectif P2(R) qu’ils de´finissent. On a ainsi une application :
Φ˜ : Conf+(zj , tl) −→ T
(2n+m)(2n+m−1) ×
(
P
2(R)
)(2n+m)(2n+m−1)(2n+m−2)
.
Cette application passe au quotient et il n’est pas difficile de montrer que l’on obtient ainsi un plongement
Φ : C+{p1,...,pn};{q1,...,qm} −→ T
(2n+m)(2n+m−1) ×
(
P
2(R)
)(2n+m)(2n+m−1)(2n+m−2)
.
On de´finit la compactification C+{p1,...,pn};{q1,...,qm} de C
+
{p1,...,pn};{q1,...,qm}
comme e´tant la fermeture dans
T
(2n+m)(2n+m−1)×
(
P
2(R)
)(2n+m)(2n+m−1)(2n+m−2)
de Φ
(
C+{p1,...,pn};{q1,...,qm}
)
. On obtient ainsi une varie´te´
a` coins et on cherche son bord ∂C+{p1,...,pn};{q1,...,qm}.
Les points du bord s’obtiennent par une succession de collapses de points du nuage. On retrouve la description
de M. Kontsevich a` deux de´tails pre`s : lorsque des points ae´riens (c’est a` dire un ou des pj) se rapprochent
de R, il faut distinguer entre quels ql ils arrivent, il y a trop de faces du bord, puisque les faces correspondant
au rapprochement de points terrestres (des ql) non contigus est impossible sans que tous les points qui les
se´parent se rapprochent aussi. En codimension 1, on obtient deux types de faces :
I.2.1. Faces de type 1
Parmi les points ae´riens, n1 points se rapprochent en un point p qui reste ae´rien. Une telle face existe
si n ≥ n1 ≥ 2. A la limite, on obtient une varie´te´ produit :
F = ∂{pi1 ,...,pin1 }
C+{p1,...,pn};{q1,...,qm} = C{pi1 ,...,in1} × C{p,p1,...,p̂i1 ,...,p̂in1 ,...,pn};{q1,...,qm}
(∗)
ou` l’espace C{p1,...,pn1} est le quotient de l’espace Conf(z1, ..., zn1) par l’action du groupe G
′ des transfor-
mations zj 7→ azj + b (a > 0 et b ∈ C). c’est une vari´te´ de dimension 2n1 − 3 (n1 ≥ 2). On la plonge dans
un produit de tores et d’espaces projectifs comme pour C+{p1,...,pn};{q1,...,qm}. Enfin on l’oriente de la fac¸on
suivante; z1 est place´ en 0 par une translation complexe puis |z2| est normalise´ a` 1 par une dilatation,
p1 = 0, p2 =
z2 − z1
|z2 − z1|
= eiθ2 , pj =
zj − z1
|z2 − z1|
= aj + ibj
et on prend l’orientation de´finie par la forme :
Ω1 = dθ2 ∧
∧
j≥3
(daj ∧ dbj).
Orientons maintenant la face F . On choisit la forme volume Ω1 ∧ Ω2 sur le produit (∗) ou` Ω2 est l’une des
formes de´finies ci-dessus pour orienter C+{pj};{ql}. L’orientation de la face a` partir de celle de Ω est ±Ω1∧Ω2.
Lemme I.2.1.
La face F est oriente´e par ΩF = −Ω1 ∧ Ω2.
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De´monstration. On a vu que l’on pouvait changer l’ordre des points pj de C
+
{pj};{ql}
sans changer l’orientation.
On renume´rote les points pi1 ,..., pin1 en p1, p2,..., pn1 , puis on fixe p1 = i :
Ω =
n1∧
j=2
(daj ∧ dbj) ∧ Ω2,
ensuite on change de variables dans le premier facteur en posant :
p′2 = e
iθ2 , p′j =
pj
|p2 − i|
= a′j + ib
′
j (j = 3, ..., n1).
Lorsque les n1 premiers points collapsent, on agrandit le petit nuage qu’ils forment en normalisant la distance
qui se´pare les 2 premiers a` 1. Posons ρ2 = |p2 − i|. le changement de variable donne pour Ω la forme :
Ω′ = dρ2 ∧ dθ2 ∧
∧
j≥3
(da′j ∧ db
′
j) ∧ Ω2.
La face est obtenue lorsque ρ2 → 0. Or ρ2 > 0, on doit donc l’orienter avec
ΩF = −dθ2 ∧
∧
j≥3
(da′j ∧ db
′
j) ∧Ω2 = −Ω1 ∧ Ω2.
•
I.2.2. Face de type 2
Parmi les points du nuage, n1 points ae´riens et m1 points terrestres se rapprochent en un point q
terrestre. Une telle face existe si n +m > n1 +m1 et 2n1 +m1 ≥ 2. A la limite, on obtient une varie´te´
produit :
F = ∂{pi1 ,...,pin1 };{ql+1,...,ql+m1}
C+{p1,...,pn};{q1,...,qm}
= C{pi1 ,...,pin1 };{ql+1,...,ql+m1}
× C
{p1,...,p̂i1 ,...,p̂in1 ,...,pn};{q1,...,ql,q,ql+m1+1,...,qm}
.
(∗)
On appelle Ω1 et Ω2 l’une des formes volumes de chacun des facteurs de ce produit. La forme Ω1 ∧ Ω2 est
une forme volume sur F . On donne l’orientation de F a` partir de celle de l’espace de configuration de de´part
en terme de cette forme.
Lemme I.2.2.
Avec nos notations, la face F est oriente´e par :
ΩF = (−1)
lm1+l+m1Ω1 ∧ Ω2.
De´monstration. Il faut conside´rer six types de nuages diffe´rents :
Sous-cas 1 : n > n1 > 0
qq
1
p p1 n1
p
n
l+1 l+m
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On suppose que p1,..., pn1 et ql+1, ..., ql+m1 collapsent. On parame`tre l’espace C
+
{p1,...,pn};{q1,...,qm}
par
pn1+1 = i. La forme d’orientation est :
Ω =(−1)lm1da1 ∧ db1 ∧ ... ∧ dan1 ∧ dbn1 ∧ dql+1 ∧ ... ∧ dql+m1
∧
∧
dan1+2 ∧ dbn1+2 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ dql ∧ dql+m1+1 ∧ ... ∧ dqm.
=(−1)lm1+l+m1+1db1 ∧ ... ∧ dan1 ∧ dbn1 ∧ dql+1 ∧ ... ∧ dql+m1
∧
∧
dan1+2 ∧ dbn1+2 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ dql ∧ da1 ∧ dql+m1+1 ∧ ... ∧ dqm.
(Certains termes peuvent ne pas apparaˆıtre, par exemple si n = n1+1 ou m = m1). On change de variables
en posant :
a1 = q, p
′
j =
pj − a1
b1
(2 ≤ j ≤ n1), q
′
k =
qk − a1
b1
(l + 1 ≤ k ≤ l +m1).
Alors on peut e´crire de fac¸on un peu abusive :
Ω = (−1)lm1+l+m1+1db1
∧
Ω1 ∧ Ω2
et puisque b1 > 0 et la face F est obtenue pour b1 = 0, son orientation est donne´e par :
ΩF = (−1)
lm1+l+m1Ω1 ∧ Ω2.
Sous-cas 2 : n = n1 > 0 (et donc m ≥ m1 + 1) et l > 0
qq
1
p p1 n
l+1 l+mql
On suppose que p1,..., pn et ql+1, ..., ql+m1 collapsent. On parame`tre l’espace C
+
{p1,...,pn};{q1,...,qm}
par ql = 0,
ql+1 = 1. La forme d’orientation est :
Ω = (−1)2l+2da1 ∧ db1 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ d̂ql ∧ d̂ql+1 ∧ ... ∧ dqm
= (−1)(l−1)(m1−1)da1 ∧ db1 ∧ ... ∧ dan ∧ dbn ∧ dql+2 ∧ ... ∧ dql+m1
∧
∧
dq1 ∧ ... ∧ dql−1 ∧ dql+m1+1 ∧ ... ∧ dqm
.
On change de variables en posant :
a1 + ib1 − 1 = ρ1e
iθ1 p′j =
pj − 1
ρ1
(2 ≤ j ≤ n), q′k =
qk − 1
ρ1
(l + 2 ≤ k ≤ l +m1).
Alors
Ω = (−1)lm1+l+m1+1ρ
−(n+m1−5)
1 dρ1 ∧ dθ1 ∧ da2 ∧ db2 ∧ ... ∧ dan ∧ dbn ∧ dql+2 ∧ ... ∧ dql+m1
∧
∧
dq1 ∧ ... ∧ dql−1 ∧ dql+m1+1 ∧ ... ∧ dqm
.
On peut donc e´crire de fac¸on un peu abusive :
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Ω ≃ (−1)lm1+l+m1+1dρ1
∧
Ω1 ∧ (−1)
l−1+l+1−2Ω2
et puisque ρ1 > 0 et la face F est obtenue pour ρ1 = 0, son orientation est donne´e par :
ΩF = (−1)
lm1+l+m1Ω1 ∧ Ω2.
Sous-cas 3 : n = n1 > 0 (et donc m ≥ m1 + 1) et l = 0
qq
p p1 n
1 m1
C’est le meˆme calcul que ci-dessus, on pose qm1 = 0, qm1+1 = 1, on obtient :
Ω = (−1)2m1+2da1 ∧ db1 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ d̂qm1 ∧ ̂dqm1+1 ∧ ... ∧ dqm.
On change de variables en posant :
a1 + ib1 = ρ1e
iθ1 p′j =
pj
ρ1
(2 ≤ j ≤ n), q′k =
qk
ρ1
(1 ≤ k ≤ m1 − 1).
Alors
Ω = ρ1dρ1 ∧ dθ1 ∧ da2 ∧ db2 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ dqm1−1
∧
dqm1+2 ∧ ... ∧ dqm
≃ dρ1
∧
(−1)m1−1Ω1 ∧ (−1)
1−1+2−2Ω2
et puisque ρ1 > 0 et la face F est obtenue pour ρ1 = 0, son orientation est donne´e par :
ΩF = (−1)
lm1+l+m1Ω1 ∧ Ω2.
Sous-cas 4 : n ≥ n1 = 0 (et donc m1 > 1) et l > 0
qq
1l+1 l+m
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On suppose que ql+1, ..., ql+m1 collapsent. On parame`tre l’espace C
+
{p1,...,pn};{q1,...,qm}
par ql = 0, ql+1 = 1.
La forme d’orientation est :
Ω = (−1)2l+2da1 ∧ db1 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ d̂ql ∧ d̂ql+1 ∧ ... ∧ dqm
= (−1)(l−1)(m1−1)dql+2 ∧ ... ∧ dql+m1
∧
∧
da1 ∧ db1 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ dql−1 ∧ dql+m1+1 ∧ ... ∧ dqm
.
On change de variables en posant :
q′k =
qk − ql+2
ql+2 − 1
(l + 3 ≤ k ≤ l+m1).
Alors :
Ω ≃ (−1)lm1+l+m1+1dql+2 ∧ dq
′
l+3 ∧ ... ∧ dq
′
l+m1
∧
∧
da1 ∧ db1 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ dql−1 ∧ dql+m1+1 ∧ ... ∧ dqm
.
On peut donc e´crire de fac¸on un peu abusive :
Ω = (−1)lm1+l+m1+1dql+2
∧
Ω1 ∧ (−1)
l−1+l+1−2Ω2
et puisque ql+2 − 1 > 0 et la face F est obtenue pour ql+2 − 1 = 0, son orientation est donne´e par :
ΩF = (−1)
lm1+l+m1Ω1 ∧ Ω2.
Sous-cas 5 : n ≥ n1 = 0 (et donc m1 > 1), l = 0 et m1 < m
qq1 m1
On pose qm1 = 0, qm1+1 = 1, on obtient :
Ω = (−1)2m1+2da1 ∧ db1 ∧ ... ∧ dan ∧ dbn ∧ dq1 ∧ ... ∧ d̂qm1 ∧ ̂dqm1+1 ∧ ... ∧ dqm.
On change de variables en posant :
q′k =
qk − qm1−1
−qm1−1
(1 ≤ k ≤ m1 − 2)
Alors :
Ω ≃ dq′1 ∧ ... ∧ dq
′
m1−2
∧
dqm1−1
∧
da1 ∧ db1 ∧ ... ∧ dan ∧ dbn ∧ dqm1+2 ∧ ... ∧ dqm
= (−1)m1dqm1−1 ∧ Ω1 ∧ (−1)
1+2−1Ω2.
Maintenant qm1−1 < 0 et l’orientation de la face est encore :
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ΩF = (−1)
lm1+m1+lΩ1 ∧ Ω2.
Sous-cas 6 : n ≥ n1 = 0 (et donc m1 > 1), l = 0 et m1 = m et donc n > 0
qq1 m1
On pose q1 = 0 et p1 = e
iθ1 . La forme Ω est
Ω = dθ1 ∧ da2 ∧ db2 ∧ ... ∧ dan ∧ dbn ∧ dq2 ∧ ... ∧ dqm
= (−1)m−1dq2 ∧ ... ∧ dqm
∧
dθ1 ∧ da2 ∧ db2 ∧ ... ∧ dan ∧ dbn.
On change de variables en posant :
q′k =
qk − q2
q2
(3 ≤ k ≤ m)
Alors :
Ω ≃ (−1)m−1dq2 ∧ (−1)
1−1+2−2Ω1 ∧ Ω2.
Puisque q2 > 0 et F apparaˆıt pour q2 = 0, l’orientation de la face est encore :
ΩF = (−1)
lm1+l+m1Ω1 ∧ Ω2.
Tout nuage de point correspondant a` une face de type 2 rele`ve d’un de ces six sous-cas. Ceci termine la
de´monstration du lemme I.2.2.
•
II. Alge`bres syme´triques et exte´rieures sur les espaces gradue´s
II.1. La cate´gorie des espaces gradue´s
Un espace vectoriel sur un corps k est gradue´ s’il est muni d’une Z−graduation :
V =
⊕
n∈Z
Vn
Le degre´ d’un e´le´ment homoge`ne x sera note´ |x|. Un espace gradue´ sera toujours conside´re´ comme un
super-espace vectoriel, la Z2−graduation e´tant de´duite de la Z−graduation :
V+ =
⊕
n∈Z
V2n V− =
⊕
n∈Z
V2n+1
Si V et W sont des espaces gradue´s, il existe une graduation naturelle sur V ⊕W , V ⊗W , Homk(V,W ). Un
morphisme d’espaces gradue´s entre V et W est par de´finition un e´le´ment de degre´ ze´ro dans Homk(V,W ).
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Une alge`bre gradue´e est un espace gradue´ B muni d’une structure d’alge`bre telle que la multiplication
m : B ⊗B → B est un morphisme d’espaces gradue´s, c’est-a`-dire :
BiBj ⊂ Bi+j
On de´finit de la meˆme manie`re les notions de B− modules gradue´s a` gauche ou a` droite. Si A et B sont
deux alge`bres gradue´es, le produit :
mA⊗B : A⊗B ⊗A⊗B −→ A⊗B
a⊗ b⊗ a′ ⊗ b′ 7−→ (−1)|b||a
′|aa′ ⊗ bb′
est associatif et munit A⊗B d’une structure d’alge`bre gradue´e. Si M (resp. N) est un A-module (resp. un
B-module) gradue´ a` gauche, la meˆme re`gle des signes (la re`gle de Koszul) permet de de´finir une structure
de A⊗B−module gradue´ a` gauche sur M ⊗N .
Si A,A′, B,B′ sont des espaces gradue´s, l’identification de Homk(A ⊗ B,A′ ⊗B′) avec Homk(A,A′)⊗
Homk(B,B
′) se fait avec la meˆme re`gle des signes :
(f ⊗ g)(a⊗ b) = (−1)|g||a|f(a)⊗ g(b)
Une alge`bre gradue´e est dite commutative si on a :
xy − (−1)|x||y|yx = 0
Une coge`bre gradue´e C se de´finit de manie`re similaire : la comutiplication doit ve´rifier :
∆Cj ⊂
∑
k+l=j
Ck ⊗ Cl
On de´finit une structure de coge`bre gradue´e sur le produit tensoriel de deux coge`bres gradue´es en appliquant
la meˆme re`gle sur les signes que dans le cas des alge`bres.
Une de´rivation de degre´ i dans une alge`bre gradue´e B est un morphisme line´aire d : B → B de degre´ i
tel que :
d(xy) = dx.y + (−1)i|x|x.dy
ce qui s’e´crit encore :
dm = m(d⊗ I + I ⊗ d)
ou` m de´signe la multiplication de l’alge`bre (attention a` la re`gle des signes). Une code´rivation de degre´ i dans
une coge`bre gradue´e C est un morphisme line´aire d : C → C de degre´ i tel que si ∆X =
∑
(x) x
′ ⊗ x′′ on a :
∆dx =
∑
(x)
dx′ ⊗ x′′ + (−1)i|x
′|x′ ⊗ dx′′
ou encore :
∆d = (d⊗ I + I ⊗ d)∆
Enfin une alge`bre de Lie gradue´e est un espace vectoriel gradue´ g muni d’un crochet [., .] tel que :
1) [gi, gj ] ⊂ gi+j
2) [x, y] = −(−1)|x||y|[y, x]
3) (−1)|x||z|[[x, y], z] + (−1)|y||x|[[y, z], x] + (−1)|z||y|[[z, x], y] = 0
(identite´ de Jacobi gradue´e).
L’identite´ de Jacobi gradue´e s’exprime aussi en disant que adx = [x, .] est une de´rivation (de degre´ |x|).
Une alge`bre de lie gradue´e est diffe´rentielle si elle est munie d’une diffe´rentielle d de degre´ 1 (d : g −→
g[1]), telle que :
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d2 = 0, d ([x, y]) = [dx, y] + (−1)1.|x| [x, dy] .
II.2 La re`gle de Koszul
La raison profonde qui fait que “la re`gle des signes marche” est la suivante : la cate´gorie des espaces vectoriels
Z2−gradue´s munie du produit tensoriel ⊗ usuel et des applications :
τA,B : A⊗B −→ B ⊗A
a⊗ b 7−→ (−1)|a||b|b ⊗ a
est une cate´gorie tensorielle tresse´e, c’est a` dire que les tressages τA,B sont fonctoriels :
A⊗B −−−−−→
τA,B
B ⊗A
f⊗g
y yg⊗f
A′ ⊗B′ −−−−−→
τA′,B′
B′ ⊗A′
et ve´rifient :
τA⊗B,C = (τA,C ⊗ IB)(IA ⊗ τB,C)
De ces deux proprie´te´s on de´duit facilement l’e´quation de l’hexagone, c’est-a`-dire la commutativite´ du dia-
gramme suivant :
A⊗B ⊗ C
ւ ց
A⊗ C ⊗B B ⊗A⊗ Cy y
C ⊗A⊗B B ⊗ C ⊗A
ց ւ
C ⊗B ⊗A
La cate´gorie tensorielle tresse´e des espaces Z2−gradue´s peut aussi se voir comme la cate´gorie des modules
sur l’alge`bre de Hopf quasi-triangulaire (H2, R) ou` H2 est l’alge`bre du groupe Z2 munie de la multiplication
et de la comultiplication usuelle, mais ou` la R−matrice est non triviale.
Dans cette cate´gorie le carre´ des tressages est toujours l’identite´ (c’est une cate´gorie tensorielle stricte).
On peut faire de meˆme avec des espaces Zk−gradue´s en remplac¸ant −1 par e
2ipi
k . On obtient ainsi la cate´gorie
des espaces vectoriels anyoniques, qui est tresse´e de manie`re effective pour k ≥ 3 [M].
II.3. De´calages
Soit V un espace gradue´. On pose :
V [1] = V ⊗ k[1]
ou` k[1] est l’espace gradue´ tel que kn = {0} pour n 6= −1 et k−1 = k. Autrement dit V [1] et V ont meˆme
espace vectoriel sous-jacent, mais le degre´ d’un e´le´ment est baisse´ d’une unite´ dans V [1]. On posera en
outre :
[n] = [1]n
pour tout entier n.
II.4. Alge`bres syme´triques et exte´rieures
L’alge`bre syme´trique S(V ) (resp. l’alge`bre exte´rieure Λ(V )) est de´finie par :
S(V ) = T (V )/ < x⊗ y − (−1)|x||y|y ⊗ x > resp.Λ(V ) = T (V )/ < x⊗ y + (−1)|x||y|y ⊗ x >
Ce sont des espaces gradue´s de manie`re naturelle. La proposition suivante est implicite dans [K1] :
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Proposition II.4.1 (syme´trisation).
Pour tout espace vectoriel gradue´ V et pour tout n > 0 on a un isomorphisme naturel :
Φn : S
n(V [1])−˜−−→Λn(V )[n]
donne´ par :
Φn(x1. . . . .xn) = α(x1, . . . , xn)x1 ∧ · · · ∧ xn
ou`, pour des xi homoge`nes, α(x1, . . . , xn) de´signe la signature de la permutation “unshuffle” qui range les
xi pairs dans V a` gauche sans les permuter, et les xi impairs dans V a` droite sans les permuter.
De´monstration. Soit I (resp. J) l’ensemble des i tels que xi soit de degre´ pair (resp. impair), et α(I, J) =
α(x1, . . . , xn) la signature de la permutation-rangement associe´e. L’isomorphisme Φn est donne´ par la
restriction a` Sn(V [1]) de la composition des trois fle`ches du diagramme ci-dessous (la fle`che supe´rieure est
un isomorphisme d’alge`bres) :
S(V [1]) ˜−−−−−→ S(V [1]+)⊗ S(V [1]−)
x1 . . . xn 7−→ xI ⊗ xJy
Λ(V ) ˜−−−−−→ Λ(V−)⊗ Λ(V+)
α(I, J)x1 ∧ · · · ∧ xn 7−→ x∧I ⊗ x∧J
Enfin si les xj sont de degre´ dj dans V [1], x1 . . . xn est de degre´ d1 + · · ·+ dn dans S
n(V [1]), donc de degre´
d1 + · · ·+ dn + n dans Sn(V ). Φn(x1 . . . xn) est donc de degre´ d1 + · · ·+ dn + n dans Λn(V ), donc de degre´
d1 + · · ·+ dn dans Λn(V )[n].
•
Remarque : L’application Φ = ⊕Φn est un morphisme d’espace vectoriel gradue´ mais pas d’alge`bre. Il
est d’ailleurs vain de vouloir chercher un isomorphisme d’alge`bres entre S(V [1]) et
⊕
Λn(V )[n], car deux
e´le´ments de parite´ oppose´e commutent dans le premier cas, et anticommutent dans le second cas.
II.5. Un exemple : Tens(Rd)
L’alge`bre des tenseurs contravariants totalement antisyme´triques est une alge`bre naturellement gradue´e
par l’ordre des tenseurs. On aimerait la voir comme l’espace sous-jacent a` une alge`bre syme´trique. No-
tons donc V l’espace vectoriel X
(
R
d
)
des champs de vecteurs sur Rd, gradue´ par V = V0. On identifie
Tensn
(
R
d
)
= ∧nV a` Sn (V [1]) [−n] par Φn.
Dans la suite, on posera
Tpoly
(
R
d
)
= Tens
(
R
d
)
[1].
III. Varie´te´s formelles gradue´es
III.1. Varie´te´s formelles
On se place sur le corps des re´els ou des complexes. On se donne un voisinage ouvert U de 0 dans Rd. Une
fonction analytique ϕ sur U a` valeurs dans C est de´termine´e par son de´veloppement de Taylor en 0 :
ϕ(x) =
∑
α∈Nd
xα
α!
(∂αϕ)(0)
On e´tablit ainsi une dualite´ non de´ge´ne´re´e entre les fonctions analytiques sur U et les distributions de support
{0}. Plus abstraitement on peut remplacer les fonctions analytiques par les jets d’ordre infini au point 0.
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On appelle varie´te´ formelle, ou voisinage formel de 0, l’espace C des distributions de support {0}. La
structure d’alge`bre commutative sur l’espace des fonctions analytiques sur U de´termine une structure de
coge`bre cocommutative sur son dual restreint, qui est exactement C. La comultiplication est donne´e par :
< ∆v, ϕ⊗ ψ >=< v, ϕψ > .
Conside´rant l’espace tangent V a` la varie´te´ U en 0, on a en fait un isomorphisme de coge`bres entre C et
S(V ), ou` la comultiplication ∆ de S(V ) est le morphisme d’alge`bres tel que ∆(v) = v⊗1+1⊗v pour v ∈ V .
On conside`rera la version pointe´e :
C = S+(V ) =
⊕
n≥1
Sn(V )
C’est la coge`bre colibre cocommutative sans co-unite´ construite sur V . C’est aussi le dual restreint de
l’alge`bre des jets d’ordre infini qui s’annulent en 0. On remarque que ∆v = 0 si et seulement si v appartient
a` V .
Un champ de vecteurs sur la varie´te´ formelle pointe´e est donne´ par une code´rivation Q : C → C (c’est
donc un champ de vecteurs qui s’annule en 0). Un morphisme de varie´te´s formelles pointe´es est donne´ par un
morphisme de coge`bres. Tout morphisme f de varie´te´s pointe´es induit un morphisme de varie´te´s formelles
par transport des distributions de support {0} :
< f∗T, ϕ >=< T,ϕ ◦ f >
Or, par proprie´te´ universelle des coge`bres cocommutatives colibres, une code´rivation Q : S+(V ) → S+(V )
(resp. un morphisme de coge`bres F : S+(V1) → S+(V2)) est entie`rement de´termine´(e) par sa composition
avec la projection sur V (resp. V2), c’est a` dire par une suite d’applications :
Qn : S
nV −−→V (resp. Fn : S
nV1−−→V2)
qui sont par de´finition les coefficients de Taylor du champ de vecteurs Q ou du morphisme F .
III.2. Varie´te´s formelles gradue´es pointe´es
On fait la meˆme construction alge´brique dans la cate´gorie des espaces vectoriels gradue´s : une varie´te´ formelle
gradue´e pointe´e est une coge`bre C isomorphe a` S+(V ) ou` V est cette fois-ci un espace gradue´. Toutes les
notions du § III.1 s’appliquent, a` ceci pre`s que l’on peut conside´rer des champs de vecteurs de diffe´rents
degre´s. Nous allons donner une formule explicite pour un champ de vecteurs ou un morphisme en fonction
de ses coefficients de Taylor :
The´ore`me III.2.1.
Soit i un entier, soient V, V1, V2 des espaces gradue´s, et deux suites d’applications line´aires Qn : S
nV → V
de degre´ i, Fn : SnV1 → V2 de degre´ ze´ro. Alors il existe une unique code´rivation Q de degre´ i de S+(V ) et
un unique morphisme F : S+(V1)→ S
+(V2) dont les Qn et les Fn sont les coefficients de Taylor respectifs.
Q et F sont donne´s par les formules explicites :
Q(x1 . . . xn) =
∑
I∐J={1,...,n}
I,J 6=∅
εx(I, J)
(
Q|I|(xI)
)
.xJ
F(x1 . . . xn) =
∑
j≥1
1
j!
∑
I1∐···∐Ij={1,...,n}
I1,...,Ij 6=∅
εx(I1, . . . , Ij)F|I1|(xI1 ) · · · F|Ij |(xIj )
ou` εx(I1, . . . , Ij) de´signe la signature de l’effet sur les xi impairs de la permutation-battement associe´e a` la
partition (I1, . . . , Ij) de {1, . . . , n}.
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De´monstration. Supposons que tous les coefficients de Taylor de la code´rivation Q sont nuls. En particulier
Q(x) = 0 pour tout x ∈ V . Supposons que Q(x1 . . . xk) = 0 pour tout k ≤ n Alors :
∆Q(x1 . . . xn+1) = (Q ⊗ I + I ⊗Q)∆(x1 . . . xn+1) = 0,
compte tenu de l’hypothe`se de re´currence et de l’expression explicite de ∆(x1 . . . xn+1) :
∆(x1 . . . xn+1) =
∑
I∐J={1,...,n+1}, I,J 6=∅
εx(I, J)xI ⊗ xJ
Donc Q(x1 . . . xn+1) ∈ V , donc est nul puisque le n + 1-e`me coefficient de Taylor est nul. Le raisonnement
est analogue dans le cas d’un morphisme, et montre qu’une code´rivation ou un morphisme est entie`rement
de´termine´(e) par ses coefficients de Taylor.
Nous ve´rifions directement les formules (les ve´rifications a` l’ordre 2 ou 3 sont laisse´es au lecteur a` titre
d’exercice).
1. Cas d’une code´rivation : On e´crit la formule explicite pour ∆(x1 . . . xn) en utilisant la cocommutativite´
gradue´e, ce qui permet de ne retenir que la moitie´ des partitions :
∆(x1 . . . xn) = (1 + τ)
∑
K∐L={1,...,n}, 1∈K, L 6=∅
εx(K,L)xK ⊗ xL
On a donc, en prenant pour Q l’expression explicite du the´ore`me :
∆Q(x1 . . . xn) =
∑
I∐J={1,...,n},I,J 6=∅
εx(I, J)∆(Q|I|xI .xJ )
= (1 + τ)
∑
I∐J={1,...,n},I,J 6=∅
∑
K∐L=J, L 6=∅
εx(I, J)εxJ (K,L)Q|I|(xI).xK ⊗ xL
= (1 + τ)
∑
I∐J∐K={1,...,n}, I,K 6=∅
εx(I, J,K)Q|I|(xI).xJ ⊗ xK
Par ailleurs on a :
(Q⊗I + I ⊗Q)∆(x1 . . . xn) = (1 + τ)
∑
L∐K={1,...,n}, L,K 6=∅
εx(L,K)Q(xL)⊗ xK
= (1 + τ)
∑
L∐K={1,...,n}, L,K 6=∅
εx(L,K)
∑
I∐J=L, I,J 6=∅
εxL(I, J)Q|I|(xI).xJ ⊗ xK
= (1 + τ)
∑
I∐J∐K={1,...,n}, ,I,J,K 6=∅
εx(I, J,K)Q|I|(xI).xJ ⊗ xK
d’ou` le fait que Q est bien une code´rivation.
2. Cas d’un morphisme : le calcul est un peu plus complique´ : on commence par e´crire ∆ et F de manie`re
redondante, en employant des permutations qui ne sont pas force´ment des battements :
∆(x1 . . . xn) =
∑
σ∈Sn
n∑
r=1
εx(σ)
r!(n− r)!
xσ1 . . . xσr ⊗ xσr+1 . . . xσn
F(x1 . . . xn) =
∑
j≥1
1
j!
∑
k1+···+kj=n
1
k1! . . . kj !
∑
σ∈Sn
εx(σ)Fk1(xσ1 . . . xσk1 ) . . .Fkj (x... . . . xσn)
On ve´rifie directement l’e´galite´ :
∆F(x1 . . . xn) = (F ⊗ F)∆(x1 . . . xn)
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L’e´criture par blocs : x1 . . . xn = (x1 . . . xk1) . . . (xk1+···+kj−1+1 . . . xn) induit par permutation des blocs un
plongement du groupe de permutations Sj dans Sn. On calcule :
∆F(x1 . . . xn) =
∑
j≥2
1
j!
∑
k1+···+kj=n
1
k1! . . . kj !
∑
σ∈Sn
εx(σ)∆
(
Fk1(xσ1 . . . xσk1 ) . . .Fkj (x... . . . xσn)
)
=
∑
j≥2
1
j!
∑
k1+···+kj=n
1
k1! . . . kj !
∑
σ∈Sn
εx(σ)
∑
τ∈Sj⊂Sn
j−1∑
r=1
εσx(τ)
r!(j − r)!
Fkτ1 (...) . . .Fkτr (...)⊗Fkτr+1 (...) . . .Fkτj (...)
Dans le dernier membre de l’e´galite´ ci-dessus, chaque terme se trouve re´pe´te´ autant de fois qu’il y a d’e´le´ments
dans Sj . On a donc :
∆F(x1 . . . xn) =
∑
j≥2
∑
k1+···+kj=n
1
k1! . . . kj !
∑
σ∈Sn
εx(σ)
j−1∑
r=1
1
r!(j − r)!
Fk1(...) . . .Fkr(...) ⊗Fkr+1(...) . . .Fkj (...)
Par ailleurs, on a :
(F ⊗ F)∆(x1 . . . xn) =
∑
σ∈Sn
n−1∑
r=1
εx(σ)
r!(n− r)!
F(xσ1 . . . xσr )⊗F(xσr+1 . . . xσn)
=
∑
σ∈Sn
n−1∑
r=1
∑
α∈Sr×Sn−r⊂Sn
εx(σ)εσx(α)
r!(n− r)!∑
j,k≥1
1
j!k!
∑
r1+···+rj=r
s1+···+sk=n−r
1
r1! . . . rj !s1! . . . sk!
Fr1(xασ1 . . . xασr1 ) . . .Frj (...)⊗Fs1(...) . . .Fsk(...xασn )
Dans le dernier membre de l’e´galite´ ci-dessus, chaque terme se trouve re´pe´te´ autant de fois qu’il y a d’e´le´ments
dans Sr × Sn−r. Donc :
(F ⊗ F)∆(x1 . . . xn) =
∑
σ∈Sn
n−1∑
r=1
εx(σ)
1
j!k!
∑
r1+···+rj=r
s1+···+sk=n−r
1
r1! . . . rj !s1! . . . sk!
Fr1(xσ1 . . . xσr1 ) . . .Frj (...)⊗Fs1(...) . . .Fsk(...xσn)
Posant l = j + k et proce´dant a` la renume´rotation (s1, . . . sk) = (rj+1, . . . rl) on obtient :
(F ⊗ F)∆(x1 . . . xn) =
∑
σ∈Sn
εx(σ)
∑
l≥2
∑
r1+···+rl=n
l−1∑
k=1
1
k!(l − k)!
1
r1! . . . rl!
Fr1(xσ1 . . . xσr1) . . .Frk(...)⊗Frk+1(...) . . .Frl(...xσn)
= ∆F(x1 . . . xn)
compte tenu du calcul pre´ce´dent, ce qui de´montre le the´ore`me.
•
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IV. L∞-alge`bres et L∞-morphismes
A tout espace vectoriel gradue´ V on associe (attention au de´calage!) la varie´te´ formelle (V [1], 0) pointe´e,
c’est a` dire la coge`bre colibre sans co-unite´ :
C(V ) = S+(V [1]) ˜7−→
Φ
∑
k≥1
(ΛkV )[k]
ou` Φ est l’isomorphisme de´crit au § II.4.
Un pre´-L∞-morphisme entre deux espaces gradue´s V1 et V2 est par de´finition un morphisme de varie´te´s
formelles, c’est-a`-dire un morphisme de coge`bres :
F : C(V1) −→ C(V2)
qui est donc de´termine´ par ses coefficients de Taylor Fj . Posant F j = Fj ◦ Φ−1 on a :
F1 : V1 −→ V2
F2 : Λ
2V1 −→ V2[−1]
F3 : Λ
3V1 −→ V2[−2]
...
IV.1. Alge`bres de Lie homotopiques
Par de´finition une L∞-alge`bre, ou alge`bre de Lie homotopique est une varie´te´ formelle gradue´e pointe´e
du type (g[1], 0), ou` g est un espace vectoriel gradue´, munie d’un champ de vecteurs Q de degre´ 1 ve´rifiant
l’e´quation maˆıtresse :
[Q,Q] = 2Q2 = 0
C’est-a`-dire que Q est une code´rivation de carre´ nul de la coge`bre C(g). Les coefficients de Taylor
Qk : S
k(g[1])→ g[2] donnent naissance aux coefficients Qk = Qk ◦ Φ
−1 :
Q1 : g −→ g[1]
Q2 : Λ
2g −→ g
Q3 : Λ
3g −→ g[−1]
...
L’e´quation maˆıtresse se traduit par une infinite´ de relations quadratiques entre les Qk, qui s’obtiennent en
e´crivant explicitement pour tout k l’e´quation :
πQ2(x1 . . . xk) = 0
ou` π : C(g)→ g[1] est la projection canonique. On e´crit explicitement les trois premie`res :
Premie`re e´quation : Q21(x) = 0 pour tout x dans g. Donc (g, Q1) est un complexe de cochaˆınes.
Deuxie`me e´quation : πQ2(x.y) = 0, soit :
Q2(Q1x.y + (−1)
|x|−1x.Q1y) +Q1Q2(x.y) = 0.
(Remarque : |x| − 1 est bien le degre´ de x dans la coge`bre C(g), a` cause du de´calage). Traduisant cette
e´galite´ en termes de Q1 et Q2 on obtient (cf § II.4) :
α(Q1x, y)Q2(Q1x ∧ y) + (−1)
|x|−1α(x,Q1y)Q2(x ∧Q1y) + α(x, y)Q1Q2(x ∧ y) = 0
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Compte tenu de l’e´galite´ :
α(x, y) = (−1)|x|(|y|−1)
on obtient :
(−1)|y|−1Q2(Q1x ∧ y)−Q2(x ∧Q1y) +Q1Q2(x ∧ y) = 0.
Posant dx = (−1)|x|Q1x et [x, y] = Q2(x ∧ y) on obtient finalement :
d[x, y] = [dx, y] + (−1)|x|[x, dy]
donc Q2 est un crochet antisyme´trique pour lequel d est une de´rivation.
Remarque : On peut garder Q1 comme de´rivation sans le modifier, a` condition d’inverser le sens du crochet,
c’est-a`-dire de poser :
[x, y] = Q2(y ∧ x).
Nous choisirons la premie`re solution.
Troisie`me e´quation : πQ3(x.y.z) = 0 soit :
Q3
(
Q1x.y.z + (−1)
|x|−1x.Q1y.z + (−1)
|x|+|y|−2x.y.Q1z
)
+Q1Q3(x.y.z)
+Q2
(
Q2(x.y).z + (−1)
(|y|−1)(|z|−1)Q2(x.z).y + (−1)
(|x|−1)(|y|+|z|−2)Q2(y.z).x
)
= 0
soit :
Q2
(
Q2(x.y).z + (−1)
(|y|−1)(|z|−1)+(|x|−1)(|z|−1)Q2(z.x).y
+(−1)(|x|−1)(|y|+|z|)Q2(y.z).x
)
+ termes en Q3 = 0
Or on a :
Q2
(
Q2(x.y).z
)
= α(Q2(x.y), z)α(x, y)Q2
(
Q2(x ∧ y) ∧ z
)
= (−1)(|x|+|y|)|z|(−1)(|x|−1)|y|Q2
(
Q2(x ∧ y) ∧ z
)
En reportant ceci dans l’e´quation pre´ce´dente et en simplifiant par (−1)|x||y|+|x||z|+|y||z| on obtient finalement :
(−1)|x||z|[[x, y], z] + (−1)|y||x|[[y, z], x] + (−1)|z||y|[[z, x], y] + termes en Q3 = 0
Autrement dit le crochet fourni par Q2 ve´rifie l’identite´ de Jacobi gradue´e “a` homotopie gouverne´e par Q3
pre`s”. En corollaire :
The´ore`me IV.1.1.
Une alge`bre de Lie diffe´rentielle gradue´e est la meˆme chose qu’une L∞-alge`bre pour laquelle tous les coeffi-
cients de Taylor sont nuls sauf les deux premiers.
IV.2. L’alge`bre de Lie diffe´rentielle gradue´e des mutichamps de vecteurs
Sur V = Tpoly
(
R
d
)
, on dispose du crochet de Schouten de´fini par :
[ξ1 ∧ ... ∧ ξk, η1 ∧ ... ∧ ηℓ]S =
k∑
i=1
ℓ∑
j=1
(−1)i+j [ξi, ηj ] ∧ ξ1 ∧ ... ∧ ξ̂i ∧ ... ∧ ξk ∧ η1 ∧ ... ∧ η̂j ∧ ... ∧ ηℓ.
La syme´trisation de Tens
(
R
d
)
nous permet de de´finir une ope´ration •.
Si α1 est un k1-tenseur antisyme´trique :
α1 = α
i1...ik1
1 ∂i1 ∧ ∂i2 ∧ ... ∧ ∂ik1 ∈ Tens
k1
(
R
d
)
,
alors :
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Φ−1k1 (α1) = α
i1...ik1
1 ψi1 ...ψik1 ∈ S
(
X
(
R
d
)
[1]
)
[−k1]
ou` chaque ψi = Φ
−1
1 (∂i) est une variable de degre´ 1.
Si maintenant α2 est un k2 tenseur antisyme´trique, on posera :
α1 • α2 = Φk1+k2−1
(
d∑
i=1
∂Φ−1k1 (α1)
∂ψi
.
∂Φ−1k2 (α2)
∂xi
)
en tenant compte du fait que ∂
∂ψi
est un ope´rateur de de´rivation impair.
Lemme IV.2.1 (Calcul de α1 • α2).
On a :
α1 • α2 =
k1∑
l=1
(−1)l−1α
i1....ik1
1 ∂lα
j1...jk2
2 ∂i1 ∧ ... ∧ ∂̂il ∧ ... ∧ ∂ik1 ∧ ∂j1 ∧ ... ∧ ∂jk2
et
[α1, α2]S = (−1)
k1−1α1 • α2 − (−1)
k1(k2−1)α2 • α1.
De´monstration. On a :
∂
∂ψi
(
α
i1...ik1
1 ψi1 .....ψik1
)
=
k1∑
l=1
(−1)l−1α
i1...ik1
1 ψi1.....
∂ψil
∂ψi
.....ψik1
=
k1∑
l=1
(−1)l−1δiilα
i1...ik1
1 ψi1.....ψ̂il.....ψik1 .
Donc :
d∑
i=1
∂Φ−1k1 (α1)
∂ψi
.
∂Φ−1k2 (α2)
∂xi
=
k1∑
l=1
(−1)l−1α
i1...ik1
1 ψi1.....ψ̂il.....ψik1 .∂ilα
j1...jk2
2 ψj1.....ψjk2
=
k1∑
l=1
(−1)l−1α
i1...ik1
1 ∂ilα
j1...jk2
2 ψi1.....ψ̂il.....ψik1 .ψj1.....ψjk2 .
D’autre part :
[α1, α2]S =
[
α
i1...ik1
1 ∂i1 ∧ ... ∧ ∂ik1 , α
j1...jk2
2 ∂j1 ∧ ... ∧ ∂jk2
]
=
[
α
i1...ik1
1 ∂i1 , α
j1...jk2
2 ∂j1
]
∧ ∂i2 ∧ ... ∧ ∂ik1 ∧ ∂j1 ∧ ... ∧ ∂jk2+
+
k2∑
l=2
(−1)1+l
[
α
i1...ik1
1 ∂i1 , ∂jl
]
∧ ∂i2 ∧ ... ∧ ∂ik1 ∧ α
j1...jk2
2 ∂j1 ∧ ... ∧ ∂̂jl ∧ ... ∧ ∂jk2+
+
k1∑
l=2
[
∂il , α
j1...jk2
2 ∂j1
]
∧ α
i1...ik1
1 ∂i1 ∧ ... ∧ ∂̂il ∧ ... ∧ ∂ik1 ∧ ∂j2 ∧ ... ∧ ∂jk2
= −
k2∑
l=1
(−1)l+1α
j1...jk2
2 ∂jlα
i1...ik1
1 ∂i1 ∧ ... ∧ ∂ik1 ∧ ∂j1 ∧ ... ∧ ∂̂jl ∧ ... ∧ ∂jk2+
+
k1∑
l=1
(−1)l+1α
i1...ik1
1 ∂ilα
j1...jk2
2 ∂j1 ∧ ∂i1 ∧ ... ∧ ∂̂il ∧ ...∂ik1 ∧ ∂j2 ∧ ... ∧ ... ∧ ∂jk2
= (−1)k1−1α1 • α2 − (−1)
(k2−1)k1α2 • α1.
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Corollaire IV.2.2.
L’espace gradue´ Tpoly
(
R
d
)
, muni du crochet :
[α1, α2]
′
S = − [α2, α1]S
est aussi une alge`bre de Lie gradue´e et :
[α1, α2]
′
S = (−1)
(k1−1)k2α1 • α2 + (−1)
k2α2 • α1.
Comme [ , ]′S de´finit sur Tpoly
(
R
d
)
une structure d’alge`bre de Lie gradue´e, on aura, en prenant d = 0, une
structure de L∞ alge`bre sur C
(
Tpoly
(
R
d
))
. Le champ de vecteurs Q est caracte´rise´ par :
Q1 = 0, Q2(α1.α2) = (−1)
(k1−1)k2 [α1, α2]
′
S
= α1 • α2 + (−1)
k1k2α2 • α1.
IV.3. L’alge`bre de Lie diffe´rentielle gradue´e des ope´rateurs polydiffe´rentiels
On conside`re l’espace vectoriel V ′ = Dpoly
(
R
d
)
des (combinaisons line´aires d’) ope´rateurs multidiffe´rentiels
gradue´ par |A| = m− 1 si A est m-diffe´rentiel.
Sur Dpoly
(
R
d
)
, l’ope´rateur de composition naturel ◦ s’e´crit :
(A1 ◦A2) (f1, ..., fm1+m2−1) =
=
m1∑
j=1
(−1)(m2−1)(j−1)A1 (f1, ..., fj−1, A2 (fj , ..., fj+m2−1) , fj+m2 , ..., fm1+m2−1) .
On associe a` cette composition d’une part le crochet de Gerstenhaber :
[A1, A2]G = A1 ◦A2 − (−1)
|A1||A2|A2 ◦A1,
d’autre part l’ope´rateur de cobord :
dA = − [µ,A]
ou` µ est la multiplication des fonctions : µ(f1, f2) = f1f2.
Remarque : Avec ce choix de d,
(
Dpoly
(
R
d
)
, [ , ]G, d
)
est une alge`bre de Lie gradue´e diffe´rentielle, on ve´rifie
en effet que d ◦ d = 0 et
d ([A1, A2]) =
[
dA1, A2
]
+ (−1)|A1|
[
A1, dA2
]
.
L’ope´rateur de cobord de Hochschild usuel dH donne´ par :
(dHA) (f1, ..., fm) = f1A(f2, ..., fm)−A(f1f2, f3, ..., fm) + ...+ (−1)
mA(f1, ..., fm−1)fm
= (−1)|A|+1dA(f1, ..., fm)
n’est pas une de´rivation de l’alge`bre de Lie gradue´e
(
Dpoly
(
R
d
)
, [ , ]G
)
.
Le champ de vecteurs Q′ sur la varie´te´ formelle C(V ′) sera donc de´fini par :
Q′1(A) = (−1)
|A|dA = (−1)|A|+1 [µ,A] = [A, µ] = −dHA
et
Q′2 (A1.A2) = (−1)
|A1|(|A2|−1) [A1, A2]G
= (−1)|A1|(|A2|−1)A1 ◦A2 − (−1)
|A1|A2 ◦A1.
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IV.4. L∞-morphismes
Par de´finition un L∞-morphisme entre deux L∞-alge`bres (g1, Q) et (g2, Q
′) est un morphisme de varie´te´s
formelles pointe´es :
F : C(g1) −→ C(g2)
ve´rifiant :
FQ = Q′F
Cette e´quation induit une infinite´ de relations entre les coefficients de Taylor de Q, Q′ et F , dont nous allons
examiner les deux premie`res :
Premie`re e´quation : Q′1F1(x) = F1Q1(x), c’est-a`-dire que F1 est un morphisme de complexes.
Deuxie`me e´quation : πQ′F(x.y) = πFQ(x.y) soit :
πQ′
(
F1x.F1y + F2(x.y)
)
= πF
(
Q1x.y + (−1)
(|x|−1)x.Q1y +Q2(x.y)
)
soit encore :
Q′2(F1x.F1y) +Q
′
1F2(x.y) = F2
(
Q1x.y + (−1)
|x|−1x.Q1y
)
+ F1Q2(x.y).
On traduit cette dernie`re e´galite´ en termes de Q1, Q2, F1, etc. :
(−1)|x|(|y|−1)[F1x,F1y] + (−1)
|x|+|y|−1+|x|(|y|−1)dF2(x ∧ y)
= (−1)(|x|−1)(|y|−1)+|x|F2(dx ∧ y) + (−1)
|x||y|+|x|−1+|y|F2(x ∧ dy) + (−1)
|x|(|y|−1)F1([x, y])
soit, en multipliant par (−1)|x|(|y|−1) :
F1([x, y])− [F1x,F1y] = (−1)
|x|+|y|−1
(
dF2(x ∧ y)−F2(dx ∧ y)− (−1)
|x|F2(x ∧ dy)
)
.
Dans le cas ou` g1 et g2 sont des alge`bres de Lie diffe´rentielles gradue´es, F1 n’est donc pas force´ment un
morphisme d’alge`bres de lie diffe´rentielles gradue´es, mais le de´faut est gouverne´ par le coefficient suivant,
c’est-a`-dire F2.
Proposition IV.4.1 (Equation de L∞-morphisme dans le cas des alge`bres de Lie diffe´rentielles gradue´es).
Supposons que (V, [ , ], d) et (V ′, [ , ]′, d′) soient deux alge`bres de Lie gradue´es. Notons (C(V ), Q) et
(C(V ′), Q′) les L∞ alge`bres correspondantes respectives. Soit F : C(V ) −→ C(V ′) un morphisme de coge`bre.
Alors F est un L∞ morphisme si et seulement si :
Q′1Fn (α1.....αn)+
1
2
∑
I⊔J={1,...,n}
I,J 6=∅
εα(I, J)Q
′
2
(
F|I| (αI) .F|J| (αJ )
)
=
=
n∑
k=1
εα(k, 1, ...kˆ, ..., n)Fn (Q1(αk).α1.....α̂k.....αn)+
+
1
2
∑
k 6=l
εα(k, l, 1, ..., k̂, l, ..., n)Fn−1 (Q2(αk.αl).α1.....α̂k.....α̂l.....αn)
ou` |I| et εα(I, J) ont la meˆme signification que dans le the´ore`me III.2.1, et ou` εα(...) de´signe le signe de
Quillen de la permutation indique´e entre parenthe`ses, c’est-a`-dire la signature de la trace sur les αj impairs
de cette permutation.
Comme pour les code´rivations Q et les morphismes de coge`bres F , il est facile de voir que les applications
Q′F et FQ sont uniquement de´termine´es par leur composition avec la projection sur V ′[1]. On de´duit alors
l’e´quation de L∞-morphisme sous la forme (Q
′F)n = (FQ)n pour tout n. Puisqu’on est parti de deux
alge`bres de Lie diffe´rentielles gradue´es, tous les Qp et Q
′
p sont nuls pour p ≥ 3.
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V. Quasi-isomorphismes
Par de´finition un quasi-isomorphisme entre deux L∞-alge`bres (g1, Q1) et (g2, Q2) est un L∞-morphisme
F dont le premier coefficient de Taylor F1 : g1[1] → g2[1] est un morphisme de complexes qui induit un
isomorphisme en cohomologie (quasi-isomorphisme de complexes). Nous allons exposer la de´monstration du
the´ore`me suivant ([K1] theorem 4.4) :
The´ore`me V.1.
Pour tout quasi-isomorphisme F d’une L∞-alge`bre (g1, Q1) vers une L∞-alge`bre (g2, Q2) il existe un L∞-
morphisme G de (g2, Q2) vers (g1, Q1) dont le premier coefficient de Taylor G1 : g2[1] → g1[1] soit un
quasi-inverse pour F1.
V.1. De´composition des L∞-alge`bres
Une L∞-alge`bre (g, Q) est minimale si Q1 = 0. Une L∞-alge`bre est line´aire contractile si Qj = 0 pour
j ≥ 2 et si la cohomologie du complexe donne´ par Q1 est triviale. On remarque que la premie`re notion est
invariante par L∞-isomorphismes, contrairement a` la seconde notion.
Proposition V.2.
Toute L∞-alge`bre (g, Q) est L∞-isomorphe a` la somme directe d’une L∞-alge`bre minimale et d’une L∞-
alge`bre line´aire contractile.
De´monstration. On de´compose le complexe (g, Q1) en somme directe (g
′,M1) ⊕ (g′′, L1) ou` M1 est une
diffe´rentielle nulle et ou` (g′′, L1) est un complexe a` cohomologie triviale (on ne´glige le de´calage qui n’est pas
essentiel ici). Pour ce faire on note comme d’habitude Zk et Bk le noyau et l’image de la diffe´rentielle en
degre´ k, on choisit un supple´mentaire g′k de Bk dans Zk, et un supple´mentaire Wk de Zk dans gk. Posant
alors g′′k = Bk ⊕Wk on a la de´composition cherche´e.
Cette de´composition du complexe est le point de de´part de la de´composition de la l∞-alge`bre (g, Q). La
coge`bre associe´e a` g = g′ ⊕ g′′ s’e´crit :
C(g) = C(g′)⊕ C(g′′)⊕ C(g′)⊗ C(g′′).
Il s’agit de construire un isomorphisme de coge`bres :
F : C(g)−˜−−→C(g)
tel que F ◦Q = Q ◦ F , avec :
Q|C(g′)
=M
Q|C(g′′)
= L
Q|C(g′)⊗C(g′′)
= M ⊗ I + I ⊗ L
ou` M1 = 0, Lj = 0 pour j ≥ 2 et L1 a` cohomologie triviale. On pose donc pour commencer F1 = Id : g→ g,
d’ou` force´ment Q1 = Q1 = L1 au vu de la de´composition du complexe rappele´e ci-dessus. Il est tre`s facile
de voir qu’un L∞-morphisme F ve´rifiant F1 = Id s’e´crit comme un produit infini :
F = · · · FkFk−1 · · · F2
ou` Fk est le L∞-morphisme ayant l’identite´ comme premier coefficient de Taylor, Fk comme kie`me coefficient
de Taylor, tous les autres coefficients e´tant nuls.
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Chercher le coefficient Fk en supposant que les Fj sont connus pour j < k, c’est donc chercher un
L∞-isomorphisme F “lacunaire” comme le Fk ci-dessus, entre (g′ ⊕ g′′, Q) et (g′ ⊕ g′′, Q), ou` le champ de
vecteurs impair Q ve´rifie :
Q1|C(g′)
= 0
Qj
(
C(g′)
)
⊂ g′ pour j ≤ k − 1
Qj
(
C(g′′)
)
= 0 pour 2 ≤ j ≤ k − 1
Qj
(
C(g′)⊗ C(g′′)
)
= 0 pour j ≤ k − 1
et ou` le champ de vecteurs Q ve´rifie les meˆmes conditions avec k a` la place de k−1. On supposera e´galement
que les coefficients de Taylor de Q et Q sont les meˆmes jusqu’a` l’ordre k − 1 et sont nuls a` partir de l’ordre
k + 1. Il s’agit donc simplement de trouver Fk et Qk.
La condition F ◦Q = Q ◦ F s’e´crit, en ne´gligeant les signes provenant de la supersyme´trie :
(∗) Fk(Q1(x1 · · ·xk)) +Qk(x1 · · ·xk) = Q1Fk(x1 · · ·xk) +Qk(x1 · · ·xk)
ou` l’on a de´signe´ par la meˆme lettre Q1 la de´rivation de l’alge`bre S(g[1]) valant Q1 sur g[1].
1). Si tous les xj , j = 1 · · · k sont dans le noyau Z de Q1, l’e´quation (∗) se re´duit a` :
(∗)1 Qk(x1 · · ·xk) = Q1Fk(x1 · · ·xk) +Qk(x1 · · ·xk).
On choisit donc Qk(x1 · · ·xk) comme e´tant la projection de Qk(x1 · · ·xk) sur le supple´mentaire W ⊕ g
′ de
B dans g. Ceci permet de de´finir Fk(x1 · · ·xk) a` un e´le´ment z de Z pre`s.
On utilise alors l’e´quation maˆıtresse [Q,Q] = 0, qui permet de montrer, par re´currence sur k, que
Qk(x1 · · ·xk) appartient a` Z. On en de´duit que Qk(x1 · · ·xk) appartient bien a` g
′.
De plus si x1 = Q1y1 ∈ B, l’e´quation [Q,Q] = 0 s’e´crit (toujours en ne´gligeant les proble`mes de signes) :
Qk(Q1y1.x2 · · ·xk) + termes interme´diaires +Q1Qk(y1.x2 · · ·xk) = 0.
Les termes interme´diaires sont une somme de termes du type :
Qj(· · ·Ql(· · ·) · · ·), j, l < k.
L’e´le´ment Q1y1 se trouve dans une parenthe`se inte´rieure ou dans la parenthe`se exte´rieure. Dans les deux
cas l’hypothe`se de de´part sur Q entraˆıne l’annulation de ce terme. On a donc :
Qk(Q1y1.x2 · · ·xk) = −Q1Qk(y1.x2 · · ·xk),
ce qui montre que Qk(Q1y1.x2 · · ·xk) = 0.
2). Soit s ∈ Sk(g[1]), avec k ≥ 2. On dit que x est de type j, 0 ≤ j ≤ k, si x s’e´crit x1 · · ·xk avec
x1, . . . , xj ∈W et xj+1, . . . , xk ∈ Z. Nous allons de´terminer Fk(x) par re´currence (finie) sur le type de x, le
type 0 ayant e´te´ traite´ au 1). On remarque que Qk(x) = 0 si le type de x est non nul.
L’e´quation [Q,Q] = 0 s’e´crit :
Qk(Q1(x1 · · ·xk)) +Q1Qk(x1 · · ·xk) = 0,
les termes interme´diaires s’annulant pour la meˆme raison que dans le 1). On a donc :
(M) Q1Qk(x) +QkQ1(x) = 0
pour tout x ∈ Sk(g[1]).
Soit r ≥ 1. Supposons que Fk(x) soit de´termine´ pour tout x de type j ≤ r− 2, et de´termine´ a` un z ∈ Z
pre`s pour tout x de type r − 1. Soit alors x de type r. On veut de´terminer Fk(x) a` un e´le´ment z′ ∈ Z pre`s
et pre´ciser Fk(y) pour tous les y de type r − 1.
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L’e´quation (∗) applique´e a` Q1(x) s’e´crit :
FkQ
2
1(x) +QkQ1(x) = Q1FkQ1(x)
le terme QkQ1(x) e´tant nul. En reportant (M) dans cette e´quation on a donc :
Q1FkQ1(x) +Q1Qk(x) = 0,
d’ou` :
FkQ1(x) +Qk(x) ∈ Z.
Comme FkQ1(x) est de´termine´ a` un e´le´ment arbitraire de Z pre`s, on peut s’arranger pour que :
FkQ1(x) +Qk(x) = b(x)
ou` b(x) appartient a` B. L’e´quation (∗) applique´e a` x s’e´crivant :
FkQ1(x) +Qk(x) = Q1Fk(x)
le choix d’un b(x) nous permet de choisir Fk(x) a` un e´le´ment z
′ ∈ Z pre`s. Le b(x) doit obe´ir a` la contrainte
suivante : si Q1(x) = 0, alors b(x) = Qk(x). Supposons que x = Q1y ou` y est de type r + 1. Alors, compte
tenu de (M) la contrainte sur b s’e´crit :
b(x) = −Q1Qk(y).
Ayant choisi un b(x) pour tout x de type r satisfaisant a` la contrainte ci-dessus, on peut alors choisir Fk(x)
a` un e´le´ment z′ ∈ Z pre`s. Il reste donc simplement a` de´montrer le lemme ci-dessous :
Lemme V.3.
Soit x de type r ≥ 1. Alors si Q1x = 0 il existe un y de type r + 1 tel que x = Q1y.
De´monstration. On conside`re l’application δ : g → g de degre´ −1 de´finie par δ(x) = 0 pour x ∈ g′ ⊕W , et
δ(Q1x) = x pour tout x dans g. On a alors :
Q1δ + δQ1 = Id−p,
ou` p est la projection sur g′ paralle`lement a` g′′ (autrement dit δ est une homotopie entre les deux endomor-
phismes de complexes Id et p).
Le lemme V.3 est un corollaire du re´sultat suivant, duˆ a` Quillen [Q appendix B] :
Proposition V.4.
1). La de´rivation Q1 de l’alge`bre syme´trique S(g) ve´rifie :
Q21 = 0.
2). La cohomologie du complexe (S(g), Q1) est isomorphe a` S(g
′), et un supple´mentaire de l’image de Q1
dans le noyau de Q1 est donne´ par S(g
′)⊗ 1 moyennant l’identification : S(g) = S(g′)⊗ S(g′′).
De´monstration.
1). Comme Q1 est impaire, Q
2
1 =
1
2 [Q1, Q1] est encore une de´rivation de S(g). Comme Q
2
1|g
= 0 cette
de´rivation est nulle.
2). On a : Q1(v
′v′′) = v′Q1(v
′′) pour v′ ∈ S(g′) et v′′ ∈ S(g′′). On est ramene´ au cas ou` la cohomologie de
g est triviale. On prolonge alors l’homotopie δ ci-dessus en une de´rivation de S(g). On pose alors :
E = [Q1, δ] = Q1δ + δQ1.
E est une de´rivation telle que E|g
= Id. On en de´duit :
E(x) = kx
pour tout x ∈ Sk(g). Si maintenant x appartient a` Sk(g) et Q1x = 0, alors Ex = Q1δx = kx. Si k ≥ 1 on a
donc :
x = Q1(
1
k
δx).
La cohomologie de S(g) est donc re´duite au corps de base, qui est S({0}).
•
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Fin de la de´monstration du lemme V.3 : le complexe V = S(g) admet a` son tour une de´composition :
V = V ′ ⊕ V ′′
avec V ′ = S(g′) ⊗ 1. L’image de Q1 dans S(g) est l’ide´al engendre´ par B = Q1(g). On peut donc choisir
pour V ′′ l’ide´al engendre´ par g′′. Le lemme provient alors du fait que tout e´le´ment de type r ≥ 1 appartient
a` cet ide´al, sur lequel la cohomologie est triviale.
•
V.2. De´monstration du the´ore`me V.1
On se donne deux L∞-alge`bres (g1, Q1) et (g2, Q2) et un quasi-isomorphisme F de (g1, Q1) vers (g2, Q2).
Appliquant la proposition V.2 a` ces deux L∞-alge`bres on a le diagramme suivant, dans lequel toutes les
fle`ches sont des quasi-isomorphismes :
C(g′1) −֒−→
i
C(g′1 ⊕ g
′′
1)−˜−→C(g1)−−→
F
C(g2)−˜−→C(g
′
2 ⊕ g
′′
2)−−→
p
C(g′2).
On a ainsi construit un quasi-isomorphisme F ′ entre deux L∞-alge`bres minimales. Son premier coefficient
F ′1 : g
′
1 → g
′
2 e´tant inversible, F
′ lui-meˆme est inversible. L’ajout du quasi-isomorphisme F ′−1 dans le
diagramme ci-dessus permet alors la construction d’un quasi-isomorphisme :
G : C(g2) −→ C(g1)
qui est un quasi-inverse pour F .
•
VI. La formalite´ de Kontsevich
Un L∞ morphisme entre Tpoly
(
R
d
)
et Dpoly
(
R
d
)
qui soit aussi un quasi-isomorphisme c’est a` dire un
isomorphisme en cohomologie est une formalite´.
M. Kontsevich a propose´ dans [K1] une formalite´ U explicite. Pre´cise´ment, les applications Un sont donne´s
par :
Un =
∑
m≥0
∑
~Γ∈Gn,m
w~ΓB~Γ
ou` Gn,m est l’ensemble des graphes oriente´s admissibles a` n sommets ae´riens p1,...,pn etm sommets terrestres
q1,...,qm : de chaque sommet ae´rien est issu k1,..., kn fle`ches aboutissant soit a` un autre sommet ae´rien soit
a` un sommet terrestre. On ordonne les sommets ae´riens et terrestres du graphe et on oriente le graphe en
ordonnant les fle`ches de fac¸on compatible avec cet ordre, les fle`ches issues du sommet pj ont les nume´ros
k1 + ...+ kj−1 + 1,..., k1 + ...+ kj . On les note :
Star(pj) = {−−→pja1, ...,−−−→pjakj}
−→v k1+...+kj−1+i =
−−→pjai.
Si ~Γ est un graphe oriente´, son poids w~Γ est par de´finition l’inte´grale sur l’espace de configuration
C+{p1,...,pn},{q1,...,qm} de la forme :
ω~Γ =
1
(2π)
∑
kik1!...kn!
dΦ−→v 1 ∧ ... ∧ dΦ−→v k1+...+kn
ou` Φ−→pja = Arg
(
a− pj
a− pj
)
.
Enfin B~Γ est un ope´rateur m-diffe´rentiel, nul sur α1.....αn sauf si α1 est un k1-tenseur, α2 un k2-tenseur,...,
αn un kn-tenseur, auquel cas, on a :
B~Γ(α1.....αn)(f1, f2, ..., fm) =
∑
Dp1α
i1i2...ik1
1 ...Dpnα
ik1+...kn−1+1...ik1+...+kn
n Dq1f1...Dqmfm
si Da est l’ope´rateur :
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Da =
∏
l,
−→vl=−→.a
∂il
et si la somme est e´tendue a` tous les indices ij re´pe´te´s. On notera aussi
Un =
∑
U(k1,k2,...,kn) =
∑
Uk{1,...,n} .
Maintenant, si on change l’ordre des fle`ches issues d’un sommet pj , le produit w~ΓB~Γ ne change pas. On
prend la convention suivante : si ~Γ est un graphe oriente´ de fac¸on non compatible, on pose :
B~Γ = ε(σ)B~Γσ
ou` σ est n’importe quelle permutation des fle`ches de ~Γ qui le transforme en un graphe ~Γσ oriente´ de fac¸on
compatible. Avec cette convention, on aura :
Un =
∑
m≥0
∑
~Γ∈G′n,m
w′~ΓB~Γ′
ou` G′n,m est l’ensemble de tous les graphes oriente´s de fac¸on compatible ou non et w
′
~Γ
est l’inte´grale de la
forme :
ω′~Γ =
1
(2π)
∑
ki(
∑
ki)!
dΦ−→v 1 ∧ ... ∧ dΦ−→v k1+...+kn
ou` Φ−→pja = Arg
(
a− pj
a− pj
)
.
Nous allons ve´rifier dans la suite que nos choix de signes sont cohe´rents.
The´ore`me VI.1 (M.Kontsevich).
L’application formelle U est une formalite´. En particulier c’est un L∞-morphisme.
De´monstration. Puisque Q1 = 0, l’e´quation de formalite´ s’e´crit :
0 =Q′1
(
Uk{1,...,n}(α1.....αn)
)
+
+
1
2
∑
I⊔J={1,...,n}
I,J 6=∅
εα(I, J)Q
′
2 (UkI (αI) ◦ UkJ (αJ ))−
−
1
2
∑
i6=j
εα(i, j, 1, ..., î, j, ..., n)U((ki+kj−1),k1,...,k̂i,...,k̂j,...,kn)
(Q2(αi.αj).α1.....α̂i.....α̂j.....αn) .
Remarquons maintenant que pour que w~Γ ne soit pas nul, il faut que le degre´ de la forme ω~Γ soit e´gal a` la
dimension de l’espace de configuration C+{p1,...,pn};{q1,...,qm} sur lequel on inte`gre, c’est a` dire :∑
ki = 2n+m− 2.
Dans ce cas,
(−1)m = (−1)
∣∣Uk{1,...,n}(···)∣∣+1 = (−1)∑ ki = (−1)|k{}1,...n|.
Donc notre e´quation devient :
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(1)0 = Uk{1,...,n}(α{1,...,n}) ◦ µ− (−1)
∑
ki−1µ ◦ Uk{1,...,n}(α{1,...,n})+
(2) +
1
2
∑
I⊔J={1,...,n}
I,J 6=∅
εα(I, J)(−1)
(|kI |−1)|kJ |UkI (αI) ◦ UkJ (αJ)+
(3) +
1
2
∑
I⊔J={1,...,n}
I,J 6=∅
εα(I, J)(−1)
|kI |UkJ (αJ ) ◦ UkI (αI)−
(4)−
1
2
∑
i6=j
εα(i, j, 1, ..., î, j, ..., n)U((ki+kj−1),k1,...,k̂i,...,k̂j,...,kn)
((αi • αj).α1.....α̂i.....α̂j.....αn)−
(5)−
1
2
∑
i6=j
εα(i, j, 1, ..., î, j, ..., n)U((ki+kj−1),...,k̂i,...,k̂j,...,kn)
(
(−1)kikj (αj • αi).....α̂i.....α̂j.....αn
)
.
Montrons que (2) = (3). En fait :
εα(I, J) = εα(J, I)(−1)
|kI ||kJ |
car le nombre de i de I tel que ki − 2 soit impair est congru modulo a` 2 a` |kI | =
∑
ki. Donc :
(3) =
1
2
∑
I⊔J={1,...,n}
I,J 6=∅
εα(J, I)(−1)
|kI ||kJ |+|kI |UkJ (αJ ) ◦ UkI (αI)
en changeant les roˆles de I et J :
(3) =
1
2
∑
I⊔J={1,...,n}
I,J 6=∅
εα(I, J)(−1)
|kJ |(|kI |−1)UkI (αI) ◦ UkJ (αJ ) = (2).
De meˆme (5) = (4) :
(4) = −
1
2
∑
i6=j
εα(i, j, 1, ..., î, j, ..., n)U((ki+kj−1),k1,...,k̂i,...,k̂j,...,kn)
((αi • αj).α1.....α̂i.....α̂j.....αn)
= −
1
2
∑
i6=j
εα(j, i, 1, ..., î, j, ..., n)(−1)
kikjU
((ki+kj−1),k1,...,k̂i,...,k̂j,...,kn)
((αi • αj).α1.....α̂i.....α̂j.....αn)
= −
1
2
∑
i6=j
εα(i, j, 1, ..., î, j, ..., n)U((ki+kj−1),k1,...,k̂j,...,k̂i,...,kn)
(
(−1)kikj (αj • αi).α1.....α̂j.....α̂i.....αn
)
= (5).
Posons enfin µ = U∅. Alors (1) s’e´crit :
(1) = (−1)(|k{1,...,n}|−1).0 Uk{1,...,n}
(
α{1,...,n}
)
◦ U∅ + (−1)
(0−1)|k{1,...,n}|U∅ ◦ Uk{1,...,n}
(
αk{1,...,n}
)
.
Comme εα({1, ..., n}, ∅) = εα(∅, {1, ..., n}) = 1, l’e´quation de formalite´ devient :∑
I⊔J={1,...,n}
εα(I, J)(−1)
(|kI |−1)|kJ |UkI (αI) ◦ UkJ (αJ )−
∑
i6=j
εα(i, j, 1, ..., î, j, ..., n)
U
((ki+kj−1),k1,...,k̂i,...,k̂j,...,kn)
((αi • αj).α1.....α̂i.....α̂j.....αn) = 0.
Si on remplace les UI(αI) par les
∑
~Γ w
′
~Γ
B′~Γ(αI) et qu’on de´veloppe tout, on obtient une somme d’ope´rateurs
multi-diffe´rentiels de la forme : ∑
~Γ′
c~Γ′B
′
~Γ′
(α1.....αn)
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ou` ~Γ′ est un graphe a` n sommets ae´riens, m sommets terrestres ayant 2n+m− 3 fle`ches. Si on se donne ~Γ′
oriente´ et une face F de codimension 1 de ∂C+{p1,...,pn};{q1,...,qm}, on associe a` ce couple (Γ
′, F ) au plus un
terme de l’e´quation de formalite´. Plus pre´cise´ment :
Cas 1 : si
F = ∂{pi1 ,...,pin1 };{ql+1,...,ql+m1}
C+{p1,...,pn};{q1,...,qm}
= C+{pi1 ,...,pin1 };{ql+1,...,ql+m1}
× C+{p1,...,pn}\{pi1 ,...,pin1 };{q1,...,ql,q,ql+m1+1,...,qm}
,
que l’on notera :
∂S,S′C
+
A,B = C
+
S,S′ × C
+
A\S, B\S′⊔{q},
on associe au couple (~Γ′, F ) l’unique terme :
B′~Γ′,F (α1, .., αn)(f1, ..., fm) = B
′
~Γ2
(
αj1.....αjn2
) (
f1, ..., fl,B
′
~Γ1
(
αi1 .....αin1
)
(fl+1, ..., fl+m1) , fl+m1+1, ...fm
)
ou` ~Γ1 est la restriction a` {pi1 , ..., pin1 }∪{ql+1, ..., ql+m1} (avec son ordre),
~Γ2 est le graphe obtenu en collapsant
les points pi1 ,..., pin1 et ql+1,..., ql+m1 en q, on a pose´ {1, ..., n} \ {i1, ..., in1} = {j1 < j2 < ... < jn2}. On
note c~Γ′,F le coefficient de cet ope´rateur.
Remarquons que l’application (~Γ′, F ) 7→ (~Γ1, ~Γ2) est dans ce cas surjective mais pas injective. Si on se donne
le couple (~Γ1, ~Γ2), la face F est bien de´termine´e mais ~Γ′ n’est pas unique : il y a d’abord la re´partition des
fle`ches allant d’un sommet de ~Γ2 vers un sommet de ~Γ1 (application de la re`gle de Leibniz) chaque re´partition
correspond a` un graphe Γ2 diffe´rent. Si cette re´partition est donne´e, il faut encore fixer l’ordre des fle`ches
de Γ′. Le nombre de choix est bien suˆr le quotient du nombre d’orientations possibles pour Γ′ par celui des
orientations possibles de Γ1 et Γ2 :
Nombre d’orientations de Γ′ =
(
ki1 + ...+ kin1
)
!
(
kj1 + ...+ kjn2
)
!
(
∑
ki)!
=
|kI |!|kJ |!∣∣k{1,...,n}∣∣! .
Cas 2 : si
F = ∂{pi,pj}C
+
{p1,...,pn};{q1,...,qm}
= C{pi,pj} × C
+
{p,p1,...,p̂i,...,p̂j,...,pn};{q1,...,qm}
,
que l’on notera :
∂SC
+
A,B = CS × C
+
A\S⊔{p}, B,
A (~Γ′, F ), si la fle`che −−→pipj est une des fle`ches de Γ′, on associe l’unique terme :
B′~Γ′,F (α1, .., αn)(f1, ..., fm) = B~Γ2 ((αi • αj).α1.....α̂i.....α̂j.....αn)
ou` ~Γ2 est le graphe obtenu en collapsant les sommets pi et pj du graphe Γ
′ sur le point p et en e´liminant
la fle`che −−→pipj . Si cette fle`che n’existe pas dans Γ′, on associe l’ope´rateur nul a` (~Γ′, F ). On note c~Γ′,F le
coefficient de cet ope´rateur.
Dans ce cas, on conside´rera l’application (~Γ′, F ) 7→ (~Γ1, ~Γ2) ou´ ~Γ1 est le graphe trace´ dans C{pi,pj} a` une
seule fle`che : la fle`che −−→pipj. A part le cas 0, l’image re´ciproque d’un couple (~Γ1, ~Γ2) contient exactement :
Nombre d’orientations de Γ′ =
(
(ki + kj − 1) + k1 + ...+ k̂i + ...+ k̂j + ...+ kn
)
!
(
∑
ki)!
=
(
|k{1,...,n}| − 1
)
!∣∣k{1,...,n}∣∣! .
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Cas 3 : si
F = ∂SC
+
A,B = CS × C
+
A\S⊔{p}, B
avec |S| ≥ 3, dans ce cas aucun terme de l’e´quation de formalite´ n’est associe´ a` (~Γ′, F ). On pose donc
c~Γ′,F = 0.
Pour chaque ~Γ′, on de´finit sur C+{p1,...,pn};{q1,...,qm} la forme :
ω′~Γ′ =
1
(2π)|k{1,...,n}|
∣∣k{1,...,n}∣∣!dΦ−→v 1 ∧ ... ∧ dΦ−→v k1+...+kn .
Montrons qu’avec toutes ces notations, l’e´quation de formalite´ s’e´crit :
0 =
∑
~Γ′∈G′n,m
 ∑
F∈∂C+
A,B
∫
~F
ω′~Γ′
B′~Γ′ (α1.....αn)
=
∑
~Γ′∈G′n,m
[∫
C+
A,B
dω′~Γ
]
B′~Γ′ (α1.....αn) .
Le re´sultat est donc une simple conse´quence du the´ore`me de Stokes sur la varie´te´ a` coins C+A,B et pour les
formes ferme´es ω′~Γ′ .
Comparons donc terme par terme chaque coefficient c~Γ′,F et l’inte´grale sur la face oriente´e
~F de la forme
ω′~Γ′ .
Cas 1 : Avec nos notations, le coefficient c~Γ′,F est :
c~Γ′,F = εα(J, I)(−1)
(|kJ |−1)|kI |
|kI |!|kJ |!∣∣k{1,...,n}∣∣! (−1)l(m1−1)∫
C+
S,S′
ω′~Γ1
∫
C+
A\S, B\S′⊔{q}
ω′~Γ2
.
(Le signe (−1)l(m1−1) provient du de´veloppement de l’ope´ration ◦). On rappelle que S′ est le segment
ql+1, . . . , ql+m1 et que q remplace S
′ dans B \ S′ ⊔ {q}. D’autre part, on a pour la forme
ω′~Γ′ = εα(I, J)
|kI |!|kJ |!∣∣k{1,...,n}∣∣!ω′~Γ1 ∧ ω′~Γ2
et la face ~F (en tenant compte de son orientation) :∫
~F
ω′~Γ′ = εα(I, J)(−1)
lm1+l+m1
|kI |!|kJ |!∣∣k{1,...,n}∣∣!
∫
C+
{pi1
,...,pin1
};{ql+1,...,ql+m1
}
ω′~Γ1∫
C+
A\S, B\S′⊔{q}
ω′~Γ2
.
Rappelons que |kI | = 2n1+m1− 2, |kJ | = 2(n−n1)+ (m−m1+1)− 2, le signe devant l’inte´grale est donc :
εα(I, J)(−1)
lm1+l+m1 = εα(J, I)(−1)
|kI ||kJ |(−1)lm1+m1+l
= εα(J, I)(−1)
|kI ||kJ |(−1)lm1+l(−1)|kI |.
Donc :
c~Γ′,F =
∫
~F
ω′~Γ′ .
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Cas 2 : Avec nos notations, le coefficient c~Γ′,F est nul si
~Γ′ ne contient pas la fle`che −−→pipj et sinon :
c~Γ′,F = −εα(i, j, 1, ..., î, j, ..., n)
(|k{1,...,n}| − 1)!∣∣k{1,...,n}∣∣!∫
CS
ω′~Γ1
∫
C+A\S⊔{p}, B
ω′~Γ2
.
D’autre part, on a pour la forme
ω′~Γ′ = εα(i, j, 1, ..., î, j, ..., n)
(|k{1,...,n}| − 1)!∣∣k{1,...,n}∣∣! ω′~Γ1 ∧ ω′~Γ2
et la face ~F (en tenant compte de son orientation) :∫
~F
ω′~Γ′ = −εα(i, j, 1, ..., î, j, ..., n)
(|k{1,...,n}| − 1)!∣∣k{1,...,n}∣∣!
∫
CS
ω′~Γ1
∫
C+
A\S⊔{p}, B
ω′~Γ2
,
avec S = {pi, pj}. On a donc pour tout ~Γ′ et F :
c~Γ′,F =
∫
~F
ω′~Γ′ .
Cas 3 : Il n’y a pas de termes dans notre e´quation de formalite´ dans ce cas, ou c~Γ′,F = 0. Mais dans ce cas,
on a le lemme suivant de Kontsevich [K1 § 6.6.1], [Kh] :∫
CS
ω′~Γ1
= 0
si |S| ≥ 3. On a donc de nouveau :
c~Γ′,F =
∫
~F
ω′~Γ′ .
Et ceci finit la preuve de la validite´ de l’e´quation de formalite´.
•
* *
*
Appendice. Formalite´ et quantification par de´formation
Nous expliquons dans ce paragraphe pourquoi la formalite´ de Kontsevich permet d’obtenir un e´toile-
produit a` partir d’un 2-tenseur de Poisson. On conside`re une (limite projective d’) alge`bre(s) nilpotente(s)
de dimension finie m. Par exemple :
m = h¯R[[h¯]] = lim
←
h¯R[[h¯]]/h¯kR[[h¯]].
A.1.1 Construction d’e´toile-produits
On se donne une L∞-alge`bre (g, Q) sur un corps k de caracte´ristique ze´ro, que l’on voit comme une
Q-varie´te´ formelle gradue´e pointe´e. Un m-point de la varie´te´ formelle g est par de´finition un morphisme de
coge`bres :
p : m∗ −→ C(g).
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Le produit tensoriel (comple´te´ dans le cas d’une limite projective) C(g)⊗̂m, muni de la comultiplication de
C(g) e´tendue par m-line´arite´, admet une structure de coge`bre (sans co-unite´) sur m. On peut alors voir un
m-point comme un e´le´ment non nul de type groupe de cette coge`bre, c’est-a`-dire un e´le´ment p ∈ C(g)⊗̂m
ve´rifiant : ∆p = p⊗ p.
Proposition A.1.
Les m-points de la varie´te´ formelle g sont donne´s par :
pv = e
v − 1 = v +
v2
2
+ · · ·
ou` v est un e´le´ment pair de g[1]⊗̂m
De´monstration. La se´rie a bien un sens dans C(g)⊗̂m. Si p est un m-point, p est force´ment pair, et on voit
que la se´rie :
v = Log(1 + p) = p−
p2
2
+ · · ·
a un sens dans C(g)⊗̂m et de´finit un e´le´ment primitif (et pair), c’est-a`-dire que l’on a : ∆v = 0. Pour
de´montrer ce point on rajoute formellement la co-unite´ en conside´rant la coge`bre :
Cm = (k.1⊕m)⊕ C(g)⊗̂m.
Un e´le´ment de type groupe de cette coge`bre s’e´crit toujours :
g = 1 + p
ou` p est de type groupe dans la coge`bre sans co-unite´ C(g)⊗̂m. Il s’agit alors de montrer que le logarithme
v d’un tel e´le´ment est primitif, c’est-a`-dire que l’on a dans Cm :
∆v = v ⊗ 1 + 1⊗ v
Pour cela on remarque que la coge`bre Cm est en fait une bige`bre. Le calcul formel suivant a alors un sens :
∆Log g = Log(∆g)
= Log(g ⊗ g)
= Log
(
(g ⊗ 1)(1⊗ g)
)
= Log(g ⊗ 1) + Log(1⊗ g)
= Log g ⊗ 1 + 1⊗ Log g
Donc, force´ment v appartient a` g⊗̂m, et il est clair que p = pv.
•
Le champ de vecteurs Q s’e´tend de manie`re naturelle a` C(g)⊗̂m. Supposons que Q s’annule au point pv :
Q(ev − 1) = 0
On traduit ceci par le fait que v ve´rifie l’e´quation de Maurer-Cartan ge´ne´ralise´e :
(MCG) Q1(v) +
1
2
Q2(v.v) + · · · = 0.
Si g est une alge`bre de Lie diffe´rentielle gradue´e, c¸a se re´duit a` l’e´quation de Maurer-Cartan :
dv −
1
2
[v, v] = 0.
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(En effet v est pair dans g[1] ⊗ m, donc impair dans g ⊗ m). Si maintenant F est un L∞-morphisme entre
(g1, Q) et (g2, Q
′), et si v ∈ g⊗m est tel que Q(pv) = 0, il est clair que :
Q′
(
F(pv)
)
= F
(
Q(pv)
)
= 0.
Or F(pv) = ew − 1 avec w ∈ g2⊗̂m d’apre`s la proposition A.1, puisque F(pv) est de type groupe. Il est clair
que w est la projection canonique de F(pv) sur g2⊗̂m, soit :
w =
∑
n≥1
1
n!
Fn(v
n).
En re´sume´, si v ∈ g1⊗̂m ve´rifie (MCG), alors l’e´le´ment w ∈ g2⊗̂m donne´ par l’e´galite´ ci-dessus ve´rifie (MCG).
Dans le cas ou` les deux L∞-alge`bres sont les alge`bres de Lie diffe´rentielles gradue´es des multichamps de
vecteurs et des ope´rateurs polydiffe´rentiels, tout 2-tenseur de Poisson formel :
v = h¯γ1 + h¯
2γ2 + · · ·
donne naissance graˆce a` ce processus a` un ope´rateur bidiffe´rentiel formel w tel que µ+w soit un e´toile-produit,
µ de´signant la multiplication usuelle de deux fonctions.
A.2. Equivalence des foncteurs de de´formation
On suppose toujours le corps de base k de caracte´ristique ze´ro. Soit g une alge`bre de Lie diffe´rentielle
gradue´e. Rappelons [K1 § 3.2] que le foncteur de de´formation Defg associe a` toute alge`bre commutative
nilpotente de dimension finie m l’ensemble des classes de solutions de degre´ 1 de l’e´quation de Maurer-
Cartan dans g⊗ m modulo l’action du groupe de jauge, c’est-a`-dire le groupe nilpotent Gm = exp(g0 ⊗ m),
dont l’action (par des transformations affines de l’espace g1 ⊗m) est donne´e infinite´simalement par :
α.γ = dα+ [α, γ]
pour tout α ∈ g0 ⊗ m et pour tout γ ∈ g1 ⊗ m. Ce foncteur s’e´tend naturellement aux limites projectives
d’alge`bres commutatives nilpotentes de dimension finie : Defg(m) est dans ce cas de´fini comme l’ensemble
des classes de solutions de degre´ 1 de l’e´quation de Maurer-Cartan dans le produit tensoriel comple´te´ g⊗̂m
modulo l’action du groupe pro-nilpotent Gm = exp(g
0⊗̂m).
L’e´quivalence de jauge peut aussi se de´finir pour une L∞-alge`bre quelconque (g, Q) : deux solutions
de l’e´quation de Maurer-Cartan ge´ne´ralise´e γ0 et γ1 dans g
1 ⊗ m sont e´quivalentes s’il existe une famille
polynomiale ξ(t)t∈k de champs de vecteurs de degre´ −1 et une famille polynomiale γ(t)t∈k de solutions de
l’e´quation de Maurer-Cartan ge´ne´ralise´e dans g1 ⊗m telles que :
dγ(t)
dt
= [Q, ξ(t)]
(
γ(t)
)
γ(0) = γ0, γ(1) = γ1.
(∗∗)
On ve´rifie facilement que cette relation est une relation d’e´quivalence, ce qui permet de de´finir le foncteur de
de´formation Defg comme la correspondance qui a` toute alge`bre commutative nilpotente de dimension finie
m associe l’ensmble Defg(m) des classes de solutions de degre´ 1 de l’e´quation de Maurer-Cartan ge´ne´ralise´e
dans g⊗m modulo l’e´quivalence de jauge.
Proposition A.2.1 (cf. [K1 § 4.5.2]).
1). Dans le cas d’une alge`bre de Lie diffe´rentielle gradue´e les deux notions d’e´quivalence de jauge (et donc
de foncteur de de´formation) co¨ıncident.
2). Soient g1 et g2 deux alge`bres de Lie diffe´rentielles gradue´es. Alors le foncteur Defg1⊕g2 est naturellement
e´quivalent au produit des foncteurs Defg1 ×Defg2 .
3). Le foncteur de de´formation est trivial pour une L∞-alge`bre line´aire contractile.
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De´monstration. Les points 2) et 3) sont faciles a` e´tablir. Pour e´tablir le premier point on remarque que
l’action de α ∈ g0 ⊗m sur g1 ⊗m est donne´e par le champ de vecteurs :
Dα = [Q,Rα],
ou` Rα est le champ de vecteurs constant e´gal a` α. Ce champ de vecteurs est bien de degre´ −1. L’e´quivalence
de jauge au sens des alge`bres de Lie diffe´rentielles gradue´es γ1 = (expα).γ0 entraˆıne donc l’e´quivalence de
jauge au sens des L∞-alge`bres, avec ξ(t) = Rα pour tout t et γ(t) = (exp tα).γ0.
Supposons maintenant que γ0 et γ1 sont e´quivalents au sens des L∞-alge`bres. Soient ξ(t) et γ(t) les
familles polynomiales de champs de vecteurs de degre´ −1 et de solutions de l’e´quation de Maurer-Cartan
ge´ne´ralise´e respectivement, telles que l’e´quation (**) soit ve´rifie´e. Le champ de vecteurs de degre´ ze´ro
[Q, ξ(t)] s’e´crit explicitement en tout m-point γ ∈ g1 ⊗m :
[Q, ξ(t)](γ) = dξ(t) + [ξ(t), γ].
On effectue ce calcul en appliquant la code´rivation [Q, ξ(t)] a` l’e´le´ment de type groupe eγ − 1. Compte tenu
de l’e´quation (**) on voit que le vecteur tangent dγ(t)
dt
au point γ(t) est donne´ par un champ de vecteurs
provenant de l’action d’un e´le´ment de l’alge`bre de Lie g0 ⊗m.
Montrons par re´currence sur le degre´ d de γt (en tant que polynoˆme) qu’il existe un entier r (de´pendant
de d) tel que pour tout t ∈ k il existe gt = exp(tD1 + · · · + t
rDr) ∈ Gm tel que γt = gt.γ0 : si d = 0 on a
γt = γ0 et la constante gt = Id convient. Supposons donc que la proprie´te´ soit vraie au rang d−1. Supposons
que γt soit un polynoˆme de degre´ d, que l’on peut e´crire :
γt = γ˜t + t
dγd.
Graˆce a` l’hypothe`se de re´currence on peut e´crire :
γt = e
tdγd γ˜t
= et
dγdetD1+···+t
rDrγ0.
Le terme γd appartient a` l’alge`bre de Lie g
0⊗m. La se´rie de Campbell-Hausdorff ne comprend qu’un nombre
fini de termes dans le cas d’un groupe nilpotent, ce qui permet de conclure. Le passage aux limites projectives
d’alge`bres commutatives nilpotentes de dimension finie se fait sans difficulte´.
•
Compte tenu de la proposition V.2, la proposition A.2.1 entraˆıne le re´sultat suivant :
The´ore`me A.2.2.
Soient g1 et g2 deux L∞-alge`bres quasi-isomorphes. Alors les foncteurs de de´formation de g1 et de g2 sont
isomorphes.
En particulier les classes d’e´quivalence de jauge de 2-tenseurs de Poisson formels sur une varie´te´ sont en
bijection avec les classes d’e´quivalence de jauge d’e´toile-produits.
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