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本論文では，非可逆圧縮の一般的な概念である正規非可逆圧縮器 (Normal Lossy Com-
pressor)と正規非可逆圧縮器を用いた類似性判定手法である正規非可逆圧縮距離 (Nor-
malized Lossy Compression Distance)を定義する．その後，実験の中でフラクタル画像

































Σを有限なアルファベットとして，その文字列集合を Σ∗と記述する．文字列 x ∈ Σ∗
のコルモゴロフ記述量は，万能計算機で xを出力することができる最も短いプログラ
ムの長さである．
定義 1 ([20]) x ∈ Σ∗に対して，1入力万能計算機Sを用いたコルモゴロフ記述量KS(x)
を，






定理 1 ([20]) x ∈ Σ∗に対して，万能計算機 Sを用いたコルモゴロフ記述量 KS(x)と，
万能計算機 S′を用いたコルモゴロフ記述量 KS′(x)は以下の関係を満たす，
KS(x) ≤ KS′(x) + cS,S′． (2.2)





定義 2 ([20]) x ∈ Σ∗に対して，補助入力を y ∈ Σ∗とする．2入力万能計算機Sを用い
た KS(x|y)を，
KS(x|y) := min{|p| : S(p, y) = x}， (2.3)
と定義する．
定理 1で述べたように万能計算器に関する違いは定数に抑えられるため，この後の
記述は Sを省略した K(x|y)の形で記述する．条件付きコルモゴロフ記述量 K(x|y)で
は，xが yに依存しているほど値が小さくなる．また，先に説明したコルモゴロフ記
述量 K(x)は，空文字 εを補助入力とした条件付きコルモゴロフ記述量 K(x|ε)と考え
ることができる．




に基づいて，Bennettら [9]は，以下の情報距離 (Information Distance)を提案した．
定義 3 ([9]) R+を非負実数の集合とする．x, y ∈ Σ∗に対して情報距離 ID : Σ∗×Σ∗ → R+
を，









定義 4 (接頭辞集合) 任意の文字列 a,b ∈ Pについて互いに接頭辞にならないような P
を接頭辞集合と言う．また，その要素 a,b ∈ Pを接頭辞符号と言う．
定義 5 ([13]) ΩをΩ ⊆ Σ∗である入力文字列の集合とする．圧縮器CをΩ→ {0,1}∗の
可逆圧縮とする．可逆圧縮であるとは，元々の文字列を完全に復元する展開器がある
ことを意味している．圧縮前と圧縮後のデータが一対一対応するため，圧縮後のデー
タ集合は接頭辞集合となる．また，データ xの圧縮後のサイズは関数 LC : Ω→ Nを
用いて LC(x) = |C(x)|と定義する．
次に正規圧縮器の定義を示す．正規圧縮器は，既存の一般的な圧縮器の性質を定義
している．
定義 6 ([13]) w ∈ Ωを入力される文字列の中で，最長の文字列とする．またwの長さ
を |w|と記述する．圧縮器C : Ω→ {0,1}∗はO(log |w|)の付加情報を加えて以下の条件
を満たす時，正規圧縮器と呼び，NC : Ω → {0,1}∗と表記する．正規圧縮器で圧縮さ
れた後のサイズは関数 LNC : Ω → N を用いて LNC(x) = |NC(x)|と記述する．正規圧縮
器は εを空文字として，x, y, z ∈ Ωについて，
1. 冪等性: LNC(xx) = LNC(x)，LNC(ε) = 0，
2. 単調性: LNC(xy) ≥ LNC(x)，
3. 対称性: LNC(xy) = LNC(yx)，






した正規圧縮器を用いて，情報距離に代わる圧縮距離 (Normalized Lossy Compression
Distance)を定義した．
定義 7 ([13]) 入力 x, y ∈ Ωに対して，圧縮距離CD : Ω ×Ω→ {0,1}∗を，













定義 8 (距離の公理) R+を非負実数の集合とする．このとき x, y, z ∈ Ωに対して，関
数 D : Ω ×Ω→ R+が距離であるとは，以下の条件を満たすときである，
1. x = yのとき D(x, y) = 0,
2. D(x, y) = D(y, x)，
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3. D(x, y) ≤ D(x, z) + D(z, y)(三角不等式).
以下に圧縮距離が距離の公理を満たすことの証明を行う．
補題 1 ([13]) 圧縮距離は，O(log |w|)の誤差を許して距離の公理を満たす．
証明 1 三角不等式の条件のみが自明では無い．定義 6からLNC(xy)+LNC(z) ≤ LNC(xz)+
LNC(yz)がO(log |w|)の誤差を許して成り立っている．LNC(x)と LNC(y)，LNC(z)の大小
関係から 6つの場合が考えられるため，それぞれの場合に対して証明を行う．
1) LNC(x) ≤ LNC(y) ≤ LNC(z)と仮定すると，
LNC(xy) − LNC(x) ≤ LNC(xz) − LNC(x) + LNC(yz) − LNC(z)
≤ LNC(xz) − LNC(x) + LNC(yz) − LNC(y)
2) LNC(y) ≤ LNC(x) ≤ LNC(z)と仮定すると，
LNC(xy) − LNC(y) ≤ LNC(xz) − LNC(y) + LNC(yz) − LNC(z)
≤ LNC(xz) − LNC(x) + LNC(yz) − LNC(x)
3) LNC(x) ≤ LNC(z) ≤ LNC(y)と仮定すると，
LNC(xy) − LNC(x) ≤ LNC(xz) − LNC(x) + LNC(yz) − LNC(z)
4) LNC(y) ≤ LNC(z) ≤ LNC(x)と仮定すると，
LNC(xy) − LNC(y) ≤ LNC(xz) − LNC(z) + LNC(yz) − LNC(y)
5) LNC(z) ≤ LNC(x) ≤ LNC(y)と仮定すると，
LNC(xy) − LNC(x) ≤ LNC(xz) − LNC(z) + LNC(yz) − LNC(x)
≤ LNC(xz) − LNC(z) + LNC(yz) − LNC(z)
6) LNC(z) ≤ LNC(y) ≤ LNC(x)と仮定すると，
LNC(xy) − LNC(y) ≤ LNC(xz) − LNC(z) + LNC(yz) − LNC(y)













補題 2 ([13]) O(1)の項を付加した圧縮距離CD(x, y) +O(1)は，許容距離である．
証明 2 LNC(x)と LNC(y)の大小関係から 2つの場合が考えられる．
1) LNC(x) ≤ LNC(y)と仮定すると，CD(x, y) = LNC(xy) − LNC(x)となる．CD(x, y)は
LNC(xy)と LNC(x)の差分を表しているため，NC(xy)の長さCD(x, y)の接尾辞を
覚えることができる記述量である．NCのプログラム長はO(1)で記述できる．ま




していた zを yとみなすことができ，yを計算できたことになる．逆に yから x
を計算したいときには同様に，候補の文字列 zを yの接尾辞として連結すれば
良い．よって，CD(x, y) +O(1)の記述量で xから y，逆に yから xを導くことが
できた．












2−D(x,y) ≤ 1． (2.5)
証明 3 許容距離は接頭辞符号の長さを示しているため，接頭辞符号の長さの集合が




l i ≤ 1
を満たすことを示す．集合 {l1, l2, ..., ln}は接頭辞集合の長さの集合であるから，その元
















集合 {l1, l2, ..., ln}について，クラフトの不等式
∑n
i=1 r
l i ≤ 1が証明された．補題の場合
では，{l1, l2, ..., ln}は，xを固定した時の異なる yに対するD(x, y)の集合であり，アル







圧縮距離は，入力 x, y ∈ Ωが大きく，かつ全く似ていない場合，無制限に大きな値
になる可能性がある．よって，[0,1]の範囲に正規化することを考える．まず，圧縮
距離を含む許容距離を正規化することを考える．
定義 10 Dを許容距離としたときに，x, y, z ∈ Ωに対してD+を以下のように定義する，
D+(x, y) := max{max{D(x, z) : LNC(z) ≤ LNC(y)},max{D(z, y) : LNC(z) ≤ LNC(x)}}．
D(x, y) = D(y, x)であれば D+(x, y) = D+(y, x)である．さらに，
D+(x) := max{D+(x, y) : y ∈ Ω}，
を定義する．
この定義は，入力 xを固定した際に，許容距離Dが最大となる yまでの距離を求め
ている．つまり，許容距離 Dを D+で割ることで [0,1]に正規化することができる．
13
定義 11 (正規許容距離) Dを許容距離とした時に，それを [0,1]に正規化した正規許









補題 4 (密度条件) 任意の x, y ∈ Ωと，定数 e ∈ [0,1]について，正規許容距離は以下
の密度条件を満たしている，
|{y : d(x, y) ≤ e}| < 2eD+(x)+1. (2.6)




























れないが，ふさわしくないものも存在する．例として x = yの時には D(x, y) = 0とな





補題 5 CD(x, y)について，CD+(x, y)は以下の式になる，
CD+(x, y) = max{LNC(x),LNC(y)}.
証明 5 ペア (x, y)について考える．
max{LNC(xz) − LNC(z) : LNC(z) ≤ LNC(x)}，
は zに空文字 εを代入した値 LNC(x)となる．同様に，













定理 2 ([13]) 入力 x, y ∈ Ωに対して，NCD(x, y)は正規許容距離であり距離の公理を
満たす．
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証明 6 NCD(x, y)は正規許容距離である．距離の公理を満たすことを示す．
1) 冪等性から NCD(x, y)が導ける．また，単調性からすべての x, y : x , yに対して
NCD(x, y) ≥ 0である．
2) 対称性からNCD(x, y) = NCD(y, x)も言える．
3) 難しい証明が，三角不等式である．ここで LNC(x) ≤ LNC(y) ≤ LNC(z)と仮定する．
NCDは対称性を持っているので，NCD(x, y),NCD(y, z),NCD(z, x)に関する 3つ
の場合を考慮することで議論できる．それぞれを順に証明していく．
a) NCD(x, y) ≤ NCD(y, z)+NCD(z, x)の時を考える．分配性から以下のことが言
える，
LNC(xy) + LNC(z) ≤ LNC(xz) + LNC(yz)．
両辺から LNC(x)を引くと，













≤ LNC(xz) − LNC(x) + LNC(yz) − LNC(z) + ∆
LNC(y) + ∆








ii) 右辺が 1より大きい場合も，同様に∆を付け足す．右辺の値が 1に近づ
くように減少するが，それでも左辺の最大値である 1を下回ることは
ないため，証明が成り立つ．
b) NCD(x, z) ≤ NCD(x, y) + NCD(y, z)の時を考える．分配性から以下のこ
とが言える，










ここで，右辺第 1項の分母 LNC(z)から LNC(y)を引いても，右辺全体の
値は減少しない．なぜなら，LNC(y) ≤ LNC(z)だからである．この操作
から証明したい式を得ることができた．
c) NCD(y, z) ≤ NCD(y, x) + NCD(x, z)の時を考える．分配性から以下のこ
とが言える，
































定義 13 非可逆圧縮器 C+を，C+ : Ω → {0,1}∗の非可逆圧縮とする．“非可逆” とは，
付加情報を与えることで元の文字列を完全に復元することができる展開器が存在する
ことを意味している．圧縮前と圧縮後のデータは必ずしも一対一対応しない．また，




定義 14 x ∈ Ωに対して，LNC(f (x)) ≤ LNC(x)を満たす f : Ω → Ωを任意の計算可能関
数とする．正規非可逆圧縮器NC+ : Ω→ {0,1}∗を，x ∈ Ωに対して，
NC+(x) = NC(f (x))
と定義する．NC+によって圧縮された後のサイズは，関数 LNC+ : Ω → N を用いて
LNC+(x) = |NC+(x)|と定義する．
正規非可逆圧縮器NC+は正規可逆圧縮器NCと関数 f の合成関数と定義した．関数
f は圧縮器の中で非可逆の性質を持った関数である．もし f が全単射であるならば，
LNC+(x) + O(1) = LNC(x)となる．よって，正規非可逆圧縮器の定義は可逆圧縮器も含
んだ一般的な圧縮器を定義したことになる．正規圧縮器NCと正規非可逆圧縮器NC+
の誤差を見積もるために f が全単射でない場合を考える．この場合，f に関する同値
類が存在する．
定義 15 入力 x, x′ ∈ Ωに対して，非可逆関数 f : Ω→ R+を用いた xの同値類を，
[x] f = {x′ : f (x′) = f (x)}，
と定義する．
[x] f における xの辞書順番号を知っているならば，O(log |[x] f |)の記述を付加するこ
とでNC+(x)から xを一意に復元することができる．したがって以下の補題と定理を
得ることができる．
補題 6 関数 f と x ∈ Ωに対して，
LNC(x) ≤ LNC(f (x)) +O(log |[x] f |).
定理 3 関数 f と x ∈ Ωに対して，
LNC(x) −O(log |[x] f |) ≤ LNC+(x) ≤ LNC(x).
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証明 7 定義 14と補題 6からLNC+の上限と下限をLNCを用いた式で知ることができる．
LNC( f (x)) ≤ LNC(x) ≤ LNC(f (x)) +O(log |[x] f |)
LNC+(x) ≤ LNC(x) ≤ LNC+(x) +O(log |[x] f |)

関数 f が，等値関数 f (x) = xであれば，NCとNC+は一致する．この関係から正規
非可逆圧縮器は，正規圧縮器の自然な拡張になっていることが分かる．したがって，
定義 6から以下の補題が導ける．
補題 7 w ∈ Ωは入力される文字列の中で，最長の文字列を表す．またwの長さを |w|
とする．x, y, z ∈ Ωに対して，正規非可逆圧縮器は付加的なO(log |w| + log |[w] f |)の項
を考慮することで以下の公理を満たす．
1. 冪等性: LNC+(xx) = LNC+(x)，LNC+(ε) = 0，
2. 単調性: LNC+(xy) ≥ LNC+(x)，
3. 対称性: LNC+(xy) = LNC+(yx)，
4. 分配性: LNC+(xy) + LNC+(z) ≤ LNC+(xz) + LNC+(yz)．
ここで εは空文字列である．
証明 8 定理 3により，これらの式が定義 6に帰着し，成り立つことが分かる．
3.2 非可逆圧縮距離
正規非可逆圧縮器を用いて，新しい距離を定義する．
定義 16 (非可逆圧縮距離) 入力 x, y ∈ Ωに対して，非可逆圧縮距離 LCD : Ω×Ω→ R+
を，









補題 8 非可逆圧縮距離は，O(log |w| + log |[w] f |)の誤差を許して距離の公理を満たす．
証明 9 正規非可逆圧縮器は正規圧縮器の拡張概念であり，補題 7が示されている．個


















補題 9 非可逆圧縮距離 LCD(x, y)+O(1)は，O(logm)の記述量を付加情報とした弱許
容距離である．ここで，m= max{|[y] f | : y ∈ Ω}である．
証明 10 補題 2と同様の手順で証明を行う．LNC(x)と LNC(y)の大小関係から 2つの場
合が考えられる．
1) LNC+(x) ≤ LNC+(y)と仮定すると，LCD(x, y) = LNC+(xy) − LNC+(x)となる．LCD(x, y)





xと，NLC(xy)の長さ LCD(x, y)の接尾辞，NC+のプログラム長を使って yを復





文字列 zを yの接尾辞として連結すれば良い．よって，LCD(x, y) +O(1)の記述
量で xから y，逆に yから xを導くことができた．
2) LNC+(y) ≤ LNC+(x)と仮定すると，対称性から LNC+(xy) = LNC+(yx)となる．後は 1)と
同様に証明される．







定義 18 (弱クラフトの不等式) 入力 x, y ∈ Ωと定数m ∈ R+に対して，以下の不等式
を弱クラフトの不等式と定義する，∑
y∈Ω
2−D(x,y) ≤ m． (3.1)
補題 10 m ∈ R+をある定数とする．弱許容距離 D(x, y)は，以下の弱クラフトの不等
式を満たす， ∑
y∈Ω
2−D(x,y) ≤ m． (3.2)
証明 11 付加情報を与えることで，一意に yから xを計算し，逆に xから yを計算す























































r l i ≤ m． (3.3)
補題の場合では，{l1, l2, ..., ln}は，xを固定した時の異なる yに対するD(x, y)の集合で




で LCD(x, y)以下の式変形により，入力を f (x), f (y) ∈ Ωとした圧縮距離CDに帰着す
ることができる．
LCD(x, y) = LNC+(xy) −min{LNC+(x),LNC+(y)}
= LNC(f (xy)) −min{LNC(f (x)), LNC(f (y))}
= CD( f (x), f (y)).
よって，入力 f (x), f (y) ∈ Ωに対するCD( f (x), f (y))はクラフトの不等式を満たしてい
る．CD( f (x), f (y))は接頭辞集合の長さの集合になっている．それぞれを {l′1, l′2, ..., l′n}
とラベル付けすることで，r-木を作ることができる．ここで入力を x, y ∈ Ωとして，
もう一度考え直す．LCD(x, y)の出力集合 {l1, l2, ..., lN}について考えることになる．そ
の場合，図 3.1のように先に作成した r-木には重複ができていたことになる．その重
複は最大でm = max{|[y] f | : y ∈ Ω}個となる．ここで，それぞれの重複した葉に対し
て，1～mまでのインデックスを付ける．このインデックスごとにとりだすと，それ



















補題 11 LCD(x, y)について，LCD+は以下の式になる，
LCD+(x, y) = max{LNC+(x),LNC+(y)}.
証明 12 ペア (x, y)について考える．
max{LNC+(xz) − LNC+(z) : LNC+(z) ≤ LNC+(x)}，
は zに空文字 εを代入した値 LNC+(x)となる．同様に，
max{LNC+(yz) − LNC+(z) : LNC+(z) ≤ LNC+(y)}，
は LNC+(y)となる．よって補題 11は証明された．





補題 12 (緩い密度条件) 任意の x, y ∈ Ωと，定数 e ∈ [0,1]について，正規化弱許容距
離は以下の密度条件を満たしている，
|{y : D(x, y) ≤ e}| < m2eD+(x)+1.
ここで，m ∈ R+をある定数とする．
証明 13 補題 4と同様に，背理法を用いて証明する．式 (3.5)を満たさないような






































































( 8, 4,  c )
















出現回数 15 7 6 6 5
文字 a b c d e

























A B C D E
1 m o m o i
2 i m o m o
3 o i m o m
4 m o i m o
5 o m o i m
A B C D E
2 i m o m o
4 m o i m o
1 m o m o i
3 o i m o m





































の出現割合が，aが 40％，bが 35％，cが 20％，dが 5％であれば，ハフマン符号

































































ここでは LZ78とその改良型である LZWについて説明を行う．まず，LZ78は 1978





a b a b a a b a a a b の圧縮。
番号 0 1 2 3 4 5 6
単語 ε a b ab aa ba aab
圧縮後：( 0, a) ( 0, b) ( 1, b) ( 1, a) ( 2, a) ( 4, b) 
LZW
番号 256 257 258
単語 ab ba aa




















































位置情報 b1と b2はより短い記述長となる．高速化のためドメインはレンジの 2倍の
大きさで固定され，回転を考慮していない．つまり，式 (4.1)において，a1 = a4 = 1/2









































































実験では B1と B2，B3，Fの 4つの画像（図 5.2）を用いる．入力データは類似測定
のペアを (x, y)として，(B1, B1), (B1, B2)，(B1, B3)，(B1, F)の 4つの場合を行う．同
じ画像のペアである (B1, B1)のNLCDが最も低い値を示し，B2，B3，Fの順にNLCD
40





































































































































































図 5.7:許容誤差に対してのNLCD′(B1, B2)とNLCD′(B2, B1)の値
5.3.3 拡大縮小，回転，平行移動に対する頑健性
次に右側画像を拡大縮小，回転，平行移動させたときの正規非可逆圧縮距離の値
の変動を調べた．この結果を図 5.10, 5.11, 5.12に示す．それぞれ図 5.10が拡大縮
小，図 5.11が回転，図 5.12が平行移動に対応している．入力データとして (B1, B1),




図 5.10に示した拡大縮小に関する実験結果では，許容誤差が 30%から 100%のと
きに良い結果を示している．なぜなら，NLCD(B1, B1)が最も小さく，それに続いて






























































































図 5.13(a)と 5.14(a)， 5.15(a)はそれぞれ検索対象の画像であり，図 5.13と 5.14，
5.15は正規非可逆圧縮距離の結果の小さい順に 5枚提示したものである．付加した数
字は実際の正規非可逆圧縮距離の値である．許容誤差は 30に固定した．




(a) 0.10 (b) 0.75 (c) 0.78 (d) 0.79 (e) 0.80
図 5.13:画像検索実験 1．画像 (a)を対象にした場合．
(a) 0.28 (b) 0.67 (c) 0.71 (d) 0.74 (e) 0.76
図 5.14:画像検索実験 2．画像 (a)を対象にした場合
(a) 0.76 (b) 0.80 (c) 0.80 (d) 0.82 (e) 0.84
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