Abstract: Computerized tomography as a non-destructive scanning method to analyze wood structures has become an important technique in tree research. The possibility to reconstruct three-dimensional volumes based on a number of slices of two-dimensional data from CT scans is strongly depending on the number of measured slices. Radial basis function methods can be successfully used to interpolate CT images with the aim to obtain a satisfactory reconstruction of tree trunks. In contrast to standard interpolation techniques our method takes the fact into account that wood structures differ more in radial than in longitudinal direction. Therefore we obtain better interpolation results for wood structures.
Introduction
Various problems in plant structure analysis require volume reconstruction from given data. This is a classical problem in applied mathematics. There are several methods which roughly can be classified as methods based on grid data and as methods based on scattered data. While the former class tends to be numerically more efficient as many algorithms that are based on the fast Fourier transform (FFT), the latter class seems to provide a wider range of applications due to the fact that the location of measured entities is often governed by technical restrictions rather than by methodological orientation. The problem of reconstructing three-dimensional information based on finitely many data values has to be considered from two different angles, which should influence the choice of the reconstruction method. On the one hand, a decision on the required accuracy has to be made. This usually goes along with a quality analysis of the measured data. On the other hand, because of the numerical complexity also the expenditure of time for the calculation of the reconstruction have to be taken into consideration. Weighing these usually conflicting regimes against each other has to be carried out thoroughly, while keeping the application in mind. There is no one-size-fits-all reconstruction method, which is suitable for any possible application. This raises the question of which method is best suited for the problem at hand. A choice from the toolbox of existing methods should be based on an evaluation of involved assets and drawbacks of each method. However, even then it is still necessary to adapt common methods to a specified use for the optimal exploitation of the potential the method of choice provides. This asks for an interdisciplinary research of experimentally working scientists and more methodologically oriented researchers. It results in a deeper understanding of the processes used for data interpretation and leads to a significantly higher output in experimental sciences.
The aim of this paper is to present a mathematical tool to reconstruct volume data on basis of a given number of cross-sectional X-ray images of tree trunks which are provided from computerized tomography (CT). Since tree trunks have a specified type of structure, the idea is to utilize this knowledge about their structural characteristics for designing an appropriate reconstruction method. After presenting the basic framework of given data and some key observations in the following section, we will describe the general mathematical model in Section 3 and focus on its precise realization in Section 4. Finally, the results are discussed and a brief outlook on further investigation is given.
Background and material
Revealing the quantitative and qualitative structure of tree stems is important to gain insight into tree growth. For example year ring growth at different heights of a stem can be quantified to determine the stress level of a tree. A highly stressed tree will allocate more in the upper regions close to its photosynthetic active organs and decrease volume growth at stem base (Wipfler et al. 2005) . The underlying allocation patterns can be expected to influence the trees competitiveness as well as its ability to defend itself (Herms and Mattson 1992 , Matyssek et al. 2002 , Seifert 2005 . Beyond that the qualitative aspects of wood formation can contribute to a deeper understanding of al-location patterns. For example the formation of wood of differing density is associated with different hydraulic properties as well as with changes in mechanical stability and resistance to pathogens (Roderick and Berry 2001 , Peltola et al. 1999 , Courtois 1970 . The formation of reaction wood, one of a tree's active instruments to maintain mechanical integrity (Mattheck 1998) , still is not entirely understood. Also internal structures such as resin pockets (Temnerud 1999) or barrier zones against fungal attacks (Shain and Hillis 1971) need further investigation to understand a tree's induced defense. Until now these internal wood structures were mainly quantified by dissection techniques which required a time and cost-consuming slicing of a tree. The quantification was always restricted to the number of samples. Small structures such as resin pockets were often only detected by chance, therefore their three-dimensional shape was analyzed only incompletely (Wernsdörfer et al. 2004 ). The same is true for the measurement of reaction wood. A quantification of the costs of these structures for the tree is a main research objective in order to understand allocation patterns and to presume a reliable volume estimation of its wood properties. This requires more efficient, nondestructive methods to analyze tree stems as well as mathematical algorithms for the three-dimensional reconstruction of volumetric wood structures.
Computerized tomography
For this reason computerized tomography as a non-destructive scanning method to analyze wood structures is an emerging technique in tree research. Until now high resolution measurements are restricted to stationary CT devices which requires to cut the tree before scanning. However, developments in advanced mobile CT devices anticipate a future application for in vivo analysis, when resolution will be enhanced beyond the current state of the art (Habermehl 1982) . Several existing applications in forest and wood science have proven stationary CT scanning to be a versatile and effective method to analyze segments of a trunk without the need to cut it into small pieces. CT scanners were used to analyze wood density (Lindgren 1991) , measure water content (Fromm et al. 2001) , detect resin pockets (Oja and Temnerud 1999, Parziale and Rinnhofer 2003) and spiral grain (Sepulveda 2001) as well as knots and branches (Araman et al. 1992 , Bhandarkar et al. 1999 . Computerized tomography utilizes the specific attenuation of X-rays depending on materials of different atomic weight and density. It can be used to measure density variations along a body by means of a fan of rays which classically is rotated around the object within a fixed measurement plane. Based on measuring X-ray attenuation integrals of each ray, a reconstruction of a two-dimensional density image can be calculated by an inverse Radon transform if enough values are given. Modern CT-scanners move the measurement fan continuously along a spiral curve around the body to create data for a three-dimensional reconstruction. A second possibility is to use cone beam reconstruction. In this case the scanning fan is fixed at its origin and moved along the body. The volume is then reconstructed from conic beam fans of different angles (for details cf. Kak and Slaney 2001) . If such advanced technology is not available, the data is restricted to scan series of parallel planes perpendicular to the direction in which the body has been moved during the investigation. Figure 2 .1 shows a schematic description of the data set from the CT device. A three-dimensional reconstruction can be obtained by stacking sufficiently many two-dimensional images onto each other. This naturally increases the number of scans needed. If not enough slices are given for a satisfactory stacking reconstruction, interpolation is unavoidable. While tomography is widely used in medical examinations, CT as a measurement technique in forestry is quite new. Thus, so far available standard methods for reconstruction of CT data have been developed mainly for medical applications. Reconstruction of three-dimensional objects is thereby often based on isosurface methods. While this is sufficient for visualization purposes, a detailed analysis of three-dimensional objects needs a reconstruction of the actual three-dimensional structure. Whatever method is used for obtaining a reconstruction on a three-dimensional regular grid, segmentation and voxel counting algorithms can be used to determine volume estimates. To reduce the number of slices needed for a satisfactory reconstruction of the object, interpolation techniques can be applied to estimate density values which are between the measured slices. Hereby, the number of slices along with the resolution of two-dimensional reconstructions determine the quality of the data set for interpolation purposes.
Measurements have been taken using a SIEMENS SOMATOM AR.HP tomograph at the Chair of Forest Yield Science of the Munich University of Technology. Tree trunks from Norway spruce have been scanned in radial sections using an energy dose of 200 mA sec for 2.0 seconds at 130 kV voltage. The scans of each stem bolt resulted in a series of 50 images of 512 by 512 pixels resolution with a 12 bit color coding which allows to differentiate 4096 different densities via gray values. The calculations have been performed using the numerical software package MATLAB r .
Key observations
From the knowledge of the given data set, the following key observations are available immediately:
1. A CT image as it is given by the inversion of the Radon transform consists of a digital image, i.e. a two-dimensional regular grid of data points with associated gray values.
2. Considering a set of such digital images as the data set for further reconstruction, variation of the signal within the slices is much higher than along the longitudinal axis. This observation can be used directly in the reconstruction and usually is not valid for other types of CT data.
3. Structures of interest are clearly visible, i.e. can be examined via an analysis of gray values. Although typical structures such as year rings can not be characterized by a single gray value, rather than by a certain gradient.
4. Tree stems usually do not grow straight, i.e. although a single image might look like a set of concentric rings, these rings do not lie exactly on top of each other. Even the typical accepted conic model for year rings of trees fails to account for the fact that the center of the tree follows more a spiral curve than a straight line.
5. Tree stems are typically minimizing bending energy during growth. Therefore, an appropriate reconstruction should try to mimic this natural behavior.
Mathematical model
Interpreting the given data as gray values of an unkown function f at locations in R d , we are looking for an approximation which interpolates f at the data locations. The function values, i.e. gray values of the given images, are naturally maped into R. Thus, we seek to find a function s :
Radial basis functions are widely used for scattered data interpolation in approximation theory (see e.g., Buhmann 2003) . Another approach leading to the same type of interpolation but based on a statistical interpretation is known in geostatistics as kriging methods (cf. Matheron 1965) . While the statistical approach seems to be more appealing to experimental scientists, properties of numerical efficiency are commonly addressed by people from approximation theory. Keeping both approaches in mind, we will mainly focus on the deterministic point of view and restrict the statistical discussion to briefly mentioning the kriging interpretation at the end of this section.
The basic ansatz is to model s as a linear combination of translates of a given function φ which is commonly assumed to be rotationally invariant. Thus, let φ(|x|), x ∈ R d , be a radial function, where | · | denotes the Euclidean norm in R d . We then want to determine coefficients a 1 , . . . , a N ∈ R, such that
interpolates f at the set of points x 1 , . . . , x N ∈ R d . To assure that the resulting linear system of equations has a unique solution, one assumes that φ is strictly positive definite, i.e. the matrix φ(|x j − x k |) N j,k=1 is positive definite. From the approximation point of view, the basic ansatz (3.1) is not fully satisfactory, since in general there is no polynomial reproduction of any order, i.e. if f is a polynomial of fixed degree, s will in general not be a polynomial again. Since this leads to nonoptimal approximation properties, a common way to circumvent this problem is to enlarge the class of suitable basis functions to the class of conditionally strictly positive definite functions of order κ + 1. Let therefore p 1 , . . . , p K be a basis of the space Π Every positive definite function φ gives rise to an associated semi-norm and the interpolating function s will then automatically be the solution of the corresponding optimal interpolation problem, i.e. s will have minimal norm. Semi-norms of this type which can be interpreted as measures for bending energy have been considered by Duchon (Duchon 1976) . The resulting basis functions are commonly known as polyharmonic splines, or thin plate splines. For dimension d = 3 the function φ(|x|) = |x| 2k+1 , x ∈ R d , k ∈ N, leads to a thin plate spline interpolant, where k defines the order of polynomial reproduction. The associated semi-norm is given by
where
Typical choices for k are 0, 1. Higher orders are possible, too, but one has to keep in mind, that along with the order, the complexity of the problem increases.
Let us summarize the advantages of the polyharmonic spline approach:
1. There is no need for assumptions on the position of the data.
2. The interpolating function s will automatically minimize a measure for bending energy in R d .
3. Having polynomial reproduction of order k leads to better approximation properties than the basic ansatz (3.1).
4. There are fast methods available (cf. Beatson 2000) for computing and evaluating the interpolating function s.
While the named advantages are fairly general there is one drawback, having in mind the special type of data coming from CT slices of tree trunks. Since the signal, i.e. gray values at positions in the three-dimensional space, has much higher variation in the x/y-plane compared to variation along the z-axis, it does not seem natural to weigh measurements with equal weights independently of the direction. But this is what the radial approach does. This argument gets further support by the fact that the data is much denser in planes parallel to the x/y-plane than along the z-axis. Thus, we should modify the radial approach to accommodate with this imbalance. This can easily be achieved by replacing the classical Euclidean norm |x| 2 = x t x, x ∈ R d , by introducing a positive definite, symmetric matrix. Let us therefore define |x|
, where A is a fixed positive definite, symmetric matrix. Typical choices for A would be a dilation matrix, or some rotation of the d-dimensional space. The unit sphere in R d will then transform according to A, e.g., a dilation of one axis will lead to an ellipsoid instead of a sphere. The above described analytical properties basically stay the same, since they do not directly depend on the radiality assumption. We can consider the transformation matrix A as a parameter of the function φ.
To finish this section let us briefly describe the statistical approach to radial basis function interpolation. The data values are interpreted as samples of an intrinsically stationary random field in R d . This means that the random field {Z(x), x ∈ R d } has constant mean and the variance of the increments Var[Z(x) − Z(x + h)], x, x + h ∈ R d , called variogram, is a function of the displacement vector h, only. Practically, one usually deals with isotropic variogram models, i.e. one assumes the variogram to be a radial function in R d . To allow a larger class of variogram models Matheron (Matheron 1973) introduced the concept of intrinsically stationary random functions of higher order. This goes along with interpolation with conditionally positive definite functions of order larger than one in the deterministic approach. After fitting an appropriate variogram model to the data, prediction is based on an unbiased linear estimator which minimizes the root mean-square error of the prediction variance. In this sense, kriging ensures optimal prediction. Setting up the corresponding system of equations leads to the dual version of the radial basis function interpolation system. Thus, ignoring the different interpretation of what the data actually stands for, kriging and basis function interpolation are dual versions of each other.
Interpolation technique
We are now ready to apply radial basis function interpolation to the problem of reconstruction of a three-dimensional model of a tree trunk based on CT scans of twodimensional slices.
Basic mathematical setup
We consider a three-dimensional model of a tree trunk as a function f : R 3 → R of gray values. We orient the coordinate system such that the x/y-plane is the scanning plane of the CT device. Based on 2,4, or 6 parallel slices of data, i.e. 512×512 pixels of gray values parallel to the x/y-plane, we want to reconstruct f by interpolation on a three-dimensional grid of parallel 512×512 lattices, each on a given height in R 3 . We want an optimal recovery in the sense that the semi-norm (3.3), which is slightly modified by the use of the transformation matrix A, is minimized. From the computational point of view, k should be kept small. Practical choices are k ∈ {0, 1}. Larger values of k naturally lead to smoother reconstructions, by significantly increasing the computational costs. The actual computation and evaluation of the interpolating function is done using the domain decomposition algorithm proposed by Beatson et al. (Beatson 2000) .
Transformation of the norm
According to the special type of data, we use a norm | · | A , where
and R can be an additional rotation. It turned out that for CT scans from spruce trunks, a choice of 1 60
leads to satisfactory results. To illustrate the effect of dilation let us consider a test case with R being the identity. Given two squares (cf. Fig. 4 .2) at levels 0 and 20, respectively, we interpolate on a grid of the same size at levels 5,10, and 15. In this example, there is no variation of the signal along the z-axis and the variation in x/y-plane is identical for both data sets. The disadvantage of using a scaling matrix lies in the fact that the method does no longer treat all directions equally. This leads to undesired effects if the region of interest in the different data slices is not moved parallel to the scaled axis. Using the scaled norm without taking the additional translation in the x/y-plane into account, leads to some kind of overlay effect (cf. Fig. 4.6) . Defining A to be a dilation along a properly rotated axis can cope with this additional difficulty. 
Effect on numerical computation
Scaling of the norm in one direction allows an additional gain in computational effort. The reason lies in the fact that variances of the signal along the scaled axis have a much higher effect on the interpolated image as variances perpendicular to the scaled axis. This can be used to reduce the numerical costs. The complexity of the computation has two parts. First, the linear system resulting from (3.1) has to be solved. Second, the interpolant s has to be evaluated at every point of the three-dimensional grid. While the last part can be simplified using domain decomposition methods, the actual solution of the linear system is a challenging task. But the size of the problem can be significantly reduced by cutting the image into overlapping smaller images. Since the collocation matrix of the interpolation problem does depend on the distances of the data points, only, the matrices for the smaller systems are all the same if a regular decomposition is used. Usually, such an approach would lead to many undesired artifacts, since the boundaries between the small pieces tend to be clearly visible. Using the dilated version of the metric, perturbations in the x/y-plane have a much smaller impact on the resulting interpolation than perturbations along the z-axis. Thus, if we do not allow an alternation of the original problem in this direction, i.e. if we cut the data sets parallel to the scaled axis, the error made by cutting the image into smaller pieces can be controlled. Using an overlap of some pixels further reduces this error. Additional reduction of the numerical complexity can be obtained by deleting data points from the original set which lie within areas of constant gray value or outside the region of interest.
Results and Conclusion
For given CT images, which are equally spaced from height -1 cm to 3 cm, interpolation has been performed for heights between 0 cm and 2 cm. Since the original images at heights between 0 cm and 2 cm have not been used for interpolation, they can be used as reference data to evaluate the results. Naturally, the largest error has to be expected at height 1 cm, where the distance between interpolation and data slices is at maximum. Figure 5 .8 shows a magnified section of the reference image at height 1 cm on the left side, together with three interpolations of the same height on the right side. The first example is exclusively based on data from heights 0 cm and 2 cm, however, the second uses data from heights -1 cm, 0 cm, 2 cm and 3 cm, while the last example refers to data from heights -1 cm, -1.5 cm, 0 cm, 2 cm, 2.5 cm, and 3 cm. As expected, the method performs better, the more data is used. In the data set the pith in the center of the tree has a tendency to move from the lower left corner to the upper right corner of the image, since these examples have been carried out without the rotation of the dilation axis. The resulting overlay effect can be seen clearly. It is reduced by adding more slices of data, while at the same time the numerical complexity increases. Using interpolation as a substitute for additional scans, we have to discuss the error between a scanned image and an interpolated one. Naturally, the absolute error, i.e. least deviation from the original image plays a role, but from the applicational point of view the structure of the error distribution is more important. Table 1 shows the mean absolute errors for interpolation at different heights based on two slices of data at heights 0 cm and 2 cm, respectively. While the mean itself is relatively small, the variance of the errors at each point in the image indicates that interpolation quality decreases with the distance from the data slices. To solely take the absolute error is not a good measurement for quality, since it does not take the structure of the image into account. The largest values occur at the bark of the tree, since the data is very inhomogeneous there. This is no surprise since for those regions the assumption that neighboring pixels are in some sense correlated, seems to be inadequate. However, within year rings, the interpolation error is mostly zero. This should be expected, because interpolation with a scaled basis function tends to mimic linear interpolation between corresponding pixels of the data images. The larger the scaling parameter is, the more the interpolant resembles a linear interpolant. But pairing corresponding pixels of the same gray value within year rings leads to a constant linear interpolant. Thus, critical regions in terms of interpolation error are close to boundaries between year rings. This can be seen in Figure 5 .8. Latewood, characterized by its high density, tends to split into two structures, so that it is unclear whether the interpolation shows two year rings or only one. This is an artifact coming from the tendency to cross-fade two data images. If corresponding structures appear not exactly on top of each other, the structure occurs twice in the interpolated image. This effect is reduced by using more data slices or by choosing a smaller value for the dilation. Before we further discuss this effect in comparison with linear interpolation, let us first address the issue of rotation of the dilation axis.
Figure 5.9 again shows a section of the same data set. The left and right image are taken from the scanned data set at heights 0 cm, and 2 cm respectively, while the center image shows an interpolation at height 1 cm, using only the two above mentioned layers for the calculation of the interpolating function. Once again, the overlay effect from interpolation without rotation of the dilation axis in clearly visible. Further note that there is another feature of the image, i.e. the crack in the wood, which -in contrast to the center -tends to move from right to left. An appropriate rotation of the dilation axis has been determined by following the center of the tree from the lower left to the upper right corner. Using this correction, the overlay effect from Figure 5 .9 can be significantly reduced, although the crack appears twice in the interpolated image. Figure 5 .10 shows the same example with rotation of the dilation axis. The cross-fading effect has completely vanished in the center of the tree. On the other hand, the crack appears twice. This is clear from the observation that the crack tends to move into the opposite direction within the stem. The correction of the dilation axis has been oriented according to a translation of the center in the upper image which makes the overlay effect in the crack stronger. Thus, if the image contains a region of interest which needs a more careful analysis, the dilation axis should be rotated following the area of interest in the data images.
To demonstrate the difference between basis function interpolation and linear interpolation, let us again consider two data slices at height 0 cm, and 2 cm respectively, and interpolate at height 1 cm. Figure 5 .11 shows a segment of the interpolated slices. The image on the right results from a standard linear interpolation which clearly does not make sense in this context. The resulting image is nothing but a cross-fading of the two data slices. Since the year rings lie not on top of each other, structures appear doubled in the interpolated image.
To obtain a fair comparison with linear interpolation, we have to translate the image at height 2 cm with the same translation, which is also used to determine the rotation of the dilation axis for radial basis function interpolation. Doing so, we can significantly improve the interpolation result (cf. Figure 5 .11 middle). Nevertheless, there is a further difference between transformed linear interpolation and radial basis function methods. Since basis function interpolation uses information from neighboring pixels to calculate the prediction, overlay artifacts are reduced. To demonstrate this advantage, Figure 5 .12 shows profiles along a horizontal line indicated by the arrow in Figure 5 .11. In the graph big values on the y-axis denote high wood densities. The pith of the stem can be clearly identified by its downward peek at xcoordinate 28. Moving from there to the right in bark direction, the first peek shows the initial wood which has been formed around the pith in the first year of cambial growth (coordinate 30 to 42). Afterwards the typical formation of low density earlywood (coordinate 42 to 50) and high density latewood (coordinate 50 to 57) can be seen, before density declines again at the borderline to a new year ring. As a first impression both interpolations resemble the basic density profile of a year ring well. A closer examination reveals distinct differences between the two interpolation methods. At coordinate 75 one can see that the profile from linear interpolation shows a split of the peak into two little peaks. This is the doubling artifact which can be seen in the upper right section of the image. Basis function interpolation also shows a tendency to split up the peak, but the effect is much smaller. As mentioned above, it can be further reduced by choosing smaller dilation values, or using more data slices. In summary, radial basis function interpolation performed well, if enough data has been used. But even reconstructions based on only two slices of data turn out to be pretty close to the reference images. Keeping in mind that for a complete reconstruction of a tree trunk one would interlace pairs of data slices to avoid having to use interpolations with maximal distance to the data slices for prediction, the method perfomed pretty accurate and within reasonable computing time.
The dilation parameter provides a regulation device which allows to determine, how much the method will tend to cross-fading. The numerical gain in using linear interpolation of single pixels is compensated by the resulting overlay artifacts, since especially year ring structures must be retained. Using more data for pixel based methods, i.e. cubic or spline interpolation, also leads to rapidly increasing numerical complexity. Thus, basis function interpolation provides a superior method with more flexibility. To balance the need for proper dilation and at the same time to avoid cross-fading effects, one can think of using a different rotation of the dilation axis for each of the subimages for which the actual interpolation matrix is computed. This would increase the interpolation quality of the total image after reassembling the subimages. Since this method will not allow to use the same matrix for each of the interpolation problems anymore, the numerical complexity clearly increases. First tests with three-dimensional segmentation algorithms to actually determine wood structures automatically on basis of interpolated images are promising. Natural arti-facts of linear methods for interpolation, like smoothing of edges, can be accepted, since standard segmentation algorithms do not depend that much on sharp edges, rather than on a clear analysis of which type of gray value characteristics is best suited to describe certain wood structures.
To put it in a nutshell, radial basis function interpolation paves the way for an efficient application of pattern recognition in CT data to detect year rings and other structural wood elements like resin pockets, reaction wood, sapwood, or decay, and thus sets an example of how applied mathematics effectively contributes to quantitative plant research.
