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1. INTRODUCTION 
Let A be an n-square matrix over a field F of characteristic 0 and consider 
the linear transformations TA and L, defined on the space M,(F) of n-square 
matrices over F: 
TA(X) = AX - XA, 
LA(X) = &(AX + XA), X E II&(F). 
Then TA is called the commutator operator and L, the Jordan operator defined 
byA.Lety, ,..., yk be the distinct eigenvalues of A in an appropriate algebraic 
extension field K of F. Then the elementary divisors over K of the charac- 
teristic matrix hIn - A of A are powers of the binomials h - yi . Let ei 
denote the degree of the highest degree elementary divisor of X1, - A 
involving yi , i = l,..., k, and let E = maxi e, , e = mini ei and m be the 
degree of the minimal polynomial of A. Let S, denote the symmetric group 
of degree n and let Q be the field of rational numbers. 
Annihilating polynomials for commutators were first considered by 
Taussky and Wielandt in a paper in 1962 [6]. In 1964, one of the present 
authors determined an upper bound on the degree of the minimal polynomial 
of TA [2] (see also [l] and [‘7]). I n a recent paper [3], the authors proved 
the following result: 
THEOREM 1.1. If dA is the degree of the minimal polynomial of the com- 
mutator operator TA then 
(i) dA is always odd, and 
(ii) dA >2(m+E+(k-2)e-k)+l. (1) 
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Scientific Research under grant AFOSR 698-67. 
12 
Copyright 0 1972 by Academic Press, Inc. 
All rights of reproduction in any form reserved 
ADDITIVE COMMUTATORS AND JORDAN PRODUCTS 13 
The purpose of this paper is to prove the following results: 
THEOREM 1.2. If k < 2, then equality holds in (I). If k > 3 then the 
equality holds in (1) if and only if there exist elements a and b in K, b # 0 
and a permutation q~ in S, such that 
(9 YEW = a + tb, t = I,..., k (2) 
and 
(3 cdl) = ed3) G e,b) if k=3, 
e, = e2 = ... z ek if k>3. (3) 
In order to prove Theorem 1.2 we shall find it necessary to prove the 
following statement: 
THEOREM 1.3. Let z1 ,..., zk be k distinct elements in a field F of charac- 
teristic 0. Then the number of nonzero distinct dt#erences of the form zi - zi , 
i#j, i,j= l,..., k, is at least 2k - 2. It is exactly 2k - 2 if and only if 
there exist elements a, b E F, b # 0 and a permutation p E SI, such that 
~rnw = a + tb, t = l,..., k. (4) 
It may be remarked here that the first part of the above theorem has 
already been proved by the authors in [3]. However, we will give a different 
proof in this paper that makes the case of equality accessible. 
Next we shall determine another lower bound for dA which is sometimes 
better than the one given in Theorem 1.1 (see Section 3 for examples). 
THEOREM 1.4. If dA is the degree of the minimal polynomial of TA , then 
dA > kE + m + 2(k - 1)e - 2k + 1. (5) 
Moreover, if k is even, then 
dA >(k+l)E+m+(2k-3)e-2k+ 1. (6) 
We remark that if k is even, then the lower bound in (6) is always greater 
than or equal to any of the bounds in (5) and (1). 
Our final result about the minimal polynomial of TA is contained in 
THEOREM 1.5. If dA is 1, 3 or 5 then A has at least one of the following 
two properties: 
(i) A is similar to a diagonal matrix with Q(dA + 1) distinct eigenvalues. 
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(ii) There exists an element OL E K such that A - &, is nilpotent of 
index $(dA + 1). 
Moreover, for each odd number p 3 7 there exists a matrix A E M,(F) such 
that dA = p but A does not satisfy either of the conditions (i) and (ii). 
We shall also obtain a lower bound for the degree of the minimal polynomial 
of the Jordan operator L, and prove a result somewhat analogous to 
Theorem 1.5. 
THEOREM 1.6. Let F be a field of characteristic 0. For A E n/r,(F) let 6, 
denote the degree of the minimal polynomial of L, . Then 
6, >2(2m-k-E)+ 1. (7) 
Moreover, equality holds in (7) if and only if there exist elements a and b in K, 
b # 0 and a permutation v E S, such that 
(i) mt) = a + bt, t = l,..., k, 
and 
(ii) e, = e2 = ... = ek. 
In order to prove Theorem 1.6 we need to consider the following problem: 
Given k distinct numbers zr ,..., zk in F how many distinct sums are there 
of the form zi + zj , i, j = l,..., k ? The answer to this is contained in the 
following result: 
THEOREM 1.7. Let x1 ,..., xk be k distinct elements in a field F of charac- 
teristic 0. Let 9’ be the set of distinct sums of the form zi + zj, i, j = l,..., k 
and v(Y) denote the cardinality of 9’. Then 
(a) There is a permutation v E S, such that the set 
M = {2x( : i = l,..., k} U {x,(~) + z,(~+~) : i = I,..., k - 1) 
consists of distinct elements and hence v( 9’) > 2k - 1. 
(b) v(9) = 2k - 1 if and only if there exist a permutation v E S, and 
elements a, b E F, b # 0, such that 
,wt) = a + bt, t = l,..., k. (8) 
To a certain extent, our final result answers the following question about 
the Jordan product: Given a positive integer p, what can be said about A 
if6, =p? 
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THEOREM 1.8. (i) There is no matrix A E M,(F) such that 6, = 2 or 4. 
(ii) If 6, is 1, 3, 5, 7 or 11, then A satisfies at least one of the following 
two conditions : 
(a) A is similar to a diagonal matrix with $(S, + 1) distinct eigenvalues 
if 6, = 1, 3, 5, 7 and &(S, & 1) distinct eigenvalues if 6, = Il. 
(b) There exists an element 01 E K such that A - aI, is nilpotent of 
index +(S, + 1). 
(iii) If 6, = 8 then A is similar to a diagonal matrix with four distinct 
eigenvalues. 
(iv) For each of the positive integers p = 6, 9, 10, 12, 13, 14 ,..., there 
exists a matrix A E MJF) such that 6, = p but A does not satisfy either of 
the conditions (a) and (b) in (ii). 
2. PROOFS 
Let V be an n-dimensional vector space over a field F of characteristic 0 
and let V* be the dual space of V. Let g, ,...,g, be the basis of V* dual 
to a given basis e, ,..., e, of I/. Let ur ,..., uD be distinct vectors of V and 
let Qe,, denote the set of all pairs 01 = (a(l), ~(2)) such that a(l) < a(2), 
a(l), a(2) = l,..., p. Then for each 01 E Q2,, there are scalars cet , t = I,..., n 
such that 
n 
Udl) - Udz) = c cd3 . 
t=1 
Let Y be an n-square matrix of n2 independent indeterminates xii , 
i,j= 1 >..., n over F and let X = Y’. Then det(X) = det(Y) is a nonzero 
polynomial. Set fs = zy=r xStgt , s = l,..., n and define a polynomial 
n 
P(Xll , x12 I..., x,,) = WY) n n f&m - ud 
s=l LY~Q~,~ 
Now 
fs(%(,) - U,(2)) = i %tf&t) 
t=1 
= g1 C,t g1 Q&(4 
t=1 t=1 
Hence if P(x,, ,..., x,,) is identically 0, then there is an 01 EQ~,~ and 
481/22/1-z 
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s E {l,..., n} such that f,(u,(,) - zqa,) = Cy=, catyts = 0. But this implies 
that cmt = 0, t = l,..., 71, i.e., u,(r) - u,(a) = 0. This contradicts the assump- 
tion that the q’s are distinct. Thus the polynomial P(x,, ,..., x,,) is not 
identically 0 and since the characteristic of F is 0 there exists a specialization 
bij of xij , i, j = l,..., 7t such that P(b,, ,..., 6,,) # 0. Hence there exists a 
matrix A = [bJT E M,(F) such that if 
then 
.fs = t askgkv s = l,..., n, 
k=l 
It follows that f,(u,(,)) # f,(u,(,)), s = I,..., n, OL EQ~,~ and that jr ,...,fn are 
linearly independent. Now let e, ,..., e, be a basis of V with respect to which 
fi ,...,fn is dual. Write ui = Cy=, cijej , and observe that 
Hence for each s = l,..., n, the p numbers ciS , i = I,..,, p are distinct. 
We have therefore proved the following lemma: 
LEMMA 2.1. Assume that u1 ,..., u, are distinct elements of an n-dimensional 
vector space V over a field F of characteristic 0. Then 
(a) There exist linearly independent fs E V*, s = l,..., n such that 
fs(ui), i = I,..., p are distinct elements of F for each s = I,..., n. 
(b) There exists a basis e, ,..., e, of V such that if ui = Cj”=, cijej , then 
the scalars cIj , . . . , cDj are distinct, j = I,..., n. Hence the number of distinct 
sums ui + uj (distinct differences ui - uj) i, j = l,..., p is greater than or equal 
to the number of distinct sums tit + cjt (distinct differences tit - cjt), i, j = I ,..., p 
for each t = l,..., n. 
LEMMA 2.2. Let rl ,..., rD be distinct rational numbers and let 9 be the 
totality of nonzero distinct differences of the form ri - rj , i, j = I,..., p, 
i # j. Then 
(a) There exists q E S, such that the set {+(r,ci, - I+,,,(,) : i = 2,...,p} 
consists of distinct elements and hence v(g) > 2p - 2. 
(b) v(g) = 2p - 2 if and only if there exist v E S, and elements a and b 
in Q, b # 0 such that 
r,(,) = a + bt, t = 1,...,p. (9) 
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Proof. (a) Let v E S, be such that rrn(r) < rrn(s) < ... < Y,(,) and consider 
the set {*(r,o) - rm(i)) : i = 2,...,p). The result follows. 
(b) It is obvious that if (9) holds, then ~(9) = 2p - 2. To prove 
the converse assume that ~(9) = 2p - 2. Let q~ E S, be such that 
Set r,ci) = si , i = I,..., p. S ince the number of nonzero distinct differences 
involving s1 ,..., sg remains the same if each si is multiplied by a nonzero 
rational number or each si is translated by the same rational number, it 
suffices to show that 
%+1 - si = 6, i = l,..., p - 1 
forsomebEQ,6#0. 
There is nothing to prove if p = 2. So assume p 3 3. Since 
v((&(s* - s1) : i = 2,...,p}) = 2p - 2, 
we conclude that 
$3 = {*(si - sl) : i = 2,...,p}. 
We use induction on p. If p = 3, then consider sa - sa . Since sa - ss E g 
and sa - ss > 0, we have two possibilities, namely, sa - sa = ss - si = 6 
or sa - sa = sa - s1 . But the latter case contradicts the assumption that 
s2 # Sl . Now assume the result to be true for all positive integers n < p - 1. 
Consider the set &4!? = {&(si - sr) : i = 2,...,p - I}. If there is some 
nonzero difference si - sj , i # j, i, j = l,..., p - 1, which is not in 9, 
then either (i) si - sj = s, - s1 or (ii) si - sj = s1 - sz, . Assume without 
loss of generality that i > j. Then si - sj > 0 and thus (ii) cannot hold. 
Also, (i) implies that 0 < sg - si = si - sj < 0. Hence z~J is the set of all 
nonzero distinct differences involving si ,..., sp-i and V(B) = 2p - 4. 
Therefore, by the induction hypothesis, sitI - si = b, i = l,...,p - 2. 
We have 
9-l 
$0 - s2 = (SD - SD-l) + c s< - Q-1 
i=3 
= (sp - SD-l) + (P - 3w (10) 
Now p > 3, and so sy, - sa > 0. Hence 
S?J - $3 = sj - s1 
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for some j < p - 1. Then (10) gives 
0 < SD - sppl = sj - s1 - (p - 3)b 
= (j - 1)b - (p - 3)b 
= (j + 2 - pp. 
Hence j > p - 2. Thus j = p - 1 and sl, - spel = b. This completes the 
proof of the lemma. 
The following combinatorial result may be of some independent interest. 
LEMMA 2.3. Let qz E S, . Then the number of distinct vectors in V,(Q) of 
theform (i - j, v(i) - v(j)), i, j = l,..., p, is exactly 2p - 1 if and only ifeither 
y is the identity permutation e or F(t) = p - t + 1, t = l,...,p. 
Pypof. Construct the following scheme (see next page). 
Consider the set of all pairs of differences in the first column together with 
the last pair of differences in each of the remaining columns. This set, 
namely, 
((1 - P9 90) - Y(P)), (2 -P, v(2) - Y(P))?..., (09 O), (1, v(P) - v(P - I)), 
(2, v(P) - v(P - 2))YY (P - 1, v(P) - v(l))) 
contains 2p - 1 distinct vectors. Thus the number of distinct vectors of 
the form (i - j, p,(i) - q(j)), i,j = l,...,p is 2p - 1 if and only if each 
row of the given scheme contains only one vector. This is true if and only if 
v,(P) - dP - 1) = 94P - 1) - dP - 2) = ... = 942) - dl)- 
Let v,(p) = k and q~(p - 1) = k + E. Then 
-1 = (k + I) - cp(p - 2) = v(p - 2) - cp(p - 3) = ... = (p(2) - q(l), 
i.e., 
v(p - t) = fr? + tl, t = 0, I)...) p- 1. 
Now if I > 0, then k + (p - 1)Z = p and k = 1 which implies that I = 1 
and y.(t) = p - t + 1, t = I ,..., p. On the other hand, if I < 0, then 
k + (p - 1)1 = 1 and k = p. This gives 1 = -1 and q~ = e. 
Proof of Theorem 1.3. Let W be the set of all linear combinations of 
z1 ,~.., zk in which the coefficients come from the rational subfield of F. 
We shall also denote this rational subfield by Q. Then W is a vector space 
over Q. By Lemma 2.1(b) there exists a basis ei ,..., e, of W, n < k, such 
that if zi = Cy=, c,?ej , i = I,..., k then each of the sets (cij : i = I,..., k), 
j = l,..., n consists of distinct rational numbers. If 9 denotes the number of 
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nonzero distinct differences of the form zi - zj , i # j, i, j = I ,..., k then, 
by Lemma 2.1(b) and Lemma 2.2(a), there exists p E S, such that the dif- 
ferences -j(s,ci) - am(r)), i = 2,..., k are distinct and hence ~(9) 3 2k - 2. 
Next suppose that ~(9) = 2k - 2. Then, again by Lemma 2.1(b) the 
number of distinct nonzero differences involving the rational numbers 
Clj 1 c2j ,***I cki is exactly 2k - 2 for any j = I,..., 71. By Lemma 2.2(b) there 
exist vt E S, , a, , b,eQ, b, i: 0, t = I ,...I n such that tit = a, + btqt(i), 
i = l,..., K. Then 
Replacing el by UM e d we can assume that b, = 1. By reordering the xi’s 
we can also assume that q1 = e. Now consider the elements 
yi = zi - f ajej = zi - a, i = l,..., k. 
j=l 
Then the number of distinct nonzero differences involving the yi’s is 
~(59) = 2k - 2. Thus we can assume aa = 0, i = I,..., k, and write 
zi = ie, + f bjvj(i) ej , 
j=2 
i = l,..., k. 
If n = 1, i.e., dim W = 1, then we are finished. Therefore, assume n > I. 
Hence for i # j and t > 1 we have 
where 1, is a linear combination of e, for s # 1, s # t. There are 2k - 2 
distinct nonzero differences of the form xi - zi , i # j, i, j = l,..., k. Thus 
there are 2k - 2 distinct nonzero pairs of the form (i - j, q,(i) - q&j)). 
Therefore, by Lemma 2.3, yt = v,, or v’t = e, t = 2 ,..., k, where 
1 
%= k 
Suppose vt, = ... = q~, = e and vs, = ..’ = y,, = vo, p + q = n. Then 
xi = i f bjet,. + yo(i> t b,,esl 
j=l j=l 
=a,i+(k-i+l)d, 
= (k + 1) 4 + (~1 - 4)i 
= a + di, i = l,..., k. 
The proof is complete. 
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In order to prove Theorem 1.2 we first briefly recapitulate the proof 
of Theorem 1 .l(ii) as given in [3]. The commutator operator TA has a 
matrix representation A @I, - 1, @ A, where @ denotes the Kronecker 
product [4]. Corresponding to the elementary divisors (X - yi)p and 
(h - yj)* of hl, - A the elementary divisors of the characteristic matrix of 
A @I, - 1, @ A involving the eigenvalue yi - yj are 
(A - (yt - yj))U+4-(2t--1), t = I,..., min& 4) [51. 
It has been proved in [3] that the number of nonzero distinct differences 
yi - yj , i # j, i, j = l,..., k is always even. Let v E S, be such that the 
differences f(y,u, - ymo)), i = 2,..., k are all distinct (see the proof of 
Theorem 1.3). So suppose that the totality of nonzero distinct differences is 
9 = {+(y,(l, - yc& : i = L..., 4 u kt:(yi, - YJ : f = l>...>~>. 
The highest degree elementary divisor of the characteristic matrix of 
A @ 1, - I, @ A involving the zero eigenvalue is h2Ep1. Assume that 
(A It (Ydl) - Ymd)er~+es~-l 
are the highest degree elementary divisors corresponding to the eigenvalues 
~(Y,M - ~.d, i = Z..., k, and 
(A & (yt, - yjt))emt+e,t-’ 
are the highest degree elementary divisors corresponding to the eigenvalues 
&(y?, - yit), t = l,...,p. Then since the minimal polynomial of any linear 
transformation is the product of all the distinct highest degree elementary 
divisors we have 
d~=2E-1+2~(e,lfe,~-l)+2~(e,,+e,r-l) 
i=2 t=1 
22E-1+25( e,cl) + e,(i) - 1) + 2 fJ kit + ejt - 1) (11) 
i=2 t=1 
3 2E - 1 + 2 i (e,cl) + e,w - 1) 
i=2 
= 2(E + m + (k - 2) e,(,) - 4 + 1 
>2(m+E+(k-2)e-k)+l. (13) 
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Proof of Theorem 1.2. If k is 1 or 2, then the number of distinct eigenvalues 
of TA is 1 or 3, respectively, and it is easily verified that in this case equality 
always holds in (1). For k 2 3 the equality holds in (1) if and only if it holds 
in (1 I)-( 13). Now equality holds in (11) if and only if 
%(l) + eo(i) > ehl + eh, , (14) 
whenever ydl) - Ym(i) = yhl - yh2 , and 
whenever yi, - yjyj, = yr, - y1 . The equality holds in (12) if and only if 
the number of distinct nonzer; eigenvalues of A @In - I, @ A is 212 - 2 
which, by Theorem 1.3, is true if and only if there exist 0 E S, , a, b E K, 
b # 0 such that 
Ys(t) = a + th t = l,..., k. (15) 
The only condition on the permutation 9 is that the 2k - 2 differences 
z4I(Y,(l, - Ydi)), i = L., k are distinct. Since this is clearly true for the 
permutation 8 satisfying (15) we may take y = 8. Finally, equality holds 
in (13) if and only if 
cdl) = e. (16) 
From (15) we have 
Ydz) - Ydl) = b = Y&3) - Y&2) P 
and it follows from (14) that 
ed2) + e,h) 2 ed3) + e,(2) . 
Then using (16), we get 
cdl) - ed3) - e. 
Thus if k = 3, then e,(,) = e,O) < e,(,) . If k > 3, then we assert that 
conditions (14)-(16) are equivalent to the condition (15) and the equalities 
e, = e2 = *a* = e,< . (17) 
For, as above, e,(,) = e,c3) = e. Now, since ymt3) - ym(l) = 2b = yrnca) - ymc2) , 
we have 
2e = ed3) + cdl) > ed4) + ed2) 
>, 2e. 
(from (14)) 
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Hence e,(s) = e,(,) = e. Also for any i, 4 < i ,< k, we have 
2e = cdl) + ed2) 2 cd-d + e,(i) 
> 2e. 
Hence e,ti) = e, i = l,..., k. 
Conversely, (15) and (17) clearly imply (14)-( 16) and the proof is complete. 
We will use the following lemma to prove Theorem 1.4. 
LEMMA 2.4. Let x1 ,..., xk be distinct elements of a Jield F of characteristic 0, 
k even, and let A = (xlc - xi : i = I,..., k - I}. Then there exists an integer to , 
l,(t,<k-lssuchthatx, -x&A. 0 
Proof. Let B = {xi - xk : i = l,..., k - l}. Suppose B C A. Since two 
elements of B cannot be identical with the same element of A it follows 
that B = A. Hence there exists a permutation u E S,-, such that 
Xk - xi = X,(i) - Xk ) i = I,..., k - 1. (18) 
We observe that (T has no fixed point because if u(j) =j, 1 <j < k - 1, 
then from (18), xk - xj = x,cj) - xk = xj - xk , in contradiction to the 
hypothesis. Thus, since k - 1 is odd, in the cycle decomposition of (T there 
is at least one cycle of odd length. We can assume without loss of generality 
that such a cycle is of the form (1 2 ... 2p + 1). Then xk - x1 = xs - xk 
and xk - x29+l = x1 - xk . But these relations imply that x2 = ~a~+~, a 
contradiction. Hence B is not contained in A and the result follows. 
Proof of Theorem 1.4. Reorder yr ,..., yk so that ek = E. Then the highest 
degree elementary divisor of the characteristic matrix of A @I, - I, @ A 
involving the zero eigenvalue is X2s-r and among those involving the distinct 
eigenvalues 
Yk - Yi t i = l,..., k - 1, (19) 
are (h - (yk - ~~))~+~a-~, i = I,..., k - 1 [5]. Theorem 1.3 tells us that there 
are at least k - 1 more distinct nonzero eigenvalues of the form ys - yt , 
s # t, s # k, which are distinct from those in (19). Hence 
k-l 
dA 3 (2E - 1) + C (E + et - 1) + 1 (e, + et - 1) 
i=l s,t 
k-l 
> 2E - 1 + (k - l)(E - 1) + c ei + (k - 1)(2e - 1) 
i=l 
= kE + m + 2(k - 1)e - 2k + 1, 
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where Cs,t indicates the summation over (k - 1) pairs (s, t). This proves (5). 
To prove (6) we observe that if k is even, then by Lemma 2.4 there exists 
an integer t, , 1 < t, < k - I, such that yt II - ylc is distinct from the 
eigenvalues in (19). Thus 
k-l 
dA > 2E - 1 + c (E + e, - 1) + (et0 + E - 1) + (k - 2)(2e - 1) 
i=l 
> (k + 1)E + m + (2k - 3)e - 2k + I, 
proving (6). Notice that if k is even then the bound in (6) is always greater 
than the one in (5) unless E = e in which case they are equal. 
Proof of Theorem 1.5. We immediately compute that 
d, = 2e, - 1 if k=l (20) 
and 
dA = 4E + 2e - 3 if k=2. (21) 
For k >, 3, since m 3 E + (k - 1)e and e >, 1 we have from (13), 
dA 3 4E + 2k - 5. (22) 
If dA = 1, then the above relations tell us that A has only one eigenvalue y 
and that the minimal polynomial of A isf(h) = X - y. Hence A is a scalar 
matrix. If dA = 3, then (22) implies that k = 1 or 2. If A has only one 
eigenvalue y then, by (20), f(x) = (X - y) 2 is the minimal polynomial of A 
and thus A - .yln. is nilpotent of index 2. In case A has two distinct eigen- 
values y1 and y2 , then it follows from (21) that e, = e2 = 1 and A is similar 
to a diagonal matrix with two distinct eigenvalues. Finally, consider the 
case d,, = 5. If y is the only eigenvalue of A then, as above A - yin is 
nilpotent of index 3. If A has two eigenvalues, then from (21) we have 
2E + e = 4, 
an impossibility because E > e > 1. If A has three distinct eigenvalues 
Yl, Y2 ) Y3 7 then from (22), E = 1 and hence e, = e2 = e3 (see examples 
in Section 3). 
To prove the last part of the theorem, let U, E M,(F) be the matrix with 1 
in the positions (i, i + 1), i = I,..., n - 1 and 0 elsewhere. For p = 4t - 1, 
t = 2, 3,... let A = lJ, i [l], where i- denotes the direct sum of matrices. 
Then the elementary divisors of XI, - A are Xt and (X - 1). It follows from 
(21)thatd,=4t-l=pp.Forp=4t+l,t=2,3,...,letA=U,/[~:]. 
Then the elementary divisors of the characteristic matrix of A are ht and 
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(h - 1)2 and again by (21), d, I= 4t + 4 - 3 = p. This completes the proof. 
The following two lemmas will be used to prove Theorem 1.7. 
LEMMA 2.5. Let Y be the set of distinct sums of the form ri + ri, 
i,j== I ,..., p, where r1 ,..., rD are distinct rational numbers. Then 
(a) There exists u E S, such that the set 
M = {2r, : i = l,..., p} U {rUo) + roo+i) : i = l,..., p - I} 
consists of distinct elements and hence v(9) >, 2p - 1; and 
(b) ~(9) = 2p - 1 q and only ;f there exist c E S, , a, b E Q, 
b # 0 such that r,(,) = a + bt, t = I,...,$ (23) 
Proof. Find a permutation u E S, such that r,(r) < r,(,) < ... < Ye . 
Set +&) = Si , i = I,..., p. Then the elements of C = (2.~~ : i = l,...,pj are 
all distinct. Also the set D = {si + si+r : i = l,..., p - I} consists of distinct 
elements. Moreover, C n D = 0 because 2si < sj + sj+r for i < j and 
2s, > sj + sj+x for i > j. This proves (a). 
To prove (b) we first notice that ~(9) does not change if each ri is replaced 
bya+ri,bybr,orbyr,(,,,aEQ,bEQ,b#O,aES,.Hencev(Y)=d 
if and only if the number of distinct sums involving a + br,ci) , b # 0, 
i = l,...,p is d. Since the number of distinct sums involving l,...,p is 
2p - 1 it follows that if r,tt) = a + bt, t = l,...,p then u(9) = 2p - 1. 
To prove the converse we use induction onp. For p = 1 the result is obvious. 
We assume that for k .< p - 1 if the number of distinct sums involving 
s, ,..., sk is 212 - I, then si - si-r = b, i = 2 ,..., K, b # 0. We assert that 
the set of all distinct sums involving s1 ,..., s~_~ is precisely 
N = {2si : i = l,..., p - I} U (si + si+l : i = I,..., p - 2). 
For,ifsi+sj$Nforsomeiandj, l<i,j<p-l,then,sinceMis 
the set of all distinct sums involving sr ,..., sp , we have 
si + sj = 2s, or si + sj = SD-l $ SD. 
But none of these relations is possible because si + sj < s,-r + s,-r < 
s,_r + s, < 2s, . Thus by the induction hypothesis, 
si - si-1 = b, i = 1,...,p - 1. 
The proof will be complete if we can show that sg - s+r = b. Since 
s, + sp-% E M, there are two possibilities, namely, s, + sp-a = si + sI+r 
for some i, 1 <i<p-I, or s,+s,-a=2si, for some i, i#p-2, 
i#p.Ifi,<p-2,thensi+ .si+l<sSD-2+~p--I <s,-,+s,.Ifi=p- 1, 
then si + sifl = sp-x + sp > SD-2 + SD . Hence sD + sD-a # si + si+i for 
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any e’ = I,..., p - 1. Since s, + s9-a > 2si , i = l,..,, p - 2, we conclude 
that s, + sg-a = 2s,-, and the proof is complete. 
LEMMA 2.6. Let p E S, . Then the number of vectors in V,(Q) of the 
form (i + j, v(i) + v(j)), i, j = I,..., P is exactly 2p - 1 if and only if either 
v is the identity permutation e OY p)(t) = p - t + 1, t = l,..., p. 
Proof. Consider the following scheme (see next page). 
The entries in the first column together with the last entry in each of the 
remaining p - 1 columns form a set of distinct vectors. Thus the number 
of distinct vectors of the form (i +j, y(i) + v(j)), i,j = l,...,p is 2p - 1 
if and only if each row of the given scheme contains only one vector. This 
is possible if and only if 
v(2) - VU) = Y(3) - v(2) = ... 
= dP - 1) - Y(P - 2) = F(P) - v(P - 1). 
Let ~(1) = k and ~(2) = k + 1. Then 
p(i) = k + (i - l)Z, i = l,...,p. 
Now if I > 0, then k + (p’- 1)Z = p and k = 1 which implies that q~ = e. 
In case 1 < 0, it follows that k + (p - 1)Z = 1 and K = p. This gives 
p)(t) = p - t + 1, t = l,..., p. This completes the proof of the lemma. 
In view of Lemmas 2.5 and 2.6, the proof of Theorem 1.7 is analogous 
to that of Theorem 1.3. 
Proof of Theorem 1.6. We consider the operator 2L, which has a matrix 
representation A @ Ifi + I, @ A. A mong the elementary divisors of the 
characteristic matrix of A @I, + I, @ A, involving the eigenvalue yi + yj , 
are 
(A - (yi + yj)pfej--l, i,j= 1 ,...) h [5]. 
In view of Theorem 1.7 we can find a permutation q~ E Sk such that the set 
(2~~ : i = I,..., % u bdi) + ~di+~) : i = l,..., h - 11 
contains 2k - 1 elements. Hence 
8~ 3 lf (2ei - 1) + 7 (edi) + e,(i+l) - 1) 
d=l i=l 
(24) 
= 2m - fi + (m - e,d + (m - e,(,)) - k + 1 
>2(2m-E-h)+l. (25) 
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But also XS/XA has finite length as a right R-module. Thus, 
K dim(W,/X)R = K dim(W,/XS)R < m. I 
Before going any further we give an example which shows the necessity 
in the preceding results of the restrictions upon the right ideal A. This 
example is adapted from one due to Bjork, [3, Example 1.11. 
EXAMPLE 2.7. Let K be a field with a derivation ’ such that the field 
K,, = {tz E K / R’ = 0} satisfies [K : K,,] = co. Let T = K[y] be the ring 
of commutative polynomials over K in an indeterminate y. Define a derivation 
d on T by 
4k,Yn + ... + k,) = (k,‘yn + ..a + k,‘)y. 
Let S = T[x] be th e ring of polynomials over T in an indeterminate x 
subject to tx - xt = d(t) for t E T. By [16, Theorem 4, pp. 164-51, S is a 
noetherian integral domain. 
Let A = xS + y2S and B = XS + yS. It can be checked that S/A has 
a unique composition series of length 2, S3 B 1 A, and that I(A)/A is 
isomorphic to the ring of commutative polynomials K,, + TK, r2 = 0. 
This ring is not noetherian, so I(A) cannot be right noetherian. Further, 
the ring S = S/B2 is artinian, and yet, for the same reason, I(A/B2) is not 
right artinian. 
In these examples it is not true that SA = S; in fact SA = B. This can 
be remedied. Let S’ be the ring of 2 x 2 matrices over S and let 
A’ = (; ,“), B’ = (; ;). 
Then S’ 1 B’ r) A’ is a unique S-composition series for S/A’ and S’A’ = 5”. 
It is easy to check that 
‘CA’) = (2 
Therefore I(A) g e,,I(A’) es2 . Since I(A) is not noetherian, neither is 
I(A’). I 
We end this section with an investigation of the right global dimensions 
of S and R. In Lemma 2.1, it was shown that S is a finitely generated 
projective right R-module. The next lemma strengthens that result. 
LEMMA 2.8. Let S be a ring, A a rQht ideal such that SA = S, R a 
subring of S containing A, and V a right S-module. Then, p.d. V, = p.d. V, . 
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then eke1 = E. It would then follow from the induction hypothesis that 
et = E, i = I,..., k- l.Supposekiseven,sayk=2t.Thenl +k=2t+ 1 
implies that 2E = e, + e, < e, + e,,, y ielding e, = etfl = E. Now one of 
the integers t and t + 1 is odd, call it k, . Then there are integers t, and 
t, + 1 such that k, + k = 2t, + 1 which implies e, = et,+r = E. We 
continue this process until we get t, = k - I and e, I= E. If k is odd, 
say k = 2t - I, then 1 + k = 2t implies e, = E. If*t = k - 1, we are 
finished; otherwise find t, such that either 2t, = t + k or 2t, + 1 = t + k. 
This gives et1 = E. We continue the process until we get e, = E and v 
t, = k - 1. This completes the proof. 
Proof of Theorem 1.8. If k is 1 or 2, then it follows immediately that 
6, = 2e, - 1 if k=l (30) 
and 
6, = 3(E + e - I) if k=2. (31) 
Also, since nz > E + (k - l), we have using (25) 
6, >2E+2k-3 (32) 
>2k- 1. (33) 
Moreover, if k = 3 and E = I, then the number of distinct eigenvalues 
of L, is 5 or 6. Hence 
5<6,<6 if k=3andE=l. (34) 
Next consider the case k = 3 such that e,(i) = 2 and e,(a) = e,(a) = 1 
for some u E S, . Then the eigenvalues yO(i) + yOci) , i = 1, 2, 3 of 2L, 
are distinct and there are at least two more, say, yOo,) + Y~(Q and 
yOu,) + Y~/O(Q , which are different from the preceding three. Thus 
8~ 3 i: (cdl) + e,(i) - 1) + i: (c4i,) + cd,,) - 1) 
i=l t=1 
=3+2+2+1+1 
= 9. 
Since L, has at most six distinct eigenvalues it is obvious from the above 
computation that 9 < 6, < 10. 
If k = 3, E = 2 and two of the ei’s are 2 and the third is 1, then there 
is a permutation 9 E S, such that the following eigenvalues of 2L, are distinct: 
2~) y 2mz) 2 2~~4~) y YEW + YEW and m2) + ~~~~~ . If 2LA has exactly five 
distinct eigenvalues, then ~~6) + yrnc3) = 2yrnt2) . If e,(,) is 1, then the highest 
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degree elementary divisor of the characteristic matrix of A @ Ir, + I, @ A 
involving 2?/mtzj is 
(A - 2y&))%(l)+eP(3)-1 = (A - 2&&9)3 
and 
SA = i (k(i) - 1) + i (edd + e,(i+l) - 1) 
i=l i=l 
=3+3+3+2+2 
= 13, 
while if e,(s) = 2, then either e,(i) = 1 and e,(a) = 2 or e,(r) = 2 and 
e,(,) = 1 and in both the cases 6, is 12. 
If k = 3 and e = E = 2, then it is immediate that 6, > 15. Thus for 
k = 3 and E = 2 we have the following possibilities: 
10>6,>9 if e,(r) = 2 and edz) = ed3) = 1, (35) 
for some (T E S, ; 
6, > 12 if e,(r) = e,(s) = 2 and ed,) = 1, (36) 
for some (3 E S, ; 
6, > 15 if ei = 2, i = 1,2,3. (37) 
Now (30) and (31) tell us that 6, is odd if k is 1, and a multiple of 3 if 
k is 2. Also, from (33), we have S, 3 5 if k > 3. This proves (i). 
To prove (ii) we consider all the cases separately. 
Case 1. 6, = 1: It is easily seen that A has only one eigenvalue y and 
that h - y is the minimal polynomial of A. Hence A is a scalar matrix. 
Case 2. 6, = 3: It follows from (30) and (31) that either k = 1 and 
e, = 2 or k = 2 and E = 1, i.e., A satisfies either (a) or (b). 
Case 3. 6, = 5: It is obvious from (31) and (33) that k # 2 and k < 4. 
Using (30) and (32), we conclude that either k = 1 and er = 3, or k = 3 
and E = 1. 
Case 4. 6, = 7: We observe, as in the preceding case, that k # 2 and 
k < 5. If k = 1, then e, = 4 and A satisfies (b). If k = 3 then, from (32), 
E < 2. Now (34) implies that E # 1 and (35), (36), and (37) imply that 
E # 2. Thus A cannot have three distinct eigenvalues when 6, = 7. If 
k = 4, then it is evident from (32) that E = 1 and hence A satisfies (a). 
ADDITIVE COMMUTATORS AND JORDAN PRODUCTS 31 
Case 5. 6, = 11: It follows from (31) and (33) that k # 2 and k < 6. 
If k = 1, then (30) gives e, = 6, and A - ~~1, is nilpotent of index 6. 
If k = 3 then it follows from (34)-(37) that E # 1 or 2. In case E = 3, 
then it is immediate from (25) that at most one ei is 3 and each of the remaining 
two is 1. So assume e,(,) = 3, e,(a) = e,(a) = 1 for some o E S, . Now the 
eigenvalues 2ydl) , ydl) + yd2) , and yO(r) + ye(a) of 2L, are distinct and 
hence 
aA > Pdl) - 1) + (cdl) + ed2) - 1) + (ed,) + ed,) - 1) = 11. 
A similar argument shows that E # 4. To analyze the case k = 4 we first 
notice that if each ei is 1, then, since the number of distinct eigenvalues of L, 
in this case is at most 10, 6, < 10. If one of the e,‘s, say, e, , is 2, and ea = 
e3 = e4 = 1, then the eigenvalues yi + yi , i = 1,2, 3,4 of 2L, are distinct 
and there are at least three more. Hence 6, > C:=, (e, + ei - 1) + 3 = 12. 
Thus E # 2. Similarly, E # 3. Since, from (32), E < 3 we have proved 
that if 6, = 1 I, then A cannot have four distinct eigenvalues. If k = 5, 
then E < 2. But as in the case k = 4, it is easily seen that E # 2 and hence 
E = 1. Finally, if k = 6 then we use (32) to conclude that E = 1. Thus 
A satisfies either (a) or (b). Examples to illustrate these cases are given 
in Section 3. 
(iii) If 6, = 8, then it is immediate from (33), (30) and (31) that 
k < 5, k # 1 and k # 2. If k = 3, then (32) implies that E ,( 2 but this 
is not possible in view of (34)-(37). Th us the only possibility for k is 4 
and then, from (32), E = 1. 
(iv) (a) For p = 4t + 1, t = 2, 3,4 ,..., consider the matrix 
Then the highest degree elementary divisors of AI, - A are (h - I)t, (X - 2), 
and (h - 3) and hence those of the characteristic matrix of A @ 1n + 1, @ A, 
n = t + 2, are 
(A - 2)26-l, (A - 3Y, (A - 4Y, (A - 5) 
Thus 6, = 4t + 1 = p. 
(b) For p = 4t + 2, t = 2, 3, 4 ,..., let 
and (A - 6). 
A = (It + Ut) i [:, ;] EM,(F), n = t + 2. 
Then the highest degree elementary divisors of hl, - A are (X - l)t, (X - 2), 
and (X - 4) and hence those of the characteristic matrix of A @I, + I, @ A 
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are (A - 2)2t-1, (A - 3)t, (A - 4), (A - ~5)~, (A - 6) and (A - 8) yielding 
6, = 4t + 2 = p. 
For p = 6, set 
0 1 0 
A= 1 0 0 0 1 so that 6, = 6. 
.o 0 1 
(c) If p = 4t + 3, t > 3, then consider 
A = (It + U,) t [ 2 1 0 0 2 E A&(F), n=t+3. 
0 0 
0 1 
3 
Then, as before, the highest degree elementary divisors of the characteristic 
matrix of A @I, + I, @ A are (A - 2)2t-1, (A - 3)t+1, (A - 4)t, (A - 5)2, 
and (A - 6) and hence 6, = 4t + 3 = p. 
(d) Ifp =4t+4,t 22,thenset 
1 1 0 
A = 0 I 0 t (21, + U,) EM,(F), [ 1 n=t+3 0 0 3 
Then the highest degree elementary divisors of XI, - A are (A - 1)2, 
(A - v, and (A - 3), and hence those of the characteristic matrix of 
A @I, + 1, @ A are (A - 2)3, (A - 3)t+1, (A - 4)2t-1, (A - 5)t and (A - 6), 
so that 6, = 4t + 4 = p. 
Notice that the matrix A in (a), (b), (c), or (d) is not similar to a diagonal 
matrix, nor is (A - a1J nilpotent for any 01 E K. This completes the proof 
of Theorem 1.8. 
3. EXAMPLES 
The following two examples show that the two lower bounds in (1) and 
(5) are not comparable. Denote the right sides of (1) and (5) by 4 and d, , 
respectively. 
(1) d1 > d, : Let A be the matrix with three distinct eigenvalues yr , 
y2, and y3 such that e, = e2 = 2 and e3 = 1. Then 4 = 11 and d, = 10. 
(2) dl < d, : Let k=4, e,=2, and e,=e,=e,=l. Then 
dl = 11, d2 = 12. 
The following three examples illustrate the first part of Theorem 1.5. 
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(3) A scalar matrix A satisfies both of the conditions (i) and (ii) of 
the theorem and dA = 1. 
(4) A diagonal matrix A with two distinct eigenvalues satisfies (i) and 
dA = 3, while for n >, 3 if A = E,, (Eln is the matrix with 1 in position 
(1, n) and 0 elsewhere) then A is nilpotent of index 2 and dA = 3. 
(5) A diagonal matrix with distinct eigenvalues 1, 2 and 3 has d, = 5, 
while if A = U, , then dA = 5 and A is nilpotent of index 3. 
The following examples illustrate parts (ii) and (iii) of Theorem 1.8. 
(6) Let A E M%(F) be a diagonal matrix with distinct eigenvalues 1, 
3, 4, and 5. Then the distinct eigenvalues of A @I, + I, @ A are 2, 4, 
5, 6, 7, 8, 9, and 10, respectively, and all the elementary divisors of its 
characteristic matrix are linear. Hence 6, = 8. 
(7) If A E M,(F) is a diagonal matrix and the distinct eigenvalues of A 
are 1 ,..., p, where p is 1, 2, 3, 4 or 6, then 6, is 1, 3, 5, 7 or 11, respectively, 
and if the distinct eigenvalues of A are 1, 4, 5, 6 and 7, then 6, = 11. 
(8) A scalar matrix is nilpotent of index 1 and 6, = 1. For p = 3, 
5, 7 and 11, consider 
A = U,, t= p+l --. 
2 
Then A is nilpotent of index (p + I)/2 and 6, = p. 
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