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Abstract. We design an efficient and constructive algorithm to decompose
any generalized quantum measurement into a convex combination of extremal
measurements. We show that if one allows for a classical post-processing step
only extremal rank-1 POVMs are needed. For a measurement with N elements
on a d-dimensional space, our algorithm will decompose it into at most (N−1)d+1
extremals, whereas the best previously known upper bound scaled as d2. Since
the decomposition is not unique, we show how to tailor our algorithm to provide
particular types of decompositions that exhibit some desired property.
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1. Introduction
The growth of quantum information theory and, in particular, the development of
a vast variety of quantum processing techniques in the past few decades has drawn
major attention towards the measurement process in quantum mechanics. Because no
complete knowledge of the state of a quantum system can be retrieved from a single
measurement, in general there are different incompatible measurement strategies that
may yield very different results when applied to the same scenario. Hence, most often
the design of a quantum processing technique involves finding which measurement
best accomplishes a specific task, or which sequence of measurements is statistically
optimal. These problems are the keystone of quantum estimation theory [1], and its
solutions stand as a characteristic feature of many quantum processing tasks.
Recent advances in experimental techniques have rendered many of these tasks
realizable in a laboratory, where a minimum resource perspective prevails. The sought
for the minimum resources needed to implement a certain task has a paradigmatic
example in quantum state preparation: to prepare all pure states of a bipartite system,
it is enough to prepare only one maximally entangled pure state; then, by means of
local operations and classical communication, one can obtain any bipartite pure state
[2]. The mathematical object that represents a general quantum measurement is
a positive operator valued measure (POVM), and therefore these kind of questions
concern to the mathematical structure of POVMs. The aim of this paper is to
address the following minimum resource problem: given a certain POVM, what are
the simplest resources needed, and how one can implement it in terms of them?
POVMs form a convex set. This means that, given two known POVMs, any
randomized implementation of them is also a POVM: just as mixed states are
probabilistic mixtures of pure states, one can talk about measurements that can
be regarded as probabilistic mixtures of POVMs. Those that cannot be expressed
as combinations of other measurements are called extremal POVMs. Since many
measurement optimization problems consist in maximizing a convex figure of merit,
which leads to an extremal solution, this type of POVM appears quite frequently. It
is no wonder then that the characterization of extremal POVMs has been extensively
addressed in the literature [3, 4, 5, 6].
It is clear that the set of all extremal POVMs comprise the toolbox needed to
effectively implement any measurement, as an appropriate convex combination of
extremal POVMs will reproduce its statistics. A number of works have been devoted
to prove the existence of such decompositions of measurements into extremals for
finite [3, 7] as well as infinite dimensional systems [8]. However, the question of
which are the minimal resources needed to implement a given POVM remains unclear
from an operational point of view. In this paper we provide a clear answer to this
question by designing a constructive and efficient algorithm that takes as input any
POVM with an arbitrary (but finite) number of outcomes and gives as output a convex
combination of extremal POVMs that reproduces its statistics. We show that only
rank-1 extremal POVMs are needed if one allows for a classical post-processing of the
outcomes (in agreement to a similar result shown in [7]). The number of extremals
that this algorithm produces is upper bounded by (N − 1)d + 1, where N is the
number of outcomes of the input POVM and d is the dimension of its associated
Hilbert space. This bound is significantly lower than the best previously known upper
bound [3], which scaled as d2. As a byproduct of our analysis, we obtain a simple
geometrical characterization of extremal POVMs in terms of the generalized Bloch
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vectors associated to their elements.
In Section 2 we fix the notation and illustrate how the algorithm works in a few
simple cases. In Section 3 we set the mathematical tools we rely on and we derive
from them a geometrical characterization of extremal POVMs. Section 4 is devoted
to the full description of the algorithm, and Section 5 to the discussion of further
improvements. We finally summarize our results.
2. Simple cases
Let us start by fixing the notation and conventions used throughout this paper. A
POVM is a set P = {Ei} of positive semidefinite operators acting on a Hilbert space H
of dimension d, which satisfy the normalization condition
∑
iEi = I. The operator Ei
is called a POVM element, and it is associated to the outcome i of the POVM. In this
paper we focus on POVMs with a finite number of outcomes. The elements Ei might
be zero for some i, meaning that the corresponding outcomes have zero probability
of occurrence. Two POVMs that differ only in the number or position of their zero
elements are considered to be physically equivalent. When characterizing a POVM by
its number of outcomes we will refer only to those with physical meaning, that is to
the outcomes with a non-zero operator associated. In this spirit, we denote by PN a
POVM P with N non-zero elements, and we will refer to it as a N -outcome POVM.
A convex combination of two POVMs is also a POVM: suppose that P
(1)
3 =
{E1, E2, E3, 0, 0} and P(2)3 = {0, 0, E3, E4, E5} are two 3-outcome POVMs, then
P5 ≡ p1P(1)3 + p2P(2)3 = {p1E1, p1E2, (p1 + p2)E3, p2E4, p2E5} is also a POVM, where
p1 + p2 = 1. The convex combination P5 is the weighted sum element-by-element of
P
(1)
3 and P
(2)
3 .
In this paper we are faced with the reverse situation: given a POVM, we want to
find a decomposition into a convex combination of smaller (i.e. with less outcomes)
POVMs. As a simple example of this type of decomposition, consider the POVM
needed in the eavesdropping of the “BB84” protocol [2]
P4 =
{
1
2
|0〉〈0| , 1
2
|1〉〈1| , 1
2
|+〉〈+| , 1
2
|−〉〈−|
}
. (1)
Note that P4 can be expressed as
P4 =
1
2
P
(z)
2 +
1
2
P
(x)
2 , (2)
where
P
(z)
2 = {|0〉〈0| , |1〉〈1| , 0, 0} (3)
P
(x)
2 = {0, 0, |+〉〈+| , |−〉〈−|} . (4)
Thus, the POVM P4 can be effectively implemented by tossing an unbiased coin, and
then performing either P
(x)
2 or P
(z)
2 based on the outcome of this toss. In this case it is
trivial to identify at sight the two pairs of orthogonal operators and their weights in the
decomposition. This will not be so for an arbitrary measurement. The next example
is presented to gain insight on how this operation can be performed algorithmically.
Consider the POVM with five outcomes
P5 =
{
2
5
E1,
2
5
E2,
2
5
E3,
2
5
E4,
2
5
E5
}
, (5)
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E1
E2
E3
E4
E5
= p + (1− p)
Figure 1. (Color online) First step of the decomposition of P5. The selection
of elements (green) form the trine P
(1)
3 which appears in the decomposition
with associated probability p. After extracting it, we are left with P
(aux)
4 with
associated probability (1 − p). In the second step we select another trine (red)
from P
(aux)
4 .
where Ei are rank-1 projectors lying on the equator of the Bloch sphere and aligned
on the directions shown in Fig 1. To carry out its decomposition, one first notices
that some subsets of {Ei} may form a smaller POVM by themselves with appropriate
weights. Then, by selecting one of these subsets (for instance the trine formed by
elements 1, 3 and 4), one can rewrite the original POVM as
P5 = pP
(1)
3 + (1− p)P(aux)4 , (6)
where p = 1/
√
5 and
P
(1)
3 =
{
2√
5
E1, 0,
(
1− 1√
5
)
E3,
(
1− 1√
5
)
E4, 0
}
, (7)
P
(aux)
4 =
{
0,
2
5−√5E2,
3−√5
5−√5E3,
3−√5
5−√5E4,
2
5−√5E5
}
. (8)
Note that both P
(1)
3 and P
(aux)
4 are strictly smaller POVMs than P5. The operation just
performed consists in algebraically extracting P
(1)
3 , in such a way that the remaining
elements form a POVM with at least one less outcome (in the following section we
prove that such an operation is always possible). Note also that P
(aux)
4 is further
decomposable. Proceeding iteratively, one can select this time the elements 2, 3 and
5 and write the convex combination of trines
P
(aux)
4 = p
′
P
(2)
3 + (1− p′)P(3)3 , (9)
where p′ = 1/2 and
P
(2)
3 =
{
0,
(
1− 1√
5
)
E2,
(
1− 1√
5
)
E3, 0,
2√
5
E5
}
, (10)
P
(3)
3 =
{
0,
2√
5
E2, 0,
(
1− 1√
5
)
E4,
(
1− 1√
5
)
E5
}
. (11)
Finally, the original 5-outcome POVM can be expressed as a convex combination of
3-outcome POVMs as
P5 = p1P
(1)
3 + p2P
(2)
3 + p3P
(3)
3 (12)
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where p1 = p, p2 = (1− p)p′ and p3 = (1 − p)(1− p′).
Note that both P5 and P4 in the previous examples are rank-1 POVMs‡, and
hence we need no more than convex combinations of rank-1 POVMs to implement
them. However, consider the full-rank 2-outcome POVM
P2 =
{
1
2
|0〉〈0| , 1
2
|0〉〈0|+ |1〉〈1|
}
. (13)
In this case it will be enough to measure P
(z)
2 = {|0〉〈0| , |1〉〈1|} and, if its first outcome
is obtained, then toss an unbiased coin to decide between the two outcomes of P2.
The projector |0〉〈0|, an element of P(z)2 , is associated with more than one element
of P2, thus the association of the obtained outcome with an original outcome is not
immediate. This situation requires an additional step: classical post-processing of the
outcomes. This kind of operation has been previously introduced in the literature
under the name of relabeling [7]. In general, the post-processing step will be necessary
whenever rank (PN ) > 1. For any original element Ei such that rank (Ei) > 1, we
will split it into a combination of rank-1 operators (by writing it in its eigenbasis) and
consider such operators as additional outcomes, thus obtaining a rank-1 POVM that
is statistically equivalent to the original one. Of course, to reproduce the statistics
accordingly, a map from such new outcomes to the original ones is needed. We address
in full detail the case of POVMs of higher rank and the inclusion of a post-processing
step in Section 4.
We have seen in this Section examples of measurements that are mixtures of other
measurements. The mathematical structure of POVMs is convex: any inner point of
the set of POVMs corresponds to a mixed measurement, i.e. it can be expressed as
a convex combination of two different POVMs. We denote by PN the convex set
of POVMs with N elements on H. Note that for any P ∈ PN we can construct a
physically equivalent POVM P˜ ∈ PM , with M > N , just by adding zero-elements to
P. The limit of infinite elements yields the convex set of all POVMs P .
An extremal POVM is a measurement that cannot be expressed as a mixture of
two other POVMs. The 2- and 3-outcome POVMs obtained in the examples above
are extremal. If a POVM with N elements P is extremal in the convex set PN ,
then any physically equivalent POVM with M elements P˜, M > N , is also extremal
in PM . Ultimately, P will be associated with a set of extremal points of P . So
far we have used an apparently more restricted definition of extremality. From the
logic of the decompositions presented, it follows that we are considering a rank-1
POVM PN = {Ei} to be extremal iff there does not exist any subset {Ek} ⊂ PN ,
k = 1, . . . ,M < N such that PM = {akEk} is itself a POVM for a suitable set of
positive coefficients {ak}. We have seen that if such a subset exists, then PN can be
split in PM plus another POVM. We are therefore considering only decompositions
into extremals formed by a subset of elements of the original PN . However, we prove
in Section 3 that looking for such subsets is sufficient to check for extremality of a
given POVM.
3. Selection of extremal POVMs and geometric characterization
The decomposition of the POVMs presented as examples above is achieved through
the selection of subsets of their elements capable of forming a POVM by themselves. In
‡ A POVM is called rank-1 iff all its non-zero elements Ei are rank-1 operators, i.e. they can be
written as Ei = eiPi, where 0 < ei 6 1 and Pi is a normalized one-dimensional projector.
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order to give some insight on how to perform this selection for a general POVM P with
N outcomes, we now examine the conditions under which a set of n arbitrary rank-1
operators {Ei} can comprise a POVM, that is, there is a set of positive coefficients
{ai} such that
∑n
i=1 aiEi = I. For simplicity and w.l.o.g. we will assume the operators
Ei to be normalized (i.e. trEi = 1). Recall that, for a d-dimensional Hilbert space,
we can express Ei in a generalized Bloch-like representation as
Ei =

1
d
I+
1
2
∑
j
〈λˆj〉iλˆj

 , (14)
where the operators λˆj , j = 1, . . . , d
2 − 1 are an orthogonal basis of generators
of SU(d) and the generalized Bloch vector vi is defined with their expectation
values: vi ≡ (〈λˆ1〉i, . . . , 〈λˆd2−1〉i). In this representation, pure states have associated
a generalized Bloch vector of fixed length |v| =
√
2(d− 1)/d. Then, the POVM
condition may be equivalently written as
∑
i
ai = d , (15)
∑
i
aivi = 0 , (16)
that is a system of d2 linear equations. At this point we are only interested in checking
the consistency of (15) and (16). Therefore, the existence of the set {ai} can be cast
as a linear programming feasibility problem.
Before proceeding further, let us briefly overview the standard linear programming
formalism (for an extensive review on the topic see e.g. [9, 10]). A general linear
program (LP) has the standard form
min cTx
subject to Ax = b
x ≥ 0 , (17)
where A ∈ Rp×q, b ∈ Rp and c ∈ Rq are the given data, and the vector x ∈ Rq is the
variable to optimize. We call (17) feasible if there exists x ∈ Rq such that Ax = b,
x ≥ 0. Any LP of the standard form above has a dual problem of the form
max − bT ν
subject to AT ν + c ≥ 0 , (18)
where ν ∈ Rp. Let us assume that both LPs (17) and (18) are feasible. Then, we may
write
cTx+ bT ν = xT c+ xTAT ν = xT (c+AT ν) ≥ 0 . (19)
In order to obtain feasibility conditions of the LP (17), we now set c = 0 and solve
it. The existence of a solution implies that (17) is feasible and, from (18) and (19),
that for all vectors ν, AT ν ≥ 0 implies bT ν ≥ 0. If the dual problem does not have
a solution, then its corresponding LP neither has one. Conversely, the existence of a
vector ν that verifies the conditions
AT ν ≤ 0 , (20)
bT ν > 0 , (21)
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implies the infeasibility of (17). Notice that finding a ν subject to AT ν ≥ 0, bT ν < 0
is an equivalent problem.
We are now in the position to reinterpret the problem of finding the set of
coefficients {ai} within the general linear program scheme presented above. The
components of the vector x are the coefficients we want to determine, that is
x = {a1, a2, . . . , an}. Conditions (15) and (16) can be cast together in the Ax = b
equation: A is a matrix whose columns are given by vectors vi = (vi, 1), and b = (0, d).
Therefore, the dimensions of this linear program are given by p ≡ d2, q ≡ n. In
the dual problem the vector ν has dimension d2 and is unrestricted. However, for
later convenience and w.l.o.g. let us choose the specific form ν = (βν , α) , where
α ∈ R, β ∈ R+ are arbitrary constants and |ν| =
√
2(d− 1)/d. From Eqs. (20) and
(21) we have
βvi · ν + α ≤ 0 , (22)
α > 0 . (23)
A vector ν will simultaneously satisfy these conditions if and only if vi · ν < −α/β.
We can always choose β sufficiently large such that −α/β → 0, so the least restrictive
condition has the form
vi · ν < 0 (24)
[taking the complementary equations to (20) and (21) would have led to the equivalent
condition vi · ν > 0]. To summarize, as long as there exists a vector ν whose scalar
product with every other generalized Bloch vector vi is negative, we can always choose
two positive constants α, β such that ν = (βν, α) satisfies Eqs. (20) and (21). Hence,
the LP (17) is infeasible and the set of operators {Ei} cannot form a POVM.
Condition (24) has a clear geometrical interpretation: ν defines a hyperplane in
R
d2−1 which includes the 0 point and splits a (d2 − 2)-sphere such that all vi points
are situated at one side of the hyperplane. Obviously, if the vectors vi do not span
R
d2−1 but a subspace of smaller dimension d′, it will suffice to consider hyperplanes of
dimension d′ − 1. This hyperplane condition is equivalent to stating that the convex
hull of the vi points does not contain the 0 point.
We now state and prove next that, given a POVM with n > d2 non-zero elements,
it is always possible to select a subset of at most d2 which is also a POVM, up to
a suitable redistribution of weights. This is easily derived from the LP feasibility
formulation: equations (15) and (16) represent a system of d2 equality conditions and
n variables; if such a system is feasible, it would have a single solution for some value
of n ≤ d2. For n > d2 its solution will have n − d2 extra degrees of freedom, and
hence we will always be able to fix n−d2 variables to zero. Since this statement is not
valid when n 6 d2 (except for the case in which vectors vi span a smaller subspace of
R
d2−1), it follows that an extremal POVM will have at most d2 non-zero elements, as
it has been noted in previous works [3, 7].
The geometrical interpretation of the POVM condition provides a clear and useful
picture of the results in the previous paragraph in terms of the distribution of vectors
vi. Note that the number of vectors needed to subtend a solid angle in R
d2−1 is d2−1.
The conical hull defined by such vectors contains a portion of a hypersphere Sd
2
−2.
It is then easy to convince oneself that the minimum number of vectors required to
cover the whole Sd
2
−2 as a union of conical hulls is d2 [note that such a distribution
necessarily implies the violation of condition (24) and, therefore, the fulfilment of
(16)]. This means that, given such a set of d2 vectors, if we add an extra vector, it
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will necessarily fall in a conical hull defined by a certain subset of d2 − 1 vectors of
the original set and thus it could be expressed as a conical combination of those (i.e.
as a linear combination with nonnegative coefficients). Hence, given d2 + 1 POVM
elements whose Bloch vectors satisfy condition (16), one can always choose one of the
vectors and replace it by a conical combination of d2− 1 other vectors: the remaining
set of d2 vectors still satisfies condition (16).
In general, Bloch vectors vi will be contained in R
d2−1. When n < d2, additional
restrictions over vectors vi derive from (24). If n = 2 then the generalized Bloch
vectors v1 and v2 should span a 1-dimensional space in order to be able to violate
condition (24). In fact, the condition is violated only if v1 = −v2. If n = 3, vectors
v1,v2 and v3 should lie on a plane and not belong to the same semicircle (defined by
a line). For any n we should have
{v1,v2, . . . ,vn} ∈ Sn−2 ⊂ Rn−1 , (25)
where vectors vi do not belong to any hemisphere of S
n−2. Note that the extremality
statement in the previous paragraph extends to Rn−1: if we have n′ ≥ n + 1 vectors
(whose associated operators form a POVM) that span Rn−1, then we can always find
subsets of at most n vectors which violate condition (24), and thus are able to form
an extremal POVM.
To finish this section and for clarity purposes, note that it has been assumed
that the solutions of the LP feasibility problem correspond to extremal POVMs, i.e.
extremal points not only of the set of feasible points but also of the set of all POVMs.
This is indeed the case: on one hand, such a solution corresponds to a set of linearly
independent POVM elements {Ei}; on the other hand, any POVM with at most d2
rank-1 linearly independent elements is extremal (see e.g. Proposition 3 in [7]).
4. The algorithm
In this section, we present our constructive algorithm for decomposing a POVM
into extremals. We first address the case of rank-1 POVMs, and then we extend
the algorithm to higher-rank cases. We are given a rank-1 POVM PN = {aiEi},
i = 1, . . . , N , where Ei are normalized operators given by (14) and ai > 0. Our aim
is to express it as
PN =
∑
k
pkP
(k)
n , (26)
where P
(k)
n is an extremal rank-1 POVM with n 6 d2 outcomes. This means that
in order to implement PN it will suffice to randomly select a value of k from the
probability distribution pk, and then perform P
(k)
n . The algorithm we propose to
carry out such a decomposition works as follows:
We first define the LP feasibility problem
find x
subject to Ax = b
x > 0 , (27)
where x is a vector of N variables, A is a matrix whose columns are given by vectors
vi = (vi, 1), and b = (0, d). The set of feasible points of this LP, i.e. the values of x
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compatible with the conditions of the LP, define a convex polytope K in the space of
coefficients:
K = {x / Ax = b, x > 0} ⊂ RN . (28)
The vertices of K are its extremal points, and the region of RN defined by the
convex hull of all the vertices contains all the points that can be expressed as convex
combinations of these extremal points. Dantzig’s simplex method for solving LPs [10]
starts at a vertex of K, and it moves from vertex to vertex minimizing a cost function,
until there is no preferred direction of minimization; then, the optimal solution has
been found. Since there is no cost function in a feasibility problem, the simplex method
applied to (27) terminates at its first step: when it finds the first vertex. The convex
polytope K is isomorphic to a subset of PN , i.e. there is a one-to-one correspondence
between all their elements, and they behave equivalently. Therefore, such a vertex
x(1) = {x(1)i } found as the solution of the LP corresponds to the set of coefficients of
an extremal POVM, and as such x(1) will have at most d2 and at least d non-zero
elements. The vertices of the polytope K correspond to all the extremal POVMs that
one can comprise using only the original elements {Ei}, and its interior region contains
all the possible POVMs generated by these extremals.
Once we have found x(1), we algebraically subtract it from the original set of
coefficients {ai}. To illustrate this operation, let us assume d = 2 and x(1) =
{x(1)1 , x(1)2 , 0, . . . , 0}. Then, {ai} is rewritten as
{a1, a2, a3, . . . , aN} = p x(1) + (1− p)x(aux), (29)
x(aux) =
{
a1 − p x(1)1
1− p ,
a2 − p x(1)2
1− p ,
a3
1− p , . . . ,
aN
1− p
}
. (30)
For x(aux) to be an element of K, the inequality
p 6 ai/x
(1)
i 6 1 (31)
has to hold for all i such that x
(1)
i > 0. To guarantee the left-hand side of (31), we
take
p = min
i
ai
x
(1)
i
. (32)
Let us reorder the coefficients {ai} and x(1) such that p = a1/x(1)1 . This choice of p
makes the first coefficient of x(aux) to be zero (it could happen that more than one
element turns to be zero, thus accelerating the algorithm, but we consider from now on
the worst case scenario in which one element is eliminated at a time). Also, the right-
hand side of (31) is immediately satisfied since a1 < x
(1)
1 . Note that p ∈ [0, 1], thus it
is a probability. Now, (29) can be understood as a probabilistic (convex) combination
of x(1) and x(aux), both set of coefficients corresponding to an extremal POVM P
(1)
2
and a POVM with N − 1 outcomes P(aux)N−1 . Hence, as a result of the first step of the
algorithm, we can write
PN = pP
(1)
2 + (1 − p)P(aux)N−1 . (33)
We then repeat this process redefining the LP with P
(aux)
N−1 as the initial POVM, which
gives us another vertex x(2) associated to an extremal POVM with n outcomes P
(2)
n , a
remainder P
(aux)
N−2 and its corresponding probabilities. Of course, in general d 6 n 6 d
2.
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We iterate this process N −nL times, where nL is the number of outcomes of the last
extremal POVM obtained. At the last step the simplex algorithm will identify a
unique solution with probability 1, corresponding to the input set x(aux) = x(N−nL).
It is important to stress that the polytopes of the LPs at each step of the
algorithm, Kk, are subsequent subsets of each other, that is
K ⊃ K1 ⊃ . . . ⊃ KN−nL+1. (34)
The result of each step is the elimination of one of the original elements {Ei}, and with
it all the vertices that required that element. Thus, each step projects the polytope
onto a subspace of the space of coefficients by reducing its dimension by one. As a
consequence, in the end all the vertices selected by the simplex algorithm were vertices
of the original K.
When the rank of PN is higher than 1 we can still apply the same algorithm,
just adding two extra steps: one preparation step and one post-processing step. The
preparation step works as follows: for every i such that rank (Ei) > 1, express Ei in
its eigenbasis {|vij〉} as
Ei =
∑
j
λj |vij〉〈vij | =
∑
j
Eij . (35)
Consider each rank-1 operator Eij as a new outcome and denote the new (rank-1)
POVM by PN¯ = {E¯l}N¯l=1, where N¯ =
∑
i rank (Ei) > N . The label l(i, j) carries
the information contained in labels i and j. Now, the algorithm described above can
be applied directly over PN¯ . The post-processing step is needed for associating the
outcomes of the measure finally performed (l) to the outcomes of the original PN (i).
A generic algorithm for decomposing a point in a convex set into a combination
of extremal points of that set can be found in [3]. Although in this paper D’Ariano
et al specialize it for a general P ∈ PN , we would like to remark that significant
differences stand between our algorithm and the one presented there. The algorithm
of [3] consists in a recursive splitting of an inner point of the convex set into a convex
combination of two points that lie on a facet of the convex set (and thus a subset
of a strictly smaller dimension). After enough steps it yields a number of extremal
points along with some weights in a tree-like form, thus statistically reproducing the
original point as a mixture of extremal points. The direction in which the splitting
is done at each step is determined through an eigenvalue evaluation. The particular
decomposition we have presented in this paper may be considered within this general
scheme (we also do binary partitions at each step), however two main differences arise.
On one hand, the process of obtaining extremal points (i.e. the direction of splitting)
is radically different. We associate a polytope K to a subset of the convex set PN
via an isomorphism, and then we move efficiently along the directions marked by the
vertices of K. Thus, there is no need to analyze the whole convex set PN (which
is strongly convex, i.e. its extremal points are not isolated but lie on a continuum)
for a given P: our algorithm does not optimize a direction among a continuum of
possibilities at each step but selects any direction of a given finite set. On the other
hand, the authors in [3] state that their algorithm provides a minimal decomposition,
with a number of extremals upperbounded by (N − 1)d2+1. We have found that our
algorithm yields the tighter bound (N − 1)d+ 1.
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5. Ordered decompositions
The algorithm described in Section 4 will produce one of many possible decompositions
of the initial POVM into at most N − nL +1 extremals (recall that nL ranges from d
to d2), even if we only consider extremals made of original elements. Because at each
step any of the vertices of the polytope could be identified and extracted, the final
decomposition obtained is not unique and depends on the particular implementation
of the simplex method for solving the LP. That being said, one could be interested in
a particular decomposition that exhibits certain properties. We observe that there is
room in our algorithm for these extra requirements while maintaining its structure,
that is to efficiently produce decompositions into at mostN−nL+1 extremals obtained
through a LP solved by the simplex method. To obtain a particular decomposition
with this structure that verifies a certain desired property we will simply have to
establish some ranking among the vertices of the polytope in agreement to that
property or associated criterion, and tweak the algorithm to choose first the ones
at the top of the ranking. This is what we call an ordered decomposition.
A desirable ordering from the point of view of an experimental realization may be,
for instance, to prioritize the vertices with more zero elements, if there is any. Those
vertices would correspond to extremals with less outcomes. In the case of d = 2, for
instance, extremal POVMs can have 2, 3 or 4 outcomes. Such a decomposition would
seek first for 2-outcome (Stern-Gerlach measurements), then 3-outcome and finally
4-outcome POVMs.
The simplex method is an efficient way of finding the optimal vertex of a polytope
according to some criterion, which is implemented as a cost function. This is done by
minimizing or maximizing such a cost function. In the description of the algorithm we
chose this function to be independent of the variables, because we were only interested
in finding a feasible point. The choice of the cost function will vary the direction taken
by the simplex algorithm when it moves from one vertex to another, and it is therefore
a way to establish a ranking among the vertices. Consider for instance the cost function
Qn =
n∑
i=1
x2i . (36)
The maximization of Qn on its own could in principle work for finding the vertices
with more zeros: if we would have no other constraint but a fixed quantity d to
distribute among the n parties xi, the strategy that maximizes Qn is to give all to
one party and zero to the others. But we have more constraints in (27). Let us
take a look on the minimum and maximum values of Q4, that is for extremals with
4 outcomes. The value of Q4 will only depend on the geometric distribution of the
outcomes of the extremal. On one hand, Q4 takes its minimum value when d =
∑
i xi
is equally distributed among the variables xi, that is when the 4 associated Bloch
vectors vi are orthogonal in pairs (i.e. the POVM is a combination of two Stern-
Gerlachs). This value is Qmin4 = (d/4)
2 × 4 = d2/4. On the other hand, Q4 reaches
its maximum value if three of the vectors are parallel and the fourth is orthogonal
to all the others (this is the way to put a maximum weight on one of the xi), that
is Qmax4 = (d/2)
2 + (d/6)2 × 3 = d2/3. Applying the same reasoning for 3-outcome
extremals we have Qmin3 = d
2/3 and Qmax3 = 3d
2/8, and 2-outcomes can only give
Q2 = d
2/2. Since
Q2 > Q
max
3 > Q
min
3 = Q
max
4 > Q
min
4 , (37)
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the maximization of function Qn prioritizes the extremals with fewer outcomes at least
for d = 2, when the maximum number of nonzero elements in a vertex is n = 4. This,
unfortunately, stops being valid for n > 4, which in general happens if d > 2.
The general problem of maximizing a convex function over a convex set of feasible
points is called convex maximization. The problem at hand belongs to this category.
While the more standard class of convex minimization problems (i.e. minimizing a
convex function over a convex polytope) count on efficient solving algorithms, this is
not the case for convex maximization, except for very special cases. The efficiency of
the convex minimization relies on the uniqueness of the convex function’s minimum,
which is an inner point of the polytope. Conversely, its maxima are located on the
vertices of the polytope and all but one are local maxima. This fact makes the convex
maximization problems intractable in general, and so it is the maximization of (36).
The difficulty lies on the fact that an algorithm might find a local maximum (a vertex),
but there is no way to certificate its global optimality (although there are algorithms
that, despite no proof certificate, provide good guesses [11]).
Any global search algorithm (able to guarantee global optimality) for convex
maximization somehow enumerates all the vertices, and thus its efficiency highly
depends on the number of those. Of course, the ordered decomposition we are looking
for is immediately obtained if one enumerates all the vertices ofK. With such a list, we
would just have to pick up first those vertices with more zero elements, corresponding
to the extremals with fewer outcomes (or according to any other criterion we may
wish). Furthermore, no additional optimization is required since we can extract from
the same list the vertex required at each step, thus keeping us from solving a LP for
doing so. The problem of enumerating the vertices of a bounded polyhedron is NP
hard in the general case [12], but has efficient algorithms able to generate all vertices
in polynomial time (typically linear in the number of vertices) for several special cases.
For instance, in [13] there is an algorithm that enumerates the v vertices of a convex
polyhedron in Rm defined by a system of D linear inequalities in time O(mDv). Our
polytope K is of this type, and hence we could use the algorithm for our purpose.
Note however that v has a direct dependence on m and D. The problem of computing
v for a given polytope is NP-hard, but a bound can be provided [14]: the number of
vertices of our polytope K ⊂ Rm is at least exponential in m.
In summary, an ordered decomposition of a POVM can be carried out in two
ways. On one hand, nonlinear programming techniques can be used to maximize a
cost function subject to the constraints of (27), but none of them will perform with
perfect accuracy. We have found a cost function that prioritizes the extremals with
less outcomes for d = 2, but not for greater dimensions. Finding a cost function is
problem-specific, and it seems to be highly non-trivial: its maximization should lead
first to a vertex of the polytope, and secondly it should move from one to another
maximizing the desired property. On the other hand, an alternative method is to
enumerate all the vertices of the polytope K defined by the constraints of (27), but
the number of vertices and thus the time required to carry out the enumeration grows
exponentially with the number of elements of the original POVM.
6. Conclusions
We have presented an efficient algorithm to decompose any POVM P ∈ PN into
extremal ones. The decomposition achieved consists of a convex combination of at
least N − nL + 1 (if P is rank-1) and at most Nd− nL + 1 (if P is full-rank) extremal
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measurements, where nL ranges from d to d
2 and its value is determined by each
particular P. In the case in which P presents some symmetry (as the BB84 POVM
shown as an example in Section 2), more than one element may be eliminated in
one step of the algorithm and thus the number of extremals would be even less. We
have shown that only extremal rank-1 POVMs are required to effectively implement
P by introducing a classical post-processing of the outcomes. The decomposition is
efficiently carried out by an algorithm based on resolutions of LPs using the simplex
method, within polynomial time in N and d. The efficiency is achieved by restricting
the analysis to a polytope-shaped subset of PN for a given P, and thus by taking
into consideration only a finite number of extremals (the vertices of the polytope),
in contrast to what other authors have considered so far (see e.g. [3]). Furthermore,
in [3], a generic decomposition algorithm that yields a certain maximum number of
extremals is provided. We have found that our algorithm beats this performance in a
worst case scenario.
Since a given POVM admits many decompositions, we also explore the possibility
of obtaining a particular decomposition that exhibits a certain desired property,
introduced in the algorithm as an input. We call these decompositions ordered, and
they are based on prioritizations of extremals that can be made out of subsets of
the elements of P. As an example we give a method to prioritize extremal POVMs
with less outcomes in the case of d = 2, and show that either efficiency or accuracy
necessarily get compromised.
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