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The control landscape for various canonical quantum control problems is considered.
For the class of pure-state transfer problems, analysis of the fidelity as a functional over
the unitary group reveals no suboptimal attractive critical points (traps). For the actual
optimization problem over controls in L2(0, T ), however, there are critical points for
which the fidelity can assume any value in (0, 1), critical points for which the second
order analysis is inconclusive, and traps. For the class of unitary operator optimization
problems analysis of the fidelity over the unitary group shows that while there are no
traps over U(N), traps already emerge when the domain is restricted to the special
unitary group. The traps on the group can be eliminated by modifying the performance
index, corresponding to optimization over the projective unitary group. However, again,
the set of critical points for the actual optimization problem for controls in L2(0, T )
is larger and includes traps, some of which remain traps even when the target time is
allowed to vary.
Keywords: quantum control, control landscapes
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1. Introduction
Quantum theory has been in existence for about a century but until recently, the
main emphasis in the field was on constructing Hamiltonian models and solving the
Schrodinger equation. Although it was recognized that external fields and poten-
tials could change the Hamiltonian and thus the dynamics of a system, and such
external fields were certainly used in many areas from nuclear magnetic resonance
to atomic physics to effect changes to the system, it was only rather recently that
the full potential of using such external fields was recognized. Since then the subject
of control of quantum systems has developed from a niche area into a subject of
rapidly growing interest and importance, with an ever increasing number of appli-
cations ranging from quantum chemistry to quantum information processing (see
e.g. Ref. 1). Quantum control has been applied, for instance, to influence the out-
come of chemical reactions2, to prepare entangled states3, which are a resource
in quantum metrology and information processing, and to realize quantum gates4,
which are fundamental building blocks for a quantum computer. The scope of the
applications is vast.
As the potential and importance of quantum control was realized, attempts were
1
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made to formulate quantum control problems abstractly, and establish solid math-
ematical foundations. Some pioneering attempts were necessarily imperfect and the
theory is still under development, but there have been a number of interesting the-
oretical results. One important area is the control landscape5. While it is not too
difficult in many cases to formulate a particular task in terms of a control optimiza-
tion problem, i.e., of finding an admissible control that maximizes a performance
index, solving the resulting control optimization problems is challenging, especially
for large or complicated systems, and in almost all cases they can only be solved
computationally using numerical optimization strategies. Since the evaluation of the
performance index for quantum control problems generally requires the solution of
an operator or partial differential equation, evaluation of the latter becomes com-
putationally demanding and efficient algorithms are very important. This poses a
challenge as we are generally interested in finding global optima of a performance
index. While it is possible to employ direct global search strategies such as evolu-
tionary algorithms, these are computationally expensive, and success is generally
not guaranteed. On the other hand, there are efficient algorithms for finding lo-
cal optima of reasonably well-behaved functions, especially when gradients can be
computed relatively cheaply compared to the computational overhead involved in
evaluating the performance index, as can be achieved in our case, including the Kro-
tov method6,7,8, concurrent-update gradient-ascent pulse engineering (GRAPE)9
and various generalizations and variants including quasi-Newton methods10. This
is where the control landscape becomes relevant.
If the landscape is littered with many suboptimal, locally attractive critical
points then optimization strategies designed to find local extrema have a very low
probability of finding a global optimum from a generic starting point. In such a
situation global search strategies are usually required. In the opposite extreme, if
all local extrema are actually global optima, then any algorithm designed to find
local optima will succeed in finding a global optimum from any generic starting
point. In the intermediate case, if there are some sub-optimal (local) extrema but
their domain of attraction is small, then it is generally still avantageous to employ
efficient optimization strategies to find local extrema. The optimization may get
trapped, i.e., attracted to sub-optimal local extremum, but often simply restarting
the algorithm with a different initial condition will lead to success. The success of
this strategy will depend on the probability of trapping, and usually the ability to
recognize and terminate trapped runs quickly. The landscape for quantum control
problems was initially expected to be complicated, but it was quickly realized that
optimization algorithms designed to find local extrema were often very successful
at finding controls for which the performance index to be optimized took values
very close to its global optimum. This has led a number of researchers to study the
issue and put forward arguments why this should be the case, the core argument
being that contrary to expectations, the landscape for quantum control is extremely
simple and devoid of any traps, i.e., suboptimal locally attractive critical points.
In this paper we revisit this topic, taking a closer look at the control landscape.
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Previous studies 11,12,13,?,15,16,17,18,19,21 have mostly focused on regular critical
points, in particular showing that these can not be traps for typical quantum control
problems. However, it is well-known in the broader field of optimal control that
these are not the only critical points22, and that non-regular critical points must
be considered23,?,25. For quantum control problems the existence of non-regular
critical points has only recently been acknowledged26 but their properties have
not been studied carefully. For the Landau-Zehner it has recently been shown that
there are indeed no traps20, but in general it is not known if such critical points
can be traps. The existence of such traps would complicate the control landscape
and invalidate some general results arrived at by considering only regular points.
The main objective of this paper is to show that non-regular critical points do
exist for a large class of quantum control systems and that at least some of these
are suboptimal extrema for which the performance index can take many values.
To this end we construct examples for which it can be shown analytically that
attractive local extrema exist. This suggests that further analysis is required to
fully characterize the control landscape, including the nature of potential traps and
their practical relevance, e.g., for the design of efficient algorithms.
The paper is organized as follows. In Sec. II, we formally define the problem
and give the mathematical prerequisites. In Section III, we take a closer look at the
landscape for pure-state transfer problems. In Sec. IV we consider the landscape
for unitary operator optimization problems. We conclude with a brief discussion in
Sec. VI.
2. Background and Mathematical Prerequisites
The focus of this paper is quantum systems subject to Hamiltonian evolution gov-
erned by the Schrodinger equation. Although the latter generally applies to states
evolving over an infinite-dimensional Hilbert space, we restrict our attention to
systems where the Hilbert space of interest H is finite-dimensional. However, our
problems will be infinite-dimensional in that the space of controls is an infinite-
dimensional function space. This is the context for a considerable amount of work
on control of quantum systems, and can be partly motivated by the fact that in
practice one is usually either dealing with a system that intrinsically has a finite
number of degrees of freedom such as a collection of spins, or for which the Hilbert
space can be faithfully truncated and the controlled dynamics restricted to finite-
dimensional subspace of interest. Assuming this Hilbert space has dimension N ,
the evolution of the system can be described by a unitary operator Uf (t) ∈ U(N)
satisfying the Schrodinger equation
i~U˙f(t) = Hf (t)Uf (t), Uf (0) = I, (2.1)
where I is the identity matrix in U(N) and Hf (t) is the Hamiltonian of the system,
which in our case will be control-dependent, as will be indicated by the subscript
f . For simplicity the control dependence will be assumed to be linear in the (real-
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valued) controls fm(t),
Hf (t) = H0 +
M∑
m=1
fm(t)Hm. (2.2)
Here H0 and Hm are bounded Hermitian operators on H, H0 corresponding to the
system’s intrinsic Hamiltonian and Hm modelling the interaction with the control
fields. The control fields fm are functions in a suitable function space. In this paper
we choose fm ∈  L2(0, T ), the space of square-integrable functions over the interval
[0, T ] ⊂ R, although the results can be generalized to other function spaces. In the
following we also choose M = 1 unless otherwise stated, choose units such that
~ = 1, and define the two-point propagator Uf (t2, t1) = Uf(t2)Uf (t1)
†.
2.1. Control problems
Most typical control problems for (Hamiltonian) quantum systems fall in one of
the following three categories: pure-state transfer, observable control and unitary
operator implementation. The pure-state transfer problem consists of preparing the
system in a desired state |Ψg〉, usually at a given time T , assuming it is initialized
to some state |Ψ0〉 at time 0. A natural measure of success in achieving this goal is
the transfer probability
FP (f) = |〈Ψg|Ψ(T )〉|2, (2.3)
where in our case |Ψ(T )〉 = Uf (T )|Ψ0〉 and Uf (T ) is a solution of (2.1). For a
given Hamiltonian, initial and target states, and fixed target time T , the transfer
probability depends only on the choice of control f , i.e., if the controls vary over
L2(0, T ) then FP : L
2(0, T ) 7→ R. The observable control problem lies in taking a
system characterized by an initial density operator ρ0 at time 0 to a state ρ(T ) at
time T for which the selected observable A attains its maximal possible value, i.e.,
we aim to maximize the expectation value
FD(f) = Tr[Aρ(T )], (2.4)
where ρ(T ) = Uf(T )ρ0Uf (T )
† and Uf(T ) is again a solution of (2.1). The gate
synthesis control problem consists in choreographing the system dynamics to im-
plement the unitary gate V over the time interval [0, T ]. Using the Hilbert-Schmidt
norm to measure distance from the target gate V , this gives the gate fidelity
FV (f) =
1
N
ReTr[V †Uf (T )] (2.5)
as a natural performance index, where Uf (T ) is a solution of (2.1) as before.
Broadly speaking, the objective of quantum control is to find a control f that
maximizes one of these performance indices, where f is allowed to vary over a
function space such as L2(0, T ). Here T is fixed unless stated otherwise. In practice,
quantum optimal control problems can usually only be solved computationally using
optimization algorithms and such implementations require us to restrict the space
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of controls to a finite-dimensional subspace, but in this paper we will be chiefly
interested in the ideal case where f is allowed to vary over L2(0, T ).
More precisely, we wish to find the (global) maximum of a (non-linear) functional
F : L2(0, T )→ R, which in our case is either FP , FD, or FV . It will often be fruitful
to think of F as a composition of the solution functional Uf (T ) : L
2(0, T )→ U(N)
taking a control field f to the corresponding propagator at time T , U(T ), via (2.1),
and the fidelity on the Lie group G : U(N)→ R, and we shall use
GP (U) = |〈Ψg|U |Ψ0〉|2, GD(U) = Tr[AUρ0U †], GV (U) = 1
N
ReTr[V †U ],
(2.6)
respectively, to denote the equivalents of FP , FD and FV above.
2.2. Controllability considerations
Whether we allow the fields fm to range over the whole of L
2(0, T ) or a smaller
space such as the continuous or piecewise constant functions, we must consider
whether the aforementioned control problems are feasible, i.e., whether the maxi-
mum of the performance index is actually attainable. In general, reachability of a
target state that globally optimizes the performance index is difficult to assess, but
we know that a sufficient condition for attainability of the global maximum is con-
trollability. Although this is generally a much stronger requirement, controllability
is useful as it is well characterized. Specifically, we say that a given system Hf (t)
is controllable if for all endpoint conditions – either {|Ψ0〉, |Ψg〉}, {ρ0, A} or {I, V },
there exists a time T and an (admissible) control f that solves the corresponding
control problem. In general, for bilinear control systems on a Lie group, as in our
case, this problem reduces to one about the Lie algebra  L generated by the matrices
{iHm}Mm=0. For pure-state control problems controllability is equivalent to  L being
a representation of either sp(N/2), sp(N/2)⊕ u(1), su(N) or u(N). For mixed-state
(density-operator) control problems, we require su(N) or u(N), while the system
is fully unitary operator controllable only when  L = u(N)28,29, although the dis-
tinction between su(N) and u(N) is artificial in most cases as the extra dimension
contributes only a global phase, which is generally not observable. Since we usually
wish to fix the final time T when carrying out control optimization, we are also
interested in the stronger notion of exact-time controllability, namely, whether a
system has some critical time Tc such that all endpoint conditions give solvable
control problems for any T > Tc. It turns out that, neglecting global phase, these
notions of controllability are equivalent to the previous three by Theorem 13 of 30.
Apart from these now standard results, we will need the following:
Theorem 2.1. Let H = H0+ f(t)H1 be a control system,  L = u(N) or su(N) and
G = U(N) or SU(N) be associated Lie group.
If the set of all commutator expressions in iH0 and iH1 joined with iH0 and
iH1 span  L (Lie algebra rank condition), then there exists a maximal time Tmax
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and neighborhood N of (H0, H1) in i L × i L such that for all systems s ∈ N and
elements g ∈ G, there is a control taking s to g in time T < Tmax.
If the set of all commutator expressions in iH0 and iH1 joined with iH1 span
 L (exact-time Lie algebra rank condition a), then there is a critical time Tc and
neighborhood N of (H0, H1) ∈ i L × i L such that for all s ∈ N , g ∈ G and T > Tc,
there is a control taking s to g in time T .
Proof. If system specified by (H0, H1) satisfies the Lie algebra rank condition, by
Theorem 1 of Ref. 30 there is a set of values v1, . . . , vn such that the function
F : (t1, . . . , tn) 7→ e−i(H0+vnH1)tn · · · e−i(H0+v1H1)t1
has Jacobian dF of full rank at some point t. This implies that the extended function
F ′ : (A,B, t1, . . . , tn) 7→ (A,B, e−i(A+vnB)tn · · · e−i(A+v1B)t1)
also has Jacobian dF ′ =
(
I 0 0
0 I 0
∗ ∗ dF
)
of full rank at the point (H0, H1, t). Thus by
the inverse function theorem, choosing neighborhoods N of (H0, H1) and V of t
bounded, there is a neighborhoodW of F (t) such that F ′({A}×{B}×V ) includes
{A} × {B} ×W for every (A,B) ∈ N . By compactness (and connectedness), some
power W k covers the entire group G. Letting T be the supremum of
∑
n tn over V ,
we see that for all systems in N the entire group is reachable in less than time kT .
Assuming (H0, H1) satisfies the exact-time Lie algebra rank condition, the same
argument may be repeated with
F : (t0, . . . , tn) 7→ e−i(H0+vnH1)tn · · · e−i(H0+v0H1)t0
as constructed in the proof of Theorem 3 in 30, where now F has domain restricted
to
∑
n tn = T . This alteration shows that the critical time Tc of exact-time control-
lability can indeed be chosen uniformly about (H0, H1), as claimed.
2.3. Gradient and Hessian formulas
Finding the global optimum of a function is generally a very difficult task. On the
other hand, there are many efficient algorithms to find local extrema, i.e., attractive
critical points of a function. For this reason we are particularly interested in the
nature of the critical points of the various functionals F, which depends only on
certain local properties of the solution functional Uf(t). To study the latter, we
need the identity
Uf+∆f(t)− Uf (t) = −i
∫ t
t0
Uf (t, τ)[Hf+∆f (τ) −Hf (τ)]Uf+∆f (τ) dτ (2.7)
aNote again that the exact-time and usual Lie algebra conditions match for su(N).
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which can be verified by differentiating both sides, and used to derive
Uf+∆f(T ) = Uf(T )− i
∫ T
0
Uf (T, τ)∆H(τ)Uf (τ) dτ
−
∫ T
0
∫ τ
0
Uf (T, τ)∆H(τ)Uf (τ, σ)∆H(σ)Uf (σ) dσ dτ +O(‖∆f‖3) (2.8)
where ∆H(τ) = Hf+∆f (τ) − Hf (τ) is just ∆f(τ)H1 in the M = 1 case. For
α, β ∈ L2(0, T ) we define the linear map
α 7→
∫ T
0
δUf(T )
δf(τ)
α(τ) dτ,
δUf(T )
δf(τ)
= −iUf(T, τ)H1Uf (τ), (2.9)
corresponding to the gradient of Uf (T ) at f , and the bilinear map
(α, β) 7→ −
∫ ∫
0<σ<τ<T
Uf (T, τ)∆H(τ)Uf (τ, σ)∆H(σ)Uf (σ)[α(τ)β(σ) + β(τ)α(σ)] dσ dτ
(2.10)
corresponding to its Hessian. Indeed, the second order perturbative expansion (2.8)
is the functional analog of the Taylor expansion of a function, with the gradient and
Hessian functionals corresponding to the first and second order terms, respectively.
Since the Hessian is naturally a linear operator mapping L2(0, T ) to itself, it is
convenient to have notation for referring directly to some such operators, along with
the elements of L2 themselves. We shall use Π to denote the unnormalized projection
onto its argument, and • as a placeholder for the argument of the anonymous
function it is a constituent of. For example, Π[cos(ω•)] refers to the projector onto
the function t 7→ cos(ωt), that is, the operator that maps each α ∈ L2(0, T ) to
cos(ω•) ∫ T0 cos(ωτ)α(τ) dτ in L2(0, T ).
The importance of the gradient and the Hessian functionals is that the former
determines the critical points of the functional F, and the latter their nature. In
particular, if the Hessian at a critical point f is negative definite, then the critical
point is attractive and corresponds to a local maximum over any finite-dimensional
subspace of L2(0, T ); similarly, if it is positive definite, the critical point is repulsive
and corresponds to a local minimum over any finite-dimensional subspace, and if
the Hessian at the critical point can take both positive and negative values, the
critical point is a saddle.
3. Pure-state landscape
3.1. All Critical Points over SU(N) or U(N) global extrema?
As mentioned in the introduction the problem of finding a control f ∈ L2(0, T ) to
maximize the pure-state fidelity functional (2.3) can be viewed a composition of
finding a U∗ ∈ U(N) or SU(N) that maximizes FP , and an optimization problem
of finding a control in L2(0, T ) that realizes Uf (T ) = U∗. Defining A = |Ψg〉〈Ψg|
and ρ0 = |Ψ0〉〈Ψ0|, we have |〈Ψg|U |Ψ0〉|2 = Tr[AUρ0U †], i.e., we can rewrite the
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pure-state optimization problem as a general observable optimization problem. It is
easy to show that a necessary and sufficient condition for U ∈ U(N) or SU(N) to be
a critical point of Tr[AUρ0U
†] is that A and Uρ0U
† commute, i.e., [A,Uρ0U
†] = 0.
In our case, as A and ρ0 (and thus Uρ0U
†) are projectors onto pure states, there are
only two types of critical points: (i) A and Uρ0U
† are projectors onto orthogonal
subspaces of H, in which case we have Tr[AUρ0U †] = 0, and (ii) A and Uρ0U † are
projectors onto the same 1D subspace of H, in which case we have Tr[AUρ0U †] = 1.
Thus, the landscape for pure-state optimization overU(N) or SU(N) is very simple:
there are only two types of critical points, corresponding to extremal values of
the fidelity, i.e., global extrema, and no saddles or other critical points for which
the fidelity assumes values in (0, 1). The critical points over SU(N) or U(N) are
sometimes referred to as kinematic critical points26.
Since then several papers have attempted to show that this result extends to the
actual optimization problem over L2(0, T ), i.e., that the fidelity FP as a functional
over L2(0, T ) only has critical points for which it achieves either its global minimum
0 or maximum 1. However, the arguments put forward in Ref. 11 and 12 rely,
without rigourous justification, on the property that the solution functional f 7→
Uf (T ) is of full rank everywhere. Ref. 18 gives another proof but relies on the
same assumption. Ref. 14 argues that a certain sequence of expressions starting
with equation (14) and (15) therein generate the full Lie algebra generated by iH0
and iH1, and hence, assuming controllability, span the entire Lie algebra su(N).
But this procedure only allows the generation of specific linear combinations of
commutators and, although it may seem plausible, these are not guaranteed to
span su(N). For the more general density matrix control problem, Ref. 14 similarly
assumes that the map f 7→ Uf(T ) is of full rank everywhere to derive that the
final state Uf(T )ρ0Uf (T )
† must commute with the observable A at critical points,
and hence that 0 and 1 are the only critical values for pure states. Ref. 16 makes
use of the same assumption, referring to Ref. 14 as evidence of its validity, to re-
derive this critical point characterization, along with the result that all but the
global maxima and minima are saddle points. Ref. 19 recognises the possibility of
singular controls f , here of f 7→ Ψf (T ) not being full rank for a particular control
f , along with the issues this raises, but defers analysis of such points to future
work. Ref. 26 gives some characterization of singular controls and acknowledges
that these can be critical points of the performance index that do not correspond to
kinematical critical points, but considers only one example involving eigenstates of a
four-level system, to conclude based on numerical simulations that singular controls
do not appear to be traps for this problem. Therefore, the question of the existence
of non-kinematic critical points and their nature for the pure-state fidelity (2.3),
i.e., critical points f ∈ L2(0, T ) for which FP does not assume extremal values,
remains open. Furthermore, for the observable optimization problem (2.4) it has
been shown that critical points exist that are traps at least to second order, i.e.,
for which the Hessian is negative semi-definite but the fidelity does not assume its
global maximum value27.
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In this work we show that non-kinematical critical points exist for a large class
of pure-state control problems. Since the mapping f 7→ Ψf (T ) is not of full rank
at these singular points, it shows that the full-rank-everywhere hypothesis made in
many of the works cited above is generally not satisfied. So even if the landscape
was indeed guaranteed to be trap-free under this hypothesis, we cannot draw any
conclusions from these results about the existence of traps for quantum control
problems. This does not immediately imply the existence of traps in the control
landscape as these singular critical points need not be attractive. However, we fur-
ther show that one can systematically construct examples of non-kinematic critical
points at which the Hessien shows is strictly negative definite. This is possible as the
Hessian need not have finite rank at singular critical points, and thus can have in-
finitely many negative eigenvalues. Thus, not only do non-kinematic critical points
exist but they can be attractive, i.e., traps. The implication of these results is that
any landscape analysis based on considering only regular points is incomplete and
inconclusive, and the existence of examples for which traps provably exist shows
that the landscape is not universally trap-free.
3.2. Any critical value possible for critical points over L2(0, T )?
Let us start by considering, for any choice of final time T , a pure state control
problem for a two-level system of the general form:
H0 =
(
a 0
0 b
)
, H1 =
(
c d
d c
)
(3.1a)
〈Ψg| = 1√
2
[1, eiφ]eiTH0 , |Ψ0〉 = 1√
2
[
eiθ
e−i(θ+φ)
]
, (3.1b)
where we can exclude the degenerate case |Ψg〉 = |Ψ0〉 by choosing θ 6≡
b−a
2 T (mod π). For the field f ≡ 0, which is identically zero over [0, T ], we
have 〈Ψg|Uf (T )|Ψ0〉 = cos(θ) and thus the pure-state transfer fidelity FP =
|〈Ψg|Uf(T )|Ψ0〉|2 = cos2(θ). The gradient is
δFP
δf(t)
= 〈Ψg| δUf (T )δf(t) |Ψ0〉〈Ψg|Uf(T )|Ψ0〉+ 〈Ψg|Uf (T )|Ψ0〉〈Ψg| δUf (T )δf(t) |Ψ0〉
= 2Re
[
〈Ψg| δUf (T )δf(t) |Ψ0〉〈Ψg|Uf (T )|Ψ0〉
]
and inserting
δUf
δf(t) = −iUf(T )Uf (t)†H1Uf (t) from (2.9) this gives
δFP
δf(t)
= 2 Im
(
〈Ψg|Uf (T )Uf(t)†H1Uf(t)|Ψ0〉〈Ψg|Uf(T )|Ψ0〉
)
For f ≡ 0 this gradient formula evaluates to
Im
(
ceiθ + dei(a−b)t−i(θ+φ) + c.c.
)
cos(θ) = 0 for all t,
showing that f = 0 is a critical point. A value of θ can be chosen to achieve any
fidelity in the interval (0, 1), and this can be done avoiding the degenerate case
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by choosing the right sign for θ when necessary. So we already see there is a large
family of control problems admitting critical points for which the fidelity assumes
any possible value but this is simply a special case of the following general theorem.
Theorem 3.1. Given any bilinear control system with control Hamiltonian H0 +
f(t)H1, any target time T > 0, and any F ∈ (0, 1), there exist pairs of initial and
target states |Ψ0〉, |Ψg〉 and a control f such that f is a critical point of the fidelity
FP with critical value FP = F .
Proof. Any bilinear control system H0+ f(t)H1 with f(t) = f˜(t)+µ is equivalent
to one with Hamiltonians H˜0 = H0 + µH1, H1 and control f˜(t).
Case 1: Suppose there is a value of µ ∈ R such that H˜0 has degenerate eigenval-
ues. Choose a two-dimensional subspace SS of this eigenspace. Then, restricted to
the subspace SS the Hamiltonians take the form
H˜0 =
(
a 0
0 a
)
, H1 =
(
b 0
0 c
)
. (3.2)
It easy to see that f˜ ≡ 0 is a critical point with fidelity cos2(θ − φ) for any T for
the state transfer problem |Ψ0〉 7→ |Ψg〉 on SS with
〈Ψg| = [cos(θ), sin(θ)e−iγ ], |Ψ0〉 =
[
cos(φ)
sin(φ)eiγ
]
if the Hamiltonians restricted to SS take the form (3.2). Since SS is an invariant
space of U(t) = e−itH˜0 , if the initial and final states are in SS, the formulas for the
fidelity and gradient simplify to their analogues restricted to SS. Therefore, f˜ = 0
is a critical point for the state transfer problem |Ψ0〉 7→ |Ψg〉 for the original system
if we embed the initial and target state into the full Hilbert space H in the obvious
manner.
Case 2: If the eigenvalues of H0 + µH1 are always distinct then we can contin-
uously parametrize the (unique) eigenvectors vmax(µ) and vmin(µ) corresponding
to the maximal and minimal eigenvalues of H(µ) = 1|µ|+1(H0 + µH1), respectively.
Letting λmax, λmin be the maximal and minimal eigenvalues of H1, we have the
identities
lim
µ→−∞
〈vmax(µ)|(−H1)|vmax(µ)〉 = −λmin lim
µ→∞
〈vmax(µ)|H1|vmax(µ)〉 = λmax
lim
µ→−∞
〈vmin(µ)|(−H1)|vmin(µ)〉 = −λmax lim
µ→∞
〈vmin(µ)|H1|vmin(µ)〉 = λmin
Hence by continuity we must have 〈vmax(µ)|H1|vmax(µ)〉 = 〈vmin(µ)|H1|vmin(µ)〉
for some (finite) µ, unless λmax = λmin, which would mean that H1 is a multiple of
the identity and so any value of µ would do. Using this µ leads to an effective system
H˜0, H1 which, when restricted to the subspace SS spanned by {vmax(µ), vmax(µ)},
and expressed in this basis, is precisely of the form (3.1). Again we can extend
the initial and target states in (3.1) to the full Hilbert space in a trivial way so
that f˜ ≡ 0 is a critical point with fidelity cos2 θ for the resulting state transfer
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problem with the Hamiltonian H˜0+ f˜H1. Restriction to SS is again a well-behaved
procedure since the span of each eigenvector is invariant under the time evolution
generated by the corresponding Hamiltonian H˜0.
This theorem shows that for any control system, in particular any controllable
one, there exist pairs of initial and target states for which we can achieve critical
values of the fidelity in (0, 1). The initial and target states which exhibit such critical
points in the proof above are generally not eigenstates of H0 and one might wonder
whether critical points for which the fidelity does not achieve extremal values might
not exist if the initial and target states are restricted to eigenstates of the system
Hamiltonian H0, as is the case in many applications, but even in this case there are
counter-examples.
Example 3.1. Non-extremal critical points for eigenstate transfer. Con-
sider state transfer from |Ψ0〉 to |Ψg〉 for the system Hf (t) = H0 + f(t)H1, where
H0 =

1 0 00 2 0
0 0 4

 , H1 =


1
√
2
3 0√
2
3 2
√
1
3
0
√
1
3 4

 , |Ψ0〉 =

10
0

 , |Ψg〉 =

00
1

 .
The initial and target states are eigenstates of the system Hamiltonian and the
system is controllable as H0 has distinct transition frequencies and H1 is connected.
However, for T = 2π, for example, the transfer fidelity FP has a critical point at
f ≡ −1 as δFPδf = 89 sin2(T2 ) sin(T ) = 0 with fidelity FP = 89 sin4(T2 ) = 89 < 1.
3.3. Attractive suboptimal critical points over L2(0, T )
We can furthermore show that the critical points above, for which the fidelity does
not assume extremal values, are not necessarily saddle points either. We show this
for pure state examples but the problems can be reformulated as observable op-
timization problems with A = |Ψg〉〈Ψg| for a density matrix that is a projector
onto the pure state |Ψ(t)〉. Hence the examples also show the existence of non-
kinematic critical points for which the observable fidelity FD = Tr[Aρ(T )] assumes
non-extremal values, which are not saddle points.
Example 3.2. Critical saddle points with negative semi-definite Hessian.
Given any target time T and Hf (t) = H0 + f(t)H1, choose
H0 =


2 0 0 0
0 4 0 0
0 0 5 0
0 0 0 9

 , H1 =


0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0

 , |Ψ0〉 =


cosφ
0
0
sinφ

 , |Ψg〉 =


e−i2T cos θ
0
0
e−i9T sin θ

 .
f ≡ 0 is a critical point of the fidelity as it can easily be verified that
〈Ψg|U0(T, t)H1U0(t)|Ψ0〉 = 0. The corresponding critical value FP = cos2(θ−φ) < 1
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unless θ = φ mod π. The Hessian of the fidelity at this point can be computed as
−2 cos(θ−φ)
∫ ∫
0<s<t<T
[cos θ cosφ cos(2(s− t))+sin θ sinφ cos(4(s− t))]γ(s, t) ds dt
where γ(s, t) = α(s)β(t)+β(s)α(t) accounts for the necessary symmetrization, and
can be written as two instances of the operator C defined in the appendix
− 2 cos(θ − φ)
[
cos θ cosφ
(
Π[cos(2•)] + Π[sin(2•)])
+ sin θ sinφ
(
Π[cos(4•)] + Π[sin(4•)])].
This expression is negative semi-definite whenever cos θ cosφ and sin θ sinφ are both
positive, equivalently, when θ and φ lie in the interior of the same quadrant. For
example, for θ = π6 and φ =
π
3 we obtain FP =
3
4 and Hessian taking the form
− 34
[
Π[cos(2•)] + Π[sin(2•)] + Π[cos(4•)] + Π[sin(4•)]]. Thus f is a critical point,
which is a trap to second order. This means that there exists a neighborhood of
the critical point from which no points can escape if we consider only the second-
order perturbative expansion of the fidelity around the critical point. However,
such second-order traps are usually third-order saddles as on the subspace where
the Hessian vanishes the local dynamics is determined by the first non-vanishing
term and the third order term usually has indefinite sign. Indeed, by extending
(2.8), we can compute the third derivative of FP
12 cos(θ − φ)
∫ ∫ ∫
0<r<s<t<T
[cos θ sinφ sin(4r + s+ 2t)− sin θ cosφ sin(2r + s+ 4t)]
δf(r)δf(s)δf(t) dr ds dt
in direction δf . When T > π, the first and second order derivatives of FP in direction
γ(t) = 1 for t < π and 0 otherwise, vanish and evaluating the triple integral above
shows that the third-order term is proportional to sin (2(θ − φ)). If sin(2(θ−φ)) 6= 0
then either +γ or −γ is a direction of increase and f is a third-order saddle point.
sin(2(θ− φ)) 6= 0 unless θ− φ = 0 or π/2 (modulo π). θ− φ = 0 corresponds to the
global maximum and θ − φ = π/2 the global minimum of the fidelity.
This example shows that there are second order traps which are saddle points.
These points are bad for optimization as escaping from a neighborhood of such as
point is difficult. However, we can construct examples of true traps, for which there
exists a neighborhood of the critical point from which no escape is possible. The
reason why the second order trap above is still a saddle is the fact that the Hessian
is only negative semi-definite. To construct a true trap, we therefore need to modify
the example to ensure that the Hessian is strictly negative definite, i.e., has no zero
eigenvalues.
Example 3.3. Non-extremal critical points with negative definite Hessian
(traps). Consider H = H0 + f(t)H1 as before, and choose the target time T =
π
ε
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and Hamiltonians and initial and target states as follows:
H0 =


1 + ε 0 0 0
0 1 0 0
0 0 2 0
0 0 0 2

 , H1 =


0 1 0 0
1 0 1 0
0 1 0 b
0 0 b 0

 , |Ψ0〉 = 1√2


eiθ
0
0
e−iθ

 , |Ψg〉 = 1√2


e−iT (1+ε)
0
0
e−i2T

 .
It is easy to verify that the gradient vanishes identically for f = 0. Hence, f = 0 is
a critical point as before. The fidelity at f = 0 is FP = cos
2 θ and the Hessian is
−
∫ ∫
0<s<t<pi
ε
[b2 cos2 θ + cos θ cos(ε(s− t)− θ)] [α(s)β(t) + α(t)β(s)] ds dt
=
∫ ∫
0<s<t<pi
ε
[−b2 cos2 θ − cos2 θ cos(ε(s− t))− 12 sin(2θ) sin(ε(s− t))] [α(s)β(t) + α(t)β(s)] ds dt
recalling cos(a − b) = cos(a) cos(b) + sin(a) sin(b). With the definitions in the ap-
pendix the Hessian can be rewritten as
−a0Π[1]− cos2 θ
(
Π[sin(ε•)] + Π[cos(ε•)])− ∞∑
k=1
ak
(
Π[sin(2kε•)] + Π[cos(2kε•)])
with a0 = b
2 cos2 θ − 2π sin(2θ) and ak = 2 sin(2θ)π(4k2−1) for k > 0. The Hessian will
be strictly negative definite if ak > 0 for all k, which is equivalent to b
2 cos2 θ >
2
π sin(2θ) > 0. With b = 3, for instance, this double inequality is satisfied for all
θ ∈ (0, π3 ], and this range of θ yields fidelities FP = cos2 θ ∈ [ 14 , 1). Therefore, for all
of these values of θ, the critical point f ≡ 0 corresponds to a local maximum with
FP < 1, at least over any finite dimensional subspace.
By computing the rank of the relevant Lie algebra, we can verify that H0, H1
specifies an (exact-time) controllable system at ε = 0, so that our uniform control-
lability result applies. Time-T controllability can therefore be ensured by choosing a
sufficiently small ε, so that H0, H1 lie in the neighborhood of uniform controllability
and T = πε is larger than the minimal time required for controllability.
This example can easily be generalized to show that traps exist for entire families
of systems, which can have any dimension. Consider a system of any dimension with
Hamiltonians given by
H˜0 =
(
H0 0
0 ∗
)
, H˜1 =


0 1 0 0 0
1 ∗ ∗ 0 ∗
0 ∗ ∗ b ∗
0 0 b 0 0
0 ∗ ∗ 0 ∗


where H0, b are those in the previous example, bold characters denote blocks, and
entries with ∗ can be chosen arbitrarily (subject to the result being Hermitian). For
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the initial and target states
|Ψ˜0〉 =
[
Ψ0
0
]
, |Ψ˜g〉 =
[
Ψg
0
]
the value, derivative and Hessian of this problem matches those of the previous
example at f ≡ 0. Indeed, by construction, the action of H˜1 matches that of H1
on the e1, e4 subspace, mapping it into the e2, e3 subspace, while evolution of both
these invariant subspaces is the same under either H˜0 or H1. So this problem has a
sub-optimal local maximum for any ε > 0, as in the example.
3.4. Non-constant singular controls
Theorem 3.1 and the previous results relied on constant controls to show that critical
points with non-extremal values of the fidelity exist for all systems with Hf (t) =
H0 + f(t)H1, i.e., any choice of H0 and H1, and that such critical points need not
be saddle points but can in fact be traps. The chief motivation for this choice is
that constant controls enable analytical gradients and Hessian computations and
thus allow us to rigorously prove the existence of non-kinematical critical points
and traps. Although even a single trap is problematic, it is worthwhile to consider
briefly how the critical point condition δFP /δf ≡ 0 can be satisfied for a given
system for non-constant controls f(t). Let 〈ΨB| = 〈Ψg|Uf (T )|Ψ0〉〈Ψg|Uf (T ), then
the critical point condition reads
Im〈ΨB|Uf(t)†H1Uf (t)|Ψ0〉 ≡ 0, (3.3)
where Uf(t) must satisfy the Schrodinger equation (2.1), i.e., we have a Differential-
Algebraic equation system. Note that since Uf (T ) is of course not known in advance,
we set 〈ΨB| = 〈Ψb|Ψ0〉〈Ψb| for some 〈Ψb| and then |Ψg〉 = Uf (T )|Ψb〉, a posteriori.
While the existence and uniqueness of solutions to such systems is in general not
trivial to ascertain, differentiating the constraint and using the Schrodinger equation
leads to a more explicit form
0 = Im〈ΨB|H1|Ψ0〉 (3.4a)
0 = Re〈ΨB|[H0, H1]|Ψ0〉 (3.4b)
0 ≡ Im〈ΨB|Uf(t)†[H0 + f(t)H1, [H0, H1]]Uf (t)|Ψ0〉. (3.4c)
Assuming the first two equations hold, which can be thought of as a two-dimensional
constraint on 〈ΨB|, the system can be solved, at least locally about t = 0, by
adjoining the constraint
f(t) = − Im〈ΨB|Uf (t)
†[H0, [H0, H1]]Uf (t)|Ψ0〉
Im〈ΨB|Uf (t)†[H1, [H0, H1]]Uf (t)|Ψ0〉 (3.5)
to the Schrodinger equation, under the generically true condition that the de-
nominator does not vanish at t = 0. The additional, also generic, property that
df/ dt|t=0 6= 0 guarantees that the critical point f in question is not a constant
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function. As the fidelity FP for the control f is |〈Ψb|Ψ0〉|2 we can construct crit-
ical points for which the fidelity does not take extremal values. Eq. (3.5) can be
solved numerically to find non-constant non-kinematic critical points for which the
fidelity assumes any desired value. Indeed, this was demonstrated for a four-level
system in Ref. 26. While some, and perhaps most, of these critical points may be
non-attractive, as appeared to be the case in the example studied in Ref. 26, there
is no reason why all such critical points should be non-attractive in general. Unfor-
tunately, it is difficult to prove this given only a numerical solution of (3.5) as we
cannot calculate the Hessian exactly in this case and prove it to be strictly negative
definite.
4. Unitary Operator Landscape
4.1. No suboptimal attractive points (traps) over U(N)
The set of critical points of the fidelity as a map from the unitary group U(N) to R
given by GV (U) =
1
N ReTr[V
†U ] is equal to all U for which ReTr[V †UA] vanishes
for every anti-Hermitian matrix A ∈ u(N). Since the bilinear map GV is an inner
product over complex matrices for which the Hermitian and anti-Hermitian matrices
constitute orthogonal subspaces, the latter condition is equivalent to W = V †U
being Hermitian. As W is also unitary it must be of the form W = PS −P⊥S , where
PS is a projector onto a subspace S of C
N , and P⊥S the projector onto the orthogonal
complement of S. From this we see immediately that Tr(W ) is equal toN−2d, where
d is the dimension of the subspace S, and thus there are N + 1 critical manifolds
corresponding to critical values 1− 2dN of GV (U) for d ∈ {0, . . . , N}. Moreover, the
second derivative of GV is
1
N Re
[
V †UA2
]
, where A2 can be any negative semi-
definite matrix. Thus U = ±V , corresponding to W = ±I are global extrema, and
all other possibleW have both positive and negative eigenvalues, so that Re(WA2)
can take any value, showing that all other critical points U are saddle points.
This characterization of the critical points on U(N), which can be traced back
to at least Ref. 31, provides the motivation for the assertion in Ref. 13 that the
landscape for unitary operator optimization has critical points only at these values of
the fidelity, and that all critical points U , except U = ±V , which correspond to the
global maximum and minimum of GV (U), respectively, are saddle points. As in the
pure-state transfer case, to conclude this for the optimization problem over L2(0, T )
from the observations about the critical points of GV as a functional on U(N), it is
implicitly assumed that the solution functional Uf (T ) is regular, in the differential
geometric sense of having a Jacobian of full rank everywhere over L2(0, T ). Ref. 17
includes the condition that variations of the controls can be used to generate any
local variation of U(T ) as part of the definition of controllability but this notion is
stronger than the usual notion of controllability. As before, the full-rank-everywhere
assumption is problematic. In fact for unitary operator control problems it can never
be satisfied over any function space that contains constant functions and thus any
landscape analysis based on this hypothesis is at best inconclusive.
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For optimal control problems involving unitary operators this is even easier to
see than for pure-state optimal control problems: For any constant control f ≡ µ,
the trajectory Uµ(t) will be a linear combination of expressions e
−iλjt, where λj
are the eigenvalues of H0 + µH1. The gradient of the solution operator at this
point −iUµ(T, τ)H1Uµ(τ) is therefore a linear combination of functions ei(λj−λk)τ
for j, k ∈ {1, . . . , N}, or equivalently of the real functions 1, cos((λj − λk)τ) and
sin((λj − λk)τ) for 1 ≤ j < k ≤ N , of which there are only N2 − N + 1 <
dim u(N) = N2. More generally, the rank of the Jacobian when all controls are
constants µm is at mostN
2−N+M because, in the eigenbasis ofH0+
∑
µmHm, the
diagonal elements of each Uµ(τ)
†HmUµ(τ) are constant functions. The observation
that constant controls are singular in the sense of not being full-rank has also
been made recently in Ref. 26 but without considering the implications for the
applicability landscape results.
Also, the application of results in Ref. 25 as suggested in Ref. 26 is problematic
as the former work, originating in sub-Riemannian geometry requires a strictly
positive-definite running costs on the controls, which serves as a regularizing term
and is not present in the optimal control problems defined above, and is generally
undesirable as it prevents us from ever reaching the global maximum of the actual
objective function. Also properties generic over the infinite dimensional space of
vector fields, such as the main results of Refs 25 or 23, need not hold for any
instance within the finite dimensional subset of right-invariant vector fields which
we restrict attention to. Thus, none of these arguments can guarantee the absence
of traps for the fidelity FV over L
2(0, T ), and we shall show in the following that
traps do indeed exist. Before we study the fidelity over L2(0, T ) further, however,
it is useful to briefly consider the critical points of FV (U) on the Lie group in more
detail, as there are some subtle issues one should be aware of. In particular when
the system evolution is restricted to a subgroup of U(N) such as SU(N), attractive
critical points may emerge even on the group and it may desirable to eliminate
these by modifying the performance index.
4.2. Attractive suboptimal critical points over SU(N)
Many problems in quantum control involve control Hamiltonians H1 that have zero
trace, i.e. iH1 ∈ su(N), in which case exact-time U(N) controllability cannot hold.
Indeed, we always have det[Uf(t)] = e
−iT/N Tr[H0] = eiφ, regardless of the control
f(t), so the reachable set at time T is restricted to matrices in SU(N) times the
fixed phase eiφ. Hence, even assuming that the system is U(N) controllable and
V, T are chosen such that det(V ) = eiφ to make V reachable, when considering the
critical points of the fidelity on the group, we should really consider the critical
points of GV =
1
N ReTr[W ] as a functional over W = V
†U ∈ SU(N). The critical
point condition is now that ReTr(WA) = 0 for all A in the Lie algebra of trace-zero
Hermitian matrices su(N), and thus that W be equal to a Hermitian matrix R plus
a multiple iα of the identity with α real. Both this and the unitary conditions are
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properties of the spectrum alone, so we have in general that, W is a critical point of
GV whenever its eigenvalues are ie
iθ and ie−iθ with multiplicities d and N − d, for
some d ∈ {0, . . . , ⌊N/2⌋}. Finally, the unit determinant condition onW forces eiθ to
equal exp
(
i πN2(N−2d)
)
times any |N −2d|th root of unity. Note that when N > 2, this
set of points is larger than the set of critical points overU(N) which also happen to
lie in SU(N). The second derivative of GV (W ) is again
1
N ReTr
[
WA2
]
, but now
with A ∈ su(N), and only the Hermitian part R ofW contributes in this expression,
since A2 is negative semi-definite. It is clear that if R has eigenvalues of both signs,
implying N ≥ 3, then the corresponding critical point W is a second order saddle.
Otherwise d = 0, and the critical point is a local maximum or minimum if R is a
positive or negative multiple of the identity, while in case R = 0, we can find curves
αieAx for which GV does not vanish to third order in x, so W is a saddle point.
This characterizes the attractive critical points of GV (U) as those U of the form
eiφV for some N th root of unity eiφ having positive real part, and continuity of the
solution operator Uf (T ) then implies:
Theorem 4.1. For any controllable system H = H0 + f(t)H1 with Tr(H1) = 0,
and any F = cos(2πk/N) with k = 1, . . . , ⌈N/4⌉ − 1, there exists an open subset
N of L2(0, T ) such that any monotonically increasing local optimization algorithm
started with f ∈W will never exceed a fidelity of F .
4.3. Elimination of traps by optimization over PU(N)
These results show that that for optimization of SU(N), there are traps, i.e., attrac-
tive critical points of GV (U) with GV (U) < 1, and this is relevant for optimization
problems over L2(0, T ) with Tr[H1] = 0. As the attractive critical points differ only
by a global phase factor eiθ from the target gate V , however, and we usually do
not care about the global phase of a gate, these traps are not really a problem in
practice, provided the convergence condition of the algorithm is more sophisticated
than checking if 1 − FV (Uf (T )) is less than a certain tolerance. However, if we do
not care about the global phase of the gate V , a better choice of the performance
index to be optimized would be
G′V : U 7→
1
N2
|Tr(V †U)|2, (4.1)
which is equivalent to optimization over the projective unitary group PU(N).
To see why it is a better choice, note that the critical point condition for G′V is
Re [γ¯ Tr(WA)] = 0 for every A ∈ su(N) with W = V †U as before, and γ = Tr[W ].
This is satisfied only when γ¯W = αiI + R for some real α and Hermitian R with
all eigenvalues of the same magnitude. The second derivative at these points is
2ReTr[RA2] + 2|Tr[WA]|2, the first term can only fail to ever be positive for any
A ∈ su(N) if R is a non-negative multiple of the identity, or N = 2. In the first
case, either γ = 0 or W = eiθI, which corresponds to G′V attaining its minimal
or maximal values respectively. Otherwise, R has eigenvalues of opposite sign, so
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the second derivative’s first term must vanish for every A ∈ su(N), and if its sec-
ond term always vanishes then U must have equal eigenvalues, thus maximizes G′V .
This modification of the objective function is preferable in practice as it eliminates
root-of-unity traps.
4.4. Non-global maxima for optimization over L2(0, T )
The previous section shows that suboptimal attractive critical points do arise for
optimization of SU(N), and that this case is relevant for quantum control problems,
but these can easily be eliminated by changing the performance index. We now turn
our attention to the existence of sub-optimal attractive critical points for the actual
optimization problem of interest, i.e., the problem of maximizing the fidelity FV over
L2(0, T ). In particular we are interested in whether there are suboptimal attractive
critical points, i.e., points Uf (T ) for which the gradient of FV vanishes, the Hessian
is negative definite, and FV (Uf (T )) < 1 for systems that are time-T controllable.
Example 4.1. Traps for unitary operation optimzation problem. Consider
the control problem specified by:
H0 =

1 + ε 0 00 1 0
0 0 2

 , H1 =

a 1 01 b 1
0 1 c

 , V † =

eiφ 0 00 ieiγ 0
0 0 ie−iγ

 eiTH0
with T = πε . At f ≡ 0 the fidelity is FV = cosφ and the gradient and Hessian are
∇FV = 1
3
∫ T
0
g(τ)α(τ) dτ
∇2FV = 1
3
∫ ∫
0<σ<τ<T
B(σ, τ) [α(τ)β(σ) + β(τ)α(σ)] dσ dτ
where g(τ) = a sin(φ) + (b+ c) cos(γ) and
B(σ, τ) = −a2 cosφ− (c2 − b2) sin γ − cos(φ+ ε(σ − τ)) + sin(γ − ε(σ − τ))
= −a2 cosφ− (c2 − b2) sin γ − (cos γ − sinφ) sin(ε(σ − τ))− (cosφ− sin γ) cos(ε(σ − τ)).
The last line follows from basic trigonometric identities. Using the definitions in
Appendix A we can rewrite the Hessian as
− 1
3
wΠ[1]− 1
3
(cos γ − sinφ)
∞∑
k=1
4
π(4k2 − 1)
(
Π[sin(2kε•)] + Π[cos(2kε•)])
− 1
3
(cosφ− sin γ)(Π[cos(ε•)] + Π[sin(ε•)])
where w = a2 cosφ+ (c2 − b2) sin γ + 4π (cos γ − sinφ). A sufficient set of conditions
for FV (f) to have a local maximum at f = 0 is that ∇FV (f) = 0 and ∇2FV (f)
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strictly negative definite for f = 0. This is equivalent to
0 = a sinφ+ (b + c) cos γ, (4.2a)
0 < 4π (cos γ − sinφ) + a2 cosφ+ (c2 − b2) sin γ, (4.2b)
0 < cos γ − sinφ, (4.2c)
0 ≤ cosφ− sin γ. (4.2d)
There are many solutions to this set of equations/inequalities. For instance, suppose
(b + c)/a > 0 and γ in the 4th quadrant. Then cos γ > 0 and sin γ < 0. The first
equality then requires sinφ = −(b+ c)/a cosγ < 0 but we can choose φ to be in the
4th quadrant so that cosφ > 0. Then we have sin γ < 0 < cosφ satisfying the last
inequality, and sinφ < 0 < cos γ satisfying the third inequality. This guarantees
that the first two terms in the second inequality are positive. The third term will
be non-negative if b2 ≥ c2.
4.5. Variable time non-global maxima
In typical quantum control problems, the target time T is fixed, but T can be allowed
to vary. If the target time T of control problems is not fixed then there is some
ambiguity as to how proximity between control fields is to be measured when these
lie in different function spaces L2(0, T ). We can resolve this difficulty by optimizing
over Hamiltonians of the form H(t) = ℓH0+f(t)H1 with T fixed, since propagating
H(t) up to time T is equivalent to propagating H0 +
1
ℓ f(t/ℓ)H1 up to time ℓT .
The expressions for the gradient (2.9) and Hessian (2.10) derived earlier from the
perturbative expansion can be adapted to this variable time optimization framework
simply by replacing all instances of ∆fH1 = Hf+∆f − Hf by ∆ℓH0 + ∆fH1. In
particular, at f ≡ 0 the gradient of the objective functional simplifies to
(ℓa ⊕ α) 7→ −i
∫ T
0
Uf (T, τ)H1∆f(τ)Uf (τ) dτ − iU(T )TH0∆ℓ (4.3)
while its Hessian is the bilinear map on R⊕ L2(0, T ) given by
(ℓa⊕α, ℓb⊕β) 7→ −
∫ ∫
0<σ<τ<T
Uf(T, τ)H1Uf (τ, σ)H1Uf (σ) [α(τ)β(σ) + β(τ)α(σ)] dσ dτ
− U(T )
∫ T
0
(
[Uf (τ)
†H1Uf (τ), H0]τ +H0U(τ)
†H1Uf(τ)T
)
[α(τ)ℓb + β(τ)ℓa] dτ
− Uf (T )T 2H20 ℓaℓb. (4.4)
Example 4.2. In this framework consider the unitary control problem specified by
H0 =


1 + ε 0 0 0
0 1 0 0
0 0 2 0
0 0 0 3

 , H1 =


0 1 0 0
1 b 1 0
0 1 c g
0 0 g d

 ,
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V † =


r 0 0 sei(θ−γ)
0 −i 0 0
0 0 eiφ 0
−seiγ 0 0 reiθ

 eiTH0
with T = πε , where a fortiori s =
√
1− r2, and we shall set b = 52 (1−
√
3), c =
√
3−3,
d = 3, g =
√
3
71 (19 + 12
√
3), r = 29 (3 −
√
3) ≈ 0.28, φ = π3 , θ = −π3 with γ
arbitrary. With these parameters, the gradient at f ≡ 0, ℓ = 1 always vanishes, and
the Hessian evaluates to
−CT 2 dℓ2 − 0.80 Π[1]− 1.60 (Π[cos] + Π[sin])− 0.28 (Π[cos(ε•)] + Π[sin(ε•)])
−
∞∑
k=1
4
π(4k2 − 1)
(
Π[sin(2kε•)] + Π[cos(2kε•)]),
which is always positive definite, since C, although dependent on ε, must be at least
3.5, and the fidelity FU here is
1
48 (33− 2
√
3) ≈ 62%.
5. Conclusion
We have revisited the control landscape for several classes of canonical quantum
control problems, in particular pure-state transfer and unitary gate optimization
problems.
Although the pure-state transfer fidelity as a function over the unitary group
only has two types of critical points, corresponding to either the global minimum
0 or the global maximum 1, detailed analysis shows that the class of critical points
for the actual optimization problem over functions in L2(0, T ) is larger than the set
of kinematic critical points. In particular, for any bilinear control system Hf (t) =
H0 + f(t)H1 and any fixed target time T , there exist pairs of initial and target
states, such that some f ≡ const. is a critical point of the system, and we can
achieve any value of the fidelity between 0 and 1 for such critical points. Moreover,
while these critical points are not expected to be attractive in most cases, we have
presented examples of systems with suboptimal critical points at which the Hessian
is negative definite with infinite rank, showing that traps do exist for such problems,
and the fidelity at these traps can take many values, unlike the fidelity for kinematic
critical points, which is limited to 0 or 1 for pure-state optimization problems.
For the problem of unitary operator optimization we demonstrated that there
are no traps when the fidelity is taken to be a functional over the unitary group.
Although there are critical manifolds on which the fidelity takes values between −1
(global minimum) and +1 (global maximum), all of these critical points are indeed
saddle points, but the situation changes when the analysis is restricted to the special
unitary group SU(N). This case may appear artificial but it is actually highly
relevant for quantum control, as many quantum control problems involve control
Hamiltonians that have zero-trace, and hence we have no global phase control.
Although the system may be U(N) controllable when Tr[H1] = 0, if the target time
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is fixed, so is the global phase. There are more critical points in this case than for
U(N), and some of these are attractive critical points at which the fidelity assumes
values < 1, i.e., traps. More careful analysis shows that these traps correspond to
solutions U = eiθV , where eiθ is a root of unity, which immediately shows that
these solutions have fidelity < 1, according to the standard definition of the fidelity.
Nonetheless, these solutions are perfectly adequate for most practical purposes when
the global phase of an operator is not important. Moreover, this problem can be
avoided entirely simply by modifying the performance index to reflect the fact that
we do not care about the global phase. Optimizating over the projective unitary
group PU(N) there are indeed no traps but again the situation is more complicated
for actual optimization problem over controls in L2(0, T ). Not only are there critical
points f for which the fidelity assumes critical values other than those permitted
over U(N) or SU(N), but examples again show that the Hessian at these critical
points can be infinite-rank negative definite, implying that they are locally attractive
on any finite-dimensional subspace and therefore traps. The results can even be
extended to the case where the target time T is variable, again proving the existence
of traps even in this case.
The specific examples of traps constructed here prove an important theoretical
point about the existence of non-kinematical critical points and traps in the control
landscape, but perhaps more importantly, the results raise many questions about
the control landscape. Can explicit examples be constructed of non-constant con-
trols which can be proven to be traps in the sense that the gradient vanishes and
the Hessian is negative definite with infinite rank? How common are these traps?
Are there problems for which no such traps exist? When iterative methods are em-
ployed to find optimal controls, what is the domain of attraction of the traps in
the landscape and how does it depend on the algorithm used? The landscape also
depends on the domain, i.e., the space of controls. Here we assumed f ∈ L2(0, T )
but other function spaces can be considered. In practice the controls are usually re-
stricted to a finite-dimensional subspace of L2(0, T ) as we do not have infinite time
and frequency resolution. The zero-control traps are interesting in this context as
any finite-dimensional subspace of L2(0, T ) will contain such controls and therefore
traps, but in general the control landscapes may look very different for different
subspaces.
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Appendix A. Definition of Operators S and C
We define the operators C and S via their action on functions α, β ∈ L2(0, T ).
The functions {σ0, σck, σsk : k ∈ IN} with σ0 =
√
1
T , σ
c
k =
√
2
T cos(2kωt) and
σsk =
√
2
T sin(2kωt) form an orthonormal basis for L
2(0, T ). For the operator S
defined by
〈β|Sα〉L2 =
∫ ∫
0<σ<τ<T
sin(ω(σ − τ))[α(τ)β(σ) + β(τ)α(σ)] dσ dτ (A.1)
we observe that the Fourier basis for L2(0, T ) is an eigenbasis of S by verifying that
〈σsk|Sσsℓ 〉 =
2T
π(4k2 − 1)δkℓ, 〈σ
c
k|Sσcℓ〉 =
2T
π(4k2 − 1)δkℓ, 〈σ
c
k|Sσsℓ 〉 = 0.
With the notation defined earlier, where Π[f(•)] defines a projection operator map-
ping any α ∈ L2(0, T ) onto f(•) ∫ T0 α(s)f(s) ds in L2(0, T ), we can thus write
S = −2T
π
Π[σ0] +
∞∑
k=1
2T
π(4k2 − 1)(Π[σ
c
k] + Π[σ
s
k])
= − 4
π
Π[σ0] +
∞∑
k=1
4
π(4k2 − 1)(Π[cos(2kω•)] + Π[sin(2kω•)])
(A.2)
where the unnormalized projection in the second line is obtained by simply multi-
plying the coefficients by 2T . Notice that all eigenvalues are non-zero, and except for
the eigenvalue corresponding to σc0, positive. For the operator C defined similarly
〈β|Cα〉L2 =
∫ ∫
0<s<t<T
cos(ω(s− t))[α(t)β(s) + β(t)α(s)] ds dt. (A.3)
the Fourier basis of L2(0, T ) is not an eigenbasis
〈σck|Sσsℓ 〉 = 0, 〈σ0|Cσ0〉 =
T
2
8
π2
, 〈σck|Cσ0〉 =
T
2
√
2
π
4
π(4k2 − 1)
〈σsk|Cσsℓ 〉 =
T
2
4
π(4k2 − 1)
4
π(4ℓ2 − 1) , 〈σ
c
k|Cσcℓ 〉 =
T
2
8k
π(4k2 − 1)
8ℓ
π(4ℓ2 − 1) ,
k, ℓ > 0
but it can be verified that C is diagonalized by choosing α and β
α(t) =
∞∑
k=1
8k
π(4k2 − 1)σ
s
k(t)→ cos(ωt)
β(t) =
2
π
−
∞∑
k=1
4
π(4k2 − 1)σ
s
k(t)→ sin(ωt)
and thus we can write
C = Π[sin(ω•)] + Π[cos(ω•)]. (A.4)
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