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Abstract 
This thesis explores the use of a 167-year daily weather pattern (WP) classification (MO-30) in 
UK meteorological drought prediction. As MO-30 was recently introduced, necessary analyses 
as a precursor to building a forecast model are conducted. First, an exploratory analysis of MO-
30’s fundamental characteristics and its relation to UK precipitation and drought climatology 
is carried out. Second, two novel methods to find weekly to seasonal persistence in MO-30 are 
used in order to assess if there is any inherent predictability within MO-30. Third, a statistical 
model based on historical analogues for predicting 30-day periods of WPs is constructed, from 
which precipitation forecasts are derived. Finally, a dynamical ensemble prediction system is 
applied to forecast WPs, with resultant precipitation estimated in the same way as for the 
statistical method.  
MO-30 is shown to be suitable for precipitation-based analyses in the UK. Furthermore, intra-
WP precipitation variability, defined by the interquartile range, is lower in MO-30 compared to 
another commonly used WP classification. Six WPs are associated with nationwide drought, 
with several other WPs linked to regional drought. Results from the persistence analysis show 
that there are multi-month periods when small sets of four to six WPs dominate, and some of 
these periods coincide with notable meteorological events, including droughts and storms. 
Some WPs also behave as ‘attractors’, showing increased probability of reoccurrence despite 
other WPs occurring in-between. 
The statistical method for WP and precipitation forecasts is no more skilful than climatology, 
suggesting that the model did not adequately exploit the persistence identified previously. 
However, WPs are shown to be potentially useful for drought forecasting, as an idealised, 
perfect prognostic model (with WP observations as inputs rather than predictions) substantially 
improves skill, with a skill score of almost 0.5 (out of one) for north-eastern regions. Using a 
dynamical model to predict WPs, while keeping the precipitation estimation procedure the same 
as for the purely statistical method, yields overall higher skill compared to a benchmark 
statistical method for predicting droughts. The model also outperforms direct (modelled) 
dynamical precipitation forecasts for lead-times greater than 16 days during winter and autumn, 
with the greatest skill advantage for western regions. This is despite the relatively modest skill 
scores of all forecast models (rarely above 0.4). Again, high skill scores, of almost 0.8 on 
occasions, are achieved by the perfect prognostic model, demonstrating the potential for 
incorporating WPs into precipitation and drought forecast systems.
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Chapter 1  
Introduction 
1.1 UK drought 
The impacts of drought can be severe. It is thought to be the costliest form of extreme weather, 
and is responsible for huge numbers of deaths worldwide (World Meteorological Organization 
(WMO) and Global Water Partnership (GWP), 2017). In the UK, droughts are a recurrent 
feature of climate and events such as those in 1975-76, 1995 and 2010-12 had severe 
implications for many sectors, including agriculture, water resources and the economy, as well 
as for ecosystems and natural habitats (Marsh, 1995; Marsh et al., 2007; Rodda and Marsh, 
2011; Kendon et al., 2013). The Met Office declared the summer of 2018 as the joint hottest on 
record along with 1976, 2003 and 2006 (Met Office, 2018), and the period May through July 
was extremely dry, rivalling that in 1976, which is typically regarded as the benchmark severe 
event. The 2018 drought had noticeable effects on reservoir and river levels (The Guardian, 
2018c) and agriculture (The Guardian, 2018a). A remarkable effect of this drought was to dry 
the soil sufficiently to reveal the cropmarks of foundations of ancient settlements (The New 
York Times, 2018). Hydrological impacts were particularly severe in north-western regions. 
The Republic of Ireland and Northern Ireland saw restrictions in public water usage enforced 
(BBC, 2018a), while United Utilities, which serves North West England, announced a date for 
which a temporary use ban would come into effect (although this was later suspended after 
some timely precipitation) (United Utilities, 2018). By comparison, a very wet spring meant 
that groundwater aquifers remained well-stocked throughout the summer (Hannaford et al., 
2018), and so water resource systems were relatively unaffected in the southeast. This is one of 
the key differences between the summers of 1976 and 2018 – the former followed a dry winter, 
which is the season crucial for recharging groundwater aquifers (Rodda and Marsh, 2011). 
In future, the effects of climate change are likely to result in more frequent, more severe and 
longer duration droughts for parts of the UK (Rahiz and New, 2013; Samaniego et al., 2018; 
Spinoni et al., 2018) and it is likely that further restrictions on water abstraction will be required 
(Water UK, 2016; Environment Agency, 2018). Furthermore, changing socio-economic 
factors, such as an increasing population, will exacerbate the physical impacts of drought and 
place higher demands on water resource systems. This is particularly relevant to large urban 
centres such as London, in which residents face the prospect of queuing for water during 
extremely hot summers (Water UK, 2016). 
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To mitigate the effects of drought, it is crucial that relevant sectors plan ahead, and drought 
forecasts have an important role in designing these strategies. UK droughts typically last 
between a few months and several years (Marsh et al., 2007) and it is on these time-scales that 
forecasters should aim to provide predictions of drought. Different sectors require tailored 
forecasts, whether that be in the predicted variable (such as streamflow and reservoir levels for 
urban water suppliers), the forecast lead-time (for agricultural end-users this might be the crop-
growing season) or spatial and temporal resolution. Even before considering methodological 
choices, this means there is a wide range of different requirements for drought prediction. 
1.2 Drought forecasting 
Drought forecasting, and hydro-meteorological prediction in general, may be classified into two 
broad categories, dynamical and statistical. Dynamical forecast models are physically-based, 
and use governing equations representing earth-system components, such as the atmosphere, 
oceans and land-surface, to propagate forecasts forward from a set of initial conditions (Smith 
et al., 2012). Given the incredibly complex nature of these processes and the volume of data 
they require, dynamical models have only been feasible since the advent of high-performance 
computing. Even so, the technology is still sufficiently limited so as to make representing all 
known processes not yet feasible, meaning many must be parameterised rather than explicitly 
resolved (Smith et al., 2012). These computational demands require dynamical models to be 
developed, run and hosted by institutions with the requisite facilities and financial resources, 
which are unsurprisingly few in number. In the UK, there are two main institutions, the Met 
Office and the European Centre for Medium-range Weather Forecasts (ECMWF). A 
consequence of this is that dynamical forecast end-users are reliant on these organisations 
making their data available, often at financial cost. 
Statistical models, including methods often described as data-driven (such as machine 
learning), are based on historical data (observations). In prediction, they typically will relate a 
target variable (the predictand) with one or more temporally-lagged explanatory variables 
(predictors). For drought forecasting, the predictand might be precipitation, streamflow or a 
drought index, while the predictors may be exogenous (for example, atmospheric circulation 
patterns or sea-surface temperature) or be derived from antecedent conditions (such as using 
prior streamflow observations to predict future values). Statistical prediction models are 
typically conceptually simpler and less computationally demanding than their dynamical 
counterparts, making them more accessible to those without the resources to use dynamical 
models. Furthermore, in hydro-meteorology, they often perform adequately. For example, 
streamflow can be well-predicted using statistical models in the UK (Svensson, 2014) and 
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Australia (Wang et al., 2009). Another area in which statistical models are useful is in 
benchmarking dynamical model performance. If the former is almost as skilful (or even equally, 
or more, skilful) as the latter, then an end-user may choose to use a statistical model in light of 
their relative conceptual simplicity. Even so, the majority of works in hydro-meteorological 
forecasting are focussed on dynamical models. Indeed, this thesis is part of a project named 
IMPETUS (Improving Predictions of Drought for User-Decision Making) (Shaffrey, 2014) and 
is the only component to be explicitly tasked with researching statistical models. 
1.3 Weather pattern classifications 
A typical drought forecast model will attempt to describe the relationships between a number 
of hydro-meteorological variables. Such data sets often exhibit high variability (noise) and so 
these relationships, if present, tend to be of insufficient strength to be useful in forecasting. 
There are some well-known exceptions. For example, the North Atlantic Oscillation is a key 
atmospheric teleconnection that influences UK weather and climate, although the strength of 
this relationship is highly dependent on the region and season (Hurrell, 1995; Wilby et al., 1997; 
Mehta et al., 2000; Qian et al., 2000; Wilby, 2001; Fowler and Kilsby, 2002a; Hall and Hanna, 
2018). In fact, Hall and Hanna (2018) argue that there is limited value in focussing solely on 
predicting this teleconnection in winter in order to forecast local-scale variables, as there are 
other modes of atmospheric circulation that are just as important, for example the East Atlantic 
pattern. 
One way to avoid testing a plethora of potential predictors is to consider weather pattern (WP) 
classifications. A classification consists of a small number of individual WPs defined by some 
pressure variable, which together represent the key patterns of atmospheric circulation over a 
given region (Chapter 2 will describe WP classifications in detail). A noisy (continuous) time 
series of, say, daily sea level pressure (SLP) can be converted into a discrete time series of WPs 
where each day can only be one of a few states rather than one of (in principle) infinite values. 
This has made WP classifications an attractive prospect to many researchers over the last few 
decades, in fields such as historical climatology, climate change projections and, more recently, 
weather forecasting and dynamical forecast model verification (again, Chapter 2 will cover this 
in more detail, along with relevant references). For drought prediction, the use of WPs 
represents an opportunity. Medium- to long-range forecast skill of precipitation is low outside 
of the tropics (Kirtman and Pirani, 2009; Smith et al., 2012; Saha et al., 2014), yet forecast skill 
of atmospheric variables, and hence potentially WPs, can be much higher (Scaife et al., 2014; 
Vitart, 2014; Lavers et al., 2016a; Baker et al., 2018; Ferranti et al., 2018). Therefore, it is 
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possible that precipitation forecast skill could be increased by predicting WPs, and deriving 
predicted precipitation from these discrete time series. 
The published literature on using WPs for drought forecasting is small. Only one study adopts 
a statistical approach to WP prediction (Fayos and Fayos, 2007) and none subsequently focus 
on drought. This is therefore the research gap that this thesis will attempt to address: what 
potential do WPs have in approaching the challenge of UK drought prediction? Can a statistical 
model produce skilful WP and precipitation forecasts, and how does this skill compare to that 
of a dynamical model? Only meteorological drought shall be considered, as precipitation 
deficits are also the primary cause of other drought types, and the relationship between air 
pressure (such as SLP) and precipitation is more direct and immediate than between air pressure 
and hydrological variables (Lavers et al., 2010). Furthermore, this thesis shall focus on a 
specific WP classification introduced by the Met Office in 2016 (Neal et al., 2016). This 
classification, called MO-30, offers, in principle, a significant upgrade on the most commonly 
used classification in UK WP analyses, the Lamb Weather Types (LWTs) (Lamb, 1972), due 
to a more objective definition process and a larger domain that captures large-scale atmospheric 
systems over the North Atlantic Ocean. However, outside of those in this thesis, there are no 
published studies on the relationship between MO-30 and UK precipitation. Indeed the only 
climatological study using it focusses on sea-surge and wave heights (Neal et al., 2018). 
Therefore, research into this classification’s hypothesised advantages compared to LWTs and 
its applicability to UK precipitation and meteorological drought analyses, including forecasting, 
is warranted. 
1.4 Research aims and objectives 
The overall aim of this thesis is to evaluate the potential of using WPs in statistical UK drought 
prediction. For WPs to have utility in this context, three key criteria must be satisfied: 
1. That complex atmospheric variability can be satisfactorily encapsulated in a simple 
classification of WPs. 
2. That the WPs are predictable. 
3. That the WPs can be used to estimate precipitation and meteorological drought. 
These criteria and the overall aim shall be addressed by conducting analyses assessing the 
suitability of MO-30 for drought studies; the potential of MO-30 for forecasting by exploring 
the persistence of the classification; and by developing and testing statistical drought prediction 
models against benchmark and dynamical methods. 
This thesis will address the following research objectives: 
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• Conduct a thorough and comprehensive review of the literature surrounding drought, 
including its definition, its past and future occurrence in the UK and its relationship with 
potential predictors; statistical drought forecasting studies; dynamical models for drought 
prediction and WP classifications. 
• Perform an exploratory analysis of MO-30 in terms of WP frequencies of occurrence, 
seasonality and comparisons with LWTs. 
• Investigate the relationship between MO-30 (and a smaller set of clustered WPs) with 
UK daily precipitation climatology, again with reference to the LWTs. 
• Analyse how MO-30 WP behaviour changes during UK droughts. 
• Explore the persistence of MO-30 on weekly-to-seasonal time-scales and assess 
whether this persistence would be useful in a WP forecast model. 
• Construct a statistical WP and drought forecast model based on the persistence 
previously identified, and compare against simpler methods. 
• Develop a dynamical WP and drought forecast model and compare with statistical 
approaches. The dynamical model will expand upon the framework of existing Met Office 
operational forecast tools by using a more sophisticated statistical methodology for deriving 
precipitation estimates from the forecast WPs. 
1.5 Thesis structure 
A literature review of the topics described above will be presented in Chapter 2. In Chapter 3, 
MO-30 shall be formally introduced and its behaviour and relationship with UK precipitation 
and drought analysed, with comparisons made to the LWTs. The work in this chapter has been 
published in Richardson et al. (2018a). Chapter 4 will explore and quantify WP persistence on 
weekly-to-seasonal time-scales, and link this to possible physical mechanisms. The material in 
Chapter 4 has been published in Richardson et al. (2018b). A statistical forecast model will be 
developed in Chapter 5, where monthly WP occurrences shall be predicted based on historical 
analogues, and corresponding precipitation forecasts derived via a sampling procedure. In 
Chapter 6, output from the ECMWF ensemble prediction system will be used to create a WP 
reforecast data set, which shall then be utilised to assess the predictability of WPs, with 
precipitation forecasts estimated in the same way as in Chapter 5. This will enable a comparison 
between the developed statistical and dynamical approaches used in practice by the Met Office. 
Finally, conclusions shall be presented in Chapter 7, with a review of the results in this thesis, 
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their relevance for the wider field and some thoughts on future work and the operational 
potential of the described drought forecast models.
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Chapter 2  
Literature Review 
2.1 Definition of drought 
2.1.1 Drought classifications and characteristics 
Drought is a worldwide phenomenon occurring in both high and low precipitation regions. It is 
a temporary period of dry weather relative to the local climatological norm and should not be 
confused with aridity, which is a permanent feature of climate only present in regions of low 
precipitation (Wilhite, 2009; Mishra and Singh, 2010). Despite this, arid areas are more prone 
to drought as they depend critically on a limited number of precipitation events (Sun et al., 
2006). A universal definition of drought proves elusive, with over 100 definitions in existence 
(Mishra et al., 2015b). There are two main types of definition – conceptual and operational. 
Conceptual definitions are relative descriptions (e.g. moderate/extreme drought) used to aid the 
understanding of drought for those at risk of its effects. These effects vary across different social 
and economic sectors, and this has led to a plethora of definitions tailored to the situation at 
hand. Operational definitions are more specific and are used to measure the frequency, severity 
and duration of droughts for some return period (Mishra and Singh, 2010). The difficulty in 
defining drought lies in the time-scale of precipitation deficit accumulation, and in how these 
deficits result in reductions in different water sources (e.g. soil moisture, streamflow and 
reservoir storage) (McKee et al., 1993). The lack of a single definition suitable for all purposes 
was originally thought of as a problem holding back drought research (Yevjevich, 1967), yet it 
is now well recognised that multiple definitions are necessary (e.g. Wilhite and Glantz, 1985; 
McKee et al., 1993; McKee et al., 1995; Panu and Sharma, 2002; Dai, 2011; Lloyd-Hughes, 
2014). The American Meteorological Society (AMS; 2014) offers perhaps the most overarching 
definition: 
“[Drought is a] period of abnormally dry weather sufficiently long enough to cause a 
serious hydrological imbalance. 
Drought is a relative term, therefore any discussion in terms of precipitation deficit must 
refer to the particular precipitation-related activity that is under discussion.” 
The concept of drought as a term relative to the context in which it is being discussed is key, 
and in the literature there have arisen four distinct classifications of drought proposed by 
Wilhite and Glantz (1985) and adopted by the AMS (2013). The four classes are meteorological, 
agricultural, hydrological and socio-economic: 
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i. Meteorological or climatological drought is characterised primarily by a prolonged 
deficit in precipitation. Such an event might range from several months to years in 
duration and can develop and end suddenly (Heim, 2002). The propensity to form over 
short time-scales means that meteorological drought precedes and causes other types of 
drought (Dai, 2011). 
ii. Agricultural drought is largely caused by dryness in the surface layers (root zone) of 
soil, affecting crop yields and plant growth. This results from below-average 
precipitation, intense but infrequent precipitation, low humidity or above-average 
evaporation (Heim, 2002; Dai, 2011). Depending on the antecedent moisture content of 
the soil surface layer, agricultural drought may lag meteorological drought (Heim, 
2002). Agricultural drought has been studied far less than the meteorological or 
hydrological types, despite it possibly being the most important (Palmer, 1965). Panu 
and Sharma (2002) suggest that this is due to difficulties in measuring soil moisture 
content and the lack of sufficiently long historical records available. More pertinently, 
the study of agricultural drought is complex, and might be best analysed through a 
combination of variables (Panu and Sharma, 2002), leading into what Palmer (1965) 
called “the realms of soil physics, plant physiology, and agricultural economics.” For 
example, different crops behave differently in drought situations, even in the same 
region, necessitating the consideration of a wide range of factors critical for crop water 
needs (see Food and Agriculture Organization of the United Nations, 1986; Mishra et 
al., 2015a). 
iii. Hydrological drought concerns the depletion of water sources such as reservoirs, 
groundwater and lakes to below-average levels that are not replenished due to a long-
term deficit of precipitation (Heim, 2002; Dai, 2011). As there is a time lag between 
periods of below-average precipitation and the associated consequences for the 
hydrological system, hydrological drought initiation and termination generally lags that 
of meteorological and agricultural droughts. 
iv. Socio-economic drought is conceptually different from the other three drought types as 
it is related to the failure of water resource systems to meet the demands of end-users. 
For example, economic impacts might be concerned with lost income from a reduced 
crop yield as a result of agricultural drought; a social impact could be the inability to 
supply enough water to urban communities, possibly leading to health problems (AMS, 
2013). 
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What is notable from the different drought classifications is that they are functionally separated 
by their time-scales (McKee et al., 1993). A short-term drought may have severe impacts for 
agriculture but only limited effects on the hydrologic community. Conversely, a season of 
normal precipitation that is preceded by seasons of below average precipitation could constitute 
a hydrological, but not an agricultural drought. This may be due to depleted water storage levels 
that are not fully replenished, whilst agriculture may be unaffected if the crop depends primarily 
on the current season’s precipitation (Edwards and McKee, 1997). 
It is also important to delineate certain characteristics of drought, namely duration, intensity, 
severity and spatial extent (Mishra and Singh, 2010). Unlike with other natural hazards, the 
initiation and termination points (and hence duration) of a drought are hard to define (Parry et 
al., 2016); there is no sudden incident that marks the start of drought as there is with, say, 
earthquakes or flash floods. Does a drought begin with the first day in a sequence of no 
precipitation, or only when the effects are felt in water supply systems? Similarly, is the end to 
a drought marked by a return to normal precipitation amounts, or do reservoir storage levels 
have to be replenished before a drought can be considered over? Clearly this is related to the 
time-scales of the drought classifications described previously. Simpler to gauge is a drought’s 
intensity, which is a measure of the moisture deficit, and severity (or magnitude) which is a 
function of the drought intensity and duration (AMS, 2013). An early example of characterising 
drought comes from Yevjevich (1967), who used the statistical theory of runs to describe 
droughts in terms of run-length (duration) and run-sum (cumulative deficit volume). Generally 
droughts are now characterised using a drought index; the time series of which can be used as 
a basis for evaluating parameters of interest (Mishra and Singh, 2010). 
2.1.2 Drought indices 
A drought index is a quantitative measure of the departure of some primary (moisture) variable 
from the average climatology computed from historical records (Dai, 2011). The primary 
variable depends on the type of drought. Precipitation is the determinant variable for 
meteorological drought, with secondary variables such as evapotranspiration also incorporated 
into some indices. River runoff/streamflow or reservoir/groundwater levels are the main 
variables for hydrological drought and soil moisture is often the primary variable for 
agricultural drought (Panu and Sharma, 2002). Although drought indices have been in existence 
at least since Munger’s Index (Munger, 1916) in the early 1900s, the two most widely used 
indices today were developed in the latter half of the 20th Century, namely the Palmer Drought 
Severity Index (PDSI; Palmer, 1965) and the Standardised Precipitation Index (SPI; McKee et 
al., 1993; McKee et al., 1995). 
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The development of the PDSI was a milestone for drought study. The index is essentially a sum 
of the current moisture anomaly and a fraction of the previous index value (Lloyd-Hughes and 
Saunders, 2002), incorporating precipitation, evapotranspiration, runoff and soil moisture as 
variables. Negative (positive) PDSI values represent the degree of dryness (wetness), with more 
negative (positive) values indicating greater severity. Calculation of the PDSI is explained in 
various studies (e.g. Karl, 1983; Alley, 1984; Karl, 1986). Karl et al. (1985) suggested that in 
real-time the PDSI is more of a hydrological than meteorological index as it pertains to moisture 
inflow, outflow and storage; they named this the Palmer Hydrological Drought Index (PHDI). 
The PDSI has several limitations (e.g. Heim, 2002; Dai, 2011, and references therein). One 
problem is that the index is defined by a set of empirical relationships that were computed using 
observations from just nine US climate stations. Consequently, the standardisation procedure 
(used to ensure drought characteristics can be compared at different times and locations) may 
not result in the degree of spatiotemporal comparability that Palmer intended (Alley, 1984; 
Karl, 1986). Work by Wells et al. (2004) negated this issue with the development of a self-
calibrating PDSI (sc-PDSI), which replaced the empirical constants in the PDSI with 
dynamically computed values based on the local climate. However, the principal shortcoming 
of the PDSI has not been resolved, namely its inherent time-scale of nine to twelve months 
(McKee et al., 1993; McKee et al., 1995; Guttman, 1998; Lloyd-Hughes and Saunders, 2002; 
Vicente-Serrano et al., 2010; Jiang et al., 2015). This means the PDSI (and sc-PDSI) should 
not be expected to provide useful information over all time-scales. Additionally, Guttman 
(1998) noted that the index has an autoregressive characteristic which sees PDSI values retain 
memory of up to four years. 
A drought index intended for universal purpose should be applicable over a range of time-scales 
and locations. The SPI (McKee et al., 1993) quantifies precipitation deficits on multiple time-
scales. Its calculation involves fitting a probability density function to the precipitation data and 
transforming it to the standardised normal distribution. This gives the SPI the same benefits of 
standardisation as the PDSI.  However, Guttman (1998) examined the spectral characteristics 
of SPI and PDSI time series, finding that only the former is spatially invariant, making the SPI 
more suitable when comparing drought in different regions. SPI values are interpreted the same 
way as PDSI values, with more negative (positive) values signifying a greater severity of 
dryness (wetness). The variable time-scale of the SPI is advantageous in that it allows the index 
to be used for different drought types, which are functionally separated by the time-scales over 
which moisture deficits accumulate (McKee et al., 1993). Consequently, the SPI can be 
computed over short time-scales for meteorological and agricultural droughts and longer time-
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scales for hydrological drought. Another advantage of the SPI is its simplicity. It is based solely 
on precipitation and requires the computation of just two parameters in comparison to the 68 
needed in PDSI calculation (Lloyd-Hughes and Saunders, 2002). However, there are several 
criticisms of the SPI, including the assumption that a suitable theoretical distribution can be 
found to model the raw precipitation prior to standardisation (Lloyd-Hughes and Saunders, 
2002). Several distributions have been suggested, for example the Gamma distribution (McKee 
et al., 1993; Edwards and McKee, 1997), the Pearson Type-III distribution (Guttman, 1999) 
and the Weibull distribution (Sienz et al., 2012). Linked to this, the SPI suffers from problems 
in fitting and interpretation in dry climates. The high frequency of zeros characterising datasets 
in such climates means the precipitation probability distribution is highly skewed. Then for 
short time-scales the resulting SPI distribution is non-normal and unable to indicate drought 
occurrence (Wu et al., 2007). Furthermore, the length of record to which a distribution is fitted 
can have a large impact on the uncertainty of resulting SPI estimates; Carbone et al. (2018) 
found for several stations in Italy that parameters estimated on 60-year time series resulted in 
considerably less uncertain SPI series than the often-used 30-year records. By using a variable 
other than precipitation, the method used to calculate SPI can be applied to hydrological 
drought. For streamflow this is often known as the Standardised Streamflow Index (SSI; 
Vicente-Serrano et al., 2012) and for groundwater this is called the Standardised Groundwater 
Index (Bloomfield and Marchant, 2013). 
Although the simplicity of precipitation-based indices is an advantage in calculation, it may be 
regarded as a limitation in other respects. They do not consider other variables that can influence 
drought, such as temperature, wind speed and evaporation. Vicente-Serrano et al. (2010) argued 
that in regions where the variability of precipitation is lower than that of other variables, or 
regions where the temporal trends of other variables are not stationary, an exclusively 
precipitation-based index is not adequate. Furthermore, Manning et al. (2018) showed that, 
although precipitation dominates potential evapotranspiration (PET) in European soil moisture 
drought, the consideration of the latter improves the estimation of drought onset, persistence 
and severity at wet sites. Two indices similar in design to the SPI but with an additional 
component of PET have therefore been developed: the Standardised Precipitation 
Evapotranspiration Index (SPEI; Vicente-Serrano et al., 2010) and the Reconnaissance Drought 
Index (RDI; Tsakiris et al., 2007). Calculation of indices with a PET variable is more complex 
than for the SPI due to the need to compute the PET component, which includes a number of 
parameters. Some studies (Mavromatis, 2007; Jiang et al., 2015) argue this complexity may be 
avoided by adopting the simple Thornthwaite method for PET calculation (Thornthwaite, 
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1948), as there is little difference in PDSI values calculated using this method compared to the 
more sophisticated Penman-Monteith equations (Monteith, 1965). However, work by Sheffield 
et al. (2012) shows that significantly different results are obtained when using each PET method 
in evaluating changes in global drought frequency and severity using the PDSI. 
On the other hand, some studies recommend a simple index over a more complicated one, due 
to either precipitation being considered the primary variable controlling drought or the 
difficulties associated with obtaining evapotranspiration data (Oladipo, 1985; Lloyd-Hughes 
and Saunders, 2002; Blenkinsop and Fowler, 2007a). There are many more indices which are 
not discussed here, ranging from the theoretically simple Drought Severity Index (DSI; Phillips 
and McGregor, 1998), which is based on cumulative precipitation deficits; to more exotic 
reliability-resilience-vulnerability concepts (Maity et al., 2013), which provide a tool to assess 
the frequency of, vulnerability to, and ability to recover from drought. A useful resource for 
drought indices and their application, including strengths and weaknesses, is provided by the 
World Meteorological Organization (WMO) and Global Water Partnership (GWP) (2016). The 
wide range of available drought indices allows the user to select one appropriately on a case-
by-case basis. For analyses in humid regions where precipitation variability is greater than 
temperature variability, a precipitation-only drought index could be considered adequate. For 
regions with a nonstationary temperature trend, or for global warming scenarios, an index 
incorporating PET may be more suitable (Vicente-Serrano et al., 2010). 
2.2 Drought impacts and future projections 
2.2.1 Drought effects, planning and policy 
Drought affects more people than any other natural hazard (Mishra and Desai, 2005) and is 
among the most costly of natural disasters (World Meteorological Organization (WMO) and 
Global Water Partnership (GWP), 2017). It can have severe implications for natural habitats, 
ecosystems, and many social and economic sectors, such as agriculture and urban water supply 
(Heim, 2002). A growing population is placing increasingly higher demands on water 
availability and there are many places that experience water scarcity almost every year (Mishra 
and Singh, 2010). Climate change has exacerbated this problem. Dai (2011) showed that many 
regions have seen average temperature increases of 1-3°C and a decrease in precipitation in the 
period 1950-2008, and global drought recovery times have increased over the twentieth century 
(Schwalm et al., 2017). Projections indicate that present-day aridity may become severe 
drought in a substantial part of the world later this century (Burke et al., 2006; Dai, 2011; Cook 
et al., 2018).  This may be especially problematic for developing nations with limited resources 
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for disaster mitigation. In these less developed regions, the AMS (2013) lists the main impacts 
of drought as crop failures, clean drinking water shortages, famine, energy shortages, mass 
migration and political unrest. For developed countries the effects are different, mostly linked 
to socio-economic problems such as rising food costs or water restrictions. 
In the UK, the limits of water restrictions that water companies must observe is set out in 
government legislation, namely the Water Industry Act 19911, as amended by the Environment 
Act 19952 and the Water Act 20143 (this piece of legislation will be collectively referred to as 
WIA 1991 from herein). The WIA 1991 details three measures which water companies may 
take in times of drought. The first (least severe) measure is a Temporary Use Ban (TUB; 
formerly a ‘hosepipe ban’) detailed in The Water Use (Temporary Bans) Order 2010, which 
can be implemented by water companies. A TUB restricts consumers’ use of water for 
nonessential tasks like watering gardens or washing vehicles. Second is an Ordinary Drought 
Order (ODO), which allows water companies to impose stricter controls on water supply. 
Lastly, there is an Emergency Drought Order (EDO), which enables water companies to restrict 
water supplies further by introducing rota cuts and/or standpipes. While a TUB has been 
enforced as recently as summer 2018 (BBC, 2018a), there has not been an EDO put in place 
since 1976, and the government has made it clear that such measures should be avoided at all 
costs (Gavin et al., 2013). Unlike TUBs, an EDO or ODO must be authorised by the Secretary 
of State. 
Drought is a recurring phenomenon of UK climate with varying impacts (Marsh et al., 2007). 
The summer 2018 heatwave was severe enough for water companies in Ireland to restrict usage 
(BBC, 2018a), while United Utilities (covering North West England) were only able to call off 
planned restrictions due to some timely rains (United Utilities, 2018). While the impact on the 
general public’s (outside the Republic of Ireland and Northern Ireland) livelihoods was not 
significant, there were newsworthy incidents such as moorland fires (The Guardian, 2018b), 
mass fish die-offs (BBC, 2018b), agricultural stresses (The Guardian, 2018a) as well as the 
unusual effect of dried-out soils revealing the foundations of ancient settlements (The New 
York Times, 2018). Kendon et al. (2013) reviewed the 2010-12 drought, which had significant 
detrimental impacts for central, southern and eastern regions of England. Farmers struggled to 
grow crops, wildfires were a risk due to dry soils, while reduced river flow and dried-out 
                                                
1 Part III, chapter III of the Water Industry Act 1991 (https://www.legislation.gov.uk/ukpga/1991/56/contents) 
2 Paragraphs 139, 140 and 141 of Schedule 22 to the Environment Act 1995 
(https://www.legislation.gov.uk/ukpga/1995/25/schedule/22) 
3 Sections 57-60 of the Water Act 2014 (https://www.legislation.gov.uk/ukpga/2014/21/part/2) 
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wetlands posed a threat to wildlife. The drought in 1975-76 is generally considered the most 
severe on record (e.g. Jones and Lister, 1998; Marsh et al., 2007; Kendon et al., 2013), with the 
UK experiencing the lowest 16-month precipitation totals since 1766 (Marsh et al., 2007). In 
June 1975 there were five drought orders in place over the UK. One year later this number 
increased to 27 and by September 1976 there were 112 drought orders in force (Rodda and 
Marsh, 2011). Rodda and Marsh (2011) stated that from July 1976 emergency measures were 
implemented, including water pressure reductions, delivery of water by road tanker to isolated 
communities and restriction of spray irrigation. The water supply to consumers remained 
sufficient except in two Welsh regions where the supply was cut off at night, but by August 
cut-offs affected over one million people in Southeast Wales. In terms of percent of average 
precipitation, the most severe droughts after 1975-76 occurred in 1920-21 (62% of the average 
precipitation), 1943-44 and 1995-97 (both 70%), 1933-34 (72%), 2018 (72%) and 1990-92 
(73%) (Kendon et al., 2013; Met Office, 2018). However, this measure is not a reflection of the 
societal impacts of drought, as it does not take into account water resource levels. 
Regions in the UK have different primary 
water sources. As shown in Table 2.1, 
Anglian and South East England extract a 
substantial portion of water from 
groundwater aquifers. Note that these are 
the rather large Environment Agency (EA) 
regions which do not represent individual 
water companies’ jurisdiction. For 
example, Southern Water (located in the 
South East EA region) claim as much as 
70% of their water comes from aquifers5; 
significantly more than the regional value 
of 40.5% in Table 2.1. On the other hand, northern England, Scotland, Wales and Northern 
Ireland depend mostly on surface water such as reservoirs and rivers. Droughts can therefore 
be present in one part of the UK and absent in others. Droughts in south and east England tend 
                                                
4 Figures for England EA regions calculated for the 2010-2013 average from 
https://www.gov.uk/government/statistical-data-sets/env15-water-abstraction-tables 
Scotland figures are from 2011 at https://www.bgs.ac.uk/downloads/start.cfm?id=2429 
Northern Ireland figures are from 2014 at 
http://www.niwater.com/siteFiles/resources/pdf/Reports/2014DrinkingWaterQualityAnnualReport.pdf 
5 https://www.southernwater.co.uk/groundwater 
Region Groundwater (%)4 
Yorkshire & North East 12.7 
North West 7.7 
Midlands 17.9 
Anglian 38.5 
South East 40.5 
South West 18.4 
Scotland 5.0 
Northern Ireland 0.1 
Table 2.1: Water supply extracted from 
groundwater (%) by EA region for England, plus 
Scotland and Northern Ireland. 
15 
 
only to pose supply problems when flows have been low for at least 15 months, with insufficient 
precipitation during the critical winter recharge period failing to replenish groundwater levels. 
Conversely, in northern and western regions intense deficiencies in spring and summer 
precipitation can cause a hydrological drought on much shorter time-scales of four to nine 
months (Jones and Lister, 1998; Marsh et al., 2007; Kendon et al., 2013). For example, the 
Yorkshire region mostly uses single-season upland reservoirs which are recharged during 
winter and drawn-down the rest of the year, with little carry-over to the next year (Fowler and 
Kilsby, 2002b). 
Serious water supply issues have been limited since 1976, with the exception of the Yorkshire 
drought in 1995 which required water to be brought in by tanker (Marsh et al., 2007). This 
resilience in the UK water resources system is demonstrated by the 2003 and 2018 heatwaves. 
February to October 2003 was the driest run of these months since 1921 (Marsh, 2004), while 
May through July 2018 was the third driest stretch of these three months since records began 
in 1910 (CEH, 2018). Both were exceptionally warm with high evaporation and dry soils. 
However, both heatwaves only saw a modest impact on water supplies for regions 
predominantly fed by groundwater aquifers, as groundwater levels remained high prior to the 
onset of dry weather (Marsh et al., 2007; Sefton et al., 2018). Impacts on northern and western 
catchments were typically more severe. Spraggs et al. (2015) also highlighted the resilience in 
UK water resource systems in a comprehensive study over the period 1798-2010. The authors 
found that the most severe runoff deficiencies in the record did not necessarily lead to critical 
reservoir storage levels. 
Despite this resilience, projected temperatures suggest the warmth of summers in 1976, 2003 
and 2018 will be repeated and exceeded in the 21st Century (Rodda and Marsh, 2011). 
Therefore, regional forecasts of drought for a range of time-scales will become increasingly 
valuable to water companies and others concerned with implementing drought management 
and mitigation plans. The regional aspect is crucial, as UK droughts affect water supplies in 
different ways and over different time-scales depending on the type of water supply, as detailed 
above. 
2.2.2 Projections of UK drought 
There are some difficulties in comparing studies of drought projections for various reasons, 
such as the use of different future time-periods, data sets, drought metrics and models (Sheffield 
and Wood, 2008; Knutti et al., 2010; Dai, 2011; Heinrich and Gobiet, 2012; Knutti and 
Sedláček, 2012; Trenberth et al., 2013; Touma et al., 2015). Nevertheless, this subsection 
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collates some results from key publications that attempted to quantify projected changes in 
drought characteristics. For brevity, and in keeping with the region of interest in this thesis, the 
discussed studies are restricted to those focussed on the UK. 
Projections of future UK drought frequency agree that changes will not be spatially 
homogeneous. Most studies found a clear north-south divide, with northern (southern) regions 
facing a decrease (increase) in frequency, with the magnitude of these changes increasing for 
later periods (Blenkinsop and Fowler, 2007a; Vidal and Wade, 2009; Rahiz and New, 2013; 
Spinoni et al., 2018). While annual-scale results from Spinoni et al. (2018) and Samaniego et 
al. (2018) also showed a north-south divide, droughts are expected to increase in frequency for 
the entire UK – the geographical split is related to the magnitude of the changes, with southern 
regions anticipated to see larger increases in frequency than northern regions. Spatial 
heterogeneity is also a characteristic of projected drought intensity, with Scotland facing less 
intense droughts and with the opposite effect for southern regions (Rahiz and New, 2013; Dai 
and Zhao, 2017; Zhao and Dai, 2017; Spinoni et al., 2018). Rahiz and New (2013) used the Met 
Office Hadley Centre’s regional climate model to assess future changes in the 2020s, 2050s and 
2080s. For all periods, Scotland is projected to experience a large decrease in drought intensity 
during the dry season, with the opposite projected for Wales, southeast and southwest England. 
The intensity of wet season droughts is also anticipated to increase for some regions. Similarly, 
using the Coupled Model Inter-comparison Project Phase 3 (CMIP3) and Phase 5 (CMIP5) 
models, Dai and Zhao (2017) showed a north-south split in drought intensity changes between 
2070 and 2099. By measuring projected changes in annual sc-PDSI, the authors showed that 
Scotland is expected to experience a decrease in drought intensity, whilst the rest of the British 
Isles may see increases in intensity, with the magnitude increasing further south. However, the 
entire British Isles (along with much of the world) is projected to spend more time in moderate 
and severe drought (Zhao and Dai, 2017). This implies that Scotland can expect longer duration 
droughts balanced by an overall wetter annual cycle, whilst the rest of the Isles can expect both 
longer duration droughts and drier year-round conditions. 
Projected changes in precipitation are expected to propagate through to river flow and soil 
moisture. Summer soil moisture and streamflow is expected to decrease in the UK, and 
increases in winter flow are likely, subject to regional variations (Christierson et al., 2012; 
Prudhomme et al., 2012; Sanderson et al., 2012; Ruosteenoja et al., 2018). Furthermore, using 
seven global impact models driven by general circulation models, Prudhomme et al. (2014) 
showed that hydrological drought frequency and severity are likely to increase in western 
Europe over the next century (under the most severe emissions scenario, RCP8.5). Roudier et 
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al. (2016) obtained similar results across Europe using three hydrological models for different 
emissions scenarios and future periods. The greatest magnitude changes in both studies’ 
simulations were driven by decreased precipitation and increased evaporation, while smaller 
changes were associated with increased precipitation offset by increased evaporation (Garner 
et al., 2017). These changes in hydrological drought are in agreement with projected 
meteorological drought changes anticipated by Vidal and Wade (2009), Heinrich and Gobiet 
(2012) and Rahiz and New (2013) but contradict Blenkinsop and Fowler (2007b). The 
complexity of meteorological-hydrological-agricultural interactions in drought projections was 
highlighted by a recent EA report (Environment Agency, 2018), which suggests that many parts 
of the UK (particularly London and the southeast) will face severe water deficits by 2050. This 
warning comes as a result of research into linkages between socio-economic factors, such as an 
increasing population and inadequate water supply practices (for example unsustainable 
groundwater abstraction), together with the aforementioned projections of climate change and 
its effects on the hydro-meteorology of the UK. 
2.3 Physical drivers of drought 
2.3.1 Primary causes of drought 
There has been much research in the last two decades into the atmospheric and oceanic 
processes that might drive drought occurrence. The direct cause of drought is usually an area 
of high pressure inhibiting cloud formation resulting in reduced precipitation. The US National 
Drought Mitigation Center (NDMC; 2015) states that the ability to forecast drought is 
dependent on the prediction of temperature and precipitation, both of which are modulated by 
a huge range of factors. Precipitation deficit in particular is the primary source of drought 
(Oladipo, 1985; Lloyd-Hughes and Saunders, 2002; Panu and Sharma, 2002; Hoerling and 
Kumar, 2003; Dai, 2011). Results from Hoerling and Kumar (2003) showed that winter and 
spring precipitation deficits were the main reason that large areas of the Northern Hemisphere 
mid-latitudes saw just 50% of the climatological annual average precipitation during 1998-
2002, and drought projections by Dai (2011) indicated that the main reason for future drying in 
Central America, southwestern USA, the Mediterranean and southern Africa is a projected 
decrease in mean precipitation. This is despite the fact that, for many mid-latitude and 
subtropical regions, the main driver behind projected drought is increased evaporation (Dai, 
2011). A model for drought forecasting on at least monthly time-scales, however, needs an 
easily measurable phenomenon related to precipitation at least one month in advance (Cordery 
and McCall, 2000). Focus should therefore be on long-memory processes such as large-scale 
atmospheric circulation patterns, oceanic systems, sea ice, snow cover, vegetation and soil 
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moisture content (Smith et al., 2012; Orth and Seneviratne, 2013; Scaife et al., 2014). What 
follows is a review of the main drivers of drought in the literature, with a focus on the UK and 
Europe. 
2.3.2 El Niño Southern Oscillation 
Globally, the El Niño Southern Oscillation (ENSO) is the largest source of seasonal forecast 
skill (Smith et al., 2012), with significant statistical correlation found between ENSO indices 
and climate in many parts of the world (e.g. Ropelewski and Halpert, 1987; Halpert and 
Ropelewski, 1992; Piechota and Dracup, 1996; Mariotti et al., 2002; Panu and Sharma, 2002; 
Moron and Plaut, 2003; Brönnimann, 2007; Vicente-Serrano Sergio et al., 2011; Zhang et al., 
2015; Herceg-Bulić et al., 2017). The ENSO cycle describes the fluctuations in temperature 
between the ocean and atmosphere in the tropical eastern Pacific Ocean, with anomalously 
warm (cool) phases known as El Niño (La Niña), generally lasting nine to 12 months and 
occurring on average every two to seven years (National Oceanic and Atmospheric 
Administration, 2015). The Northern Hemisphere drought in 1998-2002 coincided with a 
protracted La Niña event, with the Pacific Ocean exhibiting persistent negative sea-surface 
temperature (SST) anomalies in the Tropics. This resulted in a persistent tropospheric 
circulation pattern, which forced a belt of high pressure over the mid-latitudes (Hoerling and 
Kumar, 2003). This corresponds with results from Vicente-Serrano Sergio et al. (2011), who 
showed that La Niña events are related with drought over large parts of the Northern 
Hemisphere (plus some areas of South America and southern Africa). An almost opposite 
pattern was found for El Niño events, with the Southern Hemisphere more affected than during 
La Niña events, but Northern Hemisphere regions such as northern South America, the Indian 
subcontinent, Southeast Asia and parts of Canada and Alaska are also influenced. In all cases, 
the lag of the ENSO signal to drought effects varies by region. In the 1980s and early 1990s 
many papers questioned the strength or influence of the ENSO signal over climate in Europe 
(e.g. Ropelewski and Halpert, 1987; Halpert and Ropelewski, 1992), and hence its usefulness 
as a teleconnection for drought forecasting in this region (e.g. Pongrácz et al., 2003). More 
recently, however, there have been many studies that found significant evidence of the influence 
of ENSO on various features of European and North Atlantic climate, including other 
atmospheric circulation patterns such as the North Atlantic Oscillation (NAO) (e.g. Moron and 
Plaut, 2003; Brönnimann, 2007; Scaife et al., 2014; Herceg-Bulić et al., 2017), mean sea-level 
pressure (MSLP; Folland et al., 2015) and precipitation (e.g. Mariotti et al., 2002; Ineson and 
Scaife, 2009; Shaman and Tziperman, 2010). These relationships have been found to vary in 
strength depending on where the main El Niño heating occurs (i.e. in the east or central Pacific 
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Ocean) and the temperature difference between the Pacific and Atlantic Oceans (López-Parages 
et al., 2016). 
Links between ENSO and precipitation have been found in various European regions. Mariotti 
et al. (2002) showed a significant influence of ENSO on the interannual variability of 
precipitation in the European-Mediterranean region, with the rainy season in the western 
Mediterranean arriving and retreating earlier than the climatological norm during El Niño 
events. A link between El Niño and Mediterranean precipitation was also found by Ineson and 
Scaife (2009); namely that El Niño precedes a decrease in precipitation over this region. 
Similarly, Shaman and Tziperman (2010) found a significant ENSO modulation effect on 
southwest Europe/western Mediterranean precipitation during August-November. Precipitation 
over central and northwestern Europe has been found to increase during El Niño events (Ineson 
and Scaife, 2009). It is possible that the North Atlantic region exhibits a more stable 
atmospheric response to La Niña than El Niño (Pozo-Vázquez et al., 2005), and relationships 
between two different types of La Niña and their opposing effects on western Europe have been 
identified (see Zhang et al., 2015, and references therein). For the UK winter half-year, Folland 
et al. (2015) found that La Niña events are associated with drier (wetter) than average conditions 
over much of England and Wales (northwest Scotland), while El Niño events yield largely 
opposite results. 
2.3.3 The North Atlantic Oscillation and the Arctic Oscillation 
The NAO (Walker and Bliss, 1932) describes the difference in sea-level atmospheric pressure 
between the Icelandic low and the Azores high. A stronger gradient between the two locations 
(called a positive phase of the NAO) results in an increased zonal flow, whereas a weaker 
gradient (a negative NAO) weakens the jet stream resulting in blocked conditions. The NAO is 
a key factor in modulating Atlantic seasonal climate and its effect on climate in the Northern 
Hemisphere has been widely studied (e.g. van Loon and Rogers, 1978; Wallace and Gutzler, 
1981; Hurrell, 1995; Wilby et al., 1997; Rodwell et al., 1999; Qian et al., 2000; Fowler and 
Kilsby, 2002a; Haylock and Goodess, 2004; Trigo et al., 2004; Scaife et al., 2008; Scaife et al., 
2014; Hidalgo-Muñoz et al., 2015; Hall and Hanna, 2018; Tosunoglu et al.; Vazifehkhah and 
Kahya, 2018). 
A positive phase NAO generally precedes higher winter European temperatures, drier 
conditions over most of central and south Europe and the Mediterranean region, and wetter 
conditions over the northwestern European coast (Hurrell, 1995; Rodwell et al., 1999; 
Tosunoglu et al.; Vazifehkhah and Kahya, 2018). Results from Qian et al. (2000) and Haylock 
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and Goodess (2004) support the significance of the NAO’s effect on European precipitation as 
the most important signal in winter, yet not as important as the North Sea pattern described in 
Qian et al. (2000) for other seasons. Over the Iberian peninsula, Trigo et al. (2004) found that 
the NAO has a strong influence on precipitation and flow in the three main rivers (the Douro, 
Tejo and Guadiana). Notably, their results showed that the one-month-ahead NAO index 
displays stronger correlation with the river flows in winter than the concurrent NAO index, 
whilst for autumn streamflow the NAO of the preceding winter may be an important predictor, 
possibly due to later spring and summer snowmelt contributions (Hidalgo-Muñoz et al., 2015). 
This suggests there is potential for using the NAO as a predictor in streamflow forecasting with 
a lead-time of one month (at least for this region and season). Various studies have also 
identified the winter NAO as a potential predictor of UK summer streamflow (Wilby, 2001; 
Wilby et al., 2004; Svensson and Prudhomme, 2005; Kingston et al., 2013). 
Over the UK, positive correlations between the winter NAO and precipitation have been found 
in northern and southern Scotland (but not eastern Scotland) and northwestern England, and 
negative correlations in southern, central and northeast England (Wilby et al., 1997; Fowler and 
Kilsby, 2002a). However a more recent study did not show significant negative correlations for 
these regions (Hall and Hanna, 2018), implying that since around the year 2000 the relationship 
has weakened. According to Wilby et al. (1997), since before the turn of the 20th Century there 
have been four main phases of the NAO: pre-1900 (index close to zero), 1900-1930 (strong 
positive anomalies), 1930-1960s (negative anomalies) and 1960s onwards (strong positive 
phase). Correspondingly, Fowler and Kilsby (2002a) found that the proportion of dry days (PD) 
in Yorkshire in winter increased until the 1930s, decreased until the 1970s and increased again 
until the early 2000s, suggesting a low (high) NAO phase is concurrent with a decrease 
(increase) in PD (for this season and region). The NAO in summer is of lower amplitude than 
in winter but still has a significant effect on aspects of European climate (Folland et al., 2009). 
For example, it exhibits positive correlation with UK land-surface temperatures and strong 
negative correlations with precipitation over the British Isles, among other effects (Folland et 
al., 2009; Hall and Hanna, 2018). There is great potential for exploiting the relationship between 
the NAO and UK climate in a forecast model, as recent studies have shown the winter NAO 
can be skillfully forecast a month in advance using both dynamical (Scaife et al., 2014; 
Dunstone et al., 2016) and statistical (Hall et al., 2017; Wang et al., 2017) models. In each of 
these studies, the persistence of autumn sea ice is a key reason given for forecast skill. 
The NAO is a regional manifestation of the hemispheric circulation pattern known as the Arctic 
Oscillation (AO; Thompson and Wallace, 1998). The AO is a large-scale climate pattern of 
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zonal flow resembling the NAO but centered over more of the Arctic (Thompson and Wallace, 
1998). It influences wintertime climate not just over the Atlantic-European region but the 
Pacific as well (Thompson and Wallace, 2001). Broadly, a more positive AO index leads to 
increased temperatures across the US Midwest, central Canada and Europe and increased 
(decreased) precipitation over northern (southern and Mediterranean) Europe (Thompson and 
Wallace, 2001; Buermann et al., 2003; Vazifehkhah and Kahya, 2018). Additionally, a positive 
index suggests higher variability in the storm-track between northeastern America and northern 
Europe while a negative index is associated with blocking over Alaska and the Atlantic 
(Thompson and Wallace, 2001). Recent progress has been made with regards to predicting the 
AO with a lead-time of up to two months, with hints that the winter index may be linked to the 
preceding October’s snow cover extent in Eurasia (Cohen and Fletcher, 2007; Cohen and Jones, 
2011; Riddle et al., 2013) and the geopotential height of the 500 hPa surface (Kryjov and Min, 
2016). However, the link between October snow cover in Eurasia and the AO only emerged in 
the 1970s, and the strength of the relationship has changed over time (Peings et al., 2013), 
perhaps negating its usefulness in certain situations. 
2.3.4 Oceanic processes 
Oceanic and atmospheric processes are intimately linked. In the North Atlantic, Rodwell et al. 
(1999) argue much of the variability in the NAO can be reconstructed using SSTs, in particular 
those located off the east coast of the USA and south of Greenland. Scaife et al. (2014) found 
potential predictability of European winters using SSTs in this region: forecasts starting with 
cold (warm) states lead to winter predictions with a more negative (positive) NAO, though with 
low correlation. There is also evidence for a link between North Atlantic winter SST anomalies 
and atmospheric signals over the northwest Labrador Sea the following spring (Czaja and 
Frankignoul, 1999). A number of studies have also identified relationships between the 
aforementioned SST anomalies and UK summer streamflow (Colman and Davey, 1999; 
Wedgbrow et al., 2002; Wilby et al., 2004; Svensson and Prudhomme, 2005; Kingston et al., 
2013). Decadal changes in North Atlantic SSTs, referred to as Atlantic multidecadal variability 
(AMV, or the Atlantic Multidecadal Oscillation) (Sutton et al., 2018), are thought to influence 
several features of European summer climate. These include temperature (Sutton and Hodson, 
2005; Knight et al., 2006; Sutton and Dong, 2012; Ghosh et al., 2017; Ruprich-Robert et al., 
2017), mean sea-level pressure (Knight et al., 2006; Ruprich-Robert et al., 2017) and the 
position of the North Atlantic summer storm track (Dong et al., 2013). Positive phase AMV 
appears to precede increased precipitation over western Europe (Sutton and Hodson, 2005; 
Dong et al., 2013), although this feature is not as strong as for other variables such as 
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temperature (Ruprich-Robert et al., 2017). Winter relationships are not as strong as during 
summer (Ruprich-Robert et al., 2017). Recently, Kolstad and Årthun (2018) showed that winter 
European surface-air temperature is partly predictable by autumn SST anomalies in the Barents 
Sea and Norwegian Sea, with the latter in spring also influencing the following summer’s 
temperatures. These relationships were not, however, stationary in time, with the link between 
autumn Barents Sea SST and winter European temperature since 1979 being stronger than at 
any point since 1900. 
Arctic sea ice is also thought to exert an influence on climate around the world. A brief summary 
of links with various climatic phenomena over the Atlantic-European region is presented; see 
Budikova (2009) and references therein for a comprehensive review of global links. Retreating 
sea ice generally precedes lower surface air temperatures and precipitation increases throughout 
the mid-latitudes and a decrease in the speed of westerlies and storm intensity north of 45ºN. 
The atmospheric response to sea ice coverage bears resemblance to the NAO and AO: negative 
phases of the NAO/AO frequently coincide with reduced sea ice (Alexander et al., 2004; 
Balmaseda et al., 2010; Scaife et al., 2014), with the potential for using November sea ice 
coverage over the Barents-Kara Seas region as a predictor for winter NAO (Scaife et al., 2014; 
García-Serrano et al., 2015). Hall et al. (2017) and Wang et al. (2017) have also had success 
using autumn sea ice, along with other variables, as a predictor in a statistical model used to 
forecast winter NAO. Furthermore, Caian et al. (2018) showed a robust link between winter 
sea ice concentration and the following winter NAO, which the authors noted may have 
important consequences for advances in multi-year forecasts. 
2.3.5 Land-atmosphere feedbacks 
Interaction between the land and the atmosphere can be crucial in drought development. 
European drought and heatwaves, such as during summer 2003 (García-Herrera et al., 2010), 
have been linked to preceding precipitation deficits. Fischer et al. (2007) conducted RCM 
simulations to show that four major European heatwaves were preceded by anomalously low 
spring precipitation, while Vautard et al. (2007) showed winter and spring precipitation deficits 
played a role in 58 hot summers as a result of anomalously dry air transported northwards. 
Similarly, Hauser et al. (2016) estimated that dry soils over western Russia in 2010 increased 
the risk of a heatwave by a factor of six. There are numerous other studies showing a similar 
role of soil moisture in heat wave development (Mueller and Seneviratne, 2012; Quesada et al., 
2012; Miralles et al., 2014). Soil moisture carries the memory of previous months’ climate 
(Shukla and Mintz, 1982; Entin et al., 2000) and appears to propagate through to streamflow 
and evapotranspiration (Koster et al., 2010; Orth and Seneviratne, 2013). This may be useful 
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in predictive applications, as the memory of streamflow and evapotranspiration may be derived 
from the memory of soil moisture. In North America, soil moisture has been shown to be an 
important variable in forecasts of temperature and, to a lesser extent, precipitation (Beljaars et 
al., 1996; Koster et al., 2010). 
2.4 Statistical drought forecasting: history and the state of the art 
2.4.1 Early studies 
Drought forecasting can be traced back as far as the middle of the 20th Century. Namias (1955) 
described weather forecasts at the time as being based primarily on trends in atmospheric 
patterns and empirical evidence recorded in previous studies. No detailed physical explanations 
have been presented for these observed trends simply because there was no such knowledge 
available. However, the study did recognise that the mechanisms driving drought are linked to 
atmospheric processes and that accurate predictions of these should be a key aim in attempts to 
improve drought forecasting capabilities. Yevjevich (1967) agreed, suggesting that a statistical 
method of drought prediction should involve looking at the time-lags between oceans and other 
potential sources of predictability that precede precipitation and runoff. 
It was not until the development of popular drought indices that drought forecasting really 
became a prominent area of study, and even then, progress was relatively slow. Early works 
such as those by Davis and Rappoport (1974) and Rao and Padmanabhan (1984) applied 
exponential smoothing and Autoregressive Moving Average (ARMA) models to monthly 
Palmer Drought Index values, while a study by Karl et al. (1987) looked at the amount of 
precipitation required for terminating a drought and subsequently calculated the probability of 
receiving the necessary quantity using the gamma distribution. By enhancing the theory of runs, 
Moyé et al. (1988) enabled computation of the expected number and duration of droughts over 
a given number of years, although the study used only annual precipitation data and so the 
method may not be useful for forecasting with sub-annual lead-times. By deriving exact 
probability density functions of critical droughts in stationary second-order Markov chains, Şen 
(1990) predicted transitional probabilities for streamflow deficits and surpluses and the 
expected duration of droughts for any future period. The relatively small number of studies on 
this topic published in the three decades following Yevjevich (1967) is perhaps surprising, but 
since the mid-1990s significant advances have been made. 
2.4.2 Modern techniques 
Table 2.2 contains key details of every statistically-based drought forecasting study published 
since 1974 known to the author. The vast majority of studies focused on the USA, with China 
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also well represented. There are just three papers that attempted to forecast drought in the UK. 
For brevity, this review attempts only to discuss studies that have a specific focus on drought 
(or low-flow), and does not mention work on generic streamflow, precipitation etc. forecasting. 
Modern statistical drought forecasting generally falls into one of two categories. The first of 
these is forecasting future values of some variable (e.g. a drought index, precipitation or 
streamflow), and has been performed in the context of time series analysis (Mishra and Desai, 
2005; Modarres, 2007; Fernández et al., 2009; Hwang and Gregory, 2009; Durdu, 2010; Han 
et al., 2010; Chun et al., 2013; AghaKouchak, 2014; Behrangi et al., 2015; Myronidis et al., 
2018), regression models (Kumar and Panu, 1997; Cordery and McCall, 2000; Liu and Juárez, 
2001; Chun et al., 2013; Djerbouai and Souag-Gamane, 2016; Ahn et al., 2017; Seibert et al., 
2017), machine learning methods (Wedgbrow et al., 2005; Mishra and Desai, 2006; Morid et 
al., 2007; Chen et al., 2012; Dehghani et al., 2014; Demirel et al., 2015; Djerbouai and Souag-
Gamane, 2016; Liu et al., 2017; Seibert et al., 2017) and hybrid models (Kim and Valdés, 2003; 
Mishra et al., 2007; Bacanli et al., 2009; Özger et al., 2012; Awan and Bae, 2016; Liu et al., 
2017). The second category concerns forecasting transition probabilities from one drought class 
to another (Lohani and Loganathan, 1997; Rodó et al., 1997; Steinemann, 2003; Carbone and 
Dow, 2005; Paulo et al., 2005; Cancelliere et al., 2007; Hannaford et al., 2011; Madadgar and 
Moradkhani, 2013; Madadgar and Moradkhani, 2014; Bonaccorso et al., 2015; Saghafian and 
Hamzekhani, 2015; Ahn and Palmer, 2016; Chen et al., 2016; Hao et al., 2016; Rezaeianzadeh 
et al., 2016; Hao et al., 2017; Meng et al., 2017; Yan et al., 2017). While the majority of studies 
detailed in this section use purely statistical models, there are a small number that make use of 
dynamical meteorological or hydrological forecast systems in conjunction with data-driven 
methods (Carbone and Dow, 2005; Hwang and Gregory, 2009; Madadgar and Moradkhani, 
2014; Hao et al., 2017; Yan et al., 2017). The following subsections will look at this body of 
literature in more detail. Refer to Table 2.2 for the key details of every study mentioned in 
Section 2.4. 
2.4.3 Time series analysis 
By far the most common method of time series analysis uses Autoregressive Integrated Moving 
Average (ARIMA) models and its seasonal equivalent (SARIMA); see Box et al. (2008) for a 
full description. ARIMA models essentially consider the serial correlation between 
observations, while SARIMA models allow for nonstationarity within and across the seasonal 
cycle. They can be adapted to include exogenous time series as predictors (ARIMAX) and to 
account for heteroskedasticity (i.e. a non-constant variance and covariance function) in the 
Generalised Autoregressive Conditional Heteroskedastic model (Bollerslev, 1986). As 
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mentioned in Section 2.4.1, ARMA models (a special case of ARIMA where the time series of 
observations is considered stationary) were applied to the US Midwest by Davis and Rappoport 
(1974) and Rao and Padmanabhan (1984) to forecast PDSI values on monthly to annual time-
scales. In a study in north-eastern India, Mishra and Desai (2005) used ARIMA and SARIMA 
models to forecast monthly SPI values with reasonable performance at a one or two-month 
lead-time, with a study in Turkey yielding similar results (Durdu, 2010). SARIMA models have 
also been used for streamflow drought forecasting. Modarres (2007) forecasted SSI values for 
a region in Iran one year ahead, and Fernández et al. (2009) used the same index to predict 
streamflow in Spain, finding that the inclusion of a variable relating precipitation and 
temperature improves the forecast. Han et al. (2010) predicted agricultural drought in northwest 
China using ARIMA models at lead-times of ten and 20 days using the Vegetation Temperature 
Condition Index (VTCI; Peng-Xin et al., 2001). In the UK, Chun et al. (2013) applied a seasonal 
ARIMAX model to forecast monthly DSI values using SLP, temperature and the NAO index 
as predictors. The performance of ARIMA and SARIMA models in predicting northern Algeria 
SPI at lead-times up to two seasons was compared with two machine learning models by 
Djerbouai and Souag-Gamane (2016), who found the machine learning methods outperformed 
the stochastic models. More recently, Myronidis et al. (2018) tested the forecast performance 
of ten ARIMA models on monthly streamflow, with output post-processed to a drought index 
to reveal the likelihood of future drought states. 
Other time series methods have been tested for drought forecasting. For South Carolina, Hwang 
and Gregory (2009) used an autoregressive model combined with seasonal forecast information 
from a dynamical system to predict PDSI one to three months in advance. To predict 
agricultural drought, AghaKouchak (2014) estimated future monthly soil moisture using a 
linear combination of antecedent soil moisture and resampled historical soil moisture, similar 
to the Ensemble Streamflow Prediction (ESP; Day, 1985) method commonly used in 
hydrology. AghaKouchak (2014) showed that the summer 2012 drought in the USA was 
predictable several months in advance. A similar methodology was applied to forecast SPI in 
the USA, using historical analogues of precipitation, surface air temperature and an ENSO-
related index by Behrangi et al. (2015). 
2.4.4 Regression analysis 
The relationship between a dependent variable and a set of independent variables can be 
explored by regression analysis. In the context of drought forecasting, the dependent variable 
is that which is to be predicted (also called the predictand; typically a drought index), whilst the 
predictors are explanatory variables describing changes in the predictand (antecedent 
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conditions, teleconnection indices etc.). Kumar and Panu (1997) predicted agricultural droughts 
one season ahead in northwest India by regressing the yield of a particular crop against a variety 
of explanatory variables, including several based on precipitation and soil moisture. In 
Australia, Cordery and McCall (2000) examined the relationships between winter precipitation 
and two teleconnections: ENSO and the autumn geopotential height (GpH). By using 
partitioned data, the authors provided a framework where sufficiently low GpH prompts the 
calculation of the precipitation forecast. Using the Normalized Difference Vegetation Index 
(NDVI) as the predictand, Liu and Juárez (2001) forecasted drought onset in north-eastern 
Brazil in ENSO years, achieving moderate success at a four-month lead-time by constructing a 
model from September through December using only those years with distinct ENSO episodes. 
Chun et al. (2013) conducted a study in the UK using Generalised Linear Models (GLMs; 
Nelder and Wedderburn, 1972) to quantify the probability of occurrence, and amount, of daily 
precipitation in assessing drought severity and persistence. Ahn et al. (2017) used a hierarchical 
Bayesian model to forecast summer low-flows in north-eastern USA, utilising antecedent at-
site and regional climate information. This kind of model allows for a parsimonious structure 
that accounts for spatial variation in the predictors across the target region. Indeed, the authors 
stated that the greatest benefits over the other tested models derived from the spatial 
heterogeneity of the climate teleconnections. In the Limpopo river basin, southern Africa, 
Seibert et al. (2017) found that multiple linear regression models outperformed machine 
learning methods in forecasting December to May SSI, despite the latter’s non-linear 
capabilities. The models were tested over a range of catchments with forecast lead-times of up 
to 12 months. The smaller catchments’ predictability was largely driven by antecedent 
streamflow whereas larger catchments relied more heavily on climate teleconnections for 
accurate prediction. 
Ordinal regression can also be used to predict drought class probabilities. The United States 
Drought Monitor (USDM) classifies drought using SPI, SSI and a soil moisture variable and so 
predicting these classes is a way of forecasting meteorological, hydrological and agricultural 
drought simultaneously. Hao et al. (2016) assessed this method in Texas, southern USA, with 
satisfactory results. A similar log-linear model was applied to predict hydrological drought class 
transitions in northeast China, with antecedent SPI a better input predictor than SSI (Li et al., 
2016). Hao et al. (2017) extended the work of Hao et al. (2016) by predicting August USDM 
drought categories using ordinal regression, this time with seasonal climate forecasts from a 
dynamical model as input. A case study of the central USA 2012 summer drought showed 
encouraging results at a lead-time of one month, although not three months. The authors 
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suggested this was because the drought was a result of internal atmospheric processes and so 
the seasonal climate forecast failed to predict this. The persistence of drought in east China was 
assessed by Meng et al. (2017), who used logistic regression to model the probability of binary 
drought/non-drought occurrence one season ahead, showing that the Southern Oscillation Index 
bears influence on drought in this region. An interesting innovation by Lorenz et al. (2017) was 
to compute the (binary) probability of the drought state (using USDM) being more intense than 
the current observation, rather than the probability of transitioning to any other drought class. 
Furthermore, no attempt was made to quantify the magnitude of the intensification (i.e. how 
many drought categories the USDM increases by). The authors found the model is most skilful 
in forecasting high-amplitude flash droughts and at times when the USA is already experiencing 
intensifying drought. 
2.4.5 Machine learning methods 
Machine learning has gained popularity since the advent of powerful computers that can process 
large amounts of information to identify patterns in data without the prior specification of a 
particular model. There are several examples of machine learning methods applied to drought 
forecasting. The earliest example is by Wedgbrow et al. (2005), who used “expert systems” to 
predict summer streamflow for the River Thames. The model classified streamflow according 
to winter MSLP, GpH and sea-ice predictors, successfully forecasting low-flow nearly 80% of 
the time between 1971 and 2001. 
Artificial neural networks (ANNs; see ASCE Task Committee on Application of Artificial 
Neural Networks in Hydrology, 2000, for a detailed review) are models that can solve complex 
nonlinear problems by adaptively identifying patterns and relationships in the data. A typical 
three-layer feed-forward model consists of an input layer, a hidden layer and an output layer. 
The input layer receives the input variables (or nodes) which for drought forecasting may be 
lagged values of a drought index, or explanatory variables, or both. The hidden nodes represent 
some nonlinear transfer function used to process the information from the input nodes, whilst 
the output layer is the model output to be used for forecasting. One advantage of using ANNs 
is that the hidden layer mechanisms do not have to be explicitly defined, which is useful in 
drought forecasting as the physical processes may not be fully understood. On the other hand, 
this black-box effect leaves the modeller unable to learn more about the underlying processes. 
ANN models been widely applied in hydrology (Dawson and Wilby, 2001; Abrahart et al., 
2012) and to drought forecasting in particular by several studies. Mishra and Desai (2006) used 
recursive and direct multi-step ANNs to forecast SPI values in north-eastern India, finding 
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improved performances compared to a SARIMA model, while the recursive multi-step ANN 
was useful for short-term forecasting and the direct multi-step ANN useful for long-term 
forecasting. In Iran, Morid et al. (2007) forecasted SPI and Effective Drought Index (EDI) on 
seasonal to annual time-scales, using different combinations of antecedent precipitation, SPI, 
EDI and two climate indices. More recently, an ANN was used to predict monthly SSI in Iran 
(Dehghani et al., 2014; Rezaeianzadeh et al., 2016) and southern Africa (Seibert et al., 2017), 
and low-flow in the Moselle river basin (Demirel et al., 2015).  
Another machine learning method is random forest regression trees, which construct an 
ensemble of “decision trees” during training and output the mean of this ensemble. There are 
two cases of random forests used for drought prediction. Chen et al. (2012) forecasted SPI in 
northeast China at one- and six-month lead-times, finding that the random forest method 
outperformed ARIMA models. For the Limpopo basin in southern Africa, Seibert et al. (2017) 
found that random forest models did not perform as well as regression models in forecasting 
summer SSI. Support vector machines (SVMs) attempt to fit a function between two different 
classes, with every point of each class lying a specified distance from the function. Liu et al. 
(2017) used SVMs to evaluate the performance of at-site and remotely-sensed variables for 
short lead-time agricultural drought forecasting over the USA, finding the inclusion of 
remotely-sensed predictors extended the useful forecast horizon from two to four weeks. 
2.4.6 Probability models 
The other category of drought forecasting model involves calculating the probability of a 
drought class (or sometimes a drought index value) transitioning to another drought class. Şen 
(1990) applied a second order Markov chain to predict transition probabilities for streamflow 
deficits, while first order Markov chains were used in an early-warning system by Lohani and 
Loganathan (1997), where the full spectrum of drought progression possibilities was specified. 
Work has also been done using Markov chains to characterise the probabilities of drought 
persistence and duration as well as class transitions (Şen, 1990; Steinemann, 2003). Paulo et al. 
(2005) took this further by computing the average time in each drought class, the average time 
to reach a specific class for the first time and the most probable class up to three months ahead. 
Results in the aforementioned study were compared with those made using log-linear models, 
with the latter performing slightly better. Carbone and Dow (2005) combined resampled 
historical temperature and precipitation records with seasonal forecasts from a dynamical 
model, producing drought class probability predictions for South Carolina. Resampling 
methods were also used by Saghafian and Hamzekhani (2015) to generate precipitation 
thresholds that trigger hydrological drought classes in the following month. The authors applied 
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this model to a river in Iran, with only two of the 24 predictions being false alarms for two 
major drought years. The probability of drought severity, as well as occurrence, was predicted 
in Connecticut via frequency analysis of low-flow by Ahn and Palmer (2016), who made use 
of non-stationary copulas and generalised additive models for location, scale and shape 
parameters (GAMLSS; Rigby and Stasinopoulos, 2005) to construct bivariate joint return 
periods for the two drought characteristics. Similarly, Chen et al. (2016) used a copula-based 
probabilistic forecasting model to estimate the conditional distribution of drought in southern 
China one season ahead. 
The applicability of Markov chains for drought forecasting was contested by Cancelliere et al. 
(2007), who questioned the general validity of the method due to insufficient observations of 
class transitions and percentage errors incurred by the Markov chain method. Instead, the 
authors proposed a fully analytical approach by deriving the exact auto-covariance matrix of 
SPI values and using this to compute drought class transition probabilities. Bonaccorso et al. 
(2015) used the same approach to calculate transition probabilities in two ways: from an SPI 
drought class to another drought class and from an SPI value to a drought class. As might be 
expected intuitively, the latter method yielded higher precision, as more information about the 
current drought condition is included in the model. In a comparison with ANNs, Rezaeianzadeh 
et al. (2016) found Markov chain models performed similarly well for hydrological drought 
class transitions in South Iran. Recently, Montaseri et al. (2018) assessed the long-term 
predictability of drought using Markov chains applied to an ensemble of synthetic (generated) 
SPI series, concluding that this approach yielded benefits over analysing only observed series. 
Bayesian networks have also been found useful in drought prediction. They describe the 
dependencies between a set of variables via directed acyclic graphs and can be used to predict 
probability distributions. Madadgar and Moradkhani (2013) incorporated copula functions into 
this framework to estimate seasonal flow in Colorado, finding the forecast accuracy to be 
comparable with the commonly-used ESP, yet with more reliable forecast uncertainty. This 
approach was extended by setting up the model with runoff estimation from a hydrological 
model, allowing simultaneous hydrological drought forecasting across the whole basin 
(Madadgar and Moradkhani, 2014). Further innovation on this methodology was undertaken 
by Yan et al. (2017), who used a Monte-Carlo data assimilation technique to quantify the initial 
condition uncertainty from the hydrological model, rather than relying on a single deterministic 
input. 
Hannaford et al. (2011) adopted a different approach to forecasting regional hydrological 
drought in the UK. By making use of the spatial coherence of drought across Europe, 
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predictions of the number of drought months in the next six months were made using current 
drought conditions from European regions exhibiting correlations with the UK. Although the 
model predicted some response for most droughts, the hit-rate was below 0.5 for all regions 
outside the southeast. 
2.4.7 Hybrid models 
By combining two or more models to form a hybrid, advantages from each separate model can 
be utilised, or disadvantages mitigated. Most drought forecasting hybrid models in the literature 
contain an ANN component. Kim and Valdés (2003) forecasted PDSI values on monthly to 
annual time-scales by combining an ANN model with dyadic wavelet transforms to try and 
capture nonlinear and nonstationary behaviour. The basic idea is that the wavelet transforms 
were used to decompose the PDSI signal and these sub-signals were forecasted and 
subsequently reconstructed to the original series using ANNs. Mishra et al. (2007) elected to 
combine nonlinear (ANN) and linear (ARIMA) models to forecast SPI values in northeast India 
up to six months ahead, with the ARIMA component included to capture the autocorrelation 
present in SPI time series. At a lead-time of one month, Bacanli et al. (2009) forecasted SPI 
series using the Adaptive Neuro-Fuzzy Inference System (ANFIS), which is a combination of 
ANNs and fuzzy logic (FL). An issue with FL modelling lies in defining the parameters and the 
design of fuzzy “if-then” rules, but the learning algorithm component of ANN attempts to 
mitigate this. ANFIS was also applied to forecasting SPI over the East Asian monsoon region 
using SST anomalies as predictors (Awan and Bae, 2016). The only example of a drought 
forecasting hybrid model not containing an ANN component is from Özger et al. (2012), who 
developed a wavelet and FL (WFL) model for long-lead forecasting of modified PDSI (PMDI) 
values using antecedent PMDI values and an ENSO index as predictors. Essentially the 
predictors and predictand were separated into their frequency bands and then the predictand 
series was reconstructed using the forecast bands. WFL was compared to a simple FL model, a 
pure ANN model and a combination wavelet-ANN model, with WFL exhibiting results of 
greater accuracy. 
2.5 Dynamical models for drought prediction 
Dynamical models are based on physical equations governing processes of the atmosphere, 
ocean, land and their interaction. Forecasts using these models are initialised at a particular time 
and run forward to the desired forecast horizon. Typically they are run as an ensemble 
(Leutbecher and Palmer, 2008), with different ensemble members initialised with varying initial 
conditions as a way to quantify uncertainty and to provide a probabilistic, rather than 
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deterministic, forecast. Due to the time-scales drought is associated with (i.e. at least monthly), 
it is seasonal forecast systems that are typically used for drought prediction (as opposed to 
weather forecasting systems that are used for hourly to weekly time-scales). There are a number 
of such systems, such as the European Centre for Medium Range Weather Forecasting 
(ECMWF) seasonal forecast system 4 (Molteni et al., 2011) and the Met Office global seasonal 
forecasting system version 5 (GloSea5) (MacLachlan et al., 2015). 
For drought, the predictions of temperature and precipitation are key as they can be used to 
calculate drought indices (Yoon et al., 2012; Yuan and Wood, 2013; Dutra et al., 2014; 
Lavaysse et al., 2015; Mo and Lyon, 2015; Caron et al., 2018). However, seasonal forecast skill 
of these variables is low outside of the tropics due to the chaotic nature of the climate system 
(Kirtman and Pirani, 2009; Smith et al., 2012; Saha et al., 2014). Furthermore, several authors 
argued that predicting drought onset is essentially a stochastic problem at longer lead-times 
(Yuan and Wood, 2013; Dutra et al., 2014), although these studies attempted to predict drought 
on a global scale. For European drought, Lavaysse et al. (2015) found that, using two ECMWF 
prediction systems, skill scores were improved when forecasting larger-scale droughts. Also 
using the ECMWF seasonal prediction system, Caron et al. (2018), predicted European summer 
drought (quantified using the SPEI) and compared it to a benchmark statistical model based on 
historical analogues. They found the dynamical model had slightly higher skill than the 
benchmark model in southern and western Europe and for longer lead-times. However, they 
concluded that overall skill was similar, and recommended the use of the benchmark as a 
computationally cheaper and faster method than the dynamical model. Xu et al. (2018) went a 
step further, finding that the majority of the statistical methods they tested in forecasting SPI in 
China had higher accuracy than a multi-model ensemble of dynamical models beyond a lead-
time of one month. For a binary drought onset prediction, however, the dynamical models were 
more promising. 
Skill in forecasting large-scale atmospheric circulation is often higher than for precipitation 
(Lavers et al., 2014; Vitart, 2014; Lavers et al., 2016a; Lavers et al., 2016b; Lavers et al., 2017; 
Baker et al., 2018; Lavers et al., 2018), and hence most drought indices. For example, forecasts 
of the winter NAO one season ahead are fairly skilful (Scaife et al., 2014; Hall et al., 2017), 
and these forecasts can in turn be used to predict precipitation. For example, in the UK, a hybrid 
dynamical-statistical approach that derived precipitation estimates from atmospheric pressure 
forecasts outperformed the direct dynamical system’s precipitation forecast (Baker et al., 2018). 
This is an example of downscaling, which aims to bridge the resolution gap between GCMs 
and the regional scale via statistical or dynamical techniques; see Fowler et al. (2007) for a 
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review. Hydrological drought forecasting requires different models to meteorological drought 
prediction. ESP uses historical analogues of streamflow as these drivers while climate model 
output is also often incorporated (Hao et al., 2018). In the latter case, the forecast skill is 
dependent on both initial hydrologic conditions in the catchment and on the climate forecasts 
(Emerton et al., 2016; Arnal et al., 2017), while in general, as with most forecast systems, skill 
is dependent on region, season and lead-time (Shukla et al., 2013; Harrigan et al., 2018). 
Dynamical models are advantageous compared to statistical models as they are able to capture 
nonlinear interactions of the earth system components, and as such are adaptable to a changing 
climate and capable of predicting unprecedented conditions (Hao et al., 2018). Statistical 
models are reliant on historical relationships between predictors and the target variable, and 
these relationships are not guaranteed to continue in the future. Furthermore, statistical 
relationships are often too simplistic to properly represent the underlying physical processes, 
often resulting in unsatisfactory performance. However, the simplicity of statistical models 
(compared to dynamical) is also their primary advantage. They are easier and computationally 
cheaper to implement, and do not require the huge efforts in data assimilation, model calibration 
and parameterisation demanded by physical (dynamical) models (Hao et al., 2018). 
Furthermore, dynamical models are subject to a variety of sources of uncertainty such as in the 
initial conditions, physical parameterisations of certain processes and internal variability. For 
example, GCMs tend to underestimate drought persistence on the global scale, with model and 
initial-condition uncertainty the main culprits (Moon et al., 2018). Research in drought 
forecasting has not focussed on either statistical or dynamical modelling alone and hybrid 
methods are commonplace now. These methods come in various forms although generally 
involve calibrating a climate forecast from a dynamical model and merging this with one or 
more statistical forecasts and/or techniques (Lim et al., 2011; Wang et al., 2012; Madadgar and 
Moradkhani, 2013; Robertson et al., 2013; Schepen et al., 2014; Schepen and Wang, 2015; 
Madadgar et al., 2016; Yan et al., 2017; Lorenz et al., 2018; Xu et al., 2018).  
2.6 Weather-pattern classifications 
2.6.1 General concepts 
A weather-pattern classification is a group of weather patterns (WPs; also called weather types, 
circulation patterns and circulation types), which typically characterise one or more 
meteorological variables over a particular domain and time-scale. Some studies have used the 
term “weather regimes”, which often describes the same thing as WPs, but in some cases they 
are fewer in number, defined over larger domains, are more persistent, or defined by their 
33 
 
highest probability of occurrence (Michelangeli et al., 1995; Santos et al., 2005; Boé, 2013; 
Ferranti et al., 2015; Vigaud et al., 2018). According to Huth et al. (2008), classifications were 
first employed several decades ago by meteorologists concerned with weather forecasting. 
Increases in computing power led to a change in methodology of these forecasts and 
classifications dropped out of use. The result of this was increased interest by climatologists, 
who are still the primary users of such classifications. Recently, however, WP classifications 
have made a resurgence in weather prediction. There are myriad studies describing and utilising 
WP classifications and this section does not attempt to discuss each one, but instead focuses on 
broad themes concerning WPs, with references to the key texts where appropriate. This shall 
be kept rather general, with specific studies or applications discussed in detail at the beginning 
of each of the following chapters. The review of WP classifications by Huth et al. (2008) was 
an important source of information in this section. 
WPs are often defined by an air pressure variable, most commonly (M)SLP or a geopotential 
height in the lower- to mid-troposphere (up to 500 hPa). As such, they represent the broad-scale 
atmospheric circulation over a given region and time-scale, often daily (Huth et al., 2008). WPs 
can then be used to make general estimates of climatic variables such as wind direction and 
speed, temperature and precipitation. They are a useful way of simplifying complex 
meteorological data sets into a few discrete states. For example, each day in a time series of 
daily MSLP can be classified (via some assignment procedure; see later) into one WP from the 
classification used. This achieves a reduction in data dimensionality by going from a continuous 
time series of many (theoretically infinite) MSLP values to a discrete time series of 
dimensionality equal to the number of WPs in the classification. Of course, this has 
consequences. Huth et al. (2008) warned: “Atmospheric circulation constitutes more a 
continuum than a system with several, clearly defined, well-separated states. Any classification 
of WPs should therefore be viewed as a purpose-made simplification of reality rather than a 
reality itself”. Nevertheless, this is clearly considered a reasonable compromise by the many 
researchers that have used WPs. 
2.6.2 Methodology: derivation and assignment of WP classifications 
There are two methodological branches related to WP classifications: 
1. The derivation method of the classification itself i.e. how the WPs are defined. 
2. The assignment procedure used to classify each time step from the underlying data set 
used in (1) as one of the WPs. 
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Each of these branches can be approached using either subjective or objective methods, 
resulting in classifications that may be considered totally subjective, totally objective, or mixed. 
This last definition pertains to classifications with WPs that are defined subjectively, while the 
assignment procedure is carried out objectively. The earlier WP classifications are typically 
subjective. The two most well-known examples are the Grosswetterlagen (GWL) catalogue 
(Hess and Brezowsky, 1952) and the Lamb catalogue (Lamb, 1950; Lamb, 1972). The Lamb 
WPs (commonly abbreviated to LWTs) are daily, while the GWL are required to last for at least 
three consecutive days, a relatively rare requirement in classifications. Both classifications had 
their respective WPs defined prior to the assignment procedure, the former using expert 
knowledge and the latter using physical considerations such as airflow direction and degree of 
cyclonicity. Time series of these classifications were also subjectively derived, by visual 
attribution of daily pressure fields to the closest WP. In addition, both the GWL and Lamb 
catalogues exist as mixed classifications, where the assignment procedure is objective, based 
on pattern correlation for the GWL (James, 2007) and airflow direction, vorticity and intensity 
threshold criteria for the LWTs (Jenkinson and Collison, 1977). 
Objective classifications are by far the most common, in no small part due to increases in 
computing power achieved over the last few decades making it easier for researchers to design 
classifications specific to their purpose. It is important to note that most objective classifications 
require some subjective input at some stage, for example when deciding on the number of 
desired WPs. Various methods have been used to define WP classifications, including 
correlation techniques (Lund, 1963; McKendry et al., 1995; Saunders and Byrne, 1999; 
Brinkmann, 2000; Bischoff and Vargas, 2003; Schoof and Pryor, 2006), cluster analysis 
(Fernau and Samson, 1990; Wilson et al., 1992; Cheng and Wallace, 1993; Corte-Real et al., 
1998; Esteban et al., 2005; Santos et al., 2005; Esteban et al., 2006; Stahl et al., 2006; Philipp 
et al., 2007; Vrac et al., 2007; Cheng et al., 2010; Jiang, 2011; Boé, 2013; Ferranti et al., 2015; 
Moron et al., 2016; Neal et al., 2016; Prein et al., 2016; Rueda et al., 2016; Vigaud et al., 2018), 
principal components analysis (PCA) (Wilson et al., 1992; Huth, 1996; Huth, 1997; Huth, 2000; 
Jacobeit et al., 2003; Müller et al., 2003; Almazroui et al., 2015) and neural networks (Hewitson 
and Crane, 2002; Cassano et al., 2006a; Cassano et al., 2006b; Hope et al., 2006; Lynch et al., 
2006; Michaelides et al., 2007; Reusch et al., 2007; Nigro et al., 2011). A brief description of 
these methods follows; for more detail refer to the relevant references. For the purposes of this 
section, the word “field” refers the spatial distribution of the variable(s) used to define WPs in 
a classification, for example daily MSLP over Europe. 
35 
 
Correlation techniques derive WPs by identifying the field with the most correlations above a 
threshold with the other fields, and subsequently removing these fields from the data set. This 
procedure is repeated until either all days are classified or the size of the WPs (the number of 
fields assigned to a WP) drops below a pre-specified threshold. There is an analogous technique 
that replaces the correlation scores with sums-of-squares of differences. Correlation-based 
methods are adept at yielding adequate separation between resulting WPs, meaning the derived 
WPs are dissimilar to each other. A key disadvantage of this method is that there tends to be 
vastly unequal numbers of fields assigned to each WP, with the first identified WP often by far 
the largest. As a result, the derived WP frequencies of occurrence will be very different. 
Cluster analysis is the most natural, and most common, approach to defining a WP 
classification. The classic clustering algorithm is k-means (Hartigan and Wong, 1979), which 
aims to partition the data into a number of clusters by minimising the within-cluster variance. 
This algorithm is non-hierarchical, meaning that the number of desired WPs must be specified 
prior to implementation. This introduces a degree of subjectivity into the derivation. Typically, 
the choice involves balancing the number of WPs with the within- and between-WP variability. 
Too few WPs results in within-WP variability being too large, while too many can yield a 
number of WPs that appear very similar to each other. To avoid this choice, some studies have 
employed hierarchical clustering algorithms, which begin with each field in its own cluster, and 
clusters are iteratively merged until some criteria is met (Kalkstein et al., 1987). An 
improvement to the k-means clustering method is simulated annealing, used by Philipp et al. 
(2007) and Neal et al. (2016), which differs from k-means primarily in that it does not converge 
to a local optimum from which it cannot leave, but instead allows an object to leave a cluster. 
This allows all possible combinations of data points to be compared. 
PCA is often used prior to cluster analysis in order to remove any collinearity between the input 
variables, which would give too much weight to the strongly correlated variables. PCA (with a 
different matrix configuration) is also used as a WP derivation tool. It is a natural method for 
classifying WPs, as it aims to transform a set of possibly correlated observations into a set of 
uncorrelated values (principal components), ordered such that the first principal component 
explains the largest amount of variance of the data. 
Neural networks are the main nonlinear method used in creating WP classifications, in 
particular self-organising maps (SOM) which have featured in meteorological studies since the 
1990s (Liu and Weisberg, 2011). SOMs are a method of projecting high-dimensional data onto 
low-dimensional space and as such are well-suited to creating WP classifications. A 
classification derived using SOM is a two-dimensional array of maps, with a key benefit being 
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easy interpretation of resulting WPs: the most dissimilar WPs are located at opposite ends of 
the array’s diagonal. 
2.6.3 Applications 
The literature on applications of WP classifications is dominated by climatological studies. The 
most common classification property studied when analysing recent observed changes is WP 
frequencies of occurrence. This has been done in the case of investigating changes in the 
atmospheric circulation as a standalone feature (Lamb, 1950; Jenkinson and Collison, 1977; 
Bárdossy and Caspary, 1990; O'Hare and Sweeney, 1993; Stefanicki et al., 1998; Goodess and 
Jones, 2002; Bartholy et al., 2006; Kučerová et al., 2017), although the variety of classifications 
used and lack of a common time period used make any conclusions about “true” physical 
changes difficult to justify. Some studies attempt to address this issue by analysing multiple 
classifications simultaneously, as this should reduce artefacts arising from individual data sets 
(Kučerová et al., 2017; Stryhal and Huth, 2017; Stryhal and Huth, 2018). This issue was clearly 
highlighted by Philipp et al. (2010), who showed that characteristics of 22 European 
classifications varied enormously. 
WP frequencies are also analysed in the context of hydro-meteorological phenomena. These 
studies might have been concerned with a general assessment of such phenomena, such as how 
a WP classification relates to precipitation climatology i.e. the entire precipitation distribution 
(Hay et al., 1991; Bárdossy and Plate, 1992; Wilby, 1995; Goodess and Jones, 2002; Santos et 
al., 2005; Hope et al., 2006; Stahl et al., 2006; Malby et al., 2007; Trnka et al., 2009; Lorenzo 
et al., 2011; Fernández-González et al., 2012; Almazroui et al., 2015; Moron et al., 2016; Prein 
et al., 2016; Maheras et al., 2018). More commonly, changes were analysed with respect to 
extreme events, such as extreme precipitation (Hay et al., 1991; Wilby, 1998; Esteban et al., 
2005; Burt and Ferranti, 2012; Prein et al., 2016; Maheras et al., 2018), temperature extremes 
(Bischoff and Vargas, 2003; Müller et al., 2003; Cassano et al., 2006a; Blenkinsop et al., 2009; 
van den Besselaar et al., 2009), droughts (Hay et al., 1991; Phillips and McGregor, 1998; 
Fowler and Kilsby, 2002b; Fleig et al., 2010; Giuntoli et al., 2013; Prein et al., 2016), fluvial 
flooding (Wilby, 1993; Bárdossy and Filiz, 2005; Pattison and Lane, 2012; Wilby and Quinn, 
2013) and coastal flooding (Ramos et al., 2013; Rueda et al., 2016; Neal et al., 2018). 
More detailed discussion of the literature surrounding WPs and UK precipitation and drought 
is in Chapter 3. The main purpose of these kind of studies is to identify which WPs coincide 
with extreme events. This provides insight into the common synoptic situations associated with 
such extremes. WP persistence is another characteristic that has been studied. Using the term 
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‘singularities’, Lamb (1950) identified periods of persistence for certain LWTs that tended to 
occur at the same times each year between 1898 and 1947. More commonly, WP persistence 
has been studied in relation to changes in atmospheric persistence (Werner et al., 2000; Kyselý, 
2002; Kyselý and Domonkos, 2006; Kyselý and Huth, 2006) and to European heatwaves 
(Kyselý, 2002; Domonkos et al., 2003; Kyselý, 2007). A more in-depth review of the literature 
surrounding WP persistence is in Chapter 4. 
WP classifications have also been used for future climate projections. They lend themselves to 
this kind of analysis as GCM output is complex, so reducing this complexity using 
classifications is an attractive proposition. Inference of future atmospheric circulation can be 
made by analysing the projected changes in WP frequencies between the current and future 
periods, with some studies then relating these changes to local-scale meteorological variables 
(Hay et al., 1992; Wilby, 1994; Kidson and Watterson, 1995; Saunders and Byrne, 1996; Huth, 
1997; Corte-Real et al., 1999; Huth, 2000; Fowler et al., 2005; Cassano et al., 2006b; Hope, 
2006; Lynch et al., 2006; McKendry et al., 2006; Schoof and Pryor, 2006; Demuzere et al., 
2009; Donat et al., 2010; Lorenzo et al., 2011; Brigode et al., 2018; Fereday et al., 2018). 
More recently, WP classifications have found application in sub-seasonal to seasonal weather 
forecasting, in a shift back toward their original use. All forecasting applications that have used 
classifications have assigned output from a dynamical ensemble forecast system to WPs, which 
yielded probabilistic predictions of WPs. These predictions were then used to verify the 
underlying model skill (Nigro et al., 2011; Ferranti et al., 2015) or as a step toward forecasting 
some other variable (Vuillaume and Herath, 2017; Baker et al., 2018; Neal et al., 2018). Some 
studies did not explicitly forecast the WPs themselves, but assessed their utility in potential 
forecast models by considering ‘perfect’ WP forecasts (i.e. the observations) and whether this 
information would be beneficial in predicting climatic variables (Schiemann and Frei, 2010; 
Fernández-González et al., 2012; Ramos et al., 2013). A more comprehensive review of WP 
classifications in a forecasting context is given in Chapter 5. 
2.7 Summary 
This chapter has highlighted that there is a substantial amount of research on statistical drought 
forecasting, although only three studies are focussed on the UK. Of these, two are for 
hydrological drought (Wedgbrow et al., 2005; Hannaford et al., 2011) and the primary aim of 
the third was to compare droughts in the late 20th Century with projections for the 2080s (Chun 
et al., 2013). This represents a clear opportunity for developing a more operationally-focussed 
meteorological drought prediction model, in the style of dynamical drought forecast systems 
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discussed in Section 2.5. This chapter has also reviewed the literature surrounding the links 
between UK precipitation (and associated drought indicators) and potential predictors such as 
atmospheric and oceanic variables. The general lack of strong, consistent, relationships (with 
the exception of some cases, such as the NAO with precipitation in winter) is motivation to 
consider WP classifications as a means to reduce the effective complexity (i.e. noise) of the 
analyses. The concept of WP classifications has been introduced, with the methodological 
choices involved in their derivation and how they have been applied, including the recent 
tendency towards forecasting. Not only is their use in dynamical forecasting an emerging field, 
there is only one study that attempts to predict WPs statistically (Fayos and Fayos, 2007), 
representing a well-defined research gap for researching statistical models for WP and a 
comparison with dynamical models. A further motivation for exploring the use of WPs in 
drought prediction is the higher skill that many dynamical forecast systems have in predicting 
atmospheric variables compared to precipitation (as discussed in Section 2.5).  
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Table 2.2: Studies on statistical drought forecasting detailing type of drought studied (M
 =
 m
eteorological, H
 =
 hydrological and A = agricultural), region of 
study, description of m
ethods, forecast lead-tim
e, forecast target m
onth and forecast variable. 
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Chapter 3  
A new precipitation and drought climatology based on weather patterns 
The material in this chapter has been published in the following journal article: 
Richardson, D., Fowler, H. J., Kilsby, C. G. and Neal, R. (2018a), A new precipitation and 
drought climatology based on weather patterns. Int. J. Climatol, 38: 630–648. 
doi:10.1002/joc.5199 
Part of the Introduction of this journal article has been moved to Chapter 2 of this thesis. Other 
minor changes to the wording have been made to make the article more coherent in the context 
of this thesis. 
3.1 Introduction 
Most weather-pattern (WP) studies focussed on aspects of UK precipitation climatology have 
used Lamb Weather Types (LWTs) (Lamb, 1972), as these are defined on a region centred over 
the British Isles. Wilby et al. (1994) generated daily precipitation time series for several sites 
in England by relating precipitation to LWTs. These data were then input to a hydrological 
model to simulate daily flows. Fowler and Kilsby (2002a) linked LWTs to the winter and 
summer North Atlantic Oscillation (NAO; Walker and Bliss, 1932) and in turn to precipitation 
in Yorkshire, England. Also for Yorkshire, Fowler et al. (2005) simulated climate change 
scenarios using a stochastic precipitation model conditioned on LWTs, whilst Malby et al. 
(2007) found associations between Lake District orographic precipitation variations and 
changes in wet circulation types. LWTs have also been studied in the context of flooding and 
heavy precipitation in the UK. Results from a hydro-chemical model used by Wilby (1993) 
suggested flood frequencies in the East Midlands, England, are linked to changes in the 
occurrence of cyclonic and anticyclonic LWTs. Wilby (1998) successfully reproduced low-
frequency heavy daily precipitation incidence by relating such events to LWTs for several sites 
in central and southern England. However, the model did not capture variations in mean wet 
day probabilities or persistence, which the author attributed to general deficiencies of the LWT 
classification system and the method used to group individual weather types together. Of the 
27 objective LWTs, Pattison and Lane (2012) found that just five accounted for over 80% of 
recorded extreme floods in Carlisle in northwest England. Burt and Ferranti (2012) showed that 
an increase in winter heavy precipitation in upland northern England was linked to an increase 
in the amount of precipitation associated with westerly LWTs. The same authors also showed 
that a decrease in summer heavy precipitation in the same region was linked to a decrease in 
the amount of precipitation associated with cyclonic LWTs. 
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Studies investigating the relationship between WPs and drought in the UK are rarer and 
normally do not consider the UK as a whole, instead focussing on a small number of regions. 
Wilby (1993) showed that the occurrence of drought in the East Midlands is related to the 
frequency of anticyclonic LWTs. Phillips and McGregor (1998) analysed frequencies of LWTs 
during droughts in southwest England, finding that drought distribution in the region depends 
on the position of the controlling anticyclone. Using a similar methodology, Fowler and Kilsby 
(2002b) demonstrated that Yorkshire droughts between 1881 and 1998 were typically 
associated with changes in frequencies of cyclonic and anticyclonic LWTs, with further 
differences in easterly and westerly type occurrences for sub-regional droughts. Away from 
LWTs, Fleig et al. (2011) related objective Grosswetterlagen (GWL) (James, 2007) to a 
hydrological drought index in six regions covering Britain and Denmark. They found that of 
six WPs associated with drought, five feature a centre of high pressure to the north, although 
the governing pattern varied between regions and for drought events within each region. 
A new set of WPs have been developed by the Met Office (Neal et al., 2016). This classification 
consists of 30 WPs that are representative of the general atmospheric circulation over the UK 
and surrounding North Atlantic Ocean and European area, and will be referred to as MO-30. 
MO-30 has two main advantages over LWTs. First, the 30 patterns are derived objectively from 
first principles, without a priori categorisation of the resultant flow over the UK. By contrast, 
LWTs are preordained categories of flow direction (i.e. northerly, south-westerly etc.) to which 
daily pressure patterns are (objectively or subjectively) assigned. Second, the patterns are 
defined over a much larger area than that used for the LWTs. By including much of the North 
Atlantic Ocean, MO-30 better captures the large-scale atmospheric systems that drive weather 
in Europe. Also, the larger region size means that it can be applied to other European regions, 
whereas LWTs must be redefined for studies outside the UK (see Lorenzo et al., 2008, for an 
example in Spain). A further set of eight WPs, named MO-8, has been defined by clustering 
types from MO-30. This is intended for use in long-range and seasonal forecasts. 
MO-30 and MO-8 are used by the Met Office for several medium- to long-range probabilistic 
forecasting applications. Ensemble member forecast scenarios are objectively assigned to the 
closest matching WP definition, providing a probabilistic insight into the occurrence of 
different WPs throughout the forecast period. Once WP characteristics are understood, in terms 
of their climatologies or impact, it then becomes possible to interpret forecast output and 
describe likely consequences. Three operational WP forecast applications used at the Met 
Office: a tool for predicting airflow from Iceland that could potentially bring volcanic ash over 
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UK airspace, a model for potential UK coastal flood events and a model for assessing the 
likelihood of potential extreme precipitation events. 
There are three objectives to this chapter. First, an exploratory analysis of several features of 
the new classification, such as WP frequencies and precipitation associated with each pattern. 
LWTs will be used as a comparison. Second, an investigation of how the new data set relates 
to the UK precipitation climatology, which on a monthly time-scale will be defined by the SPI 
(McKee et al., 1993). Third, this chapter will expand upon previous work by linking WPs to 
drought in the UK as a whole, rather than on smaller regions. Drought will be quantified using 
the DSI after Phillips and McGregor (1998) and Fowler and Kilsby (2002b). Whilst the example 
provided is for the UK, the methodology is transferrable to other regions within the domain of 
the WPs. 
This chapter is organised as follows. Section 3.2 describes the data sets used. The methodology 
for associating WPs with daily precipitation and linking their monthly frequencies to drought 
indices is detailed in Section 3.3. Results are shown in Sections 3.4 and 3.5, a discussion is in 
Section 3.6 and conclusions are presented in Section 3.7. 
3.2 Data 
The methodology for deriving MO-30 and MO-8 is described in Neal et al. (2016). Briefly, 154 
years (1850 to 2003) of daily MSLP fields from the European and North Atlantic Daily to Multi-
decadal Climate Variability data set (EMULATE; Ansell et al., 2006) were grouped into 30 
distinct clusters using a simulated annealing technique (Philipp et al., 2007; Huth et al., 2008). 
The data have a spatial resolution of 5° latitude and longitude; the domain used in the clustering 
was 30°W-20°E; 35°-70°N, covering most of Europe and the North Atlantic. Daily historic WP 
classifications are available from the EMULATE period (1850 to 2003), and have been 
extended from 2004 to the present using the European Centre for Medium-Range Weather 
Forecasts ERA-Interim data set (Dee et al., 2011). Table 3.1 details a description of each WP 
and Figure 3.1 gives their definition according to MSLP anomalies. MO-8 was produced by 
repeatedly clustering patterns from MO-30 according to spatial correlation between the pairs of 
WPs. As a result, each WP in the smaller set comprises between one and seven WPs from the 
larger set. Table 3.2 contains descriptions of each WP in MO-8 and Figure 3.2 shows the MSLP 
anomaly maps. 
Individual WPs will be referred to as WPi, with i indicating the WP number. Neal et al. (2016) 
ordered the WPs in both sets according to their annual historic occurrence in the period used 
for the clustering technique (1850 to 2003), with WP1 occurring most often and the last pattern 
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(WP30 or WP8) least often. The use of only MSLP anomalies in the clustering results in some 
seasonal grouping of WPs. This is particularly true for MO-30. Table 3.1 shows that lower-
numbered WPs occur more often during the summer half-year (April through September; weak 
MSLP anomalies) and higher-numbered WPs occur more in winter (October through March; 
strong MSLP anomalies). Figure 3.3 shows the 11-year moving average frequency of each WP 
in MO-30. There is strong interannual variability for most WPs, and suggestions of a trend in 
several. Further discussion of WP frequencies and a comparison with long-term trends in LWT 
occurrences is in Section 3.6. 
Each MO-30 WP is objectively classified as a LWT following the method in Jones et al. (1993); 
see Table 3.1 and Table 3.2. Using 16 grid points in the domain 20°W-10°E; 45°-65°N, values 
of wind flow and vorticity are calculated from daily MSLP data. LWTs are then defined using 
a set of rules related to the relative strength of these values. LWTs can be one of eight flow 
direction types (N, NE, E, SE, S, SW, W and NW) and/or one of anticyclonic (A) and cyclonic 
(C). Flow directions may be combined with cyclonic/anticyclonic types where appropriate. 
There is an additional ‘unclassified’ LWT to represent light indeterminate flow, denoted U, 
giving a total of 27 LWTs. Table 3.3 details the number of patterns from MO-30 assigned to 
each LWT. A discussion of this classification and comparisons with LWT frequencies is in 
Section 3.6. The LWT series between 1871 and 2015, derived using reanalysis products, is from 
Jones et al. (2013b). Historic occurrence of each LWT in this period is in Table 3.3. 
UK daily and monthly precipitation data are from the Met Office Hadley Centre UK 
Precipitation data set (Alexander and Jones, 2000). The UK is split into nine regions (Figure 
3.4) originally defined by Wigley et al. (1984): northeast England (NEE), central and east 
England (CEE), southeast England (SEE), southwest England and south Wales (SWE), 
northwest England and north Wales (NWE), east Scotland (ES), southwest and south Scotland 
(SS), northwest and north Scotland (NS) and Northern Ireland (NI). Regional precipitation 
series are available as daily totals from 1931 to the present and monthly totals from 1873 (for 
NEE, CEE, SEE, SWE and NWE) or 1931 (for the remaining regions). The data are estimates 
of the regional average calculated using at least seven evenly distributed precipitation gauging 
stations, see Alexander and Jones (2000) for details.  
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Table 3.1 (previous page): For each weather pattern in MO-30, a description of the resultant 
flow over the UK, the historic occurrence (%) between 1850 and 2015 for all months (A), the 
winter half-year (W) and the summer half-year (S) and objectively assigned LWT class is listed. 
 
Figure 3.1: Definition of each weather pattern in MO-30. Red shading is for positive mean sea 
level pressure (MSLP) anomalies (hPa) and blue shading is for negative MSLP anomalies. 
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Figure 3.2: Definition of each weather pattern in MO-8. Sub-patterns from MO-30 are listed 
in parentheses. Red shading is for positive mean sea level pressure (MSLP) anomalies (hPa) 
and blue shading is for negative MSLP anomalies. 
Weather 
pattern 
Sub-patterns 
from MO-30 Flow description 
Historic occurrence (%) 
LWT 
A W S 
1 6, 9, 11, 19, 25, 27 and 28 Blocked, negative NAO pattern. 21.19 22.46 19.92 U 
2 4, 8, 20, 23, 26 and 30 Zonal, positive NAO pattern. 17.92 19.91 15.93 W 
3 1, 13, 14 and 24 
Neutral north-westerly with low 
pressure northeast of the UK 
and high pressure to the 
southwest. 
14.99 13.26 16.71 NW 
4 2, 12, 15 and 21 
Cyclonic south-westerly with 
low pressure centred near 
Iceland. 
14.76 15.35 14.17 SW 
5 5, 16, 17 and 22 
Anticyclonic southerly with 
high pressure near Denmark 
and low pressure southwest of 
the UK. 
12.43 13.18 11.69 S 
6 3 and 18 
Anticyclonic west-south-
westerly with a centre of high 
pressure over northern France. 
7.85 6.97 8.73 ASW 
7 7 and 29 Cyclonic south-westerly with low pressure west of Ireland. 6.56 5.44 7.67 CSW 
8 10 Anticyclonic westerly with high pressure over the Azores. 4.30 3.43 5.17 W 
Table 3.2: As for Table 3.1, but for MO-8. Includes column detailing the patterns from MO-30 
clustered into each MO-8 pattern. 
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Figure 3.3: 11-year moving average frequencies of each weather pattern in MO-30. Dates 
represent the central year of each 11-year window. 
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3.3 Methodology 
3.3.1 Associating daily precipitation with weather 
patterns and LWTs 
Precipitation data between 1931 and 2015 are 
associated by WP, giving a distribution of daily 
precipitation totals for each WP. To allow comparison 
between regions, these data are divided by the regional 
mean daily precipitation. The result is a precipitation 
distribution for each WP expressed as a proportion of 
the regional average. The median and interquartile 
range (IQR) for each of these distributions are 
displayed in Figure 3.5 for MO-8 and Figure 3.6 for 
MO-30. Ideally, a WP classification would show 
distinct distributions for each WP. From Figure 3.5, it 
is clear that this is not the case for MO-8. Across all 
regions, half of the WPs (WP1, WP5, WP6 and WP8) 
have very similar median and IQR; WP2 and WP7 are 
also very similar. This is because the clustering 
process used to derive the WPs does not use 
precipitation but instead spatial correlation of MSLP 
anomalies. As a result, several WPs from MO-8 are 
composed of WPs from MO-30 that show very 
different precipitation distributions. For example, 
Table 3.2 shows that WP1 (a negative NAO-like 
pattern) contains a mixture of WPs featuring cyclonic 
and anticyclonic characteristics. Figure 3.6 shows that 
the WPs in MO-30 feature more distinct precipitation 
distributions, although there remain several subsets 
that appear similar (e.g. WP13 and WP3 or WP4 and 
WP2). The precipitation distributions of each WP in 
MO-8 are considered too similar to warrant further 
analysis in the context of precipitation climatology, so 
this set is excluded from the remainder of the analysis. 
LWT 
Historic 
occurrence 
(%) 
No. of patterns 
from MO-30 
A 20.58 3 
C 13.94 4 
SW 9.45 4 
W 9.02 4 
S 5.64 3 
NW 4.97 3 
N 3.29 1 
AW 3.20 0 
SE 3.16 1 
ASW 2.73 2 
CSW 2.49 0 
CW 2.24 1 
CS 1.97 0 
E 1.84 0 
ANW 1.82 0 
NE 1.74 0 
AS 1.65 1 
CNW 1.62 0 
AN 1.19 0 
ASE 1.17 0 
CN 1.14 0 
U 1.06 2 
CSE 1.02 1 
AE 1.00 0 
ANE 0.80 0 
CNE 0.67 0 
CE 0.62 0 
Table 3.3: LWT historic occurrence 
(%) between 1871 and 2015 and the 
number of weather patterns from MO-
30 assigned to each LWT by the 
objective classification method. 
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The same method is applied to the LWTs between 1871 and 2015, with median and IQR of 
daily precipitation associated with each LWT shown in Figure 3.7. For many of the wet LWTs, 
the IQR is much higher than for wet patterns in MO-30. In particular, the daily precipitation 
variability associated with cyclonic easterly LWTs (CE, CNE and CSE) in eastern England is 
large. The lower variability of precipitation associated with WPs in MO-30 compared to with 
LWTs suggests the former is better suited to precipitation analyses in the UK. 
 
Figure 3.4: Regional boundaries of the HadUKP precipitation data set. 
 
3.3.2 Linking MO-30 frequencies with the SPI 
UK monthly precipitation climatology in relation to MO-30 is now analysed using the SPI. 
Developed originally for drought applications, the SPI is equally valid for wet periods. The SPI 
is calculated by fitting a parametric probability density function to precipitation data and 
transforming it to the standard normal distribution (see Lloyd-Hughes and Saunders (2002) for 
full details). Standardisation means the SPI is comparable across different regions. Negative 
(positive) SPI values signify the degree of dryness (wetness). Typically, monthly precipitation 
data used in SPI calculation is first aggregated over some time-scale in months, 𝑘𝑘, resulting in 
an SPI series that represents the degree of dryness/wetness over a chosen period, denoted SPI-
𝑘𝑘. For example, SPI-3 might be used to describe meteorological or agricultural drought 
conditions, whilst SPI-12 is more suitable for describing long-term hydrological drought (e.g. 
McKee et al., 1993; McKee et al., 1995). There is ongoing debate about which statistical 
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distribution should be fitted to monthly precipitation data. McKee et al. (1993) originally used 
the gamma distribution; the Pearson type III (Guttman, 1999) and Weibull (Sienz et al., 2012) 
have also been suggested. The choice of distribution is important, as it has a significant effect 
on the resultant SPI values (Sienz et al., 2012; Guerreiro et al., 2017). 
 
Figure 3.5: a) Median and b) interquartile range (IQR) of daily precipitation 1931-2015 for 
each region and each pattern in MO-8, expressed as the proportion of precipitation relative to 
the regional average. Weather patterns are ordered left to right from the lowest UK mean 
precipitation (i.e. averaged across all regions) to the highest. 
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Figure 3.6: As Figure 3.5 but for each WP in MO-30. 
SPI series for 𝑘𝑘 = 3, 6 and 12 are calculated for each region. To maintain comparability across 
regions, the distributions are fitted using the common period, 1931 to 2015. The distributional 
fit of seven parametric distributions (the gamma, Weibull, exponential, Pearson type III, 
generalised extreme value, Gumbel and normal distributions)  is assessed on each precipitation 
series using a modified Mean Square Error (MSE) metric defined by Papalexiou et al. (2013) 
and used for SPI distribution fitting by Guerreiro et al. (2017). This modified metric is 
advantageous compared to the classical MSE because it gives as much weight to values in the 
tails of the distribution as those in the middle. This is important for assessing extreme values. 
The modified MSE is defined as:  
MSE = 1
𝑁𝑁
��
𝐹𝐹(𝑥𝑥𝑖𝑖)
𝐹𝐹𝑁𝑁(𝑥𝑥𝑖𝑖) − 1�2 ,𝑁𝑁
𝑖𝑖=1
 
Equation 3.1 
where 𝑁𝑁 is the sample size, 𝐹𝐹(𝑥𝑥) is the probability density function given any theoretical 
distribution and 𝐹𝐹𝑁𝑁(𝑥𝑥𝑖𝑖) is the probability of exceeding 𝑥𝑥𝑖𝑖 using the empirical distribution 
𝐹𝐹𝑁𝑁(𝑥𝑥𝑖𝑖) = 𝑟𝑟(𝑥𝑥𝑖𝑖)𝑁𝑁 + 1, 
Equation 3.2 
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where 𝑟𝑟(𝑥𝑥𝑖𝑖) is the rank of 𝑥𝑥𝑖𝑖. The best-fitting distribution is that which yields the lowest MSE. 
For each aggregated precipitation series, the MSE is calculated monthly and then summed to 
give an estimate of the annual MSE. The lowest annual MSE scores for the majority of the 
series are obtained by fitting the Pearson type III distribution, with the gamma and Weibull 
distributions also represented. The chosen (series-specific) distributions are fitted to the 
precipitation series using maximum likelihood estimation and transformed to the standard 
normal distribution, yielding the SPI series. 
 
 
Figure 3.7: As Figure 3.5 but for LWTs. 
The daily WP series is aggregated to monthly frequencies for each WP in MO-30. By examining 
WP frequencies during anomalously dry or wet periods it is possible to ascertain which are 
associated with these conditions. Here, “dry” and “wet” periods are defined as months where 
SPI-𝑘𝑘 ≤ −1 and SPI-𝑘𝑘 ≥  1, respectively, corresponding to roughly 16% probability at each 
tail of the distribution. As SPI values are calculated based on precipitation aggregated over 𝑘𝑘 
months, WP frequencies are calculated over the same time-scales. Therefore, 𝑘𝑘 = 3, 6 and 12 
–monthly summed frequencies are calculated for each WP. The mean of these 𝑘𝑘-monthly 
frequencies during dry/wet periods is divided by the mean of the 𝑘𝑘-monthly frequencies over 
the entire record, giving the frequency anomalies of each WP during dry/wet periods. This is 
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then expressed as a percentage anomaly (𝑃𝑃𝑃𝑃). For a given WP and time-scale, 𝑃𝑃𝑃𝑃 is defined 
as: 
𝑃𝑃𝑃𝑃 = 100 �𝑦𝑦�
?̅?𝑥
− 1�, 
Equation 3.3 
where ?̅?𝑥 is the mean frequency of the WP over the whole record and 𝑦𝑦� is the mean frequency 
of the WP during dry/wet periods. For 𝑃𝑃𝑃𝑃 = 0, the average frequency of a particular WP during 
dry/wet periods is the same as the average over the entire record. A negative 𝑃𝑃𝑃𝑃 implies the 
WP occurs less frequently than normal, and vice versa for a positive 𝑃𝑃𝑃𝑃. To enhance the 
readability of this chapter, 𝑃𝑃𝑃𝑃s are referred to simply as “anomalies”. The significance of the 
anomalies are assessed using Welch’s t-test (Welch, 1947), with the null hypothesis that the 
means of the two samples (frequencies during dry/wet periods and frequencies over the 
remainder of the record) are the same. An assumption of this test is that the data follow a normal 
distribution. However, as the frequencies are count data exhibiting heavily skewed behaviour, 
its suitability must be assessed by checking whether nominal significance is preserved. This is 
done by repeatedly resampling the frequency data and performing the test on each sample with 
significance level 𝛼𝛼 = 0.05. The type I error rate (incorrect rejection of a true null hypothesis) 
is only slightly inflated above nominal significance (typically around 0.058) in a few cases; this 
is deemed adequate for the purpose of the study. The method described in this section is used 
for the winter and summer half-years (October through March and April through September, 
respectively) as well as annually. 
For brevity, only selected results are presented. An anomaly for the dry/wet criterion is typically 
complemented by an anomaly of the opposite sign and roughly equal magnitude for the other 
criterion. As the focus is on droughts, SPI anomalies are presented for dry periods, with the 
corresponding wet period anomalies shown in the Appendix. Furthermore, results are not 
presented for SPI-6 and SPI-12. This is because they are very similar to SPI-3 results, although 
the anomaly magnitudes typically reduce as 𝑘𝑘 increases. This is logical, as by extending the 
period over which monthly frequencies are considered, the likelihood of a larger range of WPs 
occurring increases. That is, a longer-term dry (wet) spell is more likely to contain a greater 
number of wet (dry) WP occurrences than for a shorter-term spell. A further reason for omitting 
SPI-6 and SPI-12 results is that, as winter and summer are considered as half-years, the WP 
frequencies for SPI-6 and SPI-12 include information from the preceding season. This is 
generally not the case for SPI-3, with much of the averaging taking place only in the considered 
season. 
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3.3.3 Linking MO-30 frequencies with the DSI 
For drought-specific applications, the DSI is sometimes used. Based on cumulative 
precipitation deficits, rather than the 𝑘𝑘-monthly “snapshot” nature of the SPI, it is more 
appropriate for analysing the evolution and accumulated intensity of a drought. Furthermore, 
the DSI is non-parametric and does not suffer from the SPI’s requirement of finding a suitable 
distribution to fit to the underlying data. Whilst the DSI is preferred here for drought analysis, 
the SPI is used in the previous section to assess wet, as well as dry periods, in which context it 
is more appropriate than the DSI. As with the SPI, the DSI can be calculated for different time-
scales and is denoted DSI-𝑘𝑘. The DSI calculation procedure is as follows: 
1. For some time-scale, 𝑘𝑘, let the precipitation anomaly in month 𝑡𝑡 be 𝑋𝑋𝑡𝑡. If 𝑋𝑋𝑡𝑡 < 0 (i.e. 
precipitation is below the mean), and precipitation in the 𝑘𝑘-monthly period 
𝑋𝑋𝑡𝑡,𝑋𝑋𝑡𝑡−1, … ,𝑋𝑋𝑡𝑡−𝑘𝑘+1 is also below its 𝑘𝑘-monthly mean then initiate a drought sequence 
in month 𝑡𝑡 and set DSI-𝑘𝑘𝑡𝑡 = −𝑋𝑋𝑡𝑡. 
2. For the next month, 𝑡𝑡 + 1, the precipitation anomaly is 𝑋𝑋𝑡𝑡+1. Then DSI-𝑘𝑘𝑡𝑡+1 =
−𝑋𝑋𝑡𝑡+1 + DSI-𝑘𝑘𝑡𝑡, if and only if the 𝑘𝑘-monthly mean of 𝑋𝑋𝑡𝑡+1,𝑋𝑋𝑡𝑡, … ,𝑋𝑋𝑡𝑡−𝑘𝑘+2 is not 
exceeded. If the 𝑘𝑘-monthly mean is exceeded then DSI-𝑘𝑘𝑡𝑡+1 is set to zero and the 
drought is terminated. This step is repeated for the entire precipitation series. 
3. The DSI-𝑘𝑘 series is standardised by dividing the absolute deficit (in mm) by the mean 
annual precipitation and multiplying by 100. The index then expresses the cumulative 
precipitation deficit as a percentage of mean annual precipitation. 
Note that the DSI can be negative when a precipitation surplus occurs over a time-scale shorter 
than 𝑘𝑘. The DSI has been used for assessing historical and projected drought conditions in the 
UK (Phillips and McGregor, 1998; Fowler and Kilsby, 2002b; Blenkinsop and Fowler, 2007a; 
Rahiz and New, 2012; Rahiz and New, 2013; Rahiz and New, 2014), Iberia (Guerreiro et al., 
2017) and Europe-wide (Blenkinsop and Fowler, 2007b). 
For each region, DSI series are calculated using the same reference period as for the SPI (1931 
to 2015). For each series, a threshold is selected such that roughly 5% of values are above the 
threshold. The months that these values correspond to are named “drought months”. Some 
previous studies using DSI have selected arbitrary thresholds and defined a drought as when 
DSI exceeds this threshold over multiple locations (Phillips and McGregor, 1998; Fowler and 
Kilsby, 2002b). The regions used in this study, however, are large enough for a drought to occur 
in one region but not any other, justifying the use of different thresholds for different regions. 
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As for SPI dry and wet periods, WP 𝑃𝑃𝑃𝑃s are calculated for drought months defined by the DSI 
series. However, Welch’s t-test is not suitable in this case as nominal significance is not 
preserved. This is probably due to the sample size of drought months being far smaller than that 
of SPI wet/dry periods, leading to the test’s assumptions being more easily violated. Other tests, 
such as the Mann-Whitney U-test (Mann and Whitney, 1947) and permutation t-test were tried 
with similar results. Therefore, DSI 𝑃𝑃𝑃𝑃s are reported without testing for statistical significance. 
As before, the results are split into annual, winter and summer seasons. Results are presented 
for DSI-3, DSI-6 and DSI-12 to enable comparison of anomalies between droughts of different 
lengths. Winter and summer results are not shown, as they are qualitatively the same as for 
annual, particularly for DSI-6 and DSI-12. 
3.4 Results: MO-30 frequency anomalies during SPI wet and dry periods 
3.4.1 Annual 
Figure 3.8 shows the anomalies of 3-monthly mean frequencies during annual SPI-3 dry periods 
for each region. The two WPs that occur statistically significantly more frequently during dry 
periods compared to normal across all regions are both anticyclonic LWT variants – WP6 and 
WP17. For wet periods, Figure A.1 shows that three cyclonic or westerly variants (WP8, WP21 
and WP30) occur significantly more frequently than normal for all regions. Differences in 
anomalies between eastern and western regions are apparent. From Figure 3.8, western regions 
generally see a larger increase than eastern regions in the occurrence of WP9 and WP27 during 
dry periods compared to normal. WP27 is a south-easterly LWT so any precipitation associated 
with this pattern would mostly fall on East Britain. WP9 is anticyclonic, although it is hard to 
discern from Figure 3.1 why it is linked with more precipitation in western regions as there is 
no indication of flow direction. Dry periods in most eastern (northern and western) regions are 
associated with an increase (decrease) in the frequency of two WPs that would bring strong 
westerly winds over northern Britain - WP15 and WP23. From Figure A.1, the opposite effect 
of these regional differences is apparent for wet SPI periods. Furthermore, western regions are 
associated with larger decreases in the occurrence of three windy, westerly patterns (WP20, 
WP21 and WP26) during dry periods than eastern regions (Figure 3.8). Dry periods in NEE, 
CEE, SEE and SWE are associated with a statistically significant decrease in the occurrence of 
WP28, with significant increases for NS and SS.  
Results in NS differ to the other regions (Figure 3.8). In general, the anomalies are greater in 
magnitude. Also, many WPs that occur more frequently than normal during dry/wet periods in 
NS occur less often than the average for other regions, and vice versa. For example, the 
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frequency of WP29 (a cyclonic LWT) is above average for NS yet is below average for all other 
regions except SS (for which it is near normal). The MSLP anomaly definition in Figure 3.1 
implies strong south-south-westerly winds over the UK, so precipitation brought over the UK 
would fall heavily on other regions first, become moderate over SS before turning dry in NS. 
The differences between NS and other regions may partly be due to its location on the northern 
tip of the UK. It is exposed to both western and eastern coastlines, and so is on the front line of 
north-westerly, northerly and north-easterly winds.  
 
 
Figure 3.8: Annual (i.e. all months) three monthly mean frequency percentage anomalies of 
each weather pattern in MO-30 during dry periods defined by SPI-3 ≤-1. Blue and red bars 
indicate that the weather pattern contains a westerly (W) or easterly (E) component in its LWT 
equivalent, respectively. Grey bars represent all other types (O). An asterisk indicates 
statistical significance at the 95% level. 
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Figure 3.9: As Figure 3.8 but for summer. 
 
 
Figure 3.10: As Figure 3.8 but for winter. 
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3.4.2 Winter and summer 
Neal et al. (2016) suggested that knowledge of the seasonal behaviour of the WPs could give 
an indication of an extreme weather event. Higher-numbered WPs occur more in winter than 
summer, so the occurrence of, say, WP30 in summer may indicate an extreme event on that 
day. This idea is extended here to monthly data by considering 𝑃𝑃𝑃𝑃s calculated with respect to 
the seasonal average for winter and summer half-years. 
Recall from Table 3.1 that lower- (higher-) numbered WPs are more associated with summer 
(winter). Figure 3.9 shows that for some regions (particularly those in Scotland, but not NWE), 
summer SPI-3 dry periods occur as a result of a decrease in the frequency of wet WPs that are 
associated with winter (for example WP20, 21 and 30), together with an increase in the 
occurrence of dry WPs that are associated with summer (particularly WP6). Winter SPI-3 dry 
periods generally see larger changes in the occurrence of WPs that are associated with winter 
compared to the WPs that are associated with summer. This is shown in Figure 3.10, with 
higher-numbered WPs tending to have higher-magnitude anomalies than lower-numbered WPs 
(except in ES). Wet SPI-3 periods in summer are characterised by an increase in the occurrence 
of wintery, wet WPs more than a decrease in the occurrence of dry WPs (Figure A.2). Figure 
A.3 shows that for wet periods in winter, a greater number of WPs feature strong anomalies 
than in summer. For example, in NWE, six WPs show non-significant anomalies in winter 
(Figure A.3) compared to 11 WPs in summer (Figure A.2). 
3.5 Results: Defining drought months and MO-30 frequency anomalies 
3.5.1 Identifying drought periods using DSI 
Figure 3.11 displays the DSI-3, DSI-6 and DSI-12 series for NWE and NEE. As the time-scale 
increases, the threshold increases and drought months (black bars in Figure 3.11) become 
clustered together; droughts become more intense, less frequent and longer in duration. This is 
consistent with results from other studies (e.g. Phillips and McGregor, 1998; Fowler and Kilsby, 
2002b). Results for other regions feature the same behaviour (not shown). Notable droughts can 
be identified from Figure 3.11. The 1995-96 drought is clearly visible in both regions. In NWE, 
for DSI-3 and DSI-6 this is the most intense drought in the record from 1873. Although still a 
major drought in the DSI-12 series, it is matched in intensity by several other episodes such as 
the 1975-76 drought and part of the long drought between 1890 and 1910 (see Marsh et al., 
2007). For DSI-3 in NEE there are many separate drought episodes of relatively low intensity. 
Other regions also feature a high frequency of droughts for this time-scale, although they are 
generally less intense for northern and eastern regions. A notable feature of Figure 3.11 is how 
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long and intense the mid-1970s drought was for NEE when considering DSI-12 (right column, 
third row). The DSI-12 value of almost 100 is unmatched in any other region or at any other 
time-scale and this drought accounts for the majority of the DSI values above the threshold (for 
this region and time-scale). The more recent 2010-12 drought is not evident in NWE or NEE 
but is for CEE, SEE and SWE regions (not shown). This is consistent with the exaggerated 
northwest-southeast precipitation gradient observed during this period (Kendon et al., 2013). 
 
Figure 3.11: DSI series for NWE (left column) and NEE (right column) 1883-2015 
indicated by grey bars. First row is DSI-3, second row is DSI-6 and third row is DSI-12. 
Drought months are represented by the black bars. The dashed horizontal line indicates 
the threshold for which DSI values are considered drought months. 
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3.5.2 MO-30 frequency anomalies during drought months 
Figure 3.12 shows the results for annual three-monthly mean frequency anomalies for each 
region. WPs that are associated with dry (wet) conditions defined by SPI typically occur more 
(less) frequently during drought months than normal. DSI drought months represent extreme 
dryness better than SPI dry periods, as they account for 5% of each series, compared to 16% 
for SPI. The smaller-magnitude anomalies of lower-numbered WPs (e.g. WP6 through WP9 in 
Figure 3.12) during drought months compared to SPI wet/dry periods (Figure 3.8) implies that 
greater-intensity droughts are characterised by an increase or decrease in frequency of those 
WPs that occur less often annually (i.e. the higher-numbered WPs). 
 
Figure 3.12: Annual (i.e. all months) three-monthly mean frequency percentage anomalies of 
each weather pattern in MO-30 during drought months defined by DSI-3. Blue and red bars 
indicate that the weather pattern contains a westerly (W) or easterly (E) component in its LWT 
equivalent, respectively. Grey bars represent all other types (O). 
The results for WP17 (an AS LWT) are surprising. It has the lowest UK mean daily precipitation 
between 1931 and 2015 (Figure 3.6) and occurs significantly more frequently during SPI-3 dry 
periods than normal for all regions (Figure 3.8). However, it only occurs far more often than 
normal during DSI-3 drought months for NWE, NS and NI (Figure 3.12). The regional 
differences in anomalies for DSI-3 (Figure 3.12) correspond to those for SPI-3 wet and dry 
periods. WP27 occurs more (less) frequently than normal during drought months in western 
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(eastern) regions. This WP is particularly associated with droughts in NWE and NS, occurring 
around 160% more than normal. WP15 and WP23 (westerly variants) are not as strongly 
associated with DSI drought months as they are for SPI-3 dry periods in eastern regions. This 
is perhaps because neither WP is dominated by anticyclonic conditions; both would bring strong 
winds over the UK. Drought in NWE, NS and NI is characterised by larger increases in the 
occurrence of dry WP rather than decreases in the occurrence of wet WP. The opposite is true 
for NEE and SEE, where droughts appear more associated with a decrease in wet WPs (e.g. 
WP29 and WP30 for SEE and WP11 for NEE). 
 
Figure 3.13: As Figure 3.12 but for DSI-6. 
Unlike SPI, increasing the time-scale for DSI does not always yield lower-magnitude 
anomalies. NEE displays some of the lowest magnitude anomalies for DSI-3 (Figure 3.12), with 
similar results for DSI-6 (Figure 3.13). When considering 12-month droughts, however, 
anomaly magnitudes for this region increase to some of the greatest of all regions (Figure 3.14). 
Conversely, NWE features some of the largest positive anomalies for DSI-3 (Figure 3.12) and 
DSI-6 (Figure 3.13) compared to other regions, with droughts characterised by strong increases 
in the occurrence of WP19, WP25 and WP27. For DSI-12, however, it is less clear which WPs 
cause drought in NWE, except perhaps a strong decrease in the occurrence of WP29 (Figure 
3.14). Also of note is how, in some regions, DSI-12 droughts are characterised by a smaller set 
of WPs than drought at smaller time-scales. For example, in CEE, Figures 3.12 and 3.13 show 
DSI-3 and DSI-6 droughts are attributed to increases and decreases in a number of patterns’ 
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frequencies. By contrast, Figure 3.14 indicates DSI-12 droughts are typified by a strong increase 
in the occurrence of WP25, followed by the decrease in occurrence of WP24 and WP29.  
3.6 Discussion 
3.6.1 MO-30 and LWT frequencies 
A significant feature of MO-30 frequencies of occurrences (Figure 3.3) is that, over the last 30 
years of the record, days featuring stronger MSLP anomalies (WP12 through WP30 days) have 
become more frequent at the expense of days where MSLP anomalies are weaker (WP1 through 
WP11 days). These two groups of WPs are split seasonally, with WP1 through WP11 occurring 
more often during summer than winter and vice versa for the remaining patterns. This increase 
in the amount of “wintery” days featuring strong highs or deep lows might imply a rise in 
extreme weather events. Research suggests there has been an increase in precipitation intensity 
and floods in the UK since the 1960s (e.g. Osborn and Hulme, 2002; Fowler and Kilsby, 2003; 
Pattison and Lane, 2012; Jones et al., 2013a; Jones et al., 2014; Foulds and Macklin, 2016), so 
further work investigating these changes in relation to the changes in WP frequencies may be 
valuable. 
Changes in WP frequencies are also comparable to changes in frequencies of LWTs derived 
from reanalysis products. Jones et al. (2013b) highlighted the most pronounced LWT trends as 
a decline in easterly LWTs between 1871 and the 1920s, and an increase in frequency of north-
westerly LWTs between 1871 and 2010. Correspondingly, the only patterns in MO-30 with 
easterly flow components (according to their LWT classification), WP27 and WP28, also 
decrease in frequency until the 1920s. The north-westerly LWT changes are matched by a 
strong increase in the occurrence of WP13. The other north-westerly variants, WP14 and WP26, 
show less suggestion of an upward trend, implying the increase in NW LWTs corresponds 
almost totally to the increase in WP13. Additionally, Jones et al. (2013b) demonstrated that 
there was a slight increase in the frequency of westerly LWTs between 1871 and 2010. Of the 
four WPs in MO-30 assigned as westerly LWTs, two show similar behaviour (WP10 and 
WP23), one shows the opposite (WP4) and one shows no change (WP20) over the same period. 
It is important to note that changes in observation density in the original MSLP products (i.e. 
the reanalysis data used in the MO-30 and LWT derivations) may introduce artificial change 
points or trends in pattern frequencies. The EMULATE data set used for MO-30 consists of 
land station and ship observations in the period 1850-1881, with data beyond 1881 blended 
with a pre-existing data set. Prior to analysis, standard change point tests were performed on 
MO-8 and MO-30 frequencies, with no significant results found for this year. Therefore, trends 
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and changes points reported in this chapter are unlikely to be due to changes in the observation 
network in the original MSLP data.  
 
Figure 3.14: As Figure 3.12 but for DSI-12. 
3.6.2 MO-30 comparison with LWTs 
The six most frequent LWTs in the period 1871 to 2015 are the pure anticyclonic and cyclonic 
types plus four westerly and southerly variants (Table 3.3). Of the WPs in MO-30, three or four 
are mapped, via the objective method of Jenkinson and Collison (1977), to each of the six most 
frequent LWTs. Furthermore, the lack of easterly and north-easterly LWTs in MO-30 is 
reflected by their relative rarity, with E, AE, CE, NE, ANE and CNE LWTs accounting for a 
combined occurrence of just 6.67%. It is perhaps surprising that more of the WPs in MO-30 are 
not classified as pure anticyclonic LWTs, given the predominance of this type in the record 
(20.58%). Another interesting feature is that two WPs are assigned to the ‘unclassified’ LWT, 
which has a frequency of just 1.06%. Moreover, these two patterns occur relatively often (WP1 
and WP7 account for a combined 11.37% of all pattern occurrences 1850-2015). MO-30 WP 
occurrences on the days of each LWT between 1871 and 2015 are counted (Figure A.4). The 
most frequent WP for each LWT does not always correspond to that pattern’s average LWT 
classification. Often, however, the WP will feature similar behaviour to the more frequent WPs 
in terms of flow direction and cyclonicity. For example, on CW LWT days, WP30 is the fifth 
most frequent WP, yet its MSLP definition as a LWT is CW. This is explained partly by the 
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fact that WP definitions are composites of individual MSLP days and partly by WP30 occurring 
less often than other patterns. As with WP30, the four most frequent patterns on CW LWT days 
(WP8, WP4, WP1 and WP26) all feature westerly flow, with WP8 and WP26 additionally being 
cyclonic (Figure 3.1).  
The distinction MO-30 makes between WPs that are defined as the same LWT is important. 
This distinction is linked to the larger region size used in the derivation of MO-30 compared to 
LWT. The inclusion of much more of the North Atlantic Ocean and Europe allows for a wider 
view of the dominant large-scale weather system for each pattern. For example, WP13 and 
WP14 are both defined as NW LWTs. Figure 3.1 shows that both WPs feature an anticyclone 
southwest of the UK and a cyclone to the northeast, causing a north-westerly flow over the 
region. However, in WP13 the anticyclone is closer to the UK and the cyclone further away 
than for WP14, resulting in WP13 being drier than WP14 overall (Figure 3.6). WP26 is also 
classed as a NW LWT, with the low and high in similar positions to WP14. The depth of the 
low-pressure anomaly is much greater however, and WP26 is the sixth wettest WP over the 
UK. Subtleties between other groups of WPs with the same LWT assignment is also evident 
(e.g. WP2, WP12, WP15 and WP21, which are all SW LWTs). In total, 18 of the 30 WPs in 
MO-30 feature some kind of westerly flow over the UK, compared to the nine possible westerly 
LWTs (W, SW and NW plus the A- and C-directional hybrids). By having a greater number of 
WPs representing the most common flow direction over the UK (i.e. westerly), more precise 
statements may be made about the precipitation expected. This could be useful in forecasting 
and in historical analyses inferring precipitation amounts from the WP on that day. 
3.6.3 Suitability of MO-8 and MO-30 in UK-based precipitation analyses 
To be useful in precipitation-based analyses, precipitation distributions should be distinct 
between WPs. Section 3.3.1 demonstrates that this is the case for MO-30, with most WPs 
exhibiting differences in median precipitation amount or variability. Furthermore, the 
distinction between WPs is generally greater than for LWTs, evidenced particularly by high 
variability in some of the wetter LWTs (Figure 3.7). MO-8 was produced by clustering WPs 
from MO-30 according to the spatial correlation of MSLP anomalies. This combines WPs from 
MO-30 with very different precipitation distributions and hence the resulting pooled 
precipitation distributions for some groups of WPs in MO-8 are very similar to each other. 
Therefore, although smaller sets of WPs may be preferable in some applications, it is 
recommended that for UK precipitation a different clustering method should be used to group 
WPs from MO-30. A WP classification with this design specification might include some 
atmospheric water component in the derivation. For example, for the contiguous USA, Prein et 
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al. (2016) classify WPs using sea level pressure, precipitable water and 700 hPa wind speed, as 
these variables are crucial in the physical processes driving precipitation (e.g. Doswell et al., 
1996). 
Results for monthly frequency anomalies of WPs during dry/wet periods, defined by SPI 
thresholds, demonstrate the comparability of MO-30 and LWTs. In the original description of 
LWTs, Lamb (1972) describes anticyclonic and cyclonic types as dry and wet, respectively, 
across the UK, with regional differences in precipitation evident among the directional types. 
This general wet/dry behaviour mostly agrees with precipitation associated with MO-30 WPs: 
westerly variants typically occur more (less) often than the mean during wet (dry) periods in 
western regions and less (more) often than the mean during wet (dry) periods in eastern regions. 
The opposite is true for easterly types.  
3.6.4 Weather patterns associated with drought 
In general, the WPs associated with droughts are physically consistent with expected conditions 
(in terms of airflow direction and cyclonicity). WPs defined by flow from one direction tend to 
occur more often than normal during droughts in regions on the opposite side of the UK, and 
less often than normal during droughts in regions closer to the airflow direction source. WPs 
characterised by anticyclonic behaviour over a region are more likely to enhance drought and 
vice versa. This is in agreement with Phillips and McGregor (1998), who showed that several 
droughts in southwest England between 1962 and 1996 were mostly characterised by an 
increase in the occurrence of the N, NE, E and SE LWTs and their anticyclonic equivalents. 
This was coincident with a decrease in southerly and westerly LWTs. However, it is interesting 
to note that the WP showing the largest departure in frequency during six-month droughts in 
SWE is WP23 (Figure 3.13). This WP’s LWT equivalent is W and so, intuitively, wet 
conditions would be expected, yet from the MSLP definition shown in Figure 3.1, SWE is close 
to the centre of high pressure and would therefore experience calmer, drier conditions than other 
regions. In Yorkshire (part of NEE), Fowler and Kilsby (2002b) found that droughts were 
associated with increases in the A, AE, ASE, AS and ASW LWTs, sometimes with concurrent 
decreases in westerly LWTs. Correspondingly, DSI-3 droughts in NEE coincide with increases 
in the frequency of several WPs from MO-30, such as WP3 (ASW), WP6 (A), WP12 (ASW), 
WP16 (AS), WP17 (ASE) and WP18 (ASW). There is also some agreement for WPs that 
decrease in occurrence during droughts. Notable exceptions are WP19 (N), WP24 (CN) and 
WP28 (CSE), which are in the “easterly” cluster in Fowler and Kilsby (2002b), and WP27 (AE). 
Disagreement between MO-30 and LWT frequencies such as this highlights how WP 
definitions in MO-30 are more subtle, and direct analogy to a particular LWT may be 
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unsuitable. In general there are difficulties in comparing different classifications, as often they 
have different numbers of weather patterns, are calculated for different domains and use 
different input data sets. 
3.7 Conclusions 
This chapter demonstrates the applicability of a new classification of 30 WPs to UK 
precipitation and meteorological drought analyses, and its advantages compared to LWTs. WPs 
in this classification mostly show more distinct differences in the daily precipitation distribution 
for nine UK regions than is the case for LWTs. A smaller set of eight WPs, however, as 
currently defined is not suitable for UK precipitation and meteorological drought analysis as 
the WPs show too much similarity in their precipitation amounts. Monthly frequency anomalies 
show which WPs occur more or less frequently during SPI-defined dry or wet periods across 
all regions, and any regional differences. It is demonstrated that, in general, the same WPs are 
responsible for dry or wet periods for time-scales of three, six and 12 months. The magnitude 
of anomalies associated with these WPs typically decreases as the time-scale is increased. WPs 
associated with dry (wet) conditions typically occur more (less) often than normal during 
drought months, which are defined using the DSI. Regional differences in the WPs associated 
with SPI dry conditions mostly hold for the DSI equivalent. WPs associated with drought can 
be summarised as follows. 
• During droughts spanning the majority of UK regions, WP6, WP9, WP10, WP12, WP17 
and WP25 occur more often than normal. 
• Droughts in western (eastern) regions are generally accompanied by a rise (fall) in the 
frequency of WP27. 
• Droughts in eastern (western) regions often see increases (decreases) in the number of 
WP15 days. 
• WP23 occurs more often than normal during droughts in all regions except those in 
Scotland. 
There are several opportunities for further research. Clustering WPs from MO-30 into a smaller 
set based on precipitation, in addition to spatial correlation of MSLP anomalies, might be useful 
for monthly or seasonal analyses where fewer patterns are desired. Furthermore, the methods 
presented in this chapter could be applied to other regions in Europe, to worldwide regions 
using another weather pattern data set, and to hydrological drought with a different drought 
index. Finally, the predictability of MO-30 can be investigated, with a focus on the high-risk 
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drought WPs highlighted in this chapter. As results here consider WP frequency anomalies on 
time-scales of at least three months, any forecast product arising from this research would 
require a minimum three-month lead-time. There are several global seasonal forecast models 
capable of providing probabilistic forecast output to at least this range (e.g. MacLachlan et al., 
2015), enabling a prediction of the spread of forecast frequency anomalies. This could form the 
basis for a probabilistic forecaster decision tool, highlighting periods with a higher likelihood 
of drought conditions months in advance.
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Chapter 4  
Weekly to multi-month persistence in sets of daily weather patterns over 
Europe and the North Atlantic Ocean 
The material in this chapter is currently accepted (in press) for publication as: 
Richardson, D., Kilsby, C. G., Fowler, H. J. and Bárdossy, A. (2018b), Weekly to multi-month 
persistence in sets of daily weather patterns over Europe and the North Atlantic Ocean. Int. J. 
Climatol. 
Part of the Introduction of this journal article has been moved to Chapter 2 of this thesis, while 
some details from the Data section have been removed as they are covered in Chapter 3. Other 
minor changes to the wording have been made to make the article more coherent in the context 
of this thesis. 
4.1 Introduction 
Persistence in time series of daily WP classifications can provide useful information such as on 
the memory of broad-scale atmospheric circulation. Despite this, research of WP persistence 
has lagged behind that exploring their frequencies of occurrence and has focussed on changes 
and trends in mean persistence over time (Stefanicki et al., 1998 ; Werner et al., 2000; Kyselý, 
2002; Kyselý and Domonkos, 2006; Kyselý and Huth, 2006; Kyselý, 2007; Blenkinsop et al., 
2009; Cahynová and Huth, 2009; Casado et al., 2009; Kučerová et al., 2017). Missing from the 
literature is analysis of the longest persistent sequences of WPs and the implications for 
atmospheric circulation and hydro-climatic variables. Furthermore, persistence has not, to the 
author’s knowledge, been explored in a modelling context except by Fayos and Fayos (2007). 
Using the objective Lamb Weather Type classification (Lamb, 1972; Jenkinson and Collison, 
1977), they developed a neural network forecast model to predict a WP based on the previous 
five days of WPs. Quantifying persistence in a statistical framework is a useful exercise as it 
could form the basis of a WP forecast model. Another motivation for this study is to explore a 
more relaxed definition for persistence. WP persistence has always been defined in previous 
works as uninterrupted sequences of a single WP (or WP cluster) and as a result these sequences 
are relatively short, typically with a mean of one week or less (Werner et al., 2000; Kyselý, 
2002; Kyselý and Domonkos, 2006; Kyselý and Huth, 2006; Cahynová and Huth, 2009; Casado 
et al., 2009). An exception found by Kučerová et al. (2017) is for some classifications during 
the summer over the eastern Mediterranean, which show a mean persistence of up to 52 days, 
which the authors state reflects the classifications’ unrealistic temporal behaviour. Here, a less 
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strict assumption is proposed, allowing for limited numbers of different WPs to break up 
occurrences of the WP(s) under consideration. This means much longer sequences that are 
broadly characterised, but not exclusively dominated, by one or more WPs could be identified, 
with little change in local climatic conditions. 
In this chapter, the persistence of the 167-year MO-30 time series shall be explored using two 
methods. The first is an empirical counting method used to identify monthly to seasonal 
persistence in groups of WPs, which will be linked to UK precipitation and notable 
meteorological events. The second method focuses on shorter-term (up to three weeks) 
persistence in a novel Markov-model framework used to quantify the likelihood of WPs 
occurring given their occurrence up to 20 days prior. Results will be compared to a benchmark 
ensemble of WP time series. Section 4.2 outlines the WP and precipitation data and the two 
methods for quantifying WP persistence. Section 4.3 presents the results and discussion points 
and Section 4.4 provides conclusions. 
4.2 Data and methodology 
4.2.1 Data 
The WP classification is MO-30 between 1850 and 2016, as described in Chapter 3. For daily 
precipitation, the Met Office HadUKP data set from 1931 to 2016 (Alexander and Jones, 2000) 
is used. The precipitation data is standardised for the nine regions by 𝒁𝒁 = 𝑿𝑿 − 𝑥𝑥�, where 𝑿𝑿 is 
the distribution of daily precipitation for a particular month and region and 𝑥𝑥� is the median of 
𝑿𝑿. 
4.2.2 An empirical counting method for identifying long-term weather pattern persistence 
The first step in analysing WP persistence is to count on how many consecutive days each WP 
occurs. Annually, for 24 individual WPs the median persistence is just one day (Figure 4.1). 
The remaining six WPs have a median persistence of two days. The maximum persistence of 
any WP over the whole 167 years is 18 days for WP27, followed by 17 days for WP28. These 
are the only WPs characterised by easterly flow over the UK; this will be discussed in Section 
4.3. Persistence is also linked to seasonality, with out-of-season WPs less likely to persist 
compared to the annual average (not shown). 
The length of persistence for individual WPs might be suitable for linking with short-term 
events such as flooding, but not for events that evolve on longer time-scales, such as drought. 
To identify longer-term persistence, an empirical counting (EC) method is developed, 
considering sets of WPs, denoted 𝑆𝑆, that are treated as a single WP. For different sets of 𝑛𝑛 WPs, 
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EC searches the MO-30 time series to find persistent periods of length at least 𝑣𝑣 days containing 
WPs in the set. It is likely that long-duration dry and wet events will not be exclusively 
composed of whichever WPs are in the set under consideration - there will be days on which a 
different WP occurs that may not be dry or wet (and may indeed be the opposite to the majority 
of WPs during the event). However, if the number of these days is sufficiently low then the 
period under consideration may still be dry or wet overall. Therefore, EC permits a certain 
percentage, 𝑎𝑎%, of days to be WPs outside the set. Sets of two and three WPs out of the 30 
WPs in MO-30 have 435 and 4,060 unique, unordered combinations, respectively. It is feasible 
to compute persistence periods for each of these combinations. For higher-order WP 
combinations, the task becomes far more expensive in terms of time and computational burden: 
four- and five-WP sets have 27,405 and 142,506 unique combinations, respectively. Therefore, 
EC is extended to 𝑛𝑛 > 3 by introducing a second set of 𝑛𝑛𝑓𝑓 fixed WPs, 𝑆𝑆𝑓𝑓. For 𝑛𝑛 < 4, 𝑆𝑆𝑓𝑓 = ∅, 
the empty set. A persistence period is defined as a time period of at least 𝑣𝑣 days where (100 − 𝑎𝑎)% of WPs are in 𝑆𝑆 or 𝑆𝑆𝑓𝑓. Each WP in 𝑆𝑆 and at least one WP in 𝑆𝑆𝑓𝑓 must occur over 
this period. Using 𝑆𝑆𝑓𝑓 ≠ ∅ for 𝑛𝑛 > 3 WPs then allows identification of much longer periods of 
persistence, as occurrences of WPs in 𝑆𝑆 broken up by occurrences of WPs in 𝑆𝑆𝑓𝑓 will not 
terminate a persistence period. Moreover, it enables the searching of hypothetically promising 
sets of more than three WPs while drastically reducing the total number of combinations to 
process. 
 
 
Figure 4.1: Box plots show the distribution of consecutive occurrences of each WP. Black 
circles represent the 90th percentile of the distribution of maximum consecutive occurrences 
from the 1000 simulated series. A simulated value less than the observed maximum indicates 
that 90% of the simulated series fail to capture the persistence of the observed series. 
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The algorithm for EC is as follows, using 𝑛𝑛 = 2 and 𝑛𝑛𝑓𝑓 = 3 as an example: 
1. Define a set of three fixed WPs 𝑆𝑆𝑓𝑓 = {𝑊𝑊1 = 𝑖𝑖,𝑊𝑊2 = 𝑗𝑗,𝑊𝑊3 = 𝑙𝑙} and a set of two WPs 
𝑆𝑆 = {𝑊𝑊4 = 𝑚𝑚,𝑊𝑊5 = 𝑜𝑜} for 𝑖𝑖, 𝑗𝑗, 𝑙𝑙,𝑚𝑚, 𝑜𝑜 = 1, … ,30, with 𝑖𝑖 ≠ 𝑗𝑗 ≠ 𝑙𝑙 ≠ 𝑚𝑚 ≠ 𝑜𝑜. 
2. Set time 𝑡𝑡 = 0, the length of the moving window in days, 𝑣𝑣, and the percentage of days 
per moving window allowed to be WPs not in 𝑆𝑆 or 𝑆𝑆𝑓𝑓 as 𝑎𝑎%. 
3. Take the 𝑡𝑡, … , 𝑡𝑡 + 𝑣𝑣 days of the WP time series. If (100 − 𝑎𝑎)% of WPs in this window 
are in 𝑆𝑆 or 𝑆𝑆𝑓𝑓, each WP in 𝑆𝑆 occurs at least once and at least one WP from 𝑆𝑆𝑓𝑓 occurs, 
then define a new persistence period of length 𝑣𝑣 days and proceed to Step 4. If not 
satisfied, set 𝑡𝑡 = 𝑡𝑡 + 1 and repeat. 
4. Set 𝑡𝑡 = 𝑡𝑡 + 1 and take the 𝑡𝑡, … , 𝑡𝑡 + 𝑣𝑣 days of the WP time series. If (100 − 𝑎𝑎)% of 
WPs in this window are also in 𝑆𝑆 or 𝑆𝑆𝑓𝑓, each WP in 𝑆𝑆 occurs at least once and at least 
one WP from 𝑆𝑆𝑓𝑓 occurs, then the length of the persistence period becomes 𝑣𝑣∗ = 𝑣𝑣 + 1 
days. Repeat this step until less than (100 − 𝑎𝑎)% of WPs in 𝑆𝑆 and 𝑆𝑆𝑓𝑓 are in the window, 
at least one WP from 𝑆𝑆 does not occur or no WPs in 𝑆𝑆𝑓𝑓 occur. 
5. The persistence period is terminated. Trim the persistence period at either end such that 
the period must begin and end with a WP in either 𝑆𝑆 or 𝑆𝑆𝑓𝑓. 
6. Set 𝑡𝑡 = 𝑡𝑡 + 1 and return to Step 3 until the entire time series has been searched. 
7. Choose a new 𝑆𝑆∗ ≠ 𝑆𝑆 and repeat from Step 3 until every combination of WPs has been 
processed. 
A persistence period of 𝑣𝑣∗ days will not necessarily contain at least 𝑣𝑣∗(100 − 𝑎𝑎)%  days 
featuring the WPs in 𝑆𝑆 or 𝑆𝑆𝑓𝑓, but each of the 𝑣𝑣-day windows within the period will have at least 
𝑣𝑣∗(100 − 𝑎𝑎)% days of these WPs. EC effectively treats all WPs in the sets as the same WP, 
and therefore the identification of multi-WP persistence periods does not necessarily mean that 
the individual WPs persist within that period. It is possible that a period could consist of many 
single-day occurrences of WPs in 𝑆𝑆 and/or 𝑆𝑆𝑓𝑓. 
For each identified persistence period, the observed precipitation anomalies, 𝑍𝑍𝑜𝑜, and expected 
precipitation anomalies given the WPs, 𝒁𝒁𝑒𝑒, are calculated. The expected precipitation 
anomalies for each 𝑣𝑣-day persistence period are calculated as follows. 
1. Let 𝒀𝒀 be the time series of precipitation anomalies for a particular region. 
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2. Set the month, 𝑀𝑀, as that corresponding to the middle day of the persistence period, 
and let the season, 𝑠𝑠, comprise 𝑀𝑀 and the two months either side. 
3. For each day in the persistence period, 𝑇𝑇 = 𝑡𝑡, … , 𝑡𝑡 + 𝑣𝑣, generate 𝑄𝑄 = 10,000 draws 
with replacement, 𝒚𝒚𝑻𝑻 = �𝑦𝑦1,𝑇𝑇, … , 𝑦𝑦𝑄𝑄,𝑇𝑇�, from the conditional distribution of 
precipitation anomalies given the WP occurring in 𝑠𝑠, 𝒀𝒀𝑠𝑠,𝑊𝑊𝑊𝑊 , 
4. Over all days, sum the generated samples to obtain a distribution of expected 
precipitation anomalies, 𝒁𝒁𝒆𝒆 = ∑ 𝒚𝒚𝑻𝑻𝑡𝑡+𝑣𝑣𝑇𝑇=𝑡𝑡 . 
The observed persistence period precipitation is the sum of the daily anomalies, 𝑌𝑌𝑇𝑇, over the 
period, given by 𝑍𝑍𝑜𝑜 = ∑ 𝑌𝑌𝑇𝑇𝑡𝑡+𝑣𝑣𝑇𝑇=𝑡𝑡 . While 𝑍𝑍𝑒𝑒 can be estimated for the same period that MO-30 is 
available for (1850 to 2016), 𝑍𝑍𝑜𝑜 is only available from 1931. 
Two sets of parameters are considered for EC. First, to test for monthly persistence amongst 
small sets of WPs, the parameters are chosen as follows: 𝑛𝑛 = 3 WPs, 𝑣𝑣 = 30 days and 𝑎𝑎 =10%. As 𝑛𝑛 < 4 no fixed WPs are required, so 𝑆𝑆𝑓𝑓 = ∅. This parameter combination is denoted 
EC30. These are strict criteria: to be satisfied, three WPs will have to dominate 30-day periods 
with only three days permitted to be other WPs. The second parameter combination is chosen 
to seek multi-month persistence. After trying various numbers of WPs in 𝑆𝑆 and 𝑆𝑆𝑓𝑓, a suitable 
compromise between number of WPs and length of persistence is identified as follows: 𝑛𝑛 = 3 
WPs, 𝑛𝑛𝑓𝑓 = 3 WPs, 𝑣𝑣 = 60 days and 𝑎𝑎 = 20% (the same ratio of 𝑣𝑣 and 𝑎𝑎 as for EC30). This 
parameter combination is named EC60. Choosing to investigate the link between persistence 
and drought, the three driest WPs according to UK mean daily precipitation (Figure 3.6) are 
selected and so 𝑆𝑆𝑓𝑓 = {WP6, WP17, WP25}. This choice reflects both frequently occurring 
summer WPs (WP6) and less frequent, wintry WPs (WP17 and WP25). As the three driest WPs, 
they are unsurprisingly characterised by anticyclonic conditions over the UK (Figure 3.1). 
4.2.3 A Markov model for quantifying persistence 
As EC is not a statistical model, it is difficult to use results arising from its application in further 
applications such as forecasting. Therefore, another approach to quantifying persistence in MO-
30 is taken, underpinned more formally by a statistical model. A common way of modelling 
discrete data is using Markov processes (Norris, 1997) to quantify the probability of state (in 
this case WP) transitions. As before, let 𝑊𝑊𝑡𝑡 represent a particular WPi on day t. Therefore, the 
first-order Markov assumption is: 
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Pr(𝑊𝑊𝑡𝑡|𝑊𝑊𝑡𝑡−1,𝑊𝑊𝑡𝑡−2, … ,𝑊𝑊1) = Pr(𝑊𝑊𝑡𝑡|𝑊𝑊𝑡𝑡−1), 
Equation 4.1 
i.e. the probability of a WP occurring is only dependent on the WP of the previous day. The 
transition probabilities are given by the transition matrix, 𝐏𝐏, with each element calculated as 
𝑝𝑝𝑖𝑖,𝑗𝑗 = Pr(𝑊𝑊𝑡𝑡 = 𝑖𝑖|𝑊𝑊𝑡𝑡−1 = 𝑗𝑗), for 𝑖𝑖, 𝑗𝑗 = 1, … , 30. The most likely transition for any WP is the 
same-state transition and the seasonality is also evident, with the lower-numbered, summer 
WPs more likely to transition between themselves and vice-versa for the winter WPs (Figure 
4.2). To increase the number of days influencing each transition, higher-order Markov chains 
could be considered. However, the number of parameters needed to estimate Markov models 
increases exponentially with the order, and the sample size of some multi-day transitions could 
be very small, making their transition probability estimates highly uncertain. Fortunately, for 
persistence, consideration of all possible transitions to a high order is not necessary; only the 
return of the WP system to its initial state is of interest. For example, in the second-order case, 
rather than considering Pr(𝑊𝑊𝑡𝑡 = 𝑖𝑖|𝑊𝑊𝑡𝑡−1 = 𝑗𝑗,𝑊𝑊𝑡𝑡−2 = 𝑙𝑙) , 𝑖𝑖, 𝑗𝑗, 𝑙𝑙 = 1, … , 30, it is sufficient to 
consider Pr(𝑊𝑊𝑡𝑡 = 𝑖𝑖|𝑊𝑊𝑡𝑡−1 = 𝑗𝑗,𝑊𝑊𝑡𝑡−2 = 𝑖𝑖). Instead of 30 permutations given by the values 𝑙𝑙 
could take, only one is necessary, that given by 𝑖𝑖. 
This idea is generalised to higher orders by considering 𝑢𝑢 ≥ 1 occurrences of 𝑊𝑊𝑡𝑡 = 𝑖𝑖 in the 𝑘𝑘-
day period prior to the final transition of 𝑊𝑊𝑡𝑡−1 to 𝑊𝑊𝑡𝑡. This conditional probability can be 
expressed as 
Pr�𝑊𝑊𝑡𝑡 = 𝑖𝑖|𝑊𝑊𝑡𝑡−1 = 𝑗𝑗, � I𝑊𝑊𝑇𝑇(𝑖𝑖) ≥ 𝑢𝑢𝑡𝑡−2
𝑇𝑇=𝑡𝑡−𝑘𝑘−1
� , 𝑖𝑖, 𝑗𝑗 = 1, … ,30, 
Equation 4.2 
where I𝑊𝑊𝑡𝑡(𝑥𝑥) is the indicator function defined as I𝑊𝑊𝑡𝑡(𝑥𝑥) ≔ �1 𝑖𝑖𝑖𝑖 𝑥𝑥 = 𝑊𝑊𝑡𝑡,0 otherwise. 
Equation 4.3 
That is, Equation 4.2 calculates the probability of a WPi occurring given a different WPj on the 
previous day and 𝑢𝑢 occurrences of WPi in the 𝑘𝑘 days prior to the final transition. For notational 
simplicity Equation 4.2 is re-written as Pr�𝑊𝑊𝑡𝑡 = 𝑖𝑖�𝑊𝑊𝑡𝑡−1 = 𝑗𝑗,𝑊𝑊(𝑘𝑘,𝑢𝑢) = 𝑖𝑖�. 
Equation 4.4 
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The phrase “𝑘𝑘-day period” will always refer to the time period prior to the final transition, 𝑡𝑡 −
𝑘𝑘 − 1, … , 𝑡𝑡 − 2. Equation 4.4 reveals whether the occurrence of a particular WP in a given 
window is likely to be followed by a repeat of this WP, despite other WPs occurring during the 
𝑘𝑘-day period and between the 𝑘𝑘-day period and the final 𝑊𝑊𝑡𝑡. Furthermore, these probabilities 
can be compared with the equivalent first-order transition probabilities in 𝐏𝐏: 
𝐷𝐷𝑖𝑖,𝑗𝑗(𝑘𝑘,𝑢𝑢) = Pr(𝑊𝑊𝑡𝑡 = 𝑖𝑖|𝑊𝑊𝑡𝑡−1 = 𝑗𝑗) − Pr�𝑊𝑊𝑡𝑡 = 𝑖𝑖�𝑊𝑊𝑡𝑡−1 = 𝑗𝑗,𝑊𝑊(𝑘𝑘,𝑢𝑢) = 𝑖𝑖�. 
Equation 4.5 
 
Figure 4.2: First-order transition probabilities for MO-30 WPs. 
Negative 𝐷𝐷𝑖𝑖,𝑗𝑗(𝑘𝑘,𝑢𝑢) occur when Pr�𝑊𝑊𝑡𝑡 = 𝑖𝑖�𝑊𝑊𝑡𝑡−1 = 𝑗𝑗,𝑊𝑊(𝑘𝑘,𝑢𝑢) = 𝑖𝑖� >  Pr(𝑊𝑊𝑡𝑡 = 𝑖𝑖|𝑊𝑊𝑡𝑡−1 = 𝑗𝑗) i.e. 
when WPi has already occurred at least 𝑢𝑢 times in the 𝑘𝑘-day window, and the resulting 
probability of 𝑊𝑊𝑡𝑡−1 = 𝑗𝑗 transitioning to 𝑊𝑊𝑡𝑡 = 𝑖𝑖 is greater than if the sequence was considered 
independently. These transitions are interesting as they indicate persistence. This Markov 
method will be referred to as MM. The choices of 𝑘𝑘 and 𝑢𝑢 used for MM are shown in Table 
4.1. Higher values of 𝑘𝑘 are chosen to investigate whether there is long-range dependence in 
82 
 
time, and the range of values chosen for 𝑢𝑢 are to assess the differences between relaxed and 
strict persistence rules for each 𝑘𝑘. 
4.2.4 Comparing with a benchmark ensemble of synthetic 
weather pattern series 
A simulation study is conducted to test whether a time-
inhomogeneous first-order Markov model can reproduce 
observed persistence in the MO-30 data. Inhomogeneity in 
time is a necessary imposition, as ignoring the seasonality in 
MO-30 would result in the under-estimation of persistence. 
For example, as summer is dominated by WP1 through 
WP11, using a non-seasonal transition matrix would result in 
higher numbers of the other WPs and therefore fewer summer WPs, and hence a decreased 
likelihood of persistence. An ensemble of 1000 WP series is simulated using the following 
procedure: 
1. Calculate the 12 monthly transition matrices, 𝐏𝐏𝒎𝒎,𝑚𝑚 = 1, … ,12, of MO-30: 
𝑝𝑝𝑖𝑖,𝑗𝑗𝑚𝑚 = Pr(𝑊𝑊𝑡𝑡 = 𝑖𝑖|𝑊𝑊𝑡𝑡−1 = 𝑗𝑗), for 𝑖𝑖, 𝑗𝑗 = 1, … , 30. 
2. Generate an initial 𝑊𝑊1 according to its frequency of occurrence and set time 𝑡𝑡 = 1. 
3. Generate a random number 𝑝𝑝∗ from the standard uniform distribution 𝑈𝑈(0,1). 
4. Find the index 𝑞𝑞 such that:   
�𝑝𝑝𝑖𝑖,𝑗𝑗𝑚𝑚 < 𝑝𝑝∗ < �𝑝𝑝𝑖𝑖,𝑗𝑗𝑚𝑚𝑞𝑞
𝑗𝑗=1
𝑞𝑞−1
𝑗𝑗=1
 
where 𝑖𝑖 = 𝑊𝑊𝑡𝑡. 
5. Set 𝑊𝑊𝑡𝑡+1 = 𝑞𝑞 and 𝑡𝑡 = 𝑡𝑡 + 1. 
6. Repeat steps 3 to 5 until 𝑡𝑡 = 𝑇𝑇, the length of the series to be generated. 
The benchmark ensemble has reasonable skill at replicating the observed WP frequencies of 
occurrence (Figure B.1). For most WPs and months, the observed frequencies fall within 90% 
of the simulated series. There are some significant exceptions. In particular, the simulation 
methodology underrepresents the occurrences of the two easterly WPs, WP27 and WP28, 
between January and March. Winter appears to be the least-well simulated season, with WP4, 
WP8, WP10, WP22, WP23, WP25, WP29 and WP30 all featuring at least one month over- or 
Table 4.1: Choices of window 
length, 𝑘𝑘, and strictness of 
persistence, 𝑢𝑢, for the Markov 
model (MM). 
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under-simulated, implying that the first-order transition probabilities are least suited to 
modelling this season. The simulated series also fail to capture the observed maximum 
persistence of individual WPs, with 90% of the ensemble underestimating this statistic for 22 
WPs (Figure 4.1). 
4.3 Results 
4.3.1 Empirical counting method results 
Despite the transient nature of individual WPs, there are multi-month periods where small 
numbers of WPs dominate. Furthermore, within these periods, the persistence of individual 
WPs tends be above average. EC30 identifies 67 persistence periods from 54 sets with a median 
persistence of 31 days (Figure 4.3a), equivalent to roughly one persistence period every 2.5 
years. The longest persistence period was 48 days over winter 1962/63, which was characterised 
by anticyclonic, often easterly, flow over the UK, as can be seen from the high frequencies of 
WP25, WP27 and WP28 (Figure 4.4a). Another example is for 30 days over winter 1990, with 
WPs in this period suggesting very windy and often stormy conditions, culminating in a 10-day 
sequence of WP30, which is the longest amount of time this WP has persisted over the whole 
167 years (Figure 4.4b). 
EC60 identifies 79 persistence periods from 58 sets, with almost half lasting for at least nine 
weeks (Figure 4.3b). The two longest examples are almost a full season in length, over summer 
1968 and, again, in winter 1962/63 (Figures 4.4c and d). The former features a near month-long 
stretch of anticyclonic WPs (WP6, WP9, WP17 and WP25) between 16th July and 10th August. 
The latter shows how the inclusion of three WPs in 𝑆𝑆𝑓𝑓 can extend a persistence period by almost 
a month (Figures 4.4a and d). However, the key aspect of this persistence period is the 
dominance of easterly WPs between 26th December and 9th February, which is completely 
captured by the shorter persistence period with 𝑆𝑆𝑓𝑓 = ∅ (Figure 4.4a). 
All cases in Figure 4.4 highlight how, within each period, individual WP persistence is greater 
than average, with many cases of persistence greater than two days (the highest average 
persistence for any WP). This was particularly stark during the winter of 1995/96 (Figure 4.4e), 
with nine-, 11- and 12-day stretches of WP17, WP28 and WP27, respectively. That the 
behaviour of these daily, typically ephemeral WPs is sometimes reduced down to small sets 
occurring over such long time-scales is remarkable and suggests that the WPs, and possibly 
atmospheric circulation in general, can be more predictable than usual for months at a time. A 
dominant easterly flow might be the most likely circumstance under which WP predictability 
is enhanced, as WP27 and WP28 feature strongly in EC30 and (less so) EC60 persistence 
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periods (Figures 4.3c and 4.3d). However, any enhanced predictability during such periods is 
expected, as there are just two easterly WPs but many more featuring westerly flow (over the 
UK). Further discussion of the consequences of the small number of easterly WPs is presented 
later.  
 
 
Figure 4.3: a) and b) show box plots and the underlying data for the number of days in each 
persistence period for EC30 and EC60. Whiskers are 1.5 times the interquartile range beyond 
the 25th and 75th percentiles. c) and d) are counts of how often each WP appears in the 
persistence period sets. 
EC30 persistence periods are most numerous in winter (December through February; 43 out of 
67), while those identified by EC60 are more common in summer (June through August; 37 out 
of 79), with winter also well-represented (25 out of 79); refer to Table 4.2. The reason that there 
are many summer persistence periods of at least 60 days in length, but fewer that are of at least 
30 days is due to the percentage of days allowed to be WPs not in 𝑆𝑆 or 𝑆𝑆𝑓𝑓 (10% for EC30 and 
20% for EC60). Although the ratio of this percentage and the minimum persistence period 
length is the same for both EC30 and EC60, the latter allows for longer sequences of WPs 
outside 𝑆𝑆 or 𝑆𝑆𝑓𝑓 (six consecutive days compared to three days for EC30). Therefore, summer 
persistence periods identified by EC60 have stretches of WPs not in 𝑆𝑆 or 𝑆𝑆𝑓𝑓 of length greater 
than three days, whereas those identified by EC30 do not. 
Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
EC30 25 14 4 2 3 3 9 3 0 0 0 4 
EC60 9 0 9 0 1 22 14 1 0 3 4 16 
Table 4.2: Number of persistence periods beginning in each month. 
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Figure 4.4 (previous page): Top figure in each sub-plot shows the WP time series. The bottom 
figure in each sub-plot shows the expected precipitation anomalies derived from WPs 
(boxplots) and observed precipitation anomalies (circles). Plotted for two EC30 persistence 
periods during a) winter 1962/63 and b) winter 1990 and four EC60 persistence periods during 
c) summer 1968, d) winter 1962/63, e) winter 1995/96 and f) winter/early spring 2012. 
The other key feature highlighted by the seasonal distribution of persistence periods is how the 
number of winter events decreases for EC60 compared to EC30. This is due to the different 
numbers of WPs associated with each season. In winter, there are more WPs that tend to occur, 
and so it is less likely there will be persistence of sufficient length to satisfy the conditions of 
EC60. This is even more the case for the spring and autumn. In these seasons the WP behaviour 
is transitioning between winter and summer and the frequencies of occurrence are more evenly 
spread between all 30 WPs. 
Overall, persistence periods are associated with drier conditions for western and northern 
regions than for eastern and southern regions. These persistence periods sometimes coincide 
with notable meteorological events. Given the WPs that occurred during EC30 persistence 
periods, the majority of precipitation simulations are below average in NI, NWE, NS, SS and 
SWE and average for the other regions (Figure 4.5a). This east-west divide is probably due to 
the predominance of easterly WPs WP27 and WP28 in EC30 periods (Figure 4.3c), resulting 
in wetter conditions for the eastern UK. Precipitation for individual persistence periods, on the 
other hand, is likely to be determined largely by the flow direction. Expected and observed 
anomalies have very similar distributions for both EC30 and EC60, with the main difference 
being greater 95th percentile anomalies for observed EC30 anomalies (Figure 4.5). Including 
the three driest WPs in 𝑆𝑆𝑓𝑓 for EC60 does not change the median and lower-tail distribution 
statistics by very much, with the main effect being a reduction in the upper-tail anomalies, 
particularly in the observations (Figure 4.5d). The eastern regions remain wetter than those in 
the west, again likely due to WP27 and WP28 being amongst the most common WPs in EC60 
persistence periods and also to the higher precipitation variability associated with WP25 in 
eastern regions (Figure 3.6). 
Examples of easterly-flow persistence are winter 1962/63 (Figures 4.4a and d) and winter 
1995/96 (Figure 4.4e), with observed and expected precipitation greater for eastern regions. 
These correspond to notable meteorological events, with the former known to be a particularly 
cold and dry winter (Prior and Kendon, 2011) and the latter part of the 1995/96 Yorkshire 
drought (Fowler and Kilsby, 2002b). Another example coincident with drought conditions was 
towards the end of the 2010-12 drought (Figure 4.4f), which was particularly severe for central, 
southern and eastern England in meteorological, hydrological and agricultural contexts 
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(Kendon et al., 2013). The persistence period occurred over February and March of 2012, with 
that March being the driest on record since 1953 (Kendon et al., 2013). EC30 also yielded a 
particularly notable storm: an extremely wet January 1990 (Figure 4.4b), which culminated in 
the Burns’ Day Storm (McCallum, 1990) over southern Scotland on the 25th and 26th January. 
However, results imply that it is difficult to say anything about precipitation based on WP 
persistence alone. While there does appear to be a geographical difference (drier conditions in 
western regions), this may be an artefact caused by the lack of variety of easterly WPs in MO-
30; this will be discussed more later. 
 
Figure 4.5: Boxplots of a) and b) expected, and c) and d) observed precipitation anomalies 
during persistence periods for a) and c) EC30, and b) and d) EC60. Expected anomalies are 
sampled from the distributions of precipitation anomalies for WPs occurring in each 
persistence period. Whiskers represent the 5th and 95th percentiles. 
4.3.2 Markov model results 
For some WPs, their probability of occurrence is increased if they have occurred previously, 
including situations in which other WPs occur in-between. This holds for different lengths of 
the 𝑘𝑘-day window for up to almost three weeks. Over all WPs, the more often a WP occurs in 
this window, the higher probability it has of reoccurring after the final transition. Results are 
shown for MM with 𝑘𝑘 = 5, with stricter persistence rules (i.e. higher 𝑢𝑢) yielding more 
probability in the lower tail of the 𝐷𝐷𝑖𝑖,𝑗𝑗(5,𝑢𝑢) distributions (Figure 4.6a to d). This is also true for 
other 𝑘𝑘 (not shown). This suggests that when a particular pattern of atmospheric circulation has 
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been dominating over recent days, it is more likely to persist into the future (dependent on the 
actual synoptic situation represented by the WPs).  
To identify the WP transitions that are influenced by this type of persistence, the number of 
times each WP transition is below the 20th percentile of the 𝐷𝐷𝑖𝑖,𝑗𝑗(𝑘𝑘,𝑢𝑢) distributions is counted (for 
all 23 combinations of 𝑘𝑘 and 𝑢𝑢). Persistence of anticyclonic WPs appear to influence each other. 
For example, WP6 shows higher probabilities of reoccurring if the previous WP is WP6, WP17, 
WP18 or WP25. Similarly, some cyclonic WPs are more likely to persist if the penultimate WP 
is also cyclonic, such as WP7 preceded by WP7, WP8, WP11, WP22, WP24 or WP28 (Figure 
Figure 4.6: ECDFs for 𝐷𝐷𝑖𝑖,𝑗𝑗(5,𝑢𝑢) with a) 𝑢𝑢 = 1, b) 𝑢𝑢 = 2, c) 𝑢𝑢 = 3, d) 𝑢𝑢 = 4, and for e) 𝐷𝐷𝑖𝑖,𝑗𝑗(10,6) 
and f) 𝐷𝐷𝑖𝑖,𝑗𝑗(15,10) for observed (solid line) and simulated (dashed line) series. 
89 
 
4.7). These results are collated to identify the most persistent WPs by considering the transitions 
independent of the penultimate WP, equivalent to summing the counts given by the rows of 
Figure 4.7. It appears as though the summer WPs are more persistent than the winter WPs, with 
WP1 and WP7 the two most persistent (Figure 4.8a). However, this seasonal divide is also 
present in the simulated series. When taking the difference between the observed and simulated 
medians, this contrast is less stark (Figure 4.8b). Accounting for seasonality, the most persistent 
WPs are WP28, WP16, WP7, WP23, WP18 and WP25. Apart from WP7, these occur more 
often in winter than summer, although the following three most persistent WPs are all 
associated with summer (WP2, WP4 and WP6). There does not appear to be a link between WP 
persistence and the corresponding WP’s MSLP definition, with high persistence from WPs that 
differ by their MSLP anomalies (e.g. cyclonic WP7 and WP28 versus anticyclonic WP18 and 
WP25) and direction of flow over the UK (e.g. westerly or south-westerly WP7, WP18, WP23; 
southerly WP16 and south-easterly WP28).   
Figure 4.7: Counts of how often each individual value (i.e. WP transition) in the 𝐷𝐷𝑖𝑖,𝑗𝑗(𝑘𝑘,𝑢𝑢) 
distribution is below the 20th percentile, over all 𝑘𝑘 and 𝑢𝑢. 
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The persistence characteristics outlined previously are not replicated by the first-order transition 
probabilities. Those WP transitions that are more likely when conditioned on persistence (i.e. 
when 𝐷𝐷𝑖𝑖,𝑗𝑗(𝑘𝑘,𝑢𝑢) < 0) are more numerous and have higher magnitude transition probabilities for the 
observations than for the benchmark ensemble. This is shown by the differences between the 
lower tails of the observed and simulated 𝐷𝐷𝑖𝑖,𝑗𝑗(𝑘𝑘,𝑢𝑢) ECDFs (Figure 4.6). An exception is how, for 
higher 𝑘𝑘 and 𝑢𝑢, there is more probability in the lowest part of the distribution for the benchmark, 
not observed, WP series. This can be likened to ‘repelling’ behaviour: for longer 𝑘𝑘-day 
windows with stricter persistence rules, the occurrence of certain WPs in the prior window 
reduces the chance of these WPs persisting. However, this is likely due to these strict transitions 
occurring infrequently; there is a much smaller sample size in the observed series than over the 
1000 simulated series. Two examples of this behaviour are for 𝐷𝐷𝑖𝑖,𝑗𝑗10,6 and 𝐷𝐷𝑖𝑖,𝑗𝑗15,10 (Figures 4.6e 
and f). The simulated ensemble also does not capture the variation in persistence amongst WPs, 
with the only differences attributable to seasonality: summer WPs are more persistent than 
winter WPs (boxplots in Figure 4.8a), whereas the reality is more complex (circles in Figure 
4.8a). For computational reasons EC is not run for the synthetic series. However, upper-tail 
statistics of uninterrupted persistence are, for the majority of individual WPs, not reproduced 
in the ensemble (Figure 4.1). As discussed earlier, persistence periods are characterised by 
above-average persistence of individual WPs and therefore it may be inferred that the first-
order Markov principle is insufficient to replicate persistence periods. 
4.3.3 Weather patterns with an easterly flow 
The only two WPs with a distinct easterly flow over the UK, WP27 and WP28, stand out 
throughout this study for several reasons. They are the WPs with the two longest uninterrupted 
sequences over the entire record and have the highest or joint-highest mean and median 
persistence (Figure 4.1). They are also the most common WPs in EC30 persistence periods 
(Figure 4.3c) and are amongst the most common for those identified by EC60 (Figure 4.3d). 
Furthermore, the first-order Markov assumption is least suited to these two WPs, as they show 
the greatest difference between observed and simulated maximum persistence (Figure 4.1), and 
their monthly frequencies are particularly under-simulated in winter (Figure B.1). As there are 
just two easterly WPs, one might expect most daily MSLP fields with an easterly flow to be 
assigned to them and hence for these WPs to have high within-WP variability. To check this, 
the spatial correlation between the WPs and their underlying (concurrent) MSLP fields is 
calculated. These results show that, in fact, WP27 and WP28 have amongst the lowest within-
WP variability (Figure B.2). As such, the fact that these WPs stand out cannot be attributed to 
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an unsatisfactory assignment process and instead suggests that long periods of atmospheric 
persistence in the European-North Atlantic domain are characterised by easterly flow patterns 
closely resembling WP27 and WP28. 
 
Figure 4.8: a) Independent of the penultimate WP𝑗𝑗, how often each value (i.e. WP transition) 
in the 𝐷𝐷𝑖𝑖,𝑗𝑗(𝑘𝑘,𝑢𝑢) distribution is below the 20th percentile, over all 𝑘𝑘 and 𝑢𝑢. Observed series 
represented by the black circles and 1000 simulated series by the boxplots. Whiskers are the 5th 
and 95th percentiles. b) Observed counts minus median of the simulated counts. 
4.4 Conclusions 
The persistence properties of a time series of 30 WPs defined by MSLP over the North Atlantic 
Ocean and Europe have been investigated. By developing an empirical counting method that 
accounts for more relaxed persistence rules than currently in the literature, it was shown that 
there are multi-month periods when normally transient WP behaviour can be reduced down to 
many occurrences of small sets of WPs. These periods generally result in drier than average 
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conditions for western UK regions and have coincided with notable meteorological events, 
including droughts. This geographical divide is a result of the predominance of easterly WPs in 
the identified persistence periods. Persistence properties were also analysed using a novel 
Markov model, which quantified the difference between first-order WP transition probabilities 
and those conditioned on prior occurrences, without the need for estimating the large numbers 
of parameters usually required by high-order Markov chains. Some WPs are more likely to 
reoccur than others, although there does not appear to be a link between their persistence and 
the MSLP definition. 
WP frequencies of occurrence are likely modulated by lower-frequency (slowly varying) 
physical processes, such as large-scale atmospheric teleconnection patterns and land-
atmosphere interactions. For example, studies have associated variations in the North Atlantic 
Oscillation (NAO) with changes and trends in the frequencies of WPs from a range of 
classifications (e.g. Stefanicki et al., 1998; Casado et al., 2009; Kučerová et al., 2017). In 
particular, during the 1990s the NAO entered a more positive phase (Ostermeier and Wallace, 
2003), which means an increased pressure gradient between the teleconnection’s high and low 
pressure centres near the Azores and Iceland, respectively, resulting in a strengthening of the 
prevailing westerly flow. Coinciding with this, Kučerová et al. (2017) show that WPs featuring 
zonal (meridional) flow became more (less) frequent over northern and central Europe. 
Similarly, more frequent northerly WPs over the central and eastern Mediterranean 
corresponded to an eastward shift of the NAO pressure centres during the same decade (Jung 
et al., 2003; Beranová and Huth, 2008). To the author’s knowledge, there are no studies 
formally linking changes in WP persistence to changes in large-scale atmospheric circulation 
(or other physical mechanisms), offering an opportunity for further research. WP persistence, 
explored as both mean persistence over time (see references in Section 4.1) and longer-term 
persistence (as analysed in this study) could be linked to variations in atmospheric and oceanic 
processes thought to influence MSLP in the relevant domains. As highlighted by Kučerová et 
al. (2017), these kind of climatological studies should be done using multiple, and indeed as 
many WP classification as possible, in order to avoid the over-interpretation of results arising 
from use of a single classification. This merits investigation, as previous research suggest that 
there are certain conditions that foster atmospheric persistence. The monthly persistence of low-
frequency atmospheric circulation patterns, such as the NAO and other teleconnections, is well 
known (van den Dool and Livezey, 1984; Barnston and Livezey, 1987; Perlwitz and Graf, 
2001). It is thought that this persistence is partly modulated by stratospheric processes, as 
anomalies in the stratosphere tend to propagate into the troposphere at lead-times of one to two 
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weeks (Baldwin and Dunkerton, 1998; Thompson et al., 2002). Of particular interest for Europe 
is how stratospheric anomalies in the northern hemisphere have a similar surface signature to 
some teleconnection patterns, including the NAO (Baldwin and Dunkerton, 2001).  
Land-atmosphere feedbacks may also contribute to modifying WP frequencies of occurrence 
and persistence. For example, the importance of soil moisture in contributing to heatwaves has 
been well documented, with major European events, such as that over western Russia in 2010, 
being preceded by anomalously dry soils (Fischer et al., 2007; Vautard et al., 2007; García-
Herrera et al., 2010; Mueller and Seneviratne, 2012; Quesada et al., 2012; Miralles et al., 2014; 
Hauser et al., 2016). Relatedly, several studies have linked changes in the mean persistence of 
WPs from the Grosswetterlagen classification (Hess and Brezowsky, 1952) between 1988 and 
1997 to severe central European heatwaves in the 1990s (Kyselý, 2002; Kyselý and Domonkos, 
2006; Kyselý, 2007). Interestingly, these studies show that the persistence of all WPs increase 
during this period, not just those typically associated with heatwaves (i.e. anticyclonic WPs), 
although as Kyselý and Domonkos (2006) note, persistent atmospheric anomalies can support 
climate anomalies in both directions. However, Cahynová and Huth (2009) questioned the 
credibility of changes in WP persistence of this classification in the 1980s, as they were not 
reflected in analyses of other data sets. This again reinforces the point made by Kučerová et al. 
(2017) that studies of this nature should utilise multiple classifications. 
This study may be useful for further research in several ways. For example, the methods used 
to identify and quantify persistence are applicable to any WP classification, making them useful 
for any region in the world that has such a classification. Furthermore, this chapter demonstrated 
the potential to build a statistical forecast model for WP occurrences by showing that their 
transition probabilities change when conditioned on persistence. While physically-based WP 
forecast models are in use operationally (Neal et al., 2016), there is no data-driven approach to 
this problem, except that by Fayos and Fayos (2007). Harnessing the persistence shown here 
may be a viable option for building this model, which may be of value as a way of benchmarking 
the dynamical systems. 
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Chapter 5  
A statistical approach to weather pattern and precipitation forecasting 
5.1 Introduction 
WP classifications are potentially useful in weather forecasting as they offer a way of reducing 
huge and complex information output from dynamical ensemble forecast systems. By 
classifying predictions of atmospheric circulation into one of a set of discrete types (i.e. the 
WPs of a chosen classification), the likelihood of occurrence of WPs for each day in the forecast 
lead-time can be determined. Then, features like the probable date of a major change in 
circulation (Huth et al., 2008) can be estimated. In fact, according to Huth et al. (2008), until a 
few decades ago weather forecasting was the primary application of WP classifications, but 
advances in computing capabilities led to changes in methodology and a waning interest in 
WPs. However, the use of WP classifications in this field has undergone recent resurgence, 
although published works are still scarce, especially for data-driven methods. The author can 
find only one study predicting WPs using a purely data-driven approach, that by Fayos and 
Fayos (2007). That study used self-organising maps (a type of artificial neural network) to 
classify the similarity between all five-day sequences of LWTs between 1947 and 1994. This 
allowed identification of the most likely five-day WP sequences that preceded each LWT, and 
enabled one-day-ahead predictions based on the previous five days. A few other studies, while 
not explicitly forecasting WPs, have explored the usefulness of WPs in prediction of climatic 
variables by considering “perfect prognostic” methods (Fernández-González et al., 2012; 
Ramos et al., 2013). In these works, the WP observations were used rather than forecasts, and 
model skill is evaluated by how well these perfect forecasts translate to predictions of other 
variables. 
In this chapter, the potential of a data-driven model to predict WPs, and subsequently 
precipitation, over 30-day periods is explored. It is possible that the persistence of the WPs in 
MO-30 identified in Chapter 4 can provide skill in a statistical forecast model. This chapter 
builds on the results found in Chapter 4 through the development of a novel approach to WP 
forecasting based on sampling from historical analogues. Firstly, the model’s ability to predict 
WP occurrences is assessed and compared with the performance of two other methods. 
Following this, the models are extended with a second component to predict regional UK 
precipitation, with skill evaluated separately to the WP forecast component. 
This chapter is organised as follows. Section 5.2 describes the data sets used, the forecast 
methods for both WP and precipitation prediction as well as the verification procedure. In 
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Section 5.3, the results of the forecast models are presented and Section 5.4 investigates the 
sources of model skill. Finally, Section 5.5 provides some concluding remarks and 
recommendations for future work. 
5.2 Data and methodology 
5.2.1 Data 
The MO-30 WP data set for 1850-2016 and the Met Office HadUKP daily precipitation data 
set for 1931-2016 used are the same as described in previous chapters. 
5.2.2 Weather pattern forecast methods 
Chapter 4 showed that the occurrence of WPs over a daily to weekly window can influence the 
future transition probabilities of the WP system. A prior window of this time-scale is built into 
a forecast model based on historical analogues. Historical analogues form the basis of Ensemble 
Streamflow Prediction (Day, 1985), where hydrological models are driven by past observations 
that may be weighted based on different criteria such as climate indices or GCM forecast output 
(Hamlet and Lettenmaier, 1999; Carpenter and Georgakakos, 2001; Yao and Georgakakos, 
2001; Werner et al., 2004; Wang et al., 2011). The concept of analogues for the atmosphere 
has also been studied, with the hypothesis that similar circulation patterns should yield similar 
local (weather) conditions (Lorenz, 1969; Obled et al., 2002). This method has been used to 
predict precipitation for a network of European river catchments between 1953 and 1998, using 
seasonal analogues of 500 hPa geopotential height over Europe from which an empirical 
conditional precipitation distribution is used for the forecast (Obled et al., 2002). Also, Caron 
et al. (2018) used a historical analogue approach to predict European summer drought for 1981-
2010 as a benchmark for forecasts by the ECMWF seasonal forecast system 4 (Molteni et al., 
2011), finding little difference in skill. 
Here, the set of WPs that occurred in the 𝑘𝑘-day window prior to the forecast initialisation date 
is considered. Then the historical time series (up to the date of the forecast) is searched for 
analogues i.e. windows of length 𝑘𝑘 days in which the set of WPs is the same as for the target 
window. The WP that follows each of these analogue periods then forms the forecast sample 
from which the predicted WP can be randomly selected. Taking the set of WPs ignores the 
frequencies and the order of the WPs but has the advantage of providing a larger sample size 
of analogues from which to forecast. Using an ensemble approach by randomly selecting a 
desired number of WPs from the forecast sample provides a probabilistic forecast. Should there 
not be any identical analogues, then the WP series is instead searched for periods where the set 
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of WPs only differs to the target set by one WP. The former type of analogue is termed as an 
‘identical set’ (IS) and the latter as a ‘one-different set’ (OD). Should there be no IS or OD then 
the next WP is predicted using the non-homogeneous first-order Markov chain (as described in 
Chapter 4.2.4). This method as a whole is called “the similarity method” (SM𝑘𝑘, where 𝑘𝑘 is the 
size of the prior window) and can be written as follows: 
1. Set time 𝑡𝑡 = 𝑡𝑡0, the forecast initialisation date and let a WP at time 𝑡𝑡 be denoted as 
𝑊𝑊(𝑡𝑡) = 𝑖𝑖, for 𝑖𝑖 = 1, … ,30. Define the number of ensemble members, 𝑁𝑁. 
2. For the latest 𝑘𝑘 days 𝑡𝑡 − 𝑘𝑘 + 1, … , 𝑡𝑡, let 𝐻𝐻(𝑡𝑡) = �𝐻𝐻1(𝑡𝑡), … ,𝐻𝐻30(𝑡𝑡)�, where the 𝐻𝐻𝑖𝑖(𝑡𝑡) 
are the frequencies of each WP in this window (therefore ∑𝐻𝐻𝑖𝑖(𝑡𝑡) = 𝑘𝑘). 
3. Find the set of WPs that occurred in this window 𝐵𝐵(𝑡𝑡) = �𝐵𝐵1(𝑡𝑡), … ,𝐵𝐵30(𝑡𝑡)�, with  
𝐵𝐵𝑖𝑖(𝑡𝑡) ≔  �1 𝑖𝑖𝑖𝑖 𝐻𝐻𝑖𝑖(𝑡𝑡) > 0,0 otherwise.  
4. For all 𝜏𝜏 < 𝑡𝑡 − 𝑘𝑘 + 1 find 𝐵𝐵(𝜏𝜏). If there is at least one instance where 𝐵𝐵(𝜏𝜏) = 𝐵𝐵(𝑡𝑡) (i.e. 
IS), randomly select one of these sets (i.e. one of these 𝜏𝜏), set 𝑊𝑊(𝑡𝑡 + 1) = 𝑊𝑊(𝜏𝜏 + 1) 
and then go to step 7. 
5.  If there is no 𝐵𝐵(𝜏𝜏) = 𝐵𝐵(𝑡𝑡), establish whether there is a period satisfying |𝐵𝐵(𝜏𝜏) − 𝐵𝐵(𝑡𝑡)| = 1 (i.e. OD). If so, randomly select one of these sets, set 𝑊𝑊(𝑡𝑡 + 1) =
𝑊𝑊(𝜏𝜏 + 1) and go to step 7. 
6. If there is no |𝐵𝐵(𝜏𝜏) − 𝐵𝐵(𝑡𝑡)| = 1, generate 𝑊𝑊(𝑡𝑡 + 1) using the first-order Markov 
transition probabilities as described in Chapter 4.2.3. 
7. Repeat steps 2 to 6 𝑁𝑁 times. 
8. Set 𝑡𝑡 = 𝑡𝑡 + 1 and return to step 2 until the desired forecast horizon is reached. 
Forecasts of past observations (reforecasts, sometimes referred to as hindcasts) using SM5, 
SM10 and SM15 are compared with two other methods. The first is using the non-homogeneous 
(i.e. month-dependent) first-order Markov transitions (MC; Chapter 4.2.4). Note that in any 
cases when there are no IS or OD analogues for SM to use, it defaults to Markov transitions 
and so is equivalent to MC. The second method is a benchmark (or naïve) forecast that randomly 
chooses a WP based on the observed frequencies of each WP for the month of the reforecast 
(FM); this model may be thought of as the WP ‘frequencies of occurrence’ climatology. As WP 
frequencies and transition probabilities are implicitly linked, there will likely be numerous 
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occasions when FM and MC perform to a similar level of skill. SM, FM and MC are all 
performed as an ensemble of 1000 members. 
As the focus is on droughts, reforecast initialisation dates are chosen to be those at the start of 
particularly dry 30-day periods. For each region and season the two 30-day periods with the 
lowest precipitation are selected for a total of 72 reforecasts. The reforecast periods are chosen 
such that they do not overlap. Should two regions have the same such reforecast period then the 
next lowest precipitation period from one of the regions is taken. To ensure that data during the 
reforecast period is not used to train the model, only data available up until the reforecast 
initialisation date is used. To guarantee that at least 30 years of precipitation data is available 
for verification purposes, only dates from 1961 onwards are made available for selection. 
5.2.3 Precipitation forecast method 
The daily precipitation data are discretised into 𝑚𝑚 bins with historical probabilities 𝑝𝑝𝑏𝑏 for 𝑏𝑏 =1, … ,𝑚𝑚. Dry days (zero precipitation) form one bin and bin intervals increase for higher 
precipitation values, see Table 5.1. This gives a discrete distribution of precipitation interval 
frequencies, 𝐷𝐷(𝑧𝑧), with conditional distributions for each WP given by 𝐷𝐷(𝑧𝑧|𝑊𝑊 = 𝑖𝑖), 𝑖𝑖 =1, … ,30. Additionally, 𝑤𝑤 30-day summed precipitation intervals 𝑠𝑠𝑐𝑐 for 𝑐𝑐 = 1, … ,𝑤𝑤 are defined 
(Table 5.1). Forecast probabilities of these 30-day intervals are derived from the WP forecast 
models as follows: 
1. Set the ensemble member 𝑒𝑒 ∈ (𝑒𝑒1, … , 𝑒𝑒𝑁𝑁), where 𝑁𝑁 is the number of ensemble 
members; time 𝑡𝑡 = 𝑡𝑡0, the first day of the forecast, and then the predicted WP by 
ensemble member 𝑒𝑒 at time 𝑡𝑡 is 𝑊𝑊𝑒𝑒(𝑡𝑡) = 𝑖𝑖 for 𝑖𝑖 = 1, … 30. 
2. Set 𝑝𝑝0 = 0, calculate the probabilities 𝑝𝑝1, … 𝑝𝑝𝑚𝑚 of each of the 𝑚𝑚 daily precipitation bins 
from the discrete precipitation distribution that is conditional on 𝑊𝑊𝑒𝑒(𝑡𝑡) and the current 
season, 𝑆𝑆, denoted 𝐷𝐷(𝑧𝑧|𝑊𝑊 = 𝑖𝑖, 𝑆𝑆 = 𝑆𝑆∗). The seasons are defined as winter (December 
through February), spring (March through May), summer (June through August) and 
autumn (September through November). 
3. Define the maximum value of each bin as 𝑙𝑙𝑝𝑝𝑏𝑏 , 𝑏𝑏 = 1, …𝑚𝑚, with 𝑙𝑙𝑝𝑝0 = 0. Note that 𝑙𝑙𝑝𝑝0 =
𝑙𝑙𝑝𝑝1 = 0, ensuring zero precipitation days can be simulated. 
4. Generate 𝑛𝑛 random variables 𝑝𝑝𝑘𝑘∗~𝑈𝑈(0,1) for 𝑘𝑘 = 1, … ,𝑛𝑛. 
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5. For each 𝑝𝑝𝑘𝑘∗ , find the index 𝑞𝑞 such that   
�𝑝𝑝𝑗𝑗 < 𝑝𝑝𝑘𝑘∗ < �𝑝𝑝𝑗𝑗𝑞𝑞+1
𝑗𝑗=0
𝑞𝑞
𝑗𝑗=0
. 
Set 𝑃𝑃𝑞𝑞 = ∑ 𝑝𝑝𝑗𝑗𝑞𝑞−1𝑗𝑗=0  and 𝑃𝑃𝑞𝑞+1 = ∑ 𝑝𝑝𝑗𝑗𝑞𝑞𝑗𝑗=0 , the cumulative probabilities of the bins adjacent 
to 𝑝𝑝𝑘𝑘∗ . 
6. Define the difference between the adjacent bins as 𝛼𝛼 = 𝑃𝑃𝑞𝑞+1 − 𝑃𝑃𝑞𝑞 and the difference 
between the random number and the lower cumulative probability as 𝛽𝛽 = 𝑝𝑝𝑘𝑘∗ − 𝑃𝑃𝑞𝑞. 
7. Estimate the precipitation value for each 𝑝𝑝𝑘𝑘∗  as 𝑥𝑥𝑘𝑘(𝑡𝑡) = 𝑙𝑙𝑝𝑝𝑞𝑞 + 𝛽𝛽𝛼𝛼 �𝑙𝑙𝑝𝑝𝑞𝑞+1 − 𝑙𝑙𝑝𝑝𝑞𝑞�. There is 
now 𝑛𝑛 predicted daily precipitation values at time 𝑡𝑡, 𝒙𝒙(𝑡𝑡) = (𝑥𝑥1(𝑡𝑡), … , 𝑥𝑥𝑛𝑛(𝑡𝑡)). 
8. Set 𝑡𝑡 = 𝑡𝑡 + 1 and repeat steps 3 to 6 until the final day of the forecast, 𝑡𝑡max, is processed. 
9. Sum the daily precipitation vectors and divide by the random-sample size (∑ 𝒙𝒙(𝑡𝑡))/𝑛𝑛𝜏𝜏  
for 𝜏𝜏 = 𝑡𝑡𝑜𝑜 , … , 𝑡𝑡max and discretise according to the 𝑤𝑤 summed precipitation bins 𝑠𝑠1, … 𝑠𝑠𝑤𝑤 
to obtain a distribution of relative frequencies for this ensemble member 𝒇𝒇𝒆𝒆 =(𝑖𝑖1, … ,𝑖𝑖𝑤𝑤). 
10. Set a new ensemble member 𝑒𝑒∗ ∈ (𝑒𝑒1, … 𝑒𝑒𝑁𝑁), 𝑒𝑒∗ ≠ 𝑒𝑒 and repeat steps 2 to 9 until every 
ensemble member has been processed. 
11. Sum each ensemble member’s distribution of summed precipitation relative frequencies 
and divide by the number of ensemble members to obtain a final forecast probability 
distribution: 
𝑭𝑭 = ��𝒇𝒇𝒆𝒆
𝑒𝑒
� 𝑁𝑁� . 
The number of ensemble members used in the WP forecast models is 𝑁𝑁 = 1000 and also 𝑛𝑛 =10,000. The precipitation climatology (PC; expressed as frequencies of 30-day summed 
precipitation bins) of the month corresponding to the reforecast initialisation date is used as a 
benchmark method for comparison with SM, MC and FM. As with WP forecasts, only data up 
until the forecast initialisation date is used. 
5.2.4 Forecast verification 
Forecast verification is done separately for the WP and precipitation forecast components, as 
the inability to predict WPs well would not necessarily lead to a poor precipitation forecast - an 
incorrectly forecast WP might have a similar precipitation distribution to the observed WP. In 
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this case, the WP model would have poor skill but the precipitation model may perform better. 
This analysis will focus on the predictive skill over a reforecast horizon of 30 days, as the 
objective is to provide monthly WP and precipitation outlooks that are more applicable to 
general water resources management and drought planning than flood prediction. 
 
Table 5.1: Range of daily precipitation, 𝑥𝑥, for each bin 𝑝𝑝𝑏𝑏 and of 30-day precipitations sums, 
𝑦𝑦, for each bin 𝑠𝑠𝑐𝑐. 
The Jensen-Shannon divergence (JSD), suitable for measuring the distance between two 
probability distributions (Lin, 1991), is used to evaluate WP forecast skill. It is based on 
information entropy, which is used to measure uncertainty. An information-theoretic approach 
to verification is not widespread, although there is some published research on the topic (Leung 
and North, 1990; Kleeman, 2002; Roulston and Smith, 2002; Ahrens and Walser, 2008; Weijs 
et al., 2010; Weijs and Giesen, 2011). The JSD measures the forecast performance by 
quantifying the distance between distributions of the observed and forecast WP frequencies. 
The JSD is based on the Kullback-Leibler divergence (KLD) (Kullback and Leibler, 1951). Let 
𝑃𝑃 and 𝑄𝑄 be two discrete probability distributions. The KLD from 𝑄𝑄 to 𝑃𝑃 is given by: 
𝐷𝐷𝐾𝐾𝐾𝐾(𝑃𝑃||𝑄𝑄) = −�𝑃𝑃𝑖𝑖 log2 𝑄𝑄𝑖𝑖𝑃𝑃𝑖𝑖𝑊𝑊
𝑖𝑖=1
, 
Equation 5.1 
measured in bits (i.e. a binary unit of information). 𝐷𝐷𝐾𝐾𝐾𝐾(𝑃𝑃||𝑄𝑄) is only defined if 𝑄𝑄𝑖𝑖 = 0 ⇒ 𝑃𝑃𝑖𝑖 =0. Furthermore, as lim
𝑥𝑥→0
𝑥𝑥 log 𝑥𝑥 = 0, whenever 𝑃𝑃𝑖𝑖 = 0 the 𝑖𝑖th term of 𝐷𝐷𝐾𝐾𝐾𝐾(𝑃𝑃||𝑄𝑄) is taken as zero. 
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𝐷𝐷𝐾𝐾𝐾𝐾(𝑃𝑃||𝑄𝑄) ≥  0 and 𝐷𝐷𝐾𝐾𝐾𝐾(𝑃𝑃||𝑄𝑄) = 0 ⇒ 𝑃𝑃 = 𝑄𝑄. In this application 𝑊𝑊 = 30, the number of WPs 
and 𝑃𝑃 = (𝑝𝑝𝑓𝑓,1, … ,𝑝𝑝𝑓𝑓,30) and 𝑄𝑄 = (𝑞𝑞𝑓𝑓,1, … , 𝑞𝑞𝑓𝑓,30) are the vectors of observed and forecast WP 
relative frequencies, respectively. (Because these are relative frequencies, ∑𝑃𝑃 = 1 and 
∑𝑄𝑄 = 1.) As there would inevitably be some cases where the model forecasts no occurrences 
of some WPs (i.e. when 𝑄𝑄 contains zeros), 𝐷𝐷𝐾𝐾𝐾𝐾(𝑃𝑃||𝑄𝑄) will be undefined at times. Using the 
JSD avoids this problem; it is defined as: 
𝐷𝐷𝐽𝐽𝐽𝐽𝐽𝐽(𝑃𝑃||𝑄𝑄) = 12𝐷𝐷𝐾𝐾𝐾𝐾(𝑃𝑃||𝑀𝑀) + 12𝐷𝐷𝐾𝐾𝐾𝐾(𝑄𝑄||𝑀𝑀), 
Equation 5.2 
where 𝑀𝑀 = (𝑃𝑃 + 𝑄𝑄)/2. Unlike the KLD, the JSD is symmetric i.e. 𝐷𝐷𝐽𝐽𝐽𝐽𝐽𝐽(𝑃𝑃||𝑄𝑄) ≡ 𝐷𝐷𝐽𝐽𝐽𝐽𝐽𝐽(𝑄𝑄||𝑃𝑃). 
Also, 0 ≤  𝐷𝐷𝐽𝐽𝐽𝐽𝐽𝐽(𝑃𝑃||𝑄𝑄) ≤ 1, with a score of zero indicating 𝑃𝑃 and 𝑄𝑄 are the same (a perfect 
forecast). 
A measure suitable for evaluating precipitation forecast performance is the ranked probability 
score (RPS) (Epstein, 1969; Murphy, 1971), which is an extension of the Brier Score for 
multiple event categories (Wilks, 2011). As the predictand (summed precipitation bins) is 
ordinal, RPS is appropriate due to its sensitivity to distance (Staël von Holstein, 1970). For 𝐽𝐽 
event categories, define a vector of forecast probabilities 𝒑𝒑 = (𝑝𝑝1, … ,𝑝𝑝𝐽𝐽) and a binary vector 
𝒐𝒐 = (𝑜𝑜1, … , 𝑜𝑜𝐽𝐽) indicating which event category occurred. Then the cumulative forecasts and 
observations are given by 𝑃𝑃𝑒𝑒 = ∑ 𝑝𝑝𝑖𝑖𝑒𝑒𝑖𝑖=1  and 𝑂𝑂𝑒𝑒 = ∑ 𝑜𝑜𝑖𝑖𝑒𝑒𝑖𝑖=1 , for 𝑒𝑒 = 1, … , 𝐽𝐽, respectively. For a 
single forecast: 
𝑅𝑅𝑃𝑃𝑆𝑆∗ = �(𝑃𝑃𝑒𝑒 − 𝑂𝑂𝑒𝑒)2𝐽𝐽
𝑒𝑒=1
 
Equation 5.3 
which is represented as a skill score, 𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆∗, by 
𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆∗ = 1 − 𝑅𝑅𝑃𝑃𝑆𝑆∗
𝑅𝑅𝑃𝑃𝑆𝑆𝑟𝑟𝑒𝑒𝑓𝑓
∗ , 
Equation 5.4 
where 𝑅𝑅𝑃𝑃𝑆𝑆𝑟𝑟𝑒𝑒𝑓𝑓∗  is the score of the reference forecast using the climatological event category 
frequencies (PC). To jointly evaluate 𝑁𝑁 forecasts: 
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𝑅𝑅𝑃𝑃𝑆𝑆 = 1
𝑁𝑁
�𝑅𝑅𝑃𝑃𝑆𝑆𝑘𝑘
∗
𝑁𝑁
𝑘𝑘=1
, 
Equation 5.5 
and 
𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆 = 1 − 𝑅𝑅𝑃𝑃𝑆𝑆
𝑅𝑅𝑃𝑃𝑆𝑆𝑟𝑟𝑒𝑒𝑓𝑓
. 
Equation 5.6 
A perfect score is achieved when 𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆 = 1, which is also the upper limit. Negative (positive) 
values indicate the forecast is performing worse (better) than the reference forecast. 
5.3 Results 
The reforecast periods are referred to as H𝑑𝑑, for 𝑑𝑑 = 1, … ,72, ordered first by season and then 
by time. H1 through H18 correspond to winter, H19 through H36 to spring, H37 through H54 
to summer and H55 through H72 to autumn. See Table 5.2 for details. 
5.3.1 Features of the similarity method 
Unsurprisingly, longer prior windows (larger 𝑘𝑘) mean there are fewer occasions when SM can 
use the IS or OD components as there is a lower likelihood of there being an analogue in the 
historical record. Even when there are some analogues available, the samples from which WP 
predictions are randomly selected are smaller in size. A hypothesised corollary is that as 𝑘𝑘 is 
increased, SM becomes more similar in skill to MC, as it will increasingly use the Markovian 
component. Table 5.3 shows the mean and standard deviation, over all H𝑑𝑑, of the number of 
times the SM models use IS, OD or Markov components over the 30,000 individual daily 
reforecasts (1000 ensemble members over a 30-day reforecast period). For five-day windows, 
almost 80% of SM runs utilise IS, diminishing to around 30% for 15-day windows. For this 
largest window (SM15), the Markov component is used most frequently (on average across the 
reforecasts); SM15 should therefore be closer in forecast skill to MC than SM5 or SM10. This 
is not reflected in the reforecast results, as differences between the SM variants and MC are 
small in magnitude (Figure 5.1). 
The sample sizes of IS and OD decrease as 𝑘𝑘 increases (Figure 5.2), with a much larger 
difference between 𝑘𝑘 = 5 and 𝑘𝑘 = 10 than between 𝑘𝑘 = 10 and 𝑘𝑘 = 15. On average, half of 
IS sample sizes are below 17 for SM5, nine for SM10 and four for SM15. For OD, half of the 
sample sizes are below 28.5 for SM5, 12 for SM10 and seven for SM5. While the use of IS, 
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OD and Markov components clearly differs between SM variants, it does not seem to have 
much effect on model performance in spring or autumn. For winter (summer) the Markov 
component predicts different WPs to those following the analogues at lower (higher) skill 
(Figure 5.3).  
Season Reforecast ID Initialisation date 
 
Season Reforecast ID Initialisation date 
Winter 
H1 27/02/1961 
Summer 
H37 16/07/1968 
H2 20/02/1962 H38 09/08/1972 
H3 30/12/1962 H39 07/06/1975 
H4 02/02/1963 H40 08/08/1976 
H5 27/01/1965 H41 15/06/1977 
H6 09/02/1968 H42 27/06/1979 
H7 26/02/1969 H43 11/06/1981 
H8 14/12/1972 H44 10/08/1981 
H9 25/02/1973 H45 03/07/1983 
H10 22/02/1984 H46 27/06/1984 
H11 31/01/1986 H47 19/06/1986 
H12 10/01/1992 H48 09/07/1989 
H13 19/02/1993 H49 13/07/1990 
H14 20/12/1996 H50 11/06/1995 
H15 21/01/1998 H51 23/07/1995 
H16 10/02/2004 H52 27/08/1996 
H17 28/02/2011 H53 24/08/2007 
H18 28/02/2012 H54 31/08/2014 
Spring 
H19 08/05/1961 
Autumn 
H55 24/11/1963 
H20 30/05/1962 H56 12/10/1964 
H21 18/05/1968 H57 19/09/1969 
H22 23/05/1970 H58 05/09/1971 
H23 28/03/1974 H59 08/09/1972 
H24 01/04/1976 H60 01/10/1978 
H25 05/05/1978 H61 25/10/1983 
H26 19/04/1980 H62 08/10/1985 
H27 28/05/1982 H63 06/09/1986 
H28 19/04/1984 H64 19/11/1987 
H29 28/04/1990 H65 02/09/1989 
H30 04/05/1991 H66 11/11/1989 
H31 24/03/1997 H67 30/11/1995 
H32 26/03/2002 H68 10/09/2002 
H33 22/03/2003 H69 26/09/2007 
H34 22/03/2007 H70 05/09/2009 
H35 02/05/2008 H71 26/11/2010 
H36 05/04/2011 H72 12/11/2013 
 
Table 5.2: ID number, season and initialisation date of the 72 reforecasts. 
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Table 5.3: Mean and standard deviation (in brackets) of number of times identical set (IS), one-
different set (OD) and Markov components of SM methods (for k = 5, 10 and 15) are used in 
reforecasts. 
 
Figure 5.1: Boxplots of differences in Jensen-Shannon Divergence (JSD) between each SMk 
and MC. Whiskers are the range of the data.   
Changing the size of the 𝑘𝑘-day window for SM does not have much effect on reforecast 
performance except in winter. JSD results for SM5, SM10 and SM15 are similar in spring and 
autumn, while SM15 is marginally the most skilful in summer and SM5 is the most skilful in 
winter (Figure 5.3). When there are large differences in skill between the three variants, SM5 
tends to outperform at least one of the other models in winter and autumn but is typically the 
least skilful in summer (not shown). Figure 5.4a shows that for H68, none of the models 
predicted the standout feature – the dominance of WP9. The added skill of SM5 over the other 
two models appears to come from its better prediction of the number of times WP16, and to a 
lesser extent WP27, occurred. A large number of different WPs occurred in the 15-day period 
prior to this reforecast (Figure 5.4b). As such it is likely that the weaker performance of SM10 
and SM15 is due to fewer IS and OD analogues available in the training period (the five days 
prior to H68 contains four different WPs, increasing to seven WPs for 10 days prior and eight 
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WPs for the full 15 days). This results in behaviour more similar to MC, which correspondingly 
performs worse for this reforecast than all SM models (not shown).  
 
Figure 5.2: ECDF of sample sizes used in each a) identical set (IS) and b) one-different set 
(OD) component of SMk for k = 5, 10 and 15. 
 
 
Figure 5.3: Boxplots of SM5, SM10 and SM15 Jensen-Shannon Divergence (JSD) for the 
reforecast periods. Whiskers are the range of the data. 
On the other hand, higher 𝑘𝑘 improves reforecast skill for H40 (Figure 5.6a). The high frequency 
of WP6 is best predicted by SM15, implying that the inclusion of WP13 in the prior window 
precipitated higher likelihood of a WP6 forecast. SM15 over-predicted WP9 compared to the 
other models, surely a result of the prior window including WP9 on more occasions that the 
other models (WP9 would be in the prior window for at least the first six reforecast days for 
SM15 compared to once and no times for SM10 and SM5, respectively). Note, however, that 
the influence of WPs in the prior window can only definitively be discussed for the first 𝑘𝑘 days 
of the reforecast period, as the models update daily according to their own predictions, not the 
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observations. This point regarding the number of model runs for which WPs remain in prior 
windows shall be returned to later.   
 
Figure 5.4: a) Relative frequencies of WPs for H68 for observations and SM5, SM10 and SM15 
reforecasts; b) observed WP time series for H68 and preceding 15 days. Vertical dashed lines 
delineate the prior windows for each SMk. 
 
Figure 5.5: Boxplots of SM5, MC and FM Jensen-Shannon Divergence (JSD) for the reforecast 
periods. Whiskers are the range of the data. 
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5.3.2 Weather pattern reforecasts 
For brevity, this chapter will focus on SM5 and only relay the key points regarding SM10 and 
SM15. Overall, SM5, FM and MC yield similar levels of reforecast skill across all seasons 
except summer (Figure 5.5). In summer, MC has marginally better skill than the benchmark, 
FM, with SM5 clearly the worst. SM10 and SM15 have skill scores closer to FM and MC in 
this season, but are still not as skilful (not shown). On occasions when SM5 has considerable 
skill over FM and MC, skill for all models tends to be lower compared to other reforecasts in 
that season e.g. H3, H30, H53 and H71 (not shown). For example, none of the models accurately 
predict the high frequency of WP13 and WP25 for H53 (Figure 5.7a). For MC and FM this is 
because these two WPs do not occur in summer often. The added skill of SM5 over the other 
models in this case is mostly due to the comparably lower reforecast frequencies for the 
majority of typical summer WPs (WP1 through WP11). As such, SM5 provides a more skilful 
reforecast because of the WPs it does not predict, rather than the WPs it does predict. 
This reforecast is the exception rather than the rule; when SM5 outperforms MC and FM it is 
mostly also due to correctly predicting higher frequencies of WPs, such as WP6, WP10 and 
WP13 for H65 (Figure 5.8). For this reforecast, SM5 did not predict the increased occurrence 
of WP21 and WP25. This is likely a result of these WPs occurring (in the observed series) 
toward the end of the reforecast period. At this stage, the daily WP reforecasts are updated with 
information from the reforecasts themselves, not observations, and are therefore subject to a 
wider range of WPs in the prior windows and hence more variable predictions. 
H45 (Figure 5.9) is a good example of why SM5 tends to be the least skilful model in the 
summer, with lower (higher) predicted frequencies of WPs that mostly occur in summer 
(winter). SM5 better predicts the frequencies of only nine WPs, and is particularly poor at 
reforecasting the predominance of WP1. The simpler models are more skilful than SM in this 
season probably because there are fewer WPs that tend to occur than in winter and so 
climatological and transition probability-based forecasts are less likely to diverge significantly 
from the observations. 
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Figure 5.6: As for Figure 5.4 but for H40. 
SM predominantly predicts the next day’s WP as one of the WPs in the previous 𝑘𝑘 days. That 
is, the observed WPs following the historical analogues used in the SM method are generally 
one of the WPs in the analogue. Consider H53 (Figure 5.7) as an example. The prior window 
for the first reforecast day features WP1, WP6 and WP19 and as a result, roughly 60% of the 
ensemble members predict one of these WPs for the next day (Figure 5.7c). The reforecast 
frequency of WP1 drops sharply for the second day, as it would no longer be present in prior 
windows of those ensemble members that did not predict WP1 for the first reforecast day 
(Figure 5.7b). Likewise, the reforecast frequencies for WP19 are much smaller on the fourth 
day. On the other hand, as WP6 is in the prior window for at least the first five days of 
reforecasts (more for those ensemble members that also predicted WP6), the predicted 
frequencies remain high. SM5 therefore accounts for “interrupted persistence” of WPs. That is, 
rather than only predicting continued persistence via uninterrupted sequences of a single WP, 
the use of unordered sets in SM enables the model to predict WPs that are not necessarily the 
most recently occurring prior to the reforecast date. 
This is conceptually similar to a 𝑘𝑘th-order Markov model, for which there would be, in some 
cases, higher transition probabilities to those WPs that had been observed in the previous 𝑘𝑘 
days. Furthermore, the order of the WPs in the prior window is implicitly accounted for. From 
the first forecast day the ensemble begins to diverge, but the first 𝑘𝑘 model runs include at least 
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one observed WP in the prior window, and all ensemble members will include these WPs. 
Therefore, the most recent WP observations are guaranteed to be in the prior window for longer 
than the preceding WPs, meaning these WPs are more likely to be predicted in the early stages 
of the forecast period. 
 
Figure 5.7: a) Relative frequencies of WPs for H53 for observations and SM5, FM and MC 
reforecasts; b) observed WP time series for H53 and preceding 5 days, with vertical dashed 
lines delineating the prior window and reforecast period; and c) SM5 reforecast probabilities 
of each WP for each of the first four days in the reforecast period. Dashed blue vertical lines 
indicate the observed WP. 
SM is capable of producing unusual WP frequencies in the forecast, whereas FM and MC 
predict the climatological average. This is related to the concept of forecast sharpness (Allan, 
1993), which is a quality reflecting a forecast system’s ability to predict events that deviate 
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from climatology. Forecast sharpness is clearly seen in some of the reforecast results. 
Reforecast frequencies for H65 (Figure 5.8) show this feature, with SM5 better predicting the 
spikes in frequency of WP6, WP10 and WP13. FM and MC, on the other hand follow the clear 
climatological pattern of lower frequencies for higher-numbered WPs. Similarly, SM5 correctly 
reforecasts increased frequencies of WP10 in H45 (Figure 5.9), although this model is less 
skilful than MC and FM. H53 (Figure 5.7) shows increased sharpness is not always 
advantageous, with the climatological models’ predictions of WP6 frequency more accurate 
than from SM5, despite the latter identifying the slight spike in frequency. The sharpness of 
SM is tied to its habit of predicting WPs from the prior window, as described in the previous 
paragraph: the WPs with higher reforecast frequencies are typically those in the prior window. 
 
Figure 5.8: As Figure 5.7 (a) and (b) but for H65. 
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Figure 5.9: As Figure 5.7 (a) and (b) but for H45. 
5.3.3 Precipitation reforecasts 
Precipitation climatology is a more skilful prediction method than any of the forecasts derived 
from the WP forecast models. No model has 𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆 > 0 for any region (Figure 5.10), indicating 
that, on average, PC outperforms SM, MC and FM. There are some cases when the skill score 
for an individual reforecast, 𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆∗, is greater than zero for SM5 (Table 5.4). When SM5 
outperforms PC, it follows that the WPs predicted are associated with precipitation amounts 
closer to the observed than climatology. This is not to say the WP predictions are necessarily 
skilful themselves – the forecast WPs might be different to the observations but have similar 
precipitation distributions. For example, the least skilful summer WP reforecast, according to 
JSD, is H53, for which SM5 is unable to capture the high frequency of WP13 (Figure 5.7a). 
However, for the precipitation forecasts of this period, SM5 outperforms PC in over half of all 
regions (Table 5.4). As such, in terms of resulting precipitation, the underestimation of the 
frequency of WP13 appears to be compensated for by overestimation of other WPs’ frequencies 
of occurrence, with these overestimated WPs being associated with precipitation distributions 
that closely match the observed precipitation (in these regions for this reforecast period). The 
inability of the WP forecast models to estimate precipitation with higher skill than climatology 
is particularly clear when taking into account the fact that the reforecasts were selected to be 
112 
 
the driest periods on record i.e. they are necessarily dissimilar to climatology. Therefore, PC 
itself is unlikely to be skilful and the WP models even less so. 
 
Figure 5.10: Ranked Probability Skill Score (RPSS) by region for SM5, FM and MC for H1 to 
H72. 
 
Table 5.4: SM5 reforecasts for which 𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆∗ > 0 by season, with total number of such cases. 
Forecast skill is not spatially or temporally homogeneous. Models exhibit, on average, superior 
performance in eastern regions (Figure 5.10). For SM5, this is driven by more cases of the 
model outperforming precipitation climatology (𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆∗ > 0) for eastern regions (except SEE 
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and CEE in winter) than for western regions (Table 5.4). In addition, scores are generally lower 
overall in spring and summer for western regions. The situations where SM5 is more skilful 
than PC are most common in autumn and least common in spring (Table 5.4). Given that model 
skill of the WP forecasts is not vastly different between these two seasons (Figure 5.5), it is 
likely that the WPs predicted in autumn are more similar to the observations than those in 
spring, but in terms of their conditional precipitation distributions rather than the actual WPs 
themselves. On the other hand, some of the highest-skill WP reforecasts occur during summer 
(Figure 5.5), subject to the aforementioned east-west divide (Table 5.4). This suggests that the 
WPs can provide a superior representation of low-precipitation periods in the east compared to 
climatology, but this is not true in the west. Note, however, that these reforecasts with 𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆∗ >0 are in the minority; precipitation climatology is still the preferred method for all regions on 
average. 
Over all regions, winter has the second highest number of cases with 𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆∗ > 0. A possible 
reason for WP models outperforming precipitation climatology in this season and autumn is the 
above-average occurrences of easterly WPs (WP27 and WP28) during reforecast periods 
(Figures 5.11a and d). Many of the reforecast periods dominated by these WPs correspond with 
𝑅𝑅𝑃𝑃𝑆𝑆𝑆𝑆∗ > 0: H3, H7, H11, H14, H55, H64, H67 and H71 satisfy this for at least two regions, 
while H2, H4, H6 and H66 satisfy this for one or no regions. It seems likely that WP models 
have higher skill than precipitation climatology for easterly-dominated reforecast periods 
because phases characterised by easterly flow are rarer (correspondingly, WP27 and WP28 are 
the fourth and third least common WPs annually, respectively). Precipitation generally follows 
a decreasing gradient from northwest to southeast and so on occasions when this does not hold, 
PC will be less appropriate, whereas SM5 forecasts that predict some easterly WPs will better 
estimate observed conditions. 
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Figure 5.11: Seasonally aggregated relative frequency anomalies of observed WPs during the 
reforecast periods H1 to H72. 
5.4 Investigating model deficiencies 
This section attempts to identify reasons behind the overall poor skill of SM’s precipitation 
forecasts. First, model performance may be hindered by the choice of dry reforecast periods, 
and so the models are run on a new set of 72 reforecast periods, H73 through H144, which 
observed average precipitation. For each season and each region, two 30-day periods that 
featured observed precipitation between the 35th and 65th percentiles of the distribution are 
randomly selected. Half of the reforecast dates are chosen from the first half of the record (1961 
through 1989), with the remainder from the second half (1989 through 2016). The methods to 
predict WPs and precipitation are exactly as described previously for the dry periods. 
WP forecast skill from SM5, MC and FM is very similar for average precipitation periods as 
for dry periods (not shown). As before, there is little to separate the models in terms of overall 
skill, and the same seasonal differences are evident (not shown). Precipitation forecast skill is 
higher when forecasting periods of average precipitation for all models in every region except 
NS (less skill) and SS (very similar skill) (Figure 5.12). This might be surprising, as for these 
dates, it would be reasonable to expect the benchmark precipitation forecast, PC, to be more 
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skilful than for drought dates, and resulting model skill scores to be lower (as RPSS scales 
model skill against PC). As this is not the case, the logical conclusion is that both model (SM5, 
FM and MC) and benchmark (PC) skill improves when predicting periods of average 
precipitation, but the magnitude of improvement is greater for the former. Despite this 
improvement, model skill is still poor overall, with only those for SEE and CEE showing an 
improvement upon climatology. 
 
Figure 5.12: Ranked Probability Skill Score (RPSS) for SM5, FM and MC for average 
precipitation reforecast periods H73 to H144. 
Precipitation forecasts from SM5 are derived using the two model components of WP 
predictions and subsequent precipitation estimation. An attempt to isolate the source of model 
skill is made by considering a perfect prognostic model. Instead of deriving the precipitation 
estimates from WPs predicted via historical analogues or otherwise, the observed WPs are used 
as input. This model, Perfect-WP, is an idealised model rather than one with operational 
potential. Testing Perfect-WP may offer information on whether it is the lack of skill in 
predicting WPs that propagates through to poor precipitation forecast skill, or if the procedure 
to estimate precipitation from the predicted WPs is the issue. 
As expected, forecast skill is higher using Perfect-WP for both dry and climatologically average 
periods (Figure 5.13). For the latter, model skill is lower than precipitation climatology for all 
but one region, SEE. This suggests that, if forecasting average precipitation is the aim, directly 
using precipitation climatology is a superior method to utilising WP forecasts, even if the WPs 
could be predicted exactly. For predicting dry periods, on the other hand, Perfect-WP is more 
skilful than PC for all regions except NS (less skill) and SS (same skill) (Figure 5.13). The 
implication is that, when forecasting during periods of non-climatological precipitation, 
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knowing the WPs that will occur in advance would be of benefit. By extension, at least part of 
the low model skill from SM5 (and MC and FM) comes from inadequate forecasting of the 
WPs themselves, and improvements to this model component may provide more skilful 
precipitation forecasts. 
 
Figure 5.13: Ranked Probability Skill Score (RPSS) for Perfect-WP for dry reforecast periods 
H1 to H72 (green circles) and average precipitation reforecast periods H73 to H144 (orange 
crosses). 
5.5 Conclusions 
In this chapter, a WP and precipitation forecast model (SM) based on historical analogues 
identified from the previous five, 10 or 15 days has been developed. SM was compared to two 
models, one based on the first-order Markov WP transition probabilities (MC) and the other on 
the climatological WP frequencies (FM). Precipitation forecasts were then derived by weighted 
sampling from the conditional distributions of precipitation given the predicted WPs. The 
models were tested on 144 30-day periods between 1961 and 2016, 72 of which observed very 
low precipitation and the remainder observed average precipitation. Forecast skill of the WPs 
was assessed using the Jensen-Shannon divergence (JSD), with results indicating little 
difference in performance between the three models. Summer is an exception, when the 
benchmark models perform slightly better than SM. On the other hand, SM shows promise of 
higher forecast sharpness than FM or MC, meaning it is potentially capable of predicting 
unusual WP frequencies rather than consistently predicting the average. Forecast skill for 
precipitation was verified using the Ranked Probability Skill Score (RPSS), with precipitation 
climatology (PC) used as the benchmark. It was shown that, in general, PC is a superior 
prediction method to SM, MC or FM, even for periods of very low precipitation. However, 
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results also showed that a perfect prognostic model, that uses WP observations as the ‘forecast’, 
to derive precipitation estimates is more skilful than PC during low-precipitation periods. This 
suggests that given requisite improvement of the WP forecasts, useful precipitation predictions 
could be derived. 
There are several reasons that may explain why the historical analogue approach to predicting 
WPs here is not skilful. First, the previous chapter confirmed that some WPs do display the 
tendency to persist on time-scales of up to three weeks. This was shown using a Markov model 
by higher probabilities of certain WPs occurring given their prior occurrence (of varying 
frequencies) in a preceding window (or varying length). SM is similar in that it uses preceding 
windows from which to make a prediction, and is sampling from historical analogues, which is 
comparable to deriving transition probabilities. However, SM may have failed to capture the 
persistence due to the selection of analogues based on the set of WPs that occurred in the prior 
window, rather than also taking into account the WP frequencies and their time-ordering. This 
links to the conclusion of the previous chapter, which discussed the relationship between WP 
persistence and physical mechanisms such as low-frequency atmospheric circulation patterns 
and land-atmosphere feedbacks. If the order of the WPs is crucial in determining the following 
WPs, then altering SM to account for this may be of benefit. 
A second reason for SM’s lack of skill is that the calibration period used may be unsuitable. 
SM makes use of the entire WP series, from 1850, prior to the date of the forecast. The 
behaviour of MO-30 WPs has changed over time, as illustrated by changes in WP frequencies 
of occurrence (Figure 3.3). Therefore, some historical analogues used by SM might not be 
representative of the behaviour of MO-30 at the time of the forecast. Instead of using the entire 
time series, it might be more appropriate to select analogues from a subsample of the series. 
These subsamples should be selected according to some exogenous process that has some 
influence on WP behaviour. The NAO cannot be considered exogenous – its index indicates 
the relative strength of low and high pressure over Iceland and the Azores, respectively, and the 
WPs are themselves defined using pressure. Therefore, it would not be surprising to see the 
behaviour of the WPs change for different NAO states. Indeed, previous authors have 
confirmed this for the Lamb catalogue, finding positive (negative) correlations between the 
NAO index and westerly (anticyclonic and northerly) LWTs (Sweeney and O'Hare, 1992; 
Wilby et al., 1997; Fowler and Kilsby, 2002a). 
This dependence between WPs and the NAO offers an opportunity for extending the potential 
forcing mechanisms of the NAO to WP classifications. There is evidence that the state of the 
NAO is influenced on short (~10-day) time-scales by the phase of the Madden-Julian 
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Oscillation (MJO); see Hannachi et al. (2017) and references therein. For example, Cassou 
(2008) showed that positive (negative) phases of the NAO tended to follow MJO-related 
convection over the Indian (western Pacific) Ocean. Investigating whether the same mechanism 
holds for WP frequencies of occurrences and persistence would be an interesting line of 
analysis. On longer time-scales, research suggests that tropical Atlantic and Pacific sea-surface 
temperatures influence atmospheric circulation over Europe and the North Atlantic (Terray and 
Cassou, 2002; Cassou et al., 2004; Fereday et al., 2008; Hannachi et al., 2017). A decrease 
(increase) in the occurrence of the positive (negative) phases of the NAO have been linked to a 
warm tropical Atlantic, for example (Terray and Cassou, 2002; Cassou et al., 2004). For the 
historical analogue WP forecast model presented here, selecting subsamples based on preceding 
states of the MJO and/or tropical sea-surface temperatures might be a good start, although this 
would need to be justified by some analysis exploring any changes in behaviour related to these 
variables. 
Although results using the perfect prognostic model suggest that the method used to derive 
precipitation estimates from WPs can be skilful for dry periods (Figure 5.13), a potential 
improvement to this model component is to further condition the WP-precipitation conditional 
distribution prior to sampling. As with conditioning the selection of analogues, WP 
precipitation could be conditioned by a physical process, the NAO for example. It is well known 
that the NAO affects precipitation amounts in the UK (see references in Chapter 2), but this 
does not mean the precipitation associated with WPs also changes with the NAO, as it may only 
be the WP frequencies of occurrence that change (with their precipitation distributions 
unchanged). Numerous studies have shown that UK precipitation associated with the LWTs 
varies on decadal time-scales, and that these variations have coincided with shifts in the NAO 
(Sweeney and O'Hare, 1992; Wilby, 1994; Wilby, 1997; Fowler and Kilsby, 2002a). However, 
these analyses are somewhat confounding due to the aforementioned dependence between the 
NAO and WPs - it is difficult to separate the NAO’s influence on the WPs’ precipitation directly 
from its influence on WP frequencies of occurrence. An investigation exploring a more formal, 
causative relationship between the NAO and WP-precipitation would be interesting, and to the 
author’s knowledge, there are no published studies on this. 
A key objective of this thesis is to develop statistical and dynamical models for drought 
prediction using WPs. In this context, the key result from this chapter is that adequate 
improvement in the WP forecasting component can yield skilful precipitation forecasts; the 
focus in the following chapter shall be on improving this factor. While it would be possible to 
tweak the existing SM model according to suggestions outlined earlier, a different approach 
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will be pursued: a hybrid dynamical-statistical forecast model, where the WPs are predicted 
using output from ensemble seasonal forecast systems (the dynamical component) and 
precipitation forecasts are derived from these in the same manner as in this chapter (the 
statistical component).
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Chapter 6  
Drought and precipitation forecasting using dynamical model weather-
pattern predictions 
6.1 Introduction 
A key result from Chapter 5 is that for an idealised model in which the WPs were predicted 
perfectly, resulting precipitation forecasts were substantially improved compared with those 
using statistically-predicted WPs. As such, this chapter will explore whether using a dynamical 
forecast model to predict WPs yields higher skill in both forecasts of the WPs themselves and 
of precipitation. This will allow a comparison between WP-based statistical and dynamical 
models and also with direct (modelled) precipitation forecasts from the dynamical system. As 
such systems tend to be more skilful in predicting atmospheric variables than precipitation in 
the medium to long range (Kirtman and Pirani, 2009; Lavers et al., 2014; Saha et al., 2014; 
Vitart, 2014; Lavers et al., 2016a), a hypothesis for this chapter is that using pressure forecasts 
to predict WP occurrences, and then estimating precipitation and drought from these, will 
provide a gain in skill compared to forecasting precipitation directly from dynamical models. 
Until recently, the capability of dynamical models to predict WP occurrences had been little 
researched. Ferranti et al. (2015) evaluated the forecast skill of the medium-range ECMWF 
ensemble using WPs. They objectively defined four WPs according to 500 hPa geopotential 
heights (Z500) over the North Atlantic and European sector. Model forecasts of daily Z500 for 
October through April between 2007 and 2012 were then assigned to the closest matching WP 
using the root-mean-square difference. Verification scores indicated that there was superior 
skill for predictions initialised during negative phases of the North Atlantic Oscillation (NAO). 
Similarly, WPs were used to evaluate the skill of the Antarctic Mesoscale Prediction System 
by Nigro et al. (2011). The Met Office predict MO-8 and MO-30 WPs using a post-processing 
system named “Decider”. Using an ensemble prediction system, such as GloSea5 (MacLachlan 
et al., 2015) or the ECMWF Ensemble Prediction System extended range forecast model 
(henceforth EMCWF-EPS) (Buizza et al., 2007; Vitart et al., 2008), forecast SLP fields over 
Europe and the North Atlantic Ocean are assigned to the best-matching WP according to the 
sum-of-squared differences between the forecast SLP and WP MSLP fields. Decider therefore 
produces a probabilistic prediction of WP occurrences for each day in the forecast lead-time; 
see Neal et al. (2016) for an example that used ECMWF-EPS to forecast MO-8 WPs. 
Furthermore, Decider has various operational applications: predicting the possibility of flow 
transporting volcanic ash originating from Iceland into UK airspace, highlighting potential 
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periods of coastal flood risk in the UK (Neal et al., 2018) and as an early-forecast system for 
UK fluvial flooding. For Japan, Vuillaume and Herath (2017) defined a set of WPs according 
to MSLP. These WPs were used to refine bias-correction procedures, via regression modelling, 
of precipitation from two global ensemble forecast systems. The authors found that 
improvements from the bias-correction method using WPs was strongly dependent on the WP, 
but overall superior to the global (non-WP) method.  
The aforementioned studies have all considered daily WPs. Other studies have addressed the 
seasonal time-scale. Baker et al. (2018) reforecast UK regional winter precipitation between 
the winters of 1992/93 and 2011/12 using GloSea5, which has little raw skill in forecasting this 
variable (MacLachlan et al., 2015). GloSea5 has, however, been shown to skilfully forecast the 
winter NAO (Scaife et al., 2014). The authors exploited this by constructing two winter MSLP 
indices over Europe and the North Atlantic, and reforecasts of these indices were derived from 
the raw MSLP fields. A simple regression model then related these indices to regional 
precipitation and produced more skilful forecasts than the raw model output. 
This chapter investigates to what extent replacing the statistical component of WP prediction 
from the previous chapter with a dynamical model improves forecast skill. This is done by 
creating a 20-year daily WP reforecast data set, on which WP and precipitation forecast skill 
are assessed at a range of lead-times. The data and methods used are in Section 6.2, results in 
Section 6.3 and concluding remarks in Section 6.4. 
6.2 Data and methodology 
6.2.1 Data 
For this analysis a 20-year daily WP probabilistic reforecast data set is created using the sub-
seasonal to seasonal (S2S) project (Vitart et al., 2017) data archive, which, through ECMWF, 
hosts reforecast data for a multitude of variables and by a range of models from around the 
globe. In particular, ECMWF-EPS, which is a coupled atmosphere-ocean-sea ice model with a 
lead-time of 46 days, is used. This model is run at a resolution of 0.25° up to day 15 and 0.5° 
beyond this, is run at 00Z, twice weekly (Mondays and Thursdays) and has 11 ensemble 
members for the reforecasts (compared to 51 members for the real-time forecasts). For further 
details, refer to the model webpage (ECMWF, 2017). 
Daily reforecasts of MSLP between 02/01/1997 and 28/12/2016, inclusive, are used. The 
domain is 30°W-20°E, 35°-70°N with a resolution of 5° (the same as MO-30). These fields are 
converted to anomalies by removing a smoothed climatology and subsequently assigned to the 
closest matching MO-30 WP via minimising the sum-of-squared differences. Both the MSLP 
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climatology and the WP definitions are the same as those used by Neal et al. (2016) to ensure 
consistency, i.e. they are derived from the EMULATE MSLP data set (Ansell et al., 2006) 
between 1850 and 2003. This is compared against an observed WP time series to measure 
forecast skill, but this series is slightly different to that described in previous chapters. WP 
assignment prior to 2004 was previously done using MSLP data, and from 2004 onwards using 
12Z SLP fields from ERA-Interim reanalysis data (Dee et al., 2011). The ECMWF-EPS 
reforecasts, however, are issued for 00Z of each day. To ensure consistency across the forecast 
and observation data sets, the observed WP series is recalculated using ERA-Interim 00Z fields 
from 1979 to 2017 (inclusive) using the same assignment procedure as in the original series. 
This does not qualitatively change key statistics of MO-30, such as WP frequencies of 
occurrence (not shown). 
The regional daily precipitation data set, HadUKP, is the same as described in previous 
chapters, with data from 1979 through 2017 used. Precipitation forecasts are also compared 
with precipitation predicted directly by ECMWF-EPS. For the same dates as the WP reforecast 
data set, modelled precipitation is extracted at a resolution of 0.5° from the S2S archive. The 
grid cells are assigned to whichever of the nine HadUKP regions the cell centres lie in. Taking 
the daily mean of all cells over each region produces a probabilistic reforecast data set of 
precipitation for each of the HadUKP regions. 
6.2.2 Weather pattern forecast models and verification procedure 
Two models for the WP forecasts are compared. The first is ECMWF-EPS, which shall be 
referred to as EPS-WP (in practice this is the WP reforecast data set discussed in the previous 
subsection). The second model is a 1000-member, first-order, nonhomogeneous Markov chain, 
the same as that used in Chapter 5. This model is used as the statistical comparison with EPS-
WP for two reasons. First, the historical analogue model described in the previous chapter is 
very data-intensive and requires significant computing time (hence the relatively small forecast 
verification sample used in that chapter). Second, the Markov model overall performed 
comparably with the analogue approach, making it a suitable and easily implementable proxy 
for how the analogue model might have performed. 
The JSD, as described in Chapter 5 (Equation 5.2), is used to assess model performance of WP 
prediction. As the forecast sample is substantially bigger than that used in Chapter 5, skill is 
analysed at the monthly, not seasonal scale. The middle date of each forecast period is used to 
assign the month. Forecast skill is calculated for lead-times of 16, 21, 26, 31, 36, 41 and 46 
days. Results suggest that the JSD is unsuitable for comparing skill at different lead-times. This 
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is because the JSD measures the distance between probability distributions. At the shorter lead-
times, the forecast relative frequency distribution tends to be much noisier than that of the 
observations i.e. a greater number of different WPs are predicted than observed. As the lead-
time is increased, the observations become noisier and as a result the JSD tends to score the 
differences between these distributions as more similar (a smaller difference). Interestingly, 
experimentation shows that at very short lead-times (up to five days), the JSD score for 
ECMWF-EPS may be lower than at some higher lead-times. This is because model forecasts at 
these time-scales tend to exhibit low variability (the number of different WPs predicted by 
ensemble members) and high accuracy, yielding a small JSD. Further investigation of the 
behaviour of information theoretic skill scores used to compare across lead-times would be 
interesting, but is beyond the scope of this thesis. The JSD is used to compare WP forecast skill 
of EPS-WP and the Markov model, considering each lead-time separately. 
6.2.3 Precipitation and drought forecast models and verification procedure 
Four precipitation forecast models are compared (Table 6.1), at the same lead-times as the WP 
predictions. Three models are driven first by a WP component: the EPS-WP and Markov 
models described above and Perfect-WP, a perfect prognostic model that uses WP observations 
as input (as described in Chapter 5.4). The procedure by which precipitation is estimated from 
the WP forecasts is the same as described in Chapter 5.2.3 except for the following changes: 
• The conditional distributions of precipitation given the WPs are calculated using the 
new MO-30 time series described earlier. Instead of computing these distributions 
according to the season, they are computed on a rolling 91-day climatology. This should 
provide a more realistic simulation of sampled precipitation. 
• Owing to a shorter record compared to Chapter 5, the cross-validation procedure used 
is different. Instead of using all data up to the forecast initialisation date, and adding in 
new data as it becomes available, a leave-one-year-out technique is used. This enables 
maximum use of observations in validation. 
The fourth model is the direct ECMWF-EPS precipitation forecasts (EPS-P), processed to 
provide probabilistic predictions of regional precipitation as described earlier. 
Precipitation and drought forecast verification is done separately. First, a general assessment of 
precipitation forecast skill is measured using the RPSS described in Chapter 5 (Equation 5.6). 
As with the WP verification, the data are split by month. Second, model performance in 
predicting dichotomous drought/non-drought events is evaluated for two classes of drought 
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severity. The first class, Dmild, corresponds to mild drought: precipitation sums (over the length 
of the considered lead-time) being below the 30.9th percentile of the summed precipitation 
distribution. The second class is moderate drought, Dmod, with such sums being below the 15.9th 
percentile. These percentiles are calculated using for each region and month using the whole 
data set from 1979 through 2017, and are chosen as they correspond to SPI values of -0.5 and -
1. 
Model WP component Precipitation component 
Markov Predicted using a first-order Markov chain 
Estimated by sampling from 
conditional distributions of 
precipitation given the WPs. 
EPS-WP 
Predicted by assignment of forecast SLP fields 
from ECMWF-EPS 
Perfect-WP Observed WPs 
EPS-P - Forecast by ECMWF-EPS 
Table 6.1: Details of precipitation and drought forecast models. 
The Brier Skill Score 
Three verification techniques are used to assess skill in predicting droughts. The first is the 
Brier Skill Score (BSS). The BSS is based on the Brier Score (BS) (Brier, 1950), which 
measures the mean-square error of probability forecasts for a dichotomous event, in this case 
the occurrence or non-occurrence of drought. BS is defined as 
𝐵𝐵𝑆𝑆 = 1
𝑛𝑛
�(𝑦𝑦𝑖𝑖 − 𝑜𝑜𝑖𝑖)2𝑛𝑛
𝑖𝑖=1
, 
Equation 6.1 
where 𝑦𝑦𝑖𝑖 and 𝑜𝑜𝑖𝑖 are the forecast probabilities and binary event outcomes, respectively, and 𝑛𝑛 is 
the number of forecasts. The BS is converted to a relative measure, or skill score, by setting 
𝐵𝐵𝑆𝑆𝑆𝑆 = 1 − 𝐵𝐵𝑆𝑆
𝐵𝐵𝑆𝑆𝑟𝑟𝑒𝑒𝑓𝑓
, 
Equation 6.2 
where 𝐵𝐵𝑆𝑆𝑟𝑟𝑒𝑒𝑓𝑓 is the score of a reference forecast given by the quantiles associated with each 
drought threshold, 0.309 for Dmild and 0.159 for Dmod. As with the RPSS, a perfect score is 
achieved when 𝐵𝐵𝑆𝑆𝑆𝑆 = 1 and negative (positive) values indicate the forecast is performing 
worse (better) than 𝐵𝐵𝑆𝑆𝑟𝑟𝑒𝑒𝑓𝑓. 
The BS can be decomposed into three terms (Murphy, 1973): 
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Equation 6.3 
𝐼𝐼 can be thought of as the specified number of forecast probability subsamples (bins) that the 
forecasts are split into. Then, 𝑁𝑁𝑖𝑖 are the number of times each forecast is used in each subsample 
and so 𝑛𝑛 = ∑ 𝑁𝑁𝑖𝑖𝐼𝐼𝑖𝑖=1 , the total number of forecasts, as in Equation 6.1. The conditional 
(subsample) event relative frequency is defined as: 
𝑜𝑜𝚤𝚤� = 𝑝𝑝(𝑜𝑜1|𝑦𝑦𝑖𝑖) = 1𝑁𝑁𝑖𝑖 � 𝑜𝑜𝑘𝑘 ,
𝑘𝑘∈𝑁𝑁𝑖𝑖
 
Equation 6.4 
where 𝑜𝑜𝑘𝑘 = 1 if the event occurs for the 𝑘𝑘th forecast-event pair and 𝑜𝑜𝑘𝑘 = 0 if it does not. Note 
that the summation is only for those 𝑘𝑘 that correspond to the particular forecasts in subsample 
𝑖𝑖 = 1, … , 𝐼𝐼. The unconditional (overall) event relative frequency, or sample climatology, is 
given by: 
?̅?𝑜 = 1
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Equation 6.5 
The three terms in Equation 6.3 are known as the reliability, resolution and uncertainty, and so 
this equation can be written as: 
𝐵𝐵𝑆𝑆 = reliability − resolution + uncertainty. 
Equation 6.6 
The reliability term is a weighted average of the squared differences between the forecast 
probabilities and the observed relative event frequencies in each subsample. For a reliable 
forecast model, the forecast probabilities in each subsample would be close to the corresponding 
event relative frequencies, with small event relative frequencies for low-probability forecasts 
and high event relative frequencies for high-probability forecasts.  
Resolution is a way of assessing the forecast’s ability to discriminate between subsample 
forecast periods with event relative frequencies that differ from each other. Although the 
forecast probabilities 𝑦𝑦𝑖𝑖 do not appear explicitly in this term (Equation 6.3), it still depends on 
127 
 
the forecasts because the events are ranked when the entire sample is split into the subsamples 
(Equation 6.4). As with reliability, resolution is a weighted average of squared differences, this 
time between the subsample event relative frequencies and the sample climatological relative 
frequency. Therefore, if the forecast subsamples have very different relative frequencies to the 
sample climatology, the resolution term will be large. 
Finally, the uncertainty depends only on the variability of the observations and cannot be 
influenced by the forecaster (Wilks, 2011).  A corresponding equation to Equation 6.6 for the 
BSS is obtained by dividing the reliability and resolution terms by the uncertainty term (Kharin 
and Zwiers, 2003): 
𝐵𝐵𝑆𝑆𝑆𝑆 = resolution − reliabilityuncertainty . 
Equation 6.7 
The uncertainty term is always positive and so to maximise accuracy a forecaster would look 
to maximise the resolution while minimising the reliability terms. 
Reliability diagrams – forecast reliability, resolution and sharpness 
Reliability diagrams offer a convenient way to assess the reliability and resolution of a forecast 
model (Wilks, 2011). These diagrams consist of two parts, which together show the full joint 
distribution of forecasts and observations. The first element is the calibration function, 𝑝𝑝(𝑜𝑜1|𝑦𝑦𝑖𝑖), 
for 𝑖𝑖 = 1, …𝑛𝑛, where 𝑜𝑜1 indicates the event (here, a drought) occurring. The calibration function 
is visualised by plotting the event relative frequencies against the forecast probabilities and 
indicates how well calibrated the forecasts are. Forecast probabilities are split into 𝐼𝐼 = 10 bins 
(subsamples) of 10% probability and the mean of all forecast probabilities in each bin is the 
value plotted on the diagrams (Bröcker and Smith, 2007). Points along the 1:1 line represent a 
well-calibrated, reliable, forecast, as event probabilities are equal to the forecast probabilities 
and suggest that users can interpret the forecasts at ‘face value’. Points to the right (left) of the 
diagonal indicate over-forecasting (under-forecasting) of the number of drought events. 
The forecast resolution can also be deduced from the calibration function. For a forecast with 
poor resolution, the event relative frequencies 𝑝𝑝(𝑜𝑜1|𝑦𝑦𝑖𝑖) only weakly depend on the forecast 
probabilities. This is reflected by a smaller difference between the calibration function and the 
horizontal line of the climatological event frequencies and suggests that the forecast is unable 
to resolve when a drought is more or less likely to occur than the climatological probability. 
Good resolution, on the other hand, means that the forecasts are able to distinguish different 
128 
 
subsets of forecast occasions for which the subsequent event outcomes are different to each 
other.  
The second element of reliability diagrams is the refinement distribution, 𝑝𝑝(𝑦𝑦𝑖𝑖). This expresses 
how confident the forecast models are by counting the number of times a forecast is issued in 
each probability bin. This feature is also called sharpness. A low-sharpness model would 
overwhelmingly predict drought at the climatological frequency, while a high-sharpness model 
would forecast drought at extreme high and low probabilities, reflecting its level of certainty 
with which a drought will or will not occur, independent of whether a drought actually does 
subsequently occur or not. 
Relative operating characteristics 
A final diagnostic used is the relative operating characteristics (ROC) curve (Mason, 1982; 
Wilks, 2011), which visualises a model’s ability to discriminate between events and non-events. 
Being conditioned on the observations, the ROC curve may be considered a measure of 
potential usefulness – it essentially asks what the forecast is, given that a drought has occurred. 
The ROC curve plots the hit rate (when the model forecasts a drought and a drought 
subsequently occurs) against the false alarm rate (when the model forecasts a drought but a 
drought does not then occur). The hit rate and false alarm rate are calculated for cumulative 
probabilities between 0% and 100% at intervals of 10%. A skilful forecast model will have a 
hit rate greater than a false alarm rate, and the ROC curve would therefore bow towards the top-
left corner of the plot. The ROC curve of a forecast system with no skill would lie along the 
diagonal, as the hit rate and false alarm rate would be equal, meaning the forecast is no better 
than a random guess. The area under the ROC curve (AUC) is a useful scalar summary. AUC 
ranges between zero and one, with higher scores indicating greater skill. 
6.3 Results 
To reduce information overload, the discussion of results is limited to the three lead-times of 
16, 31 and 46 days. Furthermore, results are not shown for every combination of lead-time and 
drought class as this would be a large amount of figures. Key results not shown will be conveyed 
via the text. Precipitation and drought forecast results are aggregated from monthly to three-
month seasons for visual clarity and regional results are combined for the ROC and reliability 
diagrams for the same reason. 
6.3.1 Weather pattern forecasts 
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EPS-WP is more skilful than the Markov model for every month and every lead-time, although 
the difference in skill between the two models decreases as the lead-time increases. As 
discussed in the previous section, JSD is not used to compare skill across lead-times; the focus 
is instead on the difference in skill between the two models. Note how JSD scores for both 
models, especially for Markov, decrease as the lead-time increases (Figure 6.1), which is the 
opposite of the expected (and usual) effect, hence the argument as to the unsuitability of the 
JSD in lead-time comparisons. The skill difference between models is much larger for a lead-
time of 16 days compared to a lead-time of 46 days. For a 46-day lead-time, the difference in 
skill is negligible for May through October; in fact, these months have the smallest differences 
in JSD for all lead-times. This is presumably because the summer months are associated with 
fewer WPs compared to winter (Table 3.1), resulting in a more skilful Markov model due to 
higher transition probabilities. 
 
 
Figure 6.1: Jensen-Shannon Divergence scores for EPS-WP and Markov models for lead-times 
of 16, 31 and 46 days. 
6.3.2 Precipitation forecasts 
Unsurprisingly, Perfect-WP is uniformly the most skilful precipitation ‘forecast’ model for all 
regions, seasons and lead-times, except for some regions and seasons with a 16-day lead-time. 
At this shortest lead-time, Perfect-WP is the most skilful in all cases during winter (Figure 6.2a) 
and in all cases except NS during spring (Figure 6.2b) and NEE during autumn (Figure 6.2d), 
for which EPS-P is the most skilful. The only season in which Perfect-WP does not have the 
highest skill for most regions is during summer, when EPS-P is the most skilful (Figure 6.2c). 
For lead-times of 31 and 46 days, perfectly predicting WPs would enable by far the most skilful 
precipitation estimates of any model, for all regions and seasons (Figures 6.3 and 6.4). This 
model is obviously not practical, but the results serve to show that WPs are a potentially useful 
tool in medium-range precipitation forecasting. For readability, the phrase “forecast models” is 
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used to refer to EPS-WP, EPS-P and Markov from herein, to distinguish them from Perfect-
WP, which cannot be used for forecasting. 
During summer and spring, all three forecast models are well matched, although for a 16-day 
lead-time Markov is the least skilful. For this lead-time, EPS-P mostly scores similarly to EPS-
WP, although it has higher skill for some regions (Figures 6.2b and 6.2c) and even outperforms 
Perfect-WP for several regions in summer (Figure 6.2c). At lead-times of 31 and 46 days, there 
is little difference in forecast model skill during spring and summer, although in summer NI 
and SWE appear to benefit from dynamical WP predictions (i.e. EPS-WP), as do the four 
eastern regions from any kind of WP forecast (EPS-WP and Markov; Figures 6.3 and 6.4). On 
the other hand, using WP predictions is to the detriment of precipitation forecast skill in spring 
for SEE, as shown by the superior performance of EPS-P (Figures 6.3b and 6.4b). This split 
between the east and west is also found by Lavaysse et al. (2015), who used ECMWF-EPS to 
predict meteorological drought with a one month lead-time. 
For winter and autumn, EPS-WP is the most skilful forecast model except when considering a 
16-day lead-time, for which EPS-P is often the best performer. Scotland benefits most from the 
use of EPS-WP, as even at the shortest lead-time this model is superior (Figures 6.2a and 6.2d). 
Note that the skill of the WP forecasts matters, as Markov is associated with poor precipitation 
skill at this lead-time, which corresponds to its low skill in forecasting the WPs compared to 
EPS-WP (Figure 6.1). EPS-WP is the most skilful forecast model for 31- and 46-day lead-times; 
EPS-P and Markov score fairly evenly overall for a 31-day lead-time, with the former model 
the least skilful for a 46-day lead-time (Figures 6.3 and 6.4). The difference in skill between 
EPS-WP and Markov is much larger for northern and western regions, particularly in winter. 
Therefore the improvement in skill by predicting the WPs with a dynamical model, rather than 
Markov (Figure 6.1), translates to a spatially non-uniform gain in skill for precipitation, with 
western and northern regions the principal beneficiaries. However, it is difficult to say why this 
is the case, as from the JSD scores alone it is not clear whether EPS-WP is better at predicting 
all WPs, or just some of them. Similarly, RPSS scores are for all forecast dates, which masks 
whether the improvement in precipitation forecast skill comes from an improvement over all 
periods or if the gain is made for predictions of dry or wet periods. 
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Figure 6.2: Regional Ranked Probability Skill Scores for each model and season with a lead-
time of 16 days. Scores lower than -0.5 are omitted for visual clarity. The omitted scores are 
for EPS-P in ES during spring (-0.54). 
The key conclusions from this subsection are that, for winter and autumn, precipitation forecasts 
are notably more skilful when derived from dynamical predictions of WPs compared to either 
simple statistical WP predictions or direct precipitation forecasts from a dynamical model. 
Furthermore, the relative gain in skill is greater for longer lead-times, mainly as a result of a 
notable drop in skill for EPS-P when comparing a 31-day to a 46-day lead-time, whereas other 
forecast models’ score changes are less severe. For spring and summer, EPS-P is marginally 
the most skilful model at a 16-day lead-time, with little to choose between all three forecast 
models at the longer lead-times. A potential reason for the lower skill of WP-based models 
compared to EPS-P in summer is that the WPs associated with this season tend to be less clear-
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cut in terms of being associated with dry or wet conditions (Figure 3.6), possibly as a result of 
their higher intra-WP variability compared to winter WPs (Figure B.2). Only WP6, WP8 and 
WP9 are distinctly dry or wet and so precipitation estimates from summer WPs may not be 
appropriate for periods of non-normal precipitation. 
 
Figure 6.3: As for Figure 6.2 but with a lead-time of 31 days. The omitted scores are for EPS-
P in ES during winter (-0.78) and spring (-0.91). 
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Figure 6.4: As for Figure 6.2 but with a lead-time of 46 days. The omitted scores are for EPS-
P in ES during winter (-1.15) and spring (-1.37). 
6.3.3 Drought forecasts 
Forecast accuracy 
Forecast accuracy for mild and moderate drought is qualitatively similar to that of general 
precipitation in terms of regional and lead-time differences. EPS-WP is overall the most skilful 
model, although this is less the case for a 16-day lead-time, for the three regions in East England 
and for most regions in spring and summer. To reduce the amount of figures, those for Dmild are 
omitted as the results are more similar to the RPSS results than those of Dmod. Also omitted is 
the figure for the 31-day lead-time as the BSS scores are qualitatively similar to the 46-day 
lead-time. For the shortest lead-time, EPS-P has the highest accuracy for predicting winter and 
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autumn drought of both classes, except in Scotland, for which EPS-WP has the highest skill 
(Figure 6.5). Indeed this model has the highest skill for the other lead-times during these seasons 
(Figure 6.6). A key difference is that eastern England droughts are at least as accurately 
predicted by EPS-P as by EPS-WP for the two longer lead-times (Figure 6.6), whereas for 
precipitation forecasting the latter tended to be more accurate (Figures 6.3 and 6.4). Difference 
in model skill is lower for spring and summer drought forecasts, particularly for moderate 
drought (Figure 6.6). In fact, for this class, there is very little or no gain in skill by using WPs 
at 31- and 46-day lead-times for spring and summer compared to EPS-P (Figure 6.6). 
Furthermore, at these lead-times both models are less skilful than issuing climatological drought 
probabilities (shown by a BSS of zero) except for spring predictions of eastern and southern 
droughts. This suggests that, during spring and summer, deriving precipitation from predicted 
WPs may be useful if forecasting mild drought, but not for more severe droughts.  
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Figure 6.5 (previous page): Brier Skill Scores for predicting moderate drought at a 16-day 
lead-time. 
 
Figure 6.6: As Figure 6.5 but at a 46-day lead-time. 
Relative operating characteristics 
All models are better able to discriminate between drought and non-drought events than random 
chance, with Perfect-WP the most able and Markov the least able, subject to similar caveats 
regarding lead-time and season as for the BSS and RPSS results. During summer and spring, 
EPS-P has the highest AUC of any of the three forecast models (Figures 6.7, 6.8 and 6.9), and 
for a 16-day lead-time scores similarly to Perfect-WP (not shown). On the other hand, EPS-WP 
has the highest skill during winter and autumn at the other lead-times, particularly for mild 
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drought. Markov is consistently the least suitable model for predicting drought although still 
represents a better method of doing so than random chance. 
A use of the ROC curve is to provide end-users with information on how to apply the considered 
forecast models. As the plotted points on each curve indicate the hit rate and false alarm rate 
associated with predicting droughts at each probability interval, they can be used to make an 
informed decision in selecting a probability threshold for issuing a drought forecast. For 
example, should a forecaster choose to issue a mild drought warning in winter at a 20% 
probability level and 46-day lead-time (Figure 6.8), then they would expect EPS-WP to achieve 
a hit rate roughly double that of the false alarm rate (60% and 30%, respectively). EPS-P, 
meanwhile, has a slightly higher hit rate but at the expense of a higher false alarm rate (65% 
and 40%). Knowing the WPs in advance (Perfect-WP) would allow for an outstanding score – 
roughly a 75% hit rate compared to a 10% false alarm rate. For mild droughts, a 20% probability 
threshold for EPS-WP and EPS-P achieves at least 60% hit rates at all lead-times, whereas for 
moderate droughts, this threshold will only achieve such rates at a 16-day lead-time and during 
autumn for all lead-times. In general, it appears that these low probability thresholds yield the 
best compromise between hits and false alarms, although in practice, the costs (e.g. financial) 
associated with false alarms and missed events will determine how responders use these 
probabilities. 
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Figure 6.7: Relative operating characteristics (ROC) curves and area under ROC curve (AUC) 
for mild drought with a 31-day lead-time. Annotated values indicate drought forecast 
probability thresholds. 
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Figure 6.8: As Figure 6.7 but for a 46-day lead-time. 
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Figure 6.9: As Figure 6.7 but for moderate drought with a 46-day lead-time. 
Forecast reliability, resolution and sharpness 
EPS-WP is the most reliable forecast model, and while all three WP-driven forecast models 
tend to under-forecast droughts, EPS-P only does so for lower probability thresholds, with the 
higher thresholds resulting in this model over-forecasting. This is particularly true for shorter 
lead-times and during winter, although is still clear for 31-day lead-times in some seasons 
(Figures 6.10 and 6.11). Sometimes EPS-WP follows the same pattern as EPS-P and over-
forecasts drought occurrence for higher predicted probabilities (e.g. Figures 6.10c, e, g and 
6.11c). However, the total number of forecasts issued in these intervals is generally smaller than 
for EPS-P, as the refinement distributions show most clearly for mild drought (Figure 6.10). 
This means the corresponding points of the calibration function are less reliable for EPS-WP 
(and Markov) due to smaller sample sizes (Bröcker and Smith, 2007). In fact, all three WP-
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based models have occasions when there are no issued forecasts with certain probabilities. 
These are high probabilities for Perfect-WP and EPS-WP (Figures 6.11c and e) but can be as 
low as between 30% and 40% for Markov (Figures 6.11e and g). As such, although EPS-WP 
appears the most reliable model from looking only at the calibration function, there is less 
certainty of this fact for moderate drought and for higher forecast probabilities. This erratic 
behaviour of the conditional event relative frequencies is most obvious in Figure 6.11c and may 
be explained by the very low sample sizes of forecasts issued with anything but a small 
probability (Figure 6.11d) (Wilks, 1995). An interesting result is that forecasts from EPS-WP 
are more reliable than from Perfect-WP (Figures 6.10 and 6.11), despite having lower accuracy 
(Figures 6.5 and 6.6). As a more skilful BSS is composed of smaller reliability and larger 
resolution terms (Equation 6.7), it follows that the resolution of Perfect-WP is sufficiently large 
to overcome the larger reliability term compared to EPS-WP and yield an overall more accurate 
forecast model. These under- or over-forecasting biases must be taken into account by an 
operational forecaster using these models. 
A key difference apparent from the calibration function relates to the ability of the models to 
identify subsets of forecast situations where the subsequent event relative frequencies are 
different, i.e. the forecast resolution. An almost completely consistent feature across all lead-
times and drought classes is the poorer resolution of EPS-P, particularly obvious in autumn 
(Figures 6.10g and 6.11g), with the conditional event relative frequencies quite clearly closer 
to the climatological average compared to the other models. This should be considered in 
conjunction with the sharpness of the forecast, which is relatively high for this model as shown 
by the numbers of issued extreme probabilities, particularly those in the upper-tail (Figures 
6.10h and 6.11h). This combination of poor resolution and high sharpness can be thought of as 
“overconfidence” (Wilks, 2011) – on the occasions that EPS-P issues a forecast indicating the 
likelihood of a drought is very high, the actual likelihood of a drought subsequently occurring 
is lower. To compensate for this overconfidence, a user could adjust the probabilities to be less 
extreme to make the forecasts more reliable. 
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Figure 6.10: Calibration functions (first column) and refinement distributions (second column) 
for mild drought with a 31-day lead-time. For the calibration function diagrams, the solid 
diagonal line indicates perfect reliability and the dashed horizontal line the event relative 
frequency for mild drought (0.309). 
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Figure 6.11: As Figure 6.10 but for moderate drought (event relative frequency of 0.159).  
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These refinement distributions can be compared to those of the Markov model, which exhibits 
low sharpness, overwhelmingly predicting droughts at the climatological frequency (second 
column of Figures 6.10 and 6.11). This means that the Markov model is not a useful operational 
tool in these situations, as similar forecasts could be obtained simply by using the climatological 
drought frequency. The refinement distributions for EPS-WP show that for mild drought in 
winter and spring and for moderate drought during all seasons, the model predicts droughts 
with low probabilities the majority of the time (Figures 6.10b, d and 6.11b, d, f, h). For mild 
droughts in summer and autumn, however, this model mostly issues forecasts close to the 
climatological frequency, although not nearly as regularly as the Markov model (Figure 6.10f, 
h). As with adjusting for bias, a forecaster can use model resolution and sharpness when 
assessing drought forecast probabilities output by a model. 
6.4 Conclusions 
This chapter has compared the performance of a dynamical forecast system (EPS-WP) and a 
first-order Markov model in predicting WP occurrences over a range of lead-times, showing 
that the dynamical model is always more skilful, although the difference in skill reduces with 
lead-time. Precipitation forecasts were derived from these WP predictions, and compared to 
direct precipitation predictions from the dynamical system (EPS-P). EPS-P has the highest 
overall skill in precipitation and drought forecasts for a 16-day lead-time, whereas EPS-WP 
predictions provided the greatest skill for longer 31- and 46-day lead-times. The potential in 
improving WP forecasts was demonstrated further by showing that an idealised, perfect 
prognosis model (Perfect-WP) would provide much more skilful precipitation and drought 
forecasts, with high hit rates and low false alarm rates. 
Reliability diagrams showed that WP-based models only issue binary drought forecasts with 
either very low probabilities or probabilities close to the climatological average. In particular, 
there is little to gain in using the Markov model in mild drought prediction over the 
climatological frequency, as it tends to issue drought forecasts with this probability anyway. 
EPS-P has the highest sharpness, predicting drought occurrence with a wide range of 
probabilities. In particular, it issues greater numbers of high-probability drought forecasts 
compared to WP-based methods. However, this model also has poor resolution, indicating it is 
an overconfident forecast model. Overall, drought forecasts issued by EPS-WP are the most 
reliable, i.e. the forecast probabilities are most similar to the subsequent event probabilities 
(they “mean what they say”) (Wilks, 2011). Perfect-WP tends to under-forecast the number of 
drought events, while EPS-P over-forecasts drought events, particularly moderate droughts. 
Reliability diagrams are useful to aid users in adjusting for an over- or under-forecasting bias. 
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Given the results presented here, EPS-WP is recommended for the following drought forecast 
situations. 
• Winter and autumn 31- and 46-day forecasts. 
• Winter and autumn 16-day forecasts for Scotland (ES, NS and SS). 
• Spring and summer 16-day forecasts for ES. 
• Summer 31- and 46-day forecasts of mild drought for eastern and southern regions. 
EPS-P is recommended for: 
• Winter and autumn 16-day forecasts for all regions except those in Scotland. 
• Spring and summer 16-day forecasts for all regions except ES 
• Spring 31- and 46-day forecasts for all regions except those in Scotland. 
Otherwise, the use of climatological drought frequencies represents the most parsimonious (in 
terms of skill versus model complexity) choice for: 
• Summer 31- and 46-day forecasts for mild drought in northern and western regions and 
moderate drought in all regions. 
• Spring 31- and 46-day forecasts for Scotland. 
Focussing on the 31- and 46-day lead-times (that are more useful for drought prediction than 
16-day forecasts), winter and autumn are clear-cut, with EPS-WP recommended for every 
region. Summer is more complex. Less severe droughts (Dmild) are best predicted by EPS-WP 
for the eastern and southern regions, but drought climatological frequencies are suggested over 
the forecast models for western and northern regions and more severe droughts (Dmod) for all 
regions. In spring, climatology is also recommended for Scotland, with the use of EPS-P for 
the remaining regions. 
The higher skill of EPS-WP during winter (and possibly autumn) is probably due to the 
typically higher skill that medium- to long-range dynamical forecast systems have in predicting 
atmospheric variables in this season compared to other seasons (Scaife et al., 2014; MacLachlan 
et al., 2015). Furthermore, the relationship between the NAO (which is the primary mode of 
North Atlantic/European atmospheric circulation) and precipitation is stronger in this season 
(Hurrell and Deser, 2009; Lavers et al., 2010; Svensson et al., 2015). This is particularly true 
for western regions (Jones et al., 2013a; Svensson et al., 2015; van Oldenborgh et al., 2015; 
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Hall and Hanna, 2018), which potentially explains the greater difference in precipitation and 
drought forecast skill between EPS-WP and EPS-P in these seasons. The skill of precipitation 
forecasting using observed WPs (Perfect-WP) is also lower for eastern regions than western 
regions in winter, implying that MO-30 is not as suited for deriving precipitation in the east. 
This is potentially because the WPs are more closely related to the NAO in this season, which 
is not always strongly related to eastern precipitation, than other modes of atmospheric 
variability that are, for example the East Atlantic pattern (Hall and Hanna, 2018). However, in 
general forecast skill is lower for eastern regions independent of the model. 
By analysing the skill of a perfect prognosis model, this chapter has demonstrated the potential 
for using WP forecasts to derive precipitation and drought predictions. Currently, dynamical 
models such as the ECMWF system used here represent the best method of predicting WPs. A 
useful piece of further research would be to assess the forecast skill of other models, and even 
multi-model ensembles, at predicting MO-30 WPs or other WP classification systems. Another 
potential method to improve precipitation and drought forecast skill would be to alter the 
process by which precipitation is derived from the WPs. Here the entire conditional distribution 
of precipitation given the WP and season was used in the sampling procedure, but this may not 
be the optimal way of estimation. It is possible that other factors influence the precipitation 
from WPs, such as slowly-varying atmospheric and oceanic processes. For example, it would 
be interesting to see if conditioning the distributions further on the state of the NAO index, or 
some North Atlantic SST index, and sampling precipitation from these, would improve forecast 
skill. This is potentially most useful in predicting more severe forms of drought (Dmod in this 
study), for which skill is lower than for mild drought.
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Chapter 7  
Conclusions 
7.1 Summary of results 
This thesis has explored the utility of European and North Atlantic weather patterns (WPs) in 
statistical methods for UK drought prediction. The research aims and objectives set out in 
Chapter 1 were justified in Chapter 2 by conducting a thorough review of the literature 
surrounding statistical methods for drought prediction. By reporting on the myriad potential 
atmospheric and oceanic predictors of UK drought, the literature review showed that their 
potential in forecasting is highly dependent on lead-time, season and region. WP classifications, 
therefore, represented an opportunity to analyse drought without the need for testing numerous 
potential predictors. Chapter 2 also highlighted how just a few published drought prediction 
studies focussed on the UK, none of which utilised WPs in their methodologies. 
Chapter 3 introduced a Met Office WP classification, MO-30, which has been used throughout 
this thesis. The chapter conducted some exploratory analyses of MO-30, cataloguing WP 
descriptions (in terms of cyclonicity and flow direction over the UK), frequencies of 
occurrences (including changes over time) and their seasonal behaviour. Comparisons with the 
most commonly used, UK-focussed WP classification, the Lamb catalogue, reinforced previous 
studies’ conclusions on changes in European circulation, such as a decrease in easterly flow 
from the 1870s until the 1920s (Jones et al., 2013b), and on recent increases in precipitation 
intensity and flooding (Pattison and Lane, 2012; Jones et al., 2013a; Jones et al., 2014). In 
particular, with reference to the first of the three “key criteria” of Chapter 1.4 (that the WPs 
must satisfactorily encapsulate atmospheric variability), the two WP classifications’ similarities 
in circulation changes suggests that MO-30 is adequately able to summarise atmospheric 
variability, at very least to the same capability as the Lamb catalogue. Work in this chapter 
justified the use of MO-30 in UK precipitation-based analyses by showing that it is more suited 
to representing regional UK daily precipitation than the Lamb catalogue. In particular, 
precipitation variability for cyclonic easterly Lamb weather types (LWTs) was large, more so 
than for any WP in MO-30. However, a smaller set of eight WPs, derived from MO-30 and 
named MO-8, was shown to be unsuitable for the analyses in this thesis. The eight WPs were 
derived by repeatedly clustering the 30 WPs from MO-30 on the spatial correlation of their 
MSLP patterns. This meant WPs with very different precipitation distributions were grouped 
together and, as a result, WPs in MO-8 had precipitation distributions too similar to each other 
to be useful. 
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For the period 1878 to 2015 (1931 to 2015 for Scotland and Northern Ireland), it was shown 
which MO-30 WPs change during anomalously wet and dry periods by examining changes in 
their frequencies of occurrence during positive and negative Standardised Precipitation Index 
(SPI) periods, respectively. The Drought Severity Index (DSI) was used to link changes in these 
frequencies with drought explicitly, with the index calculated over a range of time-scales in 
order to represent short- and long-term droughts. Unsurprisingly, WPs which are typically dry 
for a region tend to occur more frequently than normal during droughts, and vice versa for wet 
WPs. Furthermore, the magnitude of these changes decrease for longer droughts. Overall, six 
WPs that are associated with drought over the majority of the UK were identified: WP6, WP9, 
WP10, WP12, WP17 and WP25. By showing that the relationships between the WPs and 
precipitation and meteorological drought align with a priori expectations and other studies’ 
results (Phillips and McGregor, 1998; Fowler and Kilsby, 2002b), the second “key criterion” 
from Chapter 1.4 (that there is a relationship between the WPs and precipitation/drought) has 
been satisfied. In the context of the overall aim of using WPs in drought prediction, Chapter 3 
may be thought of as an exploratory analysis, necessary to justify the use of MO-30 in further 
analyses, and because there is no published literature on such fundamental characteristics 
outside of this thesis. The work in Chapter 3 has been published as a journal article (Richardson 
et al., 2018a). 
Chapter 4 explored the potential of using MO-30 in predictive applications by investigating 
whether the classification’s time series from 1850 to 2016 exhibited evidence of inherent 
predictability (persistence). Two novel methods for identifying persistence in the time series 
were developed. The first was an empirical counting method that searched for minimum 30- or 
60-day periods dominated by three to six WPs. By allowing for a small number of days to be 
WPs other than those of interest, the method accounted for the inevitable small changes in 
atmospheric conditions that can occur over such long periods. The second method was a 
Markov model that enabled an assessment as to whether WP transition probabilities change 
when conditioned on persistence up to 20 days prior. This model was developed without the 
need for estimating the large number of parameters usually required for high-order Markov 
chains. Results showed that there were multi-month periods (up to 83 days) that were 
characterised by the dominance of groups of three to six WPs. Furthermore, some of these 
periods corresponded to notable meteorological events, such as the Burn’s Day Storm in 
January 1990 and the mid-1990s Yorkshire drought. Finding such long periods of persistence 
in daily WPs was remarkable, and illustrated how typically variable atmospheric conditions can 
be relatively stable on monthly time-scales, and that WPs can be used to represent this. The 
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chapter also demonstrated that some WPs behave as ‘attractors’, showing increased probability 
of reoccurrence despite other WPs occurring in-between. However, there was no evident link 
between the persistence statistics of each WP and their flow characteristics, except for those 
featuring an easterly flow over the UK, which are amongst the most persistent. The work in this 
chapter has been published as a journal article and represents the first paper investigating WP 
persistence in this way (Richardson et al., 2018b). 
These results indicated that persistence is a phenomenon of atmospheric circulation over Europe 
and the North Atlantic, which can be characterised by MO-30. Chapter 5 attempted to harness 
these persistence properties in a forecast model. The model, SM, was based on historical 
analogues, and operated by identifying past situations when the atmospheric conditions were 
similar. Specifically, the model identified periods in the WP time series that featured identical, 
or very similar, sets of WPs as the period prior to the forecast date. Probabilistic reforecasts of 
WPs over 144 30-day periods were generated by sampling from these analogues. From these 
WP reforecasts, precipitation estimates were derived by sampling from the conditional 
distributions of precipitation given each reforecast WP. This model was compared against a 
first-order nonhomogeneous Markov chain and a benchmark method based on climatological 
WP frequencies of occurrence. The results showed that SM performed very similarly to the 
simpler methods for WP prediction. Furthermore, all models were less skilful in reforecasting 
precipitation than climatology, with Ranked Probability Skill Scores (RPSS) no higher than -
0.25. However, an idealised, perfect prognostic model, where the observed WPs were used in 
place of reforecast WPs, achieved a substantial improvement in drought reforecast skill, which 
for most regions was higher than climatology, with RPSS reaching almost 0.5 in north-eastern 
regions. 
Findings from Chapter 5 suggested that an improvement in drought prediction skill could be 
achieved with more skilful WP forecasts. To this end, Chapter 6 explored the utility of a 
dynamical model to predict WPs, and subsequently precipitation and drought. The capability 
of the ECMWF extended-range ensemble system (ECMWF-EPS) to predict WPs (EPS-WP) 
was tested at a range of lead-times (from 16 to 46 days). This model was benchmarked against 
an idealised model using WP observations rather than forecasts (Perfect-WP), a model using 
first-order nonhomogeneous Markov chain WP predictions and direct precipitation forecasts 
from the dynamical model (EPS-P). For WP predictions, EPS-WP always outperformed the 
Markov approach, although the difference in skill decreased as the lead-time increased. 
Therefore, the third “key criterion” of Chapter 1.4 (that the WPs are predictable) is satisfied, 
although not by the statistical methods presented here. For drought prediction, EPS-P had the 
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highest skill for shorter lead-times (up to a Brier Skill Score (BSS) of 0.3 for moderate drought), 
while EPS-WP was often the most skilful for longer lead-times (BSS up to 0.2). This aligns 
with the documented low skill of precipitation forecasts from dynamical models beyond the 
medium-range (Cuo et al., 2011), and supports previous research that exploiting atmospheric 
predictability is a useful precursor to forecasting local-scale variables at these lead-times 
(Lavers et al., 2016a; Lavers et al., 2016b). Again, the skilful performance of the idealised 
model, Perfect-WP, highlighted the potential usefulness of WPs in drought prediction, with 
high BSS scores of 0.6 on occasions, plus high hit-rates (80%) and low false-alarm rates (20%) 
achievable. 
7.2 Results in context of the existing literature 
This thesis has presented analyses that are important steps in the fields of both WPs and the 
predictability of UK drought. Relatively recent works have demonstrated the potential of 
forecasting atmospheric variables as a precursor to predicting local-scale variables such as 
precipitation beyond the short-range forecasts associated with weather prediction (Lavers et al., 
2014; Lavers et al., 2016a; Lavers et al., 2016b; Baker et al., 2018). Furthermore, the prediction 
of WPs is itself an active, and relatively new, area of research (Vuillaume and Herath, 2017; 
Neal et al., 2018). Chapter 6 showed the benefits of utilising WP forecasts as an intermediate 
step in precipitation and drought prediction by the applying the ECMWF-EPS system: forecast 
skill was often higher when WPs predicted by the dynamical model were used to estimate future 
precipitation and drought compared to direct precipitation forecasts. This supports the results 
of the aforementioned studies, providing further evidence that this is a valid research area that 
could be of benefit to the medium- to long-range weather forecast community. 
While the historical analogue and Markov WP forecast models used in Chapter 5 did not yield 
particularly skilful results, there is remarkably little published research in using statistical 
methods for predicting WPs. This is perhaps understandable due to fairly widespread access to 
dynamical model output (at least in the UK and similarly wealthy nations) and hence the ability 
to predict WPs using these models, which tend to be considered superior a priori. However, 
research into statistical techniques is valuable for those who may require less data-intensive or 
financially expensive methods. In addition, statistical models have a role to play in 
benchmarking the performance of dynamical models. None of the studies utilising the latter for 
WP prediction have compared their performance to a statistical technique (Vuillaume and 
Herath, 2017; Baker et al., 2018; Neal et al., 2018). This is a missed opportunity, as the simpler, 
less expensive statistical methods may be of (at least) similar skill in certain situations, which 
could benefit those end-users who do not have access to dynamical model output. Indeed, 
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results in Chapter 6 showed that a simple Markov model produced precipitation and drought 
forecasts of similar skill to the ECMWF model in spring and summer at a 46-day lead-time. 
Chapter 4 approached the topic of WP persistence in a novel way. While previous studies 
focussed on changes in the average persistence of WPs over time (Stefanicki et al., 1998; 
Kyselý and Domonkos, 2006; Kučerová et al., 2017), this chapter explicitly attempted to 
identify the longest periods of persistence. The objectives for this analysis were new to the field 
and, as such, the results and methods described are of benefit to the research community. The 
methods introduced are easily applied to other WP classifications, opening up their application 
to regions beyond Europe and the North Atlantic. Furthermore, the key result that the usually 
ephemeral WPs may, for extended periods, be far more persistent than usual could be valuable 
in the atmospheric sciences beyond pure WP analyses, perhaps in justifying the use of WP 
classifications to identify other aspects of atmospheric behaviour. The other significance of 
Chapter 4 was to show that the behaviour of the WPs resembled that described by atmospheric 
chaos theory (Lorenz, 1963). In particular, similarities were found between WP behaviour and 
strange attractors, a feature of some chaotic systems, including the famous Lorenz system. The 
presence of a (chaotic) strange attractor forces the system to evolve toward a set of numerical 
values, but with sensitive dependence on the initial conditions (Grebogi et al., 1987; Boeing, 
2016). Analogously, Chapter 4 showed, using a Markov model, that some WPs exhibit 
attractor-like behaviour, with their occurrence increasing the probability that the WP system 
will return to the same WP (i.e. the same state) in the future. 
That the WPs appear to behave similarly to these highly nonlinear systems should not be a 
surprise, as they are a simplified representation of such systems. There must be some physical 
reason that the WPs have preferred sequences (i.e. those represented by their seasonal 
behaviour, transition probabilities and persistence statistics), suggesting that the poor skill of 
this thesis’ statistical models for WP prediction, relative to the dynamical model, is due to an 
inability to properly capture the physical mechanisms driving WP occurrences. As stated by 
Hannachi et al. (2017), “…it is necessary to consider nonlinear scale interactions in order to 
fully understand and accurately predict atmospheric low‐frequency behaviour”. While the WPs 
are not exactly the low-frequency systems that Hannachi et al. (2017) were referring to, they 
are analogous. Therefore, it is likely that the difference in skill is at least partly attributable to 
the dynamical model’s nonlinear capabilities. Using the same ECMWF model as used in this 
thesis, Dawson et al. (2012) demonstrated the importance of representing small-scale 
atmospheric processes when simulating large-scale circulation, including the NAO. They found 
that the model integrated with a “climate” horizontal spatial resolution (125km grid spacing at 
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the equator) was inferior compared to the model integrated with a “weather forecast” resolution 
(16km grid spacing), probably due to less realistic orography and a less realistic representation 
of Rossby waves (Hannachi et al., 2017). Due to the likely dependence between the NAO and 
WPs (see the discussion in Chapter 5.5), it is possible that WPs cannot be accurately forecast 
without proper representation of small-scale processes, which would be challenging for a 
statistical model. 
Finally, Chapter 3 expanded on the current literature linking WP classifications to UK 
climatology by relating MO-30 to meteorological drought, which has only been studied in a 
WP context in a few cases (Phillips and McGregor, 1998; Fowler and Kilsby, 2002b), and never 
on a nationwide basis. This work therefore provides a useful resource for those interested in the 
common patterns of broad-scale atmospheric circulation that are associated with drought for 
different UK regions and over different time-scales. In addition, the chapter outlined the 
applicability of MO-30 in UK precipitation-based analyses, including highlighting advantages 
compared to the Lamb catalogue, which has long been the de facto classification for such 
applications. 
7.3 Future work 
Recommendations for future work have been made at the end of each chapter. These were 
typically specific ideas for a direct continuation of the chapters’ analyses e.g. modifications to 
a particular model. This section shall present some more general suggestions pertaining to the 
thesis as a whole. 
7.3.1 The choice of WP classifications 
WP classifications are essentially simplifications of atmospheric circulation and their 
characteristics are sensitive to methodological choices made in their development. For example, 
a consequence of the simulated annealing procedure used to define the WPs in MO-30 is that 
westerly WPs significantly outnumber easterly WPs. Similarly, the subjective method of 
defining LWTs results in equal numbers of easterly and westerly LWTs, but the latter occur far 
less frequently (Table 3.3). This would be problematic when, for example, constructing a 
Markov model for this classification, as the small sample sizes of these LWTs would make the 
transition probability estimates highly uncertain. Furthermore, Kučerová et al. (2017) showed 
that trend statistics of WP frequencies of occurrence and persistence are highly variable 
between a large number of different classifications. They showed that even WPs with similar 
flow configurations exhibit differences in the direction of trend, leading the authors to conclude 
that we should be wary of generalising climatological conclusions from a single, or limited 
153 
 
number of, WP classifications. Therefore, use of another classification alongside MO-30 might 
help reinforce the inference of some of the analyses in this thesis. In particular, it would be 
interesting to see if some of the easterly LWTs exhibited similar persistence statistics to WP27 
and WP28 of MO-30. Results in Chapter 4 suggested that flow patterns very similar to these 
two WPs have persisted for multiple months, but following the recommendations by Kučerová 
et al. (2017), the analysis should be done with further WP classifications before drawing general 
conclusions about atmospheric persistence. 
Using additional WP classifications for the analyses in this thesis would present an opportunity 
for testing a selection with a range of different features. Both MO-30 and the Lamb catalogue 
have been used for a variety of applications, but many studies chose to derive their own WP 
classifications for their specific task (see references in Chapter 2.6). By doing so, users are able 
to tailor the classification to suit their requirements. For example, to analyse precipitation 
changes in the US Southwest, Prein et al. (2016) incorporated wind speed and precipitable water 
variables (together with the traditional choice of SLP) into their WPs, as these are crucial in the 
physical processes leading to precipitation (Doswell et al., 1996). Custom classifications may 
also be derived by clustering existing classifications. MO-8, presented in Chapter 3, is an 
example of this. Similarly, LWTs have previously been clustered together according to their 
northern England precipitation characteristics (Fowler et al., 2000; Fowler and Kilsby, 2002b; 
Fowler and Kilsby, 2002a; Fowler et al., 2005). Fewer WPs may be advantageous in a 
forecasting context, as the sample sizes of WP occurrences would be greater than those of a 
classification with more WPs and hence transition probability estimates would be more reliable. 
This is a trade-off, however, as clustering WPs would generally result in greater intra-WP 
variability, as seen in the precipitation distributions of the MO-8 WPs (Figure 3.5). 
Furthermore, the aforementioned studies focussed on the relatively small region of Yorkshire 
in northern England. To adopt a similar approach in this thesis would require clustering WPs 
separately for each region, resulting in nine separate classifications. 
Clearly, using more classifications would increase the complexity of the analysis. In particular, 
multiple classifications might result in ‘information overload’ for end-users of operational 
models, as they may need to be familiar with WPs from each classification. In fact, the Flood 
Forecasting Centre (FFC; an EA and Met Office partnership) have two WP forecast tools for 
different purposes (discussed later), both using the MO-30 classification. This means the 
operational team can quickly assess the predicted WPs and the potential hydro-meteorological 
consequences. 
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7.3.2 Operational potential 
There is no system in place specifically to provide guidance of upcoming UK drought 
probabilities. Perhaps the closest services are provided by the Centre for Ecology and 
Hydrology (CEH) - the Hydrological Outlook6 and the UK Drought Portal7 - together with 
national authorities’ monthly summaries of water resource conditions e.g. the EA Water 
Situation Reports8 for England. The Drought Portal is not a forecast product; it provides near 
real-time updates on the current meteorological drought status to aid monitoring and early-
warning of drought. It is a web-based tool that allows users to quickly assess the current short- 
and long-term precipitation deficits/surpluses for hydrological catchments across the UK. 
However, as acknowledged by CEH on the portal website, it is not recommended for 
operational use due to uncertainties in the 5km gridded precipitation estimates, which are 
derived from a sparse gauge network. The Hydrological Outlook, on the other hand, is a forecast 
tool; it provides insight into the likely hydrological conditions for the next three months, 
updated monthly. The Met Office provides predictions of precipitation and temperature that are 
used by CEH as inputs to derive the hydrological components of the outlook (river flow and 
groundwater levels). As the name implies, the hydrology is the primary focus, but it is the 
precipitation predictions that are most analogous to forecasts of meteorological drought. The 
Met Office uses GloSea5 (MacLachlan et al., 2015) to forecast UK precipitation. This 
information is disseminated to readers of the Hydrological Outlook by comparing probability 
density function plots of the climatology and the forecast, together with concise textual passages 
relaying the key information using phrases such as “the probabilities of above- and below-
average rainfall do not differ significantly from normal9”. Importantly, this information is 
presented for the UK as a whole, not regionally, which is surely too coarse for practical use by 
many potential end-users. 
Therefore, there is arguably clear space for a forecast tool that provides probabilistic predictions 
of meteorological drought at the regional scale. Relevant examples of operational forecast tools 
are found in the FFC, a specialised hydro-meteorological service that provides county-level 
river, surface water, coastal/tidal and groundwater flood-risk guidance for core responders in 
England and Wales. The service aims to issue flood warnings with a lead-time of 2 or 3 days 
(Flood Forecasting Centre, 2017). For longer-range river and coastal flood guidance, the FFC 
                                                 
6 https://www.hydoutuk.net 
7 https://eip.ceh.ac.uk/droughts 
8 https://www.gov.uk/government/collections/water-situation-reports-for-england 
9 http://www.hydoutuk.net/files/5215/4169/2237/A42018_Forecast-precip-NDJ-v1.pdf 
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use two tools that are driven by WP predictions from Decider. As described in Chapter 6.1, 
Decider is a Met Office post-processing system for producing probabilistic predictions of daily 
WP occurrences for MO-30. Driven by an ensemble forecast model, such as ECMWF-EPS as 
used in Chapter 6, forecast fields of daily SLP are assigned to the closest-matching WPs via the 
sum-of-squared differences. Coastal Decider and Fluvial Decider are FFC medium- to long-
range forecast guidance tools underpinned by Decider’s WP predictions. Coastal Decider flags 
high-risk periods during which UK coastal sites may be at increased risk of flooding (Neal et 
al., 2018), while Fluvial Decider provides regional UK warnings of potential extreme 
precipitation, and hence possibly flood, events. Separate from the FFC, there is a third WP-
based operational forecast tool used within the Met Office that uses Decider’s WP forecasts to 
assess the probability of flow into UK airspace originating in Iceland. This is important during 
volcanic episodes due to the potential for ash dispersion to affect aviation. 
In a similar manner to these models, there is operational potential in the drought forecast model 
presented in Chapter 6, EPS-WP. This model has the same structure, with probabilistic WP 
predictions (functionally identical to Decider) used to estimate some future meteorological 
variable: in this case regional drought probabilities. It would be straightforward to implement 
an operational version of EPS-WP by institutes who produce, or have access to, probabilistic 
daily SLP (or MSLP) forecasts over the European and North Atlantic domain, as it is relatively 
trivial and computationally inexpensive to convert these fields to WP predictions and 
subsequently estimate drought likelihoods. However, the interpretation of “straightforward to 
implement” is limited to the technical side i.e. producing the forecast data. An operational 
product would need further work on designing effective visualisations and other requirements 
of an operational team. 
EPS-WP has only been tested with a maximum lead-time of 46 days, and at two- to three-week 
lead-times the direct ECMWF-EPS precipitation forecasts (i.e. EPS-P) tended to be more 
accurate. Therefore, the use of EPS-WP is advocated for operational drought prediction at 31- 
to 46-day lead-times, i.e. the monthly to sub-seasonal range. However, in certain seasons either 
EPS-P or drought climatological probabilities were more appropriate (Chapter 6.4). 
Consequently, an operational product may benefit from a seamless combination of models, with 
the forecasts only produced or disseminated by the model that exhibited highest skill for that 
region, season and lead-time. Alternatively, the product could run a suite of models in parallel, 
with forecasts presented for each model, leaving it to the expertise of the operational team to 
base their forecasts on their knowledge of model differences. 
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However, it is recognised that EPS-WP was not developed in discussion with potential end-
users. Therefore there may be some gap between the existing capabilities of EPS-WP and the 
requirements of clients, whether they are an operational team or recipients of a “drought 
outlook” similar to the Hydrological Outlook. Assuming that probabilistic predictions of 
meteorological drought for monthly to sub-seasonal lead-times are attractive to some, there are 
still various features that could be easily modified or replaced depending on user requests. For 
example, drought classes in Chapter 6 were based on relative precipitation thresholds, but it 
would be simple to alter the definition to be based on a drought index. As the models were 
tested only in their capability to predict precipitation, this index would have to be derived from 
this variable alone. The obvious choice would be the SPI, which would also align this proposed 
tool with the indicators used in the Drought Portal. A further modification might be the regions 
used. While those used throughout this thesis are of a suitable size for drought studies, end-
users might have different requirements, for example those concerned with river catchment 
management might require catchment boundaries. Switching from the HadUKP data set to a 
gridded precipitation product would allow different boundaries to be drawn depending on the 
application. Of course, suitable verification analyses would need to be completed to justify 
these modifications. Finally, a crucial component of a forecast tool or client-facing product is 
the communication strategy, i.e. the text and visualisations. Development of such aspects must 
necessarily follow the structural model requirements outlined above and as such, discussion of 
these features is considered to be beyond the scope of this thesis. 
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Appendices 
Appendix A: Supporting information for Chapter 3 
 
 
Figure A.1: Annual (i.e. all months) three monthly mean frequency percentage anomalies of 
each weather pattern in MO-30 during wet periods defined by SPI-3 ≥ 1. Blue and red bars 
indicate that the weather pattern contains a westerly (W) or easterly (E) component in its Lamb 
weather type equivalent, respectively. Grey bars represent all other types (O). An asterisk 
indicates statistical significance at the 95% level. 
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Figure A.2: As Figure A.1, but for summer. 
 
 
Figure A.3 As Figure A.1, but for winter. 
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Figure A.4: Percentage occurrence of each weather pattern in MO-30 for each Lamb weather 
type (LWT) day between 1871 and 2015. Rows sum to 100%. 
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Appendix B: Supporting information for Chapter 4 
 
Figure B.1: Frequencies of MO-30 weather patterns by month for the observed series (grey 
circles) and 1000 simulated series (boxplots). Whiskers are the 5th and 95th percentiles. 
 
Figure B.2: Boxplots showing correlation between each weather pattern and the concurrent 
underlying SLP anomaly fields 1850-2016. Whiskers are the 5th and 95th percentiles.  
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