Abstract. For weighted Toeplitz operators T N ϕ defined on spaces of holomorphic functions in the unit ball, we derive regularity properties of the solutions f to the integral equation T N ϕ (f ) = h in terms of the regularity of the symbol ϕ and the data h. As an application, we deduce that if f ≡ 0 is a function in the Hardy space H 1 such that its argumentf /f is in a Lipschitz space on the unit sphere S, then f is also in the same Lipschitz space, extending a result of K. Dyakonov to several complex variables.
Introduction
The goal of this paper is to study the regularity of solutions to certain equations related to weighted Toeplitz operators in several complex variables.
We will start by stating some particular cases of the main results in this paper, which involve classical spaces and integral operators and illustrate the object of this paper, although they can be applied in a more general setting.
Let B denote the open unit ball in C n and S its boundary. In the one variable setting (n = 1), B and S will also be denoted by D and T, respectively. For any τ > 0, Λ τ = Λ τ (S) is the classical LipschitzZygmund space on S.
If ϕ ∈ Λ τ , we consider the Toeplitz operator T ϕ : H 1 → H 1 , defined by T ϕ (f )(z) := P(ϕf )(z), where P is the Cauchy projection, given by
Here dσ denotes the normalized Lebesgue measure on S. We point out that T ϕ maps H 1 to itself because ϕ ∈ Λ τ .
For this scale of Lispchitz spaces we prove the following result: Theorem 1.1. Let τ > 0 and ϕ ∈ Λ τ be a non-vanishing function on S. If f ∈ H 1 and T ϕ (f ) ∈ Λ τ , then f ∈ Λ τ .
This result extends [7, Theorem 3.1] , which deals with the case n = 1 and the regularity of the solutions to the equation T ϕ (f ) = 0.
We remark that if we drop the condition 0 / ∈ ϕ(S), then Theorem 1.1 is not true in general. Indeed, we only need to consider the symbol ϕ(ζ) = (1 − ζ 1 ) τ and the function f (ζ) = (1 − ζ 1 ) −τ with 0 < τ < n (to ensure that f ∈ H 1 ). As in the one variable case (see [7] ), the above theorem implies some interesting properties of the holomorphic Lipschitz functions. For instance, Corollary 1.2. If f ∈ H 1 , ϕ ∈ Λ τ , such that 0 / ∈ ϕ(S) and ϕf ∈ Λ τ + ker P ⊂ L 1 (S), then f ∈ Λ τ .
In particular, we have:
and its argument function ϕ =f /f is in Λ τ , then f ∈ Λ τ .
The preceding corollary is proved in [7] for n = 1. In this paper we prove the above results and extend them to weighted Toeplitz operators associated to more general symbols.
We will denote by Γ τ = Γ τ (S), τ > 0, the Lipschitz-Zygmund space on S with respect to the pseudodistance d(ζ, η) = |1 −ζη| (see Subsection 2.3 for precise definitions). Since |1 −ζη| ≤ |ζ − η|, it is clear that Γ τ is a subspace of Λ τ . For a positive integer k, and real numbers 0 < τ 0 ≤ τ < k, 0 < τ 0 < 1/2, we will consider spaces G τ 0 τ,k (B) ⊂ Λ τ 0 (B) ∩ C k (B), whose restrictions to S contain the space Γ τ , and also the space Λ τ , for τ > 1/2. Moreover, they satisfy that their intersection with the space H = H(B) of holomorphic functions on B, coincides with the Lipschitz-Zygmund space of holomorphic functions on B, denoted by B For
, where ν is the Lebesgue measure on B and c N =
, we extend these definitions to N = 0, by P 0 = P and
. In these cases, the operators are defined on L 1 (S) and H 1 , respectively. The next two theorems are the main results of this paper.
where C > 0 is a finite constant only depending on ϕ, N > 0 and n.
The corresponding statement for the case N = 0 is:
, where C > 0 is a finite constant only depending on ϕ and n. In particular,
The preceding theorem was proved in [7, Theorem 3.1] for n = 1, ϕ ∈ Λ τ and h = 0.
Note that the inequalities in the above theorems are in fact equivalences due to the continuity of both the Toeplitz operator and the embeddings B
τ,k contains the space Λ τ , hence Theorem 1.5 includes the result of Theorem 1.1 for these cases. However, the same techniques used to prove the above theorems allow us to extend this result to the whole scale of spaces Λ τ .
∈ ker P, and therefore we have:
The preceding result generalizes Corollary 1.3, and extends [7, Corollary 3 .2] to dimension n > 1.
The paper is organized as follows. In Section 2 we state some properties of spaces considered in this paper and we also recall some integral representation formulas used in the proof of the main theorems.
In Section 3 we state our main technical theorem (Theorem 3.1) from which we deduce Theorems 1.4 and 1.5 and its corollaries. We also construct some counterexamples. Finally, Theorem 3.1 is proved in Section 4.
Preliminaries
2.1. Notations. Throughout the paper, the letter C will denote a positive constant, which may vary from place to place. The notation f (z) g(z) means that there exists C > 0, which does not depend on z, f and g, such that f (z) ≤ Cg(z). We write
where N is the set of non-negative integers, let |α| := n j=1 α j and ∂ α :=
|α|=k |∂ α ϕ| and |d k ϕ| := |α|+|β|=k |∂ α∂β ϕ|. When n > 1, we also consider the complex tangential differential operators D i,j :=z i ∂ j −z j ∂ i and |∂ T ϕ| := 1≤i<j≤n |D i,j ϕ|. For n = 1, we write |∂ T ϕ| := 0.
We also introduce the following two functions which will be used in the definition of the spaces
For t ∈ R, let ω t be the function on B defined by
The weighted Sobolev space L p k,δ is the completion of the space C ∞ (B), endowed with the norm
If 1 ≤ p ≤ ∞ and s ∈ R, the holomorphic Besov space B p s is defined to be B . Let 1 ≤ p ≤ q ≤ ∞ and let s, t ∈ R. Then:
In this section we define the spaces G τ 0 τ,k and we state some of their main properties.
. The following embedding is a consequence of the definition of G τ 0 τ,k and the fact that ( 
ϑ,m , provided that ϑ 0 ≤ τ 0 , ϑ ≤ τ and m ≤ k. In order to obtain multiplicative properties of the spaces G τ 0 τ,k , we first state some properties of the function ω t .
for every c ∈ R such that c < a and c ≤ a + b.
Proof. Just note that
Proof. We estimate the different products ω ϑ−i ω τ +i−k as follows:
• If i > ϑ and i ≤ k − τ , then
• If i = ϑ and i < k − τ , then
Proposition 2.6.
and the proof is complete.
Our next goal is to show the connection between the spaces G τ 0 τ,k and both the non-isotropic Lipschitz-Zygmund spaces Γ τ and the classical Lipschitz-Zygmund spaces Λ τ .
If 0 < τ < 1, the classical Lipschitz-Zygmund space on S, Λ τ = Λ τ (S), with respect to the Euclidean metric consists of all the functions ϕ ∈ C(S) such that
If k is a positive integer and k < τ < k + 1, then Λ τ = Λ τ (S) consists of all the functions ϕ ∈ C k (S) such that
When τ is a positive integer, Λ τ is defined analogously by using second order differences. The spaces Λ τ (B) are defined in a similar way.
The main properties of the spaces Λ τ can be found, for instance, in the expository paper [8] .
It is well known (see [8, § 15] ) that a continuous function ϕ is in Λ τ if and only if, for some (any) integer k > τ , its harmonic extension Φ on B satisfies
We recall that if (2.3) holds for some function ϕ ∈ C k (B), then ϕ ∈ Λ τ (B) (see [8, Theorem 15.7] ).
This fact and the estimate |dϕ(
. We also consider the Lipschitz-Zygmund space on S with respect to the pseudodistance d(ζ, η) = |1 −ζη|, which is denoted by Γ τ (S). If 0 < τ < 1/2, this space is defined just as Λ τ but replacing the Euclidean distance |ζ − η| by d(ζ, η). For values τ ≥ 1/2 the definition is given in terms of Lipschitz conditions of certain complex tangential derivatives (see [4, pp. 670-1] and the references therein for the precise definitions and main properties).
We recall that if f ∈ H(B) has boundary values f * , then f * in Λ τ , if and only if f * ∈ Γ τ (see [13] or [12, §6.4] or [10, §8.8] and the references therein. See also [4, pp. 670-1] ). If 0 < τ < n, the functions in Γ τ can be described in terms of their invariant harmonic extensions. In this case, we have that ϕ is in Γ τ if and only if, for some (any) integer k > τ , its invariant harmonic extension Φ on B satisfies (2.3). This characterization fails to be true when τ ≥ n (see [9, Chapter 6] for more details). Similarly to what happens in the holomorphic case, the complex tangential derivatives of the functions in the space Γ τ are more regular, in the sense that D ij ϕ ∈ Γ τ −1/2 for i, j = 1, . . . , n.
The next results relate the spaces Λ τ and Γ τ to G b) If n > 1 and τ > 1/2 then every ϕ ∈ Λ τ is the restriction of a function Φ ∈ G τ 0 τ,k . Namely, for any integer k > τ , the harmonic extension Φ of ϕ satisfies that:
, when 1/2 < τ < 1.
•
2.4.
Representation formulas and estimates. In this subsection we recall some well-known results on the integral representation formulas obtained in [6] .
We begin by introducing the following nonnegative integral kernels and their corresponding integral operators.
where
In particular if ψ is holomorphic on B then ψ = P N (ψ). Moreover, K N (w, z) satisfies the estimate
for any ψ ∈ C 1 (B), where ψ is defined as in (2.1).
Then, it is clear that,
1 , for N = 0. The validity of the formula for this class of functions is obtained by applying the dominated convergence theorem and Theorem 2.13 to the functions ψ r (z) = ψ(rz). 
In the next lemma we state some differentiation formulas for both operators P N and K N .
Lemma 2.18. Let N ≥ 0, α ∈ N n and k = |α|.
Proof. These results are well known (see, for instance, [5, § 5] ). For the sake of completeness, we give a brief sketch of the proof. For N > 0, (i) follows from the equation
(w, z) and integration by parts, while (ii) is just a direct consequence of (2.5) and (i).
The case N = 0 is deduced from the corresponding formulas for N > 0 by taking N ց 0.
Remark 2.19. The above differentiation formulas will be applied to functions ψ = ϕf where ϕ ∈ G τ 0 τ,k and f ∈ B ∞ s , s > 0. The validity of the formulas in this more general setting can be shown by applying Lemma 2.18 to ψ r (z) = ψ(rz) and the dominated convergence theorem. Now we state some regularity properties related to the integral operator P N .
Proposition 2.20.
Proof. The proof of (i) can be found in [14, Theorem 2.10]. The proof of (ii) reduces to show that every ψ ∈ G τ 0 τ,k satisfies
which follows from Lemmas 2.18 and 2.15. Assertion (iii) can be found in [12, § 6.4]. 
By Fubini's Theorem and Lemma 2.15,
, and the proof is complete.
Toeplitz operators with symbols in
In this section we state a general theorem from which we will deduce the results stated in the introduction. The proof of this general theorem will be postponed to the next section.
Observe that if the functions ϕ ∈ G for any N 0 > 0, allow us to unify the proofs of Theorems 1.4 and 1.5, using the following result:
Now we easily deduce Theorems 1.4 and 1.5 all at once:
Proof. As we pointed out at the beginning of the section, if , for every 0 < N 0 < τ 0 , so (ii) also follows from Theorem 3.1 (case N = 0).
As an immediate consequence of Theorem 3.2 we obtain the following corollaries.
Corollary 3.3. Let τ > 0 and assume that ϕ satisfy that 0 / ∈ ϕ(S), and one of the following conditions:
This is a consequence of Theorem 3.2 and Corollaries 2.9 and 2.11.
This is a consequence of Theorem 3.2 and Proposition 2.20(ii).
Proof. Since T Now assume that τ ≤ 1/2. Since |w − z| 2 ≤ 2|1 −wz|, we have that Λ τ ⊂ Γ τ /2 . And then Corollary 2.11 and part (ii) of Theorem 3.
, Φ being the harmonic extension of ϕ to B. (Recall that, since 0 ∈ ϕ(S), there is 0 < r < 1 so that |Φ(z)| ≃ 1 for r ≤ |z| ≤ 1.)
In order to show the estimate note that |dΦ(z)| (1−|z| 2 ) τ −1 , which implies that |Φ(z) − Φ(w)| |z − w| τ |1 −wz| τ /2 , for z, w ∈ B. On the other hand, since
By Lemma 2.18,
and then Lemma 2.15 shows that |Φ(z)∂ j f (z)| (1 − |z| 2 ) τ −1 .
Since P maps Λ τ to B ∞ τ , we deduce Corollary 3.8. If f ∈ H 1 and ϕ ∈ Λ τ satisfy 0 / ∈ ϕ(S) and ϕf ∈ Λ τ + ker P, then f ∈ B ∞ τ . Now we obtain Corollary 1.3:
Proof of Theorem 3.1
This section is devoted to the proof of Theorem 3.1. It is splitted into three steps composed of several lemmas that will give succesive improvements on the regularity of the solutions to the equation T N ϕ (f ) = h. First we will show that any solution f to (3.8) which is in B 1 −N 0 is in fact in any B 1 −t , t > 0. Then we will obtain that the solution is in B ∞ −t for any t > 0, and finally we will deduce that it is in B ∞ τ . Throughout this section we will assume that ϕ and h satisfy the hypotheses of Theorem 3.1. Since |ϕ(ζ)| ≥ ρ > 0 on S, we can choose r 0 such that |ϕ(z)| ≥ ρ/2 > 0 on the corona C = { z ∈ B : r 0 ≤ |z| ≤ 1 }. Let χ be a real C ∞ -function on C n supported on the corona C 0 = { z ∈ B : r 0 ≤ |z| ≤ 1 + r 0 }, such that 0 ≤ χ ≤ 1 and χ ≡ 1 on a neighborhood of S. Then (3.8) shows that
The function (1 − χ)f is a C ∞ function with compact support on B.
It is easy to prove that χ ϕ ∈ G τ 0 τ,k , and so
by Proposition 2.6.
Hence, in order to prove that f ∈ B ∞ τ , we have just to show that
Step 1. The first couple of lemmas will show that f ∈ B 1 −t , for any t > 0.
−s , for some 0 < s < N + τ 0 , and assume it satisfies (3.8).
(
Proof. First note that (2.7) shows that
and so
. By integrating and using Fubini's Theorem, for any t > 0 we have that
Now Lemmas 2.15 and 2.4 show that 
Step 2. The next couple of lemmas will show that the function f is in B ∞ −t , for any t > 0. We follow the ideas in [7] . Lemma 4.4. Let f ∈ B p −s , for some 1 ≤ p < ∞ and for every s > 0. If f satisfies (3.8) then f ∈ B q −s , for every s > 0 and for every q such that p < q < ∞ and
Consequently, we only have to prove the lemma, for s sufficiently small. Let p < q < ∞ and 0 < ε < N + τ 0 . Assume f satisfies (3.8). Then, as we have shown in the proof of Lemma 4.1, (4.11) holds, and so Lemma 2.17 gives
, because then the previous estimate shows that
and hence, by (4.9) and (4.10), we conclude that f ∈ B q −s . In order to estimate I q ε,s , first apply Fubini's Theorem to get
and since n + sq − M − 2L = (s − N)q, then apply Lemma 2.15 to obtain
Step 3. In what follows we will finally deduce that
Proof. Since f satisfies (3.8), (4.11) holds, as we have shown in the proof of Lemma 4.1. But
and, by Lemma 2.15, K
(1) ω τ 0 −t 1, for any 0 < t < τ 0 .
, and, by (3.8) and (4.10)
In order to prove that f ∈ B ∞ τ , we will use the following formula.
for every α ∈ N n , where k = |α| and c α,β = α!/(β!γ!).
Proof. First assume that ϕ ∈ C k (B) and f ∈ H(B). By Theorem 2.13 we have that ϕ∂ α f = P N +k (ϕ∂ α f ) + K N +k (∂ϕ∂ α f ). Moreover,
and Lemma 2.18 shows that P N +k (∂ α (ϕf )) = ∂ α P N (ϕf ). Hence we obtain (4.14).
By a standard approximation argument (based on the dominated convergence theorem), we deduce the general case from the regular case just proved above.
Lemma 4.9.
(i) If f ∈ H ∞ satisfies (3.8), then for every 0 < t ≤ τ 0 , f ∈ B ∞ t . (ii) Let f ∈ B ∞ s , for some 0 < s < τ . If f satisfies (3.8), then for every 0 < t ≤ min(τ, s + τ 0 ), f ∈ B ∞ t . Proof. Let f and t be as in either (i) or (ii), and assume f satisfies (3.8). Let k ∈ Z and α ∈ N n such that |α| = k > τ . We want to prove that |∂ α f (z)| (1 − |z| 2 ) t−k . Since (i) Let f ∈ H ∞ . Then |∂ β f (w)| f ∞ (1 − |w| 2 ) −|β| , for every multiindex β. So
for every t ∈ R such that t ≤ τ 0 . Next Lemma 2.4 shows that
for every t ∈ R such that t < 1 and t ≤ τ .
(ii) Let f ∈ B ∞ s , for some 0 < s < τ . Then |∂ β f (z)| f B ∞ s ω s−|β| (z), for every multiindex β, so Lemma 2.4 gives that
for every t ∈ R such that t ≤ s + τ 0 < s + 1, and Lemma 2.5 shows that
for every t ∈ R such that t ≤ s + 1 and t ≤ τ . 
