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ABSTRACT 
The automatic database design system is a design aid for network 
database creati on. It obtains a requirements specification from a 
user and gene rates a prototype database. This database is 
compatible with the Data Definition Language of DMS 1100, the 
database system on the Univac 1108 at the University of Cape Town. 
The user interfa ce has been constructed in such a way that a 
computer-naive user can submit a description of his organisation 
to the system. Thus it constitutes a powerful database design 
tool, which s hould greatly alleviate the designer's tasks of 
communicating wi th users, and of creating an initial database 
definition. Th e requirements are formulated using the semantic 
database model, and semantic information in this model is 
incorported i n to the database as integrity constraints. A 
relation scheme is also generated from the 
result of thi s research, insight has 
advantages and s hortcomings of the semantic 
some principles for 'good' data models 
methodologies h a ve emerged. 
specification. 
been gained into 
As a 
the 
database model, and 
and database design 
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1. CHAPTER 1. INTRODUCTION. 
Database design is a formidable task which continues to present 
problems to theoreticians and practitioners alike. 1 No 
universally-accepted database design methodology exists, and 
currently the major part of database research is directed towards 
solving this problem. Some helpful results are beginning to 
emerge from this work, for example normal form theory. This is 
based on a sound mathematical foundation and provides guidelines 
for relational database design. In the realm of network databases, 
three types of design aid exist. These are data models, prototype 
databases and a u tomated design tools. 
Data models are a means of representing data and their meaning in 
a natural and e a sy, yet precise, manner. Whereas schemas are 
computer-oriente d data descriptions, data models are 
people-oriented. A data model of an enterprise simplifies the 
process of requirements specification and facilitates the choosing 
of a database s t ructure. Prototypes are initial 'test' databases 
used to detect misconceptions and omissions in the specification. 
Experimentation with a prototype can highlight potential problems 
and indicate wh ere envisaged transactions cannot be supported, or 
performance requ irements cannot be met. Some automated tool·s 
exist to assis t a designer with parts of the design process, such 
as requirements gathering, database structure creation, database 
performance eva luation or physical parameter allocation [Hammer 
1977,Tompa 1976,Jankowitz 1982,Gerritsen 1975,Hubbard 1979 and 
Roussopoulos 1979]. Generally these only serve as a guide to the 
designer, who mu st analyse and modify their results. 
The "automated database designer" (henceforth called ADD) was 
I 
,. 
i 
I 
I 
I 
I 
le I 
I 
I 
I 
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undertaken to i ntegrate in one system all these three facilities. 
Hence ADD automates the database design process from information 
collection and model specification through to the construction of 
a prototype network database. The prototype incorporates 
comprehensive i n tegrity checks, in an attempt to support as much 
as possible of the semantic information in the model. The 
creation of a relation scheme was also implemented. The system 
generates several listings indicating the design decisions taken. 
These can be examined by the human designer to determine the 
effect of specific requirements. They should also facilitate the 
writing of the final working schema. 
The model chosen for ADD was the Semantic Dat abase Model [Hammer 
1978, Hammer 1981, King 1982]. This model was considered the best 
model for the undertaking, because it has several powerful 
modelling features and yet is simple and easy to use. A second 
objective in implementing ADD was to investigate the effectiveness 
of SDM for database design. 
Although the system is described in some detail in the succeeding 
chapters, a summary of the process of database synthesis is now 
presented. This is intended to acquaint the reader with the 
system; unfortunately it requires using terminology which will be 
explained in the next chapter: this is unavoidable. 
To create the network, a record type is formed for each entity 
type, comprising its non-repeating attributes. Repeating 
attributes constitute a separate record type, connected to the 
entity they characterise as member of a set. A functional 
dependency is also separated out to form a new record type, and is 
made the owner of a set linking it to the entity type it 
described. Relationships translate into sets, with their 
• 
' i 
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one:one/one:many/many:many nature distinguishing the owner from 
the member. A confluent hierarchy is used for the many:many case. 
Generalisation o r IS-A hierarchies are also tr eated. This refers 
to entities which are special types, or subtypes, of other entity 
types (such as OILTANKERS, special SHIPS). If the subtype has 
fields not pr e sent in its "supertype", or if it participates in 
its own individual relationships, it is represented by a separate 
record type. Th is is linked to the "supertype" as the member of a 
set, and the construction of these sets is controlled by 
specifying app r opriate CHECK and RESULT clauses. The semantic 
information in t he model, such as the description of derived data, 
is us ed to ref i ne the network structure and also caus ~s integrity 
constraints to be incorporated. A simple set of physical 
parameters completes the database definition; the only complexity 
that can occur h ere is with specifications of multi-level paths in 
SET SELECTION clauses. 
I 
The finer points of the ADD design 
methodology are deferred until chapter seven, as they require a 
thorough unders t anding of SDM features. 
In order to j u stify the development of the ADD project, the next 
section outlines the difficulti e s of database design and then 
relates this t o the objectives of the system. Finally, an 
overview of ADD is given to indicate how it s ets about achieving 
these goals. 
1.1. Motivation . 
· Database design is a difficult task, for several reasons. The most 
important are users' ina bility to provide a good specification; 
the difficulty i n obtaining a n a de quate logical structure; and the 
• 
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problem of choosing physical properties to gain optimal (or at 
least adeQuate) performance. (The logical structure describes 
only the data and their associations, the physical parameters 
augment this with storage and access strategies, file 
descriptions, etc.) 
These problems arise because of inadeQuacy on the part of both 
users and database designers. FreQuently the user himself doesn't 
know exactly how his database will be used nor does he fully 
understand the data items and their inter-relationships. The 
problem is aggravated if he cannot distinguish important 
information from irrelevancies. ReQuirements specifications are 
thus freQuently 
misconceptions. 
problems between 
In 
incomplete, inconsistent, 
addition, there are often 
the database analyst and 
or contain 
communication 
user, and a 
specification may be misinterpreted. A data model forces users to 
think clearly and carefully and thus they understand and describe 
their data better. "People use data models to abstract and 
understand concepts about data and information" [Tsichritzis 
1982]. 
Even if the information gathering is correct, complete and 
well-understood, the designer can still have difficulty in 
providing an efficient system. There is a lack of database 
expertise, particularly in database design. Computer 
professionals are accustomed to thinking in terms of conventional 
files and of designs based on processing applications; they have 
difficulty adapting their modes of operation to the database 
environment. If the design is based on processing reQuirements, 
not on the fundamental structure and properties of the data 
itself, problems arise when transactions change and the structure 
I 
I 
I 
I 
r 
I 
I 
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can no longer support them adequately. Design difficulties arise 
because there are so many options available when deciding both 
-logical and physical characteristics. If the designer is too 
preoccupied with efficiency, the logical structure may not meet 
with user requirements. A poor database design generally proves 
to be an extremely costly mistake. The main reason for this is 
that operational databases are difficult to reorganise, especially 
if very large. 
The ADD system was intended to assist the designer in the 
following ways. It should virtually eliminate the problem of 
obtaining a good, unambiguous specification. It should greatly 
reduce the difficulties which face the designer of the logical 
structure, by providing him with one that will require minimal, if 
any, alterations. It should also help to some extent with physical 
property assignment. Before describing how this was carried out, 
some background information on database design and data models is 
presented. This is explained in the next section, which gives a 
preview of the content and structure of this thesis. 
1 .2. Thesis Overview. 
It is assumed that the reader is familiar with the concept of a 
database and the workings of a database system. As a foundation 
to what follows however, chapter two presents a brief outline of 
databases and relational database theory, before reviewing current 
database design methodologies and techniques. An extensive 
literature survey showed that no universally-accepted database 
design methodology exists at present and that designers 
accordingly have to rely largely on their own intuition. 
Chapter 1 • Introduction. -10 
Amongst the design aids mentioned, the use of data models was one 
of the most significant. A survey of data models was undertaken, 
in order to establish the most suitable one for the ADD system. 
Chapter three describes and evaluates these models; while chapter 
four is a detailed presentation of SDM, which also explains why 
this particular model was chosen. 
Having established that an SDM model would be the initial 
objective and a prototype schema the final goal, two distinct 
phases of the system were distinguished: model construction and 
schema generation. (A schema is a database definition that 
describes the structure 'and organisation of a database.) Chapter 
five describes how the first phase was implemented. It was 
decided that the model should be designed by the users, as only 
they are intimately familiar with the enterprise, its workings and 
its data. As these are non-computer people, a suitable user 
interface had to be created for this phase. Several articles on 
"user friendliness" in man-computer dialogues were studied, to 
discover the techniques to employ. Some of the interesting and 
useful ideas discovered, are also described in chapter five. 
When implementing phase two, it was decided to incorporate the 
conversion of the model to a relation scheme as well as to a 
network database. The reasons for this ar.e firstly that the 
design of a relation scheme is a useful step in a database design 
process. Secondly, relational databases are emerging as the most 
significant type of database, with most of the research being 
directed towards such systems. To investigate the potential of SDM 
as a basis for database design, it was considered essential to 
analyse its adaptibility to relation scheme synthesis, and not 
only to networks. Chapter six explains how an SDM model is 
Chapter 1 . Introduction. -11 
translated into a collection of relations and briefly describes 
the program that implements this. The resulting relation scheme 
is analysed and evaluated within the framework of normal form 
theory. 
This relation scheme together with the SDM model of the enterprise 
is used to design the network database. Each relation is 
converted into a record or set, and then the semantics of the data 
model are used to refine this structure and introduce integrity 
constraints. Finally, physical parameters are included and the 
complete prototype database definition is generated. The creation 
of a network database and the incorporation of SDM features into 
this, is described in chapter seven. The components of the ADD 
system can be seen in fig. 1.1. 
Chapter eight discusses how the synthesised database can be tuned 
to gain better performance . The emphasis here is on adjustment of 
physical parameters, as the prototype should have a satisfactory 
logical structure. For completertess however, suggestions for 
alterations to the latter are also given. 
Having implemented both phases of the ADD system, considerable 
insight has been gained into the appropriateness of SDM as a basis 
for database design. This is described in chapter nine, where its 
desirable features as well as its shortcomings are discussed, and 
suggestions for a modified SDM are presented. Chapter ten 
concludes this thesis with an appraisal of the ADD system and the 
establishment of some criteria for 'good' data models and database 
design methodologies . 
• 
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Figure 1.1 The ADD System Modules. 
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The database being designed is called the QDB. Here QDB2 and 
QDB3 represent successive modifications to the initial 
structure, QDB1. 
• 
• 
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2. CHAPTER 2. DATABASES AND DATABASE DESIGN. 
As it is assumed that the reader has some knowledge of databases, 
This chapter 
they are used. 
with emphasis 
v e ry briefly describes what databases are and why 
The three types of database system are reviewed, 
on the network model, and then the theory of 
relational database design is discussed. The final section 
presents a surv ey of current database design methodologies and 
techniQues. 
2.1. Introduction to databases. 
A database can be defined as a "collection of interrelated data 
stored together without harmful or unnecesary redundancy to serve 
one or more appl i cations in an . optimal fashion" [Martin 1975]. It 
is essentially a large collection of data on secondary storage, 
which is control led by special software called the DBMS (database 
management software or database management system.) "Database 
technology is c oncerned with both the physical and the logical 
organisation of t he data. The physical organisation refers to the 
way the data i s recorded on a storage medium. The logical 
organisation, or the data model, is the user's view of what data 
is stored on t he database, and the relationships between the 
individual items of data" [Jankowitz 1982]. The DBMS performs all 
data manipulation, hiding implementation details from programmers, 
who need not be aware of the physcial organisation of a database. 
A great deal of r esearch is being undertaken in the field of 
database techno l ogy, and databases are becoming increasingly 
evident in comme r ce and industry. Why are databases so popular? 
• 
• 
• 
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There are several advantages that database systems have over 
conventional files. Some excellent discussions on this can be 
found in [Date 1981 ,Kroenke 1977, Deen 1977,Ullmann 1980,Bradley 
1982]. The major advantages of databases are listed below. 
(1) Data ind ependence is achieved. This is the immunity of 
application programs to changes in storage structure and/or access 
strategy. 
(2) There is a common and controlled approach to data access. All 
database manipulations are performed under the centralised control 
of the DBMS. 
(3) Data can be shared by multiple users accessing the database 
concurrently • 
(4) Data integr i ty, privacy and security can be maintained by t he 
DBMS. 
(5) Redundancy can be eliminated or reduced. 
(6) The DBMS can log all activities, gathering usage statistics, 
keeping page cop i es for recovery purposes, etc. 
The disadvantages of database systems are the 
overheads assoc i ated with a DBMS, and the 
expertise amongs t computer personnel. 
2.2. ARCHITECTURE OF A DATABASE SYSTEM. 
space and time 
lack of database 
The task of a database designer is to write a schema for the 
enterprise . A schema is a 
structure of a database. 
global definition of the logical 
It lists the data items and their 
format, as well a s the relationships between them. Most DBMSs 
also reQuire some specification in the schema of the mapping to 
storage, such as file descriptions, designation of sort keys, and 
stipulation of s t orage/access methods. The schema is used only by 
• 
• 
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the database des i gners and the DBA (database administrator). 
Subschemas define the logical view of the database as seen by a 
particular appl i cation program or group of application programs. 
Since an applicat ion program is in general only concerned with 
certain section ( s) of the database, a subschema consists of a 
listing of those data items and data relationships which are 
needed by a prog ram. Subschemata may overlap and each may be used 
by several appli cation programs. 
It is in terms of a particular subschema structure that commands 
are issued to the DBMS for database manipulation. Application 
programs consist of such commands embedded in a 'host' language, 
which is a conventional programming language. Most DBMSs also 
support a query l anguage facility. A database query language is 
english-like and easy to use. In this way simple processing such 
as obtaining lis t s or counts of items can be accomplished without 
the need for an a pplication program. 
2.3. THE THREE MAJOR DATABASE SYSTEMS. 
Conventional DBMS 's can be categorised into three types, according 
to how they r epresent relationships between data. These are the 
h ierarchical, ne t work and relational approaches. Objects are 
essentially rep r esented as records of zero, one or more fields 
(attributes) in a ll three systems. 
In the hierarch ical and network systems relationships are 
respresented a s links between records. In the former, the 
resulting structu re of inter-linked records forms a forest of 
trees i.e. ea ch record has one and only one parent (except for 
• 
• 
• 
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the root of each tree, which has none). A network is an extension 
of a hierarchical system in which a record can be linked to more 
than one 'parent ' , resulting in a graph. 
In contrast, a r e lational database can be conceptualised as a 
collection of t ables ("relations''), with one row of the table for 
each record in the database. The columns of the relation represent 
the attributes. A relational schema consists of one or more 
relations. The f ormal definition of a relation is a collection of 
n-tuples of the form <a1 ,a2, ... ,an>, where each a1 is drawn from 
the same domain d1, each a2 is drawn from the same domain d2, etc. 
(These domains or value sets need not necessarily be distinct.) 
If two object types are related, their keys appear in the same 
table. 
The advantage of the relational model is that it can be 
manipulated in a "non-procedural'' manner, with data being accessed 
simply by stat i ng its properties. In contrast, the other two 
systems are structurally intricate and highly "navigational", 
placing too much emphasis on access paths and jeopardising their 
data independence. They are "not suited for a conceptual 
representation s ince they combine information about the logical 
structure of data with access path description, leaving some 
ambiguity as to the exact nature of the former" [Zaniolo 1982a]. 
For this reason, such models "typically do not allow the easy 
definition of n ew transactions" [McLeod 1982]. Their rigid 
structure tends to impose a fixed interpretation on the data and 
their inter-relat ionships. 
All conventional database systems suffer from a lack of semantic 
expressiveness and hence databases can often be misinterpreted. 
Their emphasis on record structures has been criticised by authors 
• 
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such as Kent [Kent 1979]. Records are artificial contructs which 
often do not c o rrespond to any real-world object, and tend to be 
difficult to des i gn. The problem with record-based systems such 
as the three conventional database models described, is that they 
are lacking in t h e notion of an abstract object [McLeod 1980]. In 
general it appears that relational systems suffer from fewer 
disadvantages t h an the others, and have the benefits of 
definiteness and mathematical rigour. However, as with network 
and hierarchical systems, their implementation by a particular 
DBMS plays an important role in determining their true 
effectiveness. A more detailed description of these three types 
of database system has been provided in Appendix A. DMS 1100, the 
network database system on and for which ADD was developed, will 
be described in the next section. 
2.4. The DMS 1100 Database System. 
The Codasyl Data Base Task Group (DBTG) of 1971 developed the 
guidelines for network database systems, specifying the syntax and 
semantics of the command language or DML (Data Manipulation 
Language) and of the DDL (Data Definition Language) in which a 
schema is written [Codasyl 1971]. At subsequent meetings of the 
DBTG, extensions and improvements were incorporated, such as the 
specification of an SDDL (Subschema Data Definition Language). The 
DBTG proposals have received a great deal of attention and 
although their merit is still a fairly contentious issue, 
nevertheless several DBMS's have been implemented based on these 
guidelines. DMS 1100, the database system on the Univac 1108 at 
UCT, is one such example which adheres fairly strictly to the DBTG 
specifications. 
• 
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A DMS 1100 schema consists of five sections. The first (data 
names) and l a st (table section) are only used in special 
circumstances, a nd will not be discussed here. (Appendix B gives 
the complete syntax of the DMS 1100 DDL.) The second section of a 
schema names and describes the files, called AREAS, on which the 
database will reside, giving information such as the number and 
size of their pa ges (the unit of access ), designating overflow 
pages, etc. 
The next sect i on defines the record types, giving COBOL-like 
descriptions of their fields. Integrity constraints can be 
attached to i t ems and/or records by using CHECK and RESULT 
clauses. The " l ocation mode" (storage/access strategy) . must be 
specified for each record type. This can be DIRECT (program 
supplies physica l address of record); CALC (stored by a hashing 
technique); INDEX SEQUENTIAL or VIA SET. The latter implies a 
record is stored as near as possible to the owner ("parent .") of 
the specified s e t. 
The remaining section describes the sets in the database. A set 
represents a 1 : many relationship between an owner record and 
several member records (possibly of different types). For example 
set SUPPLIERPARTS can have owner SUPPLIER and member PART. 
Membership can be automatic(compulsory) or manual(optional). The 
retention claus e suggested by the DBTG is not implemented in DMS 
11 00. Each s e t has, amongst others, two features denoting 
ordering of memb ers ("sorted" by designated keys; "first", "last", 
etc.) and SET SELECTION (which governs the choice of a specific 
set occurrence) . Appendix H shows an example of a DMS 1100 
schema. 
To access a DMS 1100 database, three forms of DML are provided, 
\ 
J. 
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for embedding in COBOL, FORTRAN and PL/1 programs respectively. 
The FORTRAN DML which was used in the ADD system adheres very 
strictly to .that laid down by the DBTG, and consists of commands 
s uch as STORE, MODIFY, FIND, ERASE, DISCONNECT etc. Appendix C 
give s the syntax of the ASCII FORTRAN DML ~upported by DMS 1100. 
2.5. Normative Theory. 
The major research area in database technology today is centred 
around the concept of normalisation and normal form theory. 
Normative theory is an attempt at creating rules for "good" 
relational databases, but can also be applied to obtain "good" 
record structures for hierarchies or networks. The significance 
of normal form theory lies in the fact that it is based on a sound 
mathematical foundation and is a "first step" towards making 
database design an exact science rather than an ad-hoc process. 
In this section the concepts on which this theory is based, are 
defined. Thereafter several Normal Forms are described • 
2.5.1. Definitions. 
A set of attributes X of a relation R is said to be functionally 
dependent on a s et of attributes Y in R, if every set of values 
for Y is ass ociated with a unique set of values for X. This is 
denot e d Y -> X a nd is read as "Y functionally determines X''. If 
there is no subset S of Y for which S -> X, then we say that X is 
fully functionally dependent on Y. Intuitively, this means there 
are no "unnecessary" attributes in Y. A candidate key for a 
relation is a s e t of attributes in the relation which fully 
• 
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functionally determine all attributes of that relation. A prime 
attribute is any attribute that is a part of some candidate key 
for R, and all other attributes are termed "non-prime". If a 
relation R has several candidate keys, one is chosen as the 'main' 
key, called the primary key. There are several axioms relating to 
functional dependencies (FDs), such as the transitivity axiom 
[Bernstein 1976]. This states that if X-> Y andY-> Z , then X 
-> Z by transitivity, or "Z is transitively dependent on X". 
Recently, the more general notion of a multivalued dependency (MVD 
or MD) was discovered by Zaniolo[Zaniolo 1976] and by Fagin [Fagin 
1977]. A multivalued dependency is written X->-> Y, and is read 
as "X multi-determines Y". To illustrate this let us denote the 
remaining attributes of the relation, i.e. R- (X union Y), as z. 
The MVD implies that whenever the tuples (x1 ,y1 ,z1) and (x1 ,y2,z2) 
appear in the relation, tuples (x1 ,y1 ,z2) and (x1 ,y2,z1) also 
exist. This shows that the relationship between X and Y is in no 
way dependent on the other attributes in R. As an example, if R 
consisted of three attributes EMPLOYEE, CHILD and PROJECT then 
there is a multivalued dependency of CHILD on EMPLOYEE, since the 
child of an employee is independent of the projects on which he is 
working. Thus if we have tuples <Jones,Bob,P1> and 
<Jones,Jill,P2>, then we expect to also find tuples <Jones,Bob,P2> 
and <Jones,Jill,P1>. An FD is clearly a special case of an MVD. 
Aho, Beeri and Ullman [Aho 1979] recognised another type of 
dependency that can occur in a relation, called a join dependency. 
A relation R satisfies a join dependency *(X,Y, ... ,Z) if and only 
if it is equal to the join of its projections on X,Y, ... ,Z; where 
X,Y, ... ,z are sets of attributes of R. As an example, consider 
the relation R composed of attributes STUDENT, COURSE and PROJECT. 
• 
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This has <STUDENT,COURSE,PROJECT> as its key, if several STUDENTS 
from different COURSES can be involved in the same project. R 
satisfies the join dependency (JD) *((STUDENT,COURSE), 
(COURSE,PROJECT), (STUDENT,PROJECT)) because . if tuples 
(Smit,C3,P6), (Jones,C3,P1) and (Smit,C9,P1) appear in R then 
(Smit,C3,P1) mus t exist in R. Fig. 2.1 shows that R is the join 
of its project i ons on (STUDENT,COURSE), (COURSE,PROJECT) and 
(STUDENT,PROJECT). Zaniolo recently introduced several new 
concepts, such a s elementary FDs and multiple elementary FDs. An 
elementary FD X -> y is one where Y is a single attribute and 
there is no subset s of X for which S -> Y. An elementary MVD X 
->-> y is an MVD such that there is no S contained in X, T 
contained in Y, for which S ->-> T. A multiple elementary MVD is 
an elementary MVD for which there exists another elementary MVD 
with the same left hand side. Zaniolo and Melkanoff have shown 
that All the FDs and MVDs of a relation are inferable from its 
elementary FDs and multiple elementary MVDs [Zaniolo 1981]. An 
elementary key attribute for a relation R is an attribute which is 
part of a key X such that some X-> A is an elementary FD of R. 
Admissibility is another interesting concept. A set of elementary 
FDs Z is admi s sible with respect to a collection of atomic 
relations A (i.e. relations with no non-trivial multiple 
elementary MVDs) if and only if the following conditions hold: 
( 1 ) if z contains an elementary FD with scope IV (i.e. w is the 
union of the attributes on the left and right hand sides) , it must 
contain every other elementary FD with scope W; and if TIR(W) is 
atomic, then A must contain it. (2) if A contains an atomic 
projection TIR(W), Z must contain every elementary FD of R having 
scope W. 
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Figure 2.1 An Example of a Join Dependency 
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2.5.2. Normal Forms. 
Several design rules or 'normal forms' have been defined for 
converting a given relation scheme into a 'better' collection of 
relations. The resultant scheme is considered better in that it 
decomposes a give n relation to remove embedded relationships; in 
this way it preve nts a number of update problems from arising. 
A relation is in 1st Normal Form (1NF) if every attribute in the 
relation is atomic. This means that a 1NF relation has no data 
aggregates or repeating groups. 
normalised. 
Such a relation is said to be 
A 1NF relation is in 2nd Normal Form (2NF) if each of its 
non-prime attributes is fully functionally dependent on the 
primary key of t h e relation [Codd 1970]. For example a relation R 
with attributes STUDENT, COURSE, FINALMARK and LECTURE-PERIOD is 
not in 2NF. Its key is <STUDENT,COURSE> but COURSE -> 
LECTURE-PERIOD. This is a separate relationship in its own right 
and hence should form a separate relation R2. If R is replaced by 
two 2NF relations R1 (STUDENT,COURSE,FINALMARK) and R2 
(COURSE,LECTURE-PERIOD) then several update anomalies disappear 
because of the fact that the period in which a course is taught is 
now stored once only. This saves space, and facilitates 
modification of the database if the LECTURE-PERIOD of a course is 
changed. If R is retained, a situation could arise where some 
tuples for a course have their LECTURE-PERIOD altered, but not 
others, resulting in an inconsistent database. Using R1 and R2 
this cannot occur. These two relations can also increase the 
information content of the database as a tuple can be inserted 
into R2 for a new course and its alloted period, before any 
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students registe r for that course. 
for a course a re deleted, the 
retained in an R2 tuple. Thus there 
Similarly if all the R2 tuples 
period associated with it is 
are clearly advantages to 
decomposing a re l ation such as R into several 2NF relations. 
A relation is s a id to be in 3rd Normal Form (3NF) if it is in 2NF 
and none of its non-prime attributes is transitively dependent on 
a key of the r e lation. This eliminates FD's between non-prime 
attributes. sinc e they represent a separate relationship they 
should constitute a separate relation. For example if relation R 
has attributes PROJECT, DATE, DESCRIPTION, MANAGER and 
MANAGER-TELEPHONE with key PROJECT, then MANAGER-TELEPHONE is 
transitively depe ndent on PROJECT. If this were replaced by two 
relations R1 (PROJECT,DATE,DESCRIPTION,MANAGER) and R2(MANAGER, 
MANAGER-TELEPHONE) then each telephone-number would be stored once 
only, instead of once for each project involved. The insertion, 
deletion and update anomalies would thus disappear, in a similar 
way to when a 1NF relation is replaced by 2NF relations. 
Boyce-Codd Normal Form (BCNF) takes this idea to its natural 
conclusion. Suppose relation R has attributes S#,P#,SNAME and 
QUANTITY, and the following ~Ds hold: S#,P# -> QUANTITY, S# -> 
SNAME and SNAME -> S#. There are two overlapping candidate keys 
SNAME,P# and S#,P#. This relation is in 3NF, as QUANTITY is its 
only non-prime attribute. However, there is an embedded 
relationship between S# and SNAME, which should form a separate 
relation to prevent update anomalies arising. This type of 
situation led to the identification of BCNF. A relation is in BCNF 
if the only FDs among its attributes are those in which a 
candidate key functionally determines attribute(s) of the 
relation. Since S#->SNAME and SNAME -> S#, and niether S# nor 
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SNAME is a candidate key for R, R is not in BCNF. 
Fourth Normal Form extends the above to incorporate MVDs, and is 
defined as follows. A relation is in 4NF if and only if the only 
MVDs among its attributes are those in which a candidate key 
multidetermines a ttribute(s) of the relation. Since an FD is a 
special case of an MVD, 4NF is clearly a stronger condition than 
BCNF. 
The ultimate normal form (with respect to projection and join) is 
fifth normal form (5NF.) "A relation R is in fifth normal form 
(5NF) - also called projection-join normal form (PJ/NF) - if and 
only if every join dependency in R is implied by the candidate 
k eys of R" [Date 1981]. Fagin [Fagin 1977] has p r oved that an MVD 
is a special case of a join dependency. Hence 5NF is a stronger 
condition than 4NF. It is interesting to note that a relation 
scheme can always be decomposed into an equivalent 3NF, 4NF, BCNF 
or 5NF scheme in a "non-loss" way. However, it is not always 
possible to convert a relation scheme into an equivalent BCNF, 4NF 
or 5NF scheme and preserve all its dependencies. 
Other normal forms have recently been proposed, such as Elementary 
Key Normal Form (EKNF) [Zaniolo 1982b] and Improved Third Normal 
Form [Ling 1981]. Both enforce the separation principle more 
strictly than does 3NF. Zaniolo developed EKNF, because he felt 
that 3NF does not enforce separation sufficiently, while BCNF is 
prone to computational complexity and is incompatible with the 
principle of representation. The representation principle . 
concerns the complete representation of dependencies in a relation 
scheme. This criterion is preferable to that of removing update 
anomalies, which according to Zaniolo is an elusive and possibly 
unattainable objective. A relation is in EKNF if and only if for 
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all elementary FDs of R, X -> A, either X is a key for R or A is 
an elementary key attribute for R. Zaniolo shows examples where / 
EKNF improves on 3NF relations and proves that Bernstein's 
algorithm for synthesising 3NF relations [Bernstein 1976] does in 
fact create EKNF relations. 
A relation Ri i n a relational schema R is in Improved 3NF if each 
non-essential attribute is not restorable in Ri. An attribute is 
'restorable' if it is derivable from the other relations of R, and 
is 'non-essential' if it is not required to derive the value of 
any other attribute of R. This normal form was discovered by Ling, 
J 
Tompa and Kameda [Ling 1981] and involves detecting superfluous 
attributes, whose values are derivable using other relations. An 
analogous definition of Improved BCNF is: a relation Ri in a 
relational schema R · is in Improved BCNF if each attribute is 
restorable in Ri. However unlike improved 3NF, such a schema may 
not exist. 
When one considers this theory of normalisation, one realises that 
although the projections to higher normal forms do result in 
better relations in the sense that update anomalies cannot occur, 
they also result in very many 'simple' relations. Thus there is 
a definite trade-off between integrity and efficiency 
considerations, because if one relation is decomposed into many, 
then several joins may be needed to answer queries. Griffith 
[Griffith 1982] says a relation scheme that has been decomposed or 
'factored' too much is harder to reorganise. He concludes that "as 
the number of different desired factorisations increases, the net 
benefit of factoring decreases. Information bases which must 
support many widely diverse or frequently changing applications 
may be better off not factoring at all". Whereas 1NF is generally 
r 
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accepted and mo s t authors advocate 3rd Normal Form relation 
schemes, 4th and especially 5th Normal Form are somewhat 
contentious. Although it is clear that MVDs and join 
dependencies indicate embedded relationships, the question is 
whether or not t h ey should be removed to form separate relations. 
Several databas e design methodologies generate 4NF schemes and 
then join relati ons to meet performance requirements, returning to 
a 3NF or even a 1NF scheme. Opinion on normal form theory is best 
summed up by thes e words: "While everyone agrees that 'Small is 
good', the iss ue 'How small is good enough?' is somewhat 
controversial" [Zaniolo 1982b]. 
2.6. Some Database Design Methodologies. 
Many database design methodologies approach the problem at a very 
high level and do not give sufficient detail as to how to perform 
each of the steps they advocate. Nevertheless these are useful 
when determining the main stages in database definition. Hence 
some of these are presented before considering more specific, 
detailed methodologies. 
A database design process should consists of four phases: data 
gathering and requirements analysis, constructing a model of the 
application, converting this to a logical database structure and 
finally adding physical parameters [Ledgard 1977]. Sundgren 
[Sundgren 1978], amongst others [Tsichritzis 1978], emphasises the 
use of prototypes and tuning during the database design. Using 
his method the external requirements are formulated as a goal 
function, which is tested for consistency and feasibility. After 
arriving at a logical design and transforming this to be 
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compatible with the DBMS, this is checked to see if it satisfies 
the goal function. The process is repeated until the goal is 
'met'. This v i ew is also held by others [Appleton 1980], who 
centre their methodology around the installation of a prototype. 
This, supplemente d by a data dictionary, is subjected to heuristic 
analysis and env i ronment tests. The database is modified and the 
process repeated until a satisfactory design is achieved. 
Teorey and Fry [ Teorey 1979] build their design methodology around 
the processing r e quirements of the organisation. The data items 
as well as their data volume and processing frequency are 
considered. Th ey question the idea of normalisation, because of 
the trade-offs b etween integrity and efficiency. They design an 
information structure diagram (ISD) and then draw a subset of this 
for each appli cation, consolidating these to get a revised ISD. 
This is refined u sing quantitative information and performance 
measures. Physi cal parameters are then chosen, followed by the 
inclusion of inte grity and security constraints. In contrast 
Bubenko [Bubenko 1977], who also bases her design on requirements 
expressed in terms of queries and transactions, follows this with 
the identification of entities and the specification of FD's 
between them. The next step, information analysis, includes 
possible re-iteration of this process, before finally introducing 
names and mapping to a DBMS structure. 
uses a name-bas ed model from the 
Kahn , on the other hand, 
beginning [Kahn 1976]. Her 
methodology caters for a community of users each responsible for a 
specification, a nd thus b egins by consolidating these into a 
global information structure. Once again, entities are determined 
and the FD's between them used to generate normalised relations. 
This structure is refined by introducing security constraints and 
controlled redundancy to ensure adequate preformance, with the 
• 
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final step being DBMS accomodation. 
Smith and Smith [Smith 1977] advocate using a model consisting of 
data aggregates from which one can proceed bottom-up or top-down 
to obtain other aggregates . Aggregation, which will be discussed 
in the next chapter, is the abstraction whereby an object is 
constructed from its constituent objects. The aggregates are 
converted to 4 t h Normal Form and then keys are established. A 
slight variation of this methodology is proposed by Jefferson 
[Jefferson 1980], who lists the design stages as (1 )creation of 
SADT (Structured Analysis and Design Technique) diagrams from a 
requirements statement; (2) developing different levels of 
aggregation; (3) determining logical records from their aggregates 
and (4) designing the physical database structure. 
In addition to t h ese high-level design guides, there are some more 
specific methodologies which also explicitly state ways of 
obtaining the logical structure. The major difficulty lies .in the 
conversion of a collection of entities, attributes and 
associations into records or relations. This particular problem 
is addressed by Taylor and Frank [Taylor 1976] who provide 
guidelines for grouping attributes 'correctly'. They advocate 
grouping together all keys for an entity and including with these 
all attributes X such that X describes the entity and the entity 
key functionally determines X, unless X is part of a key of 
another entity. They also suggest that repeating attributes 
should be considered to decide whether they are worthy of being 
represented as a separate entity or not. However, they do not 
suggest how this decision should be taken. 
Wang and Wedekind 
methodology based 
[Wang 1975] have developed 
on normative theory. This 
a complete 
commences by 
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collecting the complete set of attributes and functional 
dependencies, 
optimal 3NF 
computing a minimal cover and then determining an 
re l ation scheme based on this. Relations may 
subsequently be combined to form records according to performance 
requirements. Th i s is usually necessary because their methodology 
tends to genera te a separate relation for each simple fact; and 
they actually suggest a feasible trade-off is to join relations, 
obtaining a 1NF scheme! The algorithm to perform the conversion 
to a set of 3NF elations was developed by Bernstein [Bernstein 
1976], but it r elies on a specification of all FDs between items. 
This is the main disadvantage of this method [Buchman 1979]. 
Another problem , first identified by Bernstein himself, is that 
"under the synthetic approach every conclusion is tentative and 
subordinate to a semantic validity check" [Zaniolo 1981]. For 
example, if the g iven FDs are f1 :DEPT -> SECTION; f2: SECTION -> 
MANAGER and f 3 : DEPT -> MANAGER, then relation synthesis 
algorithms will i gnore f3, as it appears to be inferable from f1 
and f2 by trans itivity. This will be incorrect if f2 means each 
SECTION has one MANAGER and f3 implies each DEPT has one MANAGER. 
Another peculiar i ty of relation schemes synthesised by Bernstein'S 
a lgorithm is that these can sometimes contain relations R1 and R2 
such that R1 is a projection of R2 [Zaniolo 1981]. 
Ling, Tompa and Kameda [Ling 1981] have devised an algorithm for 
generating Improved 3NF schemes based on Bernstein's preparatory 
a lgorithm. Thi s uses a supe rfluous attribute detection algorithm 
to convert the r e lations gene r a ted by the preparatory algorithm to 
IMproved 3NF. 
Zaniolo and Melkanof carry t he decomposition further than 3NF. In 
contrast to the s ynthetic approach of Bernstein and of Wang and 
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Wedekind, they commence their design with a given relation and a 
sample database content. This is then decomposed. Their opinion 
is that with smaller units as building blocks, greater data 
independence can be achieved. Thus they state that "the presence 
of a non-trivial MD (MVD) is sufficient and necessary for a 
relation to be composed into a pair of proper subprojections, 
without losing information on the content of the relation". Their 
decomposition algorithm produces a pair (ACOVER,ZCOVER). A COVER 
is a collection of atomic relations. ZCOVER is a set of 
elementary FDS constituting a minimal cover . which is admissible 
with respect to ACOVER. The resulting relation scheme not only 
has minimal redundancy, it also ensures complete relatibility 
(complete representation of the dependencies that apply to the 
data.) However, there exist relations for which this decompostion 
will fail, requiring intervention by the designer [Zaniolo 1982a]. 
Furthermore, as with the algorithms of Bernstein and Wang and 
Wedekind, the quality of the schema depends on the correctness and 
completeness of the original dependencies. For example, latent 
dependencies must also be given initially. These are dependencies 
not deducible from the original relation but inferable from one of 
its projections. Zaniolo and Melkanoff have shown how the 
synthesised relation scheme can be converted into graphs, and 
suggest that these graphs can be used to design network or 
hierarchical databases. The first step in this design process 
would be combination of atributes to form entities [Zaniolo 
1982a]. No guidelines for performing this step are given, however. 
Functional dependencies also play a part in Sherr's methodology 
[Shen 1978]. This generates a relation scheme consisting of a 
relation for each: repeating attribute, entity(object) and its 
non-repeating attributes, association and its non-repeating 
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attributes, and a ssociation without attributes. The latter are 
decomposed into equivalent atomic relationships first - that is, 
if X-> Y, X-> Z and Y does not determine X then relation (X,Y,Z) 
is split into 2 elations (X,Y) and (X,Z). Redundant associations 
are removed and t hen the result converted to a set of optimal 4NF 
relations. 
The methodology of Chang and Cheng [Chang 1978] is based ·on a data 
model which is s e t up as a graph comprising entities linked by 
functional dependencies. An efficient algorithm is used to 
derive a minimal cover graph with no redundant FD's. From this 
the records, it ems and sets are designed. Records are formed by 
grouping. with e ach attribute all those attributes which it 
functionally de t ermines. If two records Ri and Rj are key 
compatible (i.e. their keys are drawn from the same domain(s)) and 
key Ki -> Kj, the n set Sji is formed. 
Grabowski and Eigner [Grabowski 1979] use Schmid and Swenson's 
data model [Schmi d 1975] as a basis for their design philosophy. 
Unlike the prev i ous methods, functional dependencies play no part 
i n this design . Each entity becomes a separate relation 
consisting of a ll its attributes, excluding repeating attributes 
a nd ''complex" at t ributes (i.e. having their own key). Separate 
relations are c reated for such attributes. Data aggregates are 
s eparated into t heir constituent attributes wherever they appear. 
Each association also becomes a relation and the integrity rules 
a re converted to domain- and tuple-oriented, and intra- and inter-
r elational. 
All the aboveme ntioned methodologies do little more than outline 
the database des i gn process. There is also very little aid for 
designers in t he form of automated tools. However, some such 
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tools have been developed independently of any design philosophy. 
Tompa developed a system to choose an efficient physical 
representation for a given structure. It uses a table with one 
element for eac h potential representation of each data type, 
storing expected time and storage requirements. As all 
possibilities c a nnot be compared, he uses a branch and bound 
method [Bernstei n 1976] to choose a 'minimal cost' schema. 
Hammer [Hammer 1977] has also created an automated system for 
choosing an eff icient physical database design. However, he 
stresses that it should be viewed strictly as a tool to guide the 
Database Admini s trator, who must judge whether the solution 
presented is plausible, and modify it manually where necessary. A 
small subset of possible structures (chosen by heuristic methods) 
is submitted t o an evaluator. Changes are made and the 
structures resubmitted to see if the figure of merit improves or 
not, until no mo r e improvements can be found. Other attempts use 
a closed-form a nalytic expression for the cost of a structure, 
parameterized in terms of key properties of the design, and 
subject this to mathematical optimisation. However such methods 
have been critis i zed for their oversimplification of the problem 
[Hammer 1977]. 
CSDL [Roussopo los 1979], the Conceptual Schema Definition 
Language, is a " design tool with which the designer can express 
h is understand i ng of the application". This deals with 
information gathe ring and data model creation and is an aid to 
incremental deve lopment of a conceptual schema. Based on the 
s emantic network model, the system constructs and displays a 
graphical repres entation of .user's input, which can be modified 
with a light pen for greater clarity. The structure can be 
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edited or dele t ed, and is checked for consistency by the system 
which includes d i agnositc and trace facilities. 
In the literatur e only two systems were found which automate the 
entire process of obtaining a logical, DBMS-compatible database 
s tructure from a n initial requirements specification. Since these 
have essentially the same objectives as ADD, each is now described 
in some detail. The first generates a hierarchical database 
design given as input a binary relationship model [Hubbard 1979]. 
That is, each re l ationship involves only two entities and is 
either simple ( " to one"), or complex("to many") or conditional. A 
conditional mapp i ng is "to one", but may have no target entity • 
Where the inve r se relation is unspecified, a complex one is 
assumed. 
The first phase r emoves transitivity in the input. An attribute 
is taken to be a nything which is the target of a relationship, and 
a key is anything that is the source of one. Each key together 
with its depende nt attributes constitutes one segment. Complex 
relationships between keys derive a parent-child link between the 
corresponding s e gments, unless the inverse is also complex, in 
which case a s e parate tree type is generated. Conditional 
associations ar e treated as simple, if their target is not a key, 
with the target f lagged as optional. Otherwise they are dealt 
with as for complex relationships, to avoid having segments that 
may not have a pa rent in the database. The system detects loops 
a nd branches of more than 15 levels (not permitted by the DBMS), 
but does not res olve these problems. 
The importance of human intervention is considered 
numerous lists are made for consideration by 
Administrator as candidates for modification. 
essential and 
the Database 
These include 
• 
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repeating att r ibutes; relationships removed because of 
transitivity; many-to-many associations for which new tree types 
were defined ( t ogether with any segment that could be used for 
virtual pairing) ; keys related one-one, e.g. NAME and 
IDENTITY-NUMBER ; key-only segments and any performance weight 
calculations . The latter is an optional part of the system, used 
only if input includes performance-oriented information. This 
chooses the 'bes t ' parent from several candidate parents according 
to the weight of the corresponding paths. 
As is pointed out "due caution should be exercised by the 
designer , howeve r , for these weights are only as good as the 
estimates from which they are calculated" [Hubbard 1979]. In 
addition to the p roblem areas highlighted by the listings, other 
alterations may be desirable, such as splitting or joining 
segments. Thus the system can be seen to have definite 
limitations and t o be rather simplistic, being based on a somewhat 
rudimentary collection of facts. It ignores integrity, security 
and physical considerations. However, it does generate a protoype 
which together wi th the auxiliary listings, should be of some 
value to a database designer. A suggested method for converting 
the same input to a relation scheme is outlined but has not been 
automated. 
The other automated design system was developed as a Ph.D thesis 
by Gerritsen [Ge r ritsen 1975], who defines his database structure 
on functional r equirements . That is, his 'DESIGNER' system is 
based solely on a set of anticipated queries. It is part of a 
system which als o generates COBOL/DML routines for these queries. 
The queries are submitted in a special language called HI-IQ, with 
prompts from the system and indentation of replies assisting the 
• 
• 
• 
• 
Chapter 2. Databa ses and database design. 
-37 
user to phrase t h ese. All names used in these queries, eg. SHIPS 
and CAPTAINS, must be submitted initially, and then any , other 
names encountered are treated as errors. 
By examining the queries the DESIGNER derives a set of assertions 
about the appl i cation • These are then processed and record 
inter-relationshi ps constructed accordingly, followed by record 
contents(fields) and key designation. Initially only three types 
of assertion are made : ABOVE(A,B) to indicate record A must be 
above record B· , INORABOVE(I,A,B), meaning item I must be in or 
above record A, unless records A and B exist in a confluent 
hierarchy (i.e. two paths containing A and B respectively, 'meet' 
at a common m~mbe r record); and CALCPORT(I) to denote that the 
value of item I was tested in a query and hence it is a 'good' 
candidate for the key of some record. All these assertions are 
derived accordi ng to the context in which the names I, A and B 
appear in a query . 
The assertion processing phase involves the following steps. 
Firstly CONFLUENCY(A,B) is created wherever the pair ABOVE(A,B) 
and ABOVE(B,A) is detected. Thereafter, redundant ABOVE 
assertions are eliminated so that confluent hierarchies can be 
constructed. This is done when assertions CONFLUENCY(A,B), 
ABOVE(A,C) and ABOVE(B,C) are encountered. If no record such as 
C can be found t o serve as 'Meeting point' for a confluency, a 
system record is generated for this purpose. 
Once a network has been constructed from the derived set of 
assertions, the INORABOVE assertions are processed in a similar 
manner to obtain the fields of the records. Firstly, redundant 
INORABOVE assertions are erased. Any item I that remains in only 
one INORABOVE(I,A,~) assertion is then placed in record A. If an 
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item still exists in more thanone INORABOVE assertion, then a 
record is found which connects all these substructures, and I is 
placed there. For example, if we have INORABOVE(I,A,-), 
INORABOVE(I,B,-) ABOVE(C,A) and ABOVE(C,B), then I becomes part of 
record C. If no record connects these substructures, a system 
record is created for this purpose • 
This system is intuitively appealing because of its simplicity, 
but this is also its major shortcoming. Unless a comprehensive 
set of queries , correctly and consistently phrased, is used for 
the design, an u nacceptable structure will result. The philosophy 
of basing a desi gner on functional requirements rather than on the 
data characteristics and information perspective, is questionable. 
Not only do f nctional requirements change in time - and the 
initial structure may be incapable of dealing with new queries, 
but it is also more difficult to specify a complete set of 
envisaged querie s than it is to describe an organisation and its 
data. The DESI GNER is limited to logical structure creation, 
ignoring all phys ical problems and integrity and security issues. 
The system take s no account of "data characteristics such as 
relative volumes, volatility of data, etc .... Ignoring these 
design issues a nd data characteristics will never result in 
incorrect data structures, but it may lead to the design of 
inefficient struc tures" [Gerritsen 1975]. The DESIGNER also cannot 
recognise recurs i ve relationships, which may not exist in CODASYL 
databases . 
From this brief resume, it should be evident that no complete, 
universally-accepted database design methodology exists for the 
.entire process from the information gathering to the creation of a 
s chema compatible with some DBMS. Methods of converting relation 
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schemes to "bet ter" relation schemes and of creating relational, 
network or hierar chical structures given a data model of the 
application, have been developed. However these rely a great 
deal on the desi gner's intuition. In the words of Wang and 
Wedekind: "Methods used in the design of database systems are 
essentially trial -and-error, supported by neither a scientific 
foundation nor an engineering discipline" [Wang 1975]. Bubenko 
and Yao purport t hat "Research efforts on design methodologies 
seem to have generated few solutions to practical, real-life 
problems. At the current state-of-the-art, most practical methods 
in the area of database design are ad-hoc approaches ... there 
seems to exist a considerable gap between the researchers who work 
on theoretical aspects · of database design and the practitioners 
who deal with complex, real-life problems" [Bubenko 1979]. 
2.7. Database De sign Techniques. 
Several precepts 
well-established 
for 
and 
good database 
others still 
design exist, some fairly 
rather contentious. Most 
authors advocat e simple and standard solutions rather than "too 
smart" designs [ Sundgren 1978, Ledgard 1977]. A systematic and 
well-structured approach to the design process is considered 
essential, with a dequate mapping facilities for smooth transitions 
from one stage t o the next. The requirements specification should 
be analysed for e rrors and inconsistencies to detect a false 
perception of t he real world. A data dictionary is generally 
a greed upon as being helpful in the early design - stages. 
Wasserman [Wass e rman 1978] stresses that it should not be too 
difficult to inco rporate changes in the data organisation or 
a ccess privilege s. This latter criterion is also mentioned as a 
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design goal by Ledgard and Taylor [Ledgard 1977]. It is 
generally recogn ised that performance oriented considerations 
should be introd ced separately [Wang 1975,, Hammer 1977, Kahn 
1976, Buchman 1979, Appleton 1980] to ensure a flexible database 
reflecting the na ture of the real world, rather than one too 
tightly bound to current applications • 
There are however several aspects of database design in which 
opposing ideas are held by researchers. For example, some authors 
advocate a 3NF or 4NF structure, while others favour controlled 
redundancy for greater efficiency and flexibility [Grabowski 1979] 
or argue that items describing a record should not be stored in 
another record [Senko et al 1973]. Many methodologies obtain a 
3NF design and introduce redundancy thereafter. 
Palmer [Palmer 1978] is wary of basing a design on normative 
theory and says "Database design is a practical task. It is the 
pragmatic methodologies rather than the purist methodologies which 
are being applied in database installations". 
The starting point is equally difficult to define, with most 
methodologies first distinguishing the entities and then their 
properties, and others giving the totality of attributes and then 
determining entities as common domains of certain attribute 
groups. A related issue is whether to proceed "top-down" or 
"bottom-up". The latter has the disadvantage of immediately 
immersing the designer in the mass of detail at the bottom level. 
The top-down approach is less safe however, as it begins with a 
preconceived idea of the application as a whole, which could be 
biased, with misconceptions and/or omissions. 
The question of how to integrate the information and processing 
• 
• 
• 
• 
Chapter 2. Databases and database design. 
-41 
perspectives has also not been agreed upon. The latter can be 
introduced gradually to refine the schema. Alternatively a 
separate, processing-oriented schema can be designed and then the 
two amalgamated. There is also no concensus on when to introduce 
security constraints. For example, Kent [Kent 1977] advocates 
developing two separate schema, one to describe the enterprise, 
the other with integrity constraints and access authorisation. 
Procedure are then needed to enforce consistency between them. In 
contrast, [Buchman 1979] advises incorporation of security in the 
initial specification, because it could greatly influence the 
conceptual schema produced • 
A very basic point on which there is some doubt is whether 
portions of different methodologies can be integrated. Some feel 
that this is not advisable if the methodologies differ in their 
perception of the role of an item, while others such as [Buchman 
1979] believe it to be the best way of arriving at a 
universally-acce pted methodology. 
The state-of-the-art of database design is probably best summed up 
by these words of Sundgren [Sundgren 1978] "to some extent the 
literature on da tabase design still has the character of a Swedish 
'smorgasbord' e xhibiting an impressive menu of tempting methods 
and techniques. This has to be remedied by integrating the 
existing and 
framework". 
emerging pieces of 
Th e feeling amongst 
knowledge 
researchers 
into a common 
is 
database design methodology, that creates schemas 
that a sound 
which can be 
proven to satisf y stated requirements, is within reach. 
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3. CHAPTER 3. DATA MODELS. 
One of the techniques of database design is to commence the 
process with a ''reality model" of the application . This chapter 
examines the need for a good model on which to base a schema 
generation, and considers the issue of user involvement in model 
creation. Existing data models are then described and evaluated. 
3.1. The Need for Data Modelling and User Participation. 
The importance of a data model in designing a database has been 
emphasised by authors such as Wasserman [Wasserman 1978], Bourne 
[Bourne 1979], Sundgren [Sundgren 1978], Chang and Ke [Chang 
1978b], Buchman [Buchman 1979], Grabowski and Eigner [Grabowski 
1979] and Trauboth [Trauboth 1978]. It is useful as an aid to 
recognising objects and relationships in the application; and 
provides a syste~ analysis understandable to the Database 
Administrator and users alike. It is especially important because 
of the strong effects that any misconception of the object system 
has on the database's ability to satisfy users. One of the main 
reasons why database design is such a difficult task is that there 
is a communication gap between designers and users. As Sundgren 
says "the very process of specifying the reality model will help 
the users and des igners to understand each other's problems as 
they have probably never done before" [Sundgren 1978]. 
Sundgren is a protagonist of user participation in model creation, 
as are others s u ch as Appleton [Appleton 1980]. Not only is user 
involvement ne cessary to increase users' interest, but it is also 
vital that they be involved with the capabilities and limitations 
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of the database f rom the outset. Sundgren goes so far as to state 
"We all know by now ... that user participation in the design 
process is essent ial to the success of an information system". He 
advocates a 'co-operative' approach, where "users and designers 
are prepared to accept a common responsibility for the final 
results of the de sign work". The same view is held by Lochovsky 
and Tsichritzis [Tsichritzis 1982], who state that the enterprise 
description "cannot therefore be initially in terms of a very 
complicated and difficult-to-understand model". 
A good data mode l which is sufficiently simple for computer-naive 
users to work with, enables us to answer the question "Who should 
provide the s ystem specification?" The systems analyst is 
unlikely to have an adequate understanding of the application 
environment, wh i le the user previously could not handle the 
specification tools of the analyst. Now one can leave data model 
definition large ly in the hands of users, requiring analysts only 
to verify consis t ency and possibly refine the model. 
3.2. Data Models - A Survey • 
"Data modelling has been one of the major themes of database 
research over the past ten years" [Shipman 1981]. All data models 
represent the r eal world in terms of one or more of the following 
basic constructs : entities, attributes, relationships, and values. 
However they can be broadly classified in terms of six categories, 
corresponding to six different ways of viewing the real world. 
These are e ntity-attribute-relationship models, bina ry 
relationship mo dels, aggregation models, extended relational 
models, functio nal models and infological models. This section 
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defines the conce pts of entity, attribute, relationship and value, 
and discusses fe a tures which can be incorporated into any model to 
enhance its semantic expressiveness and ease of use. Thereafter 
each of the s i x categories is described in turn, establishing 
their characteri s tic properties ~nd analysing examples of such 
models . 
3.2.1. Terminology. 
An entity is "any thing, person, place, event or concept of 
interest to the enterprise and about which information may arise 
or be required" [ Bourne 1979]. An attribute characterises an 
object or set of objects and is of interest only because it 
provides information about the object(s). A relationship or 
association is a connection between two entities, and is usually 
identifiable with a verb. A value is a character string, such as 
'369', 'Smith' or 'red', which an attribute can assume. 
In recent years a number of modelling concepts have been developed 
to enhance the e a se of use and expressiveness of a data model. A 
model can include several types of integrity assertion to improve 
its semantic capabilities. These can be applied to entities by 
specifying identifiers; to attributes by stipulating type, format, 
range, synonyms a nd whether or not null values are permitted, 
etc.; as well as by rules governing relationship formation. 
Associations shou ld be described, not merely stated. For example 
they should be able to participate in other relationships, and 
s hould be labelled as optional or mandatory. The usefulness of 
associations is increased if inverses are given and role names 
such as IS-SUPPLIER-OF are used; the latter is referred to as a 
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'semantic relat i onship' in the literature. Indeed, the naming of 
elements in a mo del is considered to be important in ensuring that 
the designer ful l y understands his environment and gives a precise 
s pecification. 
A facility which is being increasingly incorporated into data 
models is terme d "has-subtype" [McLeod 1980] or generalisation 
[Smith 1977b] or IS-A hierarchy [Chang 1978]. This is the means 
by which an e ntity type can be specified as a special case, or 
subtype, of another entity type. For example SHIPS is a 
generalisation of OILTANKERS and MERCHANT-SHIPS, as these are 
special types of SHIPS. SHIPS can be treated as objects in their 
own right, with their own attributes and relationships. These 
also apply to OILTANKERS and MERCHANT-SHIPS which may in addition 
have properties and associations of their own. Generalisations 
can be represent e d by means of a tree (or "IS-A hierarchy") as 
shown in fig. 3.1. 
The inclusion of derived information in a model enhances its scope 
and expressivenes s, and facilitates enterprise description. Thus 
attributes such as TOTAL-SPILLED and AVERAGE-SIZE should ' be 
includable, with their derivation precisely defined. Three other 
desirable criteria are ease of use, ease of adaptation to 
automation and freedom of interpretation. A model is easy to use 
if it is simple, with no complex or confusing concepts; and is 
easy to learn, u n dersta nd and remember. A model is unsuited to 
automation if it presents navigational or display problems, if it 
is unnecessarily large, or if verifying the consistency of a 
specification is difficult. freedom of interpretation is a 
measure of how restrictive a model is. If there is no redundancy 
in the model or if it is very important to 'correctly' distinguish 
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entities from at t ributes and relationships, then it has a low 
degree of freedom. Another feature which greatly increases the 
value of a data model is the ability to stipulate rules for 
checking whether a given model is "well-defined", i.e. meaningful, 
or not. Some features also exist which may or may not be regarded 
as beneficial to a model; an example being "dynamics" constructs . 
Most models describe only the statics of the application, that is 
the data types, their meaning and interrelationshps. Another 
aspect of the application which could be modelled is its 
"dynamics" or processing req_uirements. "There appears to be a 
concensus that the information perspective should be given 
priority" (over processing) [Buchman 1979]. This is because 
'usage patterns can shift dramatically as old applications evolve 
or are replaced, as new applications emerge, as users acq_uire 
increased sophistication and familiarity with the system. 
Internal characteristics of the data may change as well, 
reflecting the changing nature of the domain being modelled". 
[Hammer 1978]. However, there has recently been a tendency amongst 
model designers to include descriptions of transactions. While 
this clearly enhances information content, it is nevertheless not 
a sound foundation for database design. 
Incorporation of functional and multivalued dependencies, as 
described in the previous chapter, enables a model to be converted 
to 3rd or 4th Normal Form; and also increases its information 
content, since these are essentially special types of 
relationship. A problem here however is that FD's and MVD's are 
not easily understood or recognised by non-DP people. They require 
that model construction be controlled by the analyst. All these 
criteria will be used to evaluate the different data models as 
they are described. 
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3.2.2. Entity-at tribute-relationship Models. 
The entity-attr i bute-relationship type ~f model is based entirely 
on these three b a sic concepts. No structure is imposed on the 
model and the designer is allowed a free or unrestricted 
i nterpretation of his environment. Such models are easy to 
understand and use and are g e nerally constructed in graphical 
format, as will b e shown when considering some examples. Models 
in this category to be reviewed here are Chen's 
entity-relationsh ip model, TAXIS, the models of Roussopoulos and 
of Navathe and Schkolnick, DIAL, SDM and EDSM . The most 
well-known of the se is Chen's Entity-relationship model [Chen 
1976, Chen 1977, Chen 1980]. This comprises entity sets (that is, 
entity types), r e lationship sets, attribute sets and value sets. 
The model can b e diagrammatically represented using a graph where 
entities are link ed according to the relationships in which they 
participate. ( See fig. 3.2). Value sets are colours, names 
etc., and attribu tes are conceived of as mapping from entities or 
relationships i n to the Cartesian product of value sets. The role 
of each entity i n a relationship can be named, and is labelled "to 
one" or "to ma ny". Entity sets can be designated as "weak" if 
s uch entities c annot exist unless they participate in some 
relationship. Fo r example, in the HOSPITAL <-> WARDS association, 
WARDS is a weak entity set. ID dependencies can be stated for 
entities which are uniquely identified by their relaitonsips to 
ot her entities. An example of this is a DIAGNOSIS entity, which 
must be associ a ted with s ome PATI ENT to be distinguishable form 
other DIAGNOSES. 
/ 
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Among the models where real life is described using entities, 
properties, values and relationhips, Chen's is the most general; 
the only restriction is that relationships cannot themselves 
partake in relationships [Kershberg 1976]. It has however been 
criticised for not treating repeating attributes adequately and 
neglecting fWDs, and FDs between attributes [Shen 1978]. Whereas 
the concept of generalisation could be included, dynamics and 
integrity constraints are difficult to incorporate in a graphical 
model such as this. The concept of identifiers is also missing, 
but several authors such as Earnest [Earnest 1975] are of the 
opinion that keys are neither necessary nor desirable. 
An entity-attribute-relationship mode] which breaks with the idea 
of graphical representation is the TAXIS model [Mylopoulos 1980], 
which describes a database-state as a 7-tuple (T,C,M,DP,FP,->,=>). 
T (Tokens) correspond to the values in the database such as 
"Smith" or 6. C is a collection of classes (i.e. entity types), 
for example OFFICERS and SHIPS; while M stands for the collection 
of "Metaclasses" whose instances are classes - this corresponds to 
generalised classes. DP is the set of definition properties 
associated with a class or metaclass. The DP [OFFICERS, weight, 
Person-Weight] specifies that (meta)class OFFICERS has property 
"weight" which maps it onto a Person-Weight value. FP is the 
collection of facts, such as ["Smith'', weight, 54]. -> is termed 
"instance of'' and gives the association between a class and the 
generic concept of which it is an occurrence. Finally, => is the 
generalisation relation, eg. OILTANKERS => SHIPS. TAXIS has been 
extended to include dynamics. These take the form of "exceptions" 
and "transactions", the latter allowing for the definition of 
variables, transaction preconditions, a transaction body and 
return values. An interesting aspect of this model is that 
• 
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relationships are not directly represented as one of the seven 
criteria, but are included using definition properties. In this 
way they can be given role names and could include FD's and MVDs. 
(It is not clear from the literature whether or not dependencies 
are part of TAXIS; since no reference to this has been found it is 
presumed that they are not treated) . 
CSDL (a Conceptual Schema Definition Language) is actually a 
design tool for creating conceptual schemas [Roussopoulos 1979]. 
However, it incorporates a new type of 
entity-attribute-relationship model that is of interest in its own 
right. This involves "concepts" (objects) and "frames" 
(associations) that describe the characteristics and behaviour of 
an abstraction or situation. The semantic network model on which 
it is based consists of labelled, directed edges connecting nodes 
and subgraphs. Griffith [Griffith 1982] says "The existence of 
semantic networks is implied whenever information is conveyed in 
node-edge graphical form, where these nodes and edges are assigned 
meanings ... Often they are called entity/relationship diagrams". 
In CSDL a label can be agent, object, source, destination, time, 
result, property of or argument of. An edge is labelled [all] 
[nl 
' 
{n] or [n] to indicate how many concepts are involved in a 
mapping. Thus {n] means at most n, [nl at least n, etc. 
Generalisation can be applied to both concepts and frames, using 
operators such as union, intersection and set difference to create 
new concepts and conjunction, disjunction and negation to define 
new frames. Constants can be used in definitions, such as 
BASICCOURSE a particular type of COURSE where LANGUAGE is 'BASIC'. 
Another important aspect of the CSDL model is that predicate 
calculus can be used instead of graphs, to define concepts and 
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frames. In this way a model designer can work in whichever manner 
he finds easiest, or use both methods. The non-mathematician 
would probably prefer the graphical version, but the problem there 
is that as the number of nodes grows, this becomes more awkward to 
use. A CSDL specification is shown in fig. 3.3. 
================================================================ 
concept MALESTU(X) derived 
frame MALESEX [(X/STU, male/SEX.VALUE) 
SEX (property of: X, 
value: male)] 
frame ASSIGNMENT [(X/LECTURER~ [3} Y/COURSE, 
[all] Z/DEPTJ: 
ASSIGN (agent:Z, object:LECTURER, 
destination: Y)] 
frame ENROLLMENT= and (TEACH,RECEIVE.GRADE,<Z,Y>) 
Figure 3 ;3 An example showing part of a CSDL model 
================================================================ 
This model can be seen to embody most of the features discussed 
earlier naming, role names (which can be applied to entities, 
attributes, or relationships), integrity assertions, semantic · 
relationships and generalisation. The latter is additionally 
powerful because it can be applied to associations as well. 
Facilities that are not included are dependencies and dynamics, 
both of which are however of doubtful value because of their 
complexity and impermanence, respectively. It has been said that 
"frames are not always a perfect fit to all instances of the 
pattern (assocation) involved. They cannot accomodate transient or 
unanticipated information and become obsolete if the actual 
patterns shift as time passes. Also, frames tend to be 
application oriented" [Griffith 1982]. Tsichritzis and Lochovsky 
claim that "Semantic networks are very rich data models in terms 
of concepts. This is a mixed blessing" becaus~ it complicates the 
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Several other entity-attribute-relationship models have 
[Navathe 
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been 
1 978]. developed, such as that of Navathe and Schkolnik 
This is an e x tension of Chen's model where a variety of 
associations are defined, each with special update characteristics 
to incorporate integrity constraints. Other examples are SDM, 
EDSM [King 1981 , King 1982] and DIAL [Hammer 1978]. SDM 
incorporates generalisation and integrity assertions, as well as 
other concepts s uch as grouping entities. EDSM (the Event 
Database Specif i cation Model) is an extension of SDM to include 
dynamics. This takes the form of "events" having "working 
subtypes" (input entities with conditions on their attributes) and 
an "action box" defining the operations that form the event. DIAL 
is also an ext e nsion of SDM and is similar to a program with two 
sections: a dat abase description ( in modified SDM) and a 
collection of p rocedures that op~rate on the database. SDM will 
be discussed in detail in the next chapter; hence its description 
is deferred until then . 
3.2.3. Binary r e lationship models. 
A binary relationship model is built on the concept of linking 
together two objects, which could be entities, attributes, 
relationships or values. Associations between more than two 
objects are spl it into several binary associations. Such a model 
is graphically r e presented with nodes for entities and attributes, 
connected by l i nks representing relationships. A surprisingly 
large number of these models have recently been developed, 
probably becaus e of the appealing simplicity of binary 
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relationships. Among the most well-known are those of Abrial, 
Grabowski and Ei gner, Chang and Cheng, and Su and Lo [Abrial 1974, 
Grabowski 1979, Chang 1978, Su 1979]. 
In Abrial's mo del each connection is labelled 
functions" des c ribing the asociation and its 
operator INV is u sed if the designer cannot find a 
by "access 
inverse. 
name for 
The 
the 
inverse access f unction, thus somewhat reducing the difficulty of 
continually requ i ring names for all functions. An access function 
gives the minimum and maximum number of target elements e.g. SEX = 
(1 ,1), PERSONSOF SEX = (O,infinity), PARENTSLIVING = (0,2) etc. 
Thus special r e lationships such as HAS-PARENTS can be explicitly 
stated to map to exactly two target entities, a facility not 
available in ma ny other models. Although this model does not 
handle generalis a tion, FDs or MVDs, it does have the advantage 
that axioms and theorems have been developed to provide rules for 
"well-defined" models. It does support semantic relations. Most 
of the constraint s in the model are specified via operations which 
are similar to p r ogramming language constructs, using FOR loops, 
• etc. This mod e l has been criticised for not being sufficiently 
user-oriented [T s ichritzis 1982]. 
Grabowski and Ei gner [Grabowski 1979] also base their model on 
binary relationsh ips, which can be entity-entity, 
entity-associati on or association-association. The 
these is to r epresent the meaning of an object 
relationship, the last to show access preference, 
relationship J OB before relationship JOBHISTORY. 
second of 
within a 
eg. access 
They are 
labelled 1:1,1 :n , n:n or n:1 and a re also given a ''role" (either 
dependent - the t arget cannot exist unless linked to some source -
or indpendent) a nd a set function. The latter governs the 
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compulsory 
This can 
ALL-ALL. 
or optional nature of the association and its inverse. 
be s t ipulated as SOME-ALL, SOME-SOME, ALL-SOME or 
Every entity must have at least one identifier. 
which is given a definition range, can 
association . The model includes 
refer to 
four types 
An attribute, 
an entity or 
of integrity 
constraint and a l so incorporates the concept 
However , relationships are not named and 
of generalisation. 
neither are their 
inverses. Derive d information is not catered for, and the model 
does not allow t h e user much freedom of interpretation. 
Database skelet ons [Chang 1978] are an extension of the directed 
graph model of Wa ng and Wedekind [Wang 1975] wher8 the links 
reperesent binary relationships. This model consists of two basic 
elements : attributes and relationships. These elements are 
described by contents rules (giving type, format and 
characteristic values ) and semantic or functional relations, 
respectively. Associations can be attribute-attribute or 
attribute-relationship or relationship-relationship. Functional 
relations inclu de key compatibility, full and functional 
dependencies , similarity (i.e. drawn from the same domain), 
subfile relation(i.e. one relationship can be decomposed into a 
collection of oth er relationships), set-type relation (essentially 
1 ;many), hierarchical-type relation (basically many:many) and 
"leads to" (Ri l e ads to Rj if a key of Ri belongs to Rj). 
Semantic relations are analagous to "roles" in the 
entity-relationship model : they give a meaningful name to a 
relationship. Propositional calculus is used to specify 
functional relations and contents rules. An example is given in 
fig.3.4. Except for dynamics and generalisations, this model 
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Figure 3.4 The database skeleton for part of a naval 
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encompasses all t he features described earlier. It is however not 
as easy to design database skeletons as it is to create other 
binary relationship models, chiefly because some of the functional 
relations are too complicated. The Semantic Association Model [Su 
1979, Su 1981] involves networks of atomic concepts (character 
strings) and non-atomic concepts (associations between atomic 
concepts which can represent objects, relationships, types, 
subtypes, etc). This model also includes the specification of 
integrity assert i ons for each type of relationship. Several types 
of risemantic a ssociation" are supported, such as 'set 
relationship' wh ich corresponds to generalisation, 'cause effect' 
to relate say VALID-CLAIM and INSURANCE-PAYMENT, 'action purpose' 
to associate say SALES-VIST and ADDING-CLIENT, etc. This model 
does not support FDs or MVDs, but is semantically rich in both its 
statics and dynamics. 
The CAZ-graph introduced by Zaniolo and Melkanoff [Zaniolo 1982] 
is also a binary relationship model. An example of a CAZ-graph is 
given in fig.3.5. CAZ-graphs comprise nodes representing 
attributes and edges representing relations. Relations of degree 
N, N > 2, 
attributes. 
relation in 
are represented by several arcs, each connecting two 
Each edge is labelled by a number indicating the 
which the attributes connected by that edge appear. 
Edges have one arrow to indicate 1 :many, two arrows to indicate 
1:1, and no arrows to indicate many:many relationships, 
respectively. To determine whether a relationship from an 
attribute A1 to A2 is 'to 1' or 'to many' in an N-ary relationship 
(N > 2), the remaining attributes are held constant. As only 
attributes are used in CAZ-graphs, Zaniolo and Melkanoff suggest 
that after translating a relation scheme into such a graph, 
attributes should be grouped together as entities where necessary 
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Figure 3.5 A CA Z-graph for a section of a naval database. 
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and the graph ad j usted accordingly. The benefit derived from 
CAZ-graphs is tha t they make binary relationship diagrams amenable 
to rigorous definition, since a CAZ-graph is the representation of 
a relation sche me. However, this model suffers from the same 
problems as othe r binary relationship models 
and no derived i nformation is represented. 
limited semantics 
3.2.4. Aggregat i on. 
The idea of building a data model recursively was introduced by 
Smith and Smith [Smith 1977a and 1977b]. Such a model is 
constructed by recursive definition of aggregates. THat is, 
relationships between objects are considered as higher-level, 
named objects. An aggregate must be given a unique natural 
language noun as a name, and represents any object - entity, 
attribute, association or some combination thereof. Since an 
aggregate is a named relationship between other aggregates, the 
model is structured as a hierarchy of aggregates (see fig. 3.6). 
Each has a key, and embedded aggregates which correspond to a 
useful abstraction are separated out. 
One advantage of this model is that removal of embedded aggregates 
can be used to ensure aggregates are in 3rd normal form. The 
motivation for using aggregates is that they enable a designer to 
deal with a minimum of detail, as an aggregate name can be thought 
of without worrying about the underlying relationship. Although 
this model neglects dependencies and includes a minimum of 
integrity assertions, it does have a set of rules for "well 
defined" aggregate hierarchies against which a model can be 
verified. The model has been extended to include transaction 
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Figure 3.6 Aggregation model for part of a naval database. 
• 
Chapter 3. Data Models. -64 
specification by means of functions and procedures. These are 
defined using control structures such as IF ... THEN ... ELSE ... , 
and a predicate language. A few .other models fall into this 
category such as that developed by Bracchi [Bracchi 1976]. This 
consists of hi e rarchies of concepts, a concept defined as the 
"smallest unit wh ich is amenable to processing". 
3.2.5. Extended Relational Models. 
Some models are extended versions of the relational model - such 
as Codd's RM/T [ Codd 1979] and the Structural Model of Wiederhold 
and El-Masri [Wi e derhold 1979]. These use a relation to represent 
an entity and its attributes, or an association; and then 
incoporate some semantics into these relations. Codd for example 
uses an ''entity r elation", having only one column, for each entity 
this specifi e s its internal unique identifier. He also treats 
single and mul t i-valued attributes, application events and 
entity-groups. Wiederhold and El-Masri have special relations for 
"existence dependencies" (eg. an INSURANCE-CLAIM cannot exist if 
its POLICY ha s been deleted) and "lexicons" to represent 
one-to-one corres pondence between identifiers (eg. EMPLOYEE-NUMBER 
and IDENTITY-NUMBER) and includes integrity rules. 
3.2.6. Functiona l Data Models. 
Several models have also been developed to represent not only the 
statics of an application, but also the ''dynamics". Models which 
base their stat ic properties on the dynamics of the application 
are termed funct i onal database models. This type of model was 
introduced by Si bley and Kerschberg [Sibley 1977] in 1977. Heie, 
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attributes are v i ewed as mappings from an object to other objects. 
Function constra ints such as single- or set-valued, total or 
partial, one:one or one:many etc can be specified. Models in this 
category are DAPLEX, FQL and FDM. DAPLEX [Shipman 1981] uses 
zero-argument functions to define types, single- or multi-argument 
functions to def i ne associations. It includes a data manipulation 
language for man i pulating functions using predicates and allows 
the data defin i tion itself to be queried. Its most appealing 
feature is its concise syntax which avoids awkwardness. A 
function returns one or more entities, not their keys; it also 
returns their ro l e and their 'order'. The latter is used in 
DAPLEX DML c onstructs such as "FOR EACH IN ORDER", 
"PRECEEDING" and "FOLLOWING". DAPLEX provides for separate user 
views, which c a n be converted to the original view by means of 
derived functions . Derived functions are also used for other 
purposes, to define unions, intersections, differences, cartesian 
products, recurs ion, averages and boolean or arithmetic 
expressions. Generalisaion is neatly included in the model, as 
are constraints. The latter are special functions for which a 
transaction aborts if the function value is 'false'. The 
conciseness and clarity of the notation can be seen in the example 
given in fig. 3.7. 
================================================================ 
DECLARE Person() =>>ENTITY 
DECLARE Name(Person) => STRING 
DECLARE Student() =>>Person 
DECLARE Dept(Student) => Department 
DECLARE Course(Student) =>> Course 
DEFINE Students(Course) =>> INVERSE OF Course(Student) 
Figure 3.7 Part of the Daplex model of a 
University Database. 
================================================================ 
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A similar approach is adopted in FQL [Buneman 1979], which is a 
query language based on a functional data model. The notation is 
based on the functional programming notation advocated by Backus 
[Backus 1978]. This allows users to invert or form compositions 
of mappings, as well as to derive mappings that return instances 
of objects. As an example of the latter, one could construct a 
function that takes INCIDENT and derives the SHIP-INVOLVED and 
INCIDENT-DATE. Another functional model FDM [Housel 1975] 
provides data manipulation facilities which treat mappings as 
access paths and incorporate generalisations as well as other 
functions. 
3.2.7. Infological Data Models. 
The infological data model has been 
1976, Kahn 1978, Teichroew 1977]. 
1963,1969,1974,1975,1977,1980] will 
extensively studied [Kahn 
Langefors' model [Langefors 
be considered here. The 
infological mo del attempts to make model specification as natural 
as possible - i t tries to embody the way that people think about 
facts. The r eal world is described by means of 'elementary 
facts', represented by a triple (o,r,t) called an 'elementary 
constellation'. The o is a tuple of objects, r is a relationship 
or property, and t represents time (which is emphasised throughout 
this model). Objects can be constellations, hence allowing facts 
to be structure d in many different ways. It is thus e~sy to 
associate a property with a relationship, without needing to treat 
that relationsh i p as an entity. "The resulting structure can be 
visualised as a very complicated graph ... where the nodes are 
objects, proper t ies, relationships and time" [Tsichritzis 1982]. 
Rules by which properties and relationships can be combined to 
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form new proper t ies and relationships exist, and hence both 
fundamental and derived properties or relationships can be used. 
This model is t h e epitome of loosely typed models, as there is no 
definition of types of objects, properties or relationships to 
which all fact s have to conform. A clear distinction is made 
between an objec t and a reference to that object. An elementary 
message is a t riple (x,y,z) where x is a tuple of unique object 
references, y is a unique property/relationship r and z is a time 
reference. Thi s is different from a constellation, as it deals 
with references to objects, while constellations deal with objects 
themselves. To physically represent an infological model, an 
elementary messag e is represented by an 'elementary record', 
several of which can be combined to form 'compound records'. 
Sundgren also include virtual elementary records in his infologial 
model [Sundgren 1974]. These are not physically stored but are 
deducible from other stored data. 
Dynamics constructs exist in the form of 'elementary processes', 
which create new elementary messages from given messages. These 
comprise a set of (input) preconditions and a list of actions. 
Syntactic constraints in an infological model compensate for its 
loosely typed nature. Facts are divided into three categories: 
false, true and meaningful. 'Meaningful' ones can be included in 
the model even although they may be untrue; a message is thus more 
of an 'opinion'. Elementary messages are always interpreted 
within the context of some constellation. Hence a fact may be 
true in one context and false in another. 'Filters' enforce 
constraints on how a message can be interpreted, and can thus 
protect users from seeing untrue or inconsistent information. 
They also serve to enforce privacy and security. The 
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This is because in 
the individual 
It must be remembered that other models have also been suggested. 
These cannot read ily be placed in any of the categories discussed 
and differ grea tly from the better-known models just described. 
For example, Heyderhoff [Heyderhoff 1978] advocates a Petri-Net 
model. The model suggested by Jardine and Steele [Jardine 1980] 
is based on Interpreted Predicate Logic. This has two basic 
constructs entities and predicates. An attribute is specified 
as a predicate on the appropriate entity; a relationship as a 
predicate on the participating entities; etc. 
3.3. Comparing Data Models. 
An attempt to compare these models is similar to arguing the 
relative merits of programming languages. "It is very difficult to 
argue persuasively that one data model is best uniformily. Each 
data model has advantages, depending on who is doing the schema 
design and the realm in which one is working" [Tsichritzis 1982]. 
From all the models presented, a short list was constructed from 
which to select a starting point for the ADD system. This 
comprised the models of Chen, Smith and Smith, Roussopoulos, Chang 
and Cheng, Abrial, Hammer and McLeod, and Grabowski and Eigner. A 
comparison of these models is deferred to the next chapter, when 
the choice of a model for the ADD system is discussed. 
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4. CHAPTER 4. SDM - THE SEMANTIC DATABASE MODEL. 
This chapter presents the modelling principles on which SDM is 
based, and then gives a detailed description of this data model. 
The reasons for choosing SDM for the ADD system are also 
explained. 
4.1. General Principles .• 
SDM was developed by Michael Hammer and Dennis McLeod and first 
appeared in the literature in 1978. It has been described as "a 
high-level semantics-based database description and structuring 
formalism (database model) for databases" [Hammer 1978]. The 
principles on which it is based are relativism and logical 
redundancy. SDM supports a relativist view of the meaning of 
data, allowing multiple ways of looking at the same information. 
Most data models do not support relativism. For example, they 
should allow a relationship to be represented as an attribute of 
any, or all, the objects involved; or as an entity in its own 
right. SDM enables either or both of these representations to be 
used, and introduces a special construct called matching to 
indicate that they are describing the same association. Redundancy 
within the model enables users to describe their organisation in 
the manner most natural to them, without being restricted to only 
one method. The freedom afforded the designer will become evident 
as the model is described in detail. 
Logical redundancy enables items that are 
derivable from other items to be included in the 
facilitates the development of applications 
algorithmically 
database. This 
since values that 
• 
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would otherwise have to be repeatedly computed are actually stored 
on the databas e . It also makes it possible for users to treat 
derived data p r operties as if they were primitive, thereby 
e nhancing the na turalness of the model. Integration is necessary 
to control this r edundancy. An integrated description precisely 
defines the re l ationships between alternate views of the same 
data, and between an item and those items from which it is 
derived. 
4.2. A Descript i on of SDM. 
The SDM model comprises two basic constructs: entities, called 
'classes', and attributes. Some classes can be defined as 
subclasses or gr oupings of another class. The former embodies the 
concept of gene alisation and the latter allows an entity type to 
be defined as a c ollection of like entities. (Example: CONVOYS are 
groupings of SHIPS). Each of these four constructs will be 
described and the n the various ways of representing relationships 
i n SDM will b e presented. A complete SDM specification for a 
naval database i s given in Appendix D. 
4.2.1. Classes. 
The entities i n the application environment are organised into 
'classes', the SDM terminology for an entity type. Individual 
occurrences of a n entity type are called 'members' of that class. 
Classes represent objects, events or relationships. In an SDM 
specification e a ch class can be given a description (serving as 
documentation to define the meaning of that class), a list of 
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member and clas s attributes, and an interclass connection. A 
member attribute is a property that members of this class have, 
such as NAME, SEX, AGE. A class attribute is one that applies to 
the class as a wh ole. Class attribute AVERAGE-AGE of OFFICERS 
would store the a verage age value over all members of OFFICERS. 
A class is said to be 'base' if it is "defined independently of 
all other classes in the database; it can be thought of as 
modelling a primitive entity" [Hammer 1978]. Non-base classes are 
subclasses or grouping classes. Their relation to other class(es) 
in the database is explicitly defined by an interclass connection, 
as explained in the next two sections. Base classes must have the 
following additional information: a list of attributes (or 
attribute combinations) which identify a member of that class, and 
a specification of whether duplicates are allowed. Value types, 
such as COLOURS or PERSON-NAMES, are defined by means of special 
classes termed name classes. These are all defined as subclasses 
of a pre-defined name class, "STRINGS". 
4.2.2. Subclasses. 
Every subclass must be defined using one of four kinds of subclass 
connection. The class of which it is a subclass is called its 
superclass. For example subclass RURITANIANSHIPS of superclass 
SHIPS can be defined as 'where COUNTRY-OF-REGISTRY= "RURITANIA"', 
COUNTRY-OF-REGISTRY being an attribute of SHIPS. This is an 
example of the most common subclass connection, the 
expession-defined subclass. Here conditions on the values of 
attributes in the superclass determine whether a member belongs to 
the subclass. 
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A subclass can be the union, intersection or difference of two 
other classes (as long as all three are subtypes of the same base 
class). For example, subclass SHIPS-TO-BE-MONITORED of class SHIPS 
can be specifi e d as 'where is in BANNEDSHIPS or is in 
OILTANKERS-REQUIRI NG-INSPECTION' ~ 
terminololgy as class difference 
What is 
actually 
known in SDM 
involves taking 
complements, as in subclass SAFESHIPs being defined 'where is not 
in BANNEDSHIPS'. 
Another form of s ubclass connection is an 'existence subclass' 
where members a re assigned to the subclass according to their 
a ssociation with other entities in the database. As an example, 
subclass DANGEROUS-CAPTAIN can be defined 'where is a value of 
INVOLVED-CAPTAIN of INCIDENTS'. In this case INCIDENTS would be a 
class with a t tribute INVOLVED-CAPTAIN, representing some 
relationship between a captain and an incident. 
The final type of subclass connection is termed user-controllable 
and caters for special subclasses where the user is free to 
specify which members of the superclass belong to the subclass 
i.e. this is independent of their attributes and relationships to 
the rest of the data. BANNEDSHIPS would be defined in this way, 
g iving the use the authority to decide which SHIPS to ban, 
i ndependent of a ny information on these SHIPS in the database. It 
i s essential t o grant the user the ability to specify subclasses 
a s user-controlla ble for circumstances such as this. 
When defining name classes, which are either subclasses of STRINGS 
or of other name classes, any of these subclass connections can be 
used except for " existence subclasses". This is clearly not 
applicable, as name classes represent value types which cannot 
participate in r e lationships. 
-~ ~ - . - -· ---- -- - - - --~- "][ - . - - . 
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4.2.3. Grouping Classes. 
There are three ways of specifying how the members of a class can 
be grouped together to form a new type of class. The first is 
called an express ion-defined grouping and groups members according 
to their values f or designated attribute(s). As an example, the 
class CARGOTYPE-GROUPS can be a grouping of SHIPS 'on common value 
of CARGOTYPES'. The members of CARGOTYPE-GROUPS are not SHIPS, 
they are groups of SHIPS. If there are n different CARGOTYPES, 
there would be n CARGOTYPE-GROUPS members, each comprising a set 
of SHIPS. The attributes used in an expression-defined grouping 
may be single- or multi-valued. Hence the aforementioned 
description of CARGOTYPE-GROUPS would also be valid if a ship had 
more than one car gotype: a ship would simply participate in more 
than one "CARGOTYPE-GROUPS" group. 
When no attribute(s) would appropriately define a group, an 
\ 
'enumerated grouping class' is used, which lists other classes 
already defined . To be meaningful, these must all be defined on 
the same (eventual) base class. For example class 
TYPES-OF-HAZARDOUS-SHIPS can be described as 'grouping of SHIPS 
consisting of c l asses SHIPS-TO-BE-MONITORED, BANNED-OILTANKERS, 
and OILTANKERS-REQUIRING-INSPECTION.' The remaining grouping class 
connection is the user-controllable grouping class, which enables 
members to be placed into groups at the discretion of the user. 
This caters for t he situation where there is no rule or condition 
for deciding how to form groups. Class CONVOY is an example of a 
user-controllable grouping of SHIPS. 
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4.2.4. Attribute s. 
Several propert i es of attributes can be included in an SDM 
specification, t us providing a semantically rich description of 
the data in the a pplication environment. Each attribute can have a 
'description' as s ociated with it to explain its meaning. The 
following five p r operties may be specified for an attribute: 
(1) multi-value d: if it can assume more than one value. 
SHIPSENGINES wi l l be a multi-valued attribute if a ship has 
several SHIPSENGINES. 
(2) mandatory: if it may not be null. For example, OFFICER-NAME 
should be specified as mandatory since this item should never be 
blank. 
(3) not changeab le. This means once stored, its value cannot be 
altered. This i s meaningful for item BIRTHDATE, which is clearly 
a permanent chara cteristic of any person. 
(4) exhaustive of valueclass: if attribute SHIPSENGINES of class 
SHIPS .exhausts va lueclass then every ENGINE in the database must 
be the SHIPSENGINE of some SHIP. 
(5) nonoverlapp i ng. If the multi-valued attribute 
INSPECTIONS-OF-THIS-TANKER of class OILTANKER is nonoverlapping, 
the same INSPECT I ON cannot involve more than one tanker. 
Every attribute must be designated as either a member attribute or 
a class attribut e. It must also be given a 'valueclass', which is 
e ither an entity type or a name class. This tells from which 
domain the valu e of the attribute is drawn. Examples: attribute 
CAPTAIN of class SHIPS has as its valueclass the class OFFICERS, 
hence a CAPTAIN is drawn from the OFFICERS in the database. 
OFFICER-NAME has valueclass PERSON-NAME, indicating that it takes 
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on as value a character string of the type specified by name 
class PERSON-NAME. Throughout this thesis, the term 'standard 
attribute' refe r s to an attribute with a name class as its 
valueclass; othe r s will be called 'non-standard'. Thus standard 
a ttributes are p r intable values (strings or numbers). 
The final prope rty of attributes enables the relationship of an 
attribute to othe r items in the database to be defined. This will 
be discussed in t he next section. 
4.2.5. Attribute Derivations. 
As explained, the purpose of an attribute derivation is to define 
a relationship that exists between a 'derived' attribute X and 
other attributes . Usually X will be defined directly in terms of 
some other attribute in the same class. However it is possible for 
it to be related to attributes of other classes. To specify 
these 'indirect ' relationships a special construct called a 
mapping is used. This will be briefly described and then each 
type of attribut e derivation will be discussed in turn. 
A mapping is a s imple but extremely powerful tool in SDM. It is a 
concatenation of attribute names and allows attributes of 
attributes to b e referenced. As an example, 'CAPTAIN.SENIORITY' 
refers to the SENIORITY of a ship's CAPTAIN. This mapping is 
possible becaus e SHIPS has attribute CAPTAIN whose valueclass is 
OFFICERS , and OFF ICERS has attribute SENIORITY. In other words 
the SHIP and SENIORITY values are indirectly related through the 
ship's CAPTAIN, and this is reflected in the mapping. 
Multi-valued at t ributes can also be used in a mapping. Thus 
'CAPTAIN.SUPERIORS.DATE-COMMISSIONED' denotes all DATEs on which 
• 
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the SUPERIORS of the ship's CAPTAIN were appointed. In the 
remainder of this chapter 'mapping' can be taken to mean an 
attribute or mapping, since an attribute is a special type of 
mapping. 
4.2.5.1. Member Attribute Derivations. 
A derivation is used to define precisely how an attribute is 
related to other information. The nine derivation primitives will 
be demonstrated by means of examples. 
(1) ordering: attribute SENIORITY of OFFICERS can be defined as 
'order by increasing DATE-COMMISSIONED'. The OFFICER with the 
'lowest' DATE-COMMISSIONED will have a SENIORITY value of one, 
etc. Attribute ORDER-FOR-TANKER of INSPECTIONs can be specified as 
'order by decreasing INSPECTION-DATE within TANKER-INSPECTED.' In 
this case, class INSPECTIONs has (at least) three attributes: 
ORDER-FOR-TANKER, INSPECTION-DATE and TANKER-INSPECTED. The 
ORDER-FOR-TANKER attribute will have a value of one if that 
particular INSPECTION has the 'greatest' INSPECTION-DATE of all 
the INSPECTIONs for that tanker (TANKER-INSPECTED). An ordering 
can have several mappings specified for determining the order, and 
can also be calc lated 'within' several mappings. 
(2) existence: such an attribute can only have one of two 
possible values, YES or NO. It is used to indicate whether an 
object belongs to a particular subclass. Suppose 
BANNED-OILTANKERS is a subclass of OILTANKERS. The OILTANKERS 
attribute IS-TANKER-BANNED with derivation 'if in 
BANNED-OILTANKERS' has value YES if the OILTANKER is a member of 
that subclass, el se NO. 
(3) recursion: if attribute COMMANDER of class OFFICERS has 
• 
• 
• 
• 
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OFFICERS as its valueclass, then attribute SUPERIORS of OFFICERS 
could be specified as 'all levels of values of COMMANDER.' This 
would give his COMMANDER, and his COMMANDER's COMMANDER, etc. In 
SDM 'up to N levels' can be stated, N any positive integer. In 
this case the recursion would only be performed N times when 
determining SUPERIORS . 
(4) same: This simply indicates that the attribute is e~uivalent 
to some mapping i.e. Is identical to some other information in the 
database. An example is DATE-LAST-EXAMINED which is the 'same as 
LASTINSPECTION.INSPECTION-DATE'. Here INSPECTION, the valueclass 
of LASTINSPECTION, has an attribute called INSPECTION-DATE; 
DATE-LAST-EXAMINED and LASTINSPECTION are attributes of OILTANKER . 
This indicates that an OILTANKER's DATE-LAST-EXAMINED must e~ual 
the date associated with its LASTINSPECTION. 
(5) subvalue: This defines a subset of a multi-valued attribute. 
(Recall that a multi-valued attribute is one which assumes not one 
but several values: it is analagous to an item with an OCCURS M 
TIMES clause in COBOL, M > 1 ). LAST-TWO-INSPECTIONs can be 
defined as 'subvalue of INSPECTIONS-OF-THIS-TANKER where 
ORDER-FOR-TANKER < 3'. LAST-TWO-INSPECTIONs and 
INSPECTIONS-OF-THIS-TANKER would be attributes of the same class, 
and the former would be a subset of INSPECTIONS-OF-THIS-TANKER. 
(6) The intersection, union or difference of two multi-valued 
attributes can be used to define a new attribute type. An example: 
an OFFICER's CONTACTS is derived by taking what 'is in SUPERIORS 
or is in SUBORDINATES.' Intersection and difference can be used in 
a similar manner. 
(7) arithmetic expression: An attribute can be stipulated as 
derived from other attributes using the operators +, -, *, / and ! 
(exponentiation). For example, TOP-LEGAL-SPEED-IN-MILES-PER-HOUR 
• 
• 
• 
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may be '=ABSOLUTE-TOP-LEGAL-SPEED I 1.1' 
(8) the opera tors maximum, minimum, average and sum can be 
applied_ to a mul t i-valued mapping of reals or integers. This is 
used to define attributes like AVERAGE-SENIORITY as 'average of 
SHIPS-CREW.SENIORITY'. Such an attribute will be called a 
"function" attribute . 
(9) an "occurs" attribute can have its value set to the number of 
values in a mu lti-valued mapping, with the option of ignoring 
duplicates. Such an attribute will be equal to the number of 
(unique) values that the specified attribute has taken on. In 
class OILTANKER, NUMBER-OF-INSPECTIONs can be specified as 'number 
of member~ in INSPECTIONS-OF-THIS-TANKER' • 
A special term which can be used in derivations is "contents". 
This represents the members of a grouping class. Thus for example 
CONVOY can have attribute OILTANKER-CONSTITUENTS defined as 
"subvalue of CONTENTS where is in class OILTANKERS". It should be 
noted that by using a combination of these derivation primitives, 
more complex inter-attribute relationships can be specified, if 
necessary. 
4.2.5.2. Class Attribute Derivations. 
The derivations called same, subvalue, intersection, union, 
difference, 
and count 
arithmetic expression, minimum, maximum, average, sum 
can be applied to class (as opposed to member) 
attributes as well. They then define a derived class attribute. 
For example, class attribute TOP-LEGAL-SPEED-IN-MILES is 
"ABSOLUTE-TOP-LEGAL-SPEED I 1 .1". Two additional derivations can 
also be used. One indicates that a class attribute equals the 
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'number of members in this class' (e.g. NUMBER-OF-INCIDENTS); the 
other equates the class attribute with the maximum, minimum, 
average or sum of some member attribute taken over the whole 
class. An example 
TOTAL-SPILLED of 
of the 
OILSPILLS, 
members of this class". 
latter 
"sum 
would be class 
of AMOUNT-SPILLED 
attribute 
over all 
4.2.6. Representing Relationships. 
Attributes represent either properties (if their valueclass is a 
name class) or relationships (If their valueclass is a class i.e. 
entity type). Thus the usual method of specifying associations 
between entities is by means of attributes. For example CAPTAIN is 
an attribute of SHIPS with valueclass OFFICERS hence it 
indicates a relationship between SHIPS and OFFICERS. Associations 
can also be explicitly defined by means of inverses and matchings, 
as explained in the next two sections. 
4.2.6.1. Inverses. 
Inverses are a means of explicitly specifying binary 
relationships. To show that two classes are related, each can 
have an attrib te with a valueclass equal to the other class, 
these attributes being designated inverses. Class SHIPS can have 
an attribute COUNTRY-OF-REGISTRY with a valueclass COUNTRIES, and 
COUNTRIES can have attribute SHIPS-REGISTERED-HERE, valueclass 
SHIPS. COUNTRY-OF-REGISTRY and SHIPS-REGISTERED-HERE are inverses 
representing an association between COUNTRIES and SHIPS. 
• 
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4.2.6.2. Matchings. 
Matching enables an N-ary relationship to be specified as an 
entity type. This involves defining a class, say R, to represent 
this relationship. Participating entities can reference R by 
declaring attributes that 'match' to R, if these are significant. 
Example: the relationship between OFFICERS and SHIPS can be 
represented by a class ASSIGNMENTS with attributes SHIP and 
OFFICER (and possibly others such as ASSIGNMENT-DATE). Class 
SHIPS can then include an attribute CAPTAIN defined as 'match 
OFFICER of ASSIGNMENTS on SHIP.' This means that CAPTAIN will be 
assigned all values of OFFICER where the SHIP under consideration 
is this particular ship. By adding a third attribute such as 
VOYAGE to the ASSIGNMENTS class, it can represent a ternary 
relationship, etc. It should be noted that matching classes 
afford a natural way of including attributes of a relationship 
with the relationship they qualify, ·AsSIGNMENT-DATE being one such 
example. 
4.3. Reasons For Basing ADD On SDM. 
Four basic criteria were established as essential for the data 
model to be used in the ADD system. A shortlist was compiled, 
consisting of models possessing one or more of these qualities to 
a high degree. These were compared, and SDM chosen as the most 
suitable. Thi s section describes the criteria used in model 
selection, and a nalyses the shortlist of data models to show why 
SDM was preferre d. 
• 
• 
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4.3.1. Criteria for Model Evaluation. 
In choosing a model to serve as a starting point in the database 
design process, the following criteria were established. Most of 
all, the model ha d to be easy to understand, remember and use . 
This means it h ad to be simple, without any complex or confusing 
constructs. Se c ondly, it had to be conducive to obtaining a 
complete specification, containing as much information about the 
application environment as possible. Further, it should be rich 
in semantic features, such as attribute descriptions (type, 
format, range) and integrity assertions. Lastly, dynamics 
constructs were considered undesirable. The processing 
perspective should play no part in creating a logical database 
structure, as was established in the previous chapter, since these 
are not inherent properties of the data and change over time. 
Furthermore, models which include dynamics tend to incorporate 
much of the semantics of the data in the processes which operate 
on the data. Although transactions and data volumes must be 
considered when refining a 
requirements, they should 
relationships in the database. 
database to 
not determine 
Models such as 
meet 
the 
EDSM 
performance 
records or 
[King 1981] 
were accordingly not considered in the final selection. 
A shortlist was compiled comprising the models of HAmmer and 
McLeod [Hammer 1978, Hammer 1981], Smith and Smith[Smith 1977], 
Chen [Chen 1976 , Chen 1977, Chen 1980], Abrial [Abrial 1974], 
Chang and Cheng [ Chang 1978], Roussopoulos [Roussopoulos 1979] and 
Grabowski and Ei gner [Grabowski 1979]. Each of these models will 
be considered in turn before evaluating SDM itself. 
• 
• 
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4.3.2. Data Models Analysed. 
The simplicity of SHM, the model of Smith and Smith, is its most 
appealing characteristic. This model is easy to conceptualise (as 
a hierarchy of aggregates) but difficult to design. The idea of 
building elements by recursively combining other elements is a 
neat idea in theory but of little help practically. The designer 
has to rely on his intuition in defining the aggregates and if he 
works top-down there is a danger of misconception(s) permeating 
the model. If bottom up, he may begin with too many aggregates 
and not be able to recognise all the meaningful relationships 
between these. It is easier to list the relationships in which 
each entity participates, as is done in SDM, than to name all 
assoications and then state the entities involved. In addition, 
the idea of an aggregate may itself be difficult for a non-DP 
person to fully understand, hence an incorrect model could result. 
An example of an aggregate is given in fig. 4.1. 
================================================================ 
type ENROLLMENT ·= agg([P#,(C#,SEMESTER)] 
P# : PUPIL; 
(C#,SEMESTER) KEY CLASS; 
G : GRADE 
end 
Figure 4.1 An example of an aggregate. 
================================================================ 
The extended version of SHM contains dynamics constructs, which 
would have to be ignored if it were used by ADD. The model is 
less expressive than the others on the shortlist, as it includes 
very few integrity constraints. Furthermore, it was felt that 
• 
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because of the difficulty of finding nouns for aggregates, and 
because there are too few modelling tools, one would be less 
likely to obtain a complete specification using SHM. 
The model much more likely to produce a complete specification is 
that proposed by Chang and Cheng. Their database skeletons can be 
described eithe r graphically or by a collection of 3-tuples 
(relationship.at t ribute, relationship, relationship.attribute). 
It is far eas i er to design such a model by building up a graph 
than be trying to list all relevant 3-tuples (i.e. all 
associations); but this leads to problems with unwieldy graphical 
representations. In addition, because it is based on two 
elements, attribu tes and binary relationships, the designer has to 
begin his model by considering far too much detail - viz. all the 
attributes of h is environment. The wealth of relationships 
available also t e nds to involve a very large model, usually with 
several relationships connecting two attributes. For example, 
ITEM and SUPPLIE # can be connected by an FD and 'IS-SUPPLIED-BY' 
and its inve r se 'IS-SUPPLIER-OF'. This not only makes 
specification ted ious and time-consuming, but also provides extra 
work for an a u tomatic tool using this model. An example of a 
database skeleton "submodel" was given in fig. 3.4. Database 
s keletons have a very rich set of relationships, in fact if 
a nything too much so. Many of the functional relationships are 
complex and diff icult for a computer-naive designer to understand 
and recognise i n his environment. Thus although it is 
exceptionally s emantically expressive, it was decided that SDM 
s urpasses this model when the factors of ease of use and semantic 
expressiveness a e considered jointly. 
Other binary r e lationship models suffer from the same problems: 
• 
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too much detai l at the start, and a choice between two 
representations: 'awkward' graphs or 'unnatural' tuples. An 
example of the l a tter is in Abrial'S model where to avoid diagrams 
(or in addition t o these) a relationship can be given as a 4-tuple 
e .g. REL (per s on, personofsex, sex=AFN(1 ,1 ), personofsex = 
AFN(O,infinity)) . Since these models do not allow n-ary 
a ssociations for n>2, the designer must specify more relationships 
t han is necess a ry. For example instead of a relationship SALE 
i nvolving a SELLEF,PART,BUYER and PRICE, 4 binary relationships 
must be used (se e fig. 4.2). 
price 
SALE NUMBER 
PART 
PERSON 
Figure 4.2 A bi nary relationship model of a 4-ary relationship. 
The situation is aggravated by the f a ct that inverse relationships 
must be named and described. Hence there is extra time wasted by 
both the human and the automated design tool in processing all 
this information . 
The binary relat i onship models of Abrial and of Grabowski and 
Eigner also~ have less semantic information than does say SDM. The 
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latter includes 
manual/optional 
some properties 
and in-/dependent. 
of relationshps such as 
The former contains some 
integrity constra ints, but these are expressible in terms of 
operations on the data (dynamics). It would appear that this lack 
of semantics ari s es because an entity is not recognised as the 
basic modelling c onstruct, as is the case with the other models on 
our shortlist. 
Chen's model inc ludes 
element. Howeve it 
entities as a 3rd, separate modelling 
is also a graphical model and is actually 
restrictive in that relationships cannot themselves partake in 
relationships. In general, this model should be sufficiently 
simple for a non-DP person to use and use correctly, yet it is 
somewhat lacking in semantic assertions. The model of 
Roussopoulos whi ch is based on concepts and frames, is superior to 
these models as i t does not suffer from the restrictions mentioned 
above. However, while The idea of ''pre-defined" roles is good as a 
guideline, the de,signer should not be limited to these. More 
important, this model is difficult to formulate and hence is 
unsuitable for non-DP model designers. 
4.3.3. Advantage s of SDM. 
An SDM model comp rises objects-of-interest (classes), and detail 
information ab out these objects (attributes). Hence data 
description is expressed in a natural and understandable manner. 
Having to dist i nguish entities, attributes and relationships,or 
compound and comp onent aggr egat e s, is not 
The simplicity of SDM is import a nt. 
nearly as appealing. 
There are two kinds of 
complexity that c an occur: structural and constraint complexity. 
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"the less complex a data model is, the easier it is for people to 
understand and use it properly" [Tsichritzis 1982]. However, 
oversimplification may also be a disadvantage, as there are then 
no mechanisms to guide the user in interpreting the data. 
All of the models on the shortlist, except for SHM and SDM, could 
be difficult for a computer-naive user to work with, either 
because they are graphical and become unmanageable as they grow, 
or use predicate logic which many people find difficult to 
understand. Where properties of the application environment are 
stated directly rather than ''built into" a graph, the 
specification clearly proceeds faster. Graphical models "tend to 
suffer from the same 'navigational' problems of record-based 
models" [McLeod 1980]. The advantage of SDM is that is uses very 
simple predicates. Interclass connections and attribute 
derivations are remarkably straight forward 
computer-naive people to understand: 
and easy for 
It incorporates many desirable features, such as generalisation 
(allowing subclasses to overlap), semantic relations, inverses and 
integrity assertions. The principle of relativism whereby several 
mechanisms are provided for defining relationships, is invaluable 
as an aid to obtaining a complete specification from the user; 
this principle does not exist with the other models, except to a 
certain extent in database skeletons. In addition, SDM also 
incorporates many semantic constructs not present in the other 
models. The ability to assign attributes to a class as a whole, 
rather than to a particular member of the class, makes attribute 
specification extremely flexible : being applicable to entities, 
relationships or entity types. Attributes can have several useful 
properties specified such as non-null, unique, non-overlapping, 
• 
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unchangeable and single- or multi-valued. None of the models 
characterise at t ributes as much as in SDM. This is important, 
since attributes represent the actual data values to be stored. 
The incorporation of important derived items in the model is an 
interesting and useful feature of SDM . 
SDM was chosen not only because of its abovementioned qualities 
however, but a l so because it did not include any features that 
would be confusing for a non-DP user, such as FD'S and MVD's, ·and 
no dynamics fac i lities. The specification of FDs and MVDs is too 
complex for non-computer people and would compromise the 
correctness of t heir model. It is also unlikely that all FDs and 
MVDs would be identified. Furthermore, inferences made from given 
dependencies mus t be checked for validity [Bernstein 1976]. 
To summarise, we see that SDM was chosen as a basis for ADD 
because it captu es as much of the meaning of the data as the 
other models, while remaining flexible and easy to use. In most 
models a trade-of f between these two considerations is evident. 
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5. CHAPTER 5. THE USER INTERFACE. 
The two special f eatures of the ADD system are its automation of 
requirements gat hering and of prototype database generation. In 
t his chapter, the first of these is discussed. 
5.1. User Interf ace Design Criteria. 
Due to the impo tance of providing a good user interface for ADD, 
numerous articles on user friendliness were studied. In this 
chapter the ge neral principles and techniques of user interface 
design are discus sed, and then the interface created for ADD is 
described. Fina lly the implementation of the user interface 
program is outli ned. 
5.1 .1. General Precepts. 
There are · seve al guidelines to follow when designing a user 
i nterface for non-computer people. The first is to "know the 
user". In the case of ADD, top or middle management will be 
i nvolved. Hence the user will be intelligent, educated, 
interested, with no experience of computers, hurried, and with a 
l ow-tolerance and low-p~nic threshhold. The interface for such a 
person should b e highly structured to lessen confusion. It 
shoul d conform t o the real world and to his habits and skills, and 
computer terminology and concepts should be avoided. Little or 
no tra ining shou ld be requir e d and the data capture should 
encourage the user to think in the right way, selecting the 
correct action a nd moving in the right direction. The aim is to 
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allow the user to concentrate on what he is saying; not on how. 
He should be at ease using the program. To this end, a 
normal/base state to which he can return whenever desirable, is 
comforting. Consistency is essential, as is a polite, friendly 
dialogue. Most of the user's tasks should be accomplished without 
too much work on his part. Novices prefer many small operations 
to one large one, as this is simpler and they can monitor their 
progress. It also provides them with more ''closure" relief (the 
satisfaction of completing a task successfully). 
The user should h ave a simple view of the system; precision and 
clarity are ess ential to avoid confusion. For example, the user 
must not bB expected to think of too many things at once. On the 
other hand, there is a danger in over-simplifying a system to the 
extent where an intelligent user soon finds it tedious. It is 
advisable to test the system thoroughly with non-computer people 
during its design, as it is important to prevent users saying 
something which the program cannot understand. 
5.1 .2. Data Capture Techniques. 
Fig. 5.1 lists the most common data capture methods. Which of 
these is chosen depends on the type of user and application. 
Sometimes simplicity, ease of use and safety are imperative (for 
which question-answer systems are suitable); in other situations 
it is important to provide for flexibility and conciseness of 
input. Two major decision to take when designing a user interface 
are whether it will be a man- or machine-initiated dialogue and 
whether users can give a free response or must choose from a fixed 
set of replies. 
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English-Language Dialogue 
Limited Engl ish Input 
Question-Ans wer Dialogues 
Dialogue Us i ng Mnemonics 
Dialogues wi th Programming-Language-Like Statements 
Form-Filling 
Menu-Select i on 
Dialogue wi t h Light Pens for Pointing to the Screen 
Fixed-Panel Responses (Computer responds with one of 
a standard set of responses) 
Action-Code Systems 
Multiple Ac t ion-Code Systems 
Building up a Record on the Screen 
Multiscreen Menu 
Telephone-D i rectory Technique 
Multipart Me nu 
Multi-Answer Menu 
Displayed Formats (aids user to recall command syntax) 
Multiple Ent ry 
Multiple-Fa mat Statements 
Overwriting 
Panel Modif i cation 
Figure 5.1 Techniques for Data Capture. , 
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One of the most c ommon data capture procedures is a man-initiated 
command language system. Data capture progra ms with a command 
language usually involve reserved words followed by arguments. 
All commands must use similar relative positioning, field 
separators, abbr e viation, etc. Problems c a n arise if commands are 
complex, or with optional fields and default values (which user 
does not know of or understand), with positioning of arguments and 
with users forgetting the commands and/or their syntax. It is 
difficult to choose a command set that is neither overly redundant 
nor overly irreducible, and one that is concise yet natural (with 
few constraints). Most users cannot be expected to remember lots 
of abbreviations, mnemonics and formats. 
Because of these problems, reseachers have long been studying 
natural language understanding. Problems here are ambiguity, poor 
syntax, the importance of context and the fact that many words 
have several usages and meanings. This can be overcome if one's 
only concern is to pick up keywords and not to know their 
relationship in the sentence. In some systems, only keywords are 
recognised but users may "pad" these into sentences using other 
words. Unfortunately this can cause input to be completely 
misinterpreted unless users excercise care. Restricted grammar 
and/or vocabulary has been experimented with [Shen 1973, 
Weizenbaum 1966, Winograd 1972, Bobrow 1968, Green 1963, Gammill 
1977], but also has its pitfalls: users still need to be trained 
and the program can misunderstand input without users being aware 
of this. Another solution is to allow natural language but to 
stipulate that only words distinguished in some way (eg. between 
brackets) will be recognised [Palme 1979], which is simplest for 
both user and program. 
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One of the "safest" methods of ensuring data is given logically 
and unambiguously is by means of a menu-driven system. If single 
letters .are sufficient to make a selection, the process is easy to 
type and remember, and skilled users can omit the menu-displays by 
"typing ahead". There are several techniques for speeding up this 
process, such as listing options in decreasing order of usage, and 
allowing no reply (press "return") to indicate first option. 
5.1 .3. Enhancing User-Friendliness. 
Once the basic data capture method has been decided there are 
several features which can be incorporated into the interface. 
The experienced user should be catered for wherever possible. One 
can allow him to short-cut through a dialogue, to abbreviate, to 
use a special k ey for duplicated values, etc. The novice on the 
other hand must be able to obtain adequate help during a run. 
Ideally a request for help should always be an acceptable 
response, and assistance should always be at hand. Some authors 
suggest that complete documentation should be available on-line. 
Command language systems _. usually have several forms of help 
request, for specific commands and arguments. if a help 
dictionary is ut i lised, then when explaining one concept, all 
words in the e xplanation for which help exists, should be 
underlined . 
It is equally important for users to be able to view and alter 
previous input. If perusal of user's "file" is allowed, he can 
refresh his memo r y on names and meanings of objects. Viewing of 
individual items should be possible, and some systems provide a 
telephone-directory facility for instances where the exact name is 
• 
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not known. Many systems allow backup by one command or 
re-specification of an operand in the last operation; others can 
backtrack by t wo or three entries. Another idea is to provide 
i nverses for all operations where meaningful so that users can 
"undo" errors. If there are lengthy commands, it should be 
possible to delet e (or alter the arguments of) a command while in 
the process of specifying it. Another approach involves having 
checkpoints to wh ich user can return if necessary. The idea of an 
"interrupt" butt on is also useful here. 
The dialogue of a program is where its user-friendliness is most 
apparent. Verbosity is tiresome, while messages so short as to 
be cryptic are of no use. The tone should be courteous, even 
servile; never a nnoying. Error messages must be informative 
rather than ant agonistic and, like all displays, must prevent 
misinterpretation . Each display should present only one idea, and 
short lines ar e advisable. Thirty to forty characters long, as 
in newspaper columns, involves minimal horizontal eye movement. 
To summarise, the first step in designing a good user interface is 
to understand the potential user and decide on a data capture 
technique accord ingly. This can be extended by providing help, 
review and edit f acilities, which together with well-thought-out 
displays, should make the system easy and interesting to use. 
5.2. The ADD Us e r Interface. 
This section des c ribes the user-friendly interface provided by the 
ADD system. Th e general principles adopted are presented first, 
and then some of the implementation details a~e discussed. 
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5.2.1. Overview . 
The extraction of an SDM model from a computer-naive user is 
indeed an awesome task. It was decided that this would be most 
successfully ac c omplished by commencing with the fund amental 
constructs and gradually introducing each modelling feature in 
turn. Hence t h is was the overall approach adopted by ADD. A 
novice user is first asked for entities, then their attributes, 
and is only introduced to subclasses and then grouping classes 
thereafter. Initially only the straight forward attribute 
derivations are presented to user, viz. same, expression and 
existence. At t he end of the model specificaton, the others are 
presented one at a time, for user to consider applying to existing 
attributes. 
The interface presented to the user is a menu-driven system. No 
lengthy menus are presented, these being split into a tree of 
menus so that user is instead given two or more simple menus, one 
after the other. There are never more than seven alternatives in 
a menu, since this is the maximum that man can deal with in one 
dimension [Miller 1956]. An experienced user can skip 
intermediate menus by supplying his final choice (bottom level) on 
being presented with the first menu. All menus are designed so 
that only the first letter is needed to identify an option. 
In this way the user is given control over what is to be done, as 
advocated by Ma rtin [Martin 1973]. If he does not wish this, the 
option 'any' is included in all menus: this causes the system to 
choose an option for him, according to his previous input. 
The top-level me nu is a choice between entering data (i.e. part of 
• 
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the specificat i on), editing, perusal, help and session 
termination. A second-level menu is then displayed according to 
the choice made.. In the case of data entry, this menu allows him 
to specify whether he wants to enter classes, attributes, 
s ubclasses, group ing classes or name classes. (For clarity, these 
are called ob jects, properties, subtypes, groupings, and 
valuetypes; and henceforth referred to as 0/P/S/G/V). the 
entering of all items (0/P/S/G/V) is done in a consistent manner, 
which is a slight variation of the system used by [Palme 1979]. 
This comprises ordinary natural language sentences in which the 
names of new objects (or groupings,etc) are in capital letters, to 
distinguish them from the other words. This caters for the naive 
or inexperienced user, for whom it is easy to simply punch in a 
description of his application environment, in natural language. 
the skilled -user need only supply the new items' names. An 
attempt to 'understand' natural language was considered beyond the 
scope of this work. It would also be error-prone, cumbersome and 
unnecessary for fairly intelligent users. Capital letters were 
chosen instead of special symbols (as in [Shneiderman 1979]), 
since they are easier to type, and the add system will accept a 
word which starts in lower case but ends in capitals. 
once all new items in a particular (0/P/S/G/V) category have been 
entered, the machine assumes control and requests details 
regarding formats, descriptions, etc. for these new items, so that 
a complete SDM specification results. If information requested is 
not known, a bla nk can be entered. Indeed no details need be given 
at all for a n item, or the entire detail-specification stage 
omitted, if user wishes. This is because there is a danger in 
letting the system control an essentially creative process [Martin 
1973]. As an e xample, when giving a subclass of a class C, the 
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user may reali s e that it is based on a property of C which he 
omitted to give earlier. So as not to interrupt his train of 
thought, the sys t em permits a user to by-pass the specification of 
details. Instead , he can immediately define the omitted attribute. 
"QUIT" can be i nput at any stage to escape from whatever is being 
done and return to the top-level menu. An experienced user can 
operate in a 'c ommand language' mode instead of menu-driven mode, 
by continually giving his next choice before the menu is 
displayed. By typing say "QUIT P" he indicates that properties 
are to be entered next. 
At any stage, the user can obtain help by typing a '?'. This 
causes the program's most recent display to be expanded upon, 
giving a fuller explanation. This process can be repeated until no 
more help on a topic exists, in which case user is referred to the 
user manual. 
To make the system easier to use, the same method is used for both 
perusal and editing. These allow him to scan and alter his SDM 
specification respectively. To edit or view any item, the user can 
either type its name, or an integer N. In the latter case the nth 
last entry is displayed. Two integers can be given if say the 2nd 
last to the 4th last entries are to be viewed/altered. (Where N is 
1, the word 'last' is acceptable, being more natural than "1st 
last"). Items to be changed can first be displayed to check their 
current definition. No editing language is used, as these are 
always confusing to non-computer people. Once an item is 
identified, a "change menu" is presented. Two options on this 
allow for deleting the item and for leaving the item unchanged. 
The others correspond to the details on that item (eg. if item is 
an object, details are name, meaning, duplicates and identifiers). 
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To edit any deta i l user chooses it from the menu and is then asked 
for its new valu e, which can be nul. This process can be repeated 
if necessary. In this way the editing is accomplished easily and 
quickly. 
There are thre e possible ways of terminating a session. One can 
stop and request that the session be ignored (i.e. all new data 
and changes aba ndoned), or "leave" to return and continue in 
another session, or "finish" altogether (meaning the specifiation 
is complete). If the first exit is chosen, this is confirmed to 
ensure data is not lost inadvertantly. If user wishes to "leave", 
he is first a s ked to fill in any outstanding details, if he has 
the time. He can type quit if he has to go during this stage. This 
also occurs if the user is "finishing", but in addition, before 
the program ends, he is presented with certain derivations and 
asked where these are relevant. These (wherein, class derivatives, 
recursion, subvalue, ordering, occurs, function) are not likely to 
have been used in the specificaton, being more 'subtle' and less 
natural. Hence each of these is explained at this stage, and all 
properties to which that derivation could be applied are flashed 
on the screen. He can then specify any desired derivatives. 
In addition, at the end of a model specification the user is also 
asked whether certain functional dependencies exist. These 
questions are phrased "does the value of <X> always determine 
<Y>?" although FDs are not part of SDM, it was realised that some 
dependencies could be detected by the system. If user identifies 
any of these as true dependencies, then they can be used to 
improve the relation scheme and the records of the network to be 
generated. Hence it was decided to include this as a final stage 
of the user interface program. The FD-identification can be 
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omitted altogether, or can be done under the guidance of the 
database designe r , if users so wish. It was decided to include 
this facility, once model specification is completed, for capable 
users, of for the designer to supervise . However it is important 
to realise that i t is an optional component of the system. The FD 
detection process will be described in more detail in the next 
section . 
Throughout the s ystem simplicity , speed and ease of use have been 
of major importance. Thus, for example , all yes/no questions 
accept the ret rn key (i.e. no reply) as a "no", with questions 
phrased so that this is always the more common response. Messages 
displayed by the program are concise but clear, and the length of 
each line is limited to 40 characters so that horizonatal eye 
movements are negligible. Appendix E is an example of a terminal 
session on the ADD system. 
5.2.2. Implementation. 
Data entered by the user is stored in five linked lists, one for 
each type (0/P/G/S/V). Each item constitutes a separate record in 
the relevant list. New items are always appended to the start of 
these lists, so that when details are to be supplied , the 
corresponding list is processed until a completed item is found. 
This organisation also facilitates the edit and perusal 
facilities, as the nth last entry will be nth in the list. There 
are several advantages to maintaining the linked lists in this 
way . The most recently entered information is more likely to be 
edited , and any undefined items to which user refers (in 
interclass definitions or derivations) are simply added to the 
• 
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a ppropriate lis t . When details are requested for incomplete 
s pecifications t h ese will then automatically be given attention. 
The user interf ace program will probably be used in several 
s eparate sessions , as there is normally a large amount of data to 
b e supplied. Thus each run starts by asking the user whether he 
i s updating an e x isting specifiation or starting a new one. In the 
f ormer case, the files on which the previous specification resides 
a re read and the i r information stored in linked lists, so that it 
can be edited/d isplayed. The entire file is used to form the 
lists in each cas e, as it is more likely that users will forget 
' old' informati on and hence want to "review" this. Upon normal 
termination, i.e. not upon a request to abandon the run, the 
linked lists a r e used to create new files, representing the 
updated model. 
Due to the large amount of output that a user-friendly program 
requires, it wa s decided to store displays on files, rather than 
to include them in the program code as (numerous) WRITE/LN 
statements. Thi s enhances the program's modularity, as writing is 
a ccomplished by c alling a single procedure. It also facilitates 
extension or modification to the system, as the dialogue can be 
a ltered simply by changing this file, without any need to 
understand and edit the program itself. Two files are used, to 
ensure that they will almost always be used sequentially. Also, 
messages that ould be repeated are included in the code. These 
messages are thos e informing user of an input error. In this way 
the frequency of resetting a file is so greatly reduced as to be 
negligible. Inde ed, there is no noticeable delay in displaying of 
messages on the screen. The principle governing message display 
is essentially a n extension of the help implementation described 
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in [Shneiderman 1979]. Any concept to explain to users is 
translated into two displays, the first a brief statement of that 
concept, the next more detailed. Thus any display can be answered 
by typing '?' for more information. If '?' is submitted after the 
2nd display, user is asked to refer to the user manual. It is 
trivial to extend this to 3 or more levels, only the message files 
and the program constant NLEVELS need be changed. 
An important aspect of the data gathering program is to verify the 
consistency of the model specification, to ensure that meaningful 
requirements have been given. Hence all data is checked for 
validity and consistency, as soon as it has been read. This 
becomes fairly complex, such a s when checking inverses, certain 
derivations and expressions. Regarding the latter, in addition to 
the usual checking that parentheses pair off properly, and that 
two constants are never compared etc., the syntax is checked for 
compatibility with the COBOL IF and COMPUTE verbs (as used in DMS 
1100 database procedures). 
An important precaution that was taken was to ensure that the user 
is never confronted with a perplexing Pascal execution error. Thus 
all pointers are checked to be non-nil before use, all reading is 
by characters (converted to numbers where appropriate), etc. 
The result, a s test runs have confirmed, is a 'safe' and 
user-friendly program. This was achieved mainly because of 
modularity. Th e program is extremely modular, with procedures 
varying from simple reading of characters, to reading strings and 
texts, to those reading and checking mappings,etc. The latter 
module for example is called in the case of mappings as well as 
keys (a list of attributes) and lists of classes; and can be used 
to take informat ion from one of two files, or from input or from a 
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linked list, ad transfer it to one of two files, or a linked 
list, depending on the parameter settings . Entering of new 
0/P/G/S/V all i nvolve calls to the same modules, with separate 
procedures neede d only for certain detail specifications. The same 
module is also u sed for editing and perusal, seeing as the latter 
is a special case of the former. Since the program is highly 
modularised , the editing of previous data could easily be 
accomplished using the same procedures that are used for input. 
The program was designed with user satisfaction as the primary 
objective. Hence details are given for items when it suits the 
user to do so, and not when most convenient for the program. 
Users can reques t a review(perusal) at any stage and can similarly 
edit the model a t any time. An important consideration was that 
of making the s pecification as quick as possible to submit. Thus 
for example in f i nishing off, when the derivatives are presented 
for consideration, only attributes to which a derivative could 
legally be appli e d are listed. Another example is when searching 
for an item who s e name as been given in an edit/view request. The 
most-recently us e d list is scanned first, as there is a higher 
probability that the item will be there. The only potentially 
time-consuming part of this program is the conversion of 
information on linked lists to files of data, and vice versa. 
However, as thes e only occur at the very beginning and end of a 
run, any delay will · be acceptable to the user, as explained in 
[Shneiderman 1979]. 
5.2.3. Preparing the Model for Subsequent Processing. 
As it was decided to present possible FDs to the user for 
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verification, the last task performed by the user interface 
program is to identify potential dependencies. How can ADD detect 
possible FD's? One method is to present the user with all 
possible combina tions X -> Y, X and Y any attributes such that X 
union Y belongs t o one class. Clearly this is impractical for 
data models wi t h a substantial number of attributes, so a more 
reasonable method was adopted. For each key attribute K of class 
C , the valuecla ss of all single-valued attributes inC or its 
subclasses , is considered (as K determines these values in some 
context) . Where ver the same two valueclasses appear together as 
singlevalued att r ibutes, a potential FD is identified. 
For example, if OFFICERS has key OFFICERNAME (valueclass 
PERSON-NAME) and CREW has single-valued attribute CABIN(valueclass 
ROOM-NUMBER), t hen any class C' having two single-valued 
attributes wit valueclasses PERSON-NAME and ROOM-NUMBER 
respectively, could violate 3NF. For each such situation, 
user is firstly asked if a dependency does exist or not. 
the 
If it 
does, he is asked whether this dependency is equivalent to saying 
that PERSON-NAME -> CABIN. If this is so, the ROOM-NUMBER 
attribute inC' is redundant. However, if it represents a 
different fact (eg. in class JOBS, attribute CLEANER -> ROOM 
because each CLEANER is alloted a different ROOM to clean), then a 
new FD has been found . 
To detect possible FD's, the following data must be known: for 
each key attribute K, the classes in which an attribute of that 
valueclass appears (which we shall call its IN-classes); and all 
attributes it determines, with their valueclass (which we shall 
term its FD-valueclasses). In-classes identify classes where an 
embedded FD could occur; FD-valueclasses represent the 
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valueclasses tha t a dependent attribute may have. A linked list 
of key attributes is created, with this information chained to 
each node. Thi s is determined using recursion, since each time a 
class is conside r ed, all its subclasses must also be examined, as 
its attributes are inherited by its subclasses. Once this has 
been done, each key attribute K is inspected in turn. All 
attributes are scanned and whenever one is found with the same 
valueclass as an FD-valueclass of K, and in an IN-class of K, the 
user is asked if an FD exists. If so, he is asked whether this is 
the same fact asK's valueclass -> FD-valueclass. In such a case 
the dependent a ttribute is clearly redundant, and is flagged 
to-be-erased; otherwise if it is a (new) FD, this fact is stored 
with that attribute description. 
When the model specification is complete, there are still two 
issues to be res olved so that the SDM specification can be 
processed properly by the relational and network design programs. 
These are data aggregates and value types. Each of these will be 
described in turn. Data aggregates are items whose valueclass was 
given as some name class N, where N was defined as having more 
than one subfield. The list of attributes is processed and the 
valueclass of e ach is checked. If this indicates a data 
aggregate, then new attributes are added to the list at that 
point, for each s ubfield. These have their valueclass and size 
altered to repr e sent the subfield format, and a name is generated 
for them comprising "aggregatename-fieldname". If this name is 
too long or is not unique, it is altered until appropriate. The 
aggregate and each of the subfields are flagged to distinguish 
them from 'simple' attributes. These flags are needed by 
subsequent programs. 
• 
Chapter 5. The Us er Interface. -109 
The value type of an attribute stores information for the PICTURE 
clause of that i tem, if it is 'standard'; otherwise it stores the 
name of the class that it maps to. Thus if the valueclass is 
ROOM-NUMBER the valuetype becomes 'integer'; if OFFICERS, then the 
valuetype also b e comes OFFICERS ( an SDM class). The latter is 
clearly easy to perform, but finding the valuetype of a 'standard' 
item is not strai ght forward, because hierarchies of name classes 
can be specified . For example if RANKS is a subclass of integer 
and TOPRANKS is a subclass of RANKS, then the program must deduce 
that TOPRANKS i s of type integer. Thus, a list is first 
constructed of a l l name classes such that each name class is 
preceeded by i t s superclass. (For example, RANKS would preceed 
TOPRANKS) . The list commences with the four 'system' types 
STRINGS , BOOLEANS, INTEGERS and REALS, with their valuetypes set. 
Then each node i n this list is visited in turn and alloted a 
valuetype equal t o that of its superclass, which will already have 
been determined. Once this has been done, each attribute can be 
inspected and a ssigned the correct valuetype according to the 
information in t h is list. 
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6. CHAPTER 6. CREATING A RELATION SCHEME. 
The creation of a relation scheme from an SDM specification was 
incorporated in the ADD system. This was done because of the 
importance of the relational model, and the vast amount of 
research direc t ed towards establishing criteria for 'good' 
relations. The t heory of relational database design, which is 
based on a sound mathematical foundation, could be applied to 
ensure that relat ions are well chosen. Unfortunately it is not 
always apparent how to convert a data model into a relation 
scheme. Fortunat ely this did not prove to be the case with SDM. 
By carefully cons idering the meaning of each structural primitive, 
and through the application of normal iorm theory to these 
primitives, a me t hod was devised for converting the model to a 2NF 
relation scheme. Since functional · dependencies are not part of 
SDM, the crite ia for 3NF could not be checked. The resulting 
scheme can be regarded as a conceptual schema for a relational 
database. Cer t ain integrity constraints and physical 
considerations may be 
relational DBMS used. 
added, depending on the particular 
In this chapter the method of relational 
schema synthesis is described, and then the implementation. 
6.1. The Eight Types of Relation. 
An SDM descripti on is translated into a number of 2NF relations in 
the following manner. In general all the attributes of a class 
constitute one r e lation to describe such entities. candidate keys 
are removed from such a relation and are replaced by artificial 
keys for the cla ss. These are named SHIP#, OFFICER#, etc. and are 
drawn from the domain of integers. This is more practical from 
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the implementat i on viewpoint, being easier to use as file-indexes 
or sort keys. Space is also saved because of the extensive usage 
of keys in a relation scheme to denote associations between 
entities. As candidate keys are often large (e.g. an OFFICER may 
be identified by his full name), the use of an integer instead is 
far more economical. Secondly, if multi-attribute keys are 
allowed, relation s that are not in 2NF could exist, and if several 
candidate keys oc cur in the same relation, there is a possibility 
that this relation will not be in Boyce-Codd normal form, hence a 
separate relation was created for each candidate key, consisting 
of a CLASS# column and a column for each attribute in that key. 
To ensure the relation scheme is in first norma l form, data 
aggregates are replaced by their subfields and multi-valued 
attributes (repeating groups) are represented by separate 
relations. For example, if SHIPENGINES is a multi-valued attribute 
of SHIPS, then it cannot be included in the SHIPS relation. A new 
relation of degree two is created, with columns SHIPS# and 
SHIPENGINES. In special cases where an attribute takes on exactly 
N values, 1 < N < 10, an alternative method is used. Instead of 
creating a separate relation, N columns are reserved for this 
attribute in the relation describing that class. In this way the 
attribute PARENTS would become columns PARENT1 and PARENT2. 
To preclude embedded dependencies, any attribute that is derived 
frpm other attribute(s) in the same relation, is removed to form a 
new relation. Functional dependencies that were detected in the 
model also constitute separate relations. The dependent attribute 
is removed from the relation describing its class, thus preventing 
update anomalies, as advocated by Codd [Codd 1970]. 
The implementation of subclasses accounted for using a sixth type 
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of relation. As explained in the discussion on SDM, a subclass C 
of superclass P inherits all the attributes of P. It was 
e nvisaged that t he attributes of P would have to be treated as if 
they were include d in the description of class C. However when 
derived, multi-valued or key attributes are considered, it is 
clear that sepa rate relations C#,attribute for all such 
combinations wou ld be absurd. Since there are generally several 
s uch attributes a nd often many subclasses, a large number of extra 
relations would result. Hence only attributes stored in the 
relation of a s u perclass P were duplicated in the relations 
representing sub classes of P, this being done by recursion. This 
too was abandone d on realising the following. If say OILTANKERS is 
a subclass of SHI PS and the latter has attribute 
COUNTRY-OF-REGISTRY which is also placed in OILTANKERS, then user 
must remember t hat both relations must be used to answer a query 
like "Which SHIPS are Swedish?". This is clearly unsatisfactory. 
Hence subclass relations only contain the attributes peculiar to 
them. A relation P#,PTYPE is created for each superclass P. The 
key of each e ntity in P would form a separate tuple of this 
relation, and it s PTYPE value would' specify the subclass to which 
it belongs. (If a n entity were in several subclasses of P, several 
t uples would be s tored for that entity). This was chosen in 
preference to t he method used by Smith and Smith [Smith 1977], 
where a (boolean ) column PTYPE is included in the P relation for 
each subtype of P. The main reason for this choice was that less 
s pace is taken u p using my method. 
Match classes and inverse relationships also constitute separate 
types of relat i on, as this facilitates the coding of the network 
generation prog am. Furthermore, such relations enhance the 
relation scheme by distinguishing the major binary relationships 
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and making them d irectly available to the user (without the need 
for projections) . 
6.2. Implementat ion. 
The module that designs the relation scheme consists of three 
distinct stages . The first creates the data structures for 
storing relevant information from the specification. The second 
places each at t ribute in turn in the correct relation. In the 
final stage, the resulting relations are written to a file REL, 
which is used in the next system module, for network design. These 
stages will be d i scussed in the next three sections. 
6.2.1. Data Structures. 
Except under c e rtain conditions, as described in the previous 
section, attributes remain in the relation for their particular 
class. For example COMMANDER and DATE-COMMISSIONED remain in the 
OFFICERS relation . Hence a ·tree is set up with one node for each 
SDM class to which is attached a list of all its attributes. 
Attributes that a re part of a key are linked to their class node 
in a separate chain from non-prime attrubtes. Class attributes 
are stored in a linked list attached to a node labelled 'QENTRY'. 
They are linked to this "system class" QENTRY because they are not 
a property of any single entity, but of the entire database (i.e. 
they do not have multiplicity[McLeod 1980]). Each attribute in the 
tree so formed consists of six fields: column name, underlying 
domain name, multi-valued indicator, number of columns to occupy, 
and a removal indicator (to specify whether that attribute must be 
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removed from the relation for its class). The sixth field is a 
flag that denotes whether or not the attribute is involved in a 
matching. If it is, additional data about this matching is also 
stored. 
In the preliminary stage another linked list is created comprising 
all classes (base or non-base) which have subclasses defined on 
them. This is used to create the "CLASS#,CLASSTYPE" relations. A 
list of attribute pairs representing inverse relationships is also 
constructed. 
6.2.2. Relation Scheme Design. 
Stage two of the relation scheme generator can be viewed as a 
decompostion of one large relation - viz. all the attributes in 
the SDM specification - into several 2NF relations. The properties 
of each attribute are examined in turn. If these properties 
indicate that the attribute cannot be included in the relation 
describing its class, then it is flagged as removed in the list 
attached to its class, and a new relation is created. If the 
attribute is prime or can have a variable number of occurences 
('multi-valued'), this relation consists of "C#,attribute", where 
C is the class to which it belongs. The new relation consists of 
columns "Y,attribute" if the attribute is dependent on Y because 
of an FD or attribute derivation. The latter case is the most 
interesting. If attribute A in class C is derived from some 
mapping "B.D.E" (and possibly from other mappings as well) then 
attribute B must be in the same class as A. If B is multi-valued 
or prime, then it will eventually be removed from the relation for 
class C, hence A may remain there. If B is itself a derived 
- ~ --·- . - ' - - ~ '- -~~ ~~ __..--' ~ .... - . 
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attribute, it wi l l only be removed from the relation for C if it 
is derived from another attribute, say X, which is in C. In this 
case, A cannot r emain in the C relation as it is dependent on X. 
(Through transi t ivity, X -> BAnd B ->A, hence X-> A). It is 
for this reason t hat an attribute is not physically deleted from 
the list of att r ibutes linked to its class, but simply flagged as 
such. It should be noted that in the above example, A is directly 
determined by t he value(s) of D, which will probably belong to 
a nother class C' . However, as B determines the value of D, B and 
A should not appear in the same relation. 
Class attributes , initially all placed with class QENTRY, are 
handled in exact l y the same manner as are member attributes, but 
with respect to the QENTRY relation. Thus dependent, multi-valued 
and derived class , attributes also form a separate relation, where 
appropriate. 
Each pair of inve rse attributes consitutes a relation, hence these 
attributes are a l so flagged as removed. A list of all inverse 
pairs is set up a t the start of the run. Thus as each attribute is 
considered, if i t s inverse field is non-blank or if it exists in 
the inverse list, it is treated accordingly. 
cases where the inverse was specified for 
This caters for any 
only one of the 
attributes. Eac h inverse pair in the list is flagged once a 
relation has been created for it, to prevent this from being done 
twice. 
Similarly, ''mat ching" classes are also handled differently from 
other classes. This is best explained by example. 
ASSIGNMENTS has- attributes SHIP and OFFICER. 
Suppose class 
In SDM, all 
attributes of a match class that have a non-standard valueclass 
(i.e. not strings) are specified as part of its key. Hence SHIP 
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and OFFICER toge t her would be given as the key for ASSIGNMENTS. 
However , if clas s SHIPS specifies that CAPTAIN matches to OFFICER 
of ASSIGNMENTS and is single-valued, then clearly SHIP alone is 
the true key of ASSIGNMENTS. Thus the program keeps a list of all 
match classes and correctly determines the keys of these classes 
as follows. The number of attributes with a non-standard value 
class is counted,say N. Then each of these classes is examined to 
see whether al l the other (N-1) classes are matched to, as 
single-valued at t ributes. If so, the key of the match class is 
adjusted accord i ngly. Each match class also has the number of 
attributes in the resulting key stored with it in the list. When 
it is written to file REL, it is given one of two special codes 
meaning matchclas s, one key attribute; and matchclass, s e veral key 
items. These codes are used by the network generation program. 
6.2.3. Output of the Relation Scheme. 
A file called REL stores the relations created, with one record 
per column. A r e cord consists of fields RCOLUMN, RDOMAIN, KEY and 
TYPEREL . The lat ter is used to indicate the first column of a 
relation, giving its type or code (eg. 2 for multi-valued 
attribute and cla ss), and is zero otherwise. KEY is a boolean, 
which is true i f that column is (part of) the primary key of the 
relation. Relat ions created for attributes with special 
properties (eg. inverses, multi-valued attributes ) are written 
to REL as soon as they are detected. The other relations are 
written to REL at the end of the program. This is easily 
accomplished as t he information is already stored in the various 
data structures. Appendix F shows the relational schema generated 
by ADD for the SDM example of appendix D. 
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6.3. Evaluation of the Result. 
Examining the re l ation scheme synthesised from an SDM description, 
it is clear that many of the SDM features are 'lost.' This is 
because the rela tional model is less semantically expressive than 
is SDM. Interc lass connection definitions and attribute 
derivations as well as certain properties of attributes cannot be 
incorporated dir e ctly into a relational model; the integrity 
constraints prov ided by the particular relational DBMS used must 
be relied upon f o r this. 
It is appropriat e to pause at this point to consider to what 
extent the relav ion scheme conforms to the rules of normative -
theory for 'good' relations. The relation scheme is clearly in 
1NF, as all repeating attributes become separate relations and 
data aggregate items are replaced by their subfields. Since all 
candidate keys form a different relation, and are replaced by a 
'system' key comprising one attribute, the relation scheme is also 
in second normal form. (Recall, this means each attribute is 
functionally dependant on the complete key, and not some subset 
thereof). 
To detect violations of 3NF requires recognising a dependency of 
an attribute X on an attribute Y ·in the same relation, where Y is 
not the key of that relation. Within the framework of an SDM 
model, attribut e s with a derivation 'same as Y' or equal to some 
arithmetic expression involving Y, or 'ordered by Y' are the only 
instances where potential violation of 3NF can be found. Hence 
such attributes are transferred to a separate relation by the ADD 
sys tem. The other derivations all involve multi-valued 
attributes, whi c h will be placed in a different relation and hence 
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cannot cause any intra-relation dependencies. As was pointed out 
in the preceeding discussion, if X is derived from Y.A.B.C say, 
then it is indir ectly determined by Y, and hence does not appear 
in the same relation as Y. 
Since SDM does not 
certain whether other 
include the concept of FD's, one cannot be 
unspecified dependencies exist within a 
relation, and hence no claim can be made to produce a 3NF relation 
scheme . Taking this factor into account, the ADD system 
incorporates a process whereby the possibility of an FD is 
identified and pr esented to the user for verification. (This was 
outlined in the p revious chapter). If such an FD is identified as 
having the exact same meaning as another relationship elsewhere in 
the database, the dependant attribute is dropped to avoid 
redundancy. Ot herwise, the attributes involved in the FD 
constitute a separate relation. The former case where a redundant 
attribute is recognised is just as important, because if that 
attribute were not removed the relation would not be in 3NF. 
It was decided t hat only keys consisting of one attribute would be 
considered in the FD detection process, for two reasons. Firstly, 
asking a user if X,Y -> Z is likely to confuse him and lead to 
incorrect replies, as this is more difficult for non-DP people to 
understand than "does X determine Z ?". There is clearly no 
benefit in deducing extra information about an SDM model if its 
validity is questionable . Secondly, even if users could 
understand and recognise such FD's, their presence would really 
only indicate that a poor SDM model has been designed. ~his can 
be deduced from the fact that such a dependency implies that name 
classes are being used as the valueclass of attributes, instead of 
classes (entities). For example if a class C has attributes X 
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(valueclass surname) andY (valueclass initials), where SURNAME+ 
INITIALS is the key to OFFICERS, then probably a relationship 
between C and OFFICERS has not been recognised by the user. 
Another interesting point is that possible FD's X-> Y are only 
considered for c a ses where the valueclass of X is a name class and 
not a class (obj e ct). The latter could also have been considered 
to discover more redundant attributes or embedded dependencies in 
the relation scheme. However, ADD is primarily a tool for 
designing a codasyl database. Attributes such as X would become 
sets in a network. thus it was decided not to burden the user 
with any more questions regarding such FD's, as this knowledge 
would not affect the network records. 
In conclusion the refore, the relation scheme generated is in 2NF, 
and any violations of 3rd normal form which are detected directly 
from the SDM mod e l or with the aid of the ADD system, are removed. 
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7. CHAPTER 7. NETWORK SCHEMA DESIGN. 
The creation of a DMS 1100 schema was 
process. In t he first phase, a 
derived; in the second, physical 
complete schema is output. This 
i mpleme nted as a 2-phase 
prototype databas e. 
the data struct ure 
manipulates this . It 
logical network structure is 
properties are added and a 
can be directly used as a 
This chapter commences with a description of 
storing the design, and the subroutine which 
then outlines the method by which the 
records, sets a nd items of the database are determined. The 
refinement of t he initial structure to incoporate interclass 
connections and attribute derivations is then described, followed 
by t~e method of assigning physical parameters. 
7.1. Choosing a Data Structure. 
A major decision taken when implementing the system was the choice 
of data structure on which to store the evolving database design. 
This is important because of the large amount of information that 
must be maintained. This includes data pertaining to the schema 
i tself and anc i llary information re~uired by the system modules. 
This data had to be stored in a form that was easy to access and 
manipulate in a variety of ways, and that existed between runs of 
the various modul es. It was decided to use a DMS 1100 database for 
s toring the evolving structure, as this meets both re~uirements 
and is more versa tile than the data structures of conventional 
programming languages (e.g. linked lists). Being easier to 
"navigate'', it i s more flexible and more information is implicitly 
available. For example one can easily find all the sets to which a 
record belongs. A database is a convenient form of storage for 
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the prototype as it can easily be interrogated by the database 
administrator using QLP (a query language) [Sperry 1972]. 
Furthermore, being completely general, it can be used by other 
automated tools eg. load-program generator or query-formulation 
assistant. It should be noted that the database storing the 
schema and related information can also be used as a dictionary 
during the lifetime of the database. It includes the annotations 
(item/record descriptions) given in the SDM specification as well 
as item formats, integrity constraints etc. 
The database storing the evolving structure is called "QDB''· This 
contains one record type for each construct in a database. Thus 
there are records QSET, QREC, QMEMBR, QITEM, etc. All identifiers 
used by ADD start with a "Q", so that the likelihood of the same 
word being used in the SDM specification is minimised. Constructs 
that are related to each other are linked by sets, eg. QRCITM 
links each QREC to the QITEMs it contains. From the illustration 
of the QDB in figs. 7.1 and 7.2, it is clear that this is · capable 
of storing a large amount of inter-related information, which 
could not easily be accomplished using the data structures of 
programming languages. The most interesting part of the QDB 
database is that which stores how the records are interlinked. 
Each QSET is linked to the owner's QREC via a QOWNS set 
occurrence. Then one QMEMBR occurence is stored below it, for each 
member type in the set, forming a QSTMEM set. A QMEMBR contains a 
description of t he membership it represents (e.g. 
automatic/manual ) but not the name of the member. This can be 
found through i t s membership in another set type, QRCMEM, which 
has owner QREC, and represents all sets that this QREC 
participates in as member. 
Storing the member record name in a QMEMBR record proved 
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Figure 7.1 Simpl ified Diagram of the QDB Structure. 
-123 
Reco r ds indicated by broken-line rectangles do not 
show their QDB names, but their meaning (purpose). 
* Data Names stored here. 
** Subi t ems (subfields) represented using these records. 
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QSET 
/ 
®~---------
K-ITEM K-ITEM3 K-ALT3 
Figure 7.2 Section of the QDB showing how a SET SELECTION 
clause for a multi-level path is represented. 
QSTSTR stores the "THRU" sets in the clause; 
QSTREP stores ALIAS or USING items for 
each of these. The above example represents 
"SET SELECTION IS THRU S2 USING CURRENT OF SET 
THEN THRU S3 ALIAS FOR K-ITEM IS K-ALT1 THEN 
THRU S4 ALIAS FOR K-ITEM2 IS K-ALT2, ALIAS 
FOR K-ITEM3 is K-ALT3". 
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unnecessary, as f etching its QREC owner is trivial, and in this 
way space is s aved, as there will generally be many QMEMBR 
occurrences. Another interesting part is that which stores data 
aggregates and t heir subfields. This was recognised as a "loop" 
relationship between an (aggregate) item and its (constituent) 
items. Hence two sets QIS (QITEM -> QSUBIT) and QDAGG (QSUBIT -> 
QITEM) are used t o store this information, as advocated by Date 
[Date 1981]. (See fig. 7 .3). 
QIS QDAGG 
QSUBIT 
Figure 7.3 Section of the QDB showing how data aggregate items 
are represented. 
In t h is example, item A is composed of two items 
B and C, and the latter comprises two items D and E. 
Solid arrows represent QIS sets, broken arrows 
represent QDAGG sets. 
7.2. Database Manipulation Subroutine. 
To manipulate the QDB database the Pascal design programs call on 
a Fortran/DML subroutine. It is because the Fortran DML is used 
that all names used in the QDB are only 6 characters in length. 
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The parameter s ettings indicate which of several possible 
operations is t o . be performed. Most of these are basic they 
store/find/delet e /modify some record type. Others are more 
complex, moving all items fro~ one QREC to another, changing a 
QREC's set membership, etc. The error checking mechanism of DMS 
1100 is fully utilised to prevent undetected errors occuring. 
"ERROR-STATUS" i s tested after each DML command, and if anything 
is amiss, an e rror message is written out identifying the error 
(the record, s~t , area involved as well as error function, error 
number, rollback error code) and the statement at which it 
occured. In such a case a parameter IERROR is set true, to inform 
the caller that t he operation was not executed, but the program is 
not terminate~ . IERROR is also used as an indicator in normal 
conditions, such as with calls that find out if a QREC exists. 
Another usage of IERROR is in checking whether a name (identifier) 
has already be e n used in the prototype database. This is 
imperative since all record names, set names, etc. must be unique. 
For this purpose , a QWORD record type exists and a new occurrence 
e of this is sto red each time a new name is used. All such names 
are restricted to 6 characters so that a Fortran subschema can be 
generated easily , without needing to replace schema names by 
Fortran versions . The original name, as given in the SDM 
specification, i s also stored, and is checked whenever the 
database is used . (Both the 6-character and original names are 
passed as paramet ers where applicable). The 6-character names are 
formed in the Pas cal programs by taking the original and dropping 
f irstly vowels (working from the end to the beginning of the 
word), and then c onsonants (in the same direction) until fewer 
than seven lett e rs exist. Thus "SHIPS" stays "SHIPS", "OFFICERS" 
becomes "OFFCRS" , "COMMANDER" becomes "CMMNDR". Although this may 
• 
• 
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not always give the best result, it is adeQuate in almost all 
cases and has the added advantage that knowing the original name 
it is easy to work out its 'Fortran' version. Flag items 
(described in sections 7.4 and 7.5) are formed from the first six 
letters in the original name, so that the name generated is not 
one already in use • 
In conlusion, it should be noted that the QDB together with the 
Fortran/DML subr outine, which does one of 26 different database 
manipulations, can be regarded as a data dictionary and a set of 
operators for accessing and updating it. 
7.3. Schema Creation. 
7.3.1. Relation Scheme Conversion. 
The network design program takes each relation from file REL and 
adds its attributes to a network structure. A relation has a code 
number indicating its type, and is dealt with accordingly. 
Relations representing a class and its attributes become a record 
in the database with these attributes as fields. Prime attributes 
are treated in the same way as non-prime ones. The details of 
this process are given in the next section (7.3.2). Relations 
constructed for a class and its multi-valued attribute translate 
to a set with a member record representing the attribute. This 
member comprises one field, in which a value for that attribute 
can be stored. This method is suggested as the best way to 
implement repeat i ng attributes by authors such as Taylor and Frank 
[Taylor 1976]. Relations representing inverses are translated 
• 
• 
• 
Chapter 7. Network Schema Design. -128 
into set(s) ac cording to the key of the relation. If only one of 
the two attribute s is prime, then its valueclass becomes the 
membe r and the other valueclass becomes the owner of a set. For 
example , the inve rse pair COUNTRY-OF-REGISTRY, 
SHIPS-REGISTERED-HERE has key SHIPS-REGISTERED-HERE , since a SHIP 
cannot have more than one COUNTRY of registry. Hence a set COUNTRY 
-> SHIP is created. If both of the attributes are prime, then a 
many-to- many rela tionship exists, and so a dummy LINK record is 
created , and be c omes a member of two sets, one with owner COUNTRY 
and the other wi t h owner SHIP. This LINK record has a unique name 
generated for it . 
Relations that r e present a "match class", i.e. a class referred to 
in some matching , are handled according to the number of prime 
attributes . A match class becomes one set, or several sets with 
the identical member record type, which we shall call M. Non-prime 
attributes with a sta~dard valueclass (strings) become fields of 
this member reco r d; while other non-prime attributes each become a 
set with the record that represents their valueclass as owner, and 
M as member. Gene rally a record is created to represent the "match 
class" itself, and this is the member M. However, if there is 
only one attribute in the match class key, say a, this means that 
a is associated with only one occurrence of each of the other 
attributes . Hence , if the valueclass of a is not standard, then 
the record crea ted for its valueclass is used as M and no new 
record is needed (see fig. 7.4) . 
Relations representing a functional dependency X -> Y are 
translated into a set, so that the records of the network do not 
contain embedded relationSHIPS. A new record is created to act as 
owner , consisting of two fields, in which a value of X and the 
• 
• 
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SHIPS OFFICERS 
ASSIGNMENTS 
OFFIcERS IL_ __ ---.. ____ ___JI 
(S HI P-ASS I G NED) 
SHIPS I DATE I J 
Figure 7.4 I llustration of match class representation. 
In the upper diagram, the key of ASSIGNMENTS 
i s <OFFICER-ASSIGNED,SHIP-ASSIGNED>. 
In the lower diagram, the key is 
<SHIP-ASSIGNED>. 
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corresponding value for Y can be stored. The record which Y 
~ualifies becomes the member, as it is associated with only one X 
(and Y) value. The remaining kind of relation, the "C#,CTYPE" 
kind, is not considered by the network generation module, as it 
uses the SDM description to resolve interclass connections. While 
relations are be i ng converted to fields, records or sets, a list 
is also kept of how these classes and attributes are implemented. 
This is needed for the subse~uent stages of network generation, 
when this initial structure is adjusted. 
7.3.2. Distingui shing Sets and Items . 
The majority of sets in the network are derived from those 
attributes whose valueclass (domain) is not a "standard type", but 
indicates anothe class in the database. Thus throughout the 
network generat i on module, before an attribute is placed in a 
relation, its domain is inspected, and if non-standard, a set is 
created instead of a field . 
A class has "C LASSNAME#" as column name and "integer" as domain; 
while an attribute is represented by "attributename" and 
valueclass, respectively. Examples: SHIPS#,INTEGER for the key of 
class SHIPS; CAPTAIN ,OFFICERS# and HULLNUMBER,INTEGER for 
attributes. Thus when handling attributes, (where there is no 
1#1 in the column name), the first step is to examine the domain 
for a I# I • If none exists, the attribute becomes an item in some 
record. If one is found, the "#" is dropped and what remains 
identifies the valueclass of the attribute. In such a case set(s) 
are re~uired to l ink the corresponding record to the network. For 
example, if CAPTAIN,OFFICERS# is encountered in the SHIPS 
• 
• 
• 
Chapter 7. Network Schema Design. -131 
relation, then a set SHIPS -> OFFICERS is created if CAPTAIN is 
single-valued. Otherwise two sets SHIPS -> LINK and OFFICERS -> 
LINK, are generat ed. Note that OFFICERS -> SHIPS cannot be used, 
as there is no way of telling whether the OFFICERS:SHIPS mapping 
is "to one" or " t o many". To avoid duplication of SHIPS, the 
latter is always assumed . 
In creating se t s, 
implementation used, 
compatible with DMS 
"loops" must be detected and an alternative 
so that the database created will be 
1100. The same record type may not be both 
owner and member of a set type. In such a case two sets are used, 
in the manner advocated by Date [Date 1981]. A LINK record is the 
member of one se t and the owner of the other. For example, if 
COMMANDER is a n attribute of OFFICERS whose valueclass is 
OFFICERS, the se t s constructed would be "is" (OFFICERS -> LINK) 
and "commands" ( LINK-> OFFICERS). 
Whenever an at t ribute is encountered in REL, its SDM description 
is examined to d i scover its chacteristics. In this way, when a 
field is added to the network, all the details for a full DMS 1100 
item description are supplied (PICTURE,USAGE etc). For attributes 
represented not as fields but as sets, the "exhausts valueclass" 
property determines whether the set must have an automatic or 
manual member. In a "true" CODASYL database, the "cannot be 
changed" property would similarly decide the retention clause (not 
included in DMS 1100) . 
7.4. Interclass Connections. 
SDM incorporates the definitions 
classes. Befo r e explaining how 
of subclasses and grouping 
the schema is adjusted to 
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accommodate thes e , the integrity constraints avaliable in DMS 1100 
must be examine d. This is necessary because these interclass 
connections have integrity assertions associated with them which 
should be incorporated into the network database. 
7.4.1 . DMS 1100 Integrity Facilities. 
DMS 1100 includes facilities for specifying integrity constraints 
at the record, data aggregate and data item levels [Sperry 1972]. 
There are two clauses which can constrain the value of an item, 
viz . CHECK and RESULT. The CHECK clause allows for specification 
of the type of value and /or range of values an item may assume. 
Whenever an it em with a CHECK clause is stored or altered, the 
DBMS enforces tha t constraint by returning an error condition, 
instead of performing the operation, if the value is not 
permissible. CHECK IS DATA-TYPE will check that the value is of 
the correct type, CHECK IS PROCEDURE P will cause database 
procedure P to be called to determine the validity of the value 
• (e.g . a multipl e of 10 or a valid date). The minimum and/or 
maximum value, or range(s) of permissible values, can also be 
stipulated as well as (NOT) NULL . This clause is clearly 
unsuitable for most of the attribute derivations and interclass 
connections , as t hey reQuire checking an item's value against that 
of other database items. Hence an alternative method of ensuring 
the integrity of the generated database was sought . 
The RESULT claus e , when specified for a data item, causes the DBMS 
to set the value of that item when the record it belongs to is 
stored or modi f ied. This item cannot be given a value by an 
application progr am. RESULT can specify that the item be a) eQual 
• 
• 
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to the sum of, or some function of, other items in the same record 
or b) equal to the number of members of any set of which that 
record is the owner or c) equal to the sum of, or some function 
of, items in set ( s) owned by that record. Where the function is 
not summation, a database procedure must be written. From this it 
can be seen that an item I, whose value depends on that of some 
other item(s), can be set by the DBMS if these other items are in 
the same record as I or are linked to it by set(s). The record to 
which I belongs must be owner of these sets. This was the only 
way in which subclasses and derived attributes could be correctly 
maintained. 
On considering the syntax of RESULT, it was first envisaged that 
any derivation could be incoporated by simply connecting the two 
related items by means of a set. However, there is no way to 
ensure that this set is correcly used: that is, the user could 
link an owner t o the wrong members. This problem is illustrated 
in fig.7.5. 
Another approach was subsequently tried to 'extend' the 
applicability of a RESULT clause. If a set R1->R2 was required and 
R2->R1 existed, i t was thought that a duplicate of the relevant R2 
item could be made in R1. The required RESULT clause could then 
operate "ON THIS RECORD''· The original item could be RESULT of 
procedure QEQUAL using the new item in R1. However, not every R2 
occurence will necessarily have R1 records associated with it; 
that is, some R1->R2 sets may have no members. In such a case, 
t here would be no way of initialising the item in R2. Hence this 
plan also had to be reject ed. Accordingly, a RESULT is only 
s pecified if items are in the same record, or .are alr eady 
connected by an existing set which has the required owner and 
• 
• 
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A 
(A-C-~HECK) 
r----------- ------------, A2 
Figure 7.5 An example showing that sets cannot be added for the 
sake of a RESULT clause. 
Here A1 is connected to C5 in an A-C-CHECK set 
occurrence, instead of C2, 
and this is incorrect as C5 is not related to A1. 
Also, C5 and C6 have not been linked to A2. 
• 
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member records. 
7.4.2. Subclass Connections- Design Philosophy. 
This section fir s tly discusses how subclasses are implemented, and 
why. Grouping c lasses and attribute derivations are discussed in 
s ucceeding secti ons. If OILTANKERS is a subclass of SHIPS, then 
in addition to their own attributes, OILTANKERS have all the 
attributes of o rdinary SHIPS. As most SHIPS will not be 
OILTANKERS, it i s inefficient to declare a SHIPS record to contain 
both SHIP and OILTANKER attributes, as the latter will be null in 
most insta .ces. It is also dangerous to treat SHIPS and 
OILTANKERS as completely separate entities, because then if user 
asks for all SHIPS in the database, he must know to list all 
OILTANKERs too; also all relationships in which SHIPs participate 
would have to be duplicated for the OILTANKERS record type. Thus 
separate record types are needed, but they must be connected in 
some way. This could either be as SHIPS -> OILTANKERS or as 
e OILTANKERS ->SHIPS (with SHIPS being a manual member). The 
following should then be checked: (1) an OILTANKER can only exist 
in the database if it is linked to 1 and only 1 SHIPS occurrence. 
(2) a SHIPS record cannot have more than one OILTANKERS record 
linked to it (3) an OILTANKER can only be linked to a SHIP if that 
SHIP fits the criteria set down in the OILTANKERS definition (4) 
• a n OILTANKERS occurrence must be linked to the correct SHIPS 
occurrence. 
After considering many different schemes, it was discovered that 
only one method exists to ensure that (1) to (3) above are 
verifiable. There is no way to check that (4) is correct, any 
• 
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more than one can check whether the right OILTANKER is connected 
to an INSPECTION, etc. Verifying (1) to (3) involves using three 
flags per superc l ass, which we shall call C,D and M. M is an item 
"RESULT COUNT MEMBERS OF SET SHPLTN CHECK VALUE MAX 1"; Dis a 
flag "RESULT PROCEDURE P", which is 0 if the SHIPS record does not 
meet the criter i a set down for OILTANKERS, else greater than one; 
C is the check f l ag, which is "RESULT SUM ON THIS RECORD USING M, 
D CHECK VALUE NOT 1". 
The fact that OILTANKERS is an automatic member of SHIPS -> 
OILTANKERS means (1) above will be adhered to, while M checks 
condition (2) and C and D together ensure that (3) is always true. 
Fig. 7.6 illustrates how this ensures the correct handling of 
subclasses. 
================================================================ 
M-Flag D-Flag C-Flag CHECK Meaning 
0 0 0 ok the SHIP is not an OILTANKER 
1 N ~ > 1 ~ N + 1 ok the SHIP is an OILTANKER 0 N >1 N ( > 1 ) ok the SHIP is an OILTANKER, 
but its OILTANKER member has 
not yet been stored. 
0 ERROR the SHIP is not an OILTANKER 
but user is attempting to 
store an OILTANKER 
member below it 
Figure 7.6 Table showing how the three flags enable subclasses 
to be checked. 
================================================================ 
To see why condition (4) cannot be checked, consider the 
following. Th e only way to do so would be to duplicate the key 
for a superclass in its subclass, and check these are equal. This 
cannot be done because a RESULT clause must always be attached to 
the owner record (e.g. SHIPS), not the member. Since many SHIPS 
• 
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will not have OILTANKERS members, their key could not be 
initialised. If subclasses could be implemented as OILTANKERS -> 
SHIPS, (4) could still not be verified. This is because the set 
would have to hav e SHIPS as manual member, and hence OILTANKERS 
would be stored b efore being connected to their SHIPS counterpart. 
Thus (1) would no longer be enforced. 
Finally, it shoul d be noted that ADD detects subclasses with no 
attributes of their own. These do not constitute separate record 
types, as there i s no advantage in doing so. They are simply 
implemented as one flag (corresponding to D) in the record 
representing the i r superclass. A tree structure is set up to store 
the superclass-s ubclass hierarchies in the model, so that the 
flags are placed in the correct records. Thus if A is a subclass 
of B, which is a subclass of C, and neither A nor B has attributes 
of their own, the n the flag for both A and B is stored in C. 
7.4.3. Checking Subclass Definitions. 
This section d i scusses the PROCEDUREs which set the D flag; that 
is the procedures which determine whether a record belongs to a 
subclass or no t . The PROCEDURE varies according to the type of 
subclass we are dealing with. If this is user-controllable no 
procedure is r equired; the flag is set by application programs. 
If intersection, union or complement, the subclass is handled as 
illustrated by the following examples. If BANNED-OILTANKERS is 
BANNEDSHIPS inte r sected with OILTANKERS, the BANNED-OILTANKERS 
flag is set t o zero by the procedure if either of the flags for 
the other .subcl asses is zero. If SHIPS-TO-BE-MONITORED is 
"BANNED-SHIPS or OILTANKERS-REQUIRING-INSPECTION" then the 
• 
• 
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SHIPS-TO-BE-MONI TORED flag is simply the sum of the other two 
flags. If SAFESHIPS is "not BANNED-SHIPS", the procedure sets the 
SAFESHIPS flag to zero if the other flag is greater than one, and 
vice versa. Us ually all three flags will be in the same record. 
If not, the flag cannot be verified because of the limitations of 
the DMS 1100 RESULT clause. (It is impossible in a meaningful SDM 
model for one fl a g to be below the others, hence a set cannot be 
used in the RESULT clause). 
To illustrate the "existence" connection, we shall consider a 
subclass DANGEROUS-CAPTAIN of OFFICERS defined as "where is a 
value of INVOLVED-CAPTAIN of INCIDENT". If OFFICERS -> INCIDENT 
exists then the DANGEROUS-CAPTAIN flag equals more than the 
number of members of that set. (Recall that any value exceeding 1 
implies true). If however the set INCIDENT -> OFFICERS exists, 
this is converted to 2 sets INCIDENT -> LINK and OFFICERS -> LINK, 
and then the DANGEROUS-CAPTAIN flag can be set as before, using 
the OFFICERS -> LINK set. 
The most common subclass connection is that involving a boolean 
function expressed in terms of properties of the . superclass. 
Consider RURITANIAN-SHIPS described as "where COUNTRY-OF-REGISTRY 
equals 'RURITANIA'"· Here a RESULT clause can be attached to that 
flag if all the arguments in the expression are in the same 
record, or in a record connected to this as member · of some set. 
This RESULT clause uses a special database procedure, which has to 
be generated by ADD according to the expression in the subclass 
definition. A file DBPFILE stores the relevant iriformation for the 
database procedure generation program, in terms of the records and 
fields involved. The PROCEDURE DIVISION of a database procedure 
essentially consists of a COBOL IF statement corresponding to the 
• 
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expression. 
7.4.4. Grouping connections. 
Grouping classes are generally represented by a set with the 
grouping class record as owner and grouped class as member. In 
this way each set occurrence represents one group. Examples of 
grouping class implementations are given in figs. 7.7 and 7.8. If 
the grouping connection is user-controllable the records are 
linked to each other by two sets with a common member, as for 
many-to-many relationships (fig. 7.7a). This is because there is 
no way of telling whether an entity in the grouped class can 
belong to more than one grouping. To preclude data duplication, 
it is safest to assume this· is possible. (Example: CONVOYS of 
SHIPS). 
If the grouping is "expression-defined", this is handled as 
follows. Suppose SHIPTYPES is a grouping of SHIPS on common value 
of their attribute TYPE. IF TYPE is a single-valued, standard 
attribute of SHIPS, then a set shiptypes -> SHIPS is included in 
the database. A TYPE item is included in the SHIPTYPES record, 
RESULT OF PROCEDURE P ON MEMBERS OF shiptypes-SHIPS "CHECK VALUE 
NOT NULL". The procedure P checks that all members have the same 
TYPE value, returning this value if they do, else returning null. 
If TYPE were a multi-valued, standard attribute, then it would be 
stored in a separate record "below" SHIPS. In that case, this 
SHIPTYPES-SHIPS set. If the record becomes the member 
attribute is non-standard, 
of a 
then the grouping class record is 
inserted between the two records, as shown in fig. 7.8. If the 
attribute is single-valued and standard but is not part of the 
• 
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CONVOYS SHIPS 
I l I J 
(C 0 NV 0 Y- L INK) (SHIP- L I N K) 
LINK 
I J 
SHIPTYPES 
I I TYPE j 
(SHIPTYPE 3-SHIPS) 
SHIPS I I TYPE I .__ ___ _.___ __, 
I 
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TYPES-OF-
HAZARDOUS-SHIPS 
(TYPES-SHIPS) 
SHIPS 
,.------'------,1 
SHIPTYPES SHIPS 
iTYPEj I 
I 
J 
(SHIP TYPES-SHIPS) (SHIPS-TYPES) 
TYPES! TYPE I 
Figure 7.7 Implementation of grouping classes: some examples. 
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COU NTRIES 
COUNTRY-GROUP 
SHIPS 
COUNTRIES 
COUNTRY-GROUPS 
'---r----' 
LINK 
• 
Figure 7.8 Impl ementation of grouping classes: more examples. 
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record concerned (eg. SHIPS) then the grouping cannot be checked 
by the DBMS as t he attribute will be "above" that record in the 
network. However, this can only happen if the attribute was part 
of an FD, and thus will be a rare occurrence. 
If several attributes are specified in the grouping definition, 
then if these are all single-valued, standard attributes they are 
each handled as described above. If one of them is multi-valued, 
then the other attributes are stored in the same record, say R, as 
is the multi-valued attribute, so that they can all be used to 
check the grouping. (The set constructed has owner grouping-class 
record and member R, as before). To keep the single-valued 
attributes in the record whe re they were originally, the original 
items are retained, but with a "RESULT OF PROCEDURE QEQUAL" on the 
set connecting this to their new record. Procedure QEQUAL ensures 
that these attributes have the same value in the members as in the 
owner. If several multi-valued or non-standard attributes are 
listed for a grouping, no more than one of these can be used to 
verify the grouping. This is because too many record types are 
involved. In s uch a situation the most efficient of these 
attributes is chosen to be checked. 
We lastly consider enumerated grouping classes. Suppose 
TYPES-OF-HAZARDOUS-SHIPS is a grouping of BANNED-SHIPS, 
OILTANKERS-REQUI RING-INSPECTION and SHIPS-TO-BE-MONITORED. In 
such a situation a flag is added to the SHIPS record, RESULT SUM 
all the other r e levant flags if they are in the same record (as is 
generally the case). A TYPES-OF-HAZARDOUS-SHIPS record is made 
owner of a s e t linking it to SHIPS, and contains a single field 
with a RESULT of procedure P on that set "CHECK VALUE NOT 0". 
Procedure P retu rns value zero if any member has a 
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TYPES-OF-HAZARDOUS-SHIPS flag with value nought. Although this 
ensures that n o "Non-hazardous" ships participate in any such 
grouping, it doe s not constrain the formation of groups. The 
latter is not possible, because the groupings are determined by 
different (flag) items. 
7.5. Attribute derivations. 
In certain cases the knowledge of what a derivation means enables 
the sets and rec ords of the database to be modified. IN other 
cases, a RESULT clause is specified for an item so that the DBMS 
can derive the c orrect value for it. 
7.5.1. General Principles. 
The implementat i on of each type of attribute derivation will be 
described by means of an example. 
An attribute can be specified as the union, intersection or 
difference of t wo multi-valued attributes. These three attributes 
would normally b e implemented as three separate many-to-many 
relationships. Be cause of the derivation however, this is replaced 
by one member re c ord, connected to all original owners. This 
member has thre e flags, one with a RESULT clause USING the other 
two flags. As an example: if CONTACTS is "where in SUP,ERIORS or in 
SUBORDINATES", t he (single) member record has SUPERI, SUBORD and 
CONTAC flags, the latter being "RESULT SUM ON THIS RECORD USING 
SUPERI, SUBORD". This is illustrated in fig. 7.9. 
"Subvalue" attributes are handled as follows. If attribute 
MAJOR-INCIDENTS of SHIPS is "subvalue of INCIDENTS-IN 
• 
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OFFICERS 
LINKS LINKD 
OFFICERS 
l J 
(CONT t\ CTS) (0 F F I C E R S-LINK D) 
I SUP I S UB I CNTCTS I COMMANDER-FLAG I 
LINKD 
Figure 7.9a) An example where a "union" derivation is handled. 
The uppe r diagram shows the network before dealing 
with the derivation, the lower shows the network 
after handling this. 
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Figure 7.9 b) An example where A commands B, and B 
commands C and D, showing how the CONTACTS attributes 
are implemented. 
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where CODE= 1 ", then MAJOR-INCIDENTS becomes a flag in the LINKA 
record (INCIDENTS-IN is implemented as a set SHIPS -> LINKA) with 
"RESULT PROCEDURE P USING CODE", if CODE is in LINKA. The set is 
"sorted" so that all occurences of the "subvalue" attribute 
precede the othe r records. It should be noted that three or four 
sets would be necessary if the subvalue derivation were not 
stipulated (see fig. 7.10). It was first thought that one could 
have a LOCK on the OILSPILLS record saying "LOCK FOR INSERT INTO 
MAJOR-INCIDENTS IS '1' KEY IS CODE". However in DMS 1100 this 
"KEY" is not a field of the record, but an item of 
WORKING-STORAGE. Hence this facility could not be used for this 
purpose. 
It should be noted that the expression in the subvalue can be much 
more complex than "CODE= 1": it can contain several items all 
over the network. Hence several sets may be required, to ensure 
that the flag is correctly set. The expression is written to 
DBPFILE for use by the procedure generation program, along with a 
unique procedure name. 
If the expression is "where is in 
indicating the derived attribute is 
class C" 
' 
treated 
then the flag 
as if it were an 
"existence" attribute. For example, OIL-SPILLS-INVOLVED-IN is 
"subvalue of INCIDENTS-INVOLVED-IN where is in OIL-SPILLS". The 
OIL-SPILLS-INVOLVED-IN flag is treated as if it were "if in class 
OIL-SPILLS". The only difference is that if the flag is not in 
the same record as the derived attribute, the system checks 
whether a set connects the two records. IF so, the appropriate 
RESULT clause is used. 
The value of an "ordering" attribute, such as ORDERFORSHIP which 
is defined as "order by decreasing DATE within 
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PORTS 
(IMPORTS) 
INCIDENTS 
LINKA 
A00R-INCIDENTS CARGO-TYPES 
LINKS 
Figure 7.10 a) An example showing how "subvalue" derivations 
a re handled. 
This shows the network before 
dealing with "subvalue" derivations. 
Two subvalue attributes exist here, 
MAJOR-INCIDENTS is subvalue of INCIDENTS-IN; and 
CARGO-ON-BOARD is subvalue of DESTINATION.IMPORTS 
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PORTS 
(IMPORTS) 
\ 
C..AIZ£:\0 
Figure 7.10 b) The example of fig. 7.10a, after the 
subvalue derivations have been treated. 
(M a nd Care the flags representing subvalues.) 
The broken arrow indicates manual membership. 
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SHIP-INSPECTED", cannot be verified using DMS 1100 integrity 
constraints. Thus instead of using a field for this attribute, 
the database set ( s) involved are sorted (see fig. 7.11). This is 
done because t h e ordering is clearly significant; and the Nth 
value can be loca ted using a "FIND ( N' ) II command [Sperry 
1 972 J • To see how this is done, consider firstly an "ordering" 
attribute in clas s C, having no within clause. the set QENTRY -> 
C is created (if not already existing) and sorted according to the 
stipulated key(s ) . (In fig. 7.11, QENTRY ->INSPECTIONS would be 
sorted on SEVERITY). If any of the given keys are not in the C 
record, they do not contribute to the sorting. The ordering is 
not abandoned h owever, as a sort on the other keys will still be 
of benefit in the database. If a "within" clause appears, then 
instead of sort i ng set QENTRY -> C, the sets indicated hereby are 
sorted. For e xample an ordering "within SHIP-INSPECTED, 
COUNTRY-OF-REGISTRY" will cause the COUNTRY -> SHIPS set to be . 
sorted on the key for SHIPS, and then SHIPS->C will be sorted on 
the specified "o r dering" items. 
Recursion: Si nce such an attribute is always implemented as a 
many-to-many mapp ing from class C to the same class C, it is 
always implemented as two sets C -> LINK, as suggested by 
Date[Date 1981]. The attribute from which it is derived becomes a 
flag in LINK. Thus if SUPERIORS is "all levels of COMMANDER", 
COMMANDER Becomes a "COMMAN" flag in the LINK record. The 
"SUPPRS" set i s sorted on this flag, so that the COMMANDER is 
always the first member. It should be noted that if a recursive 
attribute has an inverse, the second C -> LINK set represents the 
inverse attribute. If SUBORDINATES is the inverse of SUPERIORS, 
then we have set SUPRRS from OFFICERS -> LINK and set SBRDNT from 
OFFICERS -> LINK, with COMMAN the only field of LINK. If the 
• 
Chapter 7. Netwo r k Schema Design. -150 
QENTRY COUNTRIES 
I I 
SORTED ON I SHIPNAME 
~OUNTRY-OF-REGISTR~ 
' 
SORTED ON SEVERITY 
SHIPS 
~ENTRY-I NSPECTION~ 
I 
I 
I 
INSPECTION f 
SEVERIT Y 
Figure 7.11 Examples of how ' "ordering" derivations are treated. 
Her e INSPECTION-ORDER is order by decreasing 
SEVERITY; 
and ORDERFORSHIP is order by decreasing DATE within 
COUNTRY-OF-REGISTRY, SHIP-INSPECTED. 
(The broken arrow indicates a set added for the 
ordering.) 
• 
• 
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recursion and i nverse relationships had not been specified, six 
sets and three LI NK records would have been necessary. This is 
shown in fig. 7. 12. 
The item repres enting an existence attribute becomes "RESULT 
PROCEDURE QEQUAL ON THIS RECORD" using the relevant subclass flag, 
if this is in the same record. Procedure QEQUAL simply sets the 
one flag e~ual to the other. This would occur if say OILTANKERS 
had attribute IS-TANKER-BANNED defined as "if in class 
BANNED-OILTANKERS" and the BANNED-OILTANKERS flag were in the 
OILTANKERS record. A similar clause is used if the 
BANNED-OILTANKERS flag is in a record connected to OILTANKERS as 
member of some set. Otherwise, the RESULT clause cannot be 
applied. 
RESULT clauses are attached to attributes having an "occurs" or 
"function" derivation, so that their value can be set by DMS 1100. 
A set is created to connect the record in which an "occurs" 
attribute appears to the record where the related item is, unless 
such a set already exists. The attribute becomes "RESULT COUNT 
ALL MEMBERS" of that set. 
The situation is similar for attributes defined as a "function" of 
some mapping, bu t with "RESULT PROCEDURE P ON MEMBERS" of that 
set, P determine d by the specified function. 
If A is the " s ame as" B, and both are data items in the network, 
then it must be determined which is "above" the other. This is 
done by inspec ting the first attribute in the mapping. If it is 
single-valued t he attribute is "above" A. For example, if an 
OILTANKER's DA TE-LAST-EXAMINED is the same as the INSPECTION-DATE 
of its LAST-INSPECTION and OILTANKER is above INSPECTION, then set 
OILTANKER -> INSPECTION is used to stipulate that 
I 
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OFFICERS 
I 
1 (OFF I CERS-L I NKB) @ (COMMANDS) (0 F F I C E R S- L INK C 
(SUPER I 0 R S) (SUBORDINATES) 
J I I I 
LINKA LINKB LINKC 
OFFICERS 
LINKB 
Figure 7.12 a) An example of how a "recursive" attribute, 
with an inverse, is implemented by ADD. The 
upper diagram shows what the network would be 
like if the recursion and inverse were not 
specified. The lower diagram show the structure 
obtained after handling the recursion derivation. 
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Figure 7.12 b) An example of a recursive attribute. 
Here A commands B, who commands C and D. 
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DATE-LAST-EXAMINED is "RESULT OF PROCEDURE QEQUAL" using 
INSPECTION-DATE. If INSPECTION is above, then a set INSPECTION -> 
OILTANKER is u s ed and a similar result clause appended to 
INSPECTION-DATE. In either case, the RESULT clause is specified 
only if a set al r eady connects the two records. Of course If A and 
B happen to be i the same record, then "RESULT OF PROCEDURE QSAME 
ON THIS RECORD USING" B is defined for A. If either is 
implemented as s e t(s), not as an item, then it is removed from the 
database as it is redundant. (Example: if CREW is SAME AS STAFF, 
only one set SHI PS-> OFFICERS is necessary). 
"Arithmetic expr e ssion" derivations are treated as follows. If A = 
f(B1, B2, ... ,Bn), and all Bi are in the same record as A, then A 
is made "RESULT OF PROCEDURE P ON THIS RECORD USING B1, ... , Bn". 
To generate procedure P, an entry describing P is made in file 
DBPFILE (as for subclass expressions). As the expression is 
processed, each term is written to this file, specifying the 
fields and records involved. A unique name for P is also 
determined. 
Unless all the items are in the same record, the RESULT clause 
cannot be used and hence the value of A cannot be derived by the 
DBMS. This is because A must have a value class of real or 
integer and hence must be a field in some record R. The same 
applies to an attribute used in the expression. If it is in a 
different record, say R2, it must be above A in the network, as it 
can associate only one value with A, for the expression to be 
valid. Hence the Bi attributes c a nnot be connected to R as member 
of some set. 
The remaining derivation is the Class derivation. This can state 
that a class attribute equals the number of members in the class, 
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or minimum/maximum/average/sum of an attribute taken over all 
members of the c l ass. As the network has a QENTRY record at the 
top (as entry point) in which all class attributes are stored, a 
set linking QENTRY to the class concerned is added (unless it 
already exists) . In this way the class attribute is connected to 
the record type i t characterises. The appropriate RESULT clause is 
attached to the a ttribute. 
7.5.2. Inter-Dependent Derivations. 
The above schema modifications are not performed for attributes 
t hat are derive d from the "CONTENTS" of some class. If the 
derivative is "sa me as contents" that attribute is dropped as it 
corresponds to members of the set for that class. For example 
CONSTITUENTS of CONVOY, "same as contents", is a redundant 
attribute. In other situations, a different derivation is 
indicated and the attribute handled accordingly. To illustrate 
this, consider firstly a "wherein" derivation. This reduces to 
"SAME AS" for an intersection or union involving "CONTENTS". This 
also happens wi th set difference where the second attribute is 
derived from "CONTENTS". 
For set differenc e where the first attribute is derived from 
"CONTENTS", complementation is needed instead. This is 
implemented by me ans of a "RESULT OF PROCEDURE QNOT" clause. This 
procedure sets one flag equal to the negation of the other. If 
b oth attr i butes i n a wherein derivation are "CONTENTS" attributes, 
the derived at t ribute is erased being equivalent to "same as 
CONTENTS". 
If an attribute A is the subvalue of some other attribute that was 
"< -"" •-- ~~~--·-~---~ ----- q ----~---~· - .. -.,.,.,"""~~· _,..,._-•••,.....--r~---
~...-.;.. ~~ - ~ ·>d. 
• 
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indirectly der i ved from a "contents" attribute, then A is 
implemented as a flag, not as sets. For example, if attribute 
CONSTITUENTS of CONVOY has derivation "contents" and 
OILTANKER-CONSTITUENTS is "subvalue of CONSTITUENTS where ... " then 
OILTANKER-CONSTITUENTS becomes a flag in member record of the set 
representing the CONSTITUENTS. 
The other derivat ions either cannot be applied to "CONTENTS" or 
are trivial to i mplement (e.g. NUMBER-OF-SHIPS-OF-THIS-TYPE equals 
the COUNT of members in a SHIPTYPES -> SHIPS set). Since 
"ordering" attr i butes are removed from the database, all their 
derivatives are a lso abandoned or modified in a similar way to 
CONTENTS derivat i ons. 
The discussion in the preceeding section ignored the fact that 
derivations are i nter-dependent. That is, if A is derived from B, 
B itself can b e a derived attribute. When considering this 
problem it was r ealised that three kinds of action are taken to 
handle derivations: 
I - sets are added to the database 
II - attribute implementations are eliminated 
III - set membe r s can be changed (for "wherein", "recursion" or 
"subvalue"). 
Thus, all type II derivations are handled first (that is, 
I 
"contents" and " o rdering" derivations) and each time such an 
a ttribute is removed, all its derivatives are dropped or altered, 
as are all their derivatives, etc. Thereafter, the type III 
derivations are done. Since these can be inter-dependent, any 
items in the old member are first transferred to the new. Type I 
derivations are handled last, once all erasing and altering of 
sets is complete. This is because the existence or non-existence 
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of certain sets is central to the processing of such derivations 
("occurs", "funct ion", etc.). This method was used in preference 
to recursive handling of derivations, because the SDM 
specification res ides on (Sequential) Pascal files. In this way, 
they are RESET far less often than would be the case with a 
recursive program. 
7.6. Physical properties. 
Simplicity was t he primary aim when appending physical properties 
to The logical s chema. thus all records were given a VIA SET 
location mode, except for the QENTRY record at the 'top' of the 
network, which is 'direct'. Records not participating as 
automatic membe r of any set, become the automatic member of a new 
set with QENTRY a s owner. In this way, all records except QENTRY 
have a 'parent ' to connect them to the rest of the network. If 
such a set QENTRY->R already exists, then it is chosen as R's VIA 
set. As there is only one such set occurrence in the database an R 
occurrence can t h en be accessed immediately, instead of needing to 
trace a path t hrough the network. Otherwise the first set of 
which R is an a u tomatic member becomes its "VIA" set. This 
corresponds to the first such relationship involving R that was 
given in the SDM specification; this is usually the most 
significant one. In general, it cannot be assumed that the ADD 
system will choos e the best 'via' set for all records. To do this, 
it would need a great deal of extra information from the user as 
to the relative importance of relationships (which user may or may 
not be able t o supply). hence it was decided to spare the user 
the decision, and leave it up to the database administrator to 
make any 'via set' alterations he sees fit. 
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All sets for wh i ch 'order sorted' has not already been specified, 
are ordered ''las t ". This is the fastest when setting up such a set 
and the most efficient when processing it [Sperry 1972]. 
Furthermore, with sets having only one member occurrence (such as 
a superclass-subclass set), this allows a 'find member' to be 
issued without t he need for specifying items with which to 
identify the member. Sets that are sorted are those which the 
user required (by means of an 'ordering' attribute) and those used 
in ALIAS clauses, together with those sorted on some 
indicator-field. For example, INCIDENTS is sorted on OILSPILLS 
flag. All sets are assigned a mode of chain, and prior links are 
not specified, to save space and time. (Prior links will save 
time only in spe cial circums t ances [Sperry 1972]). Pointer arrays 
and indexed pointer arrays are not used because this is only 
worthwhile if the member record is a member of more than one set 
and processing r e quires frequent use of more than one of these 
sets in one query . 
Set selection is 'current of set' wherever this is possible. The 
exception occurs when two or more sets have identical owner and 
automatic member record types. This would occur for example with 
two sets both having owner VOYAGE and member OFFICERS, such as 
CURRENT-VOYAGE and LAST-VOYAGE. In such situations two owner 
occurrences of t e same record type must be identified when a 
member OFFICERS is stored. This problem is overcome in DMS 1100 
by using an ALIA S for the identifier of the owner record, on one 
of the two SET SELECTION clauses. (eg. CURRENT-VOYAGE uses VNUM 
and LAST-VOYAGE uses VNUM-ALIAS). Such situations are recognised 
by the ADD system, and dealt with accordingly. 
The solution just outlined cannot however be applied if the owner 
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does not include a complete key. For example if the key of a 
VOYAGE is START-TIME, SHIP; and the latter is a set SHIPS -> 
VOYAGE . Then a multi-level path is required to identify any record 
below VOYAGE. So aliases are provided for start-time (in VOYAGE) 
and name (in SHI PS) . This is illustrated in fig. 7.13. Such a 
situation ~lso a rises with ~ubclasses , where the key (in the base 
class) can be any number of records above the subclass record. 
Each subclass t hus needs an alias for the key of its superclass 
and 'using' keys for intermediate records. A recursive algorithm 
was designed for tracing a path from such records 'up' to a record 
with its key completely represented by fields in that record. 
This also assign ALIAS or USING items along the path. 
Where the key of a record R1 comprises more than one attribute 
which is not a field of R1 , aliases are insufficient to enable two 
such records to be identified at one time. An example is given in 
fig. 7.14. In that example, class VOYAGES has key <START-PORT, 
ROUTF.>, both attributes represented by sets. Probl~ms arise if 
two sets VOYAGES->OFFICERS exist. These are solved as explained 
below . In general, if R1 is such a record and two or more sets R1 
-> Ri exist, dummy 'LINK' records are created for all but one of 
these sets. Each of these sets Si become two sets R1-LINKi and 
LINKi-R2, both with SET SELECTION CURRENT OF SET. At first this 
may appear to waste a lot of space, but in fact only three extra 
words are taken for each set split in this way. To store an 
OFFICER in our example, requires the following:-
1 ) find VOYAGES owner for the last voyage 
2) find first LINK within VOYAGES-LINK-SET. 
3) find VOYAGES owner for CURRENT-VOYAGE 
4) store OFFICERS record. 
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Figure 7.13 An example of where an ALIAS clause is needed. 
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PORTS ROUTES 
START - PORT 
VOYAGES 
OFFICERS 
• 
Figure 7.14 An example where an ALIAS clause cannot be 
use d , showing how this situation is catered for. 
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It should be noted that this type of situation occurs but rarely 
i n most databas es, as the problem only arises with automatic 
members, and usua lly when the special circumstance of having two 
set s R1-R2 does arise, one of these is a manual relationship. In 
this example LAS T-VOYAGE should really be a manual set , hence no 
problem would occur. Another important point is that the choice 
of which set to 'split in two' is not made arbitrarily . If one of 
the sets is u s ed in a RESULT clause, then the other set(s) are 
s plit; and RESULT clauses involving a database procedure are given 
preference , as the others are simpler to change to reference the 
new set (R1-LINK ) . In conlusion therefore, a simple set of 
physical parame te rs augments the logical structure. The only 
complexity arise s wit~ sets for which a multi-level path must be 
defined , with US I NG or ALIAS items for intermediate records. 
[Date 1981] Date , C.J. "An Introduction to Database Systems", (3rd 
ed .), Addison-We s ley, 1981. 
[Sperry 1972] Spe rry Univac, "Database Management System (DMS 
1100)" , UP 7909, Rev. 3A, St. Paul Minn., 1972. 
• [Taylor 1976] Taylor, R.W. and Frank, R.L. "Codasyl Database 
Management Systems", ACM Computing Surveys, Vol. 8, No. 1, March 
1976, pp. 67-104 • 
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8. CHAPTER 8. TUNING FOR PERFORMANCE. 
8.1. Introduction. 
The ADD system generates a conceptual schema and incorporates 
simple physical specifications to create a complete DMS 1100 
schema, which can be used as a prototype design. This schema may 
have to be tuned to improve its efficiency. As this depends on 
knowledge of the data itself- that is the relative importance, 
volume and frequency of use of each record and item, this is a 
process which is best done manu~lly. The following paragraphs 
provide guidelines for manual alteration of the schema to meet 
performance requ i rements. 
8.2. General Gu i delines for Improving Efficiency. 
In improving t h e efficiency of a database, the general method is 
to identify overhead situat ~ ons and then to resolve this by 
altering either the physical properties or the logical structure 
at that point. To alter the database in this way, it is necessary 
to gather a subs t antial amount of extra information from the user. 
For each record type, the expected: number of occurences, 
frequency and t ype of access, and selection criteria must be 
established. Whe r e the frequency or type of access for an item 
differs from t hat of the record of which it is a part, the 
designer must be made aware of this. Further, the frequency and 
type of use of all relationships and the expected number of. 
members of all s e t types should be supplied by the user. The ease 
~ ·- =~-- ---- ----· ·-- ---- --- "1: -- -- -
• 
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and accuracy with which the user can estimate this information 
depends on the type of data · in the database. In some situations he 
may even be able to provide additional data such as common 
patterns of access to groups of items and/or records, security 
needs , time constraints on availability of data, long term 
archiving and any high-priority programs requiring special 
response times [Sperry 1977]. For the most part however, the user 
will have diff i culty telling even the basic requirements, 
especially if inexperienced or new to computerisation. 
Once this information is available, potential overhead situations 
can be located and rectified. The most common overheads are 
listed below. 
1) maintenance of sorted sets. Especially when sets are large or 
volatile, order LAST or NEXT is preferable. 
2) poor choice of the "VIA" set for a record type. If this set 
type is not the most frequently used relationship when accessing 
such records, or if it has very many members, an alternat~ve 
should be used. 
3) extremely large records. This results in few records per page 
and hence more page chang~s (I/O's) than would be necessary with 
smaller records. This can be rectified by having larger pages 
(which has its disadvantages) or, rather, by splitting off 
rarely-used items of such records, eg. ADDRESS, to form a separate 
record type. large items whose actual length varies from one 
record occurrence to another (e.g. a text) should be reduced to 
the smallest reasonable size, and an "itemextension" member record 
used for larger items. 
4) implicit many-to-many relationships. As an example, suppose 
most INCIDENTS involve only one SHIP, but a few may involve more 
than one. If a set INCIDENTS -> SHIPS is used there will be 
• 
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duplicate occurrences of some SHIPS. This causes serious 
overheads if the SHIPS record is large or is involved in many 
sets. The set should be replaced by an explicit many-to-many 
relationship. 
5) page "thrashing" in large set occurrences. Traversing the 
logical ring po i nters may involve several page-swops depending on 
how much the phys ical ordering of members differs from their 
logical order. An ORDER of LAST minimises this possibility (and 
hence is used as a default in ADD). The use of PRIOR and/or OWNER 
links alleviates this, as the DBMS will then use the shortest path 
to a record. If the members are small and volatile, they can be 
combined into f ewer record occurrences. Alternatively the member 
record c a n be replaced by a repeating group in the owner, with a 
"memberextension" record type for instances where the size of the 
repeating group i s inadequate. In this way, fewer DML commands 
will be needed t o process the set, which is a considerable saving 
because of the "base" overhead involved in any execution of a DML 
command. 
6) too many secondary sets. If a record is the member of more 
than one set, one is called 
termed secondary . If the member 
the prime set and the others are 
is accessed frequen~ly or is 
highly volatile , the 
CHAIN to POINTER ARRAY. 
mode of these sets should be changed from 
This reduces the number of I/O's required 
when traversing e ach set of which it is a member. 
7) incorrect choice of location mode can result in poor placement 
of records in a file or unacceptably slow accesses. Good 
discussions on choice of location mode can be found in [Ullmann 
1980, Date 1981] . 
8) lack of redundancy. It is sometimes advisable to introduce a 
certain amount of so-called ''controlled redundancy" to facilitate 
• 
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database process ing. Factors such as stability and access 
freQuencies of t he items concerned must be considered as there is 
a trade-off here between saving time and space. 
9) unnecessary r ecord types. This can occur in certain situations 
where two or mor e virtually identical record types have been 
specified, such as INCIDENTS and OILSPILLS. Whether this overhead 
i s justified, or whether the record types should be consolidated, 
depends entirly on the meaning and use of the data. 
10) proliferati on of outdated information. It is often advisable 
to replace a lar ge amount of historical data by a few items which 
summarise that i nformation, such as averages and totals. 
8 .3. Modifying a Schema designed by ADD 
There are essentially two ways in 
tuned, viz. the physical criteria can 
logical structu e can be adjusted. 
separately in wha t follows. 
8.3.1. Physical Considerations. 
which an ADD schema can be 
be altered; and/or the 
These will be discussed 
The major change that will probably be reQuired is that of 
examining the location mode of (major) record types. Some records 
may be justifiabl y more suited to DIRECT, CALC or INDEX SEQUENTIAL 
placement; while others may need the choice or their "VIA set" 
altered so that such records are found using the best path. 
Another probable alteration is the use of more than one file for 
the data, and allocating records to these files according to 
privacy reQuirements and/or expected patterns of access. This 
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could be automated, but would require a fairly sophisticated 
algorithm to assign records to files suitably, as well as an 
intelligent user interface to be able to extract the relevant 
facts about the data for use by this algorithm. This become more 
complex if pages within files and/or INTERVAL clauses are used; 
• hence this process is probably best done manually by the DBA. 
• 
Extra pointers can be added where appropriate for faster access to 
records. In this way LINKs TO OWNER and PRIOR LINKs could be added 
to important (frequently-used) sets. Where a record is member of 
several sets, the mode of these sets could be changed from "chain" 
to "pointer array", if fields in more than one owner will often be 
needed at the same time. 
Other alterations which can be made at the discretion of the DBA, 
but which have a lesser effect, are: encoding records and/or 
items; changing the set order of some sets or their set occurence 
selection; specifying "LOOKS", for recovery; choosing other area 
size(s) with different pages designated for overflow or a 
different load factor; addition of security locks on areas, 
records and/or items [Sperry 1972]. It should be noted that the 
ADD program which creates a schema source listing according to the 
QDB-database can handle any DDL clause. Thus even clauses not used 
currently by the ADD system (e.g. ENCODING and ACCESS LOCKS) can 
be included in this database and the corresponding schema listing 
will still be correctly generated. 
8.3 .2. Logical Design Modifications. 
The logical view of the enterprise should only be altered if 
changes to physical criteria are insufficient to meet performance 
~.....,..,._........,.........,...,.--~~--~~~ 
-....~~--...., .. -.. .... ~,- --- ~ -~ o A~~--~----·--'~-·......_.,.._..._..~~--~k 
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requirements. When changing the logical design, the outputs 
provided by the ADD modules should be examined to see why the 
particular structure arose and all places where it is used (such 
as in RESULT clauses). There are several logical database 
modifications which can be made; which are worthwhile depends 
• entirely on the meaning, usage and volume of the items concerned. 
• 
These modifications are: 
1 . Where a special record and set type have been created for a 
subclass, these can be replaced by extra fields in the owner 
(superclass) record. These fields will simply be blank for all 
objects not in the subclass. This may be useful if the subclass 
forms a substantial portion of the superclass, or if the extra 
fields require relatively little extra space (few small fields or 
few subclass occurrences). 
2. A multi-valued attribute may be better suited to being a 
repeating group than a separate record type. The situations where 
this is advisable have already been discussed. 
3. Derived items can be removed from the schema, along with the 
corresponding RESULT clause(s). Factors to use in deciding which 
sets and items to remove, are: importance, frequency of use and 
complexity of the RESULT clause (e.g. did it require a RESULT 
PROCEDURE, which involves large overheads?). 
4. Large records can be split or small records consolidated, if 
appropriate. 
5. Several sets with the same owner record type can be 
consolidated into one set type with different member types, 
depending on how the members will be used. This can make for more 
efficient access · to member occurrences [ Teorey 1979]. Thus for 
example sets SHIPS->PORTS and SHIPS->COUNTRIES can be combined 
into one set type PLACES-VISITED with owner SHIPS and members 
• 
• 
Chapter 8. Tuning for Performance . 
-169 
PORTS and COUNTRI ES. In conclusion it should be stressed that 
altering the phys ical parameters as suggested should be sufficient 
to make the prot otype perform acceptably. Adjustments to the 
logical structure will probably not be required. 
[Date 1981] Date , C.J. "An Introduction to Database Systems", (3rd 
ed.), Addison-We s ley, 1981. 
[Sperry 1972] Sp erry Univac, "Data Management System (DMS 1100)", 
UP 7909, Rev. 3A , St. Paul Minn., 1972. 
[Sperry 1977] Spe rry Univac, "Database Design Instructor Guide", 
UE-786,Sperry Un i vac Education Centre, St. Paul Minn., March 1977. 
[ Teorey 1 979] Teorey, T .J. and Fry, J.P. "The Logical Record 
Access Approach t o Database Design", Proc. of Int. Conf. on the 
Entity-Relationsh ip Approach to Systems Analysis and Design, Los 
Angeles CA, December 1979 . 
[Ullman 1980] Ul lman, J.D. "Principles of Database Systems", 
Computer Science Press, Potomac MD, 1980. 
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9. CHAPTER 9. SDM CRITIQUE. 
In order to evaluate SDM, we need to firstly determine criteria 
for 'good' data models. Of those mentioned in chapter 3 the most 
important are ease of us~ - the ability to obtain a correct and 
complete specification from an unskilled person; semantic 
expressiveness - how much information is contained in a model; and 
compatibility with conventional database systems - how much of the 
model can be implemented. SDM was chosen as a basis for ADD 
because of its success in achieving the first two of these 
objectives. The construction of the system has however revealed 
that its variance with conventional DBMS's detracts from its 
overall value. Before the model fs evaluated, The good and then 
the weaker features of SDM will be discussed. 
9.1. Valuable SDM Concepts. 
The most remarkable quality of SDM is that it is at the same time 
simple and yet abounding in special modelling features. A data 
model should primarily be easy to use and hence to conceptualise. 
A clear picture of an SDM model as a collection of classes having 
attributes to describe them, should present a novice with no 
problems: there are only two basic modelling elements. If the 
idea of subclasses, groupings and attribute derivations are 
. introduced to him gradually, as in the ADD system, his view of the 
model should remain clear and workable. He can present it 
directly without needing to rely on a diagrammatic representation 
(which could become unmanageable as the specification grew) or on 
complex predicate calculus expressions. 
~ - ~~- -~----..-~----- ~ "" -~ ~- ~~-· ~~...­
k ~-~-- -·· ~~>..&..-.........'-""' .... --"--'-"'~-~-
Chapter 9. SDM Critique. -171 
This clarity and simplicity is enhanced by the concept of classes 
representing themselves and not being referenced by keys, as in 
the Relational Model and others. This leads to an exceptionally 
neat method of presenting an association between two classes A and 
B. When describing say A, it is natural to want to include its 
• relationship to B. This can be done by making this association 
an attribute of A whose valueclass is B. Thus specifying the 
INCIDENTS properties DATE (type DATEs) and INVOLVED-CAPTAIN (type 
OFFICERS) is equally easy, without the complexity of 
distinguishing t he former as an 'attribute' and the latter as a 
'relationship'. This is a major advantage if SDM is to be used 
by the computer-naive, who are not accustomed to thinking in terms 
of 'entities', 'attributes' and 'Relationships'. If 
involved-captain had to be given a valueclass OFFICER#, or 
Surname+Initials, this would greatly aggravate such a user's task; 
as it is well known that the idea of a key is so foreign as to be 
one of the most difficult for users to grasp [Martin 1973]. 
• 
Of course the above is not the only manner for specifying 
relationships: i nverses and matching (where an association can be 
represented as a class with its own attributes) are alternative 
methods. Indeed , the principle of relativism is central to the 
design of 
possible. 
obtaining 
SDM - allowing for as much redundancy in the model as 
This alleviates the mammoth but important problem of 
a 'Complete' specification, as well as providing a 
mechanism for de t ecting inconsistencies. 
There are also ma ny semantically expressive constructs in SDM. For 
example, the concept of grouping classes seems such an obvious one 
that it is supri s ing that this has not been incorporated into 
other models. Providing three types of grouping class definition 
• 
• 
• 
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forces the user to think clearly and stipulate only meaningful 
groupings . This is also true of IS-A hierarchies in SDM, where 
generalisations must be defined by supplying the precise subclass 
interconnections . Generalisation can be applied to relationships, 
if these are represented as match classes . 
The richness of the model is most evident when one considers its 
simplest construct, the attribute. The specification that 
duplicates , nulls and shared values are not allowed for particular 
attributes can be incorporated into a database to enhance its 
integrity . Class attributes cater for directly including in a 
model relevant properties of the organisation as a whole. The 
i nclusion of derived data enhances the model's usability and 
naturalness . Sh ipman has said that SDM "does recognise the 
potential inherent in the notion of derived data. In addition, 
this work inclu des a great deal of pioneering research into the 
descriptive capabilities needed to represent, in the database, 
useful semantic properties of the real world being modelled" 
[Shipman 1981]. It can be seen that the diversity of useful 
modelling tools t ogether with the principle of relativism make SDM 
one of the most s emantically expressive models; and that it is at 
the same time simple and easy to use. 
9.2 . Problems a nd Shortcomings. 
The most unsatis f actory aspect of SDM · is that some of its features 
cannot be effec tively implemented using a conventional DBMS. 
Having thoroughly investigated the conversion of such a model to a 
Codasyl schema, several instances were discovered where 
incorporating or verifying the integrity of SDM features is either 
• 
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impossible or inefficient. It becomes apparent when studying 
these areas of difficulty that all these problems would also exist 
with hierarchical systems, and some with relational databases too. 
Most of the difficulties arise because of the flexibility afforded 
t he data model designer in the use of mappings. This enables two 
values which are very indirectly associated to be stipulated as 
related in some way (in an attribute derivation or interclass 
connection). In a CODASYL database, where the corresponding items 
would be in diffe rent records far apart in the network, this 
relationship cannot be verified and thus an inconsistency could 
arise. The 'sema ntic distance' of two attributes is a measure of 
how closely re l ated they are. This should be used to impose 
restrictions on mappings. They should be limited to the point 
where they are verifiable by the DBMS. Otherwise, where one 
attribute is de rived from a lengthy mapping, or where an 
interclass conne ction is defined on an attribute that is not 
directly part of its base class, a choice must be made. Either 
the attribute o r class must be removed or the integrity of the 
database is compromised. The same can be said of "class 
derivations", whe re the attribute involved is not directly part of 
that class. 
There are other i nstances too where the absence of rules on the 
application of a modelling tool can result in incompatibilities 
with a Codasyl s t ructure. For example, if a grouping class is 
defined on ''common value" of several attributes, of which more 
than one is mult i -valued, the grouping cannot be checked. The 
same applies i f more than one of these attributes represents an 
entity type (clas s). Similar difficulties occur if one of these 
attributes is multi-valued and another is a class. The grouping 
• 
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of members in an enumerated grouping class also cannot be 
verified, as was explained in chapter seven. 
Some of the attribute derivations allow the specification of 
qualities which are not supported by the integrity constraint 
mechanisms of a Codasyl DBMS. For example recursion cannot be 
completely checked. If SUPERIORS is defined as all levels of 
Commander, then if A1 commands A2 who commands A3, we can ensure 
that A1 is in A2's set of SUPERIORS, that A2 is in A3's set of 
SUPERIORS, etc. But we cannot ensure that no extraneous members 
become SUPERIORS. The idea of being able to specify this 
recursion "up to <N> levels" is even further removed from the 
capabilities of a Codasyl (if not any) DBMS. 
The value of an ordering attribute cannot be verified either, the 
best that can be accomplished in a network database is to sort the 
corresponding se t s on the specified attribute(s). The presence of 
an explicit ordering attribute should not be necessary for the 
inclusion of an ordering facility. Furthermore the "within" 
section is rather confusing; it is not easy for a user to employ 
this to correctly stipulate where ordering is important. 
The "existence" derivation seems to be of limited use in a 
database (examp l e IS-TANKER-BANNED). This information should 
be easy to obtai n without the need for storing an extra flag in 
the record. Th e only real advantage of such a derivation is when 
t he derived attr i bute is itself to be used in a derivation. 
A subvalue or s ubclass definition which involves testing the 
membership of one set a gainst another set, e.g. whether 
HOME-COUNTRY-PORTS is contained in PORTS-OF-CALL, also cannot be 
handled using Codasyl CHECK or RESULT facilities. Whereas 
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specifying that s ome attribute equals the number of values of 
another attribut e (eg. NUMBER-OF-INSPECTIONS) is useful and 
implementable, t he stipulation to ignore duplicates in this 
counting is not. 
SDM has been c riticised for not "expressing its ideas within a 
concise notationa l framework" [Shipman 1981]. This is evident 
when one contras ts an SDM specification, such as that in appendix 
D, with a Daplex one, such as that given in chapter three (fig. 
3.7). This woul d present a problem if an adequate user interface 
such as that of t he ADD system, did not exist. It is a rather 
serious disadvantage however if data models are considered as a 
communication me d ium between designer and user. 
Besides the abovementioned problems a few omissions are also 
apparent. One of the most important is the fact that 'inverses' 
are optional. This was done to prevent any unimportant or 
insignificant a t tributes from appearing in a specification. Thus 
attribute INCIDENTS-INVOLVED-IN of class SHIPS may be given, but 
·class INCIDENTS may only have attributes DATE and 
INVOLVED-CAPTAIN . In this case, there is no way of telling 
whether the SHI PS:INCIDENTS relationship is 1 :many or many:many. 
To preclude dupl i cation of SHIPS records, the latter must be 
assumed. Clea rly if' inverses were obligatory and 1 :many 
relationships us e d wherever necessary, a simpler, more effective 
network would r esult. SDM is probably best altered to say that 
i nverses must be supplied to indicate many:many relationships 
(less common); that is, the default s hould be 1 :many. A similar 
p roblem occurs wi th user-controllable grouping classes, where it 
is not known whe ther each object will belong to only one group or 
to several (example : convoys). There is also no facility for 
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specifying the PICTURE clause of a real value (e.g. it is not 
possible to state that name class RANDS has 2 decimal places); nor 
to stipulate that an item occurs exactly M times. 
The model does n ot include any dynamics constructs. However as has 
been explained, t his was considered an advantage rather than a 
shortcoming. What may be viewed by some people as the most 
serious omission however is the fact that no allowance has been 
made for specify i ng functional or multivalued dependencies. This 
will be discuss e d in section 9.4, after a modified SDM is 
proposed . 
9.3. Suggested Modifications to SDM. 
The most impor t ant adjustment required is to limit the 
applications of mappings. No more than two attributes should be 
allowed (i.e. onl y mappings of the form A.B should be permitted). 
This ensures the related attributes will be connected by a set in 
a Codasyl schema . Class attributes should not involve mappings, 
but should only involve attributes that are properties of the 
class under cons i deration. Similarly, subclasses of class C and 
grouping classes defined on C should only use attributes of C in 
their definition . 
In addition to this, the number of attributes involved in an 
expression-define d grouping should be curtailed. Attributes of 
non-standard valu eclass (i.e. which map to database entities, not 
strings) should not be used, nor should more than one multi-valued 
attribute. The f ormer is unnecessary, as the groupings will 
already be repres ented by sets in the database. The latter cannot 
be verified, and would probably be more useful and meaningful if 
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separate grouping classes were specified instead. As an example, 
SHIPGROUPS , a g rouping "on common value of PORTS-OF-CALL, 
CARGOTYPES", is probably better implemented as CARGO-GROUPS and 
PORTOFCALL-GROUPS . 
Some attribute de rivations should also be altered. For example, 
the ordering of members should be specifiable without the need for 
an attribute to explicitly represent this. Recursion should 
always imply to a ll levels, as "to N levels" is unrealistic in the 
context of exist i ng database management systems. The same applies 
to the stipulat ion that only unique members be counted in an 
"occurs" derivat i on. Inverses should be specified wherever these 
are 'to one'. That is, the default should be 'to many', as 
advocated by Hubbard [Hubbard 1979]. The same should be done with 
user-controllable grouping classes, so that there are no 
amiguities in the model - as is the case at present. Formats of 
items in terms of number of characters, number of decimal places 
etc ., should be part of the model. Other derivations could also 
be considered fo inclusion, such as Cartesian product • 
9.4. Evaluation of SDM. 
It is evident tha t there are some contentious issues surrounding 
SDM and its ge neral suitability to database modelling. One of 
these is the absence of functional 
(FD's and MVD's) . The important 
and multivalued dependencies 
point in this regard is that 
these concepts a r e subtle, and not easily learnt or understood 
e ven by people in the computing profession. Thus whereas a 
systems analyst o r DBA would be able to specify them correctly if 
sufficiently familiar with the enterprise, it is unrealistic to 
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do so. Indeed, in the process of 
with non-computer users, it was clearly 
established that they experienced much difficulty with the concept 
of functional dependencies and still greater trouble in 
recognising these in their environment. (Multi-valued dependencies 
were not even attempted!) Although an FD feature could have been 
included in SDM for the astute user who might be able to employ it 
intelligently, this would confuse the majority, upsetting the 
simplicity of the model and compromising the correctness of its 
specifications. Furthermore, it is still doubtful whether all FDs 
(or MVDs) would be recognised; hence the relations and records 
generated may still violate 3NF (or 4NF). Some FD's and MVD's can 
be deduced for a given model (as is done in ADD), but there can be 
no guarantee that all are recognised. It is best for a user to 
employ a simple model without these two concepts, possibly adding 
them afterwards under the guidance of the DBA or analyst. 
Considering the wealth of modelling constructs available in SDM, 
the question arises as to whether there is any benefit in creating 
a highly semantic model when that on which it is to be implemented 
(network/relational/hierarchical) does not support all its 
semantic features. After all, a data model should not be confused 
with a data dictionary. The latter is intended to store as much 
information about the environment as possible for reference 
purposes; while a data model is intended as a basis for database 
design. One could contend that semantic models are necessary for 
the database management systems of the future. However, if at 
present it results in inefficient or inconsistent databases, its 
benefit is questionable. Semantic features are best included in 
a model, but with their usage limited to being within the scope of 
conventional DBMS capabilities. 
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The principle of relativism raises the issue of whether a straight 
forward model with few modelling tools is better than one which 
has a large , redundant set of modelling constructs . (that is , is 
a "fixed" or restricted interpretation better than a "free" 
interpretation?) SDM has a rich set of modelling primitives and 
allows a rather "free" interpretation . The important issue 
however is wheth er or not a model with many constructs is 
difficult to understand . That is, it is the existence of obscure 
or complex tools that is undesirable. In general, systems with 
many modelling tools tend to include some that are complicated and 
thus make for an overall complex picture . This is true of CSDL 
[Roussopoulos 1979] and Database Skeletons [Chang 1978] for 
example, but not of SDM , whose modelling elements are all simple 
to use and understand. Furthermore, the idea of providing several 
methods by which associations can be specified increases the 
probability of obtaining a complete model of an application 
environment. 
SDM is not as suitable for relational schema design as for 
CODASYL , because it does no include specification of dependencies. 
The problem of greater semantic expressiveness in SDM than in the 
relational model further reduces its suitability for relational 
database design. 
In conclusion therefore, it is felt that SDM is a 'good' model on 
which to base a network or hierarchical database design, but that 
some of its features should have restrictions placed on their 
usage, to enhance its compatability with conventional Database 
Management Systems. 
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10. CHAPTER 10. CONCLUSION. 
In this final cha pter, the ADD system is evaluated in terms of the 
design criteria stated at the beginning of this thesis. Possible 
changes and extensions to ADD are discussed and suggestions for 
future research are made. In conclusion, the design principles 
that have emerge d from this study are presented. 
10 .1. Evaluation of ADD. 
The primary ob j ectives of the ADD project were to automate the 
process of re~ui rements specification and to generate a DMS 1100 
prototype schema. The re~uirements were to be formulated as an 
SDM model and as much as possible of the semantics of this model 
was to be incorporated in the database. Synthesis of a relation 
schema was also planned . A secondary objective was to analyse the 
potential of SDM as a basis for database design, in the light of 
experience gained in developing ADD. This last objective has 
already been discussed in the previous chapter and hence is not 
covered here. The others will now be considered in turn. 
The first goal was to provide a system whereby computer-naive 
users could easily and correctly specify an SDM model. The user 
interface was accordingly designed for maximum simplicity, and the 
features of SDM were introduced gradually to avoid confusion. The 
only way to determine whether ADD meets the ease-of-use criterion 
is to observe how novices perform using this system. Such an 
experiment was undertaken . This showed that whereas users do 
experience some difficulty initially, if they are assisted by the 
database designer during their first few minutes on the system, 
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they proceed satisfactorily thereafter. The main reasons for this 
seem to be the user's awe of using a computer terminal, and his 
misinterpretation of terminology such as 'object' or 'identifier'. 
Once this has been clarified, the user can largely be left alone 
to complete the specification. Naturally some problems may still 
arise, but only in exceptional situations. When these test took 
place, a user manual had not been written for ADD. 
areas highlighted by this experiment were used to write 
The problem 
the User 
Manual for the system. Indeed, it is intended that this manual be 
updated periodically, as experience increases our understanding of 
users' difficulties. The usability of the present version of ADD 
can be summarised as follows: After reading a few pages of a User 
Manual to clarify the concepts on which ADD is based, or after a 
short discussion with the database designer, a computer novice of 
average intelligence should be able to create an SDM specification 
using ADD, with little (if any) further assistance. 
Regarding the second objective, we see that the ADD system does 
indeed produce a prototype DMS 1100 schema. The quality of this 
prototype is of interest here. Its strength lies in its choice of 
a logical structure, which should require minimal if any 
alterations. The wealth of information in the SDM model has been 
used to define records, sets and items in the best possible way. 
The characteristics of attributes, interclass connections and 
attribute derivations which enhance one's understanding of the 
organisation, are utilised to improve the network. As the logical 
structure is bas ed solely on a description of the data, and not on 
functional r e quirements, it should not need to be reorganised when 
processing requirements change. Integrity constraints are 
included where permitted by the DMS 1100 CHECK and RESULT clauses. 
As these facilities are more restrictive than the SDM modelling 
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constructs such a s mappings, 
the SDM constra ints cannot always be incorporated. However, the 
prototype generat ed by ADD will definitely specify integrity 
constraints wher ever this is possible. 
A simple physi cal structure is used for the prototype, since 
optimising physi cal parameters was considered beyond the scope of 
this system. However, ADD does relieve the human designer of much 
of the tedium a ssociated with the specification of physical 
criteria. For example, sort keys are designated where 
appropriate, ALIAS items are declared and singular sets chosen as 
VIA sets wherever these exist. Changes will probably be necessary 
before the final schema is decided upon and the outputs of the ADD 
system should a ssist the DBA in making these changes. These 
outputs comprise a copy of each run of the user interface, showing 
displays and responses; the SDM model specified; a list of all 
relations for the application; a DMS 1100 schema for the 
_application; and a listing of what happened to each item in the 
SDM description. (This can be either: the sets, records or items 
created for it, with any integrity constraints, or "not 
implemented"). 
The relation schema synthesised by ADD is in 2NF and adheres to 
the principles of normal form theory by removing embedded 
dependencies wherever these are recognised. For this reason, the 
system was extended to include an optional component whereby FDs 
between attributes could be identified. 
It is appropriate at this point to explain how the ADD system has 
been tested. Since it was designed in a modular fashion, each 
aspect of the design was fully tested before continuing with the 
next. This involved many test runs, as all the different types of 
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situation under which a modelling feature could be used, were 
tested. This process proved to be worthwhile, as it resulted in 
two earlier vers i ons of ADD being adjusted to arrive at the 
present system. The SDM example given in Hammer and McLeod's 
article [Hammer 1981] was used in its entirety as the final test, 
since it includes all modelling constructs used at least once . 
The results of t h is example are given in appendices F,G and H. To 
test the user interface program, a computer novice was asked to 
experiment with ADD (in addition to my own numerous runs). First 
the program, a nd then its displays, were modified as a result of 
these experiment s . 
The advantages of ADD can be summarised as follows. It is helpful 
to systems anal ysts and DBAs in that much of their time usually 
spent in meeting with the user, or in coding the basic skeleton of 
the schema, is s aved. Further, the database generated will form a 
good starting po i nt for the process of database evaluation and 
tuning, as its logical structure has been carefully chosen. The 
system is origina l in that unlike the other automated database 
design systems [ Gerritsen 1975,Hubbard 1979,Wang 1975] it is based 
on a semantic da ta model, not on processing re~uirements or 
functional dependencies. 
ADD also deal s with a semantically richer re~uirements 
specification, a nd unlike the others, automates the process of 
re~uirements gathering as well. It also differs from the systems 
of Hubbard and of Wang and Wedekind in that it designs a Codasyl 
DBTG structure. 
Although the ne twork schema generated is specifically in ~he DDL 
of DMS 1100, thi s is so close to the CODASYL specifications 'that 
changes to accomodate other CODASYL DBMS's would be minimal. 
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10.2. Possible changes and extensions. 
There are some modifications which could be considered for ADD. 
For example, It may be argued that a DMS 1100 database should not 
have been used for storing the evolving network design, as 
affects the system's portability. However, only 
this 
the 
QDB-manipulation subroutine would need to be altered if a 
different database or ·data structure were used. As each call 
involves a very simple operation, altering this subroutine should 
be easily done. It would in fact be trivial if the system were 
used to design databases for another CODASYL DBMS. The QDB and 
its associated subroutine would require very few changes, because 
DMS 1100 adheres so strictly to the DBTG recommendations [Codasyl 
1971, Codasyl 1977]. This small amount of effort that may be 
necessary is more than compensated for by having the versatility 
of a database for storing the structure being created. In fact, 
if ADD were developed _on another machine, its database system 
would almost certainly have been used for this purpose, because of 
the great extent to which it simplifies the system . 
It became apparent, when immersed in the difficulties created by 
attribute derivations and subclass definitions, that there is 
definitely a trade-off between efficiency and integrity. It might 
be argued that some integrity checks could have been omitted. 
This point is clearly debatable. One of the principles on which 
ADD is based is the following: if something forms part of the SDM 
specification , then it is sufficiently important to be included in 
the synthesised database. Furthermore, it was felt that decisions 
as to what was sufficiently unimportant to be able to ignore 
should not be made by an automated process, but by man. 
• 
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Although ADD does not design a hierarchical database , this could 
fairly easily be incorporated into the system because a hierarchy 
is essentially a special type of network. Integrity constraints 
would need to be incorporated according to the hierarchical DBMS 
involved , as would the handling of many:many relationships . 
The present system could be extended by improving the physical 
aspect of the design , which would mean including another module to 
obtain the relevant data volume and processing details from the 
user . The system was initially envisaged as a design tool for 
conceptual schema design only. Thus the algorithm choosing 
physical criteria for the database aimed at the simplest, most 
straight forward solutions . The system could also be extended to 
build up multiple external views of an enterprise and then 
consolidate these into one global logical model. This however is 
a separate area of its own, and hence was not considered . It can 
be said with some certainty that the inclusion of this facility 
would greatly complicate the model-creation phase of ADD . The 
user interface could also be altered so as to incorporate some 
natural language understanding, or to provide more levels of 
'help' . The ADD system could form a basis for future research, 
with automated loaders, query-language generators and programs to 
generate different subschemas being a natural extension to the 
system . 
10.3. Design principles emerging from this study . 
A great deal has been learnt in undertaking to write this 
automatic database designer . The importance of a good user 
interface was realised at the outset, and the high amount of care 
• 
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that needs to be expended on such a program became evident when 
testing the system with non-DP persons. 
The ADD system development clearly showed the ease with which a 
relational databa se can be designed, in comparison with a CODASYL 
one. This is probably due to the simplicity of the relational 
model, its high degree of data independence (no access paths need 
be specified) and the guidelines that exist in normal form theory. 
However it should be noted that the question of integrity was not 
addressed becaus e there is no relational DBMS on the Univac 1108. 
Since most of the complexity in converting an SDM specification to 
a computer-compatible schema arises when incoporating integrity 
assertions, their inclusion may however increase the difficulties 
of relational schema design. 
The usefulness of data models and the importance of one's choice 
of data model was evident early in the design of the system, and 
increasingly so in the latter stages of its development. The main 
problem with SDM was seen to be its incompatibility with CODASYL 
databases. Hence one can deduce that a model should be restricted 
in its use so that it remains within the scope of Database 
Management Systems and should not include features unimplementable 
on conventional systems. Some general principles for data model 
design are presented in the next section. 
10.4. Design criteria for Data Models . 
Having studied the various data models currently available, and 
implemented the ADD system, the following criteria for good data 
models are suggested. A data model is best used by the personnel 
of the organisation requiring the database. Only they truly 
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understand this enterprise and its data, in a way that systems 
analysts cannot, except possibly after much effort. Even then, 
users must still be able to understand the model. For this 
reason, a data model should be simple and sufficiently easy to be 
used by computer- naive persons, possibly with some assistance from 
' 
the analyst. I ts syntax should be straight forward, avoiding 
complicated languages such as predicate calculus. Models should 
also not be too DP-like, as is DAPLEX for example [Shipman 1981]. 
For a model to be easy to conceptualise and work with, entities 
and attributes should be the central modelling elements, with 
relationships p l aying only an auxiliary role. If the user can 
specify his mode l by providing a list of all entities of interest, 
and then descr i be these by means of attributes, a correct and 
complete model should be obtained. Relationships can then be 
regarded either as entities or as attributes. To keep the 
complexity of the model within the capabilities of a non-computer 
user, the mode l should not be based on FDs ( o r MVDs). These can 
always be identif ied by (or under the guidance of) a systems 
analyst once the model is complete. 
To increase the ease with which the model can be used to describe 
the real world, t here should be many modelling tools and the 
designer should be allowed a free interpretation of his 
environment. However, the ease with which the model is 
conceptualised should not be compromised, nor should any 
complicated cons tructs be introduced. Thus, semantically 
expressive model l ing elements for stating integrity assertions are 
desirable, as is the concept of generalisation, which will be 
applicable to r elationships (as entities) as well. A name-based 
model is advocat e d, as this in conducive to a clearer view of a 
• 
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model and forces the user to think carefully, lessening the 
probability of incorrect definitions. Similarly, entities should 
represent themselves, and the concept of keys should be 
de-emphasised, because they are not 'natural' to users [Martin 
1973] . 
Dynamics should not be part of a data model , as this results in a 
database based on functional requirements, rather than on inherent 
characteristics of data; furthermore dynamics constructs cannot be 
incorporated into conventional schemas. This last point is one of 
the most important to bear in mind when designing a data model. 
If it is not compatible with available DBMS's, but provides 
modelling elements beyond their scope, then its suitabiltiy for 
database design is jeopardised. 
10.5. Criteria for Database Design Methodologies . 
Experience with the ADD system has also indicated the following 
criteria for database design methodologies. Above all, the user 
should partake in as much of the design process as is possible. 
For this reason, the use of a data model for initial description 
of the enterprise is advocated, as this enables a precise 
specification to be made in a natural way by computer-naive 
people. The major phases of the methodology should thus be: 
1) construction of a data model of the enterprise by the user; 
2) conversion of this data model to a logical database structure; 
3) incorporation of physical, integrity and security parameters; 
4) repeated evaluation and refinement. 
It should be noted that the construction of a prototype (which 
results at the end of step 3), is suggested as es~ential in any 
• 
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database design . It is only through experimentation with a 
prototype that mi sconceptions and overheads can be identified. 
The methodology should also ensure that the transitions from one 
phase to the next are smooth and well-defined. 
The first phase, reQuirements gathering, is notably concerned only 
with data and i ts characteristics, and not with the transactions 
of the enterprise . Factors such as processing and data volumes 
should not be considered until phase three, when deciding the 
physical structu e. During the initial stage, a data dictionary 
is helpful, and a method of handling multiple views and then 
consolidating these into a global model, should be devised. 
A methodology is of very little assistance to a designer unless it 
states explicitly how to perform phase two. Existing methodologies 
still leave the c reation of a logical structure largely in the 
hands of the systems analyst, providing little more than 
guidelines for t h is important and difficult step. If a data model 
has been used to describe the enterprise, then the logical design 
phase can be mad e more concrete. Each of the modelling constructs 
can be conside r ed and rules given for how to convert these into 
structures compatible with database systems. The concepts of 
normal form the ory should be applied to the records or relations 
obtained at the e nd of phase two. It is suggested that 3NF or 
Elementary Key Normal Form [Zaniolo 1982] is adeQuate, otherwise 
too many simple r ecords or relations may result, thus affecting 
efficiency. 
The assignment of physical parameters to a given logica l structure 
has been somewhat neglected by database researchers. A good 
methodology shou ld at the very least provide guidelines for this, 
and highlight problem areas where inefficiency can arise. As a 
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final objective, a database design methodology should be adaptible 
to automation, i f only in part. This is considered desirable 
because the (par tial) automation of the design process is certain 
to be a reality i n the future [Buchman 1979]. 
The entire proces s cannot be automated; the analytical powers, 
intuition and creativity of the human mind are an essential part 
of designing. Al l that can be done is to automate as much of the 
design process as is reasonable, to alleviate the task of the 
human(s) involved. The ADD system is a step in this direction. 
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11. APPENDIX A. DATABASE SYSTEMS. 
Definitions of t he term "database system" vary from "nothing more 
than a computer-based record-keeping system" (Date 1981] to "a 
generalised colle ction of data which is structured on natural data 
relationships so that it provides all necessary access paths to 
e ach unit of data in order to fulfil the differing needs of all 
users" [Deen 1977 ]. The power of a database system lies with its 
DBMS (Database Management System), "a set of programs that 
operates on the database in accordance with the user's commands" 
[Kroenke 1977]. The DBMS is a means of centralising physical and 
conceptual control of the data and its usage. A DBMS enhances the 
~uality of the data maintaining its integrity, consistency 
privacy and secu ity. It can also synchronise re~uests in a 
multi-user envi onment and can provide a high degree of data 
independence. Data independence is the insensitivity of 
application prog rams using a common database to restructuring of 
the data- i.e. programs do not depend on any one particular 
storage structur e or access strategy. There are numerous other 
advantages to u sing a database system, such as simplicity, 
flexibility, protection and recovery procedures and elimination of 
uncontrolled redundancy. In addition, most database systems 
provide a ~uery language facility for direct interrogation of the 
database without the need for an application program. Database 
systems aim at reducing processing time and storage space: this 
however depends on the database design, programmer expertise and 
the nature of the organisation using the database; results will 
vary accordingly. 
The three 'views' 
database system, are 
of a database, and then the three types of 
briefly described. Thereafter a short 
• 
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comparison of the se three approaches is made. 
B1 . Views. 
IN ANSI/SPARC [T s ichritzis 1978] terminology, an external view is 
one individual' s view of the database. Usually there are several 
differing externa l views of a database, since users generally work 
with only a sec t ion of the database, and may not visualise shared 
data in the same way. The conceptual view is a view of the entire 
information cont ent of the database, in other words it is a 
consolidation of all the external views. In contrast, the 
internal view is the view of the entire database as it is actually 
physically stored. Ideally, only the DBMS should be concerned 
with the latte r , and not the application programmers. The 
conceptual view i s specified by writing a schema, as was explained 
in chapter two of this thesis. This task is performed by or in 
conjunction with the Database Administrator, who is also 
responsible fo database maintenance. The data definition 
language almost invariably has statements that describe the 
physical layout of the database. Although it conflicts with the 
aim of data independence, the efficiency of the system can be 
improved by tak ing advantage of this. Security and integrity 
constraints are also given in the schema. Subschemas, as outlined 
in chapter two, epresent different views of the database, and are 
derivable from, a nd usually a subset of, the schema. 
B2. Network Dat abase Systems. 
In 1971 the Dat abase Task Group (DBTG) of the Conference on Data 
Systems Language s (CODASYL) [Codasyl 1971] laid down proposals for 
a network database system, which included specifications of the 
network model, a nd of · notations for a DDL, SDDL and DML. The 
network model r e present entities as records, and relationships as 
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sets. 
Sets are the major CODASYL innovation. In the schema, they 
require an explicit definition and have properties of their own. A 
set type is described as having a certain record type as owner and 
another record type as member. A set represents a 1 :many 
relationship or mapping from the owner to the member (or 1:1, as a 
special case). Se veral member record types can participate in one 
set type, and two or more set types with owner R1 and member R2 
can be defined. Many-to-many relationships, and associations 
involving only one record type, cannot be directly implemented in 
a network database. Although there are ways of circumventing 
these problems, they tend to make the network intricate and thus 
more difficult to work with. A description of a database in the 
schema DDL consists of four major sections : an introductory 
clause, one or more area clauses, one or more record clauses, one 
or more set clauses. The introductory clause is used ot name the 
database and to state certain global security and integrity 
constraints. An area is a subdivision of the database, which in 
many implementations corresponds to a file. These sections have 
already been explained in the body of the thesis. 
An interesting aspect of the CODASYL schema is that it includes 
the specification of access strategy and storage structure, which 
are physical considerations. 
B3 Hierarchical database systems. 
In a hierarchical database system , an entity is represented by a 
segment, which is analogous to a 'record' in the network model. 
That is, it is the unit of data access and comprises a number of 
fields. Relationships between segments are represented by means 
of rooted trees or hierarchies. A tree is a structure in which 
every segment has one and only one parent( analagous to 'owner' in 
• 
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the DBTG model), except for one segment type, the root, which has 
no parent. A parent:child association represents a 1 :many mapping 
from parent to child. Unlike network models, a segment occurrence 
can only be linke d to one occurrence of its parent. For example, 
in a CODASYL s chema, two sets ROUTE->SHIP can be defined, to 
represent the current and previous routes of each ship. In the 
hierarchical mo del this could not be implemented directly in this 
way , because a SHIP occurrence could only have one ROUTE 
occurrence as parent . Every segment has one or more fields 
designated as its key, and children are linked to their parent in 
key se~uence order . This factor is utilised in the DML, which 
, • includes commands such as 'get next', meaning next with respect to 
chis hierarchica l key se~uencing. Many-to-mal!y relationships 
between segments cannot be directly represented in a hierarchical 
• 
database ; howeve r several commercial hierarchical DBMSs provide a 
means of circumventing this problem. IBM's IMS for example uses 
the concept of 'virtual pairing'. This involves using two tree 
types , where the child segment of each tree acts as a pointer to 
the appropriate data in the other tree type. The hierarchical 
model uses diffe r ent terminology from that of the CODASYL DBTG: 
The schema comp rises one DBD (Database Definition) for each PDB 
(Physical Databa se); a subschema is termed a PSB (Program 
Specification Block) and constitutes one PCB (Program 
Communication Block) for each LDB (Logical Database) in that view. 
A PCB can r e fer to a subsection of the DBD, in which case the 
segments it re~uires are called 'sensitive segments'. If a 
segment is non-s ensitive, none of its "descendants" can be defined 
in that PCB. 
B4. Relational databases. 
The relational model was invented by E.F.Codd and differs from the 
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other models in t hat it does not have a structure of inter-linked 
records. Wherea s relations can be viewed as record (segment) 
types, there are no inter-relation connections in a relational 
model. A relat ion may be formally defined as follows: Let 
D1 ,D2, ... ,Dn be n sets, not necessarily distinct. A relation is a 
collection of n- t uples of the form (d1 ,d2, ... ,dn) where each di is 
drawn from the c o rresponding set Di. D1 to Dn are called the 
domains of the relation, and n is its "degree". A relation is 
usually represent ed diagramatically as a table, with one column 
for each Di, a nd one row per tuple. Each column is called an 
'attribute' and is given a name. A relational database or 
relation scheme consists of several relations, some representing 
objects or event s and others representing relationships between 
objects. Thus the relational model is clearly simpler than the 
other two databas e models. If two or more objects are associated 
in some way, t his is represented by having the keys of these 
objects appearing together in the relation defining that 
association. Fo r example, to denote that SHIPS and OFFICERS are 
related, a relat i on R(SHIP#,OFFICER#) would be declared. Hence 
many-to-many re l ationships are as easy to specify as one-to-many. 
Another aspect of the relational model is that it is based on the 
idea of certain a ttribute(s) in every relation being designated as 
the key for t hat relation. This database system has been 
criticised for t h is by authors such as Kent [Kent 1977], who claim 
that keys such a s OFFICER# or ENGINE# are artificial concepts and 
hence should be a voided. Due to the lack of inter-relation links, 
database ~ueries involving more than one relation are formulated 
in terms of the ir common domains. This is the central principle 
of languages des i gned for relational systems. Such languages have 
a mathematical f oundation, and are either based on the relational 
--·~~ .. ·-· - -· -- . 
--. 
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algebra or relational calculus. An important feature of these 
languages is that they are non-procedural; data is accessed by 
specifying conditions on their values, and not by 'navigational' . 
means. 
B5. Conclusion. 
The three model s reviewed in this appendix are essentially all 
record-based. They differ in terms of how they represent 
relationships between these 'records'. The network model uses 
sets for this purpose; these d·efine on_e-to-many relationships. 
'Intermediate', dummy records are needed to specify many-to-many 
associations. However such a database system is fairly flexible as 
several relationships between identical record types can be 
defined. Unfortunately, this often results in a structurally 
intricate graph which is difficult to navigate. A greater degree 
of data independence exists in the relational model, where all 
associations are represented by means of common values in the 
relevant 'records' (tuples). However, this model relies on the 
specification of unique identifiers, as does the third type of 
model, the hierarchical . The latter is certainly the most 
restrictive of t h e three, as segments can only be linked to form 
trees, not graphs. As a result, its DML however is generally 
simpler than that of network systems. In conclusion, there are 
clearly benfits and disadvantages in all three types of database 
system. It would seem that the relational model is simplest and 
has the highes t degree of data independence. For this reason, 
much research has been devoted to the development of relational 
database manageme nt systems. 
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12. APPENDIX B. DMS 1100 DDL SYNTAX 
The following DMS 1100 Data Definition Language Syntax Skeleton is 
taken from "Database Management System (DMS 1100)", UP 7909, Rev. 
3A, Sperry Univac , St. Paul Minn., 1972. 
DOL OUTLINE 
IDENTIFICATION DI VISION 
DATA DIVISION 
DATA NAME SECTION 
AREA SECTIO N 
RECORD SECTION 
SET SECTION 
DOL SYNTAX SKELETON 
IDENTIFICATION DIVISION. 
SCHEMA NAME IS schema-name IN J TIP FILE TIP-file-code~ 1 FILE file-name-1 J . 
[ SCHEMA QUALIFIER IS qualifier-name ] 
[ LOCK FOR COPY IS /iteral-1 ] 
ACCESS CONTROL LOCK [ FOR 
DMU 
FREE 
IMPART 
LOG 
DRU 
IS l ;~"(;~~~URE data-base-procedure- I l 
[ACCESS CONTROL KEY IS data-base-data-name-1 ] l 
• 
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DATA DIVISION. 
DATA NAME SECTION. 
) Ql ~ data-base- data-name-1 1 77 l 
·1 .· J PPIICCTURE ~ IS 1 l character-string-1 
COMPUTATIONAL 
COMP 
COMPUTATIONAL-1 
COMP-1 
COMPUTATIONAL-2 
COMP-2 
COMPUTATIONAL-4 
COMP-4 
DISPLAY 
: USAGE IS DISP 
DISPLAY-1 
I 
I 
DISP-1 
DATABASE-KEY 
AR EA-NAME 
AR EA-KEY 
RECORD-NAME 
SET-NAME 
ACCESS-KEY 
. \ I 
) I 
I J 
[ ; DATA NAME COD E IS integer-1 ] 
AREA SECTION. 
[ AREA CONTROL IS integer-2 AREAS ] 
I 
_·I 
AREA LOOKS INCLUDE { 
QUICK- BEFORE-LOOKS 
BEFORE- LOOKS 
AFTER-LOOKS 
NO-LOOKS 
[ RECOVERY-POINTS ARE EVERY integer-3 BLOCKS . ] 
AREA NAME IS area-name-1 
[ ; AREA CODE IS integer-1 ] 
-200 
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l Qt\TA ; MOD~ IS INQ~X POINTER 
( ; AREA MAPS TO TIP FILE ] 
) II 
EXCLUSIVE II 
PROTECTED 
RETRIEVAL 
IJ~!TJAL LOAD 
( l UPDATE IS ;ACCESS CONTROL LOCK FOR EXCLUSIVE } { RETRIEVAL } ... PBOTECTED UPDATE 
{ FIND } FETCH 
.1 lircrai-T ~ [ ACCESS CONTROL KEY lS dara-base.-data-name-1] I··· I Efi_Q!:.I;.QUR!; data- base-p rocedure-2 l ----- -- -
[ . integer-TO OVEB_F_!:OW PAGES AT END] 
( .mieger-3 QY~B.E_!,_Q).:Y PAGES ~VEF!_Y integer-4 DATA PAGES] 
[ . [ D..Yt-ffir0JCALL Y ] (_~PANDABL!; TO integer-11 PAGES J 
; P~GES ARE integer-5 WORDS 
( I' 
. lQQKS INCLUDE1II 
Ql) I C~BEF:_QRE-!:QOKS 
fi 1. F o_ 13 -~-~ o o 1< s_ 
~FTI_R-!:_QQKS 
.~Q_-LQOK~ 
I WORDS I 
; LQ~Q IS integer- 6 l EER~f_NT \ 
[ ; ~['._L~ USES integer-8 CHAINS [ LINKED .P_RI0_8 ] ] 
- . . . . - ---- - . --. t:- - - - - -
- --
~-···~~-~~~~--#·-~ -~~-~ -· ._-........__ 
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RECORD SECTION. 
RECORD NAME IS record- name-! . 
[ ;RECORD CODE IS integer-! ] 
; LOCATION MODE IS 
DIRECT data-base-data-name-1 
. data-base-data-name-2 
CALC data- base-procedure-name-! 
[ IN data-base-data-name-3 ] 
USING data-base-identifier-! 
[ . data- base-identifier-2 ] .. . 
DUPLICATES ARE [ NOT] ALLOWED 
INDEX SEQUENTIAL 
{ ASCENDING } !!_SING DESCENDING [ RANGE ] KEY 
data-base-identifier-3 
[.data-base-identifier-4]. .. 
INDEX AREA IS area-name-1 
[ LINK~ ARE NEXT [ AND PRIOR ] ] 
DUPLICATE§ ARE [NOT] ALLOWED 
[ INTERVAL IS integer-2 PAGES] 
VIA set-name- 1 SET 
[INTERVAL IS integer-3 PAGES] 
{
; WITHIN area-name-2! 5 integer-4 l } ] 
-- 1 data-base-data-name-4 r 
5 THRU } 5 integer-S } I 1 THROUGH 1 data-base-data-name-5 
l . ~_§SERVE integer-6 POiNTERS ] 
I I 
. l 
{ .FIELDATA} I : RECORD MODE IS COBOL ASCII 
PICTURE 
-----
; CHECK IS DATA-TYPE 
PROCEDURE data-base-procedure-2 
[ . FOR ENCODING CALL data-base-procedure-3 
FOR DECODING CALL data-bast:-procedure-4 ] 
-202 
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!~SEAT 
REMOVE 
STORE 
DELETE 
; ACCESS CONTROL LOC~ FOR MODIFY 
FIND 
GET 
FETCH 
KEEP 
IS { /iteral-3 ~ 
PROCEDURE data- base-procedure-4 ~ 
( ~<;_~ES~ CONTROL KEY IS data-base-data-name-6 ] I ... 
II ~ ; { ~:~Tl)RE } IS character-string-1 ~ l ; [ [ "Item description · ] ... J ) 
1iJ Item Description Syntax Skeleton: 
iP.vel- number- 1 )1 
data- base-identifier-.1 ~ I 
H!:LER f 
PJ<;. 
PICT!)RE IS character-string-2 J 
) integer-1 TI M ES f. I 
. O.GCIJHS · I mteger-8 l_Q integer-9 TIMES Q.!;fl; .~l;:>l~§ ON data-base- identifier-4 
• 
• 
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[ "result subentry" ) 
l'l RESULT SUBENTRY SYNTAX 
Format- I : 
[ ; RESULT OF SUM ON THIS RECORD USING data-base- identifier- IT 
. data-base- identifier-12 ) . . . ) 
Format-2 : 
( ; RESULT OF PROCEDURE data-base- procedure- 5 ON THIS RECORD 
[ USING data-base-identifier-13 l . data- base- idantififu-14 ) . . . ) ] 
Format-3: l RESULT OF 
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{ 
COUNT ON II ALL MEMBERS OF SET 1 set- name- 2 1 ... }. 
1 SET ·<Jt-name- 3 MEMBER I record- na·me- 2 I .. . I .. . 
SUM ON 1 SET set- name-4 MEMBER record- name-3 USING dara- base- identifier-15 
[ • data- base- identifier- 16 ) ... I 
Format- 4 : 
[ RESULT OF PROCEDURE data-base-pmcedu<e-6 
ON 
ALL MEMBERS OF SET I set-name-5 [ USING MEMBERSHIP ONLY ) I 
{ SET Sf!T-name-6 ~ MEMBER record- name- 4 
I USING J data-base-identifier- 17 l . data- base- identif,er-18 ) ... } I l .. . } f MEMBERSHIP ONLY } 
DATA-TYPE 
; CHECK IS 
MIN /itera/- 2 
MAX literal-2 
VALUE { [ NOT] NULL l 
-- /iteral- 3 [THRU lirera/- 4] l .literal- 5 (THRU literal-6]] ... f 
PROCEDURE data- base-procedure-7 
[ ; FOR ENCODING TO ;, J CHARSl l BITS f ~ CALL data- base- procedure- S ~ FOR DECODING CALL data- base-procedure- 9 USE tab/e-name-l / REPLACE literal-7 WITH l i teral- 8 
l [ . REPLACE literal-9 WITH literal- TO ] ... ./ 
• 
• 
• 
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; "CCES S CONTROL LOCK [ FOR 
FETCH 
STORE 
GET 
MODIFY l { /itera/-8 l IS PROCEDURE data-base-procedure-14} 
[ ACCESS CONTROL KEY IS data-base-data-name-10 1 I · · · 
SET SECTION . 
SET NAME IS set-name- 1 
[ ; SET CODE IS integer- I 1 
J CHAIN [ LINKED P.RIOR 1 l 
; !~QDE IS1 POINTER ARRAY POINTER AREA IS area-name-1 l 
PRIOR 
SORTED [ INDEXED INDEX AREA IS area-name-2 1 
; ORDER IS 
---
r-sy DATABASE-KEY . 
I WITHI-N. RECORD-NAME 
BY rlNE:I::::S ARE { ~~~;ALLOWED ( l 
SYSTEM ORDERED ) J 
: ~~~~-~ss coNTROL ~Q_CK I FDA INSERT REMOVE ACQUIRE 
FIND 
FETCH I J /iteral-2 l IS 1 PROCEDURE data-base-procedure- 1 f 
[ACCESS CONTROL KEY IS data-base-data-name-9 1 J . . . 
. OWNER IS record-name- 1 
1 · Member subentry· I 
. · .. 
.. ·. · 
• 
I 
• 
• 
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Syntax Format of Member Subentry: 
; MEM!3ER IS record-name-2 { ~~~~~~TIC} [ LINKED TO OWNER] · 
J J ASCENDING ~ [ R~NGE] KEY .IS l 1 DESCENDING f ---
RECORD-NAME 
data-base- identifier- 1 
[ .data-base-identifier-2 ] . . . 
; DUPLICATES ARE { FIRST } ll LAST NOT ALLOWED 
SYSTEM ORDERED . . 
; A_s:C~SS CONTROL LOCK [FOR INSERT REMOVE ----FIND 
FETCH 
liS 
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J hteral-2 ~ 1 PROCEDURE data-base-procedure-2 f (ACCESS CONTROL KEY IS data-base- data-name-2 ] 
1 "Ser occurrence selection subentry " 1 
[} Synti:lx FurmC!I or St:t Occurrence Selection Subentry 
Format-1 : 
SET OCCURRENCE SELECTION IS THRU 
l CURRENT OF SET LOCATION MODE OF OWNER 
r { 
USING data-base- identifJer-3 [ . ~ata-base-idenrifier-4 ] ... . 
r ALIAS { FOR data-base-JdentdJer-5 } IS d b d 2} - - ata- ase- ata-name-L - - OF data-base- data-name- 1 
Forrnat- 2 : 
; SET OCCURRENCE SELECTION IS THRU set-name-2 USING 
J CURR ENT OF SET l LOCATION MODE OF OWNER 
[ { US ING data- base- identifier-6 [ .data- base- identifier-7 ] ... As { FOR data- base- identifier- S } IS d b d 4} -- . ala- ase- ata- name-
-- OF data- base- data- name-3 
{ 
set- name-3 
USING data- base-identifier- 9 [ .data- base- Identifier-TO ) .. . 
{ I ~ FOR d ata- base-identifier-11 IS data-base-dara-name- 5 
• 
• 
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Format--3 : 
; SET SELECTION [ IS !HRU set-name-4 
OWNER IDENTIFIED BY 
CURRENT OF SET 
-----
LOCATION MODE 
~,-,,AREA-KEY data- base-data-name-6 [ EQUAL TO data-base-data- name-1 ] 
· ~!3~A-NAM~ data-base-data-name-8 [ EQUAL TO data-base-data-name-9 
t IIK~Y. I data-base-identifier-12 [ EQUAL TO data-base-data-name-10 ] 1 ... 
MEMBERSHIP IN set- name-5 [ ~~::!: 1 data-base-identifier-13 [ EQUAL TO data-base-data-name-11 ] 1 .. . ] 
THEN THRU set-name-6 OWNER IDENTIFIED BY 
KEY I data-base-identifier-14 [ EQUA~ TO data-base-data-name-12 I .. ... 
TABLE SECTION , 
)-:i_~~LE N~~! IS tab/e-name-l [ FOR ENCODING TO n { ~RS } I · ( ..  
l !3_~~~~CE literal-! WITH litera/-2 [ , REPLACE /itera/-3 WITH /iteral-4 ] ... ) 
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13. APPENDIX C. DMS 1100 FORTRAN DML SYNTAX 
The following DMS 1100 FORTRAN Data Manipulation Language Syntax 
Skeleton is taken from "Database Management System (DMS 1100)", UP 
7909, Rev. 3A, Sperry Univac, St. Paul Minn., 1972 • 
• FDMLP Syntax 
FDML declarations precede all executable statements . 
RECORD NAME record-name-1, ... 
SET NAME set-name- 1 , . . . 
REALM NAME realm-name-1 , . . . 
K:EY key-name- 1 , . . . 
REALM KEY realm- key- name- 1 , . .. 
ACQUtRE LIST key-count-name key- list-name (integer) 
EXTERNAL subroutine-name- 1 , .. . 
INVOKE ( [ SUBSCHEMA = ] file-name.subschema- name , SCHEMA = schema- name 
INVKEY = in voke- ke y 
ENVIRONM ENT = HVTIP 
RUNID = run- unit- name 
- -
PRIORITY = integer- 1 
POINTERS = integer- 2 
INCLUDE = STATISTICS 
COMMON [ = ] [ I [ common- name ] I ] 
EQUIVALE NCE [ = ]J t~~cord-name- 1, record-name- 2 l 
( [ . record-name-3 ] ... ) ) 
RECOVERY = { COMMAND } 
RUN 
. ERRITEMS = integer- 3 
) ERR ( . 
1 ERROR ~ = act1on 
• 
I ! -
I· I 
I 
• 
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where action has the following format : 
l 
statement-number-1 
submutine-name [ { 
• FDML Commands 
parameter~name-1 
literal- 1 
{ ~ } statement- number-2 
CURRENCY key- name ·{ 
RECORD = record-name} 
REALM = realm-name 
SET = set- name 
RUN UNIT 
-----
} . I ] l 
ACCEPT ( 
REALM KEY-= realm-key- name II 
REALM NAME = realm- name l RECORD = record-name! REALM = realm-name . SET = set~ha;,:,e·-KEY = key-name-2 RUN UNIT 
-----
[ . { ~OR } = action ] ) 
Key-expression Use And Functions: 
key-name = key-expression 
realm-key-name = REALM KEY { KEY = key- name } key-expression 
realm-name REALM NAME ( { KEY = key-name } ) key-expression 
where key-expression is : 
{ 
RECO RD = record-name 
CURRENCY ( REALM = realm-name 
SET = set-name 
RUN UNIT 
-- ---
ACQUIRE ( integer-name key-list-name [ . START = key-name] . SET = set-name 
[ , DEFINED ] [ 
END = action-1 
)ERR } . 2 { ERROR = acttan-
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CONNECT ( [ RECORD ~ <eco,d-name . ]l ALL } SET = set-name 
SET = ( set-name-1 , .. . ) 
[ ' ) ERR ( = action ] ) 1 ERROR J 
DEPART [ I 
ROLLBACK 
) ERR ( = action 1 ERROR l 
l ALL DISCONNECT ( [ RECORD = record- name , ] SET = J set-name 1 ( set-name-1 
[ ' ) ERR ( = action ] ) 1 ERROR l 
ERASE 
lj RECORD = record-name 
5 ALL t 
1 PERMANENT") 
) ERR ( . 1 ffiqoR f = act1on 
J FIND t ( rse 1 _FETCH J 
re taining-clause 
END = action-1 
5 ERR ( = action-2 1 ERROR J 
where rse has the following format: 
··rse-1": 
KEY = { key-name . } I k [ REALM I ] [ , RECORD = record-name ] rea m- ey-name , = rea m - name 
"rse-2 ~· 
[ ANY • ] RECORD = record-name DUPLICATE, 
"rse-3": 
DUPLICATE [, RECORD = record-name ] , SET = set-name , USING = 
) item-name ( 
1 ( item-name-1 , ... ) f 
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"rse-4~· 
l ~~~TR . RECORD = record-name FIRST LAST 5 SET = set-name } { REALM = realm-name ORDINAL = integer-name 
"rse-5~· 
RECORD = record- name 
CURRENT. { SET = set-name } REALM = realm-name 
"rse-6~· 
OWNER • SET = set-name 
"rse-r· 
RECORD = record-name . SET = set-name [. USING = { item-name ( item-name-1 , . . . 
{ 
ALL 
FINISH ( REALM = realm-name 
REALM = ( realm-name-1 .... ) 
action 
FREE [ ( { ~OR } = action 
I ( I r~~:o =} record-name = action I ERRO R 
IF format-1: 
!E ( [ .NOT. ] EMPTY ( SET = set-name ) ) 5 FDML-command ~ l FORTRAN- statement f 
IF format-2: 
!E ( [ .NOT. ] { 
OW ER 
MEMBER 
TENANT 
SETS =ANY ~ 
SET = set-name f ) ) 5 FDML-command } l FORTRAN-statement 
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IMPART [ (ROLLBACK = action-1 [ { ERR } ERROR = action-2 l ) l 
RECORD = record-name l KEEP ~} = action ) R 
RECOVERY 
LOG I ;nteger-name [ , { ~oRf action ) identifier-name 
RECORD = record-name 
MODIFY 
INCLUDI G SET = { set-name } 
----':..___c:---=- -- ( set-name- 1 . ... ) 
5 ERR i . l ERROR ) = actwn 
READY ( REALM= realm-name > . { 
ALL . ) rl 
REALM=(realm-name- 1 . . .. J) 
{ 
LOAD } 
lPROTECTED.l ~RETRIEVAL} l EXClUSIVE, ( UPDATE 
STORE I RECORD = cecord-name [ . 
RETAINING = 
5 ALL 
l MULTIPLE 
RECORD 
REALM 
} 
:::T = set-name 
{ ~OR } action 
retaining-clause 
5 ERR } . l ERROR = act1on 
~ [ = ( set-name-1, ... 
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14. APPENDIX D. AN SDM MODEL OF A NAVAL ENVIRONMENT. 
SHIPS 
description:al l ships with potentially hazardous cargoes 
member attribut es: 
Name 
valueclass : SHIP-NAMES 
Hull-Number 
valueclass : HULL-NUMBERS 
may not be null 
not changeable 
Type 
description: the kind of ship, for example merchant or 
f i shing 
valueclass : SHIP-TYPE-NAMES 
Country-of-Registry 
valueclas s: COUNTRIES 
inverse: Ships-Registered-Here 
Name-of-Home-Port 
valueclass : PORT-NAMES 
Cargo-Types 
descripti on: the type(s) of cargo the ship can carry 
valueclass : CARGO-TYPE-NAMES 
multi-val ed 
Captain 
description: the current captain of the ship 
valueclass : OFFICERS 
match: Officer of ASSIGNMENTS on Ship 
Shipengines 
valueclas: ENGINES 
multi-valued with size between 0 and 10 
exhausts valueclass 
no overlap in values 
Incidents-Involved-In 
valueclas : INCIDENTS 
inverse: Involved-Ship 
multi-val ed 
identifiers: 
Name 
Hull-Number 
INSPECTIONS 
description: i nspections of oil tankers 
member attributes: 
Tanker-Inspe cted 
description: the tanker inspected 
valueclas s: OILTANKERS 
inverse: Inspections-of-this-Tanker 
Inspection-Date 
valuecla s: DATES 
Order-for-Ta nker 
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description: the ordering of the inspectons for a tanker 
with the most recent inspection having value 
1 ' 
valueclas s: INTEGERS 
derivati on: order by decreasing Inspection-Date 
__ ,_ .... ·. I . 
• 
• 
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within Tanker-Inspected 
class attribut es: 
Number-of-I nspections 
descript i on: the number of inspections in the database 
valueclas s: INTEGERS 
derivati on: number of members in this class 
identifiers: 
Tanker-Inspected + Inspection-Date 
COUNTRIES 
description: c ountries of registry for ships 
member attribut es: 
Country-Name 
valueclass : COUNTRY-NAMES 
Ships-Registered-Here 
valueclas s: SHIPS 
inverse: Country-of-Registry 
multi-val ued 
identifiers: 
Country-Name 
OFFICERS 
description: a l l certified officers of ships 
member attribut es: 
Officer-Name 
valueclas s: PERSON-NAMES 
Country-of-Licence 
valueclas s: COUNTRIES 
Date-Commiss ioned 
valueclas s: DATES 
Seniority 
valueclas s: INTEGERS 
derivati on: order by Date-Commisssioned 
Commander 
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descript i on: the officer in direct command of this officer 
valueclas s: OFFICERS 
Superiors 
valueclas s: OFFICERS 
derivati on: all levels of values of Commander 
inverse: Subordinates 
multi-val ued 
Subordinate 
valueclas s: OFFICERS 
inverse: Superiors 
multi-val ued 
Contacts 
valueclas s: OFFICERS 
derivati on: where is in Superiors or is in Subordinates 
identifiers: 
Officer-Name 
ENGINES 
description: s ip engines 
member attribut es: 
Serial-Numbe r 
valueclas s: SERIAL-NUMBERS 
Kind-of-Engine 
valueclas s: ENGINE-TYPE-NAMES 
identifiers: 
• 
• 
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Serial-Numbe r 
INCIDENTS 
description: a ccidents involving ships 
member attribut es: 
Involved-Sh i p 
valueclas s: SHIPS 
inverse: Incidents-Involved-In 
Incident-Date 
valueclas s: DATES 
Description 
' 
descript i on: textual explanation of the accident 
valueclas s: INCIDENT-DESCRIPTIONS 
Involved-Captain 
valueclas s: OFFICERS 
identifiers: 
Involved-Sh i p + Incident-Date + Description 
ASSIGNMENTS 
description: t he assignments of captains to ships 
member attributes: 
Officer 
valueclass: OFFICERS 
Ship 
valueclas s: SHIPS 
identifiers: 
Officer + Ship 
OILTANKERS 
description: o i l-carrying ships 
interclass connection: subclass of SHIPS where Cargo-Types 
contains 'OIL' 
member attribut es: 
Hull-Type 
descript i on: specification of single or double hull 
valueclass: HULL-TYPE-NAMES 
Is-Tanker-Banned 
valueclas s: YES/NO 
derivation: if in BANNED-SHIPS 
Inspections-of-this-Tanker 
valueclas s: INSPECTIONS 
inverse: Tanker-Inspected 
multi-val ued 
Number-of-t i mes-Inspected 
valueclas s: INTEGERS 
derivation: number of unique members in 
Inspections-of-this-Tanker 
Last-Inspec t ion 
valueclas s: MOST-RECENT-INSPECTIONS 
Last-Two-Ins pections 
valueclas s: INSPECTIONS 
• 
derivation: subvalue of Inspections-of-this-Tanker 
where Order-For-Tanker <= 2 
multi-val ued 
Date-Last-Examined 
valueclas s: DATES 
derivation: same as Last-Inspection.Inspection-Date 
Oilspills-Involved-In 
valueclas s: INCIDENTS 
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derivati on: subvalue of Incidents-Involved-In 
where is in OILSPILLS 
multi-val ued 
class attribut es: 
Absolute-Top-Legal-Speed 
valueclas s: KNOTS 
Top-Legal-Speed-in-Miles-per-Hour 
valueclas s: MILES-PER-HOUR 
derivati on: =Absolute-Top-Legal-Speed I 1.1 
RURITANIAN-SHIPS 
interclass connection: subclass of SHIPS where 
Country-of-Registry.Country-Name = 
'RURITANIA' 
RURITANIAN-OILTANKERS 
interclass connection: subclass of OILTANKERS where 
Country-of-Registry.Country-Name = 
'RURITANIA' 
MERCHANT-SHIPS 
interclass connection: subclass of SHIPS where 
Type = 'MERCHANT' 
OILSPILLS 
interclass connection: subclass of INCIDENTS where 
Description = 'OIL SPILL' 
member attribut es: 
Amount-Spil l ed 
valueclas s: GALLONS 
Severity 
·valueclas s: GALLONS 
derivati on: Amount-Spilled I 100 000 
class attributes: 
Total-Spilled 
valueclas s: GALLONS 
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derivati on: sum of Amount-Spilled over members of this 
class 
MOST-RECENT-INSPECTIONS 
interclass connection: subclass of INSPECTIONS where 
Order-for-Tanker = 1 
DANGEROUS-CAPTAINS 
interclass connection: subclass of OFFICERS where is a value of 
Involved-Captain of INCIDENTS 
BANNED-SHIPS 
description: s h ips banned from U.S.coastal waters 
interclass connection: subclass of SHIPS wher e specified 
member attribut es: 
Date-Banned 
valueclas s: DATES 
OILTANKERS-REQUIRING-INSPECTION 
interclass connection: subclass of OILTANKERS where specified 
BANNED-OILTANKERS 
interclass connection: subclass of SHIPS where is in 
• 
• 
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BANNED-SHIPS and is in OILTANKERS 
SAFE-SHIPS 
description: ships that are considered good risks 
interclass connection: subclass of SHIPS where is not 
in BANNED-SHIPS 
SHIPS-TO-BE-MONITORED 
description: s h ips that are considered bad risks 
interclass connection: subclass of SHIPS where is in 
BANNED-SHIPS 
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or is in OILTANKERS-REQUIRING-INSPECTION 
SHIPTYPES 
description: t ypes of ships 
interclass connection: grouping of SHIPS on common value of Type 
member attribut es: 
Instances 
descript i on: the instances of the type of ship 
valueclas s: SHIPS 
derivation: same as Contents 
multi-valued 
Number-of-Sh ips-of-this-Type 
valueclas s: INTEGERS 
derivation: number of members in Contents 
CARGOTYPE-GROUPS 
interclass connection: grouping of SHIPS on common value 
of Cargo-Types 
TYPES-OF-HAZARDOUS-SHIPS 
interclass connection: grouping of SHIPS consisting of classes 
BANNED-SHIPS, BANNED-OILTANKERS, 
SHIPS-TO-BE-MONITORED 
CONVOYS 
interclass connection: grouping of SHIPS as specified 
member attribut es: 
Oil tanker-Constituents 
descript i on: the oiltankers that are in the convoy 
(if any) 
valueclas s: SHIPS 
derivation: subvalue of Contents where is in 
OILTANKERS 
multi-val ued 
CARGO-TYPE-NAMES 
description: t he types of cargo 
interclass connection: subclass of STRINGS 
MERCHANT-CARGO-TYPE-NAMES 
interclass connection: subclass of CARGO-TYPE-NAMES where 
specified 
COUNTRY-NAMES 
interclass connection: subclass of STRINGS where specified 
SERIAL-NUMBERS 
interclass connection: subclass of STRINGS where format is 
"H" 
number wher e integer and >= 1 and <= 999 
• 
• 
• 
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"-" 
number where integer and >= 0 and <= 999999 
DATES 
description: calendar dates in the range "1/1/75" 
to "31/12/79" 
interclass connection: subclass of STRINGS where format is 
day: number where >= 1 and <= 31 
"/" 
month: number where >= 1 and <= 12 
"/" 
year: number where >= 1970 and <= 2000 
where (if(month = 4 or= 5 or= 9 or= 11) 
then day <= 30) 
and if (month= 2 then day<= 29)) 
ordering by year, month, day 
ENGINE-TYPE-NAMES 
interclass connection: subclass of STRINGS where specified 
GALLONS 
interclass connection: subclass of STRINGS where format is 
number 
where integer 
HULL-NUMBERS 
interclass connection: subclass of STRINGS where format is 
number 
where integer 
HULL-TYPE-NAMES 
description: single or double 
interclass connection: subclass of STRINGS where specified 
INCIDENT-DESCRIPTIONS 
description: textual description of an accident 
interclass connection: subclass of STRINGS 
KNOTS 
interclass connection: subclass of STRINGS where format is 
number where integer 
MILES-PER-HOUR 
interclass connection: subclass of STRINGS where format is 
number where integer 
PORT-NAMES 
interclass connection: subclass of STRINGS 
PERSON-NAMES 
interclass connection: subclass of STRINGS 
SHIP-NAMES 
interclass connection: subclass of STRINGS 
SHIP-TYPE-NAMES 
description: the names of the ship types, for example 
merchant 
interclass connection: subclass of STRINGS where specified 
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15. APPENDIX E. TERMINAL SESSIONS WITH ADD. 
Below are given two examples of terminal sessions on the ADD 
system. 
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The first shows how a beginner might re-act with the system, the 
latter shows how an experienced user can shorten the process of 
model 
• 
• 
specification • 
User responses are preceded by -> to distinguish them from 
program displays. 
WELCOME. IS THIS THE FIRST TIME YOU 
ARE USING THE A.D.D. SYSTEM? 
WHENEVER I ASK A QUESTION LIKE THIS, 
YOU MUST EITHER TYPE 
YES 
OR TYPE 
NO (YOU MUST ALWAYS PRESS "RETURN" 
WHEN YOU ARE READY FOR ME TO 
REPLY.) 
-> 
DO YOU WISH TO START A NEW SPECIFICATION 
(IF YOUR PREVIOUS TIME WAS UNSUCCESSFUL)? 
->Y 
THIS MEANS WE ARE STARTING A COMPLETELY 
NEW SPECIFICATION,NO DATA EXISTS FROM A 
PREVIOUS SESSION. LET'S BE SURE: 
ARE YOU QUITE HAPPY ABOUT THIS? 
->Y 
A.D.D. IS AN AUTOMATIC DATABASE 
DESIGN SYSTEM. TO GUIDE THE DESIGN, 
YOU WILL BE GIVING LISTS OF: 
• OBJECTS 
PROPERTIES 
SUBTYPES 
& GROUPINGS. 
BEFORE YOU GIVE THESE LISTS, 
IT WILL BE EXPLAINED EXACTLY WHAT 
THESE ARE, USING A SCHOOL EXAMPLE. 
IF AT ANY STAGE YOU ARE IN ANY WAY 
UNSURE OF WHAT TO DO, TYPE 
? 
• 
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AND YOU WILL GET SOME EXPLANATION 
OF WHAT IS REQU I RED. (THESE MUST 
BE TYPED ON A NEW LINE, AS SHOWN ABOVE.) 
WHEN YOU HAVE FI NISHED READING THIS, 
PRESS "RETURN" FOR MORE INFORMATION. 
-> 
WHEN USING THIS PROGRAM THERE ARE 
ONLY 3 THINGS YOU WILL NEED TO DO: 
1) ENTER INFORMATION WHEN ASKED TO DO SO 
(THAT IS, THE 4 LISTS ABOVE,WITH SOME 
DESCRIPTION OF THE ITEMS IN EACH LIST): 
ONLY WORDS IN CAPITAL LETTERS 
ARE "READ" BY THIS PROGRAM, OTHER 
WORDS ARE IGNORED. 
2) · ANSWER A YES/ NO QUESTION, BY TYPING 
YES 
OR BY TYPING 
NO 
OR BY HITTING RETURN,WHICH IS THE SAME AS 
NO 
3) CHOOSE FROM A LIST OF OPTIONS. 
SUCH A LIST WILL APPEAR AFTER THIS 
INTRODUCTION, ASKING WHAT TYPE OF 
INFORMATION YOU WANT TO GIVE. 
SEEING AS THIS I S YOUR FIRST TIME, 
JUST CHOOSE 
ANY OF THESE 
(THE LAST OPTION IN THE LIST) 
AND I WILL PICK ONE FOR YOU, 
UNTIL YOU KNOW ALL THE OPTIONS. 
WELL, I HOPE YOU ENJOY USING A.D.D. 
-> 
WHICH WOULD YOU LIKE TO DO: 
ENTER INFORMAT I ON 
REVIEW INFORMATION 
CHANGE INFORMATION 
TERMINATE 
ANY OF THESE ? 
->A 
I SHALL CHOOSE FOR YOU. 
IF YOU DON'T LIKE MY CHOICE, TYPE 
QUIT 
(ON A NEW LINE) 
PLEASE LIST THE OBJECTS. 
DO YOU WANT TO KNOW HOW TO PROCEED? 
->Y 
AN OBJECT IS SOMETHING THAT EXISTS 
IN YOUR ORGANISA TION, SOMETHING 
CONCRETE (TEACHER,ROOM) OR ABSTRACT(MARK), 
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THAT IS IMPORTANT IN THE ENVIRONMENT 
FOR WHICH THIS DATABASE IS BEING DESIGNED. 
EVENTS ARE ALSO OBJECTS, EG. IN A 
SCHOOL ENVIRONMENT, 
ENROLLING 
IS A RELEVANT OBJECT, INVOLVING 
A PUPIL AND THE SUBJECTS HE TAKES. 
WHEN THE DATABASE EXISTS, THE QUESTIONS 
YOU WILL ASK THE COMPUTER, WILL BE ABOUT 
THESE OBJECTS, EG 
"LIST ALL TEACHERS" 
"WHAT IS THE HIGHEST MARK?" 
ETC.DO YOU WANT TO KNOW MORE ABOUT THIS? 
->NO 
NOW, PLEASE GIVE AS MANY RELEVANT 
OBJECTS AS POSSIBLE, THEN TYPE 
QUIT 
->there are STUDENTS taking COURSES given by LECTURERS 
also MARKS 
->QUIT 
WOULD YOU LIKE TO GIVE DETAILS ON MARKS 
REPLY YES/NO OR "QUIT" 
->N 
->WOULD YOU LIKE TO GIVE DETAILS ON LECTURERS 
REPLY YES/NO OR "QUIT" 
->Y 
WHAT DOES THIS MEAN EXACTLY? GIVE 
A BRIEF STATEMENT ,ENDING WITH 
I 
OR IF IT IS OBVIOUS, JUST TYPE 
->? 
THE MEANING IS SOMETHING TO TELL 
EXACTLY WHAT THIS OBJECT IS. 
EG . FOR STUDENT, MEANING COULD BE: 
ANYONE REGISTERED AT UCT THIS YEAR, 
PART- OR FULL-TIME! 
->ACADEMIC STAFF! 
GIVE THE (LIST OF) PROPERTIES 
TO IDENTIFY SUCH AN OBJECT UNIQUELY 
GIVE PROPERTY NAME 
->NAME 
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ERROR.NO SUCH AT TRIBUTE 
AT PRESENT. WOULD YOU LIKE TO RESUBMIT? 
REPLY "YES" OR "NO" 
->NO 
ANY MORE PROPERT I ES? 
->NO 
IS THERE ANOTHE WAY TO IDENTIFY THE LECTURERS 
->NO 
CAN TWO OF THESE OBJECTS 
ALWAYS BE DISTINGUISHED FROM EACH OTHER? 
->? 
IF DUPLICATES ARE ALLOWED FOR AN OBJECT, 
IT MEANS MORE THAN ONE SUCH OBJECT 
CAN HAVE THE EXACT SAME IDENTIFIER. 
THAT IS, THERE CAN BE 2 SUCH OBJECTS 
HAVING ALL THEIR PROPERTIES IDENTICAL. 
EG. DUPLICATES SHOULD NOT BE ALLOWED 
FOR STUDENTS 
BUT DUPLICATES ARE ALLOWED FOR MARKS. 
->X 
ERROR. ONLY ANSWER "YES" OR "NO" 
->NO 
WOULD YOU LIKE TO GIVE DETAILS ON COURSES 
REPLY YES/NO OR "QUIT" 
->QUIT 
1 
WHICH WOULD YOU LIKE TO DO: 
ENTER INFORMAT I ON 
REVIEW INFORMATION 
CHANGE INFORMATION 
TERMINATE 
ANY OF THESE ? 
e ->A 
I SHALL CHOOSE FOR YOU. 
IF YOU DON'T LIKE MY CHOICE, TYPE 
QUIT 
(ON A NEW LINE ) 
PLEASE LIST THE PROPERTIES. 
DO YOU WANT TO K OW HOW TO PROCEED? 
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->Y 
A PROPERTY IS SOMETHING 
THAT DESCRIBES AN OBJECT, 
SUBTYPE OR GROUP I NG; EG. 
NAME, AGE, SIZE ETC. 
DO YOU WANT TO KNOW MORE ABOUT THIS? 
->UES 
ERROR. ONLY ANSWER "YES" OR "NO" 
->YES 
A PROPERTY IS A QUALITY THAT 
AN OBJECT POSSESSES. FOR EXAMPLE, 
THE OBJECT PUPIL HAS PROPERTIES 
NAME, AGE, SUBJ ECT, MARKS-GAINED,ETC. 
WHEN YOU ASK .FOR DATA FROM THE COMPUTER 
ABOUT AN OBJECT , IT IS THE VALUES 
OF ITS PROPERTIES THAT YOU ARE WANTING. 
- PROPERTIES ARE USUALLY NUMBER(S) OR 
WORD(S), BUT OFTEN THE PROPERTY OF 
ONE OBJECT IS I TSELF AN OBJECT IN THE 
DATABASE. 
E.G. MARKS-GAINED HAS AS ITS VALUE(S) 
SOME OF THE MARK OBJECT(S) IN THE DATABASE. 
NOW, GIVE AS MANY RELEVANT 
PROPERTIES AS POSSIBLE, THEN TYPE 
QUIT 
-> NAME MARKGAINED AGE 
->QUIT 
WOULD YOU LIKE TO GIVE DETAILS ON AGE 
REPLY YES/NO OR "QUIT" 
->Y 
IS THIS A PROPERTY OF THE DATABASE AS A WHOLE, 
(AND NOT A PROPERTY OF INDIVIUAL OBJECTS)? 
->? 
AS AN EXAMPLE, NUMBER-OF-PUPILS IS NOT 
A PROPERTY OF AN INDIVIDUAL PUPIL; IT 
IS A PROPERTY OF THE DATABASE ITSELF,VIZ: 
HOW MANY PUPILS ARE STORED ON THE DATABASE. 
OTHER EXAMPLES:AVERAGE-AGE,TOTAL-FEES. 
HENCE THIS PROPERTY APPLIES TO 
THE DATABASE AS A WHOLE, WHILE OTHERS 
LIKE MARK-GAINED APPLY 
TO INDIVIDUAL OBJECTS. 
PROPERTIES OF THE DATABASE 
AS A WHOLE ARE ONES THAT 
WILL ONLY HAVE ONE VALUE, 
AT ALL TIMES. 
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THIS IS DIFFERENT FROM 
ORDINARY PROPERT I ES, WHICH 
APPLY TO SEVERAL OBJECTS, EG. 
NAME OCCURS SEVERAL TIMES, 
ONCE FOR EVERY PUPIL IN THE 
DATABASE.SO, NOW TELL ME: 
IS THIS PROPERTY APPLICABLE 
TO THE DATABASE AS A WHOLE? 
->DONT THINK SO 
ERROR. ONLY ANSWER "YES" OR "NO" 
->NO 
WHAT IS THE MEANI NG OF THIS PROPERTY? 
GIVE A BRIEF DESCRIPTION, 
ENDING WITH AN EXCLAMATION MARK: 
I 
IF IT IS OBVIOUS , JUST TYPE 
->! 
WHAT OBJECTS HAVE THIS PROPERTY? 
GIVE THE OBJECT NAME PLEASE. 
GIVE NAME 
->? 
THIS TELLS WHAT OBJECTS 
HAVE THIS PROPERTY. EG. MAXIMUM-MARK: 
THIS IS A PROPERTY OF THE OBJECT EXAM. 
WHAT IS WANTED I S: WHAT 
OBJECTS/SUBTYPES/ GROUPINGS 
HAVE THIS PROPERTY. E.G 
PROPERTY NAME COULD BE A 
PROPERY OF SUBTYPE TEACHER, 
OF SUBTYPE PUPIL , OR OF 
OBJECT SUBJECT. SO PLEASE 
TELL ME WHICH PARTICULAR OBJ ECT 
THIS PROPERTY BELONGS TO 
->STUDNTS 
NO SUCH THING EXI STS YET 
I S YOUR SPELLING CORRECT? "YES"/"NO" 
• ->NO 
GIVE NAME 
->STUDENTS 
WHAT KIND OF VALUE(S) 
WILL THIS PROPERTY TAKE ON: 
COULD BE REAL/BOOLEAN/STRINGS/INTEGER, 
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OR COULD BE SOME (OTHER) OBJECT 
IN THE DATABASE. 
->? 
VALUE TYPE: WHAT KIND OF VALUES 
THIS PROPERTY HAS. A VALUE CAN BE A 
INTEGER (EG. 1 3 27) 
OR REAL(NUMBER WITH A FRACTION) OR 
STRING (ANY CHARACTERS EG SMITH, R2D2) 
BOOLEAN ("YES" OR "NO"; NOTHING ELSE) 
OR IT CAN BE SOME (OTHER) OBJECT 
IN THE DATABASE 
(MANY PROPERTIES HAVE 
AS THEIR VALUE, OTHER OBJECTS 
OR SUBTYPES IN THE DATABASE: 
SUCH AS SUBJECTS-TAKEN, 
REGISTER-CLASS-T EACHER, ETC.) 
->INTEGER 
e HOW MANY VALUES WILL THE PROPERTY HAVE? 
ANSWER 1 , IF EAC H OBJECT HAS NO MORE 
->1 
THAN ONE VALUE FOR THIS PROPERTY 
M, IF MANY VALUES(ANY NUMBER OF VALUES 
IS POSSIBLE) 
V, IF VARI ES BETWEEN 2 LIMITS, 
EG. FROM 1 TO 3 VALUES 
CAN THIS PROPERTY HAVE NO VALUE AT ALL, 
IN SOME CIRCUMSTANCES? 
->? 
e A PROPERTY MAY HAVE 
NO VALUE AT ALL: 
MEANS IT CAN BE BLANK. 
EXAMPLE: PHONE-NUMBER. 
IF SUBJECT-TAUGHT IS A PROPERTY OF 
TEACHER, IT CANNOT BE BLANK. 
CAN THIS PROPERTY BE BLANK? 
THIS MEANS YOU CAN NEVER SAY SOMEONE 
IS A TEACHER, UNLESS YOU SAY WHAT 
SUBJECT HE TEACHES. 
->NO 
IS IT REASONABLE TO ASSUME THAT THIS 
PROPERTY IS ALLOWED TO CHANGE ITS 
VALUE ,IN TIME? 
(AN EXCEPTION: BI RTHDATE) 
->YES 
-225 
• 
• 
• 
APPENDIX E. Termi nal Sessions with ADD 
CAN THIS PROPERTY HAVE 
THE SAME VALUE 
AT MORE THAN 1 PLACE IN THE DATABASE? 
->? 
A PROPERTY IS UNI QUE IF, 
THROUGHOUT THE WHOLE DATABASE, 
THIS PROPERTY NEVER HAS THE SAME 
VALUE IN MORE THAN ONE PLACE; 
OTHERWISE, IT CAN HAVE THE 
SAME VALUE AT MORE THAN 1 
PLACE IN THE DATABASE. (EG. IF ROOM-NUMBER IS A PROPERTY OF 
CLASSROOM, IT IS UNIQUE, 
NO MORE THAN ONE CLASSROOM 
CAN HAVE A SPECIFIC ROOM-NUMBER. 
CAN THIS PROPERTY HAVE THE SAME 
VALUE AT MORE THAN ONE PLACE 
IN THE DATABASE? 
->YES 
DOES THIS PROPERTY 
EXHAUST ITS VALUE CLASS? 
->? 
EXHAUSTING VALUE CLASS: 
EXAMPLE: IF SUBJECT-TAUGHT IS 
A PROPERTY OF TEACHERS, 
THEN SUBJECT-TAUGHT EXHAUSTS ITS 
VALUE CLASS SINCE EVERY SUBJECT MUST BE 
TAUGHT BY SOMEONE! I.E. EVERY SUBJECT 
MUST BE THE SUBJECT-TAUGHT BY SOME TEACHER. 
DOES THIS PROPERTY 
e EXHAUST ITS VALUECLASS? 
->NO 
IS THE INVERSE PART OF THE DATABASE? 
->? 
AN INVERSE IS ONE OF A PAIR 
OF REFERENCES TO THE SAME THING. 
e EXMAPLE: SUBJECTS-TAUGHT(PROPERTY OF 
TEACHER) AND TEACHERS-HEREOF 
(PROPERTY OF SUBJECT) ARE INVERSES. 
IS THE INVERSE OF THIS 
PROPERTY IMPORTANT? 
->NO 
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WHAT IS ITS DERIVATION?: 
NONE 
SAME 
EXPRESSION 
IF IN SUBTYPE 
MATCH 
OTHER ? 
->? 
>>>DERIVATIONS: USUALLY NONE! 
BUT IN SPECIAL CASES, IT COULD BE THAT 
THE PROPERTY YOU ARE CONSIDERING IS: 
- THE SAME AS ANOTHER PROPERTY 
- IF THE OBJECT IS IN A PARTICULAR 
SUBTYPE OR NOT 
- IF IT MATCHES TO ANOTHER PROPERTY 
- EXPRESSION: ARITHMETIC EXPRESSION 
INVOLVING OTHER PROPERTIES , EG 
MARK1 + MARK2 I 2 
- OTHER: THIS IS IF ITS DERIVATION 
IS ONE OF THE OTHER DERIVATIVES 
(YOU PROBABLY DON'T KNOW ABOUT 
THESE YET!) 
->N 
WOULD YOU LIKE TO GIVE DETAILS ON MARKGAINED 
REPLY YES/NO OR "QUIT" 
->QUIT 
WHICH WOULD YOU LIKE TO DO: 
ENTER INFORMAT I ON 
REVIEW INFORMATION 
CHANGE INFORMATION 
TERMINATE 
• ANY OF THESE ? 
I· 
->R 
DO YOU WANT TO KNOW HOW TO GO ABOUT 
REVIEWING THINGS? 
->YES 
REVIEWING LETS YOU LOOK AT 
INFORMATION ALREADY GIVEN. 
GIVE THE NAMES OF THE THINGS 
THAT YOU WANT TO SEE 
ONE AT A TIME. 
DO YOU WANT MORE INFORMATION? 
->NO 
WHAT ARE YOU CONCERNED WITH: 
(ENTER ONE AT A TIME PLEASE) 
- - - -: -- -----~---- ------- :r -- ---- :-
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->LECTURERS 
OBJECT: LECTURERS 
MEANING: ACADEMIC STAFF 
DUPLICATES ALLOWED 
IDENTIFIABLE BY: 
1 ) 
NAME 
WOULD YOU LIKE TO REVIEW ANYTHING ELSE? 
->YES 
->AGE 
PROPERTY NAME: AGE 
CANNOT BE BLANK 
NO OVERLAP ALLOWED 
EXHAUSTS VALUE CLASS 
NO. OF VALUES: 
A PROPERTY OF OBJ ECT: 
WHICH HAS VALUES THAT 
1 
STUDENTS 
ARE INTEGER 
WOULD YOU LIKE TO REVIEW ANYTHING ELSE? 
->NO 
WHICH WOULD YOU LIKE TO DO: 
ENTER INFORMAT I ON 
REVIEW INFORMATION 
CHANGE INFORMATION 
TERMINATE 
ANY OF THESE ? 
->T 
ARE YOU 
LEAVING 
FINISHING 
DROPPING THIS RUN 
ANY OF THESE ? 
->? 
• LEAVING IS WHAT YOU DO IF 
YOU HAVE NOT COMPLETED YOUR 
DATABASE SPECIFICATION ALTOGETHER, 
BUT WISH TO LEAVE OFF FOR A WHILE, 
TO CONTINUE WITH IT SOME OTHER TIME. 
FINISHING IS WHA T HAPPENS WHEN YOU 
ARE QUITE CERTAIN THAT YOU HAVE 
ABSOLUTELY NO MORE INFORMATION TO GIVE 
AND YOU WISH TO END THE SPECIFICATION (FOREVER) 
-228 
• 
• 
APPENDIX E. Terminal Sessions with ADD 
DROPPING A RUN MEANS THAT EVERY THING 
YOU ENTERED DURING THIS PARTICULAR 
RUN OF THE PROGRAM WILL BE ABANDONED. 
DO THIS IF YOU WANT TO STOP BECAUSE 
YOU HAVE MADE TOO MANY BAD ERRORS. 
ANY OF THESE- IF YOU DON'T 
WANT TO CHOOSE FROM THE ABOVE, 
TYPE THIS. 
->LLEAVING 
I WOULD LIKE TO BE SURE I HAVE AS 
COMPLETE A DESCRIPTION AS 
POSSIBLE OF ALL 
THIS NEW INFORMATION. 
CAN WE GO THROUGH AND FILL IN DETAILS 
WHERE NECESSARY ? 
->NO I HAVE TO RUN! 
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WELCOME. IS THIS THE FIRST TIME YOU 
ARE USING THE A.D.D. SYSTEM? 
WHENEVER I ASK A QUESTION LIKE THIS, 
YOU MUST EITHER TYPE 
YES 
OR TYPE 
NO 
(YOU MUST ALWAYS PRESS 11 RETURN 11 
WHEN YOU ARE READY FOR ME TO 
REPLY.) 
->Y 
THIS MEANS WE ARE STARTING A COMPLETELY 
NEW SPECIFICATION,NO DATA EXISTS FROM A 
PREVIOUS SESSION . LET'S BE SURE: 
ARE YOU QUITE HA PPY ABOUT THIS? 
->Y 
A.D.D. IS AN AUTOMATIC DATABASE 
DESIGN SYSTEM. TO GUIDE THE DESIGN, 
YOU WILL BE GIVING LISTS OF: 
OBJECTS 
PROPERTIES 
SUBTYPES 
& GROUPINGS. 
BEFORE YOU GIVE THESE LISTS, 
IT WILL BE EXPLAINED EXACTLY WHAT 
THESE ARE, USING A SCHOOL EXAMPLE. 
IF AT ANY STAGE YOU ARE IN ANY WAY 
UNSURE OF WHAT TO DO, TYPE 
? 
AND YOU WILL GET SOME EXPLANATION 
OF WHAT IS REQUI RED. (THESE MUST 
BE TYPED ON A NEW LINE, AS SHOWN ABOVE.) 
WHEN YOU HAVE FI NISHED READING THIS, 
PRESS 11 RETURN 11 FOR MORE INFORMATION. 
-> 
WHEN USING THIS PROGRAM THERE ARE 
ONLY 3 THINGS YOU WILL NEED TO DO: 
1 ) ENTER INFORMATION vlHEN ASKED TO DO SO 
(THAT IS, THE 4 LISTS ABOVE,WITH SOME 
DESCRIPTION OF THE ITEMS IN EACH LIST): 
ONLY WORDS IN CAPITAL LETTERS 
ARE 11 READ 11 BY THIS PROGRAM, OTHER 
WORDS ARE IGNORED. 
2) ANSWER A YES / NO QUESTION, BY TYPING 
YES 
OR BY TYPING 
NO 
OR BY HITTING RETURN,WHICH IS THE SAME AS 
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NO 
3) CHOOSE FROM A LIST OF OPTIONS. 
SUCH A LIST WILL APPEAR AFTER THIS 
INTRODUCTION, ASKING WHAT TYPE OF 
INFORMATION YOU WANT TO GIVE. 
SEEING AS THIS I S YOUR FIRST TIME, 
JUST CHOOSE 
ANY OF THESE 
(THE LAST OPTION IN THE LIST) 
AND I WILL PICK ONE FOR YOU, 
UNTIL YOU KNOW ALL THE OPTIONS . 
WELL, I HOPE YOU ENJOY USING A.D.D. 
-> 
WHICH WOULD YOU LIKE TO DO: 
ENTER INFORMATI ON 
REVIEW INFORMATION 
CHANGE INFORMATION 
TERMINATE 
ANY OF THESE ? 
->0 
DO YOU WANT TO KNOW HOW TO PROCEED? 
->N 
NOW, PLEASE GIVE AS MANY RELEVANT 
OBJECTS AS POSSIBLE, THEN TYPE 
QUIT 
->SHIPS INSPECTIONS COUNTRIES ASSIGNMENTS INCIDENTS OFFICERS 
ENGINES 
->Q 
WOULD YOU LIKE TO GIVE DETAILS ON ENGINES 
REPLY YES/NO OR "QUIT" 
->Q 
WHICH WOULD YOU LIKE TO DO: 
ENTER INFORMAT I ON 
REVIEW INFORMATION 
CHANGE INFORMATION 
TERMINATE 
ANY OF THESE ? 
->S 
DO YOU WANT TO K OW HOW TO PROCEED? 
->N 
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NOW PLEASE GIVE AS MANY 
RELEVANTS SUBTYPES AS POSSIBLE,THEN TYPE 
QUIT 
-232 
->OILTANKERS RURITANIANSHIPS RURITANIANOILTANKERS MERCHANTSHIPS 
BANNEDSHIJ?S 
->OILSPILLS SAFESHIPS MOSTRECENTINSPECTIONS DANGEROUSCAPTAINS 
->OILTANKERSREQUIRINGINSPECTION SHIPSTOBEMONITORED 
BANNEDOILTANKERS 
->Q GDO YOU WANT TO KNOW HOW TO PROCEED? 
->N 
NOW PLEASE GIVE AS MANY 
• RELEVANT GROUPINGS AS POSSIBLE,THEN TYPE 
QUIT 
• 
• 
->SHIPTYPEGROUPS CARGOTYPEGROUPS TYPESOFHAZARDOUSSHIPS CONVOYS 
->QUIT P 
DO YOU WANT TO K OW HOW TO PROCEED? 
->N 
NOW, GIVE AS MANY RELEVANT 
PROPERTIES AS PO SIBLE, THEN TYPE 
QUIT 
->SHIPS SHIPNAME HULLNUMBER TYPE COUNTRYOFREGISTRY NAMEOFHOMEPORT 
CARGOTYPES 
->CAPTAIN SHIPENGINES INCIDENTSINVOLVEDIN INSPECTIONS 
TANKERINSPECTED 
->INSPECTIONDATE ORDERFORTANKER NUMBEROFINSPECTIONS COUNTRIES 
COUNTRYNAME 
->SHIPSREGISTEREDHERE OFFICERS OFFICERNAME COUNTRYOFLICENCE 
DATECOMMISSIONED 
->SENIORITY COMMANDER SUPERIORS SUBORDINATES CONTACTS ENGINES 
SERIALNUMBER 
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->KINDOFENGINE I NCIDENTS INVOLVEDSHIP INCIDENTDATE DESCRIPTION 
INVOLVEDCAPTAIN 
->ASSIGNMENTS SHI P OFFICER OILTANKERS HULLTYPE ISTANKERBANNED 
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->INSPECTIONSOFTHISTANKER NUMBEROFTIMESINSPECTED LASTINSPECTION 
->LASTTWOINSPECT I ONS DATELASTEXAMINED OILSPILLSINVOLVEDIN 
ABSOLUTETOPLEGALSPEED 
->TOPLEGALSPEEDINMILESPERHOUR OILSPILLS AMOUNTSPILLED SEVERITY 
TOTALSPILLED 
e ->BANNEDSHIPS DATEBANNED SHIPTYPEGROUPS INSTANCES 
NUMBEROFSHIPSOFTHISTYPE 
->CONVOYS OILTANKERCONSTITUENTS 
->Q L 
I WOULD LIKE TO BE SURE I HAVE AS 
COMPLETE A DESCRI PTION AS 
POSSIBLE OF ALL 
.THIS NEW INFORMATION. 
CAN WE GO THROUGH AND FILL IN DETAILS 
WHERE NECESSARY ? 
->Y 
AT ANY TIME, IF YOU WANT TO GO, 
YOU CAN DO SO BY TYPING 
QUIT 
TYPE "QUIT" TO GO,ELSE HIT "RETURN" 
• ->N 
• 
WOULD YOU LIKE TO GIVE DETAILS ON ENGINES 
REPLY YES/NO OR "QUIT" 
->Y 
WHAT DOES THIS MEAN EXACTLY? GIVE 
A BRIEF STATEMENT , ENDING WITH · 
• 
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OR IF I~ IS OBVI OUS, JUST TYPE 
->SHIP ENGINES! 
GIVE THE (LIST 0 ) PROPERTIES 
TO IDENTIFY SUCH AN OBJECT UNIQUELY 
GIVE PROPERTY NAME 
->SERIALNUMBER 
ANY MORE PROPERTIES? 
->N 
IS THERE ANOTHER WAY TO IDENTIFY THE ENGINES 
->N 
CAN TWO OF THESE OBJECTS 
ALWAYS BE DISTINGUISHED FROM EACH OTHER? 
->Y 
WOULD YOU LIKE TO GIVE DETAILS ON OFFICERS 
REPLY YES/NO OR "QUIT" 
->Y 
WHAT DOES THIS MEAN EXACTLY? GIVE 
A BRIEF STATEMENT ,ENDING WITH 
I 
OR IF IT IS OBVIOUS, JUST TYPE 
I 
• ->ALL CERTIFIED OFFICERS OF SHIPS! 
GIVE THE (LIST OF ) PROPERTIES 
TO IDENTIFY SUCH AN OBJECT UNIQUELY 
GIVE PROPERTY NAME 
->OFFICERNAME 
ANY MORE PROPERTIES? 
->N 
IS THERE ANOTHE WAY TO IDENTIFY THE OFFICERS 
->N 
CAN TWO OF THESE OBJECTS 
ALWAYS BE DISTINGUISHED FROM EACH OTHER? 
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->Y 
WOULD YOU LIKE TO GIVE DETAILS ON INCIDENTS 
REPLY YES/NO OR "QUIT " 
->Y 
...... This process continues 
I NEED DATA ON SOME GROUPINGS 
TYPE "QUIT" TO GO,ELSE HIT "RETURN" 
->N 
WOULD YOU LIKE TO GIVE DETAILS ON CONVOYS 
REPLY YES/NO OR "QUIT" 
->Y 
THE MEANING OF A GROUPING IS 
A CONCISE STATEMENT OF WHAT 
THAT GROUPING REFERS TO. 
ENTER THE MEANING, ENDING WITH A 
OR, IF IT IS OBVIOUS, JUST TYPE 
I 
->! 
WHAT IS THE DEFINITION 
WHEREBY WE GROUP THE OBJECTS: 
SPECIFIABLE BY USER 
COMMON VALUE OF SOME PROPERTY 
LIST OF OBJECT TYPES ? 
->S 
WHAT KIND OF OBJ ECT OR SUBTYPE WILL BE 
GROUPED ? 
GIVE NAME 
->SHIPS 
WOULD YOU LIKE TO GIVE DETAILS ON TYPESOFHAZARDOUSSHIPS 
REPLY YES/NO OR "QUIT" 
• ->Y 
THE MEANING OF A GROUPING IS 
A CONCISE STATEMENT OF WHAT 
THAT GROUPING REFERS TO. 
ENTER THE MEANING, ENDING WITH A 
OR, IF IT IS OBV I OUS, JUST TYPE 
I 
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->! 
WHAT IS THE DEFINITION 
WHEREBY WE GROUP THE OBJECTS: 
SPECIFIABLE BY USER 
COMMON VALUE OF SOME PROPERTY 
LIST OF OBJECT TYPES ? 
->L 
WHAT KIND OF OBJ ECT OR SUBTYPE WILL BE 
GROUPED? 
GIVE NAME 
->SHIPS 
WHAT OBJECT TYPES ARE THERE 
IN THE LIST? 
ENTER THESE ONE BY ONE. 
GIVE NAME 
->BANNEDSHIPS 
ANY MORE OBJECTS? 
->Y 
GIVE NAME 
->BANNEDOILTANKERS 
ANY MORE OBJECTS? 
->Y 
GIVE NAME 
• ->SHIPSTOBEMONITORED 
ANY MORE OBJECTS? 
->N 
WOULD YOU LIKE TO GIVE DETAILS ON CARGOTYPEGROUPS 
REPLY YES/NO OR "QUIT" 
->Y 
THE MEANING OF A GROUPING IS 
• A CONCISE STATEMENT OF WHAT 
THAT GROUPING REFERS TO. 
• 
ENTER THE MEANING , ENDING WITH A 
I 
OR, IF IT IS OBV I OUS , JUST TYPE 
I 
->! 
WHAT IS THE DEFINITION 
-236 
- ~- - -
.. • - - ~ - -- - ~- ... - ,...... • .o.L.O ... __ -""~""" _,_,....___ ................. ~ ...... ,..,..,~-.._ ..... ~ "'"""~~-~ ... ____ ,_ ~~. 
• 
• 
• 
• 
APPENDIX E . Termi nal Sessions with ADD 
WHEREBY WE GROUP THE OBJECTS: 
SPECIFIABLE BY USER 
COMMON VALUE OF SOME PROPERTY 
LIST OF OBJECT TYPES ? 
->C 
WHAT KIND OF OBJ ECT OR SUBTYPE WILL 
GROUPED ? 
GIVE NAME 
->SHIPS 
WHICH PROPERTIES MUST BE USED 
TO FORM THE GROUPS: ENTER ONE BY ONE 
GIVE PROPERTY NAME 
->CARGOTYPES 
ANY MORE PROPERT I ES? 
->N 
BE 
WOULD YOU LIKE TO GIVE DETAILS ON SHIPTYPEGROUPS 
REPLY YES/NO OR "QUIT" 
->Y 
THE MEANING OF A GROUPING IS 
A CONCISE STATEMENT OF WHAT 
THAT GROUPING REFERS TO. 
ENTER THE MEANING, ENDING WITH A 
OR, IF IT IS OBV I OUS, JUST TYPE 
I 
->TYPES OF SHIPS ! 
WHAT IS THE DEFINITION 
WHEREBY WE GROUP THE OBJECTS: 
SPECIFIABLE BY USER 
COMMON VALUE OF SOME PROPERTY 
LIST OF OBJECT TYPES ? 
->C 
WHAT KIND OF OBJ ECT OR SUBTYPE WILL BE 
GROUPED ? 
GIVE NAME 
->SHIPS 
WHICH PROPERTY MUST BE USED 
TO FORM THE GROUPS: ENTER ONE BY ONE 
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G I V E  P R O P E R T Y  N A M E  
- > T Y P E  
A N Y  M O R E  P R O P E R T I E S ?  
- > N  
I  N E E D  D A T A  O N  S O M E  S U B T Y P E S  
T Y P E  " Q U I T "  T O  G O , E L S E  H I T  " R E T U R N "  
- > N  
W O U L D  Y O U  L I K E  T O  G I V E  D E T A I L S  O N  B A N N E D O I L T A N K E R S  
R E P L Y  Y E S / N O  O R  " Q U I T "  
- > Q  
I  N E E D  D A T A  O N  S O M E  V A L U E  T Y P E S  
T Y P E  " Q U I T "  T O  G O , E L S E  H I T  " R E T U R N "  
- > Q  
- 2 3 8  
•  
A P P E N D I X  F .  R e l a t i o n  S c h e m e  G e n e r a t e d  
1 6 .  A P P E N D I X  F .  R E L A T I O N  S C H E M E  G E N E R A T E D  B Y  A D D .  
R E L A T I O N  1  
T Y P E  6  
C O U N T R Y O F R E G I S T R Y  
S H I P S R E G I S T E R E D H E R E  
R E L A T I O N  2  
T Y P E  2  
C A R G O  T Y P E S  
S H I P S #  
R E L A T I O N  3  
T Y P E  2  
S H I P E N G I N E S  
S H I P S #  
R E L A T I O N  4  
T Y P E  5  
I N C I D E N T S I N V O L V E D I N  
I N V O L V E D S H I P  
R E L A T I O N  5  
T Y P E  6  
T A N K E R I N S P E C T E D  
I N S P E C T I O N S O F T H I S T A N K E R  
R E L A T I O N  6  
T Y P E  1 2  
I N S P E C T I O N S #  
O R D E R F O R T A N K E R  
O F F I C E R S #  
S E N I O R I T Y  
R E L A T I O N  7  
T Y P E  1 2  
R E L A T I O N  8  
T Y P E  4  
S U P E R I O R S  
S U B O R D I N A T E S  
C O N T A C T S  
O F F I C E R S #  
R E L A T I O N  9  
T Y P E  2  
R E L A T I O N  1 0  
C O U N T R I E S #  
S H I P S #  
S T R I N G S  
I N T E G E R  
E N G I N E S #  
I N T E G E R  
I N C I D E N T S #  
S H I P S #  
O I L T A N K E R S #  
I N S P E C T I O N S #  
I N T E G E R  
I N T E G E R  
I N T E G E R  ,  
I N T E G E R  
O F F I C E R S #  
O F F I .C E R S #  
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T Y P E  2  
L A S T T W O I N S P E C T I O N S  
O I L T A N K E R S #  
R E L A T I O N  1 1  
T Y P E  3  
L A S T I N S P E C T I O N  
D A T E L A S T E X A M I N E D - Y E A R  
D A T E L A S T E X A M I N E D - M O N T H  
D A T E L A S T E X A M I N E D - D A Y  
R E L A T I O N  1 2  
T Y P E  2  
O I L S P I L L S I N V O L V E D I N  
O I L T A N K E R S #  
R E L A T I O N  1 3  
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I N S P E C T I O N S #  
I N T E G E R  
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I N T E G E R  
I N T E G E R  
I N T E G E R  
I N C I D E N T S #  
I N T E G E R  
Q E N T R Y #  :  I N T E G E R  
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T Y P E  1 2  
O I L S  P I L L S #  
S E V E R I T Y  
R E L A T I O N  1 5  
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I N S T A N C E S  
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R E L A T I O N  1 6  
T Y P E  2  
O I L T A N K E R C O N S T I T U E N T S  
C O N V O Y S #  
R E L A T I O N  1 7  
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H U L L N U M B E R  
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R E L A T I O N  1 9  
T Y P E  1  
I N T E G E R  
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T A N K E R I N S P E C T E D  :  O I L T A N K E R S #  
I N S P E C T I O N D A T E - Y E A R  
:  I N T E G E R  
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R E L A T I O N  2 4  
T Y P E  1  
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O F F I C E R S #  :  I N T E G E R  * K E Y *  
C O U N T R Y O F L I C E N C E  :  C O U N T R I E S #  
D A T E C O M M I S S I O N E D - Y E A R  :  I N T E G E R  
D A T E C O M M I S S I O N E D - M O N T H  :  I N T E G E R  
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1 7 .  A P P E N D I X  G .  S T R U C T U R E  O F  T H E  N E T W O R K  S Y N T HE S I S E D .  
T h i s  d i a g r a m  s h o w s  t h e  s t r u c t u r e  o f  t h e  n e t w o r k  g e n e r a t e d  b y  A D D  
f o r  t h e  S D M  m o d e l  i n  A p p e n d i x  D .  F o r  c l a r i t y ,  t h e  n a m e s  o f  t h e  
s e t s  h a v e  b e e n  o m i t t e d ;  t h e  " o r i g i n a l "  r e c o r d  n a m e s  a r e  g i v e n ,  n o t  
t h e  6 - c h a r a c t e r  v e r s i o n s ;  s e t s  c o n n e c t i n g  Q E N T R Y  t o  a n o t h e r  r e c o r d  
f o r  c l a s s  a t t r i b u t e s  a n d  " o r d e r i n g s " ,  a r e  n o t  s h o w n .  T h e s e  l i n k  
Q E N T R Y  t o  O I L T A N K E R S ,  O I L S P I L L S ,  O F F I C E R S  a n d  I N S P E C T I O N S .  
I N C I D E N T S  
O I L S P I L L S  
O I L  T A N K E R S  
T Y P E S  O F  
H A Z A R D O U S  
S H I P S  
C A R G O T Y P E  
G R O U P S  
C A R G O E S  
I N S P E C T I O N S  
A P P E N D I X  H .  S c h e m a  G e n e r a t e d  b y  A D D  
1 8 .  A P P E N D I X  H .  S C H E M A  G E N E R A T E D  B Y  A D D .  
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D A T A  D I V I S I O N  
D A T A - N A M E  S E C T I O N  
0 1  Q E N T A K  
0 1  Q E N T A N  
U S A G E  I S  A R E A - K E Y  
U S A G E  I S  A R E A - N A M E  
A R E A  S E C T I O N  
A R E A  N A M E  I S  Q A R E A A  
M O D E  I S  D A T A  
A L L O C A T E  1 0 0  
P A G E S  
1 0  O V E R F L O W  A T  E N D  
1  O V E R F L O W  E V E R Y  9  D A T A  
E X P A N D A B L E  T O  3 0 0  
P A G E S  A R E  2 8 0  W O R D S  
L O A D  I S  7 5  P E R C E N T  
R E C O R D  S E C T I O N  
R E C O R D  N A M E  I S  B N N D S H  
L O C A T I O N  V I A  S H I B N N  S E T  
1 0  D T B N N D  
C H E C K  
P R O C E D U R E  
D A T E Z H  
2 0  D T B N - D  
2 0  D T B N - M  
2 0  D T B N - Y  
P I C  9 (  2 )  
U S A G E  I S  C O M P  
P I C  9 (  2 )  
U S A G E  I S  C O M P  
P I C  9 (  4 )  
U S A G E  I S  C O M P  
R E C O R D  N A M E  I S  C O N T R S  
* C O U N T R I E S  O F  R E G I S T R Y  F O R  
L O C A T I O N  V I A  Q S Y S T D  
1 0  C N T R Y N  P I C  X (  
S H I P S  
S E T  
2 4 )  
R E C O R D  N A M E  I S  C O N V Y S  
L O C A T I O N  V I A  Q S Y S T E  S E T  
1 0  C O N V Y U  P I C  9 (  1 )  
U S A G E  I S  C O M P  
R E C O R D  N A M E  I S  C R G T Y P  
L O C A T I O N  V I A  C R G T Y R  
1 0  C R G T Y Q  P I C  X (  
* T H E  T Y P E ( S )  O F  C A R G O  T H E  
R E C O R D  N A M E  I S  C R G T Y S  
L O C A T I O N  V I A  Q S Y S T F  
1 0  C R G T Y T  P I C  X (  
* T H E  T Y P E ( S )  O F  C A R G O  T H E  
R E S U L T  
S E T  
1 8 )  
S H I P S  C A N  C A R R Y  
S E T  
1 8 )  
S H I P S  C A N  C A R R Y  
P R O C E D U R E  Q E Q U A L  
S E T  C R G C R G  
M E M B E R  C R G T Y P  
U S I N G  C R G T Y Q  
C H E C K  
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*  
V A L U E  
N O T  
N U L L  
R E C O R D  N A M E  I S  E N G I N S  
*  S H I P  E N G I N E S  
L O C A T I O N  V I A  Q S Y S T G  S E T  
1 0  K N D F N G  P I C  X (  3 )  
1 0  S R L N M B  
2 0  S R L N - H  
2 0  S R L N - I  
2 0  S R L N - N  
2 0  S R L N - 0  
C H E C K  
P R O C E D U R E  
E N G I N U  
P I C  X (  9 )  
P I C  X (  9 )  
P I C  9 (  3 )  
U S A G E  I S  C O M P  
P I C  9 (  6 )  
U S A G E  I S  C O M P  
R E C O R D  N A M E  I S  L I N K A  
L O C A T I O N  V I A  S H P N G N  S E T  
1 0  Q S Y S T H  P I C  X (  1 )  
R E C O R D  N A M E  I S  L I N K C  
L O C A T I O N  V I A  C N T C T S  S E T  
R E S E R V E  1  P O I N T E R S  
1 0  Q S Y S T I  P I C  X (  
1  )  
R E C O R D  N A M E  I S  L N KA  
L O C A T I O N  V I A  C O N L N K  S E T  
1 0  C O N V Y T  P I C  9 (  1 )  
U S A G E  I S  C O M P  
C H E C K  
V A L U E  
0  
T H R U  
R E C O R D  N A M E  I S  L S P L L T  
L O C A T I O N  V I A  L S P L L V  S E T  
1 0  M N T S P L  P I C  9 (  6 )  
U S A G E  I S  C O M P  
1 0  S E V R T Y  P I C  9 (  6 )  
U S A G E  I S  C O M P  
R E S U L T  
P R O C E D U R E  L N K J F C  
O N  T H I S  R E C O R D  U S I N G  
M N T S P L  
R E C O R D  N A M E  I S  L T N K R S  
L O C A T I O N  V I A  L T N K R U  
S E T  
R E S E R V E  
1  P O I N T E R S  
1 0  D T L S T X  
C H EC K  
P R O C E D U R E  
D A T E Z G  
2 0  D T L S - D  
P I C  9 (  
2 )  
U S A G E  I S  C O M P  
2 0  D T L S - M  
P I C  9 (  
2 )  
U S A G E  I S  C O M P  
2 0  D T L S - Y  
P I C  9 (  
4 )  
U S A G E  I S  C O M P  
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1 0  H L L T Y P  
P I C  X (  
6 )  
* S P E C I F I C A T I O N  O F  S I N G L E  O R  D O U B L E  H U L L  
1 0  N M B R F T  
P I C  9 (  
9 )  
U S A G E  I S  C O M P  
R E S U L T  
C O U N T  
S E T  N S P C T O  
M E M B E R  N S P C T N  
1 0  O I L T A Q  
P I C  9 (  
1  )  
U S A G E  I S  C O M P  
1 0  R U R I T B  
P I C  9 (  
1  )  
U S A G E  I S  C O M P  
1 0  S T N K R B  
P I C  9 (  
1  )  
U S A G E  I S  C O M P  
R E C O R D  N A M E  I S  M S T R C N  
L O C A T I O N  V I A  N S P M S T  S E T  
1 0  Q S Y S T J  P I C  X (  1 )  
R E C O R D  N A M E  I S  N C D N T S  
* A C C I D E N T S  I N V O L V I N G  S H I P S  
L O C A T I O N  V I A  N C D N T T  S E T  
1 0  D S C R P T  P I C  X (  1  0 0 )  
* T E X T U A L  E X P L A N A T I O N  O F  T H E  A C C I D E N T !  
1 0  L S P L L U  P I C  9 (  1 )  
U S A G E  I S  C O M P  
R E S U L T  
1 0  N C D N T D  
2 0  N C D N - D  
2 0  N C D N - M  
2 0  N C D N - Y  
1  0  O I L S P I  
1 0  O I L S P J  
P R O C E D U R E  Q E Q U A L  
O N  T H I S  R E C O R D  U S I N G  
O I L S P I  
C H E C K  
V A L U E  
0  
T H R U  1  
C H E C K  
P R O C E D U R E  
D A T E Z F  
P I C  9 (  2 )  
U S A G E  I S  C O M P  
P I C  9 (  2 )  
U S A G E  I S  C O M P  
P I C  9 (  4 )  
U S A G E  I S  C O M P  
P I C  9  (  1  )  
U S A G E  I S  C O M P  
R E S U L T  
P R O C E D U R E  L N K F  
O N  T H I S  R E C O R D  U S I N G  
D S C R P T  
P I C 9 (  1 )  
U S A G E  I S  C O M P  
R E S U L T  
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C H E C K  
V A L U E  
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1 0  O I L S P K  
N O T  
1  
P I C  9  (  1  )  
U S A G E  I S  C O M P  
R E S U L T  
C O U N T  
S E T  N C D L S P  
M E M B E R  L S P L L T  
C H E C K  
V A L U E  
M A X  
R E C O R D  N A M E  I S  N S P C T N  
* I N S P E C T I O N S  O F  O I L  T A N K E R S  
L O C A T I O N  V I A  N S P C T R  S E T  
1 0  M O S T R E  P I C  9 (  1 )  
U S A G E  I S  C O M P  
R E S U L T  
P R O C E D U R E  L N K G  
O N  T H I S  R E C O R D  U S I N G  
R D R F R T  
1 0  M O S T R F  P I C  9 (  1 )  
U S A G E  I S  C O M P  
R E S U L T  
1 0  M O S T R G  
1  0  N S P C T P  
S U M  
O N  T H I S  R E C O R D  U S I N G  
M O S T R E  
M O S T R G  
C H E C K  
V A L U E  
N O T  
1  
P I C 9 (  1 )  
U S A G E  I S  C O M P  
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