Tufts-Kumaresan (TK) method, which is based on linear prediction approach, is a standard algorithm for estimating the frequencies of sinusoids in noise. In this Letter, the TK algorithm is improved by attenuating the noise in the observation vector with the use of the reduced rank data matrix. It is shown that the proposed modification can provide smaller mean square frequency errors with lower threshold signal-to-noise ratios than the TK method and a total least squares solution.
Introduction
Estimation of the frequencies of sinusoidal components from a finite number of noisy discrete-time measurements has applications in many areas such as communications, radar, sonar and geophysical seismology [1] . Although the Fourier transform based algorithms are easy to implement and are computationally attractive, they fail to separate sinusoids closer in frequency than 1/N, where N denotes the number of received data samples. Techniques based on linear prediction (LP) approach, such as Tufts-Kumaresan (TK) method [2] and the total least squares solution developed by Rahman and Yu (RY-TLS) [3] are common choices to resolve closely spaced sinusoids particularly when the data length is short and the signal-to-noise ratio (SNR) is small. The former is a least squares method using low rank approximation of the LP data matrix while the latter minimizes the perturbation in the LP data matrix and observation vector simultaneously. The TK algorithm is generally considered to be the best among the methods based on the LP approach in the literature [4] . In this Letter, we suggest to improve the TK method by reducing the noise in the LP observation vector with the use of the reduced rank data matrix. It is shown that the proposed modification can provide smaller mean square frequency errors (MSFEs) with lower threshold SNRs than the TK and RY-TLS methods.
The Modified TK Method
The problem of multiple sinusoidal frequency estimation is formulated as follows. Given a discrete-time sequence x n consisting of M sinusoids in noise which is expressed as a) E-mail: ithcso@cityu.edu.hk
where q n is a zero-mean white Gaussian process with unknown variance σ 2 q , α k , ω k and θ k represent the unknown amplitude, frequency and phase of the kth tone, respectively, and M is assumed to be known a priori. The aim is to accurately estimate ω k , k = 1, 2, · · · , M. Based on the LP approach, we construct an (N − L) × L matrix A and a vector B of length (N − L) from the N measurements of x n , which have the following forms:
with L > 2M. A singular value decomposition representation of A is given by [5] 
where
In the absence of noise, the rank of A should be 2M. Thus, the least squares estimate of the noise-free A, denoted by A o , is computed as [5]
In the TK method, we need to find a vector
T which minimizes the 2-norm of A o C+B with the least possible norm and it is given by [2]
The roots of 1 + L i=1 c i z −i = 0 are computed and the estimated frequencies are given by the phase angles of the 2M roots whose magnitudes are closest to unity.
It is expected that the frequency estimation performance will be improved if the noise in B is reduced as well. In our study, we make use of the Toeplitz structure of the augmented matrix [B| A] to produce a reduced-noise version of B, denoted by 
where γ is a weighting factor and a o i, j represents the (i, j) entry of A o . That is, the weight for all {a o i, j } is set to unity while that of B is γ. As B is more noisy, a proper value for γ should be chosen between 0 and 1. In our modified TK method, B is replaced by B o in (5). Assuming independent noise, it can be shown that the optimum γ which gives the minimum variance B o is equal to the average noise power in A o over σ 2 q . Since the extra operations involved in (6) will become negligible when comparing to (3), the computational complexity of the modified algorithm is slightly higher than that of the TK method.
Simulation Results
Computer simulations were conducted to compare the proposed approach with the TK and RY-TLS methods for estimating frequencies of closely spaced sinusoids in white Gaussian noise. We assigned M = 2, N = 48, L = 36, α 1 = α 2 , ω 1 = 0.25π and ω 2 = 0.27π. The optimum γ, which was found to be 0.48, and γ = 1 were tried. 200 independent runs were used to obtain the empirical MSFEs. Figure 1 shows the MSFEs of the four methods versus SNR with θ 1 = 0 and θ 2 = π/4. It can be observed that the proposed modification with the optimum γ was slightly better than the one with γ = 1 and outperformed the TK and RY-TLS methods by approximately 1.7 dB with 1 dB advancement in the threshold SNR for both frequencies. The above experiment was repeated for uniformly distributed θ 1 ∈ (0, 2π) and θ 2 ∈ (0, 2π) and the results are illustrated in Fig. 2 . Again, the modified TK method with γ = 0.48 was the best frequency estimator with the smallest threshold SNR, although its frequency estimation performance was similar to that with γ = 1.
Conclusions
A simple improvement to the TK method is made by using a denoised observation vector which is obtained by weighted averaging the original vector components with the corresponding diagonal elements in the reduced rank data matrix. Computer simulations show that the proposed modification is superior to the TK and RY-TLS methods in terms of MSFEs and threshold SNRs.
