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プ整合分割を用いたデータローカライゼーション手法 [KY98, 吉田 99]が研究さ
れている．



























































る Sun Ultra450（4プロセッサ）上で行なった性能評価では，Sun Forte HPC6
update1の最高性能に対して，本手法を用いることにより，SPEC CFP95ベン
チマークの tomcatvで約 2.4倍，swimで約 4.6倍の性能向上が得られ，本手法
の有効性が確かめられた．




































で約 5.0倍，MPEG2エンコーダで約 3.8 倍，また RP2, 8コア上では AACエ
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ンコーダで約 8.4倍，MPEG2エンコーダで約 8.4倍の速度向上がそれぞれ得ら
れ，本手法によるローカルメモリの有効利用が確認された．また，本手法を適






ることで 1.1秒と 2.6倍の，8コアのマルチコア RP2上では 1.7秒が 0.7秒と，
2.5倍の速度向上がそれぞれ得られた．MPEG2エンコーダについて，4コアの
RP1上で，従来手法が 23.2秒であるのに対し，提案手法を用いることで 20.8秒
































































の 3 種類の第 1 階層マクロタスク（MT）に分割する．第 1 階層マクロタスク
のうち，繰り返しブロックおよびサブルーチンブロックの内部の第 1 階層にお



























































a[l1 : u1; :::; ln : un] (2.1)
ただし，li; ui(1 · i · n)は i次元目の配列範囲の下限値，上限値をそれぞれ
表すものとする．









































と表される配列範囲を R2とする．このとき，R1と R2は図 2.4のように重複し
ているものとする．配列範囲 R1 と R2 の演算結果は以下のようになる．R1 \











28 第 2章 粗粒度タスク並列処理
図 2.5 配列範囲同士の積（intersect）
図 2.6 配列範囲同士の差（subtract）
確実な定義となる．たとえば，基本ブロック BB1 1の c[i:i]や BB1 2 2 の b[i:i,
j:j] が該当する．RB1 2 の内側階層のマクロタスク BB1 2 1 は条件分岐の分岐






実な定義の配列範囲も含む．RB1 2の内側階層のマクロタスク BB1 2 2は，条
件分岐の分岐先によって，実行されるか否かが決まる．このため，BB1 2 2で定
義される配列 b の定義範囲 b[i:i, 0:n]は，RB1 2において不確実な定義となる．
マクロタスクにおける配列範囲の不確実な参照（MayUse）とは，そのマクロ
タスク内部で参照されうる全ての配列範囲を表す．条件分岐によらず，全ての参





BB1 2 2における配列 aの参照は前方露出参照とはならない．RB1 2における
配列範囲の前方露出参照は c[i:i]となる．








(1 · i · n)．MTi における確実な定義を Killi，不確実な定義を MayModi，
前方露出参照を ExpUsei とする．
2.7 マクロタスク間配列依存範囲解析 31
(1) MTi の配列依存範囲解析を行う．MTi について，以下のように定義され
た Consumptioni，Productioni を求める．
Consumptioni = ExposedUsei [ (MayModi ¡Killi) (2.4)
Productioni =MayModi (2.5)
(2) Productioni を validi とする．
(3) MTi の各後続タスク MTj に対し，コントロールフロー順に validi と
Consumptionj と積をとり，重なる配列範囲をMTi からMTj への配列
フロー依存範囲 FlowDepi¡j とする．validi とMTj の Productionj の
差をとり，新たな validi とする．
FlowDepi¡j = validi \ Consumptionj (2.6)
validi = validi ¡ Productionj (2.7)
(4) validi の範囲が空になるか階層の最後のマクロタスクまで到達したら，解
析を終了する．
(5) MTi からMTj，MTk に対してフロー依存
FlowDepi¡j，FlowDepi¡k が得られた場合，
FlowDepi¡j と FlowDepi¡k の重なる配列範囲を MTj から MTk に対
する入力依存範囲 InputDepj¡k とする．






説明する．マクロタスク配列範囲解析によって，MT1, MT2, MT3, MT4につ




式 (2.4), (2.5) に基づき，図中の各マクロタスクについて Consumption と
Production を求めた結果を図 2.10 に示す．ここでは，MT1 を例に説明する．
まず，Production1，A[1:8, 1:8] を valid1 とする．コントロールフローに従
い，MT2 の Consumption2 と積を取り，FlowDep1¡2 は A[1:3, 1:6] と求ま
る．valid1 から MT2 の Production2 を引いた範囲を新たに valid1 とする．
同様に MT3 の Consumption3 と積をとり，FlowDep1¡3 は A[5:8, 5:8] と求
まる．valid1 と MT4 の Consumption4 と積をとり，FlowDep1¡4 は A[4:8,




図 2.10 Consumption / Production範囲
2.8 スケジューリングコードの生成
粗粒度タスク並列処理では，生成されたマクロタスクはプロセッサグルー
































































ループ整合分割 [KY98, 吉田 99]は，ループやサブルーチンといったマクロタ
スク間の並列性を抽出し，マクロタスク間でデータローカリティを活用する手法
である．
40 第 3章 ループ整合分割手法を用いたキャッシュメモリ最適化
図 3.1 のマクロタスクグラフを用いてループ整合分割について説明する．図
中の RB1; RB2; RB3 はそれぞれマクロタスクを表す．マクロタスク間の実線は
マクロタスク同士が互いにデータ依存していることを表す．ループ整合分割で
は，同一の配列を定義・参照し，データ依存するループ（RB）を集め，これら





図中では，RB1; RB2; RB3 がターゲットループグループ TLG1 に選択されて
いる．各関数呼び出し先では，引数である各配列の二次元目全体が，図中に示し
た網かけの通り，定義あるいは参照されるものとする．たとえば，関数 func1
の引数配列 aは，関数呼出先で a[i:i, 0:119]にあたる範囲が定義される．ただし，
関数 func2の引数配列 aは，定義の前に参照される前方露出参照とする．また，
標準ループ RB3 の i = K のイタレーションと RB1 の i = K; i = K ¡ 1，RB2





する．TLG1 を 3で分割した場合のマクロタスクグラフを図 3.2に示す．図中に
は DLG1; DLG2; DLG3 の 3つのデータローカライゼーショングループが定義
されており，DLGm(1 · m · 3)中には RBm1 ; RBm2 ; RBm3 がそれぞれ含まれ













で，プロセッサグループ PGi とマクロタスク MTj のデータ転送ゲイン Gainij
42 第 3章 ループ整合分割手法を用いたキャッシュメモリ最適化





NIO+03] は以下に示す DLG 外マクロタスク割り当てフェーズ（Phase1）と
DLGマクロタスク割り当てフェーズ（Phase2）を全てのマクロタスクを割り当
てるまで繰り返すことで行う．ただし， DLG MT とはデータローカライゼー
ショングループに属するマクロタスク，NOT DLG MT とは DLG MT 以外の
マクロタスクとする．
3.3.1 DLG外マクロタスク割り当てフェーズ（Phase1）
Phase1 では NOT DLG MT のみを DT-Gain/CP/MISF のプライオリティ





えるマクロタスク MTj のプロセッサグループ PGi への割り当てを 1つ
選ぶ．その際，同一のデータ転送ゲインを与える組合わせが 2つ以上あれ
ば CP/MISF [笠原 91] のプライオリティに従い選択する．任意のマクロ











Phase2 では DLG MT のみを以下の手順に従い割り当てる．Phase2 では
DLG MT のみをレディタスクとして扱う．
手順 1 PGi に既に割り当てられたマクロタスクと同一の DLG に属する
マクロタスクがレディタスク中にあれば，手順 2を，なければ手順 3 を選
択する．
手順 2 レディタスク中に存在する DLG の内， PGi に最後に割り当てら
れた DLG MT と同一の DLGj に属するDLGj MTk を割り当てる．手
順 4に行く．
手順 3 CP/MISF [笠原 91] のプライオリティに従い，レディタスク中の
MTk を割り当てる．手順 4に行く．
手順 4 任意のマクロタスク MTl と割り当て先プロセッサグループ PGi
とのデータ転送ゲイン Gainil に MTk と MTl のデータ共有量を加算
する．
もしレディタスクがあれば手順 1へ行き，なければ Phase2 を終了する．





最適化を行なわない市販の Sun Forte コンパイラと比較を行なった結果につい
て述べる．
3.5 評価環境
本節では本手法の評価に用いたマルチプロセッサシステム Sun Ultra80 とそ
のコンパイラ及びベンチマークについて述べる．性能評価に使用した 4プロセッ
サの SMP Sun Ultra80 のスペック及び使用した Forte ループ自動並列化コン
パイラの諸元を表 3.1に示す．また，評価を行ったときの Forte コンパイラのコ
ンパイルオプションを表 3.2 に示す．表中， Forte とは Forte コンパイラのみ
によるコンパイルに用いたオプション，OSCAR とは本手法を適用後のプログ
ラムのコンパイルに用いたオプションをそれぞれ意味する．評価ベンチマークに
は，SPEC 95fp の swim 及び tomcatv を用いた． swim は有限差分近似を用
いた shallow water 方程式の求解プログラム，tomcatv はベクトル化メッシュ
生成プログラムである．入力データとしては ref を用いた．
本手法の評価のために各プログラムのソースに以下のような改変を加えた．









キャッシュ Pseudo 2-Way Set Associative
line size: 32byte
L1 データ 16Kbyte, Direct-Map

















swim を用いた性能評価結果を図 3.3 に， tomcatv を用いた性能評価結果を
図 3.4にそれぞれ示す．なお，プロセッサ台数が 4 台と少ないので 1 プロセッ











サエレメントを 1 プロセッサグループとした．図中，速度向上率とは \ Forte の
みでコンパイルしたプログラムの 1プロセッサでの実行時間/本手法を適用した
プログラムの実行時間 £ 100 [%]" である．計測はそれぞれ 5 回ずつ行い，最速
値を計測値とした．
図 3.3 において，本手法を適用したプログラムの実行時間は 1 プロセッサ時
81.3秒，2プロセッサ時 47.9秒，3プロセッサ時 27.8秒，4プロセッサ時 13.2
秒となっている．2, 3, 4 プロセッサ時の実行時間は 1 プロセッサ時の実行時間
に対し，それぞれ 1.70 倍，2.92倍，6.16倍とプロセッサ台数に対しスケーラブ
ルな速度向上を示している．また，4プロセッサ時の性能評価結果はスーパーリ
ニアとなっている．まず， swim で使われている配列の総サイズは約 13MB で





図 3.4 において，本手法を適用したプログラムの実行時間は 1 プロセッサ時
101.1秒，2プロセッサ時 64.0秒，3プロセッサ時 50.9秒，4プロセッサ時 33.1
秒となっている．2, 3, 4 プロセッサ時の実行時間は 1 プロセッサ時の実行時間






手法は Forte よりも高い速度向上を示している．図 3.3において，4 プロセッサ
時，Forte のみでコンパイルしたプログラムの実行時間が 60.2 秒であるのに対
し,本手法を適用したプログラムの実行時間は 13.2 秒となり，4.56 倍の速度向
上を得た．また，図 3.4において，4プロセッサ時， Forte のみでコンパイルし
たプログラムの実行時間が 78.6 秒であるのに対し，本手法を適用したプログラ
ムの実行時間は 33.1 秒となり，2.37 倍の速度向上を得た．






















































swim について，Sun Forte HPC 6 update 1コンパイラの最小処理時間が 60.2
秒であるのに対し，本手法を用いることで 13.2 秒と 4.6 倍の速度向上を得た．


































































図 4.1では，4つのループ RB1, RB2, RB3そして RB4 が互いにデータ依存
している．各ループの内側階層にはそれぞれ RB5, RB6, RB7, RB8が存在して
おり，いずれも 2 重ループを形成している．これらのうち，RB1, RB5, RB4,
RB8は並列化ループであるものとする．RB2, RB6, RB3, RB7はシーケンシャ
ルループであるものとする．また，RB2の 2重ループは，ループインデクス (i,
j)の組を (0, 1), (0, 2), ..., (2, 119)という順でアクセスする．一方，RB3の 2
重ループは (2, 118), (2, 117), ..., (0, 0) という順でアクセスする．図中の左辺
に現れる配列は，そのマクロタスク内で定義されることを，右辺に現れる配列は
参照されることをそれぞれ表す．このマクロタスクグラフにループ整合分割を
適用すると，RB2, RB3 の回転方向が異なるため，RB1, RB2を含む TLG1と
RB3, RB4を含む TLG2の二つのターゲットループグループが生成される．図
4.2にループ整合分割によって生成された TLG1と TLG2を示す．













ローカルメモリへ割り当てる．ここでは，配列 b, c が割り当て対象に選択され
たものとする．同様に TLG2も内部で定義あるいは参照される配列サイズから，
3で分割される．
TLG1, TLG2 をそれぞれ 3 で分割した時のマクロタスクグラフを図 4.3 に
示す．図中では，TLG1, TLG2 毎に DLG1, DLG2, DLG3 がそれぞれ定義さ
れている．TLG1 および TLG2 の DLGm 中の分割された部分ループ RB1 m,
RB2 m, RB3 m, RB4 m (1 · m · 3)を 1024bytesのローカルメモリに割り当
てた場合を図 4.4に示す．固定的な割り当てを行なうため，RB1 m の c[m-1:m-
1, 0:119]のように未使用な領域があるにも関わらず，配列 a[m-1:m-1, 0:119]を
割り当てることができない．また，ターゲットループグループ単位でのローカル
メモリ管理を行なうため，RB2 3 の終了時点でローカルメモリ上に生きて残っ




り当て可能な配列数は 1つとなり，TLG1では配列 bが，TLG2では配列 dが
選択されるものとしたときの割り当ての様子を図 4.5に示す．

























たフラットな Interconnection Network によって接続されている．さらにオフ
チップ集中共有メモリ (O®ChipCSM) がチップ外に接続されている．ここで，
提案手法はローカルデータメモリを対象としてローカルメモリ管理を行なう．
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4.5 ローカルメモリ管理適用対象
本節では，提案手法の適用対象について説明する．提案手法は FOTRANある












































































図 4.11に ExTLG1を 3分割したマクロタスクグラフを示す．ターゲットルー

























メモリ上に確保できる最大のブロックサイズを full block sizeとし，その level
を 0 とする．そして，level が l であるブロックの 1/2 のサイズのブロックの















図 4.13 に 1024bytes のローカルメモリへ level 0 から level 3 までのブロッ
クをマッピングした例を示す．ただし，level が l で，ブロック番号が n の












































際に，Block20; Block21; Block23 が割り当て可能で，いずれのブロックに割り当て
てもデータ転送時間が等しかったとする．このとき，Block35 が割り当て済みな




















Tj ¡ Ti (4.2)
とする．ただし，マクロタスクMTi を割り当て中のマクロタスクとし，マクロ
タスクMTj をMTi 以降に同一プロセッサに割り当てられたマクロタスクとす
る．Ti; Tj をそれぞれMTi;MTj のスケジューリング時刻とする．ブロックに




RBlockln = RBlockl+12n +RBlockl+12n+1 (4.3)
ただし，解放済みの割り当て可能なブロックの再参照度は 0として計算する．











す．ただし，スケジューリング時刻は Tm1 < Tm2 < Tm3 であるものとする．
今，RBm1 までの割り当てが終わっているものとする．このとき，配列 a, b,
c が Block10; Block22; Block23 にそれぞれ割り当てられている．スケジューリン
グ結果に従い，配列 a, d が定義・参照される RBm2 をブロックに割り当てる．
level が 1 の配列 a から割り当てる．Block10 に同名の配列が割り当て済みなの
で，そこへ割り当てる．level が 2 の配列 d を割り当てるブロックがないので，
Block22; Block
2
3 について再参照度を計算する．Block22 の配列 bと Block23 の配
列 c は参照されるまでの時間は等しいが，配列 b の方がサイズが大きく，再参
照度が大きくなる．そこで，配列 b を残し，Block23 を解放する．解放により，
空いた Block23 に配列 dを割り当てる．最後に，RBm1 の直後で，配列 cをオフ
チップメモリに書き戻す．RBm3 では，配列 a, bはそのまま利用され，空いてい
る Block23 に c[m¡ 1 : m][0 : 24]がロードされる．
ここで，図 3.2 で示した DLGm(1 · m · 3) 中のマクロタスクで定義・参
照される配列従来のターゲットループグループ内での固定的な割り当てにより，















提案手法により，図 3.1 をローカルメモリ管理した出力コード例を図 4.16 に
示す．図中のグローバル配列 LM （1行目）はローカルメモリに割り当てられる
ものとする．自動配列変数からグローバル配列に変換された func0 a, func0 b,






第一引数である t1 は，levelが 1 であり，一次元目の添字が 0 なので，Block10




本章では, 提案手法を OSCAR マルチグレイン自動並列化コンパイラ
[KWN+05]に実装し，4.10.1節で述べる RP1および RP2マルチコア上で性能
評価した結果について報告する．
4.10.1 評価に用いるマルチコア RP1および RP2
提案手法が任意のプロセッサ数や異なるローカルメモリサイズであっても管理
できることを確かめるために，ローカルメモリサイズとプロセッサ数がそれぞれ
異なる RP1および RP2マルチコア [YKH+07, IHY+08]上で性能評価を行なっ





キテクチャ構成となっている．RP1 マルチコアの構成図を図 4.17(a) に，RP2







表 4.1 にある通り，OLRAM のサイズが RP1 で 16KB，RP2 では 32KB と
なっている．これら 2種類のマルチコアを用いることにより，提案手法のローカ
ルメモリサイズによる効果の違いを評価する．
表 4.1 RP1および RP2の仕様
RP1 RP2
プロセッサ数 4 8
OLRAMレイテンシ 1{2クロック (*) 1{2クロック (*)
OLRAMサイズ 16KB 32KB






OnChipCSM 約 12クロック 約 12クロック
レイテンシ
OnChipCSMサイズ 128KB 128KB




72 第 4章 ローカルメモリ最適化
4.10.2 評価アプリケーション
AACエンコーダおよびMPEG2エンコーダを用いて提案手法の性能評価を行
なった．これらのアプリケーションは制約付き C （Parallelizable C）[間瀬 06]
で記述されている．入力データが O®ChipCSM上に配置された状態から出力結
果を O®ChipCSM に書き戻すまでの時間を評価の対象とした．

























を実現した．同様に RP2上の 8PE実行では，提案手法は CSMに対し，約 8.4






行で比較してみると，約 2.6倍の，RP2の 8PE実行では，約 2.5倍の速度向上
がそれぞれ得られた．このときのメモリアクセス時間を比較してみると，RP1
の LADでは，約 2.2秒であるのに対し，提案手法では約 0.5秒と，約 1.7秒向
上している．同様に RP2 の LADでは，約 1.2秒であるのに対し，提案手法で
は約 0.2秒と，約 1.0秒向上している．オフチップメモリに割り当てられたまま
の配列の総サイズを比較すると，プロセッサ数に関わらず，16KBのローカルメ
モリを持つ RP1 では，LAD は約 81KB，提案手法は 0KB，32KB のローカル
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提案手法がローカルメモリ割り当てによってメモリアクセス時間を削減してい
るだけでなく，並列性を引き出しているかを見るために提案手法同士で比較す
る．RP1上で逐次実行に対して，4PEで約 3.3倍，RP2上で 8PEで約 4.4倍と
プロセッサ数に応じた速度向上が得られていることから，並列性を抽出できてい
ることが分かる．




は約 0.5秒であるのに対し，RP2では約 0.3秒と約 0.2秒短縮している．提案手
法ではすべての配列をローカルメモリに割り当てているため，この差はほぼデー







RP1 上の 4PE実行で，CSMと提案手法を比較すると，約 3.8倍の速度向上







行で比較してみると，約 1.1倍の，RP2の 8PE実行では，約 1.2倍の速度向上
がそれぞれ得られた．このときのメモリアクセス時間を比較してみると，RP1,
4PE の LAD では，約 13.5 秒であるのに対し，提案手法では約 11.3 秒と，約
2.2秒向上している．同様に RP2, 8PE の LADでは，約 5.7秒であるのに対し，
提案手法では約 3.8秒と，約 1.9秒向上している．オフチップメモリに割り当て
られたままの配列の総サイズを比較すると，プロセッサ数に関わらず，16KBの
ローカルメモリを持つ RP1 上で，LADは約 9924KB，提案手法は約 6336KB，










同士で比較してみると，メモリアクセス時間は RP1 では約 11.3 秒であるのに
























のに対し，提案したローカルメモリ管理手法を用いることで 1.1 秒と 2.6 倍の，
8コアのマルチコア RP2上では 1.7秒が 0.7秒と，2.5倍の速度向上がそれぞれ
得られた．MPEG2 エンコーダについて，4コアの RP1上で，従来手法が 23.2
秒であるのに対し，提案手法を用いることで 20.8秒と 1.1倍の，8コアの RP2
上で，10.6秒が 8.6秒と 1.2倍の速度向上がそれぞれ得られた．これらの性能向
上が提案手法の有効性が確かめられた．
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図 4.3 ループ整合分割後のマクロタスクグラフ
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図 4.4 データローカライゼーション手法によるローカルメモリ割り当て（1024bytes）
図 4.5 データローカライゼーション手法によるローカルメモリ割り当て（512bytes）
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図 4.7 グローバルループ整合分割におけるターゲットループグループ
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図 4.8 グローバルループ整合分割における拡張ターゲットループグループ
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図 4.9 ExTLG1に対するループ間データ依存解析結果
図 4.10 ExTLG2に対するループ間データ依存解析結果
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図 4.11 グローバルループ整合分割後のマクロタスクグラフ（1重ネスト分割）
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図 4.12 グローバルループ整合分割後のマクロタスクグラフ（2重ネスト分割）
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図 4.13 ローカルメモリへのブロック配置
図 4.14 ローカルメモリ割り当てと解放
4.11 第 4章のまとめ 87
図 4.15 ループ整合分割によるローカルメモリ割り当て
88 第 4章 ローカルメモリ最適化
図 4.16 出力コード
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(a) RP1
(b) RP2
図 4.17 RP1および RP2の構成図
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図 4.18 AACエンコーダの実行時間




























セッサ）上での性能評価の結果，SPEC CFP95ベンチマークの swim に
5.1 本研究により得られた成果 95
ついて，Sun Forte HPC 6 update 1コンパイラの最小処理時間が 60.2秒
であるのに対し，本手法を用いることで 13.2 秒と 4.6 倍の速度向上を得
た．同じく tomcatvについて，Sun Forteコンパイラが 78.6秒であるの
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したローカルメモリ管理手法を用いることで 1.1秒と 2.6倍の，8 コアの
マルチコア RP2上では 1.7秒が 0.7秒と，2.5倍の速度向上がそれぞれ得
られた．MPEG2エンコーダについて，4コアの RP1上で，従来手法が
23.2秒であるのに対し，提案手法を用いることで 20.8秒と 1.1倍の，8コ
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