Metalearning of deep neural network (DNN) architectures and hyperparameters has become an increasingly important area of research. Loss functions are a type of metaknowledge that is crucial to effective training of DNNs and their potential role in metalearning has not yet been fully explored. This paper presents an algorithm called Enhanced Population-Based Training (EPBT) that interleaves the training of a DNN's weights with the metalearning of optimal hyperparameters and loss functions. Loss functions use a TaylorGLO parameterization, based on multivariate Taylor expansions, that EPBT can directly optimize. On the CIFAR-10 and SVHN image classification benchmarks, EPBT discovers loss function schedules that enable faster, more accurate learning. The discovered functions adapt to the training process and serve to regularize the learning task by discouraging overfitting to the labels. EPBT thus demonstrates a promising synergy of simultaneous training and metalearning.
Introduction
Deep neural networks (DNN) constitute a powerful machine learning approach capable of learning useful representations of complex, high dimensional data (LeCun et al., 2015) . DNNs have outperformed traditional machine learning models on a variety of benchmarks and tasks, including computer vision, reinforcement learning, and natural language processing (Krizhevsky et al., 2012; Bahdanau et al., 2014; Mnih et al., 2015) .
However, training modern DNNs often requires extensive tuning, and thus many state-of-the-art DNNs must be carefully designed by hand. Over the years, much research has focused on the development of automated methods for metalearning and optimization of DNN hyperparameters and architectures, using techniques such as Bayesian optimization, reinforcement learning, and evolutionary search (Snoek et al., 2015; Zoph & Le, 2016; Miikkulainen et al., 2019; Real et al., 2019) .
Recently, promising techniques have been developed for metalearning loss functions too (Houthooft et al., 2018; Gonzalez & Miikkulainen, 2019) . Loss function optimization provides a different dimension of metalearning: instead of optimizing network structure or weights, it modifies the gradients themselves, making it possible to automatically regularize the learning process. However, as in most prior metalearning methods, training and metalearning were done separately. Such an approach is computationally complex and cannot adapt to different stages of learning.
A recent metalearning algorithm called Population-Based Training (PBT) is designed to overcome this limitation (Jaderberg et al., 2017) . PBT interleaves DNN weight training with the optimization of hyperparameters that are relevant to the training process but also have no particular fixed value (e.g., learning rate). Such online adaption is crucial in domains where the learning dynamics are non-stationary.
Therefore, PBT forms a promising starting point for loss function optimization as well. Building on PBT, this paper makes the following contributions: First, a new online and adaptive hyperparameter optimization algorithm called Enhanced Population-Based Training (EPBT) is introduced. This algorithm makes use of powerful heuristics commonly used in evolutionary black-box optimization to discover promising combinations of hyperparameters for DNN training. In particular, EPBT uses selection, mutation, and crossover operators adapted from genetic algorithms (Whitley, 1994) to find good solutions.
Second, a recently developed function parameterization based on multivariate Taylor expansions called TaylorGLO (Gonzalez & Miikkulainen, 2020) is combined with EPBT to optimize loss functions. This parameterization makes it possible to encode a wide variety of different loss functions compactly. On the CIFAR-10 (Krizhevsky & Hinton, 2009 ) and SVHN (Netzer et al., 2011) image classification benchmarks, EPBT and TaylorGLO can achieve faster training and better convergence when compared to the standard training process that uses cross-entropy loss.
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Third, an analysis of the shapes of the discovered loss functions suggests that they penalize overfitting, thus regularizing the learning process automatically. Different loss shapes are most effective at different stages of the training process, thus suggesting that an adaptive loss function may perform better than one that remains static throughout the training.
The rest of this paper is organized as follows: First, background work in metalearning and loss function optimization is reviewed. Next, the algorithm for EPBT and the parameterization of loss functions as Taylor expansions are described. Experimental results on the CIFAR-10 and SVHN image classification datasets are then presented, followed by an analysis of the optimized loss functions.
Background and Related Work
While metalearning and neural architecture search have become popular in the machine learning community, loss function optimization is a relatively new area of research. This section summarizes existing work done on both metalearning for DNNs and loss functions.
Deep Metalearning
Metalearning of good DNN hyperparameters and architectures is a highly active field of research. One popular approach is to use reinforcement learning or policy gradient methods to tune a controller that performs metalearning on a DNN's structure and hyperparameters (Zoph & Le, 2016; Zoph et al., 2018; Pham et al., 2018) . Another method is to make the metalearning differentiable to the performance of the DNN (Maclaurin et al., 2015; Liu et al., 2018) , and thus learn by gradient descent.
Recently, metalearning methods based on evolutionary algorithms (EA) have also gained popularity. These methods can optimize DNNs of arbitrary topology and structure , achieving state-of-the-art results on large-scale image classification benchmarks (Real et al., 2019) , and demonstrating good trade-offs in multiple objectives such as performance and network complexity (Lu et al., 2018) . Many of these EAs use proven and timetested heuristics such as mutation, crossover, selection, and elitism (Goldberg & Holland, 1988; Whitley, 1994; Stanley et al., 2019) to perform black-box optimization on arbitrary complex objectives. Advanced EAs such as CMA-ES (Hansen & Ostermeier, 1996) also have successfully optimized DNN hyperparameters in high dimensional search spaces (Loshchilov & Hutter, 2016) and are competitive with population hyperparameter tuning methods such as Bayesian optimization (Snoek et al., 2012; .
One challenge shared by every DNN metalearning algorithm is to determine the right amount of training required to evaluate a network architecture/hyperparameter configu-ration on a benchmark task. Many algorithms simply stop training prematurely, assuming that the partially trained performance is correlated with the true performance (Li et al., 2017; Miikkulainen et al., 2019) . Other methods rely on weight sharing, where many candidate architectures share model layers (Pham et al., 2018) , thus ensuring that the training time is amortized among all solutions being evaluated.
PBT (Jaderberg et al., 2017) uses the weight sharing approach, which is more computationally efficient. PBT works by alternating between training models in parallel and tuning the model's hyperparameters through an exploit-andexplore strategy. During exploitation, the hyperparameters and weights of well-performing models are duplicated to replace the worst performing ones. During exploration, hyperparameters are randomly perturbed within a constrained search space. Because PBT never retrains models from scratch, the computational complexity scales only with the population size and not with the total number of hyperparameter configurations searched. Besides tuning training hyperparameters such as the learning rate, PBT has successfully discovered data augmentation schedules (Ho et al., 2019) . Therefore, PBT serves as a promising basis for the design of EPBT, which is described in more detail in Section 3.
Loss Function Optimization
DNNs are trained through the backpropagation of gradients that originate from a loss function (LeCun et al., 2015) . Loss functions represent the primary training objective for a neural network. The choice of the loss function can have a significant impact on a network's performance (Janocha & Czarnecki, 2017; Bosman et al., 2019; Gonzalez & Miikkulainen, 2019) . Recently, Genetic Loss Optimization (GLO) (Gonzalez & Miikkulainen, 2019) was proposed as a new type of metalearning, making it possible to automatically discover novel loss functions that can be used to train higher-accuracy neural networks in less time.
In GLO, loss functions are represented as trees and optimized through genetic programming (Banzhaf et al., 1998) . This approach has the advantage of allowing arbitrarily complex loss functions. However, it opens the door to pathological functions in the search space with undesirable behaviors, such as discontinuities. To resolve many of these shortcomings, this paper uses a loss function representation based on multivariate Taylor expansions (Gonzalez & Miikkulainen, 2020) . This parameterization has several advantages including smoothness, guaranteed continuity, adjustable complexity, and ease of implementation. How these loss functions are optimized with EPBT is described in the next section. Figure 1 . An overview of the EPBT method. EPBT begins by randomly initializing individuals, which are composed of hyperparameters, model weights, and fitness values. Next, EPBT runs for multiple generations in a three-step loop: (1) selection of the best individuals, (2) generation of new individuals, and (3) evaluation of these individuals. In step one, promising individuals are selected using a heuristic. In step two, new individuals with updated hyperparameters are created, but the weights and fitness are inherited. In step three, these individuals are evaluated on a task and have their model weights and fitness (i.e., performance in the task) updated. Thus, EPBT makes it possible to simultaneously train the network and optimize hyperparameters such as loss function parameterizations.
Algorithm Description
This section will describe in detail how Enhanced Population-Based Training (EPBT) optimizes loss functions and other relevant hyperparameters during training. EPBT makes use of several powerful heuristics that are not part of the original PBT algorithm. In addition, TaylorGLO (Gonzalez & Miikkulainen, 2020), an optimizable parameterization for loss functions using multivariate Taylor expansions, is described.
EPBT Overview
The core concept of EPBT is intuitive and builds on extensive work already done with evolutionary optimization of DNNs (Stanley et al., 2019) . Figure 1 shows how EPBT works by maximizing the fitness of a population of candidate solutions (individuals) over multiple iterations (generations). As a black-box method, EPBT requires no gradient information but only the fitness value of each individual. With EPBT, it is thus possible to incorporate metalearning in tasks where meta-gradients are not available.
At the beginning of generation g, the population M g consists of individuals M gi . Each M gi = {D gi , h gi , f gi } where D gi is a DNN model (both architecture and weights), h gi is a set of hyperparameters, and f gi is a real-valued scalar fitness. In the Stage 1 of the generation, f gi is used to select promising individualsM gi to form a parent setM g , whereM g ⊂ M g . In the Stage 2,M g is used to create a set N g , which contains new individuals N gi . Each of these new individuals inherits D gi from the parentM gi , but has updated hyperparametersĥ gi . The heuristics used for generating N g will be described in more detail later. Finally, in Stage 3, each N gi is evaluated by training D gi on a task or dataset, thereby creating an updated modelD gi . The validation performance ofD gi is used to determine a new fitness valuef gi . Thus, by the end of generation g, the population pool contains the evaluated individualŝ N gi ∈N g , whereN gi = {D gi ,ĥ gi ,f gi }. This process is repeated for multiple generations until the fitness of the best individual in the population converges.
Since the evaluation of an individual does not depend on other individuals, the entire process can be parallelized. In the current implementation of EPBT, fitness evaluations are mapped onto a multi-process pool of workers on a single machine. Each worker has access to a particular GPU of the machine, and if there are multiple GPUs available, every GPU will be assigned to at least one worker. For the experiments in this paper, a single worker does not fully utilize the GPU and multiple workers can be trained in parallel without any slowdown.
EPBT Heuristics
EPBT uses evolutionary optimization heuristics, or genetic operators (Whitley, 1994) , to tune individuals. Below is a summary of how EPBT is initialized and how these operators are utilized at each stage of a generation.
Initialization: A population with p individuals is created as M 0 . For each M 0i ∈ M 0 , D 0i is set to a fixed DNN architecture and its weights are randomly initialized. Also, each variable in h 0i is uniformly sampled from within a fixed range and f 0i is set to zero.
Stage 1 -Tournament Selection: Using the tournament selection operator τ , t individuals are repeatedly chosen at random from M g . Each time, the individuals are compared and the one with the highest fitness is added toM g . This process is repeated until |M g | = |M g | − k, where k is the number of elites. Elitism will be described in more detail in Stage 3. The value t = 2 is commonly used in EA literature and also in the experiments in this paper.
Stage 2 -Mutation and Crossover: For eachM gi , a uniform mutation operator γ is applied by introducing multiplicative Gaussian noise independently to each variable in h gi . The mutation operator can randomly and independently reinitialize every variable as well. This approach allows for the exploration of novel combinations of hyperparameters. After mutation, a uniform crossover operator ξ is applied, where each variable in h gi is randomly swapped (50% probability) with the same variable from another individual in M g , resulting in the creation ofĥ gi . D gi is copied fromM gi and combined withĥ gi to form the unevaluated individual N gi .
Stage 3 -Fitness Evaluation with Elitism: The evaluation process proceeds as described above and results in evaluated individualsN g . After evaluation, EPBT uses an elitism heuristic to preserve progress. In elitism, M g is sorted by f gi and the best k performing individualsṀ g ⊂ M g are preserved and combined withN g to form M g+1 , the population for the next generation. By default, k is set to half of the population size, which is a popular value in literature. In the same way that mutation and crossover encourage exploration of a search space, elitism allows for the exploitation of promising regions in the search space.
When viewed from the EA perspective, PBT (Jaderberg et al., 2017) can be seen as a simpler variant of EPBT. The explore step in PBT corresponds to mutation and the exploit step corresponds to elitism. EPBT improves upon PBT in two major ways. First, EPBT makes use of uniform Gaussian mutation (compared to the deterministic mutation in PBT) and uniform crossover. These biologically inspired heuristics allow the algorithm to scale better to higher dimensions. In particular, the crossover operator plays an important role in discovering good global solutions in large search spaces (Goldberg & Holland, 1988; Whitley, 1994) . Second, EPBT utilizes tournament selection, a heuristic that helps prevent premature convergence to a local optimum (Shukla et al., 2015) . The code for EPBT is summarized in Algorithm 1, with each line numbered by the corresponding stage.
Loss Function Parameterization
Loss functions can be represented by leveraging the Taylor-GLO parameterization, which is defined by a fixed set of continuous-valued parameters, unlike the tree-based representation in GLO (Gonzalez & Miikkulainen, 2019) . Taylor-GLO loss functions have several functional advantages over GLO, including inherent stability, smoothness, and lack of discontinuities (Gonzalez & Miikkulainen, 2020) . Furthermore, because of their simple and compact representation as a continuous vector, TaylorGLO functions can be easily tuned using black-box methods. Specifically in this paper, a third-order TaylorGLO loss function with parameters Algorithm 1 EPBT Input: max generations n, initial population M 0 , genetic operators τ, γ, ξ for g = 0 to n − 1 do
where x is the sample's true label in one-hot form, and y is the network's prediction (i.e., scaled logits). The eight parameters (θ 0 . . . θ 7 ) are stored in h gi and are optimized using EPBT.
Experimental Results
To show the effectiveness of EPBT, the algorithm was applied to optimize loss functions for two popular image classification datasets: CIFAR-10 and SVHN. Experimental results and comparisons to multiple baselines are presented below. An analysis of the performance and computational complexity of EPBT is also done.
CIFAR-10
CIFAR-10 (Krizhevsky & Hinton, 2009 ) is a widely used image classification dataset consisting of 60,000 natural images in ten classes. The dataset is composed of a training set of 50,000 images and a test set of 10,000 images. To evaluate individuals during EPBT, a separate validation set of 5,000 images was created by splitting the training set. The fitness was calculated by finding the classification accuracy of the trained model on the validation set. The test accuracies of each individual's model at the end of every generation was also recorded for comparison purposes only.
To better understand the improvement brought by EPBT, three baselines were created. The first baseline is a model trained without EPBT: a 32-layer residual network (ResNet-32) with 0.47 million weights that was initialized with the He method (He et al., 2015; using stochastic gradient descent (SGD) for 200 epochs on all 50,000 training images with a batch size of 128, momentum of 0.9, and cross-entropy loss. A fixed learning rate schedule that starts at 0.1 and decays by a factor of 10 at 100 and 150 epochs was used. Input images were normalized to have unit pixel variance and a mean pixel value of zero before training while data augmentation techniques such as random flips and translations were applied during training.
The second baseline is the original PBT algorithm set to tune the eight parameters of the TaylorGLO loss function. The training setup was similar to the first baseline, and the algorithm configuration was based on previous work where it was used to find data augmentation schedules (Ho et al., 2019) . The search space for TaylorGLO was constrained between −10 and 10 and the loss parameters were initialized around zero. The loss parameters were tuned using a mixture of both random resets and multiplicative perturbations of magnitude 1.2. Finally, the weights and loss parameters from the top 25% of the population were copied over to the bottom 25% every generation. PBT was run for 25 generations, each with eight epochs of training (for a total of 200 epochs), and population size of 40. The third baseline is PBT set to optimize the learning rate and momentum of The experiments with EPBT were run using a similar training setup as described above. Like the PBT baselines, EPBT was run for 25 generations of eight epochs each and with a population size of 40. EPBT was configured similarly as the PBT baseline, but with an elitism size of k = 20 and with the initial TaylorGLO parameters sampled uniformly between −10 and 10.
The test accuracies of each baseline and best model in EPBT's population, averaged over five independent runs with standard error bars shown, are summarized in Figure 2 . EPBT converges rapidly to the highest test accuracy and outperforms all three baselines. Using PBT to optimize TaylorGLO (Baseline 2) results in lower accuracy not significantly different from using cross-entropy loss without PBT (Baseline 1). Such a limited accuracy in Baseline 2 probably follows from optimizing over an eight-dimensional search space with just a simple mutation heuristic and no crossover operator. Using PBT to optimize SGD hyperparameters (Baseline 3) performs the worst. In this case, the model converged to a local optimum. Preliminary experiments were also run with EPBT optimizing SGD hyperparameters and TaylorGLO loss parameters simultaneously. These experiments resulted in a similar outcome as Baseline 3. There CIFAR-10, RESNET-32 CIFAR-10, appear to be complex interactions between the learning rate and loss function that are difficult to tune.
EPBT can also be applied to larger DNN architectures. In Figure 3 , Baseline 1 and both variants of EPBT were used to train a wide residual network (Zagoruyko & Komodakis, 2016) with 11 million weights (WRN-16-8). The results show that EPBT is again able to achieve noticeable improvements over the baseline and achieve better test accuracy at a faster pace.
SVHN
To demonstrate that loss function optimization scales with dataset size, EPBT was applied to SVHN (Netzer et al., 2011) , a larger image classification task. This dataset is composed of around 600,000 training images and 26,000 testing images. Following existing practices (Huang et al., 2017) , the dataset was normalized but no data augmentation was used during training. The baseline model was optimized with SGD on the full training set for a total of 40 epochs, with the learning rate decaying from 0.1 by a factor of 10 at 20 and 30 epochs respectively. EPBT was run for 40 generations, each with one epoch of training, and a validation set of 30,000 images was separated for evaluating individuals. Otherwise, the experiment setup was identical to the CIFAR-10 domain. Figure 4 gives a comparison of EPBT against Baseline 1 in the SVHN domain. As expected, EPBT achieves higher test accuracy than the baseline. Like in the earlier experiments with CIFAR-10 and ResNet-32, both EPBT variants learn faster and converge to a high test accuracy at the end.
Performance Analysis
A summary of the final test accuracies at the end of training for EPBT and the baselines is shown in Table 1 . The results show that EPBT achieves the best results for multiple datasets and model architectures. Another noticeable benefit provided by EPBT is the ability to train models to convergence significantly faster than non-population based methods, especially with a limited number of training epochs. This is because multiple models are simultaneously trained with EPBT, each with different loss functions. If progress is made in one of the models, its higher fitness leads to that model's loss function or weights being shared among the rest of the models, thus lifting their performance as well. Table 2 details how many epochs of training are required for EPBT to surpass each of the baselines. As expected, EPBT outperforms most of the baselines after training for roughly half the total number of epochs. These experiments thus demonstrate the power of EPBT in not just training better models but also doing it faster.
Computational Complexity Analysis
Compared to simpler hyperparameter tuning methods that do not interleave training and optimization, EPBT is significantly more efficient. On the CIFAR-10 dataset, EPBT BASELINE 1 (NO PBT)  112  152  24  BASELINE 2 (PBT, TGLO)  104  --BASELINE 3 (PBT, SGD) 104 -- discovered 40 new loss functions during the first generation and an additional 20 loss functions every subsequent generation. EPBT was run for 25 generations and thus was able to explore up to 520 unique TaylorGLO parameterizations. This process is efficient given the size of the search space; if a grid search were performed at intervals of 1.0, a total of 21 8 (38 billion) unique loss function parameterizations would have to be evaluated.
Furthermore, the computational complexity of EPBT scales linearly with the population size and not with the number of loss functions explored. Loss function evaluation is efficient in EPBT because it is not necessary to retrain the model from scratch whenever a new loss function is discovered; the model's weights are copied over from an existing model with good performance. If each of the 520 discovered loss functions was used to fully train a model from random initialization, over 100,000 epochs of training would be required, much higher than the 8,000 epochs EPBT needed.
Because EPBT evaluates all the individuals in the population in parallel, the real-time complexity of each generation is not significantly higher than training a single model for the same number of epochs. Furthermore, the amount of time spent in Stages 1 and 2 to generate new individuals is negligible compared to Stage 3, where model training occurs. The EPBT experiments in this paper were run on a machine with four NVIDIA V100 GPUs, utilized one GPU-day worth of computing, and took roughly six hours to complete.
Loss Function Analysis
Do the loss functions discovered by EPBT remain static or adapt to the current stage of the training process? An analysis of functions discovered by EPBT during an experiment indicates that they do change significantly over the generations.
To characterize how the loss functions adapt with increased training, the ancestries for the final top-performing functions across five separate runs of EPBT (CIFAR-10, ResNet-32) are shown in Figure 4 .4. The cross-entropy loss (as used in Baseline 1) is also plotted for comparison. Ancestry is determined by tracing the sequence of individuals M 0i . . . M ni , where M (g−1)i is the parent whose D (g−1)i and h (g−1)i were used to create M gi . The sequence is simplified by removing any duplicate individuals that do not change between generations due to elitism, thus causing some runs to have shorter ancestries.
Because the loss functions are multidimensional, graphing them is not straightforward. However, for visualization purposes, the losses can be simplified into a 2D binary classification modality where y = 1 represents a perfect prediction, and y = 0 represents a completely incorrect prediction (Gonzalez & Miikkulainen, 2019) . This approach makes it clear that the loss generally decreases as the predicted labels become more accurate and closer to the ground-truth labels.
There is an interesting trend across all five runs: the loss functions optimized by EPBT are not all monotonicallydecreasing. Instead, many have a parabolic shape that has a minimum of around 0.8 and rises slightly as y approaches 1. Such concavity is likely a form of regularization that prevents the network from overfitting to the training data by penalizing low-entropy prediction distributions centered around y = 1. Similar behavior was observed for GLO as well (Gonzalez & Miikkulainen, 2019) .
The plots also show that the loss functions change shape as training progresses. As the number of epochs increases, the slope near y = 1 becomes increasingly positive, suggesting less regularization would occur. This result is consistent with recent research that suggests regularization is most important during a critical period early in the training process (Golatkar et al., 2019) . If regularization is reduced or removed after this critical period, generalization sometimes may even improve. In EPBT, this principle was discovered and optimized without any prior knowledge as part of the metalearning process. EPBT thus provides an automatic way for exploring metaknowledge that could be difficult to come upon manually.
Future Work
As shown by experimental analysis, different stages of EPBT utilize different types of loss functions. This finding supports the notion that a single static loss function might not be optimal for the entire training process. Furthermore, loss functions that change makes sense considering that the learning dynamics for some DNNs are non-stationary or Figure 5 . EPBT loss function ancestries for the best candidates across five different runs on CIFAR-10 with ResNet-32. Their shapes are simplified into a 2D binary classification loss (Gonzalez & Miikkulainen, 2019) for visualization purposes. Cross-entropy loss is shown in the bottom right plot for comparison. Loss functions in the starting generations with fewer training epochs are darker, while functions from later generations with more training are lighter. Some runs have fewer ancestors because elitism allows the same loss function to be reused for multiple generations. Across all runs, there is a temporal pattern in the loss function ancestry. Early loss functions tend to regularize more (indicated by a positive slope at y = 1), while later functions encourage more accurate fitting to the ground-truth labels.
unstable (Jaderberg et al., 2017) . For example, adaptive losses might improve the training of generative adversarial networks (Goodfellow et al., 2014; Radford et al., 2015) .
Another direction of future work for EPBT is tuning an adaptive loss function parameterization that explicitly takes the current state of model training as input, thus resulting in more refined training and consequently better performance. Alternatively, domain information can be taken into account and allow learned EPBT loss function schedules to be more easily transferred to different tasks. Finally, EPBT can incorporate neural architecture search to jointly optimize network structure and loss functions.
Conclusion
This paper presents an evolutionary algorithm called EPBT that allows metalearning to be interleaved with weight training. EPBT was used to optimize a TaylorGLO loss function parameterization. Results on the CIFAR-10 and SVHN image classification benchmarks showed the power of EPBT in discovering loss functions that result in better and faster learning. An analysis of the optimized loss functions suggests that these advantages are from automatically discovered regularization. Furthermore, an adaptive loss function schedule naturally arises and is likely to be the key to achieving good performance.
