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Abstract
Eastern Beringia (Alaska and the Yukon Territory) represents a unique highlatitude setting in that it has remained largely ice-free throughout the major global
glaciations of the Quaternary. As a result, it contains extensive terrestrial
palaeoenvironmental records in the form of perennially-frozen loess and loess-derived
deposits, which span the last 3 million years. Numerous tephra horizons across eastern
Beringia also provide invaluable chronostratigraphic markers that are capable of
correlating regional stratigraphic sequences over large areas. These preserved records
offer a unique opportunity to reconstruct detailed palaeoenvironmental, palaeoclimatic,
palaeobiological and archaeological histories for this region. However, there remains a
need to improve and expand the chronological approaches used to interpret these
Quaternary records, particularly over timescales that lie beyond the upper age range of
radiocarbon (14C) dating.
The main aim of this thesis is to provide an improved, numerical-age,
chronostratigraphic framework for Quaternary environmental reconstructions in eastern
Beringia. For this purpose, optically stimulated luminescence (OSL) and infrared
stimulated luminescence (IRSL) dating techniques are used to provide chronological
constraints on key stratigraphic units containing correlative tephra horizons within
Pleistocene loess and glaciofluvial gravels from eastern Alaska and the Yukon
Territory. Importantly, the suitability of OSL dating of tephra-bearing deposits in this
region remains to be fully investigated, and this forms an integral part of the research
undertaken in this thesis. To do this, single-grain and multi-grain OSL dating techniques
were applied to 140,000 to 30,000 year-old deposits associated with geochemicallycharacterised late Pleistocene tephra layers from the Yukon Territory (Klondike district,
Ash Bend, Ch’ijee’s Bluff) and eastern Alaska (Chester Bluff), which have been
constrained by independent age control (14C and fission-track ages). Multi-grain
feldspar IRSL dating was also conducted on these known-age tephra-bearing deposits
using a range of emission bands (ultraviolet, blue, yellow and orange-red emissions).
An additional objective of the research was to investigate the OSL behavioural
characteristics and grain-to-grain variability of sedimentary quartz grains from this
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region, as a means of developing more reliable single-grain and multi-grain OSL
chronologies.
The single-aliquot regenerative-dose protocol was found to be well suited for
dating both quartz and feldspar fractions of these tephra-bearing deposits. Sedimentary
quartz grains from this region were, however, generally characterised by dim OSL
signals. A key finding of this study was that multi-grain OSL dating of known-age
deposits typically resulted in severe age underestimation. Several possible reasons for
this were explored through signal-component investigations and the construction of
‘synthetic’ aliquots from single-grain measurements. Single-grain OSL dating produced
widely spread (overdispersed) dose distributions, but ages that are in broad agreement
with independent age control when using either of two well-established models to
estimate the burial dose (the central and minimum age models). The findings of this
thesis indicate that single-grain quartz OSL techniques are better suited to dating loess
deposits in this region than are multi-grain quartz OSL techniques, because the former
allow for the exclusion of aberrant grains that are particularly prominent in these
samples. A major source of uncertainty in the OSL dating of these perennially-frozen
deposits was the long-term water content during their burial periods. In some instances,
the OSL ages obtained using the ‘as measured’ water content greatly underestimated the
expected ages of the deposits. Investigations into the multi-grain feldspar IRSL
characteristics showed that anomalous fading was ubiquitous in these samples,
regardless of the emission band. In most cases, however, it was possible to derive IRSL
ages that were in agreement with the corresponding single-grain quartz OSL ages by
applying suitable fading-correction procedures.
This thesis represents the first comprehensive study to apply single-grain OSL
dating techniques to eastern Beringian deposits and provides some of the first OSL-based
numerical-age constraints for both existing tephrochronologies and newly-identified
tephras across Alaska and the Yukon Territory. The OSL chronologies established in
this study include (i) maximum and minimum age constraints on the Reid glacial
deposits (which represent the penultimate advance of the Cordilleran ice sheet) in
central Yukon Territory; (ii) a depositional age for numerous, but previously undated,
late Pleistocene tephras in this region; (iii) the first numerical ages for the interglacial
deposits and Old Crow tephra at Ch’ijee’s Bluff; and (iv) numerical age constraints on
extensive Pleistocene loess and organic beds at Chester Bluff.
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Introduction:
General aim of this thesis
The main aim of this thesis is to provide an improved chronostratigraphic framework
for Quaternary palaeoenvironmental reconstructions in eastern Beringia, the
easternmost region of the glacial land bridge connecting Eurasia and the American
continent. For this purpose, optically stimulated luminescence (OSL) dating will be
used to provide numerical-age chronologies of key stratigraphic units containing
correlative tephra horizons within Pleistocene loess, loessic ‘muck,’ and glaciofluvial
deposits of the Yukon Territory and eastern Alaska. The latest techniques in OSL dating
will be combined with new and existing radiocarbon and fission-track tephra
chronologies to provide multi-faceted chronometric frameworks applicable to a broad
range of spatiotemporal scales. Using this integrated approach, the following research
aims to provide new insights into the rich palaeoenvironmental archives of this
important geographical region.

Objectives
In order to achieve this aim, a number of specific objectives are pursued in this thesis:

1) Application of the latest OSL techniques that have not previously been applied to
loess and loess-derived tephra-bearing deposits and glaciofluvial gravels from eastern
Beringia. These include both single-grain OSL dating of quartz and infrared stimulated
luminescence (IRSL) dating of potassium and sodium feldspars using a range of
emission wavelengths.

2) Investigating the quartz OSL behavioural characteristics and grain-to-grain
variability of tephra-bearing deposits as a means of developing more reliable OSL
chronologies.

3) Investigating the applicability of feldspar IRSL dating using a series of known- and
unknown-age deposits. This includes an assessment of the long-term signal stability of
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different wavelength IRSL emissions, calculation of fading rates, and demonstrating the
accuracy of fading-corrected ages.

4) Testing the suitability of OSL dating in this environmental context using a series of
deposits associated with known-age tephras. This enables a thorough empirical
assessment of the applicability of the dating techniques and a demonstration of any
shortcomings.

5) Using OSL dating to refine and expand pre-existing tephrochronology frameworks
and to provide new constraints on previously undated tephras across eastern Beringia.

6) Combining OSL chronologies and widely-distributed, geochemically characterised,
tephra layers to provide broad regional and local stratigraphic correlations of
palaeoenvironmental records across eastern Beringia.

7) Using OSL chronologies to provide new insights into palaeoenvironmental histories
of eastern Alaska and the Yukon Territory. Specifically, (i) resolving outstanding
questions surrounding glacial chronologies in easternmost Beringia, and (ii) providing
the first numerical age control for deposits bracketing tephra layers associated with the
last interglacial period.

Scope and organisation of the thesis
This thesis consists of 8 chapters, each of which discusses the progress made towards
addressing the specific research objectives outlined above.

Chapter 1: The introductory chapter of this thesis provides an overview of
palaeoenvironmental reconstruction in eastern Beringia and details the significance of
this region in terms of its rich and well-preserved palaeoenvironmental, archaeological,
and palaeobiological terrestrial records. A review is given of the current state of
palaeoenvironmental research in eastern Beringia, including the limitations of our
existing knowledge, and the potential for using OSL dating to provide improved
numerical chronologies and new insights into the late Quaternary history of this region.
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The final part of this chapter provides an overview of the sites and tephra-bearing
deposits being studied in this thesis.

An integral part of this thesis is to test the applicability of quartz OSL dating on eastern
Beringian deposits by applying it to known-age deposits that have been constrained
through tephrochronology. This is vital to ensure that accurate chronologies are
produced, and is particularly important given that many of the OSL techniques used in
this thesis have not previously been tested in eastern Beringia. Chapters 2, 3 and 4
specifically address this issue, and together form complementary studies concerned with
the verification of the OSL dating technique in this environmental context.

Chapter 2: This chapter details the OSL dating methodology used throughout this
thesis. It also focuses on OSL characteristics of multi-grain aliquots and of single grains
of quartz from all the samples studied. The first part of the chapter provides details of
the technical part of OSL dating (i.e., instrumentation). The second part includes an
overview of the measurement protocol (i.e., the single-aliquot regenerative-dose
protocol, SAR) used to determine burial dose estimates of coarse quartz grains. A
number of practical tests are then described to evaluate the performance of the chosen
measurement protocols. In addition, this chapter details the quartz OSL signal and SAR
sensitivity-corrected dose-response curve characterisations at both the multi-grain and
single-grain levels. Finally, the results of the environmental dose rate measurements and
calculations are presented for each sample.

Chapter 3: This chapter represents Part I of a two-part empirical assessment of the
applicability of quartz OSL dating to eastern Beringian deposits using known-age
sediments. It focuses on loess-derived perennially-frozen deposits from the Klondike
district, Yukon Territory, Canada. The applicability of OSL dating on quartz is tested
using known-age deposits constrained by the ~30 ka Dawson tephra. It compares multigrain and single-grain OSL dating results and investigates the causes of age
underestimation in multi-grain OSL dating. This chapter also provides information on
the statistical parameters used to analyse dose distributions and the different types of
age models used throughout this thesis.
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Chapter 4: This chapter further tests the applicability of quartz OSL dating on eastern
Beringian loess-derived deposits, and represents Part II of the empirical assessment of
the OSL dating technique. It focuses on sequences of known-age tephra layers that
include the ~80 ka Sheep Creek-K tephra at two sites from the Yukon Territory, namely
(i) Ash Bend site, and (ii) Klondike district. The chapter provides an assessment of
multi-grain OSL ages derived using standard SAR protocols, as well as alternative
methods of signal detection. It also presents an analysis of OSL signal characteristics
for these known-age samples. Single-grain OSL dating results are presented and these
data are used to determine the causes of apparent multi-grain age underestimations.
These known-age samples are also used as a means to assess the suitability of the
statistical tests and age models used to analyse and interpret single-grain dose
distributions. The results of this assessment, together with those from Chapter 3, are
then used to provide a guideline for the application of OSL dating to unknown-age
deposits studied elsewhere in this thesis.

Chapter 5: This chapter uses the single-grain OSL dating procedures developed in
Chapters 3 and 4 to provide the first chronological constraints on a sequence of
prominent glaciofluvial gravels from the Yukon Territory. Single-grain OSL dating is
applied to the Reid glaciofluvial gravels at Ash Bend, which lack tight maximum age
control, in order to provide the first numerical ages on these gravels and the timing of
this regional glaciation. Statistical analysis of single-grain dose distributions and
selection of appropriate age models are informed by the findings of Chapter 3 and 4.
The implications and significance of the ages obtained for the Reid deposits are
discussed in relation to the broader glacial history of the region. Finally, the entire Ash
Bend sequence, which includes the ages presented in Chapter 4, together with published
palaeoecological data, are discussed in relation to past climatic fluctuations in eastern
Beringia.

Chapter 6: This chapter investigates the potential for using IRSL dating of sodium and
potassium feldspars as an alternative chronometric technique for tephra-bearing deposits
of eastern Beringia. The suitability of IRSL dating is assessed using a series of loessderived samples from the Klondike district associated with the known-age Dawson
tephra and Sheep Creek-K tephra. Details are provided of the experimental procedures
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and dating protocols used to derive IRSL age estimates for different wavelength
emissions of potassium and sodium feldspars. The IRSL characteristics of these samples
are investigated, including their long-term fading rates and the methods used to correct
for such fading. The accuracy of the fading-corrected IRSL ages are assessed by
comparison with independent age estimates, as well as the quartz single-grain OSL ages
of these samples. The adopted IRSL dating protocols are also used to provide the first
numerical age control on a previously undated and unknown-age tephra – the Lucky
Lady tephra from Sulphur Creek in the Klondike District.

Chapter 7: In this chapter, the single-grain OSL dating procedures developed in
Chapters 3 and 4 are used to refine and expand the chronological framework associated
with a series of known-age and unknown-age tephra deposits from eastern Beringia.
Single-grain OSL ages are reported for deposits associated with the Old Crow tephra,
one of the most important correlative stratigraphic markers in Alaska and the Yukon
Territory, at two sites (Chester Bluff and Ch’ijee’s Bluff). Single-grain OSL dating is
also used to provide the first numerical ages of deposits bracketing seven unknown-age
tephras at Chester Bluff. The OSL chronologies are discussed with reference to
published palaeoecological data for these samples, and in terms of their broader
implications for marine isotope stage (MIS) 6-7 palaeoenvironmental reconstructions of
eastern Beringia.

Chapter 8 – Summary and conclusions: The final section of this thesis brings together
all of the individual research findings and discusses the suitability of OSL dating as a
reliable chronometric tool in palaeoenvironmental reconstructions of eastern Beringia.
The specific contributions made in this thesis towards understanding late Quaternary
palaeoenvironmental histories of Alaska and Yukon Territory are summarised and their
implications discussed. Finally, a series of recommendations are provided for future
OSL studies in eastern Beringia.
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Chapter 1: Palaeoenvironmental reconstructions in eastern
Beringia: the current state of research and the potential
for improved numerical chronologies

1.1
1.1.1

Introduction
Introduction of Beringia and its significance

The term Beringia refers to the arctic landmass that once connected Eurasia with the
American continent during past periods of low sea level. It extends from the Lena River
(Verkhoyansk Mountains) in Siberia to the Mackenzie River in northwest Canada
(Figure 1.1) (Hoffecker and Elias, 2007). During periods of glacial maxima, and lower
global sea level, the region now submerged by the Bering Strait was exposed, giving
way to the Bering land bridge (Figure 1.1), and thus creating a terrestrial connection
between western Beringia (Siberia) and eastern Beringia (Alaska and Yukon Territory).
Beringia remained largely ice-free during glacial periods and formed an extensive
biogeographical region, which has been conceptualised as containing a unique set of
fauna and flora that included large herbivores (or megafauna), such as mammoths,
horses and bison, as well as a vegetation capable of sustaining this diversity (i.e.,
steppe). In this way, Beringia served as a corridor for biotic exchange between the two
landmasses, including the dispersal of humans to the Americas (Hopkins, 1982;
Guthrie, 1990; Sher, 1999; Hoffecker and Elias, 2007; Goebel et al., 2008).
Environmental and biological reconstructions of the Quaternary history of Beringia are
central to solving questions related to: (i) the evolution of flora and fauna in the region,
including its role as a centre for speciation, glacial refugia and the biotic exchange
between Eurasia and the American continent (Sher, 1999), (ii) the reconstruction of the
timing and migration routes of human dispersal to the American continent (Mandryk et
al., 2001; Morlan, 2003; Goebel et al., 2008), (iii) the timing and causes of megafauna
extinction at the Pleistocene/Holocene transition, as the result of either climate-driven or
anthropogenic disturbances, or some combination of these (Martin, 2005; Guthrie,
2006). Additionally, Beringia is crucial to understanding past changes in global and
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regional oceanic circulation and climate because of the intermittent restoration of the
maritime connection between the Arctic and Pacific Oceans during the Quaternary
(Sher, 1999).

Figure 1.1. Beringia as it is today and the area exposed during low sea level (black
line represents the –200 m isobar).

There are a number palaeoecological and geomorphological issues outstanding in
Beringian research (Elias, 2001a; Brigham-Grette, 2001). In particular, these relate to (i)
palaeoenvironments of the LGM, interstadials (namely MIS 3) and the Last Interglacial,
(ii) timing of human occupation and route of dispersal, (iii) time and causes of
megafauna extinctions, (iv) extent of glacial advances, including out-of-phase
glaciations and synchronicity of records, and (v) timing of the Old Crow tephra
deposition and the environments associated with it.

1.1.2

Eastern Beringia (Alaska and Yukon Territory) palaeoenvironmental
reconstructions

1.1.2.1 Present environments
The topography of eastern Beringia is characterised by two east-west trending mountain
ranges, the Brooks Range and the Alaska Range, which flank the north and south of

8

Alaska and bracket the low-lying interior of the state. Additionally, the Cordillera, the
Alaska Peninsula and the Aleutian islands border the southeast and southwest margins,
respectively (Figure 1.2). The easternmost end of Beringia, namely Yukon Territory,
presents a rugged and variable topography. It includes the Arctic coastal plains to the
north and the Richardson Mountains in the northeast. The highlands and rugged
topography of the east, central and southern regions of the Yukon Territory are
composed of various mountain ranges (Ogilvie, Mackenzie and Selwyn among others),
including the prominent Cordillera mountain system in the southwest, which is
composed of the Wrangell and St. Elias Mountains (Figure 1.2). The largest river in
eastern Beringia, the Yukon River, originates in southern Yukon Territory. From here, it
flows northwest towards the Alaskan border and continues westwards across the vast
interior of Alaska, where it is joined by three other major rivers, namely the Porcupine
River, Tanana River and Koyukuk River, before reaching the Bering Sea. Additionally,
the Kuskokwim River drains a major basin in southwest Alaska.
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Figure 1.2. Major topographic features and rivers of eastern Beringia.

The climate of Beringia is spatially heterogeneous due to the influence of two different
synoptic controls, namely the Siberian high in western Beringia and the Aleutian low in
9

eastern Beringia (Mock et al., 1998). Furthermore, the effects of topography also result
in heterogeneous moisture transfers and precipitation patterns across eastern Beringia
(Mock et al., 1998). The Alaska Range and Cordillera mountain system effectively
block much of the Pacific Ocean moisture from entering the Alaskan and Yukon
Territory interiors, resulting in an enhanced continental climate in these regions. The
mean annual precipitation in the interior of the Yukon Territory and Alaska is typically
250-300 mm, but in some areas the mean annual precipitation can reach values of 400600 mm (Smith et al., 2004). The climate south of the Alaska Range is maritime with
less seasonal variation than the rest of Beringia. In this region the mean annual
precipitation is 2000-3500 mm. Temperatures are mainly dominated by the high latitude
position, and decrease according to both latitude and elevation; winter temperatures
range between 0 and –30 ºC, while average summer temperatures range from 0 to 16 ºC.
Permafrost layers (ranging from 10 to 300 m thick) underlie much of eastern Beringia,
with continuous, discontinuous, sporadic and no permafrost observed across a northsouth (temperature) gradient and altitudinal gradient (Péwé, 1983).
The vegetation of eastern Beringia is distributed according to latitude and elevation
temperature gradients and proximity to the ocean. Cold-adapted alpine and arctic tundra
vegetation is found along the northern and western coasts (e.g., north of the Brooks
Range and the Seward Peninsula) and in regions of high elevations (e.g., the northern
half of the Yukon Territory and the Alaska Range). In low-lying areas, boreal and
subalpine forests cover the large Alaska interior and southern half of the Yukon
Territory. These forests are dominated by Picea spp., while other tree species are also
found such as Pinus, Populus, Betula and Larix. As with all vegetation communities in
eastern Beringia, species distribution is strongly dictated by local conditions such as
slope, elevation and drainage (Hoffecker and Elias, 2007).

1.1.2.2 Past environments
As in most parts of the world, the past environments of eastern Beringia have been
mainly affected by the global glacial/interglacial cycles of the Quaternary (Imbrie et al.,
1993). The orbitally-tuned marine oxygen-isotope stages (MIS) of Martinson et al.
(1987) provide a framework for contextualising Late Quaternary climatic change in
eastern Beringia (Figure 1.3). The record includes the most recent cycles spanning the
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last 300,000 (300 ka). It covers three glacial maxima, when global ice volumes were at a
maximum and sea levels were significantly lower than present — MIS 8 (290-250 ka),
MIS 6 (190-130 ka) and MIS 2 (25-10 ka) — and three interglacials, when ice extent,
sea levels and temperatures were more similar to present times: MIS 7 (250-190 ka),
MIS 5 (130-70 ka) and MIS 1 (10 ka to present). During the last glacial cycle, MIS 4
(70-60 ka) and MIS 3 (60-25 ka) represent intermediate global climatic fluctuations. In
this thesis, radiocarbon ages will be reported as 14C a BP and cal. a BP for uncalibrated
and calibrates ages, respectively.
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Figure 1.3. Marine oxygen-isotope curve from Martinson et al. (1987)
normalised to the first value. Dashed lines and numbers indicate marine
isotope stages (MIS).

1.1.2.2.1 Interglacials, interstadials and the LGM
During past interglacials, when ice sheets were constrained to high elevations and
global sea levels were relatively high, the Bering land bridge became submerged and
Beringia was subsequently fragmented (Brigham-Grette, 2001). Last interglaciation
(MIS 5) environmental reconstructions of eastern Beringia are based on numerous
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exposures where stratigraphic units have been found in association with the ~140 ka
Old Crow tephra (Hamilton and Brigham-Grette, 1991; see Chapter 7 for details).
Evidence from the northwest coast of Alaska indicates that at one point during this
stage, most likely MIS5e (130-118 ka), sea level extended several metres above the
present limit and the sea to the north remained ice-free (Brigham-Grette and Hopkins,
1995). Fossil evidence suggests that parts of eastern Beringia experienced summer
temperatures that were up to 3.5 ºC warmer than present (Elias, 2001b). The northern
limit of boreal forest extended several kilometres to the north of the present tree line in
both the Yukon Territory and northwest Alaska (Matthews et al., 1990; Edwards et al.,
2003), and evidence exists for widespread thawing and erosion of permafrost in central
Alaska during this time (Péwé et al., 1997).
The prevailing conditions of the previous interglacial (MIS 7) in eastern Beringia are
less well known because there are no major studies of palaeoenvironmental records
from this time. However, hypothetical climatic reconstructions based on variations in
climatic controls (i.e., insolation) indicate that climatic fluctuations may have been
similar to those observed during MIS 5a-d, and did not result in ice volume minima as
low as in MIS 5e (Bartlein et al., 1991). Similarly, detailed palaeoenvironmental and
palaeoecological records for eastern Beringia during the last stages of MIS 5 and the
transition to, and inclusion of, MIS 4 have not been widely reported (Anderson and
Lozhkin, 2001; Elias, 2001b). This is partly because of a lack of firm
chronostratigraphic frameworks, since this age range lies beyond the maximum limits of
radiocarbon (14C) dating. However, evidence for extensive glacial advances during MIS
4, as well as MIS 5b and d, has been reported for various regions of easternmost Siberia,
Alaska and Yukon Territory (Brigham-Grette et al., 2001; Briner et al., 2005; Ward et
al., 2007). In many cases, these glacial advances were more extensive than those of the
LGM during MIS 2 (see Chapter 5 for details).
A comprehensive literature review by Anderson and Lozhkin (2001) on 50 ka to 22 ka
Beringian environments indicates major differences between western and eastern
Beringia during the early part of MIS 3, as well as significant spatial and temporal
climatic

variability

within

eastern

Beringia.

Unlike

western

Beringia,

the

palaeoecological records of eastern Beringia indicate that neither the climate nor
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vegetation were similar to those of today (Anderson and Lozhkin, 2001); Picea spp.
distribution was limited and the vegetation was classed as forest-tundra, which has no
modern analogue. Furthermore, the climate was heterogeneous throughout the region,
with greater climatic amelioration experienced in the interior than in the northwest of
Alaska. The timing of this relatively warm climate also differs between interior Alaska
(35-30 ka) and Yukon Territory (38-34 ka), and points to a heterogenous climatic
history for eastern Beringia during the MIS 3 interstadial.

Figure 1.4. Extent of glaciation at 18 ka in eastern Beringia (from
Froese et al., 2005a).

During the glacial period of MIS 2, ice sheets expanded over the Brooks Range and
Alaska Range. Coalescence between ice sheets on the Cordilleran mountain system and
the Laurentide ice sheet in the Yukon Territory marked the easternmost limit of
Beringia (Figure 1.4), and served as a barrier for migration of flora and fauna to the
south of the ice sheets (Catto, 1996). Increased continentality, due to lower sea levels
and the exposure of the Bering land bridge, as well as glacier expansion and the freezing
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of the Arctic Ocean, led to a reduction in moisture availability across interior eastern
Beringia and a limited expansion of ice sheets into the low-lying areas (interior Alaska
and central-west and northern Yukon Territory). Palynological and entomological
(fossil beetle) data indicate that eastern Beringia became increasingly cold and
continental (arid) as glacial periods accentuated (Anderson and Brubaker, 1994; Elias
2001b; Alfimov and Berman, 2001). This scenario has also been inferred from the
General Circulation Model study of Bartlein et al. (1991). During the LGM, the
vegetation of Beringia was dominated by tundra, herbs and grasses. However, there is
no consensus about the vegetation cover during this period in eastern Beringia
(Hoffecker and Elias, 2007), because reconstructions of the environments, ecology, and
archaeology have a controversial history and discrepancies exist between the
entomological, palynological and geomorphological evidence (Elias, 2001a). Beringia
was originally envisioned as (i) a biogeographical unit with a characteristic arid-adapted
flora composed mainly of herbs and grasses (steppe), which was capable of sustaining
large herbivores, and (ii) characterised by a climate that was drier and colder than
present (Guthrie, 1968, Hopkins, 1982). The “production paradox” of Beringia refers to
the lack of evidence in favour of such a scenario, because palynological investigations
point to a less productive vegetation composed of tundra species with a minor perennial
(more productive) component that could not have sustained large herbivore populations.
Moreover, in most cases, the reconstructed vegetation does not have a modern analogue
(i.e., Cwynar and Ritchie, 1980).
Over the last 15 years, an increasing amount of evidence has emerged to suggest that
past Beringian environments were characterised by significant spatial variation at the
regional and local scales (Elias et al., 1996; Schweger, 1997; Zazula et al., 2006a). It is
now recognised that Beringia was not a homogeneous region, either climatically or
ecologically (Elias et al., 1996; Mock et al., 1998; Anderson and Lozhkin, 2001). More
mesic environments, dominated by herb-shrub tundra, have been described for the now
submerged Bering land bridge (Elias et al., 1996, 1997). Drier conditions are now
thought to have prevailed in eastern Beringian interior during MIS 2, which also
contained both tundra and steppe (tundra-steppe) elements and represented a mosaic
landscape affected by local environmental factors (Anderson and Brubaker, 1994; Elias
et al., 1997; Schweger, 1997; Guthrie, 2001; Yurstev, 2001; Zazula et al., 2003).

14

Despite these advances, the nature of the full glacial tundra-steppe vegetation remains
unresolved and various lines of evidence suggest a scenario for higher productivity that
has no modern analogue and required deeper active soil layer, loess accretion (Laxton et
al., 1996; Goetcheus ands Birks, 2001) and basic soils (i.e., moist non-acidic tundra of
Walker et al., 2001). This depiction of full glacial landscapes has also gained support
from hypothetical studies of Schweger (1997) and Guthrie (2001).

Figure 1.5. History of the Beringian land bridge submergence at the end of the last glaciation
(from Manley and Kaufman, 2002).

1.1.2.3 Pleistocene/Holocene transition: human records and megafaunal extinctions
At the end of MIS 2, and beginning of the Holocene, continental ice sheet retreat and
rising global sea levels resulted in the full submergence of the Bering land bridge by
12.9 ka (Figure 1.5) (Elias et al., 1996). These climatic changes caused an increase in
available moisture and effective temperatures, and prompted dramatic shifts in
15

vegetation across eastern Beringia. Mesic tundra (Betula spp.) increased significantly
between approximately 16-10 ka, followed by the appearance of Picea by 9 ka and
establishment of Picea-dominated forests by 6 ka (Anderson and Brubaker, 1994;
Bigelow and Powers, 2001).
Reconstructions of Late Pleistocene environments in eastern Beringia are central to the
question of initial human occupation and routes of dispersal (Mandryk et al., 2001;
Goebel et al., 2008), as well as determining the causes of megafaunal extinctions in the
Late Pleistocene. The latter may also be closely linked to the arrival of humans in
Beringia because of the apparent synchronicity of these events (Guthrie, 2006).
However, there is much evidence suggesting that declines in certain megafaunal
populations were environmentally driven (Guthrie, 2003). Although some large
herbivores survived the LGM in eastern Beringia, recent studies, including ancient
DNA (aDNA) studies, indicate that population readjustment and/or decline of major
species (i.e., Bison) started at ~35-30 ka. This is much earlier than the first unequivocal
dates for human occupation in interior Alaska at ~14 ka (Guthrie, 2003; Shapiro et al.,
2004; Barnes et al., 2007; Goebel et al., 2008). However, the archaeological record of
eastern Beringia (and the Americas) has remained controversial, because evidence in the
form of human-modified proboscidean bones has been used to suggest occupation of
this region by at least 20 ka (Cinq-Mars and Morlan, 1999; Morlan, 2003). Others have
questioned this interpretation owing to a lack of definite evidence for human presence
(i.e., stone tools) and the weak archaeological context of the modified bones (Goebel et
al., 2008). Additionally, evidence of human occupation in South America by 14.6 ka
indicates that earlier eastern Beringian sites should exist and that dispersal along the
Pacific coast must have taken place due to extensive ice sheets blocking an internal
route (Goebel et al., 2008). Genetic studies also indicate that the initial human
occupation of Greater Beringia could have taken place between 40 and 20 ka, with a
~20 ka period of genetic diversification taking place within Beringia, before the spread
south of the ice sheets (Kitchen et al., 2008). However, while firm archaeological
evidence of human occupation by ~32 ka exists in western Beringia (Pitulko et al.,
2004), such unequivocal evidence has not been uncovered for eastern Beringia (Goebel
et al., 2008).
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1.2

Terrestrial records

The preceding review highlights several unresolved issues in Late Quaternary
environmental studies of eastern Beringia. The key to providing new insights into these
outstanding debates lies in a re-evaluation of the rich and diverse palaeoenvironmental
archives of this region, including an improved timeframe for the key events, as will be
attempted in this thesis. The following section details the main types of terrestrial
records that are of most significance for this purpose.

1.2.1 Primary and reworked loess
Muhs (2007) describes loess as a distinctive sedimentary body composed of silt-sized
particles that have been entrained, transported and deposited by the wind. It forms a
layer over the landscape that can have variable thickness from a few centimetres to
hundreds of metres. Loess is typically dominated (60-90%) by silt sized (50-2 μm)
particles, but also contains measurable amounts of sand (>50 μm) and clay (<2 μm).
Loess deposits are often associated with intercalated palaeosols, which form during
periods of landscape stability and non-deposition, and are thus related to interglacial
stages. Loess deposits accumulated in unglaciated regions of eastern Beringia during the
Pleistocene (Péwé, 1955) and represent the most extensive surficial deposit in Alaska
(Muhs et al., 2003) (Figure 1.6).

Figure 1.6. Distribution of primary loess (in grey) in Alaska
(adapted from Roberts et al., 2007).
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Initial loess deposition in eastern Beringia dates to 3 million years (Ma) ago (Westgate
et al., 1990, 2005) and, thus, loess deposits offer a valuable terrestrial proxy data set
spanning the entire Quaternary history of glacial-interglacial cycles. Loess sequences
have been regarded as terrestrial analogues to deep-sea records, because both are
formed by semi-continuous deposition of fine-grain sediment (Begét, 1996).
Furthermore, proxy records in eastern Beringian loess are a rare account of Pleistocene
climate change, because terrestrial records of this resolution scarcely remain preserved
at high latitudes (i.e., they are typically ‘erased’ during successive glacial advances).
The loess records of Beringia also have the added advantage of providing proxy records
for local-, regional- and global-scale climatic reconstructions (i.e., as an indicator of
palaeowind direction and intensity). They also provide an important depositional
context for fauna and flora remains. Primary loess deposition is usually found in upland
settings, while valley-bottom loess deposits represent both primary airfall and reworked
and colluviated loess (Péwé, 1955; Fraser and Burn, 1997; Muhs et al., 2003). The latter
are commonly referred to as ‘muck’ deposits in eastern Beringia (e.g., Fraser and Burn,
1997) and typically contain abundant fossil remains of extinct and extant taxa
(Harington, 1989; Harington and Eggleston-Stott, 1996).

1.2.2 Permafrost
Permafrost, or perennially frozen ground, refers to surficial deposits (including primary
loess, muck, and other deposits such as soils) that remain below 0ºC for at least 2 years,
irrespective of moisture content, texture, lithology or induration (Péwé, 1983). Although
permafrost is not in itself a proxy record, it is a prominent feature of the Beringian
landscape and serves as an invaluable preservation mechanism of Quaternary records. In
eastern Beringia, continuous, discontinuous and sporadic permafrost are distributed in a
north-south gradient, with thicker (300-600 m) continuous permafrost in the north
(Péwé, 1983; Figure 1.7).
At the local scale, permafrost is usually thicker at lower elevations in valley-bottom
settings; this is also where much of the organic remains accumulate after transportation
of material down-slope (Péwé, 1955; Péwé et al., 1997). These deposits have been
invaluable in the reconstruction of eastern Beringian Quaternary histories, including
past biological composition, ecology and environments. This is partly because the
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freezing temperatures allow the preservation of plant and animal material under optimal
conditions; in some cases, well-preserved carcasses have been recovered (Guthrie,
1990; Harington and Eggleston-Stott, 1996). Importantly, the freezing storage
temperatures result in reduction of post-mortem DNA damage (Shapiro and Cooper,
2003; Willerslev and Cooper, 2005). Thus, many recent studies have applied aDNA
techniques to animal remains (Shapiro et al., 2004; Barnes et al., 2007; Debruyne et al.,
2008), and even sediments (Willerslev et al., 2003), in order to provide further insights
into past evolutionary, ecological and environmental changes in Beringia.

Figure 1.7. Boundary between continuous, discontinuous, sporadic
and no permafrost at the present day in eastern Beringia (adapted
from Péwé, 1983 and Froese et al., 2008).

1.2.3 Pollen, organic macrofossils, and palaeosols
A large number of lacustrine pollen records have been recovered from eastern Beringia
(Bigelow, 2007; Kokorowski et al., 2008). These have been used to reconstruct past
vegetation changes, especially during the last 20 ka (Anderson and Brubaker, 1994).
However, part of the difficulty in resolving the full glacial vegetation of the interior
regions is that, unlike western Alaska, the majority of pollen cores recovered do not
extend beyond 14 ka, because aridity during full glacial time (25-18 ka) precluded lake
formation (Guthrie, 2001). Similarly, records spanning the last interstadial, interglacial
and earlier periods are rare (or absent in the case of the latter), and such long records
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(i.e., Squirrel Lake) are mainly confined to western and northern Alaska (Anderson and
Lozhkin, 2001; Guthrie, 2001; Bigelow, 2007). Therefore, studies of pre-MIS 2 (i.e.,
>30 ka) vegetation histories have mostly been made on bluff exposures containing plant
macrofossils and pollen, especially in the Yukon Territory (Bigelow, 2007). Plant
macrofossils have some advantages over pollen cores because low taxonomic resolution
of some steppe species (grasses versus sage), and variability in pollen production and
dispersal, makes pollen records difficult to interpret (Birks and Birks, 2000; Bigelow,
2007). In contrast, macrofossils are usually identifiable to species level and provide an
unequivocal account of local species composition and diversity (Hamilton et al., 1988;
Anderson and Lozhkin, 2001; Zazula et al., 2003). For example, some of the unknown
aspects about full glacial eastern Beringia include the lack of evidence for extensive
presence of steppe species (e.g., Artemisia frigida) and uncertainties about whether or
not Picea spp. survived in local refugia (Brubaker et al., 2005). These uncertainties have
been difficult to resolve from palynological records alone. However, locally preserved
buried surfaces have revealed a habitat-dependent vegetation composition during the
LGM, which in some cases has no modern analogue (Goetcheus and Birks, 2001;
Zazula et al., 2006a), and have confirmed the presence of steppe species, as well as the
survival of Picea spp., in suitable habitats during the MIS 3/2 transition (Zazula et al.,
2003, 2006b, 2006c).
Peat layers and palaeosols preserved in loess sequences have also been important in
determining periods of climatic amelioration and deterioration, since these contain
beetle macrofossils capable of reconstructing minimum and maximum temperatures
over the past 160 ka (Elias et al., 1996; Elias, 2000). Importantly, these sequences have
been crucial in reconstructions of the Last Interglacial (Hamilton and Brigham-Grette,
1991), where, in some cases, peat layers contain large amounts of Picea logs and other
macrofossils (Matthews et al., 1990; Péwé et al., 1997; Elias, 2001b). Elsewhere, forest
layers as old as 2.5-3.0 Ma have also been exhumed from bluffs in central Alaska
(Froese et al., 2003a; Matheus et al., 2003; Matthews et al., 2003).

1.2.4 Glacial deposits
Glacial deposits, such as tills, boulders and glaciofluvial gravels, provide a unique and
direct terrestrial account of glacier advance and retreat during the Quaternary in eastern
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Beringia that cannot be ascertained from any other record. Glacial advances appear to
have been asynchronous with global ice maxima throughout eastern Beringia. For
instance, more extensive advances are recorded during periods preceding the LGM,
such as MIS 4 or MIS 5d, rather than during the more accentuated glacial maximum of
MIS 2 or MIS 6, thus highlighting the complexity of Beringian past glacial histories
(Begét, 2001; Brigham-Grette et al., 2001; Briner et al., 2005). Perhaps most
importantly, recent studies have shown that the Reid (penultimate glaciation) glacial
deposits of the Cordilleran ice sheet represent a diachronous record that is in need of reexamination (Ward et al., 2007, 2008). This issue forms the basis of the research
undertaken in Chapter 5 of this thesis.

1.2.5 Tephra deposits
Tephra deposits have been crucial in eastern Beringian Quaternary research because
these provide chronological control and correlations of loessal sequences spanning at
least 3 Ma (Westgate et al., 2005). The study of tephra beds (or tephrochronology),
includes their characterisation, age, distribution and stratigraphic position (Westgate et
al., 1985, 2000; Froese et al., 2002, 2006; Preece et al., 1999, 2000). Tephra layers
derive from the ejecta of explosive volcanic eruptions that emit pyroclastic particles to
the troposphere (Alloway et. al., 2007). The deposition of tephra, which includes
particles ranging in size from ash (<2 mm), to lapilli (2-64 mm), to blocks or bombs
(>64 mm), can take from hours to months and cover large geographical areas and a
variety of depositional settings (Alloway et al., 2007). Therefore, tephra beds are
chronological marker horizons, capable of correlating regional stratigraphic sequences
and, thus, creating chronostratigraphic frameworks over large areas. Additionally,
tephra layers can be dated through various methods (see Section 1.3.1) and are,
themselves, a tool for chronological constraint. Tephrochronology has proven essential
to reconstruct palaeoenvironments in eastern Beringia through correlation of
stratigraphic sequences at the regional and local levels (Hamilton and Brigham-Grette,
1991; Begét, 2001; Elias 2001a; Zazula et al., 2006a).

21

1.3

Existing chronologies

The key to using these palaeoenvironmental records to re-address the main outstanding
issues in eastern Beringian research lies in the provision of reliable chronologies.
Several different approaches have been used to provide chronological constrain on the
perennially-frozen loess/palaeosol sequences from this region, which represent the main
palaeoenvironmental records studied in this thesis. The main correlative and numerical
dating techniques used on Beringian terrestrial records are outlined below.

1.3.1 Tephrochronology of eastern Beringia
The value of distal tephra beds as stratigraphic markers lies in accurate and precise
geochemical fingerprinting and dating. The former requires knowledge of chemical
properties, while the latter usually entails numerical dating of either the tephra itself or
the bracketing material (i.e., primary loess or muck).
(i) Geochemical characterisation of eastern Beringian tephras. The mineralogy and
chemical composition of distal tephras (their major and trace element composition), as
well as the glass morphology and petrography, have been used to characterise,
discriminate or correlate tephra horizons, and to determine the provenance of tephra
(Preece et al., 1992, 2000; Westgate et al., 2005). There are two main sources of
volcanic ash in eastern Beringia: the Aleutian Arc–Alaska Peninsula (AAAP) and the
Wrangell volcanic field (WVF) (Westgate et al., 1985, 2000; Preece et al., 1992, 2000)
(Figure 1.8). Generally, dacitic to high-silica rhyolitic distal tephra beds in Alaska and
the Yukon Territory have been divided into two groups: type I tephras, sourced from the
AAAP area, and type II tephras, from the WVF (Preece et al., 1992). Exceptions to this
rule include the Hayes volcano in the northern margin of the Alaska Peninsula (Preece
et al., 1992). Type I tephras are typically dacitic to rhyolitic and are characterised as
having bubble-wall glass shards, vesicular pumice and glass spheres, and low crystal
content, mainly hypersthene and clinopyroxene. In contrast, type II tephras are mainly
rhyolitic and have glass of highly inflated pumice and higher crystal content of mainly
hornblende and hypersthene (Preece et al., 1992, 1999, 2000). In most instances,
petrography is initially used to distinguish between the two tephra types because
anhydrous ferromagnesian assemblages dominate in type I tephra beds, while hydrous
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ferromagnesian mineral assemblages dominate in type II tephra (Westgate et al., 2005).
Most importantly, differences in rare earth element (REE) profiles distinguish the two
types of tephra. Type I tephra beds have flat REE profiles (La/Yb<11), with a well
developed Eu anomaly, while type II tephra beds have steep REE profiles (La/Yb>12)
and weakly developed Eu anomalies (Preece et al., 2000; Westgate et al., 2005). Cluster
analysis using glass major and trace element composition can also be a diagnostic tool;
type I tephras have lower Al2O3, CaO and Sr and higher FeOt, TiO2, Hf, Sc and Cs for a
given SiO2 content when compared to type II tephras (Preece et al., 1992). Although
overlaps occur between the two groups in terms of the glass major element composition,
type II tephras usually have a more restricted spread in elemental values (Westgate et
al., 2005).

Figure 1.8. Location of volcanic regions in eastern Beringia (red
areas); the Aleutian Arc–Alaska Peninsula (AAAP) and the
Wrangell Volcanic Field (WVF).

(ii) Direct dating of tephras. Direct dating of tephra layers has been achieved through
fission-track dating of glass shards (Westgate et al., 1990),
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Ar-39Ar dating (Kunk,

1995) and luminescence dating, which has been applied to purified glass and potassium
feldspars extracted from Old Crow tephra deposits (Berger, 1987, 1991; Auclair et al.,
2007). However, the most common technique applied to distal tephras from Alaska and
Yukon Territory has been fission-track dating on assemblages that contain abundant
glass shards (Westgate et al., 1990; Preece et al., 1999, 2000; Sandhu et al., 2001).
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Fission-track dating works by quantifying the number of fission tracks created by the
fission reaction of 238U, which occurs at a constant rate following the law of radioactive
decay (Westgate et al., 1997). Depositional ages for various tephra beds obtained using
this technique range between 120 ka and 3.5 Ma (Westgate et al., 1990, 2008; Sandhu
and Westgate, 1995; Preece et al., 1999; Sandhu et al., 2001). These ages have helped
determine a number of significant geologic and palaeoenvironmental events, including
the timing of initial loess deposition in interior Alaska and the first Cordilleran ice sheet
advance into the Yukon Territory, among others (Preece et al., 1999; Westgate et al.,
2005). Potassium-argon and argon-argon dating, which are commonly used to date
tephra deposits elsewhere in the world (Walker, 2005), are not widely applicable to the
tephra deposits of eastern Beringia. Argon-argon dating provides an improvement over
potassium-argon dating in terms of both accuracy and precision of ages, and can cover a
younger age range (10 ka versus 100 ka). However, both techniques still require
sufficient amounts of potassium-rich crystals. Thus, both techniques are unsuitable for
the application to distal tephra layers because these are characterised by fine grain sizes,
low crystal content and the lack of high potassium contents (Shane, 2000; Alloway et
al., 2007).

1.3.2 Radiocarbon dating
Radiocarbon dating is the main dating technique used to produce depositional ages for
young sequences (<50 ka), including numerous young tephra layers. In this case, dating
of bracketing material (i.e., plant macrofossils) is used to constrain the timing of tephra
deposition (e.g., Froese et al., 2006). Radiocarbon has been very useful in Late
Pleistocene Beringian research because it is applicable over an important time range in
eastern Beringian history (i.e., MIS 1-3), and is applicable to material that is widely
available in this environmental setting (i.e., perennially-frozen and, thus, well-preserved
organics). However, the technique also has some limitations, which can compromise its
suitability in Beringian studies: (i) the organic material being dated is assumed to be
contemporaneous with the depositional unit of interest; this assumption cannot
necessarily be guaranteed in sedimentary environments that are subjected to redeposition of primary material (e.g., muck deposits). The sampling of reworked organic
material that is not contemporaneous with the depositional unit can introduce significant
uncertainties in radiocarbon chronologies, particularly over younger, Holocene
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timescales (e.g., Blong and Gillespie, 1978); (ii) radiocarbon dating has a maximum
dateable age range of ~40 ka (Pigati et al., 2007), which precludes its applicability to
pre-MIS 3 time periods. Although some studies using liquid scintillation (LS) detectors
have obtained ages of up to 70 ka for Last Interglacial Picea wood fragments (Péwé et
al., 1997), in the majority of cases AMS (accelerator mass spectrometry) radiocarbon
ages of 40-50 ka are taken with caution (Pigati et al., 2007), since these could represent
effectively infinite ages; (iii) radiocarbon ages require calibration, and this can be
problematic due to plateaus in the calibration curve, especially for young samples (i.e.,
8,000-11,000 14C a BP) (Hoffecker and Elias, 2007). Numerous measurements along a
stratigraphic sequence are hence required to reduce the uncertainty associated with a
calibrated age that falls within such plateau age ranges. For samples older than 26 ka, no
consensus exists about the extent of calibration required for
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C ages, which further

compromises the accuracy and precision of 14C ages for MIS 3 and MIS 4.

1.3.3 Correlative dating methods
Palaeomagnetism is a correlative technique that uses reversals in the Earth’s magnetic
field to provide relative chronologies of sedimentary deposits. In eastern Beringia, it has
been used in tandem with other correlative and dating techniques (tephrochronology) to
constrain depositional ages spanning at least the last 2 Ma (Pearce et al., 1982; Stemper
et al., 1990; Froese et al., 2003a; Matthews et al., 2003). However, this technique has a
number of limitations: (i) it only offers a broad and relative chronology; (ii) it has to be
applied to a continuously-deposited sequence that includes various polarity reversals to
fully resolve its chronology; (iii) it is not suitable for deposits of Late to Middle
Pleistocene age, since it makes use of major magnetic reversals that have taken place
prior to 780 ka (younger magnetic ‘excursion’ events can be detected, but these are
difficult to identify unless continuously-deposited sequences are studied); and (iv) it has
to be used in combination with other dating and/or correlative sequences (Verosub,
2000).
Another approach used to constrain Beringian terrestrial records within a chronological
framework involves comparisons between the deep marine oxygen-isotope record and
the Alaskan loess records. This approach focuses on proxy records such as loess
magnetic susceptibility and alternating loess/palaeosol sequences (Begét et al., 1990;
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Begét, 1996; Vlag et al., 1999; McDowell and Edwards, 2001; Muhs et al., 2003).
Independent dating based on numerical radiometric methods is ultimately needed,
however, because variation in loess accumulation, preservation and erosion during
glacial/interglacial cycles means that these sequences often present sections of uneven
preservation and with unconformities, and are, thus, not directly comparable to deep
marine records (Muhs et al., 2003).

1.4

Potential for OSL dating

Arguably, there is a strong need to improve the chronological approaches adopted in
future studies of eastern Beringian palaeoenvironments. The application of a more
flexible and widely-applicable chronological technique, used as part of a multi-faceted
chronometric framework, could provide considerable new insights into the Late
Quaternary history of eastern Beringia. One rapidly developing chronological technique
that could be particularly useful in this regard is OSL dating.

1.4.1 Background
Optically stimulated luminescence (OSL) dating determines the time elapsed since
sediment was last exposed to sunlight (Huntley et al., 1985). It works by measuring the
trapped charge (in the form of electrons and holes) in the crystal lattice of silicate
mineral grains due to exposure to ionising radiation during burial. Quartz and feldspar
are the most common dosimeters used for OSL dating of sedimentary sequences
because of their ubiquity and their capability to store charge in defects within their
crystal structure (Duller, 2004). During burial, mineral grains are continuously exposed
to naturally occurring ionising radiation arising from the radioactive decay of isotopes
(40K,

238

U,

235

U and

232

Th and daughter nuclides in the uranium and thorium decay

series) and from cosmic rays. This exposure results in electrons within the crystal lattice
being evicted from their stable ground state to become trapped at defect sites in an
excited state. The rate at which trapped charge accumulates is proportional to the rate of
supply of the ionising radiation. Electrons can be released when minerals are subjected
to optical stimulation (i.e., light), resulting in the production of luminescence and the
complete resetting (or ‘bleaching’) of the OSL signal.
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In order to calculate the time elapsed since minerals were last exposed to light, it is
necessary to determine both the radiation dose received after burial and the rate at which
this dose was delivered (i.e., the environmental dose rate). In the laboratory, mineral
grains are exposed to illumination to release their accumulated trapped charge, and the
luminescence emitted upon optical stimulation is measured (with emitted photons being
of a shorter wavelength than the stimulating light). The measured luminescence signal is
proportional to the dose received during burial. In order to quantify this dose, a series of
known radiation doses are administered in the laboratory and their OSL signals are
subsequently measured. The luminescence intensities obtained for each known dose are
used to calibrate the natural OSL intensity and produce an estimate of the dose
accumulated during burial; this estimate is termed the equivalent dose (De). A
depositional age for a sample can then be obtained using the following equation:

Age (ka ) =

Equivalent dose (Gy )
Environmental dose rate (Gy / ka )

Eq. 1.1

OSL dating of sediments offers a number of advantages over other geochronological
techniques, which makes it particularly well-suited for dating eastern Beringian
sedimentary archives: (i) it is applied directly to the sediment itself and uses a
ubiquitous material (i.e., quartz), thus circumventing any potential problems associated
with using circumstantial evidence, such as organic material, to date specific layers; (ii)
it produces independently-derived radiometric, numerical ages that do not require
subsequent calibration (cf. 14C ages) and that do not rely on any correlative evidence for
validation; (iii) the dateable age range of quartz OSL techniques covers a broad time
period, from a few hundred years ago to more than 100 ka (Duller, 2004), while
feldspars have the potential to extend this age range even further (up to ~800 ka).
Continuing advances in OSL dating, such as the recently proposed thermally-transferred
OSL (TT-OSL) technique (Wang et al., 2006), offer the potential to extend the dateable
age range of quartz OSL to beyond 1 Ma. Taken together, these advantages means that
OSL dating is capable of providing more flexible and far-reaching chronologies than
can be offered by

14

C dating in the context of reconstructing palaeoenvironmental

histories for eastern Beringia.
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1.4.2 Luminescence dating studies in eastern Beringia
Several previous studies have employed luminescence dating to produce chronological

constraints on eastern Beringian deposits. These have focussed mainly on 50-250 ka
loess deposits from central and southwest Alaska (Berger et al., 1992, 1996; Oches et
al., 1998; Kaufman et al., 1996, 2001a; Berger and Péwé, 2001; Auclair et al., 2007).
These studies, however, were based on thermoluminescence (TL) or infrared stimulated
luminescence (IRSL) techniques applied to either coarse-grain feldspars (i.e., 90-125
µm diameter grains) or polymineral fine grains (4-11 µm grains of mixed mineralogy).
Additionally, in most cases, additive-dose multiple-aliquot protocols were used to
obtain a single De value and the corresponding depositional age. There are a number of
disadvantages associated with these approaches:

(i)

Measuring the luminescence signal through thermal stimulation. This assumes

that the sunlight exposure prior to deposition was sufficient to bleach the TL signal
measured during dating. This assumption is not necessarily valid, so this approach is
inferior to OSL, because it does not sample exclusively light-sensitive traps during
measurement.

(ii)

Application of multi-aliquot techniques to obtain individual De estimates. These

protocols use a large number of aliquots, measured simultaneously, to determine a
single De. But this type of approach does not account for aliquot-to-aliquot
luminescence variability arising from partial bleaching at deposition, or for the intrinsic
variation in luminescence behaviour and sensitivity of individual grains. The first point
is particularly important, because the inability of multi-aliquot protocols to resolve the
degree of partial bleaching in a sample can lead to significant age overestimation.

(iii)

Application to polymineral fine-grains or to coarse-grain feldspars. Although

feldspars emit a brighter signal than quartz, it is well known that the IRSL and TL
signals from feldspars fade, resulting in age underestimations (Huntley and Lamothe,
2001). The use of such minerals requires appropriate storage tests over long time
periods (i.e., three months or more) to estimate the rate of fading, and the application of
a correction technique to account for loss of signal during burial (e.g., Huntley and
Lamothe, 2001). With the exception of Auclair et al. (2007), the majority of feldspathic
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luminescence dating studies in eastern Beringia have not appropriately quantified, or
indeed corrected for, the fading rate, the latter is apt to affect both sand-sized feldspars
and silt-sized mixed-mineral assemblages, the luminescence emissions from the fine
grains being dominated by the feldspar component.

1.4.3 Recent advances in OSL dating procedures
Over the past 15 years, there has been a series of major developments in the

instrumentation, measurement protocols and analytical techniques used for OSL dating
of quartz and feldspars (Lian and Roberts, 2006). These developments have
significantly improved the accuracy and precision of OSL dating in sedimentary
environments because they allow De measurements to be made on individual
subsamples (single aliquots) and single grains. This enables the construction of De
distributions for individual samples, which can subsequently be used to assess the
degree to which grains were exposed to sunlight during transport (i.e., whether they
were partially or fully bleached) and the occurrence of any post-depositional mixing of
grains. Furthermore, De distributions can now be routinely analysed using statistical
techniques to calculate mean De values, even in the presence of partial bleaching or
post-depositional mixing. This makes OSL dating applicable to a wide range of
depositional settings and processes in which limited sunlight exposure during transport
of mineral grains might be prevalent (e.g., fluvial and colluvial environments). Despite
these major developments in OSL dating, however, there have not been, until very
recently, any quartz OSL dating studies of eastern Beringian tephra-bearing deposits.
With the exception of a few recent studies (i.e., Bateman and Murton, 2006; Murton et
al., 2007; Demuro et al., 2008; Westgate et al., 2008), there has also been no detailed
investigation into the suitability of quartz OSL dating in this region — neither on the
OSL behaviour of silt-size quartz grains nor on the applicability of the SAR protocol
using either multi-grain aliquots or single grains. The latter remains to be demonstrated
more explicitly, and indeed forms an integral part of this thesis. In principle, however,
the advent of the latest technological and methodological developments in OSL dating
means that this technique has the potential to provide much improved (i.e., more
detailed, more extensive, and broader time-range) chronologies for eastern Beringia
palaeoenvironmental reconstructions. The key advances in OSL dating are highlighted
below:
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(i)

The introduction of the single-aliquot regenerative-dose (SAR) protocol. This

protocol (Murray and Roberts, 1998; Murray and Wintle, 2000) introduced a number of
benefits over traditional multiple-aliquots techniques, which makes it more desirable for
routine OSL dating applications. Firstly, unlike the most commonly used multiplealiquot technique, which obtain De estimates by extrapolation of the additive-dose
response curve, the SAR protocol is based on a regenerative-dose method, which
enables De calculation by interpolation of the dose-response curve, thus reducing the
amount of uncertainty associated with each De estimate (Murray and Olley, 2002).
Secondly, each De measurement is made on a single aliquot, so aliquot-specific
sensitivity changes can be corrected for. Thirdly, a number of internal checks can be
made to enable rejection of unsuitable aliquots, which increases the robustness of the
final age estimate. And fourthly, the production of replicate De measurements for a
single sample is used to construct dose distributions, which provide valuable
information on sample bleaching characteristics that could not be ascertained with
multiple-aliquot techniques.

(ii)

The development of automated OSL equipment to measure single grains of

quartz. The latest advances in instrumentation have made it possible to routinely
measure De values for hundreds of individual mineral grains in a short period of time
(Bøtter-Jensen et al., 2003), thus replacing the need to measure multi-grain aliquots that
each contain at least 50-100 grains. This has enabled the production of large populations
of De estimates at a resolution that permits assessment of individual sample bleaching
histories on a grain-by-grain basis. Furthermore, single-grain measurements have led to
investigations of the variability in OSL behaviour and the refinement of procedures to
isolate the most light-sensitive component (i.e., fast component) of the OSL signal,
which is better suited for dating (e.g., Yoshida et al., 2003).

(iii)

The development of De analytical techniques. With the ability to generate large

populations of replicate De values, there have been significant advances in the statistical
techniques used to analyse and interpret dose distributions. These include the
development of both analytical techniques to assess sample heterogeneity and methods
to obtain representative mean De values (i.e., ‘age models’), as well as improved means
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of plotting and displaying data sets, such as radial plots (Galbraith et al., 1999). These
advances have been fundamental in improving the applicability of OSL dating to a wide
range of geomorphic settings (Lian and Roberts, 2006). Further descriptions of these
analytical techniques are presented in Chapter 3 (Section 3.3).

1.5

Summary: eastern Beringian environmental history and the potential for
OSL dating

Beringia, including the glacial intercontinental land bridge connecting Eurasia and the
Americas, is an important biogeographical region that served as a corridor allowing
biotic exchange between two landmasses during past periods of low global sea levels.
This region is key to resolving several outstanding questions of the Quaternary, such as
the first arrival of humans on the American continent and the causes of megafaunal
extinction, among others. In addition, Beringia presents a unique high-latitude setting,
because it has remained largely unglaciated throughout the major global glaciations of
the Quaternary and, therefore, contains extensive records spanning at least the last 3 Ma.
Because the loess and loess-derived deposits of eastern Beringia have remained
perennially frozen, these contain well-preserved organic remains and present an
excellent opportunity for palaeoenvironmental reconstructions in this region. Tephra
layers in this region also provide invaluable chronostratigraphic marker horizons that
are capable of correlating regional stratigraphic sequences over large areas. Various
dating methods have been employed to construct robust chronostratigraphical
frameworks in eastern Beringia. However, there is still a strong need to improve and
expand the chronological approaches used in this region. OSL dating has the potential
to provide detailed and extensive numerical chronologies for eastern Beringian
sedimentary archives, and is applicable over a broad timescale. Recent advances in OSL
dating have helped to refine this technique and have significantly improved its
applicability across a wide range of sedimentary environments. There is considerable
potential for using OSL dating as part of a multi-faceted chronological framework, as
well as in combination with new and existing radiocarbon and fission-track tephra
chronologies, to provide fresh insights into the outstanding questions of eastern
Beringia’s palaeoenvironmental history. Such an approach is attempted in this thesis.
Importantly, however, the suitability of OSL techniques for dating tephra-bearing
deposits in this region remains to be fully investigated. There is a strong need to
31

demonstrate the applicability of OSL dating in this environmental setting, and this issue
forms an integral part of the research undertaken in this thesis.

1.6

Tephras and study sites

The remainder of this chapter describes the tephras and tephra-bearing deposits studied
in this thesis, as well as the sites from which the OSL samples were collected. A
description of the stratigraphic units, previous chronological work and the OSL sample
locations are addressed in the respective chapters. Table 1.1 details the main tephras,
the site localities and the expected ages of the tephra-bearing deposits (where available).
Four study sites were investigated in this thesis and their locations are shown in Figure
1.9.

Figure 1.9. Location of sites studied in this thesis (squares); Ch’ijee’s Bluff site;
Chester Bluff site; Klondike district; and Ash Bend.
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type I (Westgate et al., 1985)

Old Crow tephra

AAAP

~140

>80

see above

<80

>50

~30
~80

Expected
age (ka)

Fission-track dating (Westgate et al.,
1990)

position below SCt-K

see above

position above SCt-K

Radiocarbon (Demuro et al., 2008)
OSL dating of bracketing material
a
Fission-track dating (Westgate et al.,
2008)
Radiocarbon (Froese et al., 2005b)

Dating method

Table 1.1. Study sites investigated in this thesis (see Figure 1.9 for locations), list of tephra beds, their geochemical affinities, source, expected ages and dating
method used to constrain the age.

Chester Bluff

Old Crow tephra
see above
see above
see above
see above
Yukon Tanana (YT)
type II (Jensen et al., 2008)
WVF
>140
position below Old Crow tephra
Ben Creek (BC)
type I (Jensen et al., 2008)
AAAP
>140
As above
Preido Hill (PrH)
type II (Jensen et al., 2008)
WVF
>140
As above
MacGregor Cabin (MC) type II (Jensen et al., 2008)
WVF
>140
As above
Tom King (TK)
type II (Jensen et al., 2008)
WVF
>140
As above
Chester Bluff (CB)
type II (Jensen et al., 2008)
WVF
unknown
Kandik River (KR)
type II (Jensen et al., 2008)
WVF
unknown
a
Fission-track dating applied to Dominion tephra with an age of ~82 ka. This tephra sits 30 cm above SCt-K in the Klondike district (Westgate et al., 2008).
AAAP = Aleutian
Al eutian–Arc
Alaska Peninsula.
Peninsula
Arc–Alaska
WVF = Wrangell Volcanic Field .

Ch’ijee’s Bluff

see above

see above
WVF

WVF

AAAP
WVF

Source

type II (Westgate et al., 2008)

type II (Westgate et al., 2008)

Sheep Creek tephra–
Ash Bend (SCt-A)
SCt-K

Ash Bend

type II

type I (Westgate et al., 2000)
type II (Westgate et al., 2008)

Geochemical properties
Tephra type

Sheep Creek tephra–
Christie Mine (SCt-C)

Lucky Lady tephra

Dawson tephra
Sheep Creek tephra–
Klondike (SCt-K)

Tephra

Sulphur Creek

Klondike district
Quartz Creek

Site

Silt deposits (primary loess and muck deposits) associated with the following tephras
were investigated: Dawson tephra (Chapter 3); Sheep Creek tephra-Klondike (SCt-K),
Sheep Creek tephra-Ash Bend (SCt-A) and Sheep Creek tephra-Christie Mine (SCt-C)
(Chapter 4); Lucky Lady tephra (Chapter 6); and the Old Crow tephra (Chapter 7).
Additionally, Chapter 7 includes seven recently-described tephra beds (Jensen et al.,
2008). Chapter 5 focuses on glacial deposits associated with the tephras studied in
Chapter 4.

1.6.1

Klondike district

The Klondike district is located in west-central Yukon Territory (63º 49’ N, 139º 01’ W;
550-650 m a.s.l), south of the confluence between the Yukon River and Klondike River,
and bound to the south and west by the Indian River and Flat Creek, respectively. OSL
samples were collected from two sites within the district, located at Quartz Creek and
Sulphur Creek (Figure 1.10).

Figure 1.10. Location of two sites visited in the Klondike district (red
circles), Yukon Territory; (1) Quartz Creek and (2) Sulphur Creek.
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(a)

(b)

Quartz Creek site

Creek gravels

Klondike ‘muck’

(c)

(d)

Dawson tephra
SCt-K

(e)

Sulphur Creek site

(f)

Lucky Lady tephra

Figure 1.11. Deposits of the Klondike district, Creek gravels (a) and typical Klondike ‘muck’ at
Quartz Creek site (b). Dawson tephra at Quartz Creek (c), 10 metres to the left of white arrow in
(b). Sheep Creek tephra-Klondike (SCt-K) at Quartz Creek and OSL samples (d) located where
white arrow points in (b). Sulphur Creek site where Lucky Lady tephra was sampled (e). Lucky
Lady tephra and OSL samples at Sulphur Creek (f).

The region is characterised by v-shaped valleys that radiate from round-topped domes
(Fraser and Burn, 1997; Froese et al., 2005a), representing an uplifted Tertiary surface
that has undergone various cycles of erosion and infilling (Fraser and Burn, 1997;
Lowey, 2006). Glacial advances during the Pleistocene have never covered the area,
although a late Pliocene to early Pleistocene glacial advance (pre-Reid) reached the
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northeast corner of the Klondike district at approximately 3 Ma (Froese et al., 2000,
2005a). The stratigraphy of the area is characterised by gravel units that span the last ~5
Ma. These units are namely the Klondike Gravel (~3 Ma), the White Channel Gravel
(~3-5 Ma) and Terrace Gravels (Pliocene-Pleistocene), which are overlain by Creek
Gravels and ‘muck’ (Pleistocene-Holocene) (Figures 1.11a and b). The surficial
deposits of the Klondike are believed to be Late Pleistocene to Holocene in age,
although tephrochronology work indicates that deposits dating back to the Middle
Pleistocene do exist (Froese and Westgate, 2005).
The climate in the region is typically continental. The average annual precipitation is
300-500 mm and the mean April snowpack (i.e., that present at the end of the winter
and just prior the initial summer melting), expressed as a water equivalent, is ~140 mm
(see footnote 1). The average annual temperature is –5ºC (Smith et al., 2004). Mean
summer temperatures range between 10ºC and 15ºC and mean winter temperatures
range from –23ºC to –33ºC. The region is underlain by discontinuous permafrost, which
is thickest in south-facing slopes and valley-bottom settings. Fraser and Burn (1997)
described the valley-bottom perennially frozen ‘muck’ deposits of the Klondike district
as ice-rich retransported loess moved down-slope by sheet wash and solifluction
processes, characterised by features such as ice wedges. These units contain abundant
animal remains and organic material from the Middle Pleistocene to the Holocene,
which have been uncovered by placer gold mining in the area. These records have been
significant in studies of past biotic and palaeoenvironmental research of easternmost
Beringia (Zazula et al., 2006a).
OSL samples were collected in July 2005 from two sites, Quartz Creek and Sulphur
Creek, from perennially frozen loessal units containing Dawson tephra and SCt-K
(Figure 1.11b, c and d), and Lucky Lady tephra, respectively (Figure 1.11e and f). The
results associated with these samples are described in Chapters 3, 4 and 6.

1

Sourced from Yukon Snow Survey Bulletin and Water Supply Forecast, Water Resources Branch,
Department of Environment, Government of Yukon,
http://environmentyukon.gov.yk.gov.ca/monitoringenvironment/snow_survey.php.
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1.6.2

Ash Bend

The Ash Bend site is on the Stewart River (63° 30’ N, 137° 15’ W; 460 m a.s.l), westcentral Yukon Territory (Figure 1.9). The mean annual summer and winter
temperatures for this site are as described for the Klondike district, which is situated
approximately 100 km to the northwest. The mean annual precipitation in this region is
250-300 mm (Smith et al., 2004), while the mean April snowpack (expressed as a water
equivalent) is ~105 mm (see footnote 1). The area remained ice-free during the last glacial
advance (MIS 2) but previous glaciations have covered the area. The section at this site is
important because it contains glaciofluvial gravels and till deposits of the Reid glaciation,
which represents the penultimate glacial advance of the Cordilleran ice sheet (Figure
1.13). These are, in turn, overlain by loess containing tephra layers and organic beds

spanning post-glacial time (Figure 1.14). Hughes et al. (1987) described in detail the
stratigraphy at this site, which was refined by Westgate et al. (2008). OSL samples were
collected from loess deposits at the top of the sequences bracketing the SCt-K, SCt-A and
SCt-C tephras and the glaciofluvial gravels bracketing the Reid till. Detailed descriptions of
the stratigraphy, sample positions and results are presented in Chapters 4 and 5.

Figure 1.12. Location of Ash Bend site (red circle) on Stewart River,
Yukon Territory.
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Upper outwash gravels

Reid till

Figure 1.13. Reid till deposits at Ash Bend site and the
bracketing glacial outwash sampled for OSL dating.

Lower outwash gravels

Tephra-bearing loess

Reid till

SCt-C (arrow) and
wood macrofossil

Figure 1.14. Sampling site at Ash Bend and position of the loess units in relation to the Reid till
deposits (left). Sheep Creek tephra-Christie Mine (SCt-C) and macrofossils (right).

38

1.6.3

Ch’ijee’s Bluff site

Ch’ijee’s Bluff is located on the Porcupine River (67° 28’ N, 139° 54’ W; 300 m a.s.l)
within the Bluefish Basin, northern Yukon Territory (Figure 1.9). Ch’ijee’s Bluff falls
within the Old Crow Flats ecoregion (Smith et al., 2004), an extensive low-lying area
covering 5970 km2 that includes the Old Crow Basin to the north and is composed of
lakes, ponds and wetlands (Figure 1.15). The climate of the region is mainly cold and
continental with a mean annual temperature of –9ºC and mean annual precipitation of
~300 mm. However, major fluctuations between winter temperatures (–30ºC to –35ºC
on average) and summer temperatures (33ºC to 35ºC on average) exist (Smith et al.,
2004). The mean April snowpack recorded in this region (expressed as a water
equivalent) is ~115 mm (see footnote 1). Permafrost is continuous in the area and the
surfaces are characterised by ice-wedge polygons and thermokarst lakes.

Figure 1.15. Location of Ch’ijee’s
Bluff site within the Bluefish
Basin (red circle) and in relation
to the Old Crow Basin and Glacial
Lake Old Crow (light grey area)
and the Laurentide ice sheet
during the last glacial maximum
(LGM) (dark grey).

The Bluefish Basin is transected by the Porcupine River, which drains the Old Crow
Basin area to the north through the Old Crow River and continues westwards into the
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Yukon River on the Alaska border. The region remained unglaciated throughout the
past and the basins make up the Glacial Lake Old Crow, which formed during the
expansion of the Laurentide ice sheet to the east. The Laurentide ice sheet blocked the
northern river discharge of the basins and ultimately transformed the palaeocurrent of
the Porcupine River by redirecting its discharge westwards to the Yukon River at 16–15
ka (Zazula et al., 2004).
Sedimentary exposures along the Old Crow River and Porcupine River extend from the
Tertiary to the Holocene (Matthews et al., 1990). Ch’ijee’s Bluff exposure is 4 km long
and was part of the Yukon Refugium Project, a multidisciplinary palaeoenvironmental
study conducted between 1975 and 1985 (Matthews et al., 1990). As a consequence,
various stratigraphic sections have been examined in detail in terms of their pollen
records, chronology, tephrochronology and sedimentology (Hughes, 1972; LitchiFederovich, 1974; Pearce et al., 1982; Westgate et al., 1985; Matthews et al., 1990;
Zazula et al., 2004). The Ch’ijee’s Bluff site is important because it has various
exposures containing the ~140 ka Old Crow tephra (Table 1.1) and associated deposits
that contain important palaeoenvironmental information regarding the nature of the Last
Interglacial (e.g., Elias, 2000). In this thesis, three OSL samples were collected in July
2006 from an exposure at Ch’ijee’s Bluff site that bracketed the Old Crow tephra, as
well as an overlying forest bed. The setting of the study site and the position of the OSL
samples are described in Chapter 7.

1.6.4

Chester Bluff site

Chester Bluff is located on the Yukon River (64° 28’ N, 142° 43’ W; 250 m a.s.l) in
east-central Alaska, near the Canadian border and approximately 150 km northwest of
the Klondike district (Figure 1.9).
The site is in the Yukon Charley Rivers National Preserve (YCNP), directly on the
confluence between the Yukon River and Charley River (Figure 1.16). As with the
Klondike district and Ash Bend, this region is characterised by a continental climate of
low precipitation, freezing temperatures in winters, and temperate summers. The mean
annual precipitation for this site is 300 mm, and the April snowpack (expressed as a
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water equivalent) is approximately 110 mm (see footnote 2). The site is within a rugged
topography bordered by the Ogilvie Mountains to the northwest and the Yukon-Tanana
Upland (with an elevation of 1300 m a.s.l) to the south. The Charley River originates in
the Yukon-Tanana Upland and flows northwards towards its junction with the Yukon
River.

Yukon Flats

Brooks Range

Alaska
Alaskan Range

Yukon
Territory
Yukon–Tanana
Upland

Yukon River

Charley River

10 km
Figure 1.16. Location of Chester Bluff site (red circle) on the Yukon River, Alaska.

Several exposures make up the stratigraphic sections at Chester Bluff. These contain
gravel, sand and silt units, the lower sections record periods of abrupt drainage of
glacial lakes at around 500 ka, and are indicative of extensive glaciation of the YukonTanana Upland at this time (Froese et al., 2003a). Jensen et al. (2008) recently described
in detail the loess stratigraphy and tephrochronology capping the Chester Bluff
2

Sourced from Natural Resources Conservation Service, United States Department of Agriculture,
http://www3.wcc.nrcs.usda.gov/nwcc/sweavg.jsp?state=AK.
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sequences, which include the ~140 ka Old Crow tephra and numerous, previously
undescribed, tephra layers. OSL samples were collected in July 2006 from deposits
associated with the Old Crow tephra, as well as other unknown-age tephras. Chapter 7
presents a detailed description of the stratigraphy, tephras and OSL sample positions.
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Chapter 2: OSL dating methodology
2.1

Introduction

This chapter deals with the instrumentation and protocols used in OSL dating to
determine the numerator and denominator terms of the generalised luminescence
equation described in Chapter 1 (Eq. 1.1), namely the equivalent dose (De) and the dose
rate (Dr). Descriptions will be made of the multi-grain aliquot and single-grain OSL
measurements made on quartz extracts for all the samples being studied in this thesis.
Firstly, a description of the instruments and sample preparation procedures is outlined.
Secondly, the SAR procedure used to calculate De estimates from small aliquots and
individual grains of quartz is explained. Thirdly, the suitability of the SAR protocol is
examined using a variety of tests designed specifically to (i) assess the ability to
measure a known laboratory dose; (ii) investigate the effect of preheat temperature on
the measured De values; (iii) investigate the appropriateness of the SAR sensitivity
correction; and (iv) assess the degree of charge transfer (recuperation) associated with
different measurement conditions. Fourthly, the typical sample luminescence
behaviours are described to provide a better understanding of the multi-grain and singlegrain De datasets acquired. Specifically, sample brightness, OSL decay curves and doseresponse curves, are described. Finally, descriptions are given of the dose rate
determination, namely the methods used to measure radioactive elements, the
calculations used to derive dose rates from these measurements, and comparisons of the
dose rate estimates obtained for different samples and by different techniques.
Table 2.1 presents a list of all the samples examined in this thesis, some of which are
referred to in this chapter. The table includes the sample locations, sediment types and
the tephra associated with each sample. The locations of the sampling sites were
previously described in Chapter 1: Klondike district, Ash Bend, Ch’ijee’s Bluff and
Chester Bluff (Figure 1.9) and the type of sedimentary deposit. Detailed stratigraphic
positions of the samples, their significance and the OSL dating results are presented in
the corresponding chapters referred to in Table 2.1.
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Site
Yukon Territory
Klondike district
Quartz Creek

Sulphur Creek

OSL
sample

Unit type

Tephra associated with
sample

OQC1
OQC8
OQC10
OQC13
OQC16

Loess-derived ‘muck’
Loess-derived ‘muck’
Loess-derived ‘muck’
Loess-derived ‘muck’
Loess-derived ‘muck’

Dawson tephra
Dawson tephra
SCt-K
SCt-K
Dominion Creek tephra

OLL2
OLL4
OLL7
OLL10

Loess-derived ‘muck’
Loess-derived ‘muck’
Loess-derived ‘muck’
Loess-derived ‘muck’

Lucky Lady tephra
Lucky Lady tephra
Lucky Lady tephra
Lucky Lady tephra

6
6
6
6

55A
54A
53A
52A
57A
58A

Loess
Loess
Loess
Loess
Glaciofluvial gravels
Glaciofluvial gravels

SCt-A
SCt-A, SCt-K
SCt-K
SCt-C

4
4
4
4
5
5

CB24
CB25
CB26

Loess
Loess
Loess

Old Crow tephra
Old Crow tephra

7
7
7

CR35
CR34

Loess
Loess

Old Crow tephra
PrH, MC, TK

7
7

CR9
CR10
CR11
CR14

Loess
Loess
Loess
Loess

CB
CB
KR
KR

7
7
7
7

Chapter/s

3,6
3,6
4,6
6

Ash Bend site

Ch’ijee’s Bluff

Alaska
Chester Bluff
Section 1
Section 2

Table 2.1. List of samples named in this chapter and corresponding site, type of unit and associated
tephra. Also shown are the thesis chapters in which the stratigraphic positions and OSL dating
results of the samples are discussed.

2.2
2.2.1

Sample collection, preparation and instrumentation
Sample collection

Sediment samples were collected during June to August of 2003, 2005 and 2006.
During sample collection, the exposed stratigraphy was cut back vertically in order to
clean the exposure and avoid sampling of loose material. Samples were collected by
inserting opaque PVC tubes horizontally into the vertically-exposed stratigraphy. The
sample material was then sealed and tightened by forcing newspaper into the ends of the
tubes to prevent material from moving within the tubes. Where necessary, caps were
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used for sealing the tubes and adequately taped. Duct tape was wrapped around the tube
ends, and subsequently the entire tube, to maintain light-tight conditions and prevent
opening during transportation. The sediments collected were used to determine De
values. For each sample collected, the sediment within a few centimetres of the OSL
sample tube was also collected in a clear, zip-lock plastic bag, and this was used for
dosimetry determination and water content.

2.2.2

Sample preparation

Sample preparation was aimed at extracting pure coarse-grain fractions of quartz,
potassium feldspar and sodium feldspar. The main grain-size fractions extracted were
90-125 µm and 180-212 µm (see footnote 1). To do this, standard preparation
procedures described in Aitken (1998) were followed. Samples were prepared under
subdued red light (fluorescent tubes or headlamp light emitting diodes (LEDs) filtered
with multiple layers of Lee 106 ‘primary red’ filter) to avoid depletion of the natural
OSL signal. Sodium and potassium feldspars were prepared using only a Lee 106
filtered LED headlamp in order to minimise the general light levels in the laboratory.
The effect on feldspar IRSL signal depletion was not specifically tested in this study,
however, both Aitken (1994) and Lamothe (1995) recommend that ‘cold’ light sources
(e.g., fluorescent lamps or LEDs) filtered with Lee 106 are generally suitable for
feldspar preparation under routine laboratory light intensities (<0.5 lumens per square
metre). The outer 3 cm of each end of the sample tube was removed to avoid
contamination from grains that had been exposed to light during sampling. The
remaining sample material was ‘wet sieved’ using running tap water and two sieves of
90 µm and 300 µm each in order to isolate the broad sediment fraction of interest and to
remove larger and smaller sediment/organic particles. Material that was smaller than 90
µm and larger than 300 µm was dried and stored. The remaining sieved material was
placed in 10% hydrochloric acid (HCl) (to remove carbonates) until no further reaction
was observed. After rinsing and decanting, the remaining material was placed overnight
1

Many studies have applied polymineral fine-grain (4-11 µm) dating to loess because this fraction
dominates these aeolian deposits. In this thesis, the larger fraction of 90-125 µm was used to enable OSL
measurements to be made on individual quartz grains, which is not possible with polymineral fine-grain
dating. In doing so, it was hoped that new insights might be gained into whether or not partial bleaching
or post-depositional mixing are significant problems in these deposits – issues that have not, until now,
been adequately addressed in this environmental context.
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in 30% hydrogen peroxide (H2O2) in order to remove organic matter. The sample was
then left to dry before proceeding with heavy liquid density separation using a solution
of sodium polytungstate as described in Aitken (1998). First, heavy minerals and quartz
were density separated from feldspars using a solution of 2.62 g cm-3. Subsequently,
quartz was separated from heavy minerals using a solution density of 2.72 g cm-3. This
density is slightly lower than the one suggested in Aitken (1998) of 2.75 g cm-3, but it
was chosen to further reduce any potential for heavy mineral contamination of the
separated quartz extract. Feldspar separates were collected for a number of samples.
These feldspar fractions were further separated into sodium feldspar, potassium feldspar
and ‘clay’ material using sodium polytungstate solutions of 2.58 g cm-3 and 2.53 g cm-3
(Aitken, 1998). The extracted fractions of quartz, sodium feldspar and potassium
feldspar were then dry sieved again into fractions of 90-125 µm and 180-212 µm, to
exclude smaller grains that had decreased in size during the previous chemical
treatments and heavy mineral separation. Quartz fractions were then treated with 40%
hydrofluoric (HF) acid for 40 minutes in order to (i) remove feldspar grains, and (ii) to
etch away the outer ~10 µm of each quartz grain, which is known to be affected by
alpha irradiation and for which elimination is desired to simplify dose rate calculations.
Both potassium and sodium feldspar extracts were treated with 10% HF for 10 minutes
to remove the alpha-irradiated outer rind of each grain. After etching, the samples were
rinsed in HCl to break down any fluoride precipitates and finally washed in distilled
water.

2.2.3

Instrumentation

In this thesis, the majority of measurements (including all De determinations) were
performed using a single Risø TL/OSL reader housed in the OSL laboratory at the
University of Wollongong (Risø 3). A second reader (Risø 2), housed in the same
facility, was used primarily for measurements of linearly modulated (LM) OSL on
multi-grain aliquots. A third reader (Risø 1) was used for IRSL measurements on
feldspars. All Risø readers are controlled with “Mini-Sys” units (Markey et al., 1997),
and all beta radiation sources have been cross calibrated for consistency.
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2.2.3.1 Optical and infrared stimulation sources
Both Risø 2 and Risø 3 are automated Risø TL/OSL DA-15 readers equipped with blue
LEDs and a single-grain laser system attachment that allows OSL stimulation of
individual grains (Bøtter-Jensen et al., 2003). Both these readers contain four clusters of
seven, 470 ± 30 nm (blue) LEDs, which are capable of delivering a total power of >40
mW/cm2 to the sample position at full power. A green, long-pass GG-420 filter is
placed in front of the blue LEDs to minimise the directly scattered light from reaching
the PM cathode (Bøtter-Jensen et al., 2003). All OSL signals from multi-grain aliquots
of quartz were stimulated using these blue LEDs. The readers are also equipped with a
solid-state IR laser diode (830 ± 10 nm) delivering a maximum power of 400 mW/cm2
to the sample (Bøtter-Jensen et al., 2000). Risø 1 is an older model, TL/OSL DA-12,
and uses 32 IR diodes (TEMPT 484, 880 ± 80 nm) delivering a maximum power of 40
mW/cm2 to the sample (Bøtter-Jensen, 1997; Bøtter-Jensen et al., 2000).
The single-grain OSL attachment in Risø 2 and Risø 3 is composed of a 10 mW 532 nm
Nd:YVO4 solid-state diode-pumped laser for green-light OSL stimulation (BøtterJensen et al., 2003), which delivers 50 W/cm2. Additionally, a 150 mW 830 nm IR
laser, which uses the same optics as the green laser to focus on individual grains, is used
for single-grain IRSL stimulation. The maximum power for the green and IR singlegrain lasers is ~50 and ~500 W/cm2, respectively; both laser beams can be focused on a
spot of 20 µm in diameter with a precision of 3 µm (Bøtter-Jensen et al., 2003).

2.2.3.2 Beta irradiation sources
All readers are equipped with a

90

Sr /

90

Y beta irradiator source for laboratory

irradiation. Risø 1, 2, and 3 were calibrated by Hiroyuki Yoshida in October 2001 (Risø
1 and Risø 2) and March 2005 (Risø 3). Two samples of known dose (AC150, KTL162)
and two laboratory irradiated samples (ANU calib and ARL calib) were used for
calibration by applying the SAR protocol, calculating the resultant De values for each
sample and obtaining the dose rate of the reader. Each month, the calculated dose rates
are adjusted for the natural decay of the

90

Sr /

90

Y beta sources (half-life 28.79 years;

Chu et al., 1999). For aluminium discs, the dose rate was 16% lower than for the
stainless-steel discs.
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2.2.3.3 Signal detection
Risø 2 and Risø 3 use blue-sensitive bi-alkali Electron Tubes Ltd 9235QA
photomultiplier (PMT) tubes. All quartz OSL measurements were made through a 7 mm
Hoya U-340 filter placed in front of the PMT in order to detect the ultraviolet (UV)
emissions between ~270 and 370 nm. For feldspar measurements done in Risø 1, a
green-sensitive and a blue-sensitive PMT were used. A number of filter and PMT
combinations were tested to optimise signal-to-noise ratios of different IRSL emission
wavelengths. These are discussed further in Chapter 6, Section 6.4.2.

2.2.4

Multi-grain aliquots and single-grain disc preparation

Multi-grain aliquots were prepared on 10 mm-diameter stainless-steel discs. The
number of grains mounted on discs varied between measurements. Aliquots sizes were
of ~80 grains and ~800 grains predominantly, depending on sample brightness. In order
to place a uniform and consistent number of grains on each disc, 1 mm or 3 mmdiameter masks were placed on the stainless-steel discs, which were then sprayed using
silicone oil (Silkospray). A monolayer of grains was subsequently adhered to the
sprayed surface of the discs.
Single-grain measurements were made using aluminium discs that contain 100 holes
arranged in a regular 10 × 10 grid. Each hole has a diameter of 300 µm and is 300 µm
deep. Grains of 90-125 µm and 180-212 µm size were placed in each hole by brushing
grains over the surface of the discs. For the latter grain size, it is reasonable to assume
that each hole contains a single grain, and this was confirmed by visual inspection
during preparation. For the smaller (90-125 µm) grain size it cannot necessarily be
ensured that only one grain was present in each hole of the aluminium disc. However,
given the generally low percentage of grains that yield usable OSL signals in these
samples (see Table 2.7 and discussion in Section 2.5.2), it is reasonable to assume that
‘single-grain resolution’ is maintained for the majority of holes filled with this grain
fraction.
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(a)

Step

Action

1a

Give dose

2

Preheat

Ld

Stimulate with infrared LEDs at
50ºC at 90% power
Stimulate with blue LEDs at
125ºC at 90% power

Lx

5

Give test dose

Td

6

Preheat

3
4

Stimulate with infrared LEDs at
50ºC at 90% power
Stimulate with blue LEDs at
125ºC at 90% power

7
8
a

(b)

Name

Tx

step omitted when measuring natural signal

Step

Action

Name

1a

Give dose

2b

Stimulate with infrared LEDs at
50ºC for 20 s at 90% power

3

Preheat

4

Stimulate with green laser at
125ºC for 1 s at 90% power

Lx

5

Give test dose

Td

6

Preheat

7

Stimulate with green laser at
125ºC for 1 s at 90% power

Ld

Tx

b

step added as final cycle of measurement sequence
only when measuring the OSL IR depletion ratio
(Duller, 2003)

Table 2.2. SAR sequence of measurements used for samples from Yukon Territory and Alaska. (a)
Modified SAR protocol used for all multi-grain aliquot measurements, includes an IR bleach at
50ºC prior to main OSL measurement (Olley et al., 2004a). (b) SAR protocol used for all singlegrain measurements, includes an IR bleach as part of the final measurement cycle.

49

2.3

The single-aliquot regenerative-dose (SAR) protocol

Changes in quartz OSL sensitivity are known to occur during laboratory measurements,
such as preheating, illumination and irradiation (e.g., Zimmerman, 1971). It is necessary
to adequately correct for these sensitivity changes when measuring regenerated signals.
The single-aliquot regenerative-dose (SAR) protocol, which was first suggested by
Murray and Roberts (1998), can be routinely used for this purpose. The SAR approach
is useful because De estimates are obtained from measurements of individual aliquots or
grains, thereby avoiding problems of inter-aliquot normalisation and enabling the
generation of large populations of replicate De estimates for individual samples. In this
study, De estimates were obtained using the SAR protocol described by Murray and
Wintle (2000) and modified by Olley et al. (2004a) and Duller (2003). The SAR
protocol consists of a series of regenerative- and test-dose measurements to create a
sensitivity-corrected dose-response curve on to which the sensitivity-corrected natural
signal is interpolated to obtain a De value. Immediately after the natural (Ln) and
regenerative-dose (Lx) OSL signal intensities are measured for a single aliquot, a small,
fixed test-dose (Td) is applied and its OSL signal response measured (i.e., Tn and Tx), to
monitor sensitivity changes that have occurred during preheating and measurement of
the previous OSL signal. Sensitivity-corrected dose points (i.e., Rn, R1, R2, R3,…, R6)
are obtained by dividing each Lx by its respective Tx (i.e., Ln/Tn, L1/T1, L2/T2, L3/T3,…,
L6/T6). These points are measured at increasing doses to construct a sensitivitycorrected dose-response- curve that brackets the expected sensitivity-corrected natural
intensity (Ln/Tn). In the present study, either 3 or 4 bracketing regenerative-dose points
were used to construct SAR dose-response curves, depending on the age of the sample.
Estimates of De are derived by interpolation of the Ln/Tn values on to their respective
dose-response curves.
The series of measurements involved in the SAR protocol are shown in Table 2.2. Two
modifications of the standard SAR protocol are shown for multi-grain aliquots (Table
2.2a) and single-grain measurements (Table 2.2b). In the multi-grain aliquot SAR
measurements, an IR bleach at 50ºC (usually for 40 s) is added prior to all OSL
measurements in order to remove any signal arising from contaminating feldspars,
which, if present, could contribute to the Ln, Lx, Tn and Tx OSL intensities (Olley et al.,
2004a). The second modification is applied to the single-grain SAR measurement
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sequence, as described by Duller (2003). It involves the addition of a Lx and Tx cycle of
the same Ld dose as a previous dose-point but with an IR bleach at 50ºC applied prior to
the main OSL (Lx) measurement. This additional cycle is given only at the end of the
measurement sequence (i.e., as the final cycle). Again, the IR bleach is intended to
reduce the signal of any contaminating feldspar grains or feldspar inclusions that may
be present. The subsequent Lx/Tx measurement is compared to the previously measured
dose-point of the same dose (measured without an IR bleach) to determine if the OSL
signals are comparable. Any significant depletion of the post-IR Lx/Tx measurement
relative to original Lx/Tx measurement is taken to be indicative of feldspar
contamination, since feldspar grains or feldspar inclusions are bleached by low
temperature IR stimulation, whereas pure quartz grains are not. The ‘rejection criteria’
used to eliminate such unsuitable grains from further consideration are described in
Section 2.3.4, which includes further details of this so-called ‘IR OSL depletion ratio’
test (Duller, 2003).
As can be observed in Table 2.2a-b, a thermal pretreatment, or preheat, is applied
before the measurement of each OSL signal in order to remove any thermally unstable,
shallow trap, OSL signal (Aitken, 1998), which results from laboratory irradiation and
is not present in the natural OSL signal. Also, OSL readings are done at a temperature
of 125ºC to avoid re-trapping of phototransferred charge in the 110ºC TL peak trap;
stimulation at elevated temperature also serves as ‘thermal assistance’, increasing the
rate of OSL signal decay (Wintle and Murray, 2000).
The SAR protocol has a number of internal checks to ensure that the sensitivity
correction is adequate. These internal checks, which are made using two additional
regenerative-dose cycles in the SAR sequence, include:
(i)

The ‘recycling ratio’ test, where two regenerative-dose points of equal dose

value are measured, preferably at the beginning and end of the SAR sequence (i.e., R1
and R5 or R6, depending on whether 3 or 4 bracketing regenerative doses are used) to
ensure that test-dose correction accounts for any sensitivity changes between successive
regenerative-dose cycles. If the ratio of these two sensitivity-corrected dose points agree
within ±10% of unity (within experimental error), then the test doses are deemed to
have adequately accounted for sensitivity changes (Murray and Wintle, 2000);
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(ii)

The ‘recuperation’ test, which involves measuring a 0 Gy dose-point to assess

whether or not the dose-response curve passes through the origin. If, after sensitivity
correction, the 0 Gy dose point response is significantly large in comparison to the
sensitivity-corrected natural OSL signal, then recuperation is considered to have
occurred. As the extent of any recuperation in the natural signal cannot be assessed
directly, it is recommended that the 0 Gy sensitivity-corrected regenerative-dose point
should not amount to more than 5% of the sensitivity-corrected natural OSL signal
(Murray and Wintle, 2000). This should ensure that, whatever the effect of the
recuperation, it will not have a significant influence on the calculated De.
It was originally suggested by Murray and Wintle (2000) that the thermal pretreatment
applied prior to measuring the test-dose should be less stringent than the preheat applied
before the natural and regenerated signals (typically 200-300ºC for 10 s). Hence, before
the test-dose OSL signal is measured, the sample is heated to 160ºC and immediately
cooled (hence the term ‘cutheat’) to avoid causing further sensitivity change, while still
ensuring the removal of any shallow-trap signals. The effect of this heating regime
(low-temperature cutheat) has been found to be inadequate for a number of samples
because (i) there is a lack of proportionality between the Tx and the preceding Lx signal
(Armitage et al., 2000; Bailey, 2000); (ii) the 160ºC test-dose cutheat does not remove
the unstable, ultrafast component from the Tx OSL signal, which can cause erroneous De
estimates (Choi et al., 2003; Jacobs et al., 2003a); and (iii) the geologically unstable
‘Slow 2’ component of Singarayer and Bailey (2003) is removed by using higher
preheat temperatures. In this study, therefore, a range of cutheats and longer-duration
preheats, given prior to the test-dose OSL measurements, were tested.

2.3.1

Calculation of Lx/Tx

Each Lx/Tx value is calculated from the background-subtracted OSL signals (i.e., the net
OSL) of each paired Lx and Tx measurement. Net OSL values are obtained by summing
the initial portion of the decaying OSL signal and subtracting a mean ‘late-light’
background signal. This approach ensures that only the initial fast signal is sampled and
that any slower OSL components and instrument noise appearing subsequently are
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removed from calculations (Murray and Wintle, 2000). In this study, single aliquots
were stimulated with blue LEDs delivering ~36 mW/cm2 (90% power) for 100 s, the
first 1.6 s of signal in each OSL measurement was integrated and a mean background
from the last 16 s of the same OSL signal was subtracted. For single-grain
measurements, Lx and Tx OSL signals were stimulated for 1 s with a green laser
intensity of ~45 W/cm2 (90% power), and net signals were derived from the initial 0.080.3 s of OSL signal minus a ‘late-light’ background signal calculated from the last 0.1 s
of stimulation. Because of the variability in single-grain decay curve form, the
integration interval for the initial signal was varied between 0.08 and 0.3 s. This was
done to (i) ensure that only the decaying portion of the signal was sampled; (ii) avoid
integrating the non-decaying background signal; and (iii) obtain the most suitable doseresponse curve fit to the sensitivity-corrected dose points (i.e., that with the smallest
possible curve-fitting error).

2.3.2

Dose-response curve construction

Each of the sensitivity-corrected regenerative-dose points (Lx/Tx), obtained at increasing
doses, are used to construct a sensitivity-corrected SAR dose-response curve, on to
which the sensitivity-corrected natural signal (Ln/Tn) is interpolated to produce a De
estimate. In this study, all multi-grain aliquot measurements were fitted using a
saturating-exponential-plus-linear function described as:

I = I 0 + I max (1 − e − D / D0 ) + k .D

(Eq.2.1)

Where I is the sensitivity-corrected luminescence intensity (a.u.), I 0 represents the
initial offset of the signal from the 0 Gy dose-point, I max represents the intensity of the
luminescence signal at saturation and D is the regeneration laboratory dose, with D0
being a constant defining the onset of signal saturation and k the additional linear term
that accounts for continued growth at high doses.
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For single-grain analysis, both Eq.2.1 and a single saturating exponential function
(Eq.2.2) were fitted, depending on the type of dose-response curve encountered, such as:
I = I 0 + I max (1 − e − D / D0 )

(Eq.2.2)

Single-aliquot dose-response curves were fitted using a saturating-exponential-pluslinear function because, for all aliquots, this resulted in a more appropriate fit than the
single saturating exponential function (i.e., it yielded a lower dose-response curve fitting
error). In later sections of this chapter, values of D0 will be reported for individual
single-aliquot and single-grain measurements in order to describe the observed
variability in the shapes of dose-response curves. Calculation of D0 was carried out by
excluding the linear term from Eq.2.1 and fitting a single saturating exponential function,
that is Eq.2.2.

2.3.3

Error calculation for Lx/Tx and De estimates

Each Lx/Tx value, used to construct the sensitivity-corrected dose-response curve, has an
associated error derived from (i) a random uncertainty term arising from photon
counting statistics of each OSL measurement (Lx and Tx), and (ii) an instrumental error
term, which is added in quadrature 2 to each OSL measurement error as a percentage
value, and describes the random uncertainty associated with instrument reproducibility
(Duller, 2007). Section 2.3.3.1 describes the methods used to determine appropriate
instrument reproducibility uncertainty estimates for the single-aliquot and single-grain
measurements made in this thesis. Throughout this thesis, each De estimate is presented
with an uncertainty of one standard error, which is comprised of three components: (i)
and (ii) are the same as mentioned above with respect to each Lx/Tx value, and (iii) is a
2

The propagation of errors during addition and subtraction of terms (e.g. x and y) is achieved by adding
the absolute uncertainties of terms (δx and δy) in quadrature according to the expression:

δ(x+y)=[(δx)2 + (δy)2]1/2
For propagation during multiplication or division, the individual errors are combined by adding the
fractional uncertainties (δx/x and δy/y) in quadrature as described in the expression:
δ(x/y)/(x/y)= [(δx/x)2 + (δy/y)2]1/2
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dose-response curve-fitting error, which is calculated as the square root of the averaged
sum of the squared fitting residuals and is combined in quadrature with the Ln/Tn error
term (Duller, 2007). This combined error is then transformed into Grays through
interpolation of the upper and lower limits of Ln/Tn on to the dose-response curve to
calculate the ±1σ limits of the De estimate (Duller, 2007).

In both the single-aliquot and single-grain measurements, the random uncertainty term
arising from photon counting statistics is calculated for each background-subtracted net
Lx and Tx OSL value using Eq.3 of Galbraith (2002) (Eq.2.4 shown in Section
2.3.3.1.1). Calculation of the background-corrected OSL signal in this manner assumes
that the background photon counts follow a Poisson distribution (Galbraith, 2002). If
this assumption were true, then the ratio of the variance to the mean background count
would be 1 (Galbraith et al., 1999). Because this assumption may not hold true for
single-grain net OSL signals, these ratios were calculated for a random selection of 131
natural, regenerative- and test-dose single-grain OSL measurements on various samples.
The average value of the variance/mean ratio for this sample dataset was 1.12, with a
standard deviation of 0.7. This indicates that the single-grain background signals are
close to being Poisson-distributed and, thus, the selected method of background
correction is considered appropriate for the estimation of De values.

2.3.3.1 Instrument reproducibility tests
2.3.3.1.1 Single aliquots

Instrument reproducibility tests for single-aliquot measurements were conducted in
order to determine the instrumental error associated with the uncertainty arising from
the Risø reader. This uncertainty may arise from small variations in the intensity of the
optical stimulation source, aliquot positioning under the radiation source or under the
optical stimulation source, and small variations in the temperature of the aliquot both
during preheating and during measurement (Duller, 2007). The approach used to obtain
the instrumental error in this study is as described in Jacobs et al. (2006a). Using this
approach, various cycles of irradiation, preheating and OSL measurement (e.g., Lx) are
performed on the same aliquot. The net OSL (Lx-background) is then plotted against
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cycle number and fitted using a regression function (linear or second-order polynomial).
The relative deviation about the fitted line is taken as being the combined uncertainty
from both instrumental error and counting statistics (Jacobs et al., 2006a). The
instrumental uncertainty associated with each individual Lx measurement is then
calculated by subtracting the counting statistics from the combined variance.

Seventeen multi-grain aliquots (each containing ~800 grains per disc) of a quartz
sample from Lake Mungo were used for reproducibility tests. These aliquots were
annealed to 450ºC, given a dose of 20 Gy, preheated to 260ºC for 10 s, illuminated with
90% power blue LEDs at 125ºC for 40 s (at 90% power) to obtain an OSL measurement
(L1), and finally annealed to 400ºC to completely remove any residual charge. This
cycle was repeated 10 times and all OSL measurements were normalised to the first Lx
measurement (L1/L1, L2/L1,…,L10/L1). A linear function was used to describe the
relationship between Lx and cycle number for aliquots that exhibited little or no
sensitivity change between subsequent Lx measurements. Where sensitivity change was
apparent, a second-order polynomial fitting was used instead. For each aliquot, the
relative error of each Lx measurements ( rse Lx ) was calculated as the summed squares of
the deviation of each luminescence measurement from the fitted line, divided by the
average normalised Lx value, as follows:

rse Lx

⎡
⎢
⎢
= 100 × ⎢
⎢
⎢
⎣

2
− yˆ i ) ⎤
⎥
⎥
n−2
⎥
Y
⎥
⎥
⎦

∑ (y
n

i =1

i

(Eq.2.3)

where y i is the normalised luminescence signal, ŷ i is the predicted luminescence signal
obtained from the fitted equation, n is the number of cycles, and Y is the average
normalised luminescence signal of all Lx measurements.
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Figure 2.1. Instrument reproducibility uncertainties measured for Risø 3 on 17 aliquots of a
sample of quartz from Lake Mungo.

Given that this error calculation includes the errors associated with counting statistics,
the relative error arising from counting statistics in each Lx measurement ( rsecs ) was
calculated for each aliquot using the following equation, from Galbraith (2002):

rsecs = 100 ×

∑ S + Bn / k
∑ S −B n
i

i

i

(Eq.2.4)

i

where S i is the signal from the ith channel integration and B is the average relative
background, corrected for the number of channels integrated for the OSL signal.

In order to obtain the relative instrumental uncertainty ( rseiu ), the error arising from
counting statistics ( rsecs ) is subtracted from the error associated with each Lx
measurement ( rse Lx ). The subtraction is done in quadrature, as follows:
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rseiu =

(rse

2
Lx

− rsecs

2

)

(Eq.2.5)

The distribution of instrumental errors measured for the seventeen aliquots and five
additional aliquots are shown in Figure 2.1. The mean and median rseiu values are 0.78
± 0.30% and 0.83%, respectively. It was observed that for aliquots having slightly larger
uncertainties (e.g., 1%), there was poorer reproducibility of the 110ºC TL peak position
(thermal drift), which I attribute to non-instrumental factors (e.g., disc shape
variability); these aliquots are thought to cause the poorer instrumental reproducibility
values. Therefore, a value of 0.5% was used for all single-aliquot measurements
reported in this thesis, because 35% of the aliquots produced uncertainty values of
<0.5%, which is regarded as representative of the lowest reproducibility values possible
for this instrument.

2.3.3.1.2 Single grains

Instrument reproducibility tests have been undertaken for single-grain Risø systems in
previous studies. Truscott et al. (2000) found that the reproducibility of a prototype Risø
single-grain system was 3.5% for each OSL measurement. In a later study, the
reproducibility was tested on more recently developed single-grain systems by Thomsen
et al. (2005), and it was found that the reproducibility of each paired Lx/Tx
measurement, for the initial 0.03 s signal integration, was 3.6%, which equals 2.54% per
OSL measurement, showing an improvement in reproducibility of the later single-grain
system compared to earlier systems. Similarly, Jacobs et al. (2006a) obtained a
reproducibility of 2.09% per measurement calculated using a signal integration of 0.04
s. The reproducibility of the particular single-grain system used in this study has not
been measured, so an instrument uncertainty of 2% has been adopted for each OSL
measurement, based on the previous findings of Jacobs et al. (2006a).

2.3.4

Rejection criteria

A number of selection criteria had to be met by each aliquot or grain for their De
estimates to be accepted for further analysis. All multi-grain aliquots were subjected to
the following criteria and rejected from further consideration if: (i) the value of the
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recycling ratio did not fall within 10% of unity within the errors for each Lx/Tx repeat
dose point; (ii) the sensitivity-corrected OSL intensity of the 0 Gy regenerative-dose
point was not equal to, or less than, 5% of the sensitivity-corrected natural OSL
intensity at 1σ (i.e., a ‘recuperation ratio’ of >5%); and (iii) the sensitivity-corrected
natural signal did not intercept the dose-response curve (‘Class 3’ grains of Yoshida et
al., 2000).

All grains measured as part of the single-grain analysis were subjected to the following
criteria and were rejected if: (i) recycling ratios were not consistent with unity at 1σ; (ii)
the IR OSL depletion ratios (where a third regeneration point, given the same dose as
the recycling-ratio dose points, is added, but with an IR bleach at 50ºC measured prior
to OSL stimulation; Duller, 2003), were not between 0.9 and 1.1; (iii) the recuperation
ratios (calculated as for multi-grain aliquots) were not equal to, or less than, 5% at 1σ;
(iv) the relative errors on the natural test-dose signal was greater than 30%; and (v) the
natural OSL signal intensities (i.e., the initial 0.08 to 0.3 s) were not >3 standard
deviations above the ‘late-light’ background signal. This final criterion is applied to
avoid the inclusion of aberrant ‘0 Gy’ grains, whose occurrence cannot be reasonably
explained in terms of the expected depositional context of these samples.

2.4

Suitability of SAR

In addition to the recycling ratio and recuperation ratio tests of the SAR protocol, two
more experiments can be used to assess the suitability of the SAR protocol for a
particular sample.

2.4.1

‘Dose recovery’ tests

The dose recovery test, as described by Roberts et al. (1999) for single grains and by
Murray and Wintle (2003) for multi-grain aliquots, involves optically bleaching an
aliquot at room temperature or 50ºC, to avoid causing sensitivity changes, and
administering a known dose. The given dose acts as a surrogate natural and is measured
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subsequently using the SAR protocol. The successful recovery of this dose is commonly
taken to be indicative of the suitability of the SAR protocol for determining De values of
the natural sample. However, the success of the dose recovery test is not an unqualified
indication that the natural dose can be measured accurately; it merely indicates if a
sample is unsuitable for the SAR protocol (Murray and Olley, 2002). Therefore, if a
given dose is not acquired accurately, then it is evidence that the SAR conditions used
(e.g., the preheat) are unsuitable for that sample.

In this thesis, sedimentary quartz samples from four different sites across the Yukon
Territory, Canada, and west-central Alaska were used to assess OSL dating in this
region using the SAR protocol. Dose recovery tests were conducted using various
preheat conditions on one representative sample (or more, depending on the site) from
each of the six sites. Single-aliquot dose recovery tests were conducted on ~800-grain
aliquots containing 90-125 µm quartz grains. For each aliquot, the natural signal was
bleached using blue LEDs in the Risø machine following the approach of Murray and
Wintle (2003). Recent dose recovery studies have used daylight or solar simulator
sources to remove the natural signal of quartz (e.g., Choi et al., 2009). Although these
alternative bleaching sources may be more representative of the conditions experienced
by the quartz grains in nature, they were not used in the dose recovery experiments
performed in this thesis. This is because (i) bleaching under Australian daylight
conditions (particularly during summer) could have led to inadvertent heating of the
quartz grains (particularly those already mounted on stainless steel discs) to much
higher temperatures than experienced in the natural environment (i.e., High Arctic), and
(ii) a solar simulator was not available during the course of the research. The natural
signal was first bleached for 1000 s using blue LEDs at 50ºC (see footnote 3), followed
by a pause of 10,000 s, and a second bleach of 1000 s. A beta dose of 20 to 50 Gy
(depending on the sample) was then administered and the SAR sequence was measured
3

Natural OSL signals were bleached at a specified, albeit slightly elevated, temperature to ensure that
measurement conditions were kept constant and comparable throughout this study. This could not have
been guaranteed if optical bleaching had been carried out at ambient temperatures owing to significant
daily and seasonal variations in the temperature of the room containing the Risø machines. A reading
temperature of 50oC was selected to avoid the potential problems of maintaining the Risø heater plate at a
constant and accurate temperature over low temperature ranges (i.e. <40oC) (Z. Jacobs, personal
communication, 2006). In addition, the selected bleaching temperature of 50oC was regarded as being low
enough to avoid any thermal depletion of the low-temperature (thermally unstable) trapped charge, or
cause any significant sensitisation of the quartz OSL signal.
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using various regenerative-dose preheat temperatures (typically 200ºC, 240ºC or 280ºC
for 10 s), and a test-dose cutheat of either 160ºC or a preheat of 220ºC for 10 s. To reach
the desired temperature a heating rate of 5ºC/s was used for all measurements. The SAR
protocol used for all dose recovery tests included an IR bleach for 40 s to 100 s at 50ºC
prior to each OSL measurement to remove any signal arising from feldspar
contaminants (Olley et al., 2004a). All OSL stimulations were done using blue LEDs at
125ºC. The ratio of the recovered to given dose is used to indicate the success of the
dose recovery test. A ratio of 1 indicates the recovered dose equals the administered
dose.

2.4.1.1 Single-aliquot dose recovery experiments
2.4.1.1.1 Klondike district

Dose recovery tests were performed on sample OQC8 at regenerative-dose preheat
temperatures of 200ºC, 240ºC and 280ºC for 10 s in combination with a test-dose
cutheat of 160ºC or a test-dose preheat of 220ºC for 10 s. Figure 2.2 shows the results
from this sample. The data shows that there is not much difference in the level of scatter
or the accuracy of the recovered dose when using a test-dose cutheat of 160ºC (Figure
2.2a) or a test-dose preheat of 220ºC for 10 s (Figure 2.2b). Both the test-dose preheat

and cutheat temperatures resulted in marginally higher mean recovered doses at higher
regenerative-dose preheat temperatures. However, this is not significant as all the mean
values, and most of the individual points, are consistent with each other, and are within
10% of unity at 1σ. The recycling ratios all agree within 10% of unity, regardless of the
regenerative-dose and test-dose cutheat/preheat used (Figure 2.2c-d). However, mean
recuperation (i.e., the sensitivity-corrected 0 Gy regenerative-dose signal, expressed as a
percentage of the sensitivity-corrected natural signal), increases with temperature when
a test-dose preheat of 220ºC for 10 s is used, although all mean recuperation values
remain below the 5% critical value (Figure 2.2f). For this sample, low preheat
temperatures of 200ºC for 10 s, in combination with a test-dose cutheat of 160ºC,
appear to work best in terms of ratio of recovered to given dose (1.010 ± 0.021), mean
recycling ratio (1.012 ± 0.021) and mean recuperation (~1%).
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Figure 2.2. Dose recovery test results for single aliquots of loess sample OQC8 from the Klondike
district, Yukon Territory. (a-b) recovered to given dose ratio, (c-d) recycling ratio and (e-f) recuperation.
The solid and dashed lines (a-d) indicate ratios of unity and the ± 10% limits, respectively. The dashed
lines in (e-f) mark the 5% recuperation value. Regenerative-dose preheat is for 10 s. Four aliquots were
used for each preheat combination tested.
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Figure 2.3. Dose recovery test results for single aliquots of loess sample OQC10 from the Klondike
district, Yukon Territory. (a-b) recovered to given dose ratio, (c-d) recycling ratio and (e-f) recuperation.
The solid and dashed lines (a-d) indicate ratios of unity and the ± 10% limits, respectively. The dashed
lines in (e-f) mark the 5% recuperation value. Regenerative-dose preheat is for 10 s. Three aliquots were
used for each preheat combination tested.

63

A second sample, OQC10, approximately 10 m from where OQC8 was collected, was
used for dose recovery experiments using the same preheat conditions as described
above for OQC8. Figure 2.3 shows the dose recovery test results obtained for this
sample. The most appropriate preheat combination is a regenerative-dose preheat of
240ºC for 10 s and a test-dose preheat of 220ºC for 10 s (Figure 2.3b). This produced a
mean recovered to given dose of 1.031 ± 0.023, a mean recycling ratio of 0.998 ± 0.020
(Figure 2.3d), and a mean recuperation value of ~0.8% (Figure 2.3f).
Unlike OQC8, OQC10 gives an overestimation of the recovered dose when a test-dose
cutheat of 160ºC is used (Figure 2.3a). The recycling ratio and recuperation values
obtained for the preheat combination that worked best for OQC8 (200ºC for 10 s and
160ºC for 0 s) pass the rejection criteria (with recycling ratios between 0.9 and 1.1, and
recuperation values <5%) (Figure 2.3c,e). However, the administered dose is not
recovered well. This indicates that, if no further dose recovery tests had been performed
on samples from this site (Quartz Creek) on the basis that all samples would behave
similarly, and the preheat combination mentioned for sample OQC8 was used for every
sample, the recycling ratio and recuperation levels would not detect the unsuitability of
the SAR protocol applied using these conditions to sample OQC10, for example.
Similarly, it is also apparent that for other preheat temperatures, such as 180ºC for 10 s,
the recycling ratios are within 10% of unity and the recuperation is less than 5%, but the
recovered dose is significantly overestimated (Figure 2.3b,d,f). These results indicate
that, in many cases, it is essential to perform dose recovery tests to complement the
rejection criteria, in order to determine the most suitable conditions to be used in the
SAR protocol; moreover, dose recovery tests should preferably be performed on
multiple samples from a given site, and ideally to each sample of interest.
In summary, the Klondike samples show (i) a dependency of recuperation with preheat
temperature, indicating that lower preheat temperatures (<240ºC) are more suitable; (ii)
some sample variability in response to different temperature conditions, even when the
samples are collected in close proximity; (iii) the recycling ratio remains consistent with
unity at every preheat combination used in every sample examined, suggesting this may
not be a sensitive parameter when assessing the suitability of the SAR protocol; and (iv)
for some preheat treatments, the level of inter-aliquot scatter is large in terms of
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recovered dose and recuperation values, which might be indicative of variability in singlegrain luminescence behaviours. This last point is discussed further in Section 2.5.2.2.
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Figure 2.4. Dose recovery test results for single aliquots of loess samples 52A and 54A from Ash
Bend, Yukon Territory. (a-b, g-h) recovered to given dose ratio, (c-d, i-j) recycling ratio and (e-f, k-l)
recuperation. The solid and dashed lines (a-d, g-j) indicate ratios of unity and the ± 10% limits,
respectively. The dashed lines in (e-f, k-l) mark the 5% recuperation value. Regenerative-dose preheat
is for 10 s. Three aliquots were used for each preheat combination tested.
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2.4.1.1.2 Ash Bend site

Two samples from Ash Bend were investigated, samples 52A and 54A. These samples
were located ~12 m apart vertically from each other in the same stratigraphic section
and represent loess deposits. Dose recovery tests were performed using the same
conditions as described in Section 2.4.1. Results are shown in Figure 2.4. A high degree
of inter-aliquot scatter is observed in the recovered dose of both these samples (Figure
2.4a, g) and in the recycling ratios of sample 52A (Figure 2.4c) when using a test-dose

cutheat of 160ºC, regardless of regenerative-dose preheat temperature. In both samples,
more precise results are obtained when a test-dose preheat of 220ºC for 10 s is used
(Figure 2.4b, d, h, j). The level of recuperation increases with temperature when a testdose preheat of 220ºC for 10 s is used, but decreases when a test-dose cutheat of 160ºC
is used (e.g., Figure 2.4 e-f, k-l). However, in most cases the mean recuperation values
are not significantly different because of inter-aliquot scatter. These results might partly
indicate a dependency on preheat temperature used, but are also indicative of a high
level of inter-aliquot variability, since not all aliquots respond in the same way to the
same preheat temperature combinations, especially for sample 52A (Figure 2.4 e, f). It
is evident that the level of recuperation is aliquot-dependent more than temperaturedependent because, in both samples, it was observed that some aliquots produced high
levels of recuperation when a regenerative-dose preheat of 200ºC for 10 s and a testdose cutheat of 160ºC were used, whereas no recuperation was observed for other
aliquots using higher regenerative-dose preheat temperatures (e.g., 280ºC for 10 s).
For both samples, a regenerative-dose preheat of 240ºC for 10 s and a test-dose preheat
of 220ºC for 10 s appear to produce the most accurate and precise recovered dose
estimates. This preheat combination produced mean ratios of recovered to given dose of
1.038 ± 0.040 and 1.017 ± 0.062 for samples 52A and 54A, respectively (Figure 2.4b,
h). Also, this preheat combination produced mean recuperation values of ~5% and

~2.8% for samples 52A and 54A, respectively (Figure 2.4f, l), and mean recycling ratio
values of 0.970 ± 0.032 and 1.044 ± 0.039, respectively (Figure 2.4d, j). The problem
of inter-aliquot variability observed in these samples is further explored in Section
2.5.1.2 and in Chapter 4.
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A third sample from Ash Bend site was investigated. This sample, 57A, differs from the
two described above because it was collected from glaciofluvial gravels (see Section 5.2
of Chapter 5 for further details on the sample’s lithology), whereas the previous two
were from loess material (Table 2.1). Figure 2.5 shows the results obtained for 57A.
The regenerative-dose preheat temperatures tested were between 160ºC and 240ºC for
10 s. From previous experience, it was clear that strong preheat temperatures have
adverse effects on these types of samples, so only the lower temperatures were
explored. It is evident that using a mild preheat temperature (240 ºC) results in some
recuperation, with a mean value of ~14%, with less recuperation obtained using
preheats of 160ºC or 200ºC for 10 s (mean values of ~7% and ~2%, respectively)
(Figure 2.5c). Because the recovered dose and the recycling ratio are more accurate
using a preheat of 160ºC for 10 s in combination with a test-dose cutheat of 160ºC, this
treatment was chosen to be the most suitable for this sample (Figure 2.5a-b). The mean
ratio of recovered to given dose is 0.962 ± 0.063 and the mean recycling ratio is 1.004 ±
0.078 using this preheat/cutheat combination.
In summary, the loess samples from the Ash Bend site show that: (i) using a test-dose
cutheat of 160ºC, regardless of regenerative-dose preheat, causes a significant amount
of inter-aliquot scatter, so a test-dose preheat of 220ºC for 10 s is more suitable; (ii) this
test-dose preheat, together with a regenerative-dose preheat of 240ºC for 10 s, produces
acceptable results for the two samples examined in terms of recovered dose, recycling
ratio and recuperation; (iii) there is a moderate amount of inter-aliquot variability which
makes it difficult to pinpoint trends when using various preheat combinations. The
mean recuperation value increases with regenerative-dose preheat temperature when
using a test-dose preheat of 220ºC for 10 s, but this trend is not exclusive to highertemperature treatments, as recuperation can also be observed in some aliquots when
applying preheats of lower temperature; (iv) samples obtained from glaciofluvial gravel
appear to produce higher levels of recuperation with increased preheat temperatures, so
that lower-temperature preheat combinations (e.g., 160ºC for 10 s) should be used for
these samples; and (v) in contrast to samples from the Klondike (OQC8 and OQC10),
the loess samples from Ash Bend (52A and 54A) show that the same preheat
combination can produce optimal results for two samples from the same site (or
sediment type).
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Figure 2.5. Dose recovery test results for single aliquots of sample 57A, glaciofluvial gravels from
Ash Bend, Yukon Territory. (a) recovered to given dose ratio, (b) recycling ratio and (c) recuperation.
The solid and dashed lines (a-b) indicate ratios of unity and the ± 10% limits, respectively. The dashed
line in (c) marks the 5% recuperation value. Regenerative-dose preheat is for 10 s. Five aliquots were
used for each preheat combination tested.
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Figure 2.6. Dose recovery test results for single aliquots of loess sample CB24 from Ch’ijee’s Bluff,
Yukon Territory. (a-b) recovered to given dose ratio, (c-d) recycling ratio and (e-f) recuperation. The
solid and dashed lines (a-d) indicate ratios of unity and the ± 10% limits, respectively. The line in (e-f)
marks the 5% recuperation value. Regenerative-dose preheat is for 10 s. Three aliquots were used for
each preheat combination tested.
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2.4.1.1.3 Ch’ijee’s Bluff site

A series of preheat combinations were tried on sample CB24 from the Ch’ijee’s Bluff
section. Regenerative-dose preheat temperatures of 200ºC, 240ºC and 280ºC were used
in combination with a test-dose cutheat of 160ºC, and a regenerative-dose and a testdose preheat of 180ºC for 10 s was tested also. The final combinations tested were
regenerative-dose preheat of 240ºC and 280ºC for 10 s, together with a test-dose preheat
of 220ºC for 10 s. Results are shown in Figure 2.6. All preheat combinations produced
ratios of recovered to given dose that were not very reproducible (Figure 2.6a-b). For
this sample, it was important to consider that although the recycling ratios and
recuperation values would pass the rejection criteria for some aliquots, the recovered
doses were not necessarily acceptable. This pattern was observed regardless of the
preheat temperature used; for example, using a regenerative-dose preheat of 280ºC for
10 s and a test-dose preheat of 220ºC for 10 s, or a cutheat of 160ºC, acceptable and
precise recycling ratios and recuperation values were obtained for all aliquots examined,
but there was large scatter in the values of the recovered dose.
Using a regenerative-dose and test-dose preheat of 180ºC for 10 s resulted in two
aliquots having ratios of recovered to given dose in agreement with 10% of unity (1.018
± 0.056 and 1.009 ± 0.075), but one aliquot for which the recovered dose was greatly
overestimated (1.625 ± 0.060) (Figure 2.6b). The latter also produced the poorest
recycling ratio (0.880 ± 0.020) and the single high recuperation value (26%) of the three
aliquots treated using this preheat combination (Figure 2.6d, f). The 180ºC for 10 s
preheat was chosen as the most suitable for these samples because, for the two aliquots
that passed the rejection criteria (i.e., those that had recuperation values of <5% and
recycling ratios within 10% of unity), this preheat combination produced the most
accurate recovered to given dose ratios compared to the other preheat conditions
(Figure 2.6b).
For this sample, as was also observed for loess samples 52A and 54A from the Ash
Bend site, there seems to be a high level of inter-aliquot variability, where aliquots
treated with the same preheat temperature combinations respond differently. This might
be the result of variability in grain brightness and luminescence behaviour, as discussed
in more detail in Sections 2.5.2 and 2.5.3.
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Figure 2.7. Dose recovery test results for single aliquots of loess sample CR10 from Chester Bluff,
Alaska. (a) recovered to given dose ratio, (b) recycling ratio and (c) recuperation. The solid and
dashed lines (a-b) indicate ratios of unity and the ± 10% limits, respectively. The line in (c) marks
the 5% recuperation value. Regenerative-dose preheat is for 10 s. Three to six aliquots were used
for each preheat combination.
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2.4.1.1.4 Chester Bluff

One sample from Chester Bluff, CR10, was investigated using preheat temperatures of
180ºC, 200ºC, 260ºC and 280ºC for 10 s for the regenerative-dose preheat, with a testdose preheat of 180ºC for 10 s; and a regenerative-dose preheat of 240ºC for 10 s with a
test-dose preheat of 220ºC for 10 s. Figure 2.7 shows the results obtained. Similar to
previous samples, recuperation increases with increasing regenerative-dose preheat
temperatures for this sample (Figure 2.7c). The results show some inter-aliquot
variability in the response to preheat temperature. The preheat combination chosen for
further measurements was 180ºC for 10 s for both the regenerative and test-dose
preheats. For these conditions, the mean ratio of recovered to given dose is 0.997 ±
0.123, the mean recycling ratio is 0.935 ± 0.112 and the mean recuperation value is
~2%.

2.4.1.1.5 Summary

A significant number of representative samples from across the Yukon Territory and
central Alaska have been tested as part of this SAR suitability test. Table 2.3 shows the
preheat treatments that produced suitable results in terms of the recovered-to-given-dose
ratios, recycling ratios and recuperation values for the various samples. Furthermore, a
number of general trends emerge from the dose recovery experiments performed at
various temperatures, namely:
(i)

Sample variability was observed when the same temperature treatment was

applied to samples from the same site, in some cases only metres apart and known to
originate from the same material. For example, samples OQC8 and OQC10, despite
their proximity, had different dose recovery test responses. On the other hand, loess
samples from Ash Bend (52A and 54A) showed that the same preheat combination
produced acceptable results for neighbouring samples.
(ii)

There is a high level of inter-aliquot variability for some of the individual test-

dose and regenerative-dose preheat combinations, making the decision of thermal
treatment difficult.
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(iii)

Recuperation values generally increase with increasing preheat temperature, but

recuperation can be observed even at lower preheat temperatures (e.g., <240ºC) in some
cases.
(iv)

In most samples, however, low preheat temperatures appear to produce more

accurate recovered doses and recycling ratios, and smaller recuperation values.
(v)

Recycling ratios seem to be unaffected by preheat temperature and might not be

a good selection criteria when assessing the suitability of the SAR protocol for these
particular samples.

Yukon Territory
Klondike district
OQC1
OQC8
OQC10
Ash Bend site
52A
54A
57A
Ch’ijee’s Bluff
CB24
Alaska
Chester Bluff
CR10

Regenerativedose preheat
(Lx)

Test-dose
preheat
(Tx)

Recovered
dose / given
dose ratio
(weighted
mean)

Recycling
ratio
(weighted
mean)

%
recuperation
(weighted
mean)

200ºC / 10 s
200ºC / 10 s
240ºC / 10 s

200ºC / 10 s
160ºC / 0 s
220ºC / 10 s

1.04 ± 0.05
1.01 ± 0.02
1.03 ± 0.02

1.03 ± 0.04
1.01 ± 0.02
1.00 ± 0.02

2.8 ± 1.5
1.1 ± 0.5
0.8 ± 0.5

240ºC / 10 s
240ºC / 10 s
160ºC / 10 s

220ºC / 10 s
220ºC / 10 s
160ºC / 0 s

1.04 ± 0.04
1.02 ± 0.06
0.96 ± 0.06

0.97 ± 0.03
1.04 ± 0.04
1.00 ± 0.08

4.9 ± 1.6
2.8 ± 0.8
7.2 ± 1.2

180ºC / 10 s

180ºC / 10 s

1.23 ± 0.20

0.91 ± 0.04

4.1 ± 8.6

200ºC / 10 s

180ºC / 10 s

0.96 ± 0.07

1.02 ± 0.06

3.1 ± 0.8

Table 2.3. Optimum regenerative-dose and test-dose preheat combinations obtained after dose recovery
tests for various samples from Yukon Territory and Alaska. Also shown are the respective weighted mean
dose recovery ratios, recycling ratios and recuperation values (the latter as % of the sensitivity-corrected
natural OSL signal).

2.4.1.2 Single-grain dose recovery tests

Single-grain dose recovery tests were conducted on a small selection of samples to
assess whether optimal preheating conditions found in the single-aliquot dose recovery
tests were applicable at the single-grain scale of analysis. For these tests, the natural
OSL signals of individual (90-125 µm) quartz grains were bleached by exposure to
1000 s of blue LED stimulation at 50ºC, followed by a pause of 10,000 s and a second
blue LED bleach for 1000 s at 50ºC. Following the bleaching of the natural signal, the
individual grains were dosed, and this dose was subsequently estimated using the
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modified SAR protocol described in Section 2.3 for single-grain measurements (Table
2.2). The preheat temperatures used for these single-grain dose recovery experiments

were sample-specific, corresponding to the most suitable preheat temperature found in
the single-aliquot dose recovery experiments. The single-grain selection criteria
described in Section 2.3.4 were applied to all grains, and only those grains that passed
these rejection criteria were used to calculate mean recovered doses, dose
overdispersion values (as described in Chapter 3, Section 3.3), mean recycling ratios
and mean recuperation values for these samples. Single-grain dose recovery tests were
performed on samples OQC1 and 54A from the Klondike district and Ash Bend site,
respectively, and the results obtained are briefly discussed in the following sections.

Recovered / given dose ratio

(a)

(b)

Figure 2.8. Dose recovery test of single grains of sample OQC1 given dose = 49.4 Gy, (a)
recovered to given dose ratios of accepted grains, centred on 1, and (b) recycling ratios of accepted
grains, centred on 1.

2.4.1.2.1 Klondike – sample OQC1

Single-grain dose recovery experiments were performed on sample OQC1 using a
regenerative-dose preheat of 240ºC for 10 s and a test-dose preheat of 220ºC for 10 s.
Six single-grain discs were prepared using the 90-125 µm quartz fraction; a beta dose of
49.4 Gy was administered after the natural signal from the grains had been bleached.
Following application of the single-grain selection criteria, 15 of the original ~600
grains measured were accepted for consideration in the dose recovery test. The mean
recovered dose of the accepted grains was 52.7 ± 3.8 Gy and the overdispersion value,
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which refers to the degree scatter that exceeds the measurements errors, is zero. Figure
2.8a shows that all single-grain recovered to given dose values fall within 2σ of 1 and

give a mean recovered to given dose ratio of 1.066 ± 0.072. The mean recycling ratio
was 0.959 ± 0.043 and all values fall within 2 σ of 1 (Figure 2.8b). For these grains, the
mean recuperation value was –0.286 ± 0.83 %.

2.4.1.2.2 Ash Bend – sample 54A

Single-aliquot dose recovery experiments showed that a regenerative-dose preheat of
240ºC for 10 s and a test-dose preheat of 220ºC for 10 s was suitable for sample 54A.
Single-grain dose recovery experiments were thus performed using this preheat
combination. Six discs (~600 grains) were prepared using 90-125 µm quartz fraction.
The natural signal was bleached and the grains were given a beta dose of 50 Gy.

Recovered / given dose ratio

(a)

(b)

Figure 2.9. Dose recovery test of single grains of sample 54A given dose = 50 Gy, (a) recovered to
given dose ratios of accepted grains, centred on 1, and (b) recycling ratio of accepted grains,
centred on 1.

The dose recovery test showed that of the ~600 grains that were individually measured,
28 were accepted after applying the selection criteria described in Section 2.3.4. Grains
that had a recuperation of 5% and higher were excluded; in total, 8 grains were rejected
in this way. The average recovered dose calculated using the central age model is 44.27
± 1.9 Gy, corresponding to a recovered to given dose ratio of 0.885 ± 0.044, and with an
overdispersion value of zero. Figure 2.9a shows the radial plot containing the 28
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recovered to given dose values centred on 1. It was found that 3 grains produced low
dose values, thus resulting in an underestimation of the mean recovered dose. Two of
these grains (grain 17-74 and grain 33-50; Figure 2.10) exhibit slow OSL signal decays
(i.e., the natural and regenerative-dose OSL signals do not reach background levels after
0.8 s of laser stimulation) and have sensitivity-corrected dose-response curves that
either decrease at high doses or exhibit saturation at relatively low doses, while the OSL
signal of the third grain (grain 37-26) is dimm
mer and has reached background by 0.8 s of
laser stimulation (Figure 2.10). The mean recycling ratio for the accepted grains of this
sample was 0.984 ± 0.034, with all values falling within 2σ of 1 (Figure 2.9b), and the
mean recuperation value was 1.27 ± 0.31%.
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Figure 2.10. OSL decay curve shape and sensitivity-corrected dose-response curves of 3 grains from
sample 54A that pass rejection criteria but underestimate the given dose of 50 Gy in a dose recovery test
(Sens-corrected OSL = sensitivity-corrected OSL signal). Bottom right plot shows the test-dose OSL
sensitisation of the 3 grains versus regenerative-dose cycle.
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2.4.1.2.3 Summary

The results of the single-grain dose recovery tests undertaken on these two samples
indicate that the preheat temperatures that produced the best results for the singlealiquot dose recovery experiments also worked well at the single-grain level. The mean
recovered dose at the single-grain level for sample OQC1 agreed with the given dose at
2σ, although for sample 54A the mean recovered dose underestimated the given dose.
Additionally, recovered dose for the majority of grains fell within 2σ of the given dose,
except for 3 grains out of the 28 grains accepted for sample 54A, which produced
recovered doses that considerably underestimated the given dose. The overdispersion
values were zero for both samples, further indicating the general agreement between
recovered dose and administered dose for the vast majority of accepted grains in these
samples (but bearing in mind the low precisions on the recovered dose estimates).

2.5
2.5.1

Sample luminescence characteristics
Continuous wave (CW) OSL and linear modulation (LM) OSL –
component stripping

It has been demonstrated that the OSL signal from quartz is typically composed of more
than one exponentially decaying component (e.g., Jain et al., 2003). These components,
first described by Bailey et al. (1997), were named the ‘fast’, ‘medium’ and ‘slow’
components, according to their relative decay rates during continuous wave (CW) OSL
stimulation. In the CW-OSL measurements, the power of the stimulating light source is
kept constant, resulting in a sum of exponentially decaying components. Hence, CWOSL decay curves can be fitted to a sum of exponential functions using Eq.2.6 from
Bulur (2000):
L(t ) = n0b exp(− bt )
(Eq.2.6)
where n0 is the initial number of trapped electrons and b is the detrapping probability.
The value of b is proportional to the photoionisation cross-section (PIC) and maximum
light intensity I0, so that b = PIC × I0. The b values (and PIC) are indicative of the type

78

of component present. An alternative means of ascertaining the number and type of
components in an OSL signal is to linearly increase the power of the stimulating light
source from zero. This enables easy identification of donor defects with different crosssections (Jain et al., 2003). This approach, referred to as linear modulated (LM) OSL
(Bulur, 1996), produces luminescence curves (against time) showing distinct peaks,
each related to a specific component. Similar to CW-OSL curves, LM-OSL signals can
be de-convoluted into the respective components using Eq.2.7 from Bulur et al. (2002):
⎡ bt 2 ⎤
b
L(t ) = n0 t exp ⎢−
⎥
P
⎣ 2P ⎦

(Eq.2.7)

where P represents the total time of LM-OSL stimulation.
Using LM-OSL curves from nine samples from different continents, Jain et al. (2003)
reported the presence of at least 7 components in sedimentary quartz, and provided the
absolute and relative PIC values for these components. That is, the ultrafast, fast,
medium and four slow components (Slow 1, Slow 2, Slow 3 and Slow 4). In a parallel
study using the same technique, Singarayer and Bailey (2003) identified five
components in a variety of quartz samples. These components had similar absolute and
relative PIC values to the ones reported in Jain et al. (2003). However, the naming
system is not identical (see Wintle and Murray, 2006). The results obtained in these
studies, and the different naming systems, are shown in Table 2.4.
An important implication of these studies, along with others since (e.g., Tsukamoto et
al., 2003; Choi et al., 2006a, 2006b; Goble and Rittenour, 2006; Arnold et al., 2007), is
that different samples typically contain different components and that the proportion of
each component in the OSL signal can also vary greatly between samples. Additionally,
these components have different thermal stabilities, degree of sensitisation, recuperation
levels and dose-response curve shapes (Jain et al., 2003; Singarayer and Bailey, 2003),
as well as exhibiting differences in bleaching rate with stimulation wavelength
(particularly the fast and medium components) (Singarayer and Bailey, 2004).
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Jain et al. (2003)

Singarayer and Bailey (2003)

Component

PIC (cm2)

Rel. PIC

Component

PIC (cm2)

Rel. PIC

Fast

2.3 x 10-17

1

Fast

2.5 x 10-17

1

Medium

5.6 x 10-18

0.2

Medium

5.9 x 10-18

0.2

Slow 1 (S1)

1.3 x 10-18

0.06

Slow 2 (S2)

2.1 x 10-19

0.01

Slow 1 (S1)

2.1 x 10-19

0.01

Slow 3 (S3)

2.1 x 10-20

0.0009

Slow 2 (S2)

1.2 x 10-20

0.0005

Slow 4 (S4)

2.8 x 10-21

0.0001

Slow 3 (S3)

1.9 x 10-21

0.0001

Table 2.4. Absolute and relative photoionisation cross-section (PIC) values obtained for
quartz OSL signal components in two studies, Jain et al. (2003) and Singarayer and Bailey
(2003).

For example, it was shown that most components are stable up to 270ºC, except for two
components, the ultrafast and a slow component. The ultrafast component is depleted by
50% when heated to 160ºC, while the Slow 2 component of Singarayer and Bailey
(2003) had a lower thermal stability and started to deplete when heated to 220ºC. These
results agree with the results of Jain et al. (2003) on the stability of their Slow 3
component (equivalent to the Slow 2 of Singarayer and Bailey, 2003), which was
depleted to 50% when heated to 260ºC. In spite of its persistence after preheating, the
lifetime of this component is significantly short, equating to ~1 ka at 20ºC according to
the calculations of Singarayer and Bailey (2003). No reasons have been offered for this
apparent contradiction in the aforementioned studies and it has not been investigated
specifically in this study. These findings have implications for the application of the
SAR protocol, because, if a sample contains a high proportion of this slow component,
it would appear during laboratory-regenerated OSL measurements (since, as mentioned
above, it has been shown that a preheat of up to 260ºC is insufficient to completely
remove this component), but would not be present in the natural signal owing to the
shorter lifetime of the trapped electrons. This would then lead to erroneous De
estimations (Jain et al., 2003).
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Similarly, both studies showed that the fast component can be depleted at higher rates
than the medium and slower components if increasingly longer wavelength stimulation
energies are used (Singarayer and Bailey, 2003, 2004), especially when IR stimulation
is used at elevated temperatures (e.g., 160ºC). These results have also been shown in
similar experiments by Jain et al. (2003).
Ideally, the OSL signal used for De estimation in the SAR protocol is the fast
component (Wintle and Murray, 2006). Therefore, the dominance of the fast component
in the OSL signal is desired when using this approach. Previous studies have shown
that, for particular samples, the fast component is either not dominant or is absent, and
the ultrafast is present in some cases, depending on preheat treatment. For example,
Choi et al. (2003), working on marine terrace deposits in the Korean peninsula, found
that using a test-dose cutheat of 160ºC, as recommended by Murray and Wintle (2000),
did not remove the ultrafast component. As mentioned earlier, this component has a low
thermal stability and a decay rate higher than the fast (Jain et al., 2003). Its appearance
after application of the test-dose causes the signal to have a rapid and sharp decay that,
when used for sensitivity correction, produces erroneous sensitivity-corrected dose
points and poor recycling ratios. They found that increasing the temperature of the
cutheat to 220ºC removed the ultrafast component from the test-dose OSL signal and
increased the reproducibility of the results. Similar findings have been reported in other
studied (Jacobs et al., 2006b; Goble and Rittenour, 2006).
De estimations using the SAR protocol cannot be reliably achieved in the absence of the
fast component. Tsukamoto et al. (2003) were not able to identify the presence of a
dominant fast component in their tephric loess samples from Japan. They were able to
strip a weak fast, and medium and slower component from the regenerated LM-OSL
curves. However, the medium and slower components dominated these signals,
rendering the SAR procedure inadequate for dating the material accurately.
Furthermore, these slower components produced high recuperation values. Similarly, in
a recent study by Choi et al. (2006a) on samples from the Kenyan Rift Valley, it was
found that fluvial samples derived from volcanic material in this region did not possess
a fast component; the authors suggested using LM-OSL SAR on the medium
component to obtain De estimates.
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In the present study, LM-OSL measurements were undertaken on a range of samples to
determine whether or not a dominant fast component was present, and to investigate
what other components contribute to the OSL signal. In the following section, the basic
OSL component properties of various samples are introduced, and the implications for
SAR suitability are discussed.

2.5.1.1 LM-OSL experimental conditions and results
The OSL curves (LM-OSL and CW-OSL) of multi-grain aliquots of samples from the

Klondike district, Ash Bend and Ch’ijee’s Bluff were analysed to determine OSL decay
properties and sample variation. The samples that were analysed include (i) OQC1,
OQC10 and OQC13 from Quartz Creek, and OLL2 from Sulphur Creek, all from the
Klondike district; (ii) samples 52A and 57A representing loess and glaciofluvial gravels,
respectively, at the Ash Bend site; and (iii) sample CB25 from the Ch’ijee’s Bluff site.
Multi-grain aliquots containing ~800 grains were prepared and subsequently heated to
600ºC to remove the natural OSL signals. The aliquots were then given a beta dose of
100 Gy and preheated for 10 s to 240ºC, 180ºC or 160ºC depending on the sample (see
Table 2.3). The LM-OSL signal was measured at 125ºC for 3600 s by linearly ramping

the power of the blue LEDs from zero to 90%, hence administering a maximum
stimulation light energy of 36 mW/cm2. The aliquots were then beta-irradiated again
with 100 Gy, preheated as previously and given an IR bleach of 8000 s at 125ºC. The
aim of this last step is to remove the fast component without causing any measurable
reduction or sensitisation of the medium component signal (Jain et al., 2003; Singarayer
and Bailey 2003, 2004). This enables a more accurate fitting of the slower components
that might otherwise be difficult to identify in samples that exhibit a predominant fast
component. After the IR bleach, the LM-OSL was measured again for 3600 s at 125ºC,
as previously. Finally, the aliquots were annealed to 600ºC to completely remove the
Slow 4 component of Jain et al. (2003), which is more stable than the other components
and is not fully removed by the previous LM-OSL measurement of 3600 s. Although it
is acknowledged that a high annealing temperature can cause chemical and structural
changes in the quartz grains (and, therefore, possible sensitivity changes), heating the
aliquots to 600ºC is necessary to ensure that a stable background can be subsequently
measured for each aliquot. Accordingly, a third LM-OSL measurement was made to
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obtain the background signal. These ‘background LM-OSL’ measurements revealed that
the count rates from the undosed discs were independent of stimulation light intensity. That is,
the background counts remained constant throughout the LM-OSL measurement (cf. Choi
et al., 2006a). For each individual aliquot, the background signal was subtracted from its
respective normal and post-IR LM-OSL measurements. The background-subtracted LMOSL signals were analysed using a sum of Eq.2.7 for different numbers of signal components.
Curve-stripping was performed as described in Choi et al. (2006b) using the MarquardtLevenberg algorithm in Sigma Plot (version 9). Suitability of LM-OSL fitting solutions was
assessed by a combination of maximum of R2 values and minimisation of the squared-fitting
residuals (see Appendix A for details on the fitting procedure).
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Figure 2.11. Background-subtracted LM-OSL curves measured for samples from the Klondike
district (OQC1, OQC10, OQC13 and OLL2), Ash Bend (52A and 57A) and Ch’ijee’s Bluff
(CB25). (a) after a laboratory dose of 100 Gy was administered followed by a preheat: and (b)
with the same treatment as in (a) but including an infrared bleach of 8000 s at 125 ºC to remove
the fast component.
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LM-OSL components

post-IR bleach LM-OSL components

OQC1 (Klondike district)
2
Component
PIC (cm )
-17
2.04 x 10
Fast
-18
3.02 x 10
M
S2
S3

-19

1.30 x 10
-20
1.13 x 10

OLL2 (Klondike district)
2
Component
PIC (cm )
-17
2.10 x 10
Fast

S2
S3

-19

1.52 x 10
-20
1.17 x 10

OQC10 (Klondike district)
2
Component
PIC (cm )
-17
2.10 x 10
Fast
-18
5.10 x 10
M
S2
S3

-19

1.23 x 10
-21
9.40 x 10

OQC13 (Klondike district)
2
Component
PIC (cm )
-17
1.17 x 10
Fast
S1
S2
S3

-18

1.87 x 10
-19
1.35 x 10
-21
9.02 x 10

52A (Ash Bend-loess)
2
Component
PIC (cm )
-17
2.27 x 10
Fast
-18
3.53 x 10
M
S2
S3

-19

1.53 x 10
-20
1.21 x 10

57A (Ash Bend-glaciofluvial)
2
Component
PIC (cm )
-17
2.21 x 10
Fast
-18
2.77 x 10
M
S2
S3

-19

1.53 x 10
-20
1.25 x 10

CB25 (Ch'ijee's Bluff)
2
Component
PIC (cm )
-17
2.41 x 10
Fast

S2
S3

-19

1.63 x 10
-20
1.19 x 10

2

Rel. PIC
1
0.15

Component
Fast
M

PIC (cm )
-17
1.85 x 10
-18
4.70 x 10

0.01
0.0006

S2
S3

1.28 x 10
-20
1.11 x 10

Rel. PIC
1

Component
Fast
M

PIC (cm )
-17
1.83 x 10
-18
4.70 x 10

0.01
0.0006

S2
S3

1.40 x 10
-20
1.13 x 10

Rel. PIC
1
0.24

Component
Fast
M

PIC (cm )
-17
2.34 x 10
-18
5.09 x 10

0.01
0.0004

S2
S3

1.21 x 10
-20
1.00 x 10

Rel. PIC
1

Component

PIC (cm )

0.11
0.01
0.0005

M
S1
S2
S3

7.70 x 10
-18
1.66 x 10
-19
1.31 x 10
-21
8.81 x 10

Rel. PIC
1
0.16

Component
Fast
M

PIC (cm )
-17
1.40 x 10
-18
3.45 x 10

0.01
0.0005

S2
S3

1.49 x 10
-20
1.18 x 10

Rel. PIC
1
0.13

Component
Fast
M

PIC (cm )
-17
1.40 x 10
-18
2.81 x 10

0.01
0.0006

S2
S3

1.44 x 10
-20
1.21 x 10

Rel. PIC
1

Component
Fast
M

PIC (cm )
-17
2.35 x 10
-18
4.70 x 10

0.01
0.0005

S2
S3

1.50 x 10
-20
1.14 x 10

-19

2

-19

2

-19

2

-18

2

-19

2

-19

2

-19

Rel. PIC
1
0.25
0.01
0.0006

Rel. PIC
1
0.26
0.01
0.0006

Rel. PIC
1
0.22
0.01
0.0004

Rel. PIC
0.45
0.10
0.01
0.0005

Rel. PIC
1
0.25
0.01
0.0008

Rel. PIC
1
0.20
0.01
0.0009

Rel. PIC
1
0.20
0.01
0.0005

Table 2.5. LM-OSL (left column) and post-IR LM-OSL (right column) absolute and relative PIC
values for components obtained for the same aliquots as those shown in Figure 2.11a-b.
Component nomenclature is that of Jain et al. (2003), described in Table 2.4. Measurements were
made on quartz on aliquots containing ~800 grains.
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Figure 2.11a-b shows the LM-OSL curves obtained for all samples with and without

the 8000 s IR bleach at 125ºC. Table 2.5 shows the corresponding absolute and relative
PIC values obtained for each sample. In this study, the naming of components is done
according to the PIC values obtained from the LM-OSL fits, and following the
nomenclature reported in Jain et al. (2003). Because of potential fitting discrepancies
between different users, relative PIC values (i.e., the PIC value of each component
normalised to that of the fast component) are typically preferred to determine the type of
component (fast, medium or slow) present within and between different samples.
Usually 3, 4 or 5 components were found in each of the samples analysed in this study.
As indicated by the relative PIC values shown in Table 2.5 (left column), all samples
contain a fast component, a medium or a Slow 1 (except for samples OLL2 and CB25),
and the Slow 2 and Slow 3 components. Distinguishing between the medium and Slow
1 component is sometimes difficult because the relative PIC values do not always
correspond with those of Jain et al. (2003), who reported a relative PIC value of 0.2 for
the medium component and 0.06 for the Slow 1 component. This difficulty has been
observed in other studies (e.g., Choi et al., 2006a; Arnold et al., 2008), as explained in
the previous section. In this study, a threshold relative PIC value of 0.13 was used to
distinguish between the medium and Slow 1 components: values >0.13 are considered
to represent a medium component, and values <0.13 are considered as the Slow 1
component. The relative PIC values for the Slow 3 component are typically between
0.0004 and 0.0006, which is almost half the 0.0009 relative PIC value of the Slow 3
described in Jain et al. (2003). This difference is explained by the fact that this Slow 3
component likely includes some contribution from the Slow 4 component in the present
measurements; the latter component has only been partially stimulated when using a
stimulation time of 3600 s instead of the 5000 s used by Jain et al. (2003).
Analysis of the post-IR bleach LM-OSL curves showed that for some samples the fast
component had not been fully bleached, but it had been completely removed in others
(Table 2.5, right column). For sample OQC13, in which the fast component was fully
removed, the relative PIC values of the remaining components were calculated using the
PIC value of the fast component shown in Table 2.5 (left column). Figure 2.12a-b
shows the two LM-OSL curves measured with and without the IR bleach for sample
OQC1. For each LM-OSL curve, the individual components that make up the OSL
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signal are plotted. The corresponding PIC values for each component for sample OQC1
are shown in Table 2.5. It can be seen that the reduction of the fast component after the
IR bleach makes the presence of the medium more evident, thus aiding the fitting and
characterisation of this component.
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Figure 2.12. Background-subtracted LM-OSL curves measured for sample OQC1 and the
components obtained (shown in Table 2.5). (a) after a laboratory dose of 100 Gy was
administered, followed by a preheat of 240ºC for 10 s; and (b) with the same treatment as in (a)
but including an infrared bleach of 8000 s at 125ºC to remove the fast component.

For samples OLL2 and CB25, which showed no presence of the medium or Slow 1
component in the first LM-OSL measurement (Figure 2.11a), the post-IR LM-OSL
measurement revealed that the OSL signal contains a medium component. Similarly,
sample OQC13 initially showed the presence of a Slow 1 component, but the removal
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of the fast component in this sample (Table 2.5, right column) revealed that a medium
component also contributes to the OSL signal. These results are not explained by
sensitisation of the medium or Slow 1 components during the IR bleach, because it has
been demonstrated explicitly by Singarayer and Bailey (2003) and Jain et al. (2003) that
the medium and slow components do not sensitise after prolonged (5000-8000 s) IR
exposure at even 160ºC. Rather, they reflect improved fitting of these slower-bleaching
components in the absence of the dominating fast component. These results reveal the
usefulness of employing post-IR LM-OSL measurements for resolving the medium and
slow components in cases where there is a dominant fast component or more than one
slowly-bleaching component.

2.5.1.2 CW-OSL sample characteristics
CW-OSL decay curve measurements were also analysed for the samples described in
Table 2.5 to assess the relative contributions of these components to the initial CW-

OSL signal integrals used in the SAR measurements. The aliquots used to measure the
CW-OSL curves for this purpose are not the same as those used in the LM-OSL
experiments described above. These CW-OSL decay curves were measured during
standard SAR measurements and represent the OSL signals associated with the first
regenerative-dose measurement made after the natural signal, and the first test-dose
signal measurements. The particular aliquots discussed here were chosen because they
had the highest signal intensity and, hence, were more suitable for component-stripping
analysis. The preheat temperature used for each sample was that found to be best suited
for the particular sample, as described in Table 2.3. The regenerative dose that was
applied before each OSL decay curve measurement varied between 30 Gy and 100 Gy.
These decay curves have been de-convoluted using a sum of three exponential
functions, as described in Eq.2.6. After each curve had been de-convoluted, the
proportions of the three components present in the first 1.6 s of stimulation were
calculated; i.e., the fast component, medium component (considered to represent a
combination of both the medium and Slow 1 components in some aliquots, as indicated
by PIC values falling in the intermediate range between the Jain et al. (2003) values for
these two components) and the slower components (Slow 2, Slow 3 and Slow 4). These
proportions were plotted for each sample in a ternary plot, as described in Choi et al.
(2006a).
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Figure 2.13a-b shows the CW-OSL curves obtained for each sample and the ternary

plot showing the proportion of each component in the initial OSL decay. For most
samples, the initial part of the signal is dominated by a fast component as they plot to
the lower right corner of the ternary plot (Figure 2.13b). Sample OQC13 is distinctly
different from most other Klondike samples in that it has a small fast component and is
dominated by the medium component as shown by its slower OSL decay curve (Figure
2.13a) and the post-IR bleach LM-OSL measurement (Table 2.5). Another sample,

OQC16, also from the Klondike, produced the same slow-decaying signal when its CWOSL signal was measured (Figure 2.13a), but its LM-OSL signal was not measured for
comparison. These two samples were from Quartz Creek and collected in close
proximity, so it is expected that they are composed of sedimentary quartz from the same
source.
(a)

OQC1, 60 Gy
OLL2, 50 Gy
OQC10, 60 Gy
OQC13, 50 Gy
OQC16, 50 Gy
57A, 100 Gy
52A, 50 Gy
CB24, 50 Gy
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(b)

Figure 2.13. (a) CW-OSL decay curves of samples from Yukon Territory and Alaska after
receiving the dose indicated (only the first 5 s of stimulation are shown). (b) ternary plot showing
the proportion of each component in the first 1.6 s of stimulation from the CW-OSL curves in (a).
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Although the samples depicted in Figure 2.13b show that their OSL decay curves are
dominated by a fast component in the initial portion of the curve, a large amount of
variability was found within samples. Figure 2.14 shows a ternary plot, constructed as
described above, for CW-OSL decay curves measured for 20 aliquots of sample 52A
during a SAR sequence. The decay curves were measured after a beta dose of 50 Gy
had been administered, and represent the first regenerated signals after the natural and
natural test-dose signals had been measured. The OSL signals were measured after
applying a preheat of 240ºC for 10 s and an IR bleach of 40 s at 50ºC. Figure 2.14a
shows that, despite all aliquots belonging to the same sample, they are broadly
distributed across the right-hand middle portion of the ternary plot because their initial
OSL signals are composed of different proportions of fast and medium components
(and, to a lesser extent, slow components), indicating a high level of inter-aliquot
variability within this sample. Furthermore, no relationship was observed between
initial signal intensity and the dominance of the fast component in the first 1.6 s of
stimulation (R2 = 0.038; Figure 2.14b). This indicates that, in some aliquots, the initial
OSL signal contains slower components (medium and/or Slow 1) with high absolute
signal intensities, so that the low proportion of the fast component, in these aliquots, is
not necessarily due to a weak (dim) fast OSL. This same pattern was observed for
various other samples and is consistent with the degree of inter-aliquot variability that
was also apparent in the dose recovery tests described previously Section 2.4.1.
(a)

(b)
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Figure 2.14. (a) Ternary plot of the proportion of fast, medium (medium and Slow 1) and slow
(Slow 2, Slow 3 and Slow 4) components present in the initial 1.6 s of CW-OSL decay for 20
aliquots (each consisting of ~800 grains) from sample 52A; (b) initial OSL signal intensity from
the first 0.4 s of stimulation versus the proportion of the fast component in the first 1.6 s of
stimulation for the same aliquots as in (a).
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2.5.1.3 Summary
The majority of the samples investigated have OSL signals dominated by the fast

component during the first few seconds. Two samples (OQC13 and OQC16) have OSL
signals dominated by the medium and Slow 1 components and are not suitable for OSL
dating using the SAR protocol. The removal of the fast component using an IR bleach
prior to LM-OSL measurements indicated that most samples contain a medium and/or
Slow 1 component. In most samples, there is a high level of inter-aliquot variability in
terms of the dominance of these medium/Slow 1 components during the first three
seconds of the optical stimulation; some aliquots of the same sample (e.g., 52A)
produced OSL signals dominated by the fast component, while others were dominated
by the medium and Slow 1 components.

2.5.2

Sample brightness

Figure 2.15a-d shows histograms of the net OSL signal obtained for Tn after a test-dose

of 16.5 Gy for all grains that passed the rejection criteria and were used for final De
estimates. A small number of grains were excluded from this plot because they were not
given the same test-dose as the majority. Net OSL intensities were calculated from the
first 0.02-0.3 s of the 1 s green laser stimulation. However, the maximum integration
time was not fixed for every grain analysed and was adjusted between 0.04 and 0.3 s
depending on grain-to-grain variability in the shape of the decay curve. Figure 2.15a-d
shows that samples from all the regions studied have broadly similar grain-brightness
distributions for the accepted grains, with the majority of grains having net Tn intensities
that are less than 125 counts in the first 0.02-0.3 s, although at every site there are a
number of bright individual grains with OSL signal intensities >500 counts in the first
0.02-0.3 s.
Sample brightness was also investigated using the results from the single-grain
measurements, including rejected grains, in an effort to (i) characterise the relative
proportions of measured grains that typically yield OSL signals for these samples; and
(ii) assess the absolute signal intensities of the ‘luminescent’ grains in each sample. In
order to investigate sample brightness variability and brightness distributions, the net
OSL (light sum minus background) was calculated for all measured grains using the Tn
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signal responses. The data were then plotted as light-sum plots (Duller et al., 2000) to
illustrate the overall light contribution of each grain as a percentage of the total OSL
signal from all the measured grains. These plots are constructed by ranking the
individual grains in order of descending OSL signal brightness and then displaying the
cumulative percentage of the total light sum (y-axis) as a function of the percentage of
grains measured (x-axis). Inter-sample comparisons are possible with these plots
because both axes are expressed in percentage terms, thus enabling direct comparisons
of samples containing different numbers of grains or grains with different absolute OSL
intensities (Duller et al., 2000). This type of plot describes the uniformity in brightness
of the grain population; for example, if all grains in a sample emit the same OSL
intensity then the resulting plot would show as a 1:1 diagonal line starting from the
origin. One drawback of this plot is that it does not give an indication of the absolute
intensity of the OSL signals. To overcome this, the same data can be plotted as a
percentage of grains emitting light versus the net OSL signal (absolute brightness)
(Duller, 2006).
The description of brightness distributions and inter-grain variability of OSL signal
intensities is particularly useful because these characteristics can have a number of
important implications, some which are particularly relevant to De estimations made on
multi-grain aliquots. As described by Duller et al. (2000), these implications include (i)
brightness variability affects the number of grains that can be used to obtain De
estimates; (ii) the presence of a few bright grains in a population would result in multigrain De estimates that are dominated by these few grains only; (iii) alternatively, a
population of uniformly luminescent grains (either bright or dim) would result in multigrain De estimates that would be an average, masking grain-to-grain variability. The net
result is that multi-grain De analysis will be less reproducible for samples whose total
light sum is derived from only a few individual grains with widely varying De values
(Duller et al., 2000). Other studies have also expressed similar concerns about the
effects that variable single-grain OSL characteristics might have on multi-grain aliquot
De estimates (Roberts et al., 1999; Adamiec, 2000).
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Figure 2.15. Grain brightness
distributions for accepted grains (a)
Klondike district, (b) Ash Bend site
loess deposits, (c) Ash Bend site
glaciofluvial gravels, (d) Ch’ijee’s
Bluff and (e) Chester Bluff. For
each site only grains measured
using a test dose (Tn) of 16.5 Gy
were included.
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Figure 2.16. Light-sum plots constructed from single-grain measurements made on samples from
the Klondike district, Ash Bend and Ch’ijee’s Bluff, Yukon Territory, and Chester Bluff, Alaska.
The net OSL signal intensities were ranked and plotted as (a) proportion of grains contributing to
the total Tn light-sum; (b) proportion of grains plotted against absolute Tn intensities.

2.5.2.1 Grain brightness variability between localities

The light-sum plots of relative and absolute signal intensities for representative samples
are shown in Figure 2.16a and b, respectively. These include loess-derived material
from the Klondike district, loess and glaciofluvial samples from Ash Bend, and loess
from Ch’ijee’s Bluff and Chester Bluff. The individual samples from these various sites
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have been pooled together, either on a site-by-site basis or according to their
depositional context, to produce plots that describe the general luminescence
characteristics of quartz grains deposited in each region. The plots were created using
the Tn OSL signals produced after administering a dose of 16.5 Gy. For all grains, the
integration time was fixed to the first 0.3 s of green laser stimulation. A representative
portion of all the single-grain measurements were used to create these light-sum plots,
as it was not feasible to analyse the brightness characteristics of every quartz singlegrain OSL measurement in this study. Furthermore, not all single-grain samples were
analysed using a test-dose of 16.5 Gy, which precludes direct comparison of their
absolute OSL signals.

Site

Proportion of
grains (%)
producing
90% of light

Proportion of
grains (%)
producing no
a
light

Klondike district
11
66
Ash bend-loess
18
59
Ash Bend-glaciofluvial
18
72
Ch'ijee's Bluff
22
65
Chester Bluff
25
66
a
OSL signal < 3 standard deviations from background

Proportion of
Proportion of
luminescent
luminescent
grains (%)
grains (%)
producing < 150 producing > 500
counts / 0.3 s
counts / 0.3 s
94.0
89.6
97.7
96.5
96.1

1.7
3.1
0.9
1.1
1.2

Table 2.6. Single-grain statistics for the proportion of grains with various signal
brightness, pooled from samples according to site.

Table 2.6 shows some of the statistics obtained from the analysis required to produce

the light-sum plots. Generally, the light-sum plots indicate that 90% of the light is
produced by ~11-25% of the grains and that the majority of grains (~59-72%) produce
undetectable levels of luminescence in response to laboratory irradiation (Figure
2.16a). Low signal intensities were observed generally in all regions. For all samples

studied, 90-98% of luminescent grains produce net OSL signal intensities that are less
than ~150 counts per 0.3 s after a 16.5 Gy test-dose, while only 0.9-3.1% of luminescent
grains produce OSL intensities that are >500 counts per 0.3 s (Figure 2.16b and Table
2.6). Generally, the maximum OSL signal intensities observed at every site were

between 900 and 5000 counts per 0.3 s, with only two grains from the Klondike
producing signals >10,000 counts per 0.3 s.
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Some variation between sites was observed, with the Klondike loess-derived samples
having a small proportion of grains (~11%) producing 90% of the light, whereas
Ch’ijee’s Bluff and Chester Bluff had more uniform grain-brightness distributions, with
90% of the signal arising from ~22% and ~25% of the measured grains, respectively
(Table 2.6). As can be observed from Figure 2.16b, the Klondike dataset has a grain
that produced ~47,000 counts per 0.3 s. This grain has greatly affected the pattern
observed in the light-sum plot, where it is indicated that a very small proportion of
grains contributes to the majority of signal measured. Similarly, loess samples from the
Ash Bend site produced light-sum plots that indicate that the majority of the
luminescence comes from a small proportion of grains. This pattern has been reported
previously for other sedimentary samples, and is generally the case for single-grain OSL
studies of quartz where only a few grains contribute to the total light-sum (Duller et al.,
2000; Jacobs et al., 2003b). Similarly, in this study, the Klondike and Ash Bend datasets
indicate that a few significantly bright grains (>5000 counts per 0.3 s) dominate the
OSL signal (Figure 2.16b). In contrast, the glaciofluvial samples from Ash Bend had
generally lower Tn intensities that were more uniform than those of the loess and loessderived samples from the Klondike and Ash Bend. From Table 2.6 and Figure 2.16b, it
can be observed that the glaciofluvial samples from Ash Bend have the lowest signal
intensities of all samples, with only 0.9% of luminescent grains producing OSL signal
intensities >500 counts per 0.3 s, compared to the 3.1% value observed for the loess
units at the same site (Table 2.6). These results are in agreement with those from
previous studies that describe low OSL signal intensities for quartz grains deposited by
glacial processes (e.g., Duller, 2006). The discrepancy in OSL brightness between the
glaciofluvial gravels and the loess material is due to differential sensitisation of grains
in different depositional settings. That is to say, glacially-deposited quartz grains have
not undergone repeated cycles of erosion and deposition and, hence, have not
experienced the same degree of natural sensitisation as loess samples (e.g., Preusser et
al., 2006).

2.5.2.2 Grain brightness variability within sites

Grain-brightness variation was observed within sites, mainly in the Klondike district
(Figure 2.17a-d). A significant amount of grain-brightness variation was observed both
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within and between the two sites studied in the Klondike district. Figure 2.17c shows
that two of the four samples collected from the same section at Sulphur Creek (samples
OLL2 and OLL10) contained some grains with signal intensities that dominated the
light-sum. In contrast, one sample (OLL4) had grains that contributed more uniformly
to the light-sum. Similar findings were seen for the Quartz Creek site samples OQC10,
OQC8 and OQC1, where the latter produced a less uniform grain-brightness distribution
than the former two samples (Figure 2.17a).
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Figure 2.17. Light-sum plots constructed from single-grain measurements made on samples from
Quartz Creek (a-b) and Sulphur Creek (c-d), Klondike district. (a, c) proportion of grains contributing
to the total Tn light-sum; (b, d) proportion of grains plotted against absolute Tn intensities.

Samples collected from Ash Bend loessal and glaciofluvial units produced smaller
amounts of within-site grain-brightness variability (Figure 2.18a-b) than those from the
Klondike district. As mentioned earlier, differences in relative and absolute grain96

brightness were found between the glaciofluvial and the loess material investigated at
Ash Bend (Figure 2.18c-d). Both the Ch’ijee’s Bluff and Chester Bluff samples
presented fairly uniform signal intensities and a limited amount of between-sample
variability, although some sample differences were observed (Figure 2.19a-b and
Figure 2.20a-b). At Ch’ijee’s Bluff, sample CB24 was dimmest and had the most

uniform signal intensity of the samples from this site; sample CB26 appears to be
dominated by a few brighter grains with net OSL intensities > ~500 counts per 0.3 s
(Figure 2.19a-b). At Chester Bluff, sample CR34 contained fewer bright grains than the
other three samples, with no grains producing net OSL intensities higher than ~900
counts per 0.3 s (Figure 2.20a-b).
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Figure 2.18. Light-sum plots constructed from single-grain measurements made on loess (above) and
glaciofluvial gravels (below) from Ash Bend. (a, c) proportion of grains contributing to the total Tn lightsum; (b, d) proportion of grains plotted against absolute Tn intensities.
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Figure 2.19. Light-sum plots constructed from single-grain measurements made on samples from
Ch’ijee’s Bluff. (a) proportion of grains contributing to the total Tn light-sum; (b) proportion of grains
plotted against absolute Tn intensities.
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Figure 2.20. Light-sum plots constructed from single-grain measurements made on samples from Chester
Bluff. (a) proportion of grains contributing to the total Tn light-sum; (b) proportion of grains plotted
against absolute Tn intensities.

As described earlier, and drawing from findings of Duller et al. (2000) and others, these
grain-brightness results have direct implications for De estimations obtained using
multi-grain aliquots for these particular samples. As will be shown in Chapter 3 and
Chapter 4, for each sample there is only a small proportion of grains that are usable for
De determination and many of these have low signal intensities. Furthermore, a large
proportion of grains that produced light do not pass the rejection criteria. These rejected
grains have aberrant luminescence behaviours and varying degrees of brightness, and
could potentially adversely affect De estimates from multi-grain aliquots. In Chapter 3
and Chapter 4, some of the luminescence properties of the rejected grains are explored
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and the effects that these aberrant grains may have on the suitability of multi-grain De
estimates are examined further.

2.5.3

SAR sensitivity-corrected dose-response curve variability

The type of dose-response curves obtained for single grains and single aliquots that passed
the SAR rejection criteria were examined for a selection of samples from each region.
Roberts and Duller (2004) and Telfer et al. (2008) have shown that dose-response curves
are reproducible for multi-grain aliquots, at least in the initial portion of the curve
(between 0 and 40 Gy) and an approach was suggested to produce standardised doseresponse curves (where each Lx/Tx value is multiplied by the values of the test-dose,
Td), allowing comparison to be made between dose-response curves. For many of the
samples studied doses had to be applied that were higher than 40 Gy and, despite concerns
about extending standardised growth curve to doses >40Gy, such curves were created for
the full range of doses given in order to obtain an indication of the full shape of the
dose-response curves for all samples. The dose-response curves have been plotted using
the method described in Roberts and Duller (2004) for single aliquots and for single
grains. Additionally, D0 values, which represent the doses at which saturation starts to
occur, were calculated for the single grains and aliquots, in order to describe the
variability in shape in the standard dose-response curves between individual grains and
multi-grain aliquots.

2.5.3.1 Single-aliquot standardised dose-response curves
Dose-response curves obtained for single aliquots of a representative Klondike sample

(OQC1) and an Ash Bend sample (52A) are shown in Figure 2.21a-b. For these two
samples, the single-aliquot dose-response curves are generally more reproducible than
their single-grain counterparts (compare Figure 2.21a-b with Figure 2.23a,c). In both
samples, single-aliquot dose-response curve reproducibility is greatest at lower doses
and decreases at higher doses. The corresponding D0 distributions are shown in Figure
2.22, while the mean and median D0 values are shown in Table 2.7. The mean and

median single-aliquot D0 values for sample OQC1 is 40 Gy and 37 Gy, respectively,
and the D0 distribution shows that there is a high proportion of aliquots (22%) with D0
values between 10 Gy and 20 Gy. For sample 52A, the mean and median D0 values for
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single aliquots are 56 Gy and 46 Gy, and none of the aliquots have D0 values smaller
than 20 Gy.
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Figure 2.21. Standardised dose-response curves for multi-grain aliquots (~800 grains) from samples (a)
OQC1 and (b) 52A.

Sample (s)
OQC1
OLL2, OLL4 and OLL7
52A
CB25

mean D0
median D0
mean D0
median D0
mean D0
median D0
mean D0
median D0

Single-grain
(Gy)
51
40
100
48
71
41
142
110

Multi-grain aliquot
(Gy)
40
37
56
46
-

Table 2.7. Mean and median D0 values obtained for single-grain and multi-grain aliquot dose-response
curves for various samples in the Yukon Territory.
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Figure 2.22. Distribution of D0 values of multi-grain
aliquots of samples OQC1 and 52A.
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2.5.3.2 Single-grain standardised dose-response curves

Dose-response curves were plotted for a selection of grains from a representative
sample in each region. Figure 2.23a-f shows the standardised dose-response curves
created using the Roberts and Duller (2004) approach for single grains from samples
from the Klondike district, Ash Bend and the Ch’ijee’s Bluff site. It should be noted that
older samples have received higher doses, and the variability of the shape of doseresponse curves generally increases with dose.
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Figure 2.23. Standardised single-grain dose-response curves for samples from (a) and (b) Klondike
district (samples OQC1 and OLL2, respectively); (c) Ash Bend (52A); and (c) Ch’ijee’s Bluff
(CB25). All dose-response curves are fitted with an exponential-plus-linear or saturatingexponential function, according to Eq.2.1 and Eq.2.2.

For the Klondike samples (Figure 2.23a-b), doses were administered up to 150 Gy and
220 Gy for sample OQC1 and OLL2, respectively. The variability in shape of the doseresponse curves in both samples increases at higher doses. In the initial part of the curve
most grains produced similar shapes, but a small number of grains in sample OQC1
show early saturation at less than 10 Gy (arrow in Figure 2.23a). The presence of these
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grains was also observed for sample OLL2 and also, more generally, in most samples.
The effect of these grains at the single-aliquot level is described in Chapter 3. Figure
2.24 shows the distribution of single-grain D0 values for the samples shown in Figure
2.23; the latter includes single-grain D0 values from samples OLL4 and OLL7, which

have been pooled together with those of sample OLL2. The corresponding mean and
median single-grain D0 values are shown in Table 2.7. The samples from the Klondike,
namely OQC1, OLL2, OLL4 and OLL7, contain grains for which dose-response curves
have an onset of saturation value (D0) of between 10 Gy and 110 Gy, with the majority
of grains having D0 values of between 20 Gy and 50 Gy (Figure 2.24). The mean D0
was 51 Gy and 100 Gy for OQC1 and the group of samples OLL2, OLL4 and OLL7,
respectively, while the median was 40 Gy and 48 Gy, respectively (Table 2.7). This
indicates that, despite the latter group of samples containing some grains with higher
saturation doses (>150 Gy), which results in a higher mean D0, most grains obtained
from the Klondike samples have lower D0 values, with a median of 40 Gy to 48 Gy
(Table 2.7). For sample OQC1, the mean and median D0 for the multi-grain aliquots
was lower than for the single-grain counterparts (Table 2.7). This is because the singlealiquot dose-response curves are affected by grains with very low D0 values (<10 Gy),
which are rejected during single-grain De analysis (see Chapter 3, Section 3.5.2 for
further discussion).
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Figure 2.24. Distribution of D0 values of accepted single grains for sample OQC1; samples OLL2,
OLL4 and OLL7 (grouped together); sample 52A; and sample CB25.
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Dose-response curves for single grains of a loess sample at Ash Bend (52A) are shown
in Figure 2.23c. As described previously, the individual dose-response curve shapes are
most reproducible over the low-dose range, with inter-grain variability becoming
increasingly apparent at higher doses. Similar to the Klondike samples, there is
variability in the onset of saturation (D0), with a few grains having early saturation (~20
Gy) with the majority lying between 30 Gy and 50 Gy (Figure 2.24). Both the mean
and median D0 values for this sample resemble those of the Klondike samples, being 71
Gy and 41 Gy, respectively (Table 2.7). Earlier studies have also reported significant
variability in the dose-response curve shapes of individual quartz grains from the same
sample (Roberts et al., 1999; Yoshida et al., 2000; Jacobs et al., 2008).
Single-grain dose-response curves for sample CB25 from Ch’ijee’s Bluff (Figure
2.23d) extend to 400 Gy because of its older expected age. These growth curves show

the same pattern as observed previously, where dose-response reproducibility is highest
in the first portion of the dose-response curve. It is interesting to note the variability in
shape with increasing doses, with some grains continuing to grow beyond 100 Gy while
others have reached saturation at this point. Previous single-grain studies have reported
that quartz grains from the same sample can have widely varying saturation doses, with
individual grains displaying D0 values as high as 400-600 Gy (Duller et al., 2000;
Yoshida et al., 2000). For this sample, the onset of saturation typically starts later than
for the previously discussed samples (Figure 2.24), with most grains falling within the
range of 30 Gy to 130 Gy. Additionally, the mean and median D0 values for CB25 are
142 Gy and 110 Gy, respectively, which are almost double those obtained for the
Klondike and Ash Bend samples (Table 2.7). Yoshida et al. (2000) suggested that
quartz grains with high D0 values, such as these (which they termed ‘Class 1’ grains),
could potentially be isolated during single-grain OSL measurements and used for dating
older deposits.

2.5.3.3 Summary
In summary, these results show that (i) the reproducibility of dose-response curves is

poorest at high doses for both single-grain and multi-grain aliquots; (ii) overall, the
dose-response curves of single grains that pass the rejection criteria have higher
saturation levels than their single-aliquot counterparts; and (iii) the dose-response
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curves of single grains exhibit varying degrees of saturation within individual samples.
It should be mentioned that, although the standardised growth curve was used in this
study (to facilitate inter-sample comparisons), the findings preclude the use of a
standardised growth curve, which requires the test-dose to be in the linear region of the
curve; this is not the case for many grains in this study, owing to their low D0 values. It
has also been cautioned that samples with De values greater than two times the D0 value
could prove problematic (Wintle and Murray, 2000). For the samples in this thesis, the
number of grains with usable De values is typically small (see Chapters 3, 4, 5, 6 and 7).
As such, I have opted to include these grains (i.e., where the De is greater than two times
the D0 value) in order to obtain a significant number of De estimates. As will be shown
in later chapters, reliable age estimates for known-age samples have been obtained
using this approach, so, the inclusion of these grains is not deemed to be a significant
problem for the Yukon Territory samples studied here.

2.6

Dose rate evaluation

During burial, exposure to naturally-occurring ionising radiation causes the
redistribution and accumulation of trapped electrons in the crystal lattice of mineral
grains. This ionising radiation is composed of alpha particles, beta particles, gamma
rays and cosmic rays. The first three of these radiation sources are derived from the
radioactive decay of potassium (40K), uranium (238U and

235

U, and their daughter

products) and thorium (232Th and its daughter nuclides), which are present in the
surrounding sediment (the external dose rate). They may also be present at much lower
concentrations within the quartz grains (the internal dose rate). Cosmic rays are derived
from outer space (Aitken, 1998). The internal dose rate to quartz grains is usually very
low and insignificant compared to the other contributors to the environmental dose rate,
because quartz typically contains only trace amounts of 40K, U and Th (Aitken, 1998).
In this study, no measurements were performed to determine the concentration of these
elements within quartz grains. Therefore, an assumed internal dose rate of 0.03 Gy/ka
was used for all samples based on measurements made by Bowler et al. (2003) and
Jacobs (2004). The remainder of this section will focus on the evaluation of the external
dose rate arising from the surrounding sedimentary matrix and from cosmic rays.
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2.6.1

The external dose rate

2.6.1.1 Alpha particles
Alpha particles are derived from the decay chains of U and Th. These are highly

ionising particles and only penetrate the outer rind of grains, to a distance of ~25 µm
from the emitting nucleus (Aitken, 1998). Because of uncertainties in determining the
dose rate from alpha particles due to partial penetration, the alpha contribution to the
total environmental dose rate has been reduced to a negligible amount by acid-etching
of the alpha-irradiated rind using hydrofluoric acid (Aitken, 1998). Any residual alphadosed regions are likely to be insignificant, and their possible contribution has therefore
been ignored.

2.6.1.2 Beta particles and gamma rays
The beta and gamma irradiation comes from the decay chains of 238U and 232Th and the

radioactive decay from isotopic

40

K present in the surrounding sediment. Unlike alpha

particles, beta particles and gamma rays reach up to 3 mm and 30 cm, respectively
(Aitken, 1998). Most of the environmental dose rate comes from the contribution of
beta particles and gamma rays, therefore, it is most important to determine these
accurately when estimating the total dose rate.

2.6.1.3 Cosmic rays
Cosmic radiation is only lightly ionising at the burial depths of the samples studied here.

Cosmic rays are composed of a ‘soft’ component and a ‘hard’ component (or muons).
The former affects only the uppermost 50 cm of sediment, but the hard component can
penetrate much deeper and its contribution becomes especially significant when
sampling at altitudes of more than 1 km. The dose rate from cosmic rays decreases with
increases in overburden thickness (i.e., with depth below surface). In this study, the
approach described in Prescott and Hutton (1994) was used to determine the
contribution of cosmic rays to the total environmental dose rate. This approach takes
into consideration the location of the sample in terms of its latitude, longitude and
altitude (in metres), as well as the overburden thickness and density during the burial
history of the sample; the latter is determined by estimating the sample’s depth below
the modern surface and assuming an average bulk sediment density of 1.8 g/cm3. This
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value was chosen over 2.5 g/cm3 (the average densities of quartz and feldspars) because
it is closer to the specific densitiy of unconsolidated sediments and soils with interstitial
pore spaces. A density of 2.5 g/cm3 would only be suitable for solid rock, which is not
the case for any of the samples considered in this study.
For all of the samples considered in this study, it is assumed that their overburden
thickness has not changed significantly during the post-depositional burial period. For
the Klondike and Ash Bend samples, this is a reasonable assumption because these
types of muck deposits are thought to have accumulated rapidly (Fraser and Burn, 1997)
and have remained perennially-frozen thereafter. In addition, there is no
sedimentological evidence at these sites to suggest that renewed accumulation or major
erosion has occurred following initial deposition (e.g., major erosional unconformities).
For the Ch’ijee’s Bluff and Chester Bluff loess deposits, however, the assumption of
rapid overburden accumulation could be questioned on sedimentological grounds
because of the presence of organic-rich horizons or palaeosols at three sections (see
Figures 7.2, 7.5 and 7.6 in Chapter 7). For a few samples located immediately below
palaeosol horizons (e.g., CB25, CR34, CR11), it may have been appropriate to assume a
steady rate of overburden accumulation, rather than a rapid initial accumulation.
However, this minor adjustment to the cosmic-ray dose rate calculation was not
preferred because its suitability will depend on a range of factors (e.g., duration of
palaeosol formation, rate and mode of subsequent sediment accumulation), which are
difficult to constrain.
Fortunately, for all of the samples considered in this study, the cosmic-ray dose rate
constitutes a very small fraction of the total dose rate (1-10%), and minor adjustments to
the present-day overburden thickness would affect the OSL ages insignificantly. For
example, increasing the present-day overburden thickness of selected samples (OQC1,
OQC8, CR11, CB24 and CB25) by 10 m would only decrease their total dose rates by
3-5%, resulting in an increase of the final age estimates by only 3-5% (i.e., 1-5 ka).
Similarly, decreasing the present-day overburden thickness to 0 m (i.e., specifying the
maximum possible cosmic-ray dose rate for these samples) would only increase the total
dose rates by 1-4%, equating to a decrease in the final age estimates of only 1-4% (i.e.,
<4 ka). These changes are smaller than the uncertainties associated with the original age
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estimates (which are typically 5-21 ka). These calculations indicate that even if major
(and unlikely) overburden changes occurred in the past at these study sites, the final
ages obtained would not be significantly in error.

2.6.2

Assessment of the external dose rate from beta particles and gamma rays

Three methods were used to determine the concentrations of U, Th and

40

K in the

sediment. These methods are high-resolution gamma-ray spectrometry (HRGS),
instrumental neutron activation analysis (INAA) and inductively-coupled plasma optical
emission spectrometry (ICP-OES). In addition, replicate beta dose rates were measured
using an emission counting method (beta counting) to provide a comparison with the
beta dose rates derived from INAA / ICP-OES and HRGS. In this study, HRGS was
obtained for a limited number of samples to check whether samples from these
particular depositional contexts exhibit any forms of radioactive disequilibrium in the U
and Th decay chains. Results are obtained, as radionuclide activities, for
daughter nuclides

226

Ra and

210

228

Pb,

Th and

228

Ra, and

40

238

U and its

K. In total, a representative

sub-set of eight samples was analysed using HRGS for this purpose; four samples were
from Quartz Creek, two from Sulphur Creek (both in the Klondike district), and two
from the loess material sampled at the Ash Bend site. These samples were collected
from the sediment surrounding the OSL tubes, from which quartz grains were extracted
to make De estimates.
The majority of samples (~18) were analysed using INAA and ICP-OES. INAA was
used to determine the isotopic concentrations of U and Th while ICP-OES was used to
determine the concentrations of

40

K. Because INAA provides no indication of any

disequilibrium that might be present in the U or Th decay chains, an emission counting
technique (beta counting), was employed to obtain the beta dose rate from all the
samples for which INAA and ICP-OES results were obtained. Comparison of the beta
dose rates obtained from each method is used to deduce the equilibrium state of these
samples. This is because these two approaches to dose rate evaluation measure different
parts of the U and Th decay chains: INAA measures the concentrations of the parent
238

U and

232

Th isotopes, whereas beta counting provides an estimate of the beta dose

rate from the entire U and Th decay chains (which are dominated by beta emissions
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from the lower parts of these decay series), as well as from

40

K. All of these samples

were analysed using the INAA, ICP-OES and beta counting techniques, applied to
separate subsamples of sediment collected either from positions adjacent to the OSL
tubes or from the sample tubes themselves, as explained above and in Section 2.2.1.

2.6.2.1 High-resolution gamma-ray spectrometry (HRGS)

HRGS quantifies the elements present in the sediment and provides the nuclide
activities in Bq/kg of

40

K,

238

U,

228

Th and

228

Ra, and some of the daughter products

resulting from radioactive decay of 238U: 226Ra and 210Pb. Because HRGS quantifies the
activities of both parent and daughter nuclides, the method gives an indication of
whether the sediment is in radioactive equilibrium, this being when the activities of the
parent (e.g., 238U) and daughter (e.g., 226Ra) are the same (Aitken, 1998). Dried samples
were sent to the CSIRO Land and Water Radionuclide Laboratory at Black Mountain,
Canberra, Australia for analysis. The activities of
and
40

210

238

U and the daughter products

Pb are shown in Table 2.8a, while the activities of

228

Th and

226

Ra

228

Ra, as well as

K, are shown in Table 2.8b.

The activities of

238

U,

228

Th and

228

Ra are between ~30 and ~40 Bq/kg for all samples

measured, while the 40K activity varies between approximately 330 and 430 Bq/kg. The
activities of

238

U and its daughter products,

226

Ra and

210

as shown by parent to daughter ratios (226Ra/238U and

Pb, are statistically consistent,

210

Pb/226Ra) compatible with a

value of unity. This indicates that these samples are currently in a state of secular
equilibrium with respect to the

238

U decay chain (Table 2.8a). Similarly, the
228

decay chain appears to be in secular equilibrium, with daughter products (
228

232

Th

Th and

Ra) having statistically consistent activities, with ratios compatible with unity for all

samples (Table 2.8b). The uncertainties on the individual radionuclide activities are
derived from counting statistics, which typically amount to ~2% for

226

Ra,

228

Ra,

232

Th

and 40K, and ~6% for 238U and 210Pb. Further details on instrumentation and calibration
standards for HRGS analyses at the CSIRO laboratory are given in Olley et al. (1996).
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U-238 (Bq / kg)
38.95 ± 1.63
41.40 ± 1.74
37.29 ± 1.50
34.36 ± 1.96
34.40 ± 2.39
33.93 ± 2.81
34.76 ± 1.80
33.94 ± 1.82

Ra-226 (Bq / kg)
39.47 ± 0.38
38.60 ± 0.35
37.23 ± 0.31
33.09 ± 0.50
33.04 ± 0.56
34.92 ± 0.60
37.03 ± 0.51
36.33 ± 0.51

U-238 Series
Pb-210 (Bq / kg)
41.26 ± 1.82
40.27 ± 2.18
39.40 ± 1.84
34.52 ± 2.49
33.06 ± 2.94
28.59 ± 3.63
37.34 ± 2.10
33.30 ± 2.13
Ra-226:U-238
1.01 ± 0.04
0.93 ± 0.04
1.00 ± 0.04
0.96 ± 0.06
0.96 ± 0.07
1.03 ± 0.09
1.07 ± 0.06
1.07 ± 0.06

Pb-210:Ra-226
1.05 ± 0.05
1.04 ± 0.06
1.06 ± 0.05
1.04 ± 0.08
1.00 ± 0.09
0.82 ± 0.10
1.01 ± 0.06
0.92 ± 0.06

Ra-228 (Bq / kg)
36.87 ± 0.65
33.46 ± 0.53
34.08 ± 0.48
33.65 ± 0.80
33.84 ± 0.97
33.93 ± 1.02
32.96 ± 0.65
37.42 ± 0.72

Th-232 series
Th-228 (Bq / kg)
35.71 ± 0.49
32.73 ± 0.44
32.66 ± 0.41
32.11 ± 0.69
34.48 ± 0.80
35.89 ± 0.84
32.93 ± 0.66
38.65 ± 0.74

Th-228:Ra-228
0.97 ± 0.02
0.98 ± 0.02
0.96 ± 0.02
0.95 ± 0.03
1.02 ± 0.04
1.06 ± 0.04
1.00 ± 0.03
1.03 ± 0.03

K-40
(Bq / kg)
413.8 ± 6.8
400.5 ± 5.7
333.8 ± 4.7
374.1 ± 9.5
431.1 ± 11.8
360.4 ± 10.5
424.2 ± 9.6
379.0 ± 8.8

Table 2.8b. Radionuclide activities (Bq/kg) obtained with HRGS for 232Th decay chain, ratio of parent to daughter
(228Ra to 228Th), and activities for 40K. Sample locations are as described in Table 2.8a.

OQC1-3
OQC7-9
OQC10-12
OQC16-18
OLL1-2
OLL4-6
54C
52C

Sample

Table 2.8a. Radionuclide activities (Bq/kg) obtained from HRGS of the 238U decay chain and daughter products (226Ra, 210Pb), as well as
the corresponding ratios. Samples labelled as OQC are from Quartz Creek and samples OLL are from Sulphur Creek, Klondike district,
whereas samples 52A and 54A are from the Ash Bend site, Yukon Territory, Canada.

OQC1-3
OQC7-9
OQC10-12
OQC16-18
OLL1-2
OLL4-6
54C
52C

Sample

2.6.2.2 Instrumental neutron activation analysis (INAA) and inductively-coupled
plasma optical emission spectrometry (ICP-OES)

INAA is a non-destructive trace element technique. It measures primary gamma
radiation emitted by radioactive isotopes when samples are irradiated in a nuclear
reactor. INAA provides the concentrations, in parts per million (ppm or mg/g), of the
parent radioactive elements, U and Th. The ICP-OES technique was used to determine
the sample concentration of

40

K. The latter technique measures the elemental

concentration by placing the sample material into solution using fusion techniques, the
solution is then introduced into a radio frequency excited plasma (~8000°K). The
excited atoms within the samples emit wavelength-specific photons characteristic of a
particular element. The number of photons produced is directly related to the
concentration of that element in the sample (Mermet, 2005; Pérez-Arantegui, 2008).
Approximately 10 g of dried and powdered material was prepared for each sample. The
INAA was performed at Becquerel Laboratories (Canada), while the ICP-OES was
carried out at Actlabs Pacific, Western Australia. An error term of 3% was assigned to
each INAA radionuclide concentration, following the suggestion of Vandenberghe et al.
(2003) that a random uncertainty of ~3% is typical for radionuclide concentrations
measured with this method (due to uncertainties arising from weighing, flux gradients,
sample position, efficiency evaluation, counting statistics and gamma peak fitting). The
same uncertainty factor of 3% was used for the 40K concentrations obtained with ICPOES, based on the amount of variability observed between replicate measurements
made on ten samples from a range of depositional environments (including one sample
from this thesis, CB24). The RSD values for these replicate measurements ranged
between 0.5% and 3.5%, with an average of ~2%. In this study, a value of 3% was
chosen as a conservative estimate of instrument reproducibility plus any additional
random uncertainty that might arise from counting statistics. The assigned 3%
uncertainties on U, 40K and Th concentrations were used to calculate the beta dose rate
errors. This relative uncertainty was increased to 10% for the gamma dose rate
calculations, to accommodate any spatial variations in the natural burial environment
(e.g., Petraglia et al., 2007; Arnold et al., 2008), owing to the lack of any in situ
measurements of the gamma dose rate.
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2.6.2.3 Beta counting – instrumentation and measurement

Beta counting was performed using a low-level Risø beta counter (GM-25-5) as
described in Bøtter-Jensen and Mejdahl (1985). It is comprised of a gas flow counter
(the gas consisting of 99% argon and 1% butane), with five individual Geiger-Mueller
(GM) cylindrical detectors and a common guard counter that record the pulses derived
from the sample. The detectors are mounted on a row facing downwards to the sample
material, which is placed in cylindrical containers (25 mm in diameter). The instrument
is encased by 10 cm-thick lead bricks to reduce background signal derived from cosmic
rays.
Three of the five cylindrical containers are prepared with sub-samples that had been
previously dried and finely ground to a powder consistency. One of the positions was
used to measure a calibration standard and a second position was used to measure the
background. The calibration standard was Nussloch Loess (‘Nussi’), dried and milled,
which has a known beta dose rate obtained from HRGS (Kalchgruber, 2002). This
sample has a count rate of ~5 counts per minute and a beta dose rate, calculated using
the conversion factors of Adamiec and Aitken (1998), of 1.49 Gy/ka (Kalchgruber,
2002; Bauer, 2007). The sample corresponding to the background measurement is a
magnesium oxide (MgO) ‘blank’ with an average count rate of 0.17 counts per minute.
The five positions are measured simultaneously for 24 hours in 24 cycles of 1 hour
each. The beta dose rate is calculated for each sub-sample by subtracting the total
background counts (i.e., the MgO sample counts) from the total counts of each of the
three sub-samples and the calibration standard, thereby producing a backgroundcorrected total count for each position. Each of the sub-samples’ background-corrected
counts are then divided by the corrected counts of the calibration standard and
multiplied by the known beta dose rate of the calibration standard (1.49 Gy/ka). A final
mean beta dose rate was calculated for each sample by averaging the dose rate obtained
from the three sub-samples. The error associated with the final beta dose rate for each
sample is a mean obtained from the errors of the beta dose rate of each sub-sample.
These errors are calculated by combining, in quadrature, the relative errors of the
background-subtracted counting statistics of each sub-sample and the calibration
standard, and the error of the beta dose rate of the calibration standard. The latter has
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been calculated as 3% by combining, in quadrature, the U, Th and K concentration
uncertainties of the Nussi standard (Kalchgruber, 2002).

2.6.2.4 Dose rate conversion factors and correction factors
The dose rates calculated in this study, and used for final age estimates, were derived

from the U, Th and

40

K concentrations obtained from INAA and ICP-OES or HRGS

(depending on whether HRGS was available). The HRGS activities of

238

U and

323

Th

used to calculated final dose rate values were obtained from the weighted mean of 238U,
226

Ra and

210

Pb, and from

228

Ra and

228

Th, respectively. In order to obtain beta and

gamma dose rates, in Gy/ka, from the elemental concentrations (or activities) of U, Th
and 40K, the conversion factors shown in Table 2.9 (Adamiec and Aitken, 1998: Table
8) were used. These conversion factors are based on the assumption of an infinite
matrix, where the sedimentary matrix is uniform in both its radioactivity and absorption
coefficients (Aitken, 1985).
Beta dose rate (Gy/ka)
Nat. Uranium
Thorium
Potassium

1ppm (or % for
0.146
0.027
0.782

40

K)

Bq/kg
0.0113
0.0067
270

Gamma dose rate (Gy/ka)
Nat. Uranium
Thorium
Potassium

1ppm (or % for
0.113
0.048
0.243

40

K)

Bq/kg
0.0088
0.0117
32.5

Table 2.9. Conversion factors used to convert radionuclide concentrations (in ppm
or %) and activities (Bq/kg) into dose rates (Gy/ka) for beta and gamma emissions.
Values are those of Adamiec and Aitken (1998).

For the total environmental dose rate to be estimated, corrections need to be made for (i)
beta attenuation, which is caused by the limited ionising range of beta particles; and (ii)
the presence of water and organic content in the sediment during the time of burial. Due
to absorption, water and organic matter attenuate ionising radiation arising from beta
particles and gamma rays that would otherwise reach the quartz grains.
Beta attenuation within grains depends on the grain size and varies for each element (U,
Th and 40K). In this study, the beta attenuation factors used to correct the beta dose rate
contribution from each element were those of Mejdahl (1979), selected according to the
grain size used for dating. A fractional error of 3% was added in quadrature to the error
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of the beta dose rate obtained from U, Th and K, to account for uncertainties associated
with the derivation of these beta-attenuation factors.
The sediment water content (expressed as a percentage of dry mass of sediment) was
calculated by dividing the mass of the water in the sediment (mass of wet sample minus
mass of dry sample) by the mass of the dry sample. The percentage of organic content
in each sample was measured as loss on ignition (LOI) by Actlabs Pacific, on the same
samples used for INAA and ICP-OES. LOI is a widely-used method to estimate the
organic and carbonate content of sediments (Heiri et al., 2001). It is measured by
weighing the sample before and after it has been oxidised at 500ºC to 550ºC to produce
carbon dioxide and ash, with carbonates being further oxidised at 900ºC to 1000ºC. An
associated error of 10% was used for the water and organic content values when
calculating the errors of the final dose rate. For the samples studied here, the LOI values
at the 900ºC to 1000ºC are assumed to represent mainly organic content, with negligible
contribution from carbonates. This is because the reactions of these samples to HCl
were small to non-existent, indicating the absence of any significant carbonate
component in these sediments. The organic content, as measured by the LOI, is also
expressed as a percentage of dry mass of the sediment, and is included as part of the
attenuation correction calculation, following the recommendations of Lian et al. (1995)
for organic-rich deposits.
The total environmental dose rate ( Dr ) is calculated from the sum of the beta and
gamma dose rates, corrected for water and organic content (and beta attenuation of the
beta particles), the cosmic ray dose rate ( Dc ) corrected for water content, and the
internal dose rate ( Dint ; 0.03 Gy/ka), as described in the following equation:

Dr =

[(K

%

] + [(K

.β K .K att ) + (Th ppm .β Th .Thatt ) + (U ppm .β U .U att )
1 + (1.25WF + 1.2OC )

%

]+

.γ K ) + (Th ppm .γ Th ) + (U ppm .γ U )
1 + (1.14WF + 1.1OC )

Dc
+ Dint
1 + 1.76WF

(Eq.2.8)
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where K % , Th ppm and U ppm refer to the concentration of each element in ppm for Th
and U and % for 40K; β K , βTh and βU are the beta dose rate conversion factors (Table
2.9); γ K , γ Th and γ U are the gamma dose rate conversion factors (Table 2.9) from

Adamiec and Aitken (1998); and, K att , Thatt and U att are the beta-dose attenuation
factors from Mejdahl (1979). Water content, described as WF in Eq.2.8, refers to the
‘as measured’ water contents, while the values of 1.25 and 1.14, applied for the
respective beta and gamma dose rate attenuation, follow those of Aitken (1985). Lastly,
OC in Eq.2.8 refers to the organic content obtained from the LOI measurements. The

organic content correction values of 1.2 and 1.1 for the beta and gamma attenuation,
respectively, follow those used by Lian et al. (1995).
The errors on the final dose rate were calculated by combining, in quadrature, the
absolute uncertainties of each of the individual dose rate components. A 2% uncertainty
related to calibration of the beta-source on the Risø reader was added in quadrature to
measured De uncertainty in the calculation of the error associated with the final age.

2.6.2.5 Measurement of saturated water content for selected samples

The environmental dose rate calculation includes an attenuation factor to accommodate
the mean water content of the sample during burial. For these samples, no long-term
variations in water contents were considered for the calculation of the environmental
dose rate values. These samples are all from perennially frozen deposits and there is no
evidence to suggest that major fluctuations in their moisture contents have taken place
in the past. Similarly, it is assumed that spatial heterogeneity in moisture content is not a
major issue for these samples, because most of these were taken from homogeneous
sedimentary horizons (possible exceptions to this, together with implications for the
gamma dose rate estimate, are discussed in Section 2.6.3.1).
For the majority of samples studied in this thesis, the ‘as measured’ water content
values (expressed as percentage of dry mass) were close to saturation (between 20% and
50%; see Table 2.11 and Table 2.12). For a number of samples, however, the ‘as
measured’ water content values were less than 18%. These samples were the
glaciofluvial gravels at Ash Bend, samples 57A and 58A, which produced ‘as
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measured’ water content values of 2-18%, and the loess samples at Chester Bluff,
samples CR9, CR10, CR11, CR34 and CR35, which produced ‘as measured’ water
content values of 6-11%. These low water content values are regarded as underestimates
of the true long-term water contents experienced by these samples; reasons for this are
given in the following section.

2.6.2.5.1 Possible reason for low field water contents
2.6.2.5.1.1 Glaciofluvial gravel samples at Ash Bend

The glaciofluvial samples (samples 57A and 58A) were collected from sections known
to be within the permafrost layer, which have expected moisture contents closer to 30%
(D.G. Froese, personal communication, 2008). It is possible that evaporation of
moisture took place during exposure and sampling of the deposits, which was carried
out during the summer months when the profile had thawed out sufficiently to permit
sampling. The water content values expected for these samples should be close to
saturation and these high levels should have prevailed throughout most of the burial
period of these sediments (D.G. Froese, personal communication, 2008).

2.6.2.5.1.2 Loess samples at Chester Bluff

The long-term average moisture content of these samples (CR9, CR10, CR11, CR14,
CR34 and CR35) throughout their burial history is likely to have been 30-40% (D.G.
Froese, personal communication, 2008), instead of the 6-11% measured in the
laboratory (see Table 2.11). There are two probable explanations for these potential
inaccuracies in the field water content measurements. Firstly, the Chester Bluff OSL
samples were obtained from relatively dry loess layers, in which permafrost is only
reached by excavating back ~2 m into the exposure face (Jensen et al., 2008). The
Chester Bluff samples were not collected from these frozen layers, or indeed from
positions close to the permafrost contact. Rather, they were obtained from near-surface
sediments at an approximate distance of 30-100 cm into the face, and so had remained
unfrozen for several days, weeks or months prior to collection. It is likely that at least
some of the original moisture content of these sediments was lost by evaporation prior
to and during sampling, as the permafrost melted away and the exposures began to dry
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out. Secondly, there are a number of organic beds in the bluffs that contain aquatic
vegetation taxa indicative of a pond-like depositional environment, including the
organic bed at 40 m above river level at Section 1 (Site B in Jensen et al., 2008) and at
59 m above river level at Section 2 (Site A1 in Jensen et al., 2008) (See Figure 7.3 and
Section 7.3.2.2 in Chapter 7 for details on the stratigraphy). These organic beds indicate
that, for at least some parts of their burial period, the sediments would have been at, or
near to, their saturated water contents in these aquatic environments. Furthermore, the
organic beds are likely to have maintained higher water contents than the adjacent loess
units throughout the ensuing burial period. The close proximity of some of the Chester
Bluff samples to these organic beds, particularly CR10 and CR11, means that their
gamma dose rates will have been attenuated by a greater amount than has been
accounted for by calculating them from the moisture and organic contents of the loess
units alone.

2.6.2.5.2 Method for calculating saturated water contents

The saturated water content for these samples was measured in the laboratory using
~100 g of the sediment that had previously been used to determine the ‘as measured’
field water content values. These samples were initially dried in a 100ºC oven overnight
and their dry mass recorded. Enough water was then added to the dry samples to reach
interstitial water saturation; that is, ensuring that the inter-grain pore spaces were filled
by water without generating excess or freestanding water. The samples were reweighed
and the saturated water content was calculated as a percentage of dry sediment mass.

2.6.2.6 Comparison between beta dose rates from beta counting, INAA / ICP-OES
and HRGS

Because the beta dose rate measured using the emission counting method is a total
contribution from the element nuclides, the beta-attenuation factors described by
Mejdahl (1979) cannot be directly applied to the dose rate obtained from beta counting.
Therefore, an average beta-attenuation value of 0.916 (for the 100 µm grain-size
fraction) was used, following Jacobs (2004).
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Figure 2.25. Comparison between the calculated dry and attenuated beta dose rates obtained using
beta-counting, INAA / ICP-OES and HRGS for the Yukon Territory and Alaskan samples. (a-b)
The dose-rates from beta-counting are compared with those of INAA / ICP-OES, (a) measured
values and (b) corrected value. In (b) only the position of the open circle (sample CR10) has
changed. The beta dose rates obtained using HRGS from sediment adjacent to the OSL tubes are
compared to the dose-rates from (c) INAA / ICP-OES and (d) beta-counting, both from sediment
within the OSL tubes. One point in (c) and (d) represents a replicate INAA / ICP-OES and betacounting measurement for sample OLL4. The dashed lines indicate the 1:1 ratio ±10%.

Figure 2.25a shows a comparison of the dry and attenuated beta dose rates measured

with the beta counter and those calculated from the isotopic concentrations measured
with the INAA / ICP-OES method. There is good agreement between the beta dose rate
obtained using the two methods, with most samples falling within 10% of the 1:1 line.
The white circle in Figure 2.25a represent sample CR10, for which the INAA / ICPOES and beta counting methods produced beta dose rates that are in disagreement. A
solution was explored, in which the original U and Th concentrations of this sample
were replaced with the average of the INAA / ICP-OES U and Th concentrations of the
neighbouring samples (CR9 and CR11), located directly above and below this
problematic sample, respectively. Table 2.10 shows the original U and Th
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concentrations measured for sample CR10, along with the ‘corrected’ mean values
obtained from the surrounding samples. The measured U concentration is significantly
higher than those of the surrounding samples at these sites (8.60 ppm compared to 4.05
ppm), so the ‘corrected’ beta dose rate value is lower than the original value, but within
error of the beta counting result for this sample (Figure 2.25b).
The discrepancy observed in sample CR10 would seem to arise from disequilibrium in
the radioactive decay chain of U, this could arise from an access of the parent, which is
well-known to be mobile in surface waters. To determine the presence or absence of
radioactive equilibrium confidently HRGS measurements would need to be undertaken.
In the absence of such measurements, caution has been taken and the corrected values,
which produced beta dose rates in agreement with the beta-emission counting technique,
were used to calculate of the beta dose rate for this particular sample.

Sample
CR10

Nuclide concentrations (ppm)
Measured
Corrected
U
Th
U
Th
8.6
9.4
4.05
9.4

Table 2.10. Shows the U and Th concentration values obtained using INAA for the
single sample that produced beta dose rate values in disagreement with that obtained
using the beta-counting method. The corrected values represent the average nuclide
concentrations for the overlying and underlying samples (CR9 and CR11,
respectively) at this site. The corrected values were used subsequently for final
environmental dose rate estimates.

In general, the beta dose rate values obtained with INAA / ICP-OES and beta counting
show agreement for the vast majority of samples studied (Figure 2.25a). Most of the
samples produced dry and attenuated beta dose rates of between 1.3 and 1.8 Gy/ka, with
two samples having lower values of ~1 Gy/ka. These two samples are 57A and 58A
from the Ash Bend site, and correspond to glaciofluvial gravels assigned to the Reid
glaciation. The lower beta dose rates are due to the smaller 40K concentrations measured
in the gravels, producing a mean activity of 239 ± 21 Bq/kg, compared to 396 ± 48
Bq/kg obtained for the loess (and loess-derived material) collected from Ash Bend and
other sites across the Yukon Territory and Alaska (Table 2.11).
The radionuclide concentrations obtained using INAA / ICP-OES were converted from
concentrations (in ppm or %) to activities (Bq/kg) for comparison with HRGS results.
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The samples for which there are replicate INAA / ICP-OES and HRGS are: (i) OLL2
and OLL1-3, (ii) OLL4 (plus a replicate) and OLL4-6 and (iii) 52A and 52C. The INAA
/ ICP-OES material was taken from the sample tubes, whereas the HRGS material was
taken from the adjacent sediment. The results for these samples are shown for INAA /
ICP-OES and HRGS in Table 2.11 and Table 2.12, respectively. There is good
agreement between the radionuclide activities measured using HRGS and INAA / ICPOES, despite the fact that these estimates were not derived from the same sediment subset. A comparison between the dry and attenuated beta dose rate calculated using HRGS
and INAA / ICP-OES is shown in Figure 2.25c. A similar comparison between the
HRGS results and beta counting results is shown in Figure 2.25d. In both plots it is
shown that beta dose rate values agree within 10% of the 1:1 line within their errors.
These results support the use of INAA / ICP-OES for measuring parent activities and
calculating final dose rates for these samples.

2.6.3

Final environmental dose rates

Final environmental dose rates, calculated using Eq.2.8, are shown in Table 2.11 and
Table 2.12 for INAA / ICP-OES and HRGS results, respectively. Also shown are the

measured water and organic contents. The dose rates shown in Table 2.11 and Table
2.12 were calculated using the ‘as measured’ water contents, and it was assumed that

there were no significant long-term variations in water content, organic content or
overburden thickness. For some samples, namely 57A, 58A, CR9, CR10, CR11, CR14,
CR34 and CR35, alternative dose rate calculations were made using saturated water
contents measured in the laboratory (as described in Section 2.6.2.5); the results of these
dose rate modifications are shown in Table 2.13. The organic content of samples
measured using HRGS are an estimate since, no LOI measurements were made on these
samples. These estimates are based on the measured LOI values obtained for adjacent
samples at the Quartz Creek and Sulphur Creek sites in the Klondike district, and at the
Ash Bend site.
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120
b

Radionuclide activities (Bq/kg)

32.0 ± 1.0
54.2 ± 1.6
31.0 ± 0.9
19.4 ± 0.6
40.0 ± 1.2
50.3 ± 1.5
52.9 ± 1.6
54.2 ± 1.6

24.5 ± 0.7
29.7 ± 0.9
54.2 ± 1.6
52.2 ± 1.7
50.3 ± 1.5
52.9 ± 1.6

40 / 9
50 / 12.4
29 / 5
2 / 1.2
18 / 1.8

30 / 14
23 / 8.8
46 / 15.2

11 / 8.2
10 / 4.8

7 / 6.2
10 / 6.2
6/5
10 / 5.4

U

42.6 ± 1.3
38.7 ± 1.2
50.3± 1.5
45.2 ± 1.4

238

Th

37.8 ± 1.1
38.2 ± 1.1
36.5 ± 1.1
35.7 ± 1.1

35.7 ± 1.1
28.4 ± 0.9

42.2 ± 1.3
44.3 ± 1.3
42.2 ± 1.3

34.8 ± 1.0
46.7 ± 1.4
30.0 ± 0.9
15.4 ± 0.5
21.9 ± 0.7

35.7 ± 1.1
35.7 ± 1.1
34.5 ± 1.0
31.7 ± 1.0

232

K

412 ± 12
429 ± 13
424 ± 12
362 ± 11

357 ± 11
427 ± 13

359 ± 11
389 ± 12
364 ± 11

402 ± 12
382 ± 11
346 ± 10
254 ± 8
223 ± 7

434 ± 13
364 ± 11
367 ± 11
374 ± 11

40

______________________________________________________

29 / 8.4
45 / 13.2
37 / 7.8
31 / 8.6

Water /
organic
a
content

1.09 ± 0.06
1.06 ± 0.06
1.07 ± 0.06
1.00 ± 0.06

0.76 ± 0.05
0.80 ± 0.05

0.82 ± 0.05
0.95 ± 0.06
0.75 ± 0.04

0.65 ± 0.04
0.78 ± 0.05
0.65 ± 0.04
0.54 ± 0.03
0.64 ± 0.04

0.80 ± 0.05
0.63 ± 0.05
0.75 ± 0.04
0.74 ± 0.04

Gamma dose rate

1.55 ± 0.06
1.53 ± 0.06
1.54 ± 0.06
1.38 ± 0.06

1.09 ± 0.05
1.30 ± 0.05

1.10 ± 0.05
1.27 ± 0.06
0.97 ± 0.05

0.96 ± 0.05
1.00 ± 0.06
0.95 ± 0.05
0.88 ± 0.03
0.88 ± 0.04

1.18 ± 0.06
0.88 ± 0.05
1.03 ± 0.05
1.06 ± 0.05

0.14 ± 0.01
0.12 ± 0.01
0.12 ± 0.01
0.09 ± 0.01

0.05 ± 0.01
0.03 ± 0.01

0.15 ± 0.02
0.15 ± 0.02
0.11 ± 0.01

0.15 ± 0.02
0.12 ± 0.01
0.07 ± 0.01
0.11 ± 0.01
0.01 ± 0.01

0.04 ± 0.004
0.04 ± 0.004
0.04 ± 0.004
0.04 ± 0.004

Beta dose rate Cosmic-ray dose rate

Environmental dose rate (Gy/ka)

_______________________________________________________________________

2.80 ± 0.13
2.74 ± 0.13
2.75 ± 0.13
2.49 ± 0.12

1.92 ± 0.10
2.16 ± 0.11

2.07 ± 0.13
2.40 ± 0.13
1.86 ± 0.13

1.74 ± 0.11
1.89 ± 0.13
1.69 ± 0.10
1.56 ± 0.07
1.57 ± 0.08

2.06 ± 0.12
1.58 ± 0.11
1.85 ± 0.12
1.87 ± 0.11

Total
c, d
dose rate
(Gy/ka)

Table 2.11. Dose rate data for sediment samples from the Yukon Territory and Alaska obtained using INAA / ICP-OES.

Measured water content, expressed as % of dry mass of sample and assigned a relative uncertainty of ± 10%. Organic content, expressed as % of dry mass after loss on ignition
b
(LOI). Measurements made by INAA / ICP-OES on 10 g of dried and powdered sample as radionuclide concentrations (ppm or %) and converted to activities (Bq/kg). An
c
uncertainty of 3 % and 10 % were assigned to the radionuclide activities when calculating the beta and gamma dose rates, respectively. Dose rates were calculated from
radionuclide activities using published conversion factors (Adamiec and Aitken, 1998) and are presented after adjustment for water and organic content. The final dose rate
d
estimates include an internal alpha dose rate of 0.03 Gy/ka for each sample, with an assigned relative uncertainty of ±20%. Mean ± total uncertainty (68% confidence interval),
calculated as the quadratic sum of the random and systematic uncertainties.

a

Sample
Grain
depth
size
(m)
(μm)
Klondike district (2005)
Sulphur Creek
OLL2
13.25
90-125
OLL4
13.25
90-125
OLL7
13.90
90-125
OLL10
13.50
90-125
Ash Bend site (2005)
55C
3.80
90-125
53C
5.80
90-125
52A
11.00
90-125
57C
6.00
90-125
58C
30.00
90-180
Chi’jee’s Bluff (2006)
CB24
0.70
90-125
CB25
1.25
90-125
CB26
2.40
90-125
Chester Bluff (2006)
Section 1
CR35
14.00
90-125
CR34
21.00
90-125
Section 2
CR9
3.00
90-125
CR10
4.50
90-125
CR11
4.75
90-125
CR14
6.75
90-125

Sample
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33.6 ± 2.0
36.3± 2.0

38.0 ± 0.7
32.9 ± 0.7

34.2 ± 0.9
34.9 ± 0.9

36.3 ± 0.6
33.1 ± 0.4
33.3 ± 0.3
32.9 ± 0.8

Th

232

379 ± 9.0
424 ± 9.6

431 ± 12
360 ± 10

414 ± 6.8
401 ± 5.7
334 ± 4.7
374 ± 9.5

K

40

Environmental dose rate (Gy/ka)

0.76 ± 0.02
0.65 ± 0.01

0.78 ± 0.02
0.56 ± 0.02

0.95 ± 0.02
0.88 ± 0.02
0.69 ± 0.01
0.64 ± 0.02

Gamma dose rate

1.07 ± 0.05
0.97 ± 0.05

1.19 ± 0.06
0.80 ± 0.05

1.38 ± 0.05
1.30 ± 0.05
0.94 ± 0.05
0.92 ± 0.05

0.07 ± 0.01
0.13 ± 0.01

0.05 ± 0.004
0.04 ± 0.003

0.15 ± 0.02
0.17 ± 0.02
0.07 ± 0.01
0.07 ± 0.01

Beta dose rate Cosmic-ray dose rate

_______________________________________________________________________

c, d

1.92 ± 0.09
1.80 ± 0.09

2.05 ± 0.10
1.43 ± 0.09

2.52 ± 0.08
2.37 ± 0.08
1.74 ± 0.08
1.66 ± 0.01

(Gy/ka)

dose rate

Total

Table 2.12. Dose rate data for sediment samples from the Yukon Territory obtained using HRGS measurements.

Measured water content, expressed as % of dry mass of sample and assigned a relative uncertainty of ± 10%. Organic content, expressed as % of dry mass after loss on
b
238
ignition (LOI), are based on the values obtained for adjacent samples in the three sampling sites (see Table 2.11). Measurements made on dried and powdered samples. U
238
226
210
232
228
228
activities were calculated from the weighted mean of U, Ra and
Pb, and Th activities were calculated from the weighted mean of Th and Ra. The associated
c
uncertainties represent one standard error derived from counting statistics. Dose rates were calculated from radionuclide activities using published conversion factors (Adamiec
and Aitken, 1998) and are presented after adjustment for water and organic content. Includes an internal alpha dose rate of 0.03 Gy/ka for each sample, with an assigned
d
relative uncertainty of ± 20%. Mean ± total uncertainty (68% confidence interval), calculated as the quadratic sum of the random and systematic uncertainties.

a

U

27 / 5
43 / 10.7

238

Ash Bend site (2005)
52C
11.00
90-125
54C
4.60
90-125

a

33.6 ± 2.7
30.7 ± 3.3

content

______________________________________________________

20 / 8.4
48 / 13.2

(μm)

(m)

organic

b

Radionuclide activities (Bq/kg)

41.2 ± 1.8
40.7 ± 2.0
38.6 ± 1.5
34.5 ± 2.3

size

depth

Water /

11 / 5
14 / 5
35 / 5
42 / 6.1

Grain

Sample

Klondike district (2005)
Quartz Creek
OQC1-3
2.50
90-125
OQC7-9
1.20
90-125
OQC10-12 7.00
90-125
OQC16-18 6.50
90-125
Sulphur Creek
OLL1-3
13.25
90-125
OLL4-6
13.50
90-125

Sample

For all samples measured, the LOI varies between 5% and 15%. The water content
varies within and between sites. Usually, a water content of ~35% was obtained for
perennially frozen loess-derived sediments in the Klondike district, with some values of
less than 15%. The Ash Bend samples produced variable water contents, which can be
divided according to sediment type, with glaciofluvial gravels (samples 57A and 58A)
producing lower values than the loess samples. As described in Section 2.6.2.5, the low
measured water content of the glaciofluvial gravels is perhaps not correct and these
deposits have most probably remained close to saturation throughout the period of
burial. The Ch’ijee’s Bluff samples have organic contents of between ~9% and ~15%,
and water content values of between 23% and 46%. The Chester Bluff loess samples
produced marginally lower organic content values of between 4.8% and 8.2%. The
water content of these samples was between 6% and 11%, and substantially smaller than
for other samples investigated in this thesis.
The values for U activity measured using INAA / ICP-OES vary between 38.7 Bq/kg
and 54.2 Bq/kg in the Klondike samples, while the Th activity varies between 21.5
Bq/kg and 36.3 Bq/kg. The

40

K activity varies between 367 Bq/kg and 434 Bq/kg

(Table 2.11). The dose rate values obtained for the Klondike samples are consistent
with a mean value of ~1.8 Gy/ka and an associated relative standard deviation (RSD) of
~9%. The HRGS results for the Quartz Creek samples, sample OQC1-3, OQC7-9 and
OQC10-12, which do not have INAA / ICP-OES measurements, are shown in Table
2.12. The

238

U and

323

Th values were similar between these samples, and ranged

between 38.6 Bq/kg and 41.2 Bq/kg, and 33.1 Bq/kg and 36.3 Bq/kg, respectively. The
40

K values were slightly more varied, and ranged between 334 Bq/kg and 414 Bq/kg.

In the samples from the Ash Bend site, U activity values are generally lower, with all
but one sample having values below 40 Bq/kg (Table 2.11). This site also shows higher
variability: radionuclide activities range between 19.4 Bq/kg and 54.2 Bq/kg for U and
between 15.4 Bq/kg and 46.7 Bq/kg for Th. The glaciofluvial gravels (sample 57A and
58A) have the lowest U and Th activities, which are almost one-third of those measured
for the overlying loess. As mentioned in Section 2.6.2.6, the activity of 40K is also lower
for the glaciofluvial gravels and, overall, this resulted in lower final environmental dose
rate values for these samples compared to the loess samples. The final environmental
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dose rate values for this site are comparable, ranging between 1.68 Gy/ka and 1.92
Gy/ka for the loess samples, and ~1.56 Gy/ka for the two glaciofluvial samples. When
the saturated water contents were used, the environmental dose rate values for the
glaciofluvial samples decreased to ~1.25 Gy/ka (Table 2.13).

The Ch’ijee’s Bluff site produced similar elemental activities for the three samples, with
values ranging between 50.3 Bq/kg and 54.2 Bq/kg for U, 42.2 Bq/kg and 44.3 Bq/kg
for Th, and 359 Bq/kg and 389 Bq/kg for

40

K (Table 2.11). The final environmental

dose rates vary between ~1.8 Gy/ka and ~2.4 Gy/ka. The low dose rate value for sample
CB26 is partly due to the significantly higher water content measured for this sample
(Table 2.11).

Field
water content
(%)

Original
dose rate
(Gy/ka)

Saturated
water content
(%)

Modified
dose rate
(Gy/ka)

Ash Bend
57A
58A

2
18

1.56 ± 0.07
1.56 ± 0.08

30
36

1.18 ± 0.06
1.33 ± 0.08

Chester Bluff
Section 1
CR35
CR34

11
10

1.92 ± 0.10
2.16 ± 0.11

47
41

1.43 ± 0.10
1.64 ± 0.10

Section 2
CR9
CR10
CR11
CR14

7
10
6
10

2.80 ± 0.13
2.74 ± 0.13
2.75 ± 0.13
2.49 ± 0.12

33
40
37
34

2.19 ± 0.13
2.08 ± 0.13
2.05 ± 0.12
2.01 ± 0.12

Sample

Table 2.13. ‘As measured’ field water content (expressed as percentage of dry mass) and
corresponding dose rates (first two columns) for samples from Ash Bend and Chester Bluff,
together with the laboratory-measured saturated water contents and corresponding dose rate
values.

The samples from Chester Bluff in Alaska, have varied U, Th and

40

K radionuclide

activities, which range between 24.5 Bq/kg and 54.2 Bq/kg, 28.4 Bq/kg and 38.2 Bq/kg,
and 357 Bq/kg and 429 Bq/kg, respectively (Table 2.11). Two samples from within
Section 1 (CR34 and CR35) produced lower U activities of 24.5 Bq/kg and 29.7 Bq/kg
compared to the ~52 Bq/kg values obtained for samples at the neighbouring Section 2
(see Chapter 7, Section 7.3.2 for details on the position of the two sections). As a result,
the final dose rates are higher for samples CR9, CR10, CR11 and CR14 than for
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samples CR34 and CR35, this can be attributed mainly to the disparities in U
concentration between the two sections (Table 2.11). When the saturated water contents
were used to calculate the environmental dose rates, the values decreased from 1.92 ±
0.10 Gy/ka and 2.16 ± 0.10 Gy/ka (Table 2.11) to 1.43 ± 0.10 Gy/ka and 1.64 ± 0.10
Gy/ka, for samples CR35 and CR35, respectively (Table 2.13). Similarly, the
environmental dose rates of samples CR9, CR10, CR11 and CR14 decreased from ~2.82.5 Gy/ka (Table 2.11) to ~2.2-2.0 Gy/ka (Table 2.13).

2.6.3.1 Issues of spatial heterogeneity in gamma dose rates

Owing to the lack of in situ gamma spectrometery measurements in this study, it should
be noted that any spatial heterogeneity in the gamma dose ionisation sphere may not
have been accounted for in the final dose rate calculation. This is not considered to be
an issue for the majority of samples considered in this study, as they were samples from
homogeneous units and were collected from a distance of at least 30 cm from
sedimentological boundaries. In a small number of cases, however, samples were
collected in closer proximity to adjacent tephra layers and organic horizons. In these
instances, it is possible that slight inaccuracies in the total dose rates may have been
introduced by determining the gamma dose contributions in the laboratory, rather than
in situ, using sediment taken directly from the OSL sample position. For instance, it is
possible that the gamma dose rate may have been slightly overestimated for samples
that have remained in close proximity to peat beds (within 30 cm) during burial. This is
because additional, and unaccounted for, attenuation of the gamma dose would have
occurred in the periphery of the gamma field due to higher organic and water contents
of the peat beds (Preusser and Degering, 2006). Only two of the samples considered in
this thesis (CR10 and CB25; see Figure 7.6 and 7.2, Chapter 7 for further information)
were collected from within 30 cm of an organic layer. Both of these samples were
situated ~10 cm away from an adjacent organic-rich horizon. In these instances, 88% of
the total gamma dose rate will have originated from within the sediment horizon being
sampled (Table H.1 of Aitken, 1985). Thus, only 12% of the total gamma dose would
have originated from within the adjacent organic horizon and could have been
potentially overestimated. To quantify the potential extent of gamma dose
overestimation in samples CR10 and CB25, and its effect on the final age estimates, a
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new dose rate was calculated for each sample in which 12% of the gamma dose rate was
attenuated by setting the water and organic contents to 100% and 50%, respectively (i.e.
more realistic estimates for organic deposits). It was found that, for both samples, the
gamma dose rate would decrease by ~7%, resulting in a decrease in total dose rate of
~3% and an age increase of ~3% (~2 ka). These results indicate that even if the original
gamma dose rate had been overestimated for samples located close to peat beds, any age
underestimation incurred would not have been significant beyond the uncertainty of the
original age estimates (which are typically 7-14 ka).
A number of the samples considered in this thesis have also been collected from within
30 cm of tephra layers (samples 53A, 54A, CR34, CR35, CR14, OLL2 and OLL4).
Although proximal tephra beds can be characterised by relatively high potassium
contents, this is not a major concern with the distal tephra beds being dated in this study.
This is because distal tephra deposits are typically characterised by fine grain sizes, low
crystal content and a lack of high potassium contents (Shane, 2000; Alloway et al.,
2007). To demonstrate this, beta counting was performed on a single distal tephra
sample taken from the Gold Run Creek site (Gold Run tephra). The beta dose rate
calculated for the Gold Run tephra layer was 1.99 Gy/ka, while the beta dose rates of
sediment samples obtained from adjacent loessic deposits situated 5 cm below and 90
cm above this tephra were 2.04 Gy/ka and 1.95 Gy/ka, respectively. These results
indicate that the gamma dose rate contributions from tephra layers are not likely to be
significantly different from those of the adjacent loessic deposits being sampled at
similar sites in this region. Furthermore, in some instances (e.g. samples OLL2 and
OLL4), the thickness of the associated tephra horizon is extremely small (<0.5 cm) and,
hence, any spatial heterogeneity in gamma dose rate contribution arising from this layer
is likely to be insignificant.

2.6.4

Summary of dose rate data

1) HRGS analysis on eight samples from the Klondike district and Ash Bend showed
that these samples are in secular equilibrium at the present day.

125

2) Comparison of beta dose rate values obtained using two techniques — an emission
counting method (beta counting) and INAA / ICP-OES — for samples collected
from the Klondike district, Ash Bend, Ch’ijee’s Bluff and Chester Bluff, showed
good agreement. Most samples produced beta dose rates within the 10% of the 1:1
line (within experimental errors). This is taken as evidence for a lack of significant
disequilibrium in these samples.
3) Finally, activities of the U, Th and

40

K nuclides are comparable for most samples

analysed, regardless of their origin in the Yukon Territory and Alaska. The
dominant cause of variability is thought to be sediment type, as differences in
nuclide concentrations were observed between the loess and glaciofluvial gravels of
Ash Bend.
4) Dose rate values, attenuated for water and organic content, were calculated using
Eq.2.8. In most samples, the values ranged between ~1.6 Gy/ka and ~2.5 Gy/ka.

2.7

Conclusion

This chapter outlined the instrumental and methodological procedures used to obtain
quartz OSL ages from Yukon Territory, Canada, and Alaskan samples of Pleistocene
age, which had been derived from numerous sites across this region. The suitability of
the SAR protocol was investigated through dose recovery tests at the multi-grain singlealiquot level and sample luminescence characteristics of the sedimentary quartz were
explored at the single-grain and multi-grain single-aliquot level. The chapter also
summarises the data analysis and calculations undertaken to determine the final
environmental dose rates of these samples. A summary of the main findings of this
chapter is listed below, highlighting the typical quartz OSL behaviour observed for
these Yukon and Alaskan samples. Subsequent chapters will further explore the
implications of these findings for OSL dating in these particular environmental settings:
1) Dose recovery tests indicated that (i) there was generally a high level of inter-aliquot
variability in both the recovered dose estimates and recuperation values when the
same regenerative and test-dose preheat (or cutheat) temperature was applied, (ii)
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recuperation is present in almost all samples regardless of their origin, and tends to
increase with preheat temperature, but its presence varies widely between aliquots;
and (iii) low preheat temperatures appear most suitable for the majority of samples
analysed (Table 2.3). Single-grain dose recovery measurements made on three
samples confirmed the suitability of the chosen preheat conditions at this scale of
analysis.
2) Most samples have OSL signals dominated by the fast component. Most aliquots
contain a fast, a medium or Slow 1, a Slow 2, and a Slow 3 (in combination with a
Slow 4) component. The relative proportion of each component in the initial CWOSL decay varied both between and within samples.
3) Single-grain OSL signals were generally of low brightness. The net light sum of the
first 0.3 s of stimulation in response to a ~16.5 Gy test-dose varied widely between
grains. In all samples, ~59-72% of grains measured produced no light. A very small
proportion of luminescent grains (0.9 to 3.1 %) produced Tn intensities >500 counts
while the majority of luminescent grains (~90-98%) produced intensities that were
<150 counts.
4) The dose-response curves obtained for all samples were more reproducible at the
single-aliquot rather than the single-grain scale of analysis. However, a high level of
variability in dose-response curve shape was observed at both the single-grain and
single-aliquot level, particularly at higher doses (>40 Gy).
5) HRGS, INAA and ICP-OES analysis were performed to determine U, Th and

40

K

concentrations (or activities) for these samples. Replicate beta dose rates were also
determined using beta-counting. Samples were generally shown to be in secular
equilibrium, with the majority having total dose rates of between ~1.6 and ~2.5
Gy/ka.
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Chapter 3: Multi-grain and single-grain OSL dating of
perennially-frozen loess deposits bracketing known-age
tephras from Yukon Territory, Canada: PART I – Dawson
tephra.

3.1

Introduction

The following two chapters focus on the results obtained from multi-grain and singlegrain OSL dating studies of loess deposits bracketing two prominent known-age tephras
from the Yukon Territory, namely the Dawson tephra and Sheep Creek tephra-Klondike
(SCt-K). The main aim of these two complementary studies is to test the applicability of
coarse-grain quartz OSL dating for perennially-frozen loessal sediments of eastern
Beringia, namely Yukon Territory and Alaska. The suitability of the SAR protocol and
procedures described in Chapter 2 is assessed by comparing the accuracy of the singlegrain and multi-grain OSL ages with the known ages of these bracketing tephras.
Particular emphasis is placed on determining whether single-grain or multi-grain burial
dose estimation procedures provide the most accurate OSL chronologies when
compared with independent age control. The findings of these known-age comparison
studies are then used to guide the dating procedures and statistical analyses adopted
elsewhere in this thesis, when dating unknown-age deposits in similar sedimentary contexts.
Single-grain OSL dating has commonly been preferred over multi-grain OSL dating in a
range of sedimentary environments because analysis of single-grain De distributions can
provide additional insights into complicated depositional and post-depositional
processes (e.g., partial bleaching and sedimentary mixing), that may otherwise be
masked by the averaging effects of multi-grain analysis. In this chapter it will be shown
that, for these particular known-age loess samples, De estimation of individual grains is
preferred over multi-grain aliquots, not due to partial bleaching or post-depositional
mixing, but mainly because of variability in single-grain luminescence behaviours and
signal intensity. For instance, in Chapter 2, Section 2.5.2, it was shown that, as a general
trend, the majority (65%) of quartz grains produced negligible OSL intensities (i.e., <3
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S.D. from background), while a small proportion (<1.5%) produced >500 counts per 0.3
s (Table 2.6) in response to a test-dose of 16.5 Gy, and that these findings applied to all
samples measured. During the course of single-grain analysis, it was found that a lot of
grains produced OSL signals that had unwanted behaviours, such as recuperation and
early onset of saturation (low D0 values), and that these would contribute significantly
to multi-grain De estimations because many of these grains had significantly higher
signal intensities in comparison to the majority of grains. In this chapter, the
implications of these behavioural trends are discussed in relation to the effects they have
on the accuracy of the single-grain and multi-grain OSL ages. More explicitly, it is
demonstrated that single-grain OSL dating is essential to exclude aberrant grains that
would otherwise be included in multi-grain single-aliquot OSL measurements.
This chapter represents the first part of a broader OSL dating study of deposits
bracketing known-age tephras in eastern Beringia. It will present findings obtained from
single-grain and multi-grain OSL dating performed on perennially-frozen deposits
bracketing the Dawson tephra at Quartz Creek, Klondike district in the western Yukon
Territory. Two samples were investigated: sample OQC8 from above the tephra, and
sample OQC1 from below the Dawson tephra. Revised radiocarbon dating of material
closely bracketing the tephra is also presented, which provides a precise and accurate
age for deposition of the Dawson tephra. The general applicability of the SAR protocol
to these perennially-frozen deposits has been described in Chapter 2 through singlegrain and multi-grain dose-recovery experiments and characterisation of their respective
OSL signals and sensitivity-corrected dose-response curves. In the present and subsequent chapters,
OSL dating of these known-age deposits will be examined further, including (i) assessment of
single- versus multi-grain dating, and (ii) an assessment of age model selection criteria needed to
obtain the correct (known) age from De distributions.

3.2

Revised radiocarbon chronologies for the Dawson tephra at Quartz Creek:
Refined age estimates and expected De value

The first age reported for the Dawson tephra was by Naeser et al. (1982), who, using the
fission-track dating method on glass, reported a maximum age of 52 ka on the basis of a
single track being present. Radiocarbon (14C) ages obtained from an in situ vegetated
surface buried by the tephra indicated that the most probable age of the Dawson tephra
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was about 25,300 14C a BP (28,700–29,500 cal. a BP) (Froese et al., 2006). Table 3.1
shows all the radiocarbon ages obtained for material bracketing Dawson tephra in
previous studies. Demuro et al. (2008) reported two additional maximum ages for the
tephra obtained from the in situ surface below the tephra at Goldbottom Creek (OxA16064 and OxA-16065), which agree with the two ages obtained by Froese et al. (2006)
for the same material (Table 3.1). Another two new ages (OxA-16062 and OxA-16063)
were also reported in Demuro et al. (2008) for plant macrofossils from a ground-squirrel
burrow inset into the Dawson tephra (Froese et al., 2002), which represent minimum
ages for tephra deposition, and are similar to the maximum ages and marginally older
than those previously reported in Froese et al. (2002) (Table 3.1). The weighted means
of the four maximum ages and of the two minimum ages (shown in bold in Table 3.1)
constrain the time of deposition of the tephra to between 25,420 ± 70 and 25,290 ± 80
14

C a BP. The 14C ages have been tentatively calibrated using the Cariaco Basin dataset

of Hughen et al. (2006) because they are beyond the radiocarbon calibration limits of
IntCal04 (Reimer et al., 2004). The calibrated 14C age estimates are presented in Table 3.1
for all samples. Bayesian analysis of the four maximum ages and two minimum ages
was carried out using OxCal v4.0.1 to refine the timing of deposition of the Dawson
tephra (Demuro et al., 2008). The Bayesian model indicates that deposition occurred
between 30,433 and 30,014 cal. a BP with 95.4 % probability (Figure 3.1). This age is
slightly older than the calibrated age of ~29,000 cal. a BP reported by Froese et al. (2006).

Figure 3.1. Probability distribution for the age of the Dawson tephra, based on
Bayesian analysis of associated calibrated radiocarbon ages.
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23,520 ± 210
23,990 ± 130
24,280 ± 130
25,270 ± 120
25,310 ± 110
25,410 ± 160
25,210 ± 260
25,510 ± 120
25,380 ± 120
25,700 ± 400
25,870 ± 190
21,880 ± 180
22,300 ± 190
24,025 ± 550
25,240 ± 140
26,180 ± 160
29,170 ± 160
29,550 ± 230

Age (14C a BP)
29,362 – 27,792
29,437 – 28,427
29,748 – 28,453
30,558 – 29,808
30,570 – 29,820
31,287 – 29,807
30,928 – 29,555
31,313 – 29,860
30,921 – 29,810
31,560 – 29,830
31,524 – 30,393
26,771 – 25,620
27,753 – 26,112
30,326 – 27,800
30,550 – 29,799
31,574 – 30, 459
34,974 – 33,356
34,219 – 33,226

Age (cal. a BP)*

δ13C
(‰)
- 25.0a
- 26.3
- 25.0
- 24.8
- 24.3
- 20.0
- 24.6
- 25.3
- 24.9
not reported
not reported
- 25.0a
- 25.0a
- 25.9
- 25.9
- 26.3
- 24.1
- 26.1
Read y Bullion Gulch
Quartz Creek
Quartz Creek
Quartz Creek
Quartz Creek
Goldbottom Creek
Goldbottom Creek
Goldbottom Creek
Goldbottom Creek
Last Chance Creek
Quartz Creek
Quartz Creek
Read y Bullion Gulch
Quartz Creek
Quartz Creek
Quartz Creek
Quartz Creek
Quartz Creek

Site

Small twigs and grass
Grass
Draba sp. seed capsule
Nest, plant remains, grass
Nest, plant remains, grass
Grass leaf
Grass leaf
Grass stem
Grass stem
Carex achenes
Seeds
Peat
Small twigs and grass
Grass bed
Peat
Plant remains, burrow
Sediment (humin)
Sediment (humic)

Dated material

Field
label

Nest A
Nest B

CQC1
CQC9
CQC9

TO-6968
Beta-161238
Beta-161239
OxA-16062
OxA-16063
KIA25702
KIA25703
OxA-16064
OxA-16065
Beta-171748
Beta-210521
TO-8304
TO-6967
BGS-1755
Beta-133410
OxA-16044
OxA-16154
OxA-16317

Lab #

Above tephra
Above tephra
Above tephra
Above tephra (burrow inset into tephra)
Above tephra (burrow inset into tephra)
In situ surface below tephra
In situ surface below tephra
In situ surface below tephra
In situ surface below tephra
Below tephra
2.5 m below tephra
Below tephra
Below tephra
In situ grass bed below tephra
Below tephra
2.7 m below tephra
Immediately below tephra
Immediately below tephra

Context

Westgate et al., 2000
Froese et al., 2002
Froese et al., 2002
Demuro et al., 2008
Demuro et al., 2008
Froese et al., 2006
Froese et al., 2006
Demuro et al., 2008
Demuro et al., 2008
Zazula et al., 2003
Zazula et al., 2006c
Froese et al., 2002
Westgate et al., 2000
Fraser and Burn, 1997
Froese et al., 2002
Demuro et al., 2008
Demuro et al., 2008
Demuro et al., 2008

Source

* Calibrated ages were estimated using the dataset of Hughen et al. (2006), as an internationally-ratified calibration curve does not extend beyond 26,000 cal. a BP. All values given at the 95.4% confidence interval.
a
Assumed.

Table 3.1. Radiocarbon ages from material associated with the Dawson tephra. Bold records indicate ages used to calculate time of tephra deposition.
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3.2.1

OSL sample position

Two OSL samples immediately above and below the Dawson tephra were collected at
Quartz Creek site, Klondike; these are samples OQC8 and OQC1, respectively (Figure
3.2). The samples were collected from massive silt, with no bedding structure, and
represent primary loess as described by Fraser and Burn (1997). The samples were
collected 1 m from the surface within permafrost. Based on the environmental dose
rates of the OSL samples (Table 2.12) and the revised calibrated

14

C age range for

deposition of the Dawson tephra, the expected De values for the OSL samples are ~74–
81 Gy.
OQC8

Dawson tephra

Figure 3.2. Location of OSL
samples
collected
from
immediately below (OQC1)
and above (OQC8) the Dawson
tephra at Quartz Creek,
Klondike
district,
Yukon
Territory, Canada. Hammer in
centre-right is approximately 20
cm long.

OQC1

3.3

Analysis of De distributions and age models

Experimental procedures used to obtain equivalent doses for these samples follow those
already outlined in Chapter 2. However, a key component of obtaining accurate OSL
age estimates in this, and indeed any other sedimentary contexts, is choosing
appropriate age models to derive representative burial dose estimates. The following
section provides a brief overview of the types of De distribution analytical techniques
and statistical age models that are commonly employed in sedimentary OSL dating. The
statistical approaches used to derive representative burial dose estimates in this
particular study, and elsewhere in this thesis, are then outlined, together with
justification for their use in this particular sedimentary context.

3.3.1

Overview

Recent advances in OSL instrumentation and measurement protocols have enabled the
acquisition of numerous De estimates from very small aliquots (i.e., <80 grains) or
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individual grains (Bøtter-Jensen et al., 2003; Wintle and Murray, 2006). The dose
distributions obtained from these replicate measurements provide valuable insights into
the types of pre-depositional, depositional and post-depositional processes that have
affected a given sedimentary sample. The increased resolution at the single-grain scale
of analysis usually unveils underlying structure of deposition in the dose distributions,
which can be concealed, or averaged out, when measurements are performed on aliquots
that contain an assortment of grains with different dosing and bleaching characteristics.
For example, previous studies of young fluvial samples have shown that the dose
distributions for these types of partially bleached deposits become increasingly
positively skewed as the number of grains contained on an aliquot is decreased down to
the single-grain scale of analysis (Olley et al., 1998, 1999, 2004a; Arnold et al., 2007,
2008). This pattern is mainly caused by the averaging of De values for individual grains
at the multi-grain single-aliquot level, which produces an increased uniformity of the
multi-grain De distribution (Olley et al., 1999). At the single-grain scale, the refinement
of resolution enables the separation of those grains that were well bleached prior to
deposition from those that were partially bleached. Other studies have also observed this
averaging-out effect in measurements of deposits believed to have been mixed after
deposition, showing an increase in the spread of the dose distributions due to the
presence of low (or high) De values that become apparent as the resolution is increased
to the single-grain level (Roberts et al., 1998; Bateman et al., 2003; Forrest et al., 2003;
David et al., 2007). Hence, dose distributions obtained from measurements of individual
grains of a given sample are inherently more complicated than those obtained using
multi-grain aliquots containing several tens, hundreds or even thousands of grains. In
order to obtain a representative burial dose estimate from the resultant single-grain
distribution, however, it is still necessary to (i) quantifiably assess whether a dose
distribution represents a partially bleached, post-depositionally mixed, or fully bleached
in situ sample; and (ii) apply an age model that can determine the appropriate burial De,
representative of the well-bleached and in situ (unmixed) grains only.
The causes of variation that can contribute to the observed spread of a De distribution
can be described as (i) natural or (ii) experimental sources of scatter (Galbraith et al.,
2005). Natural factors include partial bleaching (e.g., Olley et al., 1999, 2004a, 2004b);
post-depositional mixing (e.g., Roberts et al., 1998; Jacobs et al 2006a; Olley et al.,
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2006; Bateman et al., 2007; David et al., 2007); variations in microdosimetry, caused by
beta-dose heterogeneity (Olley et al., 1997; Mayya et al., 2006; Jacobs et al., 2008), and
grain-to-grain variability in luminescence behaviour in response to fixed SAR
conditions (Roberts et al., 1999; Duller et al., 2000; Jacobs et al., 2003b). Experimental
sources of scatter include those related to counting statistics and systematic instrumental
uncertainty arising from non-uniform measurement conditions applied to individual
grains or aliquots (see Chapter 2, Section 2.3.3), such as beta-source spatial nonuniformity, non-identical laboratory bleaching/irradiation conditions, and variations in
preheating and measuring conditions (Truscott et al., 2000; Thomsen et al., 2005;
Jacobs et al., 2006a).
In an optimal depositional setting, where grains have been well bleached at the time of
deposition and no mixing of grains or post-depositional disturbance of grains has
occurred, dose distributions can be expected to have log normal statistical properties
(i.e., Gaussian distributions on logarithmic scale). In such scenarios, the dose
distribution is likely to be symmetric (on a loge scale) with all De values centred about a
mean, and with the spread described by the standard deviation (i.e., 68% of the data is
within 1σ of the mean, 95% of the data is within 2σ of the mean). Galbraith et al. (1999)
proposed that, in such cases, the central age model (CAM) may be suitable to derive a
representative De estimate. This age model assumes that the log De values are not
necessarily consistent (within experimental error) with a common value but represent a
random sample drawn from a normal distribution with a mean, μ, and a standard
deviation, σSD. The CAM has two unknown parameters; the mean and the
overdispersion, σ, and these values are solved by maximum likelihood. The
overdispersion parameter (reported as a percentage) refers to the deviation of De values
above and beyond the measurement uncertainties of individual De values (arising from
counting statistics, instrument reproducibility error and dose-response curve-fitting
errors); it is indicative of the amount of ‘unaccounted for’ natural and/or experimental
variation between grains (or aliquots) in a sample.
The overdispersion parameter, obtained when applying the CAM, has been used
extensively as an indicator of the amount of spread in dose distributions and, more
specifically, to determine if a dose distribution represents a well-bleached and
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undisturbed sample (e.g., Olley et al., 2004a; Jacobs et al., 2006a; Bateman et al., 2007).
Most of these studies have used aeolian or aeolian/lacustrine samples, because in these
deposits the mode of transport, and long transportation distances, increase the chances
that the grains are directly exposed to sufficient sunlight to evict any residual stored
charge prior to deposition. Hence, the overdispersion values obtained from these studies
provide an indication of the typical range of values that might be expected in a ‘bestcase’ scenario of a well-bleached, natural sedimentary sample. The overdispersion
values obtained in these single-grain studies usually lie between 9% and 29% (e.g.,
Murray and Roberts, 1997; Roberts et al., 1998; Jacobs et al., 2003b, 2006a; Olley et al.,
2004a, 2004b; Anderson et al., 2006; Arnold et al., 2007; Petraglia et al., 2007). This
empirical range of overdispersion values is thus greater than the theoretical zero
overdispersion expected for samples that have been fully bleached at the time of
deposition, and with every grain receiving the same burial dose. Sources of scatter
contributing to the non-zero overdispersion values obtained for fully bleached samples
can arise from field beta heterogeneity and/or unaccounted experimental sources (e.g.,
Thomsen et al. 2005; Galbraith et al., 2005), although, in most cases, the exact causes of
this overdispersion are not fully understood (Lian and Roberts, 2006). Based on this
observation, a number of authors have used a threshold value of 20% to determine if a
dose distribution represents a single dose population that can be analysed using the
CAM; values of <20% are commonly evidence of sufficient bleaching at the time of
burial (Olley et al., 2004a, 2004b; Galbraith et al., 2005; Jacobs et al., 2006a; Anderson
et al., 2006). However, there is a large amount of variability in the overdispersion values
reported for well-bleached deposits. In some cases, overdispersion values as small as 01% have been reported for fully bleached samples (Olley et al., 2004a, 2004b; Arnold et
al., 2007), while other samples that are regarded as having been well-bleached at
deposition, such as barrier dune deposits, have produced overdispersion values of ~3040% (Bateman et al., 2007; Carr et al., 2007). This highlights the limitations of using an
arbitrary threshold value for all depositional environments. Such values may be better
obtained from local, modern analogues of the samples of interest or from well-bleached,
older samples in more complex sedimentary environments (e.g., Anderson et al., 2006;
Arnold et al., 2007).
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A number of quantitative approaches (other than the ‘critical overdispersion’ value of
20%) have also been developed and applied to identify more complex dose distributions
that have additional sources of natural and experimental scatter. These include the
weighted skewness score and kurtosis (Bateman et al., 2003; Bailey and Arnold, 2006;
Arnold et al., 2007; Bateman et al., 2007) and the homogeneity test (Galbraith, 2003).
Bailey and Arnold (2006) have demonstrated that a range of criteria need to be
considered collectively to derive the best burial dose estimate for any particular sample,
and this is the approach employed in this study.
Partial bleaching (among other factors) commonly causes dose distributions to become
asymmetrical and positively skewed, with long tails towards the upper end of the
distribution that can be attributed to grains with significant residual doses (Olley et al.,
1998, 1999, 2004a; Bailey and Arnold, 2006; Arnold et al., 2007). In order to obtain an
appropriate De estimate from single aliquots and single-grain datasets where partial
bleaching is thought to have occurred, various studies (Roberts et al., 1998, 1999; Olley
et al., 2004a, 2004b; Anderson et al., 2006; Bailey and Arnold 2006; Arnold et al.,
2007, 2008) have applied the minimum age model (MAM) described by Galbraith et al.
(1999). This model samples those De values that represent the most fully-bleached
grains (or aliquots) and, hence, are most likely to approximate the true burial dose of the
sample. In this model, the true log De values are a random sample from a mixed,
truncated normal distribution. Four parameters describe the minimum age model
(MAM-4): p denotes the unknown proportion of grains that were fully bleached at
deposition, γ represents the minimum log De, and σ and μ are the mean and standard
deviation of the dose distribution that is composed of the partially bleached grains.
These parameters are adjustable and computed numerically by using an optimisation
program (Galbraith et al., 1999). In some cases, the dataset is insufficient to fit the 4parameter model and a simpler model can be fitted, referred to as the 3-parameter
minimum age model (MAM-3), where γ = μ.
Post-depositional mixing, where grains are translocated through the profile after
deposition, is another source of variability that can affect dose distributions (Roberts et
al., 1998, 2000; Bateman et al., 2003; Jacobs et al., 2006a). In this instance, single-grain
measurements can highlight the presence of younger or older grains that have intruded
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the stratigraphic layer of interest, resulting in multi-modal dose distributions composed
of distinct populations of varying De (Roberts et al., 2000; Bateman et al., 2003). In
such cases, the application of statistical models to obtain the correct burial dose requires
a good understanding of the depositional history of the deposit and the expected age
(Lian and Roberts, 2006). The finite mixture model (FMM), described in detail in
Galbraith (2005), is applicable to distributions composed of discrete dose components
(Lian and Roberts, 2006). Results from this model provide information on the number
of discrete De populations, k, present in the dataset, their corresponding mean, μ, and
standard deviation, σSD, and the mixing proportions of each component, π (Roberts et
al., 2000). The FMM assumes that the individual log De values belong to a mixture of
normally distributed component populations, each with a common standard deviation,
σSD (Roberts et al., 2000). The parameters are estimated using maximum likelihood
methods (Galbraith and Green, 1990). This model has been used previously in singlegrain OSL dating studies of archaeological sites (Jacobs et al., 2006a, 2008; David et
al., 2007) and dune deposits (Bateman et al., 2007) where sediment mixing is thought to
have been a likely event. It has also been successfully tested on synthetic dose
populations created from laboratory-irradiated grains (Roberts et al., 2000; Jacobs et al.,
2006c), and to determine the mean De of the lowest dose population in glaciofluvial
deposits (Duller, 2006).

3.3.2

Approach used in this study

3.3.2.1 Statistical tests
In the present study, single-grain and multi-grain dose distributions were analysed to
determine the overdispersion parameter, calculated using the CAM, and the weighted
skewness score, to assess the likelihood that the dose distributions represent wellbleached samples. The overdispersion parameter was used as an informative tool
indicative of the amount of ‘unaccounted for’ spread in the De distribution for these
types of deposits. In this chapter and in Chapter 4, the overdispersion values obtained
for these known-age deposits will be considered in light of the ages obtained and the
type of age model required to obtain the correct age. This is to create a benchmark
specifically for the deposits studied, with the aim of deriving an appropriate ‘critical
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overdispersion value’ that can be applied to other single-grain datasets for of these types
of deposits.
The weighted skewness test was performed on log-transformed De values because a
certain degree of positive skewness should be expected for all empirical De
distributions, including those of samples that were fully bleached prior to burial and
have not been affected by post-depositional mixing (Galbraith, 2003). This is a result of
the multiplicative error properties of De distributions, in which the absolute standard
error of the individual De estimates increases with the size of the De estimate. This type
of error relationship reflects the increasing significance, in absolute terms, of certain
experimental uncertainties as De increases (e.g., instrument reproducibility errors). Such
error distributions tend to produce positively skewed distributions of De values since
they naturally cause the larger De values to scatter more than the smaller ones. This
effect is magnified further in older samples since their De values are obtained from the
non-linear (saturating exponential) portion of the dose-response curve, resulting in
amplified De scatter at the upper end of dose distribution (Murray and Funder, 2003).
The natural logs of the De values should, however, form normal distributions and
therefore should not be skewed, unless they have been affected by additional natural or
experimental sources of De scatter. This is because the standard errors of logtransformed De values equate to the relative rather than the absolute errors of the
original (non-logged) De values, which are not dependent on the magnitude of the De
estimate. In this study, the same weighted skewness score, c , (calculated in Bailey and
Arnold, 2006) was used, with the exception that here the calculation of c is done on log
De values rather than normal (un-logged) De values, as follows:
3
⎛ ⎡ ln (D ) − μ
⎤ ⎞⎟ 1
ln ( De )
e
⎜
c = ∑i =1 ⎜ wc ⎢
⎥ ⎟ n
sln ( De )
⎜ ⎢⎣
⎥⎦ ⎟⎠ ∑i =1 wc
⎝
n

where wc =

1
⎛ σ De
⎜
⎜ D
⎝ e

⎞
⎟
⎟
⎠

Eq. 3.1

where s ln ( De ) is the weighted standard deviation of the log De values, μ ln ( De ) is the
weighted mean of the log De values (both calculated using the weighting index, wc ,
representing the inverse of the relative uncertainty associated with each individual De
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value, as given in Eq. 3.1). The weighted skewness score was calculated after a 15%
overdispersion had been added, in quadrature, to the measurement error of each De
value. This is necessary because the original single-grain parent dose distributions
exhibit a certain degree of scatter related to sources other than partial bleaching, such as
beta-dose heterogeneity (Nathan et al., 2003) and unaccounted experimental sources
(Thomsen et al., 2005), as indicated by overdispersion values of >0% obtained for wellbleached natural samples. The value of 15% was chosen because (i) this represents the
amount of dose overdispersion typically reported for well-bleached and undisturbed
samples (e.g., Jacobs et al., 2003b, 2006a; Olley et al 2004a, 2004b; Galbraith et al.,
2005), and (ii) the lowest overdispersion value (obtained at the single-grain scale of
analysis) for all of the samples studied in this thesis was 17 ± 10% (sample OQC1; see
Table 3.4).
The ‘standard error of the skewness’, σ c , is used to provide an approximate test of the
statistical significance of the skewness score calculated in Eq. 3.1 (Bailey and Arnold,
2006). This is calculated as follows:

σc =

6
n

Following Bailey and Arnold (2006), the weighted skewness scores, c , (calculated
using Eq.3.1) were compared to the ±1* σ c , at the 68% confidence interval (C.I.) and
±2* σ c , at the 95% C.I. to determine if the dose distributions were significantly
positively skewed (Tabachnick and Fidell, 1996). In each case, a De distribution is
regarded as significantly positively skewed (at either 68% C.I. or 95% C.I.) if the
weighted skewness score, c , is greater than the critical skewness score

3.3.2.2 Application of age models
To obtain an appropriate De estimate representative of the burial dose of the sample, the
CAM, MAM-3 and MAM-4 were calculated for all single-grain and multi-grain De
datasets, while the FMM was applied to the single-grain data only. All age models, with
the exception of the CAM, were fitted using the S-PLUS statistical package, using the
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FMM, MAM-4 and MAM-3 programs written by Rex Galbraith. Prior to the application
of both the MAM-3 and MAM-4, a 15% overdispersion value was added, in quadrature,
to each of the individual De uncertainties. As explained previously for the weighted
skewness test, a value of 15% was chosen to account for the inherent dose
overdispersion that is typically observed in well-bleached sediments (e.g., Galbraith et
al., 2005), as well as the minimum amount of overdispersion observed in the singlegrain De distributions of the Yukon and Alaskan samples studied in this thesis.
Simulations by Van der Touw et al. (1997) indicated that the MAM-4 might be
unsuitable in cases where the degree of dispersion between individual De values is low
(σ ≤ 20%) and they also showed that the application of the MAM-4 might be
compromised in limited datasets (n<20); in such situations, the use of the MAM-3 was
recommended (Galbraith et al., 1999). These observations were supported by the
findings of Bailey and Arnold (2006) who, working on modeled De datasets, found that
the sensitivity of MAM-3 and MAM-4 to n becomes negligible once n exceeded 20. In
this study, the MAM-4 fit was assessed by observation of the maximum likelihood fits
of the four parameters. In cases where the MAM-4 fits were not appropriate (i.e., not
bell-shaped and symmetric, with sensible and well-defined profile likelihood confidence
limits at both the 68% and 95% ranges), the MAM-3 results were used instead;
inspection of the parameter fits showed that this model fitted the data more
appropriately.
In order to fit the FMM, the standard deviation (or overdispersion, σ) of each
component has to be treated as a known parameter and is specified along with the
number of components to be fitted. In order to formally decide which overdispersion
value, σ, and component number, k, best describes the dataset, the suitability of each
FMM fit can be assessed using the Bayesian Information Criterion (Schwartz, 1978),
which is calculated as:

BIC = −2 Llik + (2k n −1 ) ln (n )

Eq.3.2

where Llik is the maximum log-likelihood estimate for each FMM fit, and n is the
number of single-grain De values in the dataset. The lowest BIC score indicates which k
value (number of components) produces the most suitable parameterisation of the
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FMM. The Llik (LLIK) score has also been used previously to determine the best fit of
the FMM (Roberts et al., 2000), sometimes in combination with the BIC score (David et
al., 2007; Jacobs et al., 2008). For the LLIK score, the highest value represents the most
suitable fit. The LLIK was also considered in this study when assessing FMM fittings.
Throughout this thesis, each single-grain dataset was analysed with various
overdispersion values and, each time, the model was fitted using k=1 and k=2 components.
When 3 components were fitted, the third component was found to be redundant (over
parameterisation) in most cases.
When deciding which age model is likely to yield the most representative burial dose
estimate of a deposit, the model with the least number of parameters (e.g., CAM) should
be considered first, although it has been observed that choosing an age model solely on
statistical grounds is not sufficient (Galbraith et al., 1999, 2005; Bailey and Arnold, 2006). In
the present study, the results of these age models were considered in tandem with
knowledge about the depositional processes and evidence of the bleaching and burial
history of the deposit, as suggested by Galbraith et al. (2005) and Lian and Roberts (2006).
More importantly, for the samples studied in this chapter, the availability of independent
age control, determined by alternative dating techniques (e.g., radiocarbon dating),
provides another criterion for determining which age model produces the most accurate
age estimate. The weighted skewness test and CAM results (e.g., overdispersion) were also
used to assess the suitability of the chosen age model, as these are indicators of
normality and spread in the dose distribution. It is acknowledged that age models should
be applied and considered with the depositional history of the sample in mind and, if
possible, the most appropriate De should be selected taking into account the De distributions
and ages obtained from stratigraphically adjacent samples. For example, the MAM-3 and
MAM-4 provide estimates of the minimum age of the deposits and should be applied to
partially bleached deposits only, whereas the FMM gives an indication of the whether the
spread in De can be explained by the presence of distinct De populations in the dataset.

3.3.2.3 Graphical display of De distributions
In this study, the dose distributions are presented in both histograms and radial plots.
Unlike simple histograms, radial plots take into account both the precision and relative
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error when plotting individual De values. For this reason, radial plots have been
considered more appropriate to display datasets that contain De values with widely
varying uncertainties (Galbraith et al., 1999; Feathers, 2003; Lian and Roberts, 2006).
Radial plots were first applied to fission-track data and described by Galbraith (1988,
1990). They have since been used extensively in optical dating studies to illustrate the
De distributions of both multi-grain and single-grain datasets (e.g., Roberts et al., 1999;
Yoshida et al., 2000; Jacobs et al., 2003a, 2003b; Olley et al., 2004a, 2004b; Feathers et
al., 2006; Duller, 2006; Rodnight et al., 2005, 2006). In radial plots, the log De values are
plotted against their precision and the relative error on the x-axis, with an arc of a circle on the
right-hand side of the plot showing the log dose of each De value. In this way, De values
plotting furthest to the right are those that have highest precision, while those on the left have
lower precisions (larger relative errors). Another advantage of radial plots is that a 95% C.I.
bar can be drawn to encompass values that agree with a common dose and, thus, allow the
identification of non-lognormal distributions. Such De distributions spread far more widely
than can be accounted for by measurement errors alone, and can be observed in both
heterogeneously bleached samples and in samples with multiple dose populations.

3.4
3.4.1

OSL results: Multi-grain versus single-grain chronologies
Multi-grain De distributions and ages

The multi-grain De distributions, shown on a log scale, and the radial plots obtained for
the sample below the tephra (OQC1) are shown in Figure 3.3. The corresponding
statistics for overdispersion, log-skewness, the CAM, MAM-3 and MAM-4 De
estimates, and the corresponding ages are shown in Table 3.2. For this sample, it can be
observed that the range of the De distribution varies widely, depending on aliquot size.
The range in De increases as the number of grains in the aliquot decreases (Figure 3.3).
This is reflected in the overdispersion values, which increase with decreasing aliquot
size. The ~80-grain aliquots produced the highest overdispersion value of 44 ± 7%
(Table 3.2). None of the multi-grain dose distributions are significantly positively
skewed at the 68% C.I. and all three aliquot sizes have overdispersion values of <44%.
Given the lack of significant skewness, the CAM was used to calculate a mean De
estimate. The ages obtained from all three multi-grain aliquot sizes of sample OQC1
significantly underestimate the expected age of the deposit: the ~80-grain, ~800-grain and
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~4400-grain aliquots yield CAM ages of 11.1 ± 1.1 ka, 20 ± 2 and 19.5 ± 1.3 ka, respectively
(Table 3.2).
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Figure 3.3. Multi-grain De distributions obtained for various aliquot sizes of sample OQC1. The
corresponding mean De and overdispersion values are listed in Table 3.2.
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The multi-grain results obtained for ~80-grain aliquots of sample OQC8, located above
the Dawson tephra, are shown in Table 3.2. The histogram (on a log scale) and radial
plot for the multi-grain De values of this sample are shown in Figure 3.4a-b. The multigrain De dataset for this sample is not significantly positively skewed at the 68% C.I.,
but the overdispersion value is 49 ± 7%, and the spread of the De values is large
(ranging from 15 to 85 Gy) (Figure 3.4a); these results are similar to those for sample
OQC1 for this aliquot size (Figure 3.3a). The ~80-grain aliquots of OQC8 produced a
CAM De of 30 ± 3 Gy and an age of 12.7 ± 1.3 ka. As with sample OQC1, the multigrain age estimate obtained for this sample significantly underestimates the expected
age of the Dawson tephra (i.e., ~30 ka). If the datasets were analysed using the MAM,
the ages of these two samples would be ~7 ka, producing an even more severe age
underestimation (Table 3.2).
To illustrate the level of inter-aliquot variability found in these samples, data for three
of the ~80-grain aliquots of sample OQC8, measured using the SAR procedure, are
shown in Figure 3.5. The CW-OSL decay curves of the natural and regenerative-dose
(30 Gy) OSL signals from each aliquot are shown in Figure 3.5a,c,e. The
corresponding dose-response curves differ substantially in shape (Figure 3.5b,d,f). One
aliquot has a saturating exponential growth curve with a low characteristic saturation
dose (D0 value of ~26 Gy), another has a saturating-exponential-plus-linear growth
curve that extends beyond 150 Gy, while the third aliquot has a peculiar type of doseresponse curve, consisting of a distinct, but undetermined, bend in the low-dose region,
followed by linear growth beyond 150 Gy. Despite this variability in the dose-response
curves, the corresponding CW-OSL decay curves are very similar in terms of their
shape. None of the three aliquots produced luminescence during the IR bleach given
before OSL measurement. The only readily identifiable difference between the 3
aliquots is the initial OSL intensity measured after laboratory irradiation. However, no
relationship was found between the De values and initial intensities of the natural testdose OSL signals, when these were plotted for all aliquots accepted for final De
estimation (Figure 3.5g). Even for the latter, the signals were uniformly dim, yielding
only a few hundred counts after a 15 Gy test-dose. These examples show that the
aliquots of these samples have dim signals and that they produce widely varying
sensitivity-corrected dose-response curves.
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0.46

1.41
0.56
0.46

Critical
skewness
68% C.I.

0.92

2.83
1.12
0.93

Critical
skewness
95% C.I.

30 ± 3

49 ± 3
49 ± 5
28 ± 3

CAM
D e (Gy)

15 ± 2

48 ± 7
31 ± 5
16 ± 2

MAM-3
De (Gy)

17.9 ± 1.7

31 ± 10
18 ± 4

MAM-4
De (Gy)

12.7 ± 1.3

19.5 ± 1.3
20 ± 2
11.1 ± 1.1

CAM
Age (ka)

6.4 ± 1.0

19 ± 3
12.2 ± 1.9
6.1 ± 0.9

MAM-3
Age (ka)

De distribution significantly positively skewed at 68% C.I. (or 95% C.I.) if the weighted skewness value is greater than the critical skewness value.

-0.27

-0.08
0.08
-0.12

Weighted
skewness
value a

7.6 ± 0.8

12 ± 4
7.0 ± 1.4

MAM-4
Age (ka)

Table 3.2. Multi-grain OSL results for samples OQC1and OQC8, SAR conditions include an IR bleach at 50ºC and blue LEDs set to deliver ~36 mW/cm2 (90%
power). Numbers in bold indicate the accepted age model and age according to the weighted skewness test results.

a

90% LED power, IR at 50ºC
~80
48 / 28
49 ± 7

OQC8

Overdis
-persion
(%)

90% LED power, IR at 50ºC
~4400
3/3
6 ±6
~800
24 / 19
36 ± 8
~80
48 / 28
44 ± 7

Nº of
aliquots
measured
/ accepted

OQC1

Sample

Nº of grains
per aliquot
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0.44
0.65

1.41
0.46
0.45

Critical
skewness
68% C.I.

0.88
1.31

2.83
0.93
0.91

Critical
skewness
95% C.I.

40 ± 4
41 ± 8

65 ± 11
52 ± 4
63 ± 9

CAM
D e (Gy)

22 ± 4
15 ± 4

50 ± 13
39 ± 6
24 ± 4

MAM-3
De (Gy)

26 ± 3.
16 ± 3

42 ± 5
25 ± 6

MAM-4
De (Gy)

16.8 ± 1.7
17 ± 3

26 ± 4
20.6 ± 1.7
25 ± 4

CAM
Age (ka)

9.1 ± 1.5
6.4 ± 1.6

20 ± 5
15 ± 2
9.4 ± 1.6

MAM-3
Age (ka)

De distribution significantly positively skewed at 68% C.I. (or 95% C.I.) if the weighted skewness value is greater than the critical skewness value.

0.31
0.05

-0.06
0.03
0.63

Weighted
skewness
value a

11.0 ± 1.2
6.5 ± 1.4

17 ± 2
10 ± 2

MAM-4
Age (ka)

Table 3.3. Multi-grain OSL results for samples OQC1and OQC8, SAR conditions include an IR bleach at 125ºC and blue LEDs set to deliver ~8 mW/cm2 (20%
power). Numbers in bold indicate the accepted age model and age according to the weighted skewness test results.

a

20% LED power, IR at 125ºC
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43 / 31
54 ± 8
~80
48 / 14
70 ± 15
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Overdis
-persion
(%)

20% LED power, IR at 125ºC
~4400
3/3
26 ± 13
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34 / 28
31 ± 7
~80
59 / 34
67 ± 10
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Figure 3.4. Multi-grain OSL De distributions obtained for various aliquot sizes of sample OQC8.
The SAR conditions used in (a) and (b) are blue LEDs set at 90% power and an IR bleach at 50ºC.
In (c-f) the SAR conditions are blue LEDs set at 20% power and an IR bleach at 125ºC. The
corresponding mean De and overdispersion values are shown in Table 3.2 and Table 3.3.
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Figure 3.5. Inter-aliquot variability in the shapes of the OSL decay curves and dose-response
curves observed for 3 multi-grain aliquots of sample OQC8. (a) and (b), aliquot saturated at ~50
Gy; (c) and (d), aliquot with OSL signal that grows to >150 Gy; and (e) and (f), aliquot with a
peculiar dose-response curve. The question mark in (f) denotes the uncertainty in the position of
the sharp bend in the dose-response curve and its shape at low doses. (g) relationship between Tn
OSL signal intensity (first 0.24 s) and De value for accepted aliquots.
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Figure 3.6. Multi-grain OSL De distributions obtained for various aliquot sizes of sample OQC1,
measured with blue LEDs set at 20% power and an IR bleach at 125ºC. The corresponding mean
De and overdispersion values are shown in Table 3.3.

150

3.4.2 Varying the multi-grain SAR measurement conditions
Westgate et al. (2008) dated a loess deposit underlying the Dawson tephra at Quartz
Creek, in the Klondike using OSL on multi-grain aliquots. Their sample was collected
at the same locality as OQC1 from immediately below the Dawson tephra. They
obtained an age of 33 ± 5 ka after measuring three large aliquots containing ~4400
grains each, and using a blue LED power of 20%, which equates to ~8 mW/cm2, and an
IR bleach at 125ºC. These SAR measurement conditions differ from those used in the
present study where the blue LED power is ~36 mW/cm2 (90 %) and the IR bleach is
performed at 50ºC. Accordingly, I tested the measurement conditions used by Westgate
et al. (2008) (i.e., blue LED power of ~8 mW/m2 and IR bleach at 125ºC) on aliquots of
various sizes of samples OQC1 and OQC8 to (i) to assess the applicability of the SAR
measurement conditions used by Westgate et al. (2008); and (ii) to enable a direct
comparison with the results presented there. For samples OQC1 and OQC8 (below and
above the Dawson tephra, respectively), multi-grain aliquots consisting of ~80 or ~800
grains were measured using the SAR measurement conditions of Westgate et al. (2008).
Additionally, for sample OQC1, three ~4400-grain aliquots were measured, because this
is the aliquot size used by Westgate et al. (2008).
For sample OQC1, the ~80-grain aliquots produced the highest overdispersion value of
67 ± 10% (Table 3.3) and also the only significantly positively skewed distribution of
the log-transformed De values at the 68% C.I. (Table 3.3). Figure 3.6a-f shows the
histogram and radial plots obtained for these measurement conditions. The other two
multi-grain distributions are not significantly positively skewed and have lower
overdispersion values (<31%), the CAM was used to estimate the De from the ~800grain and ~4400-grain single-aliquot De distributions.
The ~80 and ~800-grain aliquots of sample OQC1 produced ages that still
underestimated significantly the expected age of the deposit (Table 3.3). The ~80-grain
aliquots, which had a significant positively skewed dose distribution, produced a MAM3 age of 9.4 ± 1.6 ka, while the CAM age for the ~800-grain aliquots was 20.6 ± 1.7 ka
(Table 3.3). The ~4400-grain aliquots of sample OQC1 produced a CAM age of 26 ± 4
ka (Table 3.3). For sample OQC8, the dose distributions of aliquots containing ~80 and
~800 grains were not significantly positively skewed (Figure 3.4c-f), although the
overdispersion value for the ~80-grain aliquots was high (70 ± 15%), similar to that
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observed for sample OQC1 (Table 3.3). The CAM De values for the ~80 and ~800grain aliquots of sample OQC8 were 41 ± 8 Gy and 40 ± 4.2 Gy, respectively,
corresponding to ages of 17 ± 3 ka and 16.8 ± 1.7 ka (Table 3.3).
For both samples, multi-grain aliquots measured using blue LEDs set to deliver ~36
mW/cm2 (90% power) produced lower De values and younger ages than those
stimulated using a diode power of ~8 mW/cm2 (20% power) (Table 3.2 and 3.3). The
CAM age obtained for the ~4400-grain aliquots of 26 ± 4 ka of sample OQC1 agrees (i)
at 1σ (see footnote 1) with the expected age of the Dawson tephra based on 14C dating,
and (ii) at 2σ with the age reported by Westgate et al. (2008) of 33 ± 4 ka for the same
deposit after using the same SAR conditions and aliquot size. This age estimate, like
that of Westgate et al. (2008), is based on a very small number of aliquots (only 3 De
values), and could thus change if the size of the De dataset were increased. For sample
OQC8, located above the Dawson tephra, it is difficult to determine whether these
multi-grain ages represent underestimations of the expected age of this deposit, or
whether the ages are correct because the only constraint on these ages is that they are
younger than the Dawson tephra–which they are.
Three points can be made about using the alternative SAR measurement conditions (~8
mW/cm2 blue LED and an IR bleach at 125ºC) on these samples: (i) from the results, it
is not clear whether these alternative conditions are suitable, because the ages obtained
from smaller aliquots (~80 and ~800 grains) are still an underestimate of the expected
age, and their dose distributions still show a large range of De values (with one set of De
values requiring the application of the MAM, Table 3.2). Only the very large (~4400grain) aliquots produced the correct age, but this result is based on only 3 aliquots. This
suggests that these alternative measurement conditions do not overcome the inherent
problems observed at the multi-grain scale of analysis (i.e., age underestimation); (ii)
these samples are dim, so reducing the diode power to ~8 mW/cm2 (20%) means that
1

Throughout this thesis, the consistency between two De estimates or age estimates is assessed at 1σ or
2σ by comparing (i) the absolute difference between the two values (i.e., x and y), and (ii) the squared
root of the sum of the squared absolute uncertainties of these terms, that is [(δx)2 + (δy)2]1/2. For
agreement to be statistically significant, either at 1σ or 2σ, the difference calculated from (i) must be
smaller than that calculated from (ii). For example, two samples with ages of 10 ± 2 ka and 15 ± 3 ka are
not statistically consistent at 1σ (despite the fact that their age range just overlap with each other) because the
absolute difference between the values (15 – 10 = 5) is greater than the squared root of the sum of the squared
1σ errors ((22 + 32)1/2 = 3.6). However, these two ages are statistically consistent at 2σ because the difference
between the values (5) is less than the squared root of the sum of the squared 2σ errors ((42 + 62)1/2 = 7.2).
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the signal-to-noise ratio decreases in each channel integral. To maintain adequate
counting statistics requires increasing the channel integrals, which might result in the
inclusion of slower-decaying components. But whatever the integral used, the signal-tonoise ratio will always be worse than when OSL stimulation is performed using a diode
power of ~36 mW/cm2 (90%), and this ultimately means that the relative error on the De
(and age) will be comparatively large. Given that these samples are relatively dim with
the LEDs set at ~36 mW/cm2 (90% power), decreasing the stimulation power is
especially impracticable for single grains and small aliquots, and might only be suitable
for large aliquots (~4400 grains), as used by Westgate et al. (2008); and (iii) there is the
potential for quartz to be optically stimulated by IR at raised temperatures (Spooner,
1994a; Bailey, 1998), so using a 125ºC IR bleach may not be advisable. At lower
temperatures, such as 50ºC, IRSL is observed only from feldspars and not from quartz.
These observations suggest that these alternative SAR measurement conditions are not
generally suitable for dating these deposits, especially when small aliquots are used.
Although the large aliquots resulted in an improved age estimate for the sample
underlying the tephra, the original SAR conditions are preferred for the physical reasons
listed above, and these were used to generate the data reported elsewhere in this thesis.
The reliability of all these multi-grain ages will now be questioned further by analysis of
single-grain De datasets for these particular samples.

3.4.3

Single-grain De distributions and ages

Figures 3.7a and b show the De distributions obtained for sample OQC1, plotted as a
histogram (with the x-axis displayed on a log scale) and radial plot, respectively. The
corresponding statistics for overdispersion, weighted skewness, the CAM, MAM-3 and
MAM-4 De estimates and corresponding ages are shown in Table 3.4. The single-grain
De distribution for this sample has an overdispersion of 17 ± 10% and is not
significantly positively skewed (Table 3.4). The majority of De values fall in the 80–
130 Gy range. This single-grain dataset is interpreted as representing a well-bleached
sample and the CAM was used to estimate the De value. The CAM age obtained is 34 ±
3 ka and is 15% older than the CAM ages obtained using multi-grain aliquots (Table
3.4). This age agrees stratigraphically with the independent age control of ~30 ka for the
overlying Dawson tephra.
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a

OQC8

OQC1

Sample

500 / 11

2400 / 39

measured
/ accepted

45 ± 17

17 ± 10

Overdispersion
(%)

0.97

-0.01

Weighted
skewness
a
value

0.74

0.39

Critical
skewness
68% C.I.

1.48

0.78

Critical
skewness
95% C.I.

93 ± 17

85 ± 7

CAM
De (Gy)

68 ± 17

82 ± 12

MAM-3
D e (Gy)

69 ± 12

86 ± 18-

MAM-4
D e (Gy)

39 ± 8

34 ± 3

CAM
Age (ka)

29 ± 7

33 ± 5

MAM-3
Age (ka)

29 ± 5

34 ± 7

MAM -4
Age (ka)

De distribution significantly positively skewed at 68% C.I. (or 95% C.I.) if the weighted skewness value is greater than the critical skewness value.

Comp. 1
De (Gy)

30.61
28.33
26.18
24.46

BIC

-14.11
-12.96
-11.89
-11.03

LLIK

69 ± 10
69 ± 11
69 ± 11
70 ± 13

Comp. 1
De (Gy)

78.6
78.3
77.9
77.4

Proportion (%)

214 ± 45
212 ± 49
209 ± 54
204 ± 60

Comp. 2
De (Gy)

21.4
21.7
22.1
22.6

Proportion (%)

21.92
22.56
23.33
24.16

BIC

-7.36
-7.68
-8.07
-8.48

LLIK

2 Components fitted

Overdis
-persion
(%)

103 ± 21
102 ± 20
100 ± 20
99 ± 20

1 Component fitted

Table 3.4. Single-grain OSL ages for sample OQC1and OQC8. Numbers in bold indicate the accepted age model and age according to the weighted skewness test
results.

Sample
OQC8

10%
15%
20%
25%

Table 3.5. Finite mixture model (FMM) results for single-grain quartz OSL data of sample OQC8.
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The single-grain De distribution of sample OQC8 is shown in Figures 3.8a and b,
plotted both again as a histogram and radial plot, respectively. The single-grain De
values obtained for sample OQC8 differ from those of OQC1 in that the distribution is
significantly positively skewed at the 68% C.I., although not at the 95% C.I. (Table
3.4). The overdispersion value obtained for this sample is 45 ± 17%. The single-grain
De values range between 50 Gy and 250 Gy and produce a CAM De of 93 ± 17 Gy and
an age of 39 ± 8 ka. This age is older than the expected age of the underlying Dawson
tephra, as well as the 34 ± 3 ka single-grain age obtained for the stratigraphically lower
sample (OQC1) and must, therefore, be incorrect. From Figures 3.8a and b, it can be
observed that there are two single-grain De values >200 Gy, and it appears that these
two outliers are responsible for the age overestimation. The MAM-3 and MAM-4
produce mean De values of 68 ± 17 Gy and 69 ± 12 Gy, respectively, and corresponding
ages of 29 ± 7 ka and 29 ± 5 ka (Table 3.4). Both of these ages are in accord with the
stratigraphic position of this sample.
To further investigate the significance of these two conspicuous high-De values, the
FMM was applied to the single-grain De dataset of OQC8, and the results are shown in
Table 3.5. When the FMM is fitted using only one component, the BIC score decreases
from 30.61 to 24.46 as the specified overdispersion parameter is increased from 10 to
25%, indicating an overall improvement in fitting. When a 2-component FMM is fitted
to the dataset, the BIC score increases from 21.92 to 24.16 as the specified
overdispersion score increases, although it remains consistently lower than for the
single-component FMM fitting counterparts, indicating that 2 components fit the dataset
better, regardless of the overdispersion value used. Similarly, the LLIK values for the 2component FMM fitting remain higher (–7.36 to –8.48) than the LLIK values for the 1component fitting (–14.11 to –11.03), which suggests that a 2-component FMM
produced the better fit for this De dataset. The single-component FMM result produced
a De that is slightly higher than the CAM De, and, hence, an age that is not
stratigraphically consistent with the single-grain age obtained for sample OQC1, or the
expected age of the underlying tephra. The BIC and LLIK scores indicate that the best
2-component FMM fit is obtained using an overdispersion of 10%. Importantly,
however, the De value for the lower population of the 2-component fitting remains
virtually the same as the overdispersion parameter is increased. In this instance, the
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most suitable 2-component FMM fit for sample OQC8 was considered to be the one
obtained using 15% overdispersion, since this is closer to the 16.5% overdispersion
value obtained for sample OQC1, which represents a well-bleached single De
population. Because the De distribution of sample OQC8 shows some skewness
(significant at the 68% C.I.), it was decided that the lowermost FMM population of the
two components represented the true burial age of the sample.
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Figure 3.7. Single-grain De values obtained for sample OQC1 (below Dawson tephra), shown as
histogram (with the x-axis on a log scale) (a) and as a radial plot (b). The shaded bar in (b)
represents the De obtained with the CAM.
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Figure 3.8. Single-grain De values obtained for sample OQC8 (above Dawson tephra), shown as a
histogram (with the x-axis on a log scale) (a) and as a radial plot (b). The shaded bar in (b)
represents the lower De population obtained with the FMM, while the thin line marks the De value
of the higher-dose population obtained with the FMM.
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The two populations were centred at 69 ± 11 Gy (78% of grains) and 212 ± 49 Gy (22%
of grains). Figure 3.8b shows the FMM results in a radial plot with the De values of the
two populations marked. The corresponding ages for the two populations are 29 ± 5 ka
for the younger population and 89 ± 21 ka for the older single-grain population. The
latter two grains may represent post-depositional mixed grains that have been intruded
from older material. However, this seems unlikely because the sample was collected
immediately above a 60 cm-thick tephra layer, which showed no indication of
disturbance after deposition (Figure 3.2). It seems more likely, therefore, that these two
grains were affected by other sources of natural and/or laboratory De scatter (e.g., partial
bleaching). The young FMM age agrees with those obtained with the MAM-3 and
MAM-4, and yields an age for the deposit overlying the Dawson tephra of ~29 ka,
which is in stratigraphic agreement with the single-grain age obtained for the deposit
underlying the tephra. It should be pointed out that the single-grain De dataset for
sample OQC8 contained only a limited number of values in comparison to sample
OQC1 (see footnote 2). A larger number of De values may help resolve the underlying
causes of De overestimation by the two high-dose grains in OQC8 (i.e., partial bleaching
or mixing) and provide further insights into the most appropriate age model to apply to
this dataset (i.e., MAM or FMM).

3.4.4

Summary

1) For both samples OQC1 and OQC8, the single-grain and multi-grain OSL ages are
in disagreement with each other.
2) Single-grain dating of sample OQC1 (below the Dawson tephra) produced an age of
34 ± 3 ka, which agrees with the known age of the tephra of ~30 ka. For sample
OQC8 (above the Dawson tephra), a single-grain age of 29 ± 5 ka was obtained,
also in agreement with the independent age control.
2

For the majority of samples studied in this thesis, the measured grains have either dim OSL signals or
are unsuitable for routine OSL dating (0 Gy grains, low-D0 grains, etc.), and it is difficult to obtain a large
number of De values (i.e., suitable grains) for each sample. As a result, most of the ages presented in this
thesis are based on a limited number of De values. The reliability of each single-grain age, however, is not
compromised by the low sample size, because the number of single-grain De values contributing to an age
estimate is reflected in the size of the corresponding uncertainty on the age.
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3) Analysis of the single-grain De distributions for these two known-age samples
indicates that the CAM is the most appropriate age model for De datasets that have
relatively low overdispersion values (e.g., ~16%) and are not significantly skewed
at the 68% C.I. In contrast, the FMM appears to be the most suitable age model for
samples that exhibit higher overdispersion values, multiple dose components, and
skewness scores that are significant at the 68% C.I.
4) The multi-grain ages are ~10-50% younger than the single-grain ages and are in
disagreement with the independent age control. Furthermore, these multi-grain ages
become significantly younger as the number of grains in the aliquots decreases from
~4400 grains to ~80 grains.
5) The SAR conditions and aliquot size used by Westgate et al. (2008) to date the
same loess deposit underlying the Dawson tephra were replicated here for the
sample underlying the tephra (OQC1). The age obtained using these alternative
SAR conditions is slightly younger, but in agreement at 2σ, with the age reported by
Westgate et al. (2008).

3.5

Causes of multi-grain De underestimation

Disparities between single-grain and multi-grain De values (and hence ages) within the
same sample have been reported elsewhere in the literature (e.g., Roberts et al., 1998;
Olley et al., 1999, 2004a; Jacobs et al., 2003a, 2003b; Thomas et al., 2005; Thomsen et
al., 2007; David et al., 2007). These differences have commonly been attributed to the
effect of partial bleaching or post-depositional mixing, with the averaging effect of
multi-grain De analysis resulting in multi-grain ages that overestimate the true burial age
of the sample. For the samples studied here, multi-grain De values decrease as the
number of grains present in the aliquot decreases down to ~80 grains. However, further
refinement in the resolution through De estimation based on single grains does not
follow the trend of decreasing De with increasing resolution: the single-grain central age
model De for both samples (OQC1 and OQC8) is 3 times the De obtained using ~80grain aliquots stimulated with the LEDs set to deliver ~36 mW/cm2 (90% power). In
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this study, therefore, the differences in De estimates obtained using single grains and
multi-grain aliquots is not necessarily due to the averaging effect of measuring many
poorly-bleached grains simultaneously (as would be the case for multi-grain aliquot
measurements), since the De values obtained from multi-grain aliquots are, in fact, far
lower than those obtained from single grains. One possible explanation for this multigrain age underestimation is the inclusion of aberrant grains that produce low or even
‘zero-age’ De values. During the single-grain De analysis, these grains are individually
rejected and are not included in the final single-grain De estimate. At the multi-grain
scale of analysis, however, these problematic grains cannot be identified and removed,
and, thus, they contribute to the ‘averaged out’ De value for each individual aliquot,
thereby lowering the final multi-grain De estimate for the sample.
As an alternative explanation, a number of studies have proposed that multi-grain De
underestimations may be caused by differences in the OSL signal composition between
the natural and regenerated signals of multi-grain aliquots (e.g., Murray et al, 2007). In
such instances, the laboratory-irradiated signal contains an additional ‘slow’ component
of low thermal stability, which is not present in the natural. The Slow 3 component of
Jain et al., (2003), and corresponding Slow 2 of Singarayer and Bailey (2003), is known
to have low thermal stability (lifetime of ~1 ka) and is expected to appear in the
laboratory-irradiated OSL signals only. However, because this is a slow-decaying
component, appearing later in the decay curve, it is not expected to fully contaminate
the ‘fast’-dominated initial signal; indeed, this component may be largely, or
completely, removed from the net OSL signal via the ‘late light’ background subtraction
method used in the SAR procedure.
As a further alternative, it has been suggested by Bailey (2009) that the medium
component, although having a thermal stability comparable to that of the fast
component (Singarayer and Bailey, 2003), could either suffer from anomalous fading
or, in fact, there could be a number of ‘medium’ components present in different
samples, each with different thermal stability properties that are currently unknown. For
example, Li and Li (2006a) have found that, for their Chinese aeolian samples, the
medium component was thermally unstable, and produced De values that were
significantly lower than those obtained using the fast component. In either case, age
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underestimation may result when comparing the natural OSL signal, in which the
medium/slow component has thermally faded (and is therefore absent), with a
regenerated OSL signal, in which the medium/slow component is still present because it
has not had time to fade (Murray et al., 2007).
The following sections explore these possible causes for multi-grain De underestimation
further by: (i) investigating the regenerated and natural CW-OSL signals of the accepted
~80-grain aliquots of sample OQC1 (measured with a blue LED stimulation power of
~36 mW/cm2) using component-resolved techniques; and (ii) exploring the
luminescence behaviours and signal intensities of grains that have been rejected from
the final single-grain De estimates.

3.5.1

Problematic behaviours: Multi-grain OSL signal investigations

3.5.1.1 OSL signal sensitisation and suitability of the SAR sensitivity-correction
The construction of a sensitivity-corrected dose-response curve from regenerated OSL
signals using the SAR protocol assumes that the OSL from the test-dose, used to correct
for sensitivity changes, is directly monitoring the sensitivity changes of the previous
regenerated OSL signals. For the SAR protocol to be applicable, therefore, the
relationship between the OSL signal from the test-dose and the OSL signal from the
regenerative-dose must be linear (Murray and Wintle, 2000). As described in Section
2.3.1, the recycling ratio serves as an indicator of whether the test-dose is correcting for
sensitivity change appropriately during the SAR measurement sequence. A range of
tests of SAR suitability have already been undertaken on these samples in Chapter 2,
and these show the general suitability of the SAR protocol to recover a known dose, but
one aspect that was not investigated is the sensitisation characteristics of these samples
— in particular, whether different components of the OSL signal sensitise differently,
and whether the Tx signal is adequately monitoring and correcting for any sensitivity
changes that might occur in the Lx signal. These behavioural trends related to sensitivity
change and inadequate correction could be one source of systematic error in the multigrain De estimates and could account for age underestimation. These issues are
investigated further in the following section.
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To check whether there is proportionality between the regenerative-dose (Lx) and testdose (Tx) signals, the SAR sequence was applied using a fixed dose for both Lx and Tx
and keeping the measurement conditions (e.g., preheat temperature) constant. This was
done to determine the amount of sensitisation experienced by these samples during the
SAR cycle. These measurements were performed on a freshly prepared ~800-grain
aliquot of sample OQC1. The measurements were repeated for 9 cycles using a
regenerative-dose of 40 Gy, a regenerative-dose preheat of 240ºC for 10 s, a test-dose of
20 Gy, and a test-dose preheat of 220ºC for 10 s. The OSL signals were measured at
125ºC and an IR bleach at 50ºC was applied prior to each OSL measurement. The Lx net
OSL signal was plotted against the Tx net OSL signal calculated from the first 1.6 s of
stimulation, with a ‘late-light’ background count (calculated from the final 16 s of
stimulation) subtracted.
Results show that the sensitivity change is proportional between the two signals (Figure
3.9a), as the paired Lx and Tx data points are consistent with a line passing close to the
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origin (y-intercept = -52 counts). Furthermore, the Lx and Tx OSL signals sensitise
equally with successive cycles (Figure 3.9b). Previous studies have also found that,
although proportionality between Lx and Tx may be present, the resulting linear
relationship does not necessarily have a zero intercept (Bailey 2000, Armitage et al.,
2000, Jacobs et al., 2003a). In Figure 3.9c, the Lx/Tx values are plotted against cycle
number showing that the fixed-dose point can be consistently reproduced throughout the
repeat-dose measurement sequence. This indicates that the sensitivity changes
experienced by this multi-grain aliquot have been adequately monitored and corrected
for by the test-dose OSL response.
The signals were investigated further using CW-OSL component fitting (using Eq.2.6)
in order to determine (i) the extent of sensitisation of different components present in
the regenerative-dose and test-dose CW-OSL signals; and (ii) if the sensitisation of
different components is comparable between the Lx and Tx signals. It was found that
both the Lx and Tx OSL signals were composed of a fast component and a medium
component, determined by observing the relative b values. Figure 3.10a and Figure
3.10b show the fast and medium signals obtained for the 1st cycle and 9th cycle for the
Lx and Tx OSL signals, respectively. It can be observed that both the fast and medium
components have sensitised after 9 cycles in both the Lx and Tx signals. Figure 3.10c
and Figure 3.10d show the sensitisation of each component in each cycle for the Lx and
Tx OSL signals, respectively. The sensitisation was calculated from the sum of the first
1.6 s of signal, normalised to the first cycle. It is interesting to note that the fast
component and the 110ºC TL peak sensitise equally (~40%) in both the Lx and Tx OSL
signals, indicating that the OSL component-stripping is not producing any systematic
bias, as the two signals are known to be closely related (Murray and Roberts, 1998;
Murray and Wintle, 2000). The medium component sensitises much more than the fast
component, by a factor of 6 in both the Lx and Tx OSL signals (Figure 3.10c-d). This
explains the difference in sensitisation observed between the 110ºC TL peak and the
entire OSL signal shown in Figure 3.9b, where the OSL signal sensitises more than the
110ºC TL peak. However, despite the different degrees of sensitisation of the medium
component and the fast component for the Lx and Tx signals, the contribution of the
medium component to the total OSL signal is similar for both Lx and Tx, increasing
from 0 to ~20% (Figure 3.10e), and the sensitivity correction (Lx/Tx) produces
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normalised OSL values that agree within 10% of unity (Figure 3.9c). Finally, the
relationship between the Lx and Tx OSL for both the fast and medium components, as
well as the 110ºC TL peak, is proportional (Figure 3.10f).
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Figure 3.10. Further investigations into the OSL signal sensitisation of the ~800-grain aliquot of
sample OQC1 shown in Figure 3.8. (a-b) fast and medium components in the Lx and Tx CW-OSL
signals, respectively, for the 1st cycle and the 9th cycle. (c-d) sensitisation of the fast and medium
components and the 110ºC TL peak for the Lx and Tx, respectively, normalised to the first cycle.
(e) changes in proportion of the medium component in the total OSL signal of Lx and Tx with
successive SAR cycles. (f) Lx versus Tx plot for each component and the 110ºC TL peak.
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These results show that, although a medium component may appear in the regenerated
and test-dose OSL signals, and increase in relative size with successive measurement
cycles, the normalised OSL values (Lx/Tx), measured after the same dose has been
applied, agree with each other within 10% of unity (Figure 3.9c). This outcome is
achieved because the proportion of the medium component in the Lx and Tx signals is
similar in each cycle (Figure 3.10e). Also, in the first cycle, 5% and 0% of the initial
signal of the Lx and Tx, respectively, is due to the medium component, indicating that
this component was probably absent from the natural signal. The subsequent appearance
of a medium component in laboratory-irradiated signals can be problematic for the
application of SAR, resulting in the estimation of erroneous De values. In the next
section, the results of investigations into the components present in the natural and
regenerated OSL signals of the ~80-grain aliquots, which produced De values that were
significantly underestimated De values, are discussed.

3.5.1.2 Natural and regenerative-dose CW-OSL signal composition
For the SAR protocol to be successful the regenerated and the natural signals should be
directly comparable; that is to say, they should contain the same OSL components. To
explore the causes of the low De values obtained from multi-grain aliquots of sample
OQC1, we extracted (by mathematical fitting, using Eq.2.6) the signal components from
the natural and 180 Gy regenerative-dose CW-OSL decay curves (measured in the 5th
SAR cycle) for the ~80-grain aliquots. It was found that many of these aliquots had a
natural signal composed only of the fast component, but displayed corresponding
regenerated signals that contained an additional medium or Slow 1 component. Figure
3.11 shows two aliquots for which the natural and 180 Gy regenerated CW-OSL signals
were deconvoluted using the method described above. The natural signals are mainly
composed of a fast component that dominates the initial part of the OSL decay curve
(Figure 3.11a and c), while a medium component appears in the regenerated signals
(Figure 3.11b and d). Figure 3.11e shows a histogram of the proportion of fast
component in the first 0.96 s of the natural and regenerated signals from the 28 aliquots
used to obtain the final ~80-grain De estimate for sample OQC1.
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Figure 3.11. (a-d) Deconvoluted natural and regenerative (180 Gy) CW-OSL decay curves of two
~80-grain aliquots of sample OQC1 used for De estimation. The proportion of fast component in
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As a general trend, the aliquots shown in Figure 3.11e-f contain a higher proportion of
fast component in their natural signals compared to the regenerated signals. That is to
say, the mean proportion of the fast component, calculated from all the aliquots,
decreases by ~10% in the regenerated signal (73%) compared to the natural signal
(83%; Figure 3.11e). However, these proportions were calculated from a total signal
that includes the slower components, labeled S2+S3 in Figure 3.11a-d. Because these
are ultimately subtracted as background when calculating the net OSL counts used to
construct the dose-response curves, and would, hence, not affect the De estimates
significantly, the proportion of the fast component, in the initial 0.96 s, was also
calculated excluding the slower components (S2+S3). The results show that the fast
component is much less dominant in the regenerated signal than in the natural signal
(Figure 3.11f). Most aliquots (24 out of 28) have a natural OSL decay curve composed
solely of the fast component, but a regenerated OSL signal in which a medium or Slow
1 component appears. These results support the findings of the Lx versus Tx
experiments, where it was found that a slower component sensitised significantly with
successive SAR cycles.
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Figure 3.12. Relationship between the De values of ~80-grain aliquots of sample OQC1 and the
fast signal, expressed as a proportion of the total signal in the first 0.96 s of (a) the natural CWOSL decay, and (b) the regenerated CW-OSL decay obtained after a dose of 180 Gy. The aliquots
have been categorised according to the types of component present in the regenerated signals. Four
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dominated by the fast component.
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To investigate whether the appearance of extra components in the regenerated OSL
signal caused the De underestimation, we attempted to develop a rejection criterion to
eliminate aliquots in which the medium or Slow 1 components appeared in larger
proportions in the regenerated signals, and to then determine whether the resulting De
was closer to the expected De. This was deemed necessary because the presence of these
additional components may result in a dose-response curve that is ‘artificially’
steepened relative to the sensitivity-corrected natural signal, hence, producing an
underestimate of the true De value. Our analysis revealed three types of aliquots: (1)
those with fast and Slow 1 components in the regenerated signal, and only a fast
component in the natural signal (n=10); (2) those containing fast and medium
components in the regenerated signal, and only a fast component in the natural signal
(n=12); and (3) ‘ideal’ aliquots consisting of only the fast component in both the natural
and regenerated signals (n=2). Aliquots were categorised according to the type and
proportion of components present in the regenerated CW-OSL signal. For each aliquot,
the ratio of the fast to the total signal was calculated using the data collected in the first
0.96 s of the CW-OSL from both the natural and regenerated signals. This ratio was
plotted against the corresponding De for the aliquot, and the relationship examined for
any systematic differences between the three categories of aliquot (Figure 3.12a-b). For
each category, there is a positive relationship between the proportion of the fast
component in the natural signal and the De (Figure 3.12a). Also, the two aliquots that
produced De values in agreement with the expected value (~74-81 Gy) have natural and
regenerated OSL signals composed solely of the fast component (Figure 3.12a-b).
However, the relationships revealed by this analysis are not clear enough to enable
rejection of all low De values (i.e., those that significantly underestimate the expected
(known-age) De of ~74-81 Gy) solely on the basis of the type and proportion of
components present. That is, even aliquots with >90% of the total natural OSL arising
from the fast component yielded De values of <40 Gy (Figure 3.12a). In the regenerated
signal, there is no relationship between the proportions of the fast component and the De
estimates of individual aliquots (Figure 3.12b). For instance, aliquots yielding the
highest De values of ~70 Gy displayed both low (~55%) and high (~90%) proportions of
fast component in their regenerated OSL signals. Similarly, aliquots yielding very low
De values (<20 Gy) displayed highly variable proportions of fast component in the
regenerated signal (i.e., 50-90%). Thus, these results indicate that it is not possible to
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produce a rejection criteria based on the components present in the natural or
regenerated OSL signals.
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Figure 3.13. (a) OSL decay curve for a 15 Gy test dose measured on an 80-grain aliquot of sample
OQC8, showing the ultrafast, fast, medium and S2+S3 components. (b) corresponding doseresponse curve for this aliquot, showing De underestimation.

In the case of sample OQC8, about half of the total number of accepted aliquots
produced De values smaller than 30 Gy (Figure 3.4a-b). During CW-OSL fitting, it was
noted that many of these aliquots had an ultrafast component in the test-dose OSL
signal, as shown in Figure 3.13a, and that this gave rise to low De values, Figure 3.13b.
The ultrafast component had a relative b value of 25 compared to that of the fast
component and was only observed if the test-dose cutheat was kept at a low temperature
(160ºC), as found by Jain et al. (2003). However, the relationship of low De values and
the presence of an ultrafast component was not observed for all aliquots measured, so
the existence of an ultrafast component cannot be used as a rejection criterion to
eliminate all De underestimates.

3.5.2

Problematic behaviours: Single-grain investigations

In order to explore further the causes of multi-grain aliquot De underestimation,
attention was paid to the grains that had been rejected during single-grain analysis.
Table 3.6 shows some summary statistics obtained for the ~2400 grains of sample
OQC1 and ~500 grains of sample OQC8 that were measured individually. For sample
OQC1, ~16% of the luminescent grains were accepted for final De estimation, indicating
that ~84% of grains producing luminescence did not pass the SAR rejection criteria.
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Also, ~24% of the grains producing luminescence were rejected because they showed
early onset of saturation, ~9% were ‘0 Gy’ grains (producing no natural OSL signal),
and ~39% of luminescent grains had very dim signals (i.e., >30% relative error on the
Tn). In sum, the majority of the ‘luminescent’ grains in this sample exhibited aberrant
behaviours that proved unsuitable for De estimation. The inclusion of such a dominant
population of problematic grains at the multi-grain scale of analysis could have
considerable potential to adversely affect the accuracy of the resultant De estimates.
Sample name
Total number of grains measured
Total number of grains with signal suitable for
construction of a dose-response curve (n)
(%)
‘0 Gy’ grains
Early onset of saturation of dose-response curves
Feldspar (contaminant grains or inclusion)
Recuperation (>5% of the natural signal)
Dim (>30% relative error on the T n signal)
Accepted grains (used for D e determination)

OQC1
2400

OQC8
500

246
(10.25)
n
22
59
18
11
97
39

27
(5.4)
n
3
5
1
0
7
11

%
8.9
24.0
7.3
4.5
39.4
15.9

%
11.1
18.5
03.7
00.0
25.9
40.7

Table 3.6. Summary statistics of single-grain OSL results for samples OQC1 and OQC8, showing
the types of grains present and their proportions.

To illustrate the degree of contamination of a multi-grain aliquot by grains that are
unsuitable for De estimation, a subset of ~900 of the ~2400 individually measured
grains of sample OQC1 (i.e., 9 single-grains discs) were used for further investigation.
These 9 single-grain discs were chosen because they contained at least one accepted
grain and a range of different types and proportions of problematic grains, and would,
therefore, be most informative in assessing multi-grain De underestimation. For this
purpose the D0 values of individual grains were calculated using a single saturatingexponential function (Eq.2.2, Chapter 2). Also, for each grain, the recuperation value
was calculated from the 0 Gy sensitivity-corrected dose point, expressed as a proportion
(%) of the sensitivity-corrected natural signal. Finally, the OSL signal intensity of the
test-dose measured after the natural (i.e., the Tn signal intensity) was calculated for each
grain by integrating the signal obtained for the initial 0.3 s of stimulation. The Tn signal
intensity was plotted against the corresponding D0 value and the recuperation value for
each of the accepted and rejected grains. The plots are shown in Figures 3.14a and b.
These figures include all accepted grains (n=26) and a portion of rejected grains (n=57)
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from the ~900 grains measured; the rejected grains had a measurable Tn signal, and
were, therefore, not rejected on the basis of being inherently dim.
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Figure 3.14. OSL signal intensity from the natural test-dose (Tn) plotted against the corresponding
D0 value (a) and recuperation value (b) for accepted and rejected grains of sample OQC1. The
data shown here are from a subset of 9 single-grain discs only (~900 grains). The dashed line in
(a) is drawn at a value of D0=20Gy.
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The plots show that many of the rejected grains have very low D0 values (~1 Gy) and
that most of them have D0 values of less than 20 Gy, as indicated by the dashed line on
Figure 3.14a. By contrast, Figure 3.15 shows the D0 distributions obtained for the
accepted and rejected grains shown in Figures 3.14a and b. This histogram plot
confirms that the majority of rejected grains (~65%) have D0 values ranging between 0
Gy and 20 Gy, while the accepted grains exhibit higher D0 values, ranging mainly
between 30 Gy and 40 Gy. Indeed, over half of the accepted grains have D0 values of
>40 Gy. Importantly, many of the rejected grains have initial Tn signal intensities higher
than 100 counts, which is higher or similar to the intensities obtained for the accepted
grains (Figure 3.14a). This finding is of particular interest, as it indicates that these
rejected grains would have contributed to the multi-grain aliquot OSL signals in equal
measure to the contribution from the accepted grains.
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Figure 3.15. Histogram showing the frequency of D0 values for rejected grains and accepted grains
of sample OQC1. These are the same data as shown in Figure 3.14a.

Two of the rejected grains in Figure 3.14a have been numbered as ‘grain 1’ and ‘grain
2’. The corresponding dose-response curves for these grains, fitted using an
exponential-plus-linear function, are shown in Figure 3.16a and c, respectively. The
calculated D0 values for the rejected grain and the accepted grain are shown on the
figures. Two types of saturating grains were found, those with D0 values of ~1 Gy and a
flat dose response, shown here by ‘grain 1’ with a D0 value of 1.4 Gy, and those that
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have a saturating signal at doses of ~15 Gy (those that plot below the dashed line in
Figure 3.14a). The accepted grain, ‘grain 2’, is an example of a grain that has not
reached saturation, with a higher D0 value of 72.4 Gy and a sensitivity-corrected natural
signal that intercepts the regenerated dose-response curve (Figure 3.16c). The decay
curves of the natural, test-dose (24.83 Gy) and regenerative-dose (49.65 Gy) OSL
signals of grain 1 and grain 2 are shown in Figure 3.16b and d, respectively. The OSL
decay curves of the saturating grain have the same shape and intensity regardless of the
dose administered, whereas those of the accepted grain increase with dose. Also, the
rejected grain is brighter than the accepted grain, regardless of the dose applied, and
would therefore overshadow the response from the accepted grain if these three grains
had been measured together on a multi-grain aliquot.
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Figure 3.16. Examples of sensitivity-corrected dose-response curves and CW-OSL decay curves
for the accepted and rejected grains labelled in Figure 3.14a.
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Figure 3.17. Examples of sensitivity-corrected dose-response curves and OSL decay curves for
grains with aberrant OSL behaviours obtained from the 9 single-grain discs of sample OQC1. (a)
grain showing early saturation as in Figure 3.16a, but with a small sensitivity-corrected natural
signal; and (b) a ‘0 Gy’ grain, which emits no natural OSL but produces luminescence after
laboratory dosing.

Another two types of grain were also found in the dataset, and are thought to affect the
composite signal at the multi-grain level. These are saturating grains with a small
sensitivity-corrected natural signal and 0 Gy grains (i.e., grains with a natural signal
indistinguishable from background). Examples of the sensitivity-corrected doseresponse and OSL decay curves for these two types of grain are shown in Figure 3.17ad. Although the OSL signals from these grains are less intense, with very weak or
absent natural signals, they produce luminescence when dosed, especially in the case of
the 0 Gy grains (Figure 3.17d). The mechanism of a significant number of such grains
on a multi-grain aliquot (~10% of the luminescent grains in samples OQC1 and OQC8
being ‘0 Gy’ grains; Table 3.6) would substantially depress the resultant De value.
Yoshida et al. (2000) described quartz grains with similar OSL behaviours in which the
natural signal is very weak (‘Class 4’ grains). They conclude that these grains can lead
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to age underestimations at the multi-grain level, but indicate that, in their samples, the
signal arising from other grains would most likely dominate the multi-grain OSL signal,
thus reducing the negative effect of these aberrant grains.

3.5.2.1 Synthetic aliquots: Investigating multi-grain De underestimation
Single-grain measurements showed that a dominant number of grains had aberrant
luminescence behaviours and that these grains had OSL signal intensities comparable to
grains that were accepted for final De estimation. To determine how each grain type
(e.g., low D0 grain) affected the De, and to determine causes of De underestimation at
the multi-grain level, ‘synthetic’ aliquots were created using the data obtained from the
9 single-grain discs (~900 grains) of sample OQC1 (also shown in Figure 3.14a and b).
Synthetic aliquots were created by summing the signals, for each Lx and Tx
measurement, in the first 0.18 s and the last 0.1 s of stimulation, the latter being
subtracted as background. The 0.18 s integration interval was chosen to represent an
average of the varied integration times used to derive single-grain De estimates (which
ranged between 0.02 s and 0.3 s). The corresponding Lx/Tx values were calculated from
these sums and a De value was obtained for each synthetic aliquot (see Chapter 2, for
details on De and error calculation). Feldspar grains were excluded by subtracting their
signals from the total sum. The following scenarios were investigated, where synthetic
aliquots were created from: (i) accepted grains on each disc only; (ii) all grains in each
single-grain disc (excluding feldspar grains); (iii) all accepted grains in a disc plus the
‘low D0’ grains; (iv) all accepted grains in a disc plus the ‘0 Gy’ grains; and, finally, (v)
all accepted grains in a disc plus the sum of the ‘dim’ grains.
Table 3.7 shows the De values obtained for each synthetic aliquot scenario. A final
CAM De and overdispersion value were calculated from all the synthetic aliquots and
these values are given in the bottom two rows. The first column of De values represents
synthetic aliquots created only from the accepted grains on each disc. The number of
grains included is shown in the adjacent column. Under this scenario, the De values
range between ~44 Gy and ~122 Gy, the CAM De is 88 ± 6 Gy and the overdispersion
is 0%. When the luminescence from all grains on each disc (excluding feldspars) is
included (scenario (ii)), the De decreases by more than 50% in some cases, with one
synthetic aliquot (disc 21) showing an order-of-magnitude decrease in De value from
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123 ± 38 Gy to 18.5 ± 1.7 Gy, the De increased slightly for 3 out of the 9 discs. The CAM
De estimate decreased to 53 ± 11 Gy and the overdispersion increased to 58 ± 16% (Table 3.7).
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Figure 3.18. De distributions as histograms and radial plots for synthetic aliquots created in (a-b)
scenario (i), all accepted grains on each disc only; (c-d) scenario (ii), all grains on each singlegrain disc (excluding feldspars).

Figures 3.18a-b and c-d illustrate the data in Table 3.7 for synthetic aliquots created
using all the grains in each disc and using the accepted grains only, respectively. When
the luminescence from all grains (excluding feldspars) on each disc is used, the spread
in De increases and lower De values of ~20 Gy appear (Figure 3.18c-d). These values
greatly underestimate the expected De for this sample. As observed previously, however, the
range in De is smaller, and the CAM De consistent with the expected De, when the
accepted grains are used exclusively (Figure 3.18a-b). The synthetic aliquots created
using all the grains on each disc confirm the results obtained from multi-grain OSL
measurements of sample OQC1, especially those obtained from ~80-grain and ~800grain aliquots (Figure 3.3a-d and Table 3.2). The multi-grain measurements had produced
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lower mean De values (28-49 Gy) and higher overdispersion values (~45%) than the
single-grain measurements, and are comparable to the values obtained for the synthetic
aliquots created using the luminescence measured from all grains on each disc (scenario (ii)).
To determine the effect of saturating grains on the De, and whether these grains
contribute significantly to the De underestimation observed at the multi-grain level, the
luminescence of grains with low D0 values was added to that of the accepted grains to
create synthetic aliquots (scenario (iii) in Table 3.7). For all discs, with the exception of
one, the De value increased after the addition of grains with early onset of saturation.
The increase in De ranged between ~1% and ~200%. The CAM De estimate increased to
128 ± 18 Gy, with an overdispersion of 34 ± 12%. It was observed that not all saturating
grains resulted in an increase in De and that, in some cases, the addition of grains with
early onset of saturation did not result in a change in De. To illustrate this, synthetic
aliquots were created by successively adding a low-D0 grain to the accepted grains in
each disc. Figure 3.19a-i shows the changes in De values for the 9 single-grain discs.
Because the grains have varying signal intensities, the cumulative Tn signal is also
plotted. In most instances, the addition of low-D0 grains causes the De to increase
slightly, as observed in 7 of the 9 synthetic aliquots. In one case, however, the De
decreases (disc 25, Figure 3.19g), while in another (disc 17, Figure 3.19e) the De
remains constant, even after the addition of 6 bright grains. It would appear, then, that
the addition of a single, low-D0 grain does not necessarily translate to an increase, or a
decrease, in De; in many instances, the De attains a steady value after the addition of a
few grains. It is possible that grains such as that shown in Figure 3.17a-b are
responsible for a decrease in De, while other type of saturating grains, such as ‘grain 2’
in Figure 3.17c-d, can cause the De to increase significantly. Overall, these results
indicate that the inclusion of a low-D0 grain is likely to increase the overall De, although
this trend is likely to be grain-dependent, with some grains resulting in a slight decrease
in De of up to ~16%. Importantly, the results indicate that the presence of these low-D0
grains is not the cause of decrease in De of >50% observed for some synthetic aliquots
in scenario (ii), when the luminescence from all grains on each disc was included.
Likewise, the low-D0 grains would appear not to be the main cause of the age
underestimation observed for multi-grain aliquots of this sample.
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Table 3.7. Results from ‘synthetic’ aliquot experiments, using the data from nine single-grain discs of sample OQC1.

b

Synthetic aliquot from accepted grains in each disc only.
Synthetic aliquot from all grains in a single-grain disc excluding feldspar grains.
c
negative values indicate decrease in De value relative to scenario (i).
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Figure 3.19. Dependence of synthetic aliquot De value created with scenario (i) (i.e., accepted
grains only) on the addition of low-D0 grains from the same single-grain disc. Also shown is the
dependence of the Tn OSL signal intensity as a function of added low-D0 grain.

The effect of 0 Gy grains on De estimation was investigated by adding the luminescence
of all the 0 Gy grains present on each disc to that of the accepted grains. Table 3.7
(scenario (iv)) shows the change in De when these grains are added. On each disc, the
number of 0 Gy grains is smaller than the other grain types (0-3 grains per disc). Yet
despite their small number, the inclusion of these grains resulted in a decrease in De for
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all aliquots. In most cases, the De decreased by more than 30%, with the biggest
decrease observed for the synthetic aliquot of disc 21, which had its De decrease by
92.7% from 123 ± 38 Gy down to 9.0 ± 0.8 Gy with the addition of three ‘0 Gy’ grains.
This disc also produced the lowest De value (~18 Gy) for the synthetic aliquot created
using all grains on the disc (Table 3.7). The De values obtained after the addition of the
0 Gy grains range between 8 Gy and 84 Gy, with a CAM De of 37 ± 11 Gy; the
overdispersion increased to its highest value of any scenario tested of 85 ± 23%. The
sole addition of 0 Gy grains resulted in a decrease in De by >50% and, unlike the effect
of low-D0 grains, these grains caused a decrease in De similar to that observed when the
luminescence from all grains was included in the De estimation. Therefore, at the multigrain level, the effect of these 0 Gy grains will be to decrease the overall De. The extent
of this decrease will depend on the OSL signal intensities of the accepted grains relative
to those of the 0 Gy grains.
A final scenario (scenario (v)) was investigated to highlight the degree of contamination
that is possible when dealing with quartz grains of low signal intensities, like those used
in this study. Many grains were rejected because their Tn signal intensities had relative
errors of >30%. These grains usually have very dim (or non-existent) signals during the
first few cycles of the SAR protocol, but produce some luminescence at higher doses
administered in the later SAR cycles. Although these signals are weak, the cumulative
effect of these should be investigated, since they have the ability to increase the OSL
intensities of the sensitivity-corrected dose points at higher doses, relative to the natural,
and hence cause the De to decrease. The signals of all dim grains in each disc were
summed and added to those of the accepted grains for each Lx and Tx. Table 3.7
(scenario (v)) shows the changes in De observed in each synthetic aliquot and the total
number of dim grains on each disc. The number of dim grains is larger in comparison to
the other grain types (4-13 grains per disc). The results indicate that in two thirds of
cases the De decreases by ~30% in the presence of these dim grains. In 3 out of the 9
synthetic aliquots, the De increases slightly, with disc 9 showing the largest increase in
De of ~26%. The De values obtained after the addition of these dim grains range
between ~44 Gy and ~114 Gy, while the CAM De decreased to 69 ± 9 Gy and the
overdispersion increased to 35 ± 11%. Because the accepted grains have relatively weak
OSL signals, the addition of many dim grains can still exert an effect on the De. The
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decrease in De for 6 out of 9 synthetic aliquots is most likely caused by these grains
having negligible signals in the natural and at low regeneration doses, but measurable
(albeit weak) signals at higher doses. It is expected that these grains contribute to the De
underestimation observed at the multi-grain level.

3.5.3

Summary

1) Investigations into the sensitisation of the multi-grain OSL signal components
reveals (i) that there is proportionality between the sensitisation of Lx and Tx OSL
signals, and (ii) that a slower component (in this case the medium component)
sensitises disproportionately with respect to the fast component and the 110ºC TL
peak. This behavioural trend does not, however, adversely affect the multi-grain De
values because the contribution of the sensitising medium component is similar for
both the Lx and Tx signals through successive SAR cycles, and the SAR sensitivitycorrection procedure adequately corrects for this progressive sensitisation.
2) Analysis of the CW-OSL signal composition of multi-grain aliquots reveals that, for
the majority of aliquots investigated (24 out of 28), the regenerated OSL signal
includes slower OSL components (either the medium or Slow 1) that are not present
in the natural signal (Figure 3.11f). However, this compositional difference alone
does not explain the age underestimation observed for these particular multi-grain
aliquots.
3) Investigations of single-grain data showed that ~80% of the luminescence arises
from grains that do not pass the rejection criteria. Many of these grains are brighter
than the accepted grains but they have aberrant luminescence behaviours (e.g., low
D0 values, Figure 3.14a, Figure 3.16a-d and Figure 3.17a-b, and ‘0 Gy’ grains,
Figure 3.17c-d).
4)

Experiments using synthetic aliquots undertaken in Section 3.5.2.1 revealed that:
(i) when the luminescence from all grains in a disc is summed, the De can be up to
85% lower than if only the accepted grains are used, resulting in De distributions for
synthetic aliquots containing all grains being comparable to those obtained for
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multi-grain aliquots, (with higher overdispersion and De underestimation than for
synthetic aliquots composed only of accepted grains); (ii) the presence of low-D0
grains is not likely to be the cause of this decrease in De, but, rather, the De will, in
most cases, tend to increase or remain constant with the addition of low-D0 grains;
(iii) the addition of ‘0 Gy’ grains caused a decrease in De in all aliquots tested, with
the largest decrease in De being of 90% (from ~123 Gy to ~9 Gy after the addition
of 3 ‘0 Gy’ grains), indicating that the presence of these grains is likely to be the
main cause of severe De underestimation at the multi-grain level; and (iv) the
presence of many dim grains can cause the De to decrease by up to ~30% and their
inclusion is likely to contribute to the De underestimation observed at the multigrain scale of analysis.

3.6
3.6.1

Discussion
Suitability of OSL dating: single-grain versus multi-grain

The multi-grain signal behaviour investigations undertaken in Section 3.5.1 reveal (i)
that there are notable differences in both the types and proportions of components
present in the natural and regenerative-dose OSL signals of these loess samples; and (ii)
that these components exhibit different degrees of sensitisation of their Lx and Tx
signals throughout the SAR sequence. Despite the presence of these complicating OSL
signal behaviours, the SAR test-dose correction procedure appears to perform
satisfactorily. Furthermore, it is not possible to reject all of the small multi-grain De
values (i.e., those which significantly underestimate the expected De of ~74-81 Gy)
solely on the basis of the type and proportion of components present in their natural and
regenerative-dose signals. Thus, while these signal-composition characteristics are
likely to exert some influence on the final multi-grain De values, they are not thought to
be the primary cause of the age underestimations observed at the multi-grain scale of
analysis. The most likely cause of the age underestimations observed in this study is the
presence of a relatively large number of aberrant grains, which are indiscriminately
incorporated into the multi-grain analysis and which dominate the summed OSL signals.
The single-grain behavioural investigations undertaken in Section 3.5.2 revealed just
how much of a problem these aberrant luminescent grains can be at the multi-grain scale
181

of analysis. The De values obtained from nine synthetic aliquots created from the total
signal from each single-grain disc produced a distribution with a similar range of De
values and overdispersion as observed at the multi-grain level. For the samples studied
here, we found that the majority (~60-85%) of individual grains that produced OSL had
aberrant luminescence behaviours (Table 3.6), several of which would promote De
underestimation (e.g., certain grains with dose-response curves that show early onset of
saturation, 0 Gy grains, and also the cumulative effect of many dim grains with weak
OSL signals). These grains might have signal intensities comparable to those of the
accepted grains and, as a consequence, aliquots composed of ~80 or more grains are
very likely to include many grains with these aberrant OSL characteristics, which would
explain the De underestimates obtained from multi-grain aliquots of these samples.
For all the synthetic aliquots tested, the addition of 0 Gy grains always resulted in a
decrease in De estimate, and in some cases this decrease was considerable. It is surmised
that 0 Gy grains, if present, would cause a multi-grain aliquot De estimate to decrease
and, hence, cause De underestimation. This effect would result because 0 Gy grains do
not contribute to the natural OSL signal of a multi-grain aliquot, but do contribute to the
laboratory-irradiated OSL signals (i.e., regenerative-dose and test-dose signals). In
particular, the natural test-dose signal contains additional luminescence contributions
from 0 Gy grains that are not present in the natural signal. This has the effect of
reducing the magnitude of the sensitivity-corrected natural dose point relative to the
dose-response curve, thus resulting in a decrease in De at the multi-grain level.
An important feature of single-grain analysis is the ability to identify and reject
unsuitable grains before final De determination. Figure 3.19 shows the final single-grain
OSL ages for samples OQC1 and OQC8 (Table 3.4); these show good agreement with
the calibrated 14C ages obtained for in situ material from above and below the Dawson
tephra presented in this study (Figure 3.20 and Table 3.1) and in previous studies (e.g.,
Mangan et al., 2003; Froese et al., 2006).
In contrast, multi-grain OSL dating of samples OQC8 and OQC1 produced ages that
underestimate the expected age for these deposits. For both samples, results indicate that
both the aliquot size and stimulation power (~36 mW/cm2 or ~8 mW/cm2) affect the
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measurements. Using a stimulation power of ~36 mW/cm (90% power) produced
younger ages than with a lower blue LEDs power of ~8 mW/cm2 (20% power), and this
effect was more pronounced in small aliquots (~80 grains) (Tables 3.2 and 3.3). The
reason behind this age divergence is not clear. However, it could be related to
differences in the type and proportion of components present in the initial signal integral
used to calculate the De estimates (which was the same for both stimulation powers, i.e.,
the first 1.6 s). The detrapping probability of individual signal components will be
significantly higher for ~80-grain aliquots stimulated with blue LED powers of ~36
mW/cm2 (90% power) than for those stimulated at ~8 mW/cm2 (20%). As such, there is
an increased likelihood that the initial OSL signal integral used to calculate the De at the
~36 mW/cm2 stimulation power will contain additional contributions from slower
components. As detailed in Sections 2.5.1 and 3.5.1.1, certain slower components (e.g.,
rapidly sensitising medium component or thermally unstable Slow 3 component), if
present, may contribute unequally to the natural OSL signal and laboratory-irradiated
OSL signals of a multi-grain aliquot. The presence of such components in the initial
signal integrals of ~80-grain aliquots could, therefore, result in erroneously low De
estimations. However, it is emphasised that further investigations are needed to fully
investigate the cause of the multi-grain age disparities obtained using different blue
LED stimulation powers. The age underestimation and high overdispersion was more
pronounced in ~80-grain aliquots for both samples. At this level (~80-grain aliquots) the
effect of aberrant grains (0 Gy or dim grains) would be considerable, especially if all or
the vast majority of grains on the aliquot have unsuitable luminescence behaviours.
Large aliquots, containing ~4400 grains in the case of sample OQC1, produced an age
closer to the expected age, in particular when stimulation was performed with a power
of ~8 mW/cm2 (20%). However, this age estimate is based on only 3 aliquots and,
therefore requires additional measurements to confirm its validity.
In light of these results, the single-grain ages are used to derive the final OSL
chronologies for this known-age sedimentary sequence. The multi-grain and singlegrain OSL dating results obtained for these samples indicate that the single-grain
technique is more suitable in this particular environmental context, because it allows the
rejection of aberrant grains from the final De estimation, which have undesirable
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luminescence behaviours and cause De underestimation. Single-grain analysis is, hence,
required to isolate well-behaved grains, whose signals are overshadowed by those of
aberrant grains at the multi-grain scale of analysis.

29 ± 5 ka

14

C

OQC8

~30,433–30,014 cal. a BP

Dawson tephra

OQC1
34 ± 3 ka
Figure 3.20. Single-grain OSL ages of quartz grains extracted from loess-derived deposits
bracketing Dawson tephra at Quartz Creek, Klondike district, Yukon Territory, Canada. Also
shown, sandwiched between the two OSL samples, is the calibrated age obtained after Bayesian
analysis of 14C ages from plant material immediately below the tephra, and from burrows dug into
(post-dating) the tephra.

3.6.2

Comparison of OSL ages with 14C ages for bulk sediments

In addition to the 14C ages from macrofossils and the in situ vegetated surface outlined
in Section 3.2, Demuro et al. (2008) also reported

14

C ages for two bulk sediment

samples collected from immediately below the Dawson tephra. The calibrated age
ranges are, at the 95% confidence interval, 34,974–33,356 cal. a BP and 34,219–33,226
cal. a BP for samples OxA-16154 and OxA-16317, respectively, obtained from the
humin and humic fractions (Table 3.1). The single-grain age for sample OQC1 reported
in this thesis includes additional single-grain measurements not shown in Demuro et al.
(2008). The additional measurements have resulted in a 13% increase in the single-grain
age, from 30 ± 4 ka to 34 ± 3 ka. Demuro et al. (2008) considered that the 14C ages from
the bulk sediment samples may have been contaminated by the incorporation of ‘old’
carbon at the time of sediment deposition. The new single-grain age for sample OQC1
is statistically consistent with these bulk sediment
14

14

C ages and with slightly younger

C ages for the in situ vegetated surface buried by the tephra, although the latter ages
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remain significantly younger than humic and humin fractions extracted from the
associated bulk sediment.

3.6.3

Issues with measured water content

The environmental dose rates for samples OQC1 and OQC8 are shown in Table 2.12
(Chapter 2). The water contents used to calculate these dose rates were ‘as measured’
using the dosimetry samples and OSL tubes collected in the field. The measured values
are 11% and 14% for OQC1 and OQC8, respectively. Water content values for all other
samples collected at Quartz Creek, and at other sites in the Klondike district, are
considerably higher, ranging between 20% and 48% (Table 2.11 and 2.12). Westgate et
al. (2008) report a water content value of 30% for the sample taken from below Dawson
tephra at Quartz Creek. The two samples dated in this thesis were collected 1 m away
from the modern ground surface and had, therefore, possibly been in close proximity to
the surface for sufficient time to cause thawing of the permafrost and result in loss of
moisture through either evaporation or percolation. Hence, the measured water content
values of 11% and 14% are probably an underestimate of the long-term water content
over the full period of sample burial; the latter is more likely to be closer to ~30%
because values of 30-45% have been measured for nearby samples in the Klondike,
which were collected immediately after thawing (Table 2.11 and Table 2.12). A revised
environmental dose rate was calculated for both samples using a water content of 30%,
resulting in a change from 2.52 ± 0.08 Gy/ka to 2.11 ± 0.09 Gy/ka for sample OQC1,
and from 2.37 ± 0.08 Gy/ka to 2.05 ± 0.09 Gy/ka for sample OQC8. These revised dose
rates are comparable to the dose rate of 2.17 ± 0.12 Gy/ka reported by Westgate et al.
(2008) for the sample below the Dawson tephra at Quartz Creek.
The single-grain OSL age obtained for sample OQC1 with the revised dose rate
increases by 19%, from 34 ± 3 ka to 41 ± 3 ka, and the age of sample OQC8 increases
by 15%, from 29 ± 5 ka to 34 ± 5 ka. For sample OQC1, the new age is 35% older than
the 14C age of in situ vegetated material immediately below the Dawson tephra (Table
3.1). This age could, nonetheless, still be considered accurate, since erosion could have
removed part of the pre-existing overlying younger material prior to, or
contemporaneous with, tephra deposition. However, we cannot discount the possibility
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that the grains were not fully bleached at deposition, although the dose distribution was
not skewed and it had a low overdispersion value (~16.5%), both of which suggest that
this sample was most likely fully bleached at the time of burial. For the sample above
the tephra (OQC8), the new age (34 ± 5 ka) is 12% older that the age of 30,558–29,808
cal. a BP and 30,570–29,820 cal. a BP obtained from 14C dating of material immediately
above the tephra (samples OxA-16062 and OxA-16063, respectively; Table 3.1).
However, the OQC8 single-grain age is still consistent within error with the calibrated
14

C ages; taking into consideration the weak OSL signal of these grains, further

measurements may help improve the precision and accuracy of this age estimate.
Two other possibilities need to be considered to explain possible discrepancies between
the single-grain OSL ages and the mean calibrated

14

C age for the deposition of the

Dawson tephra. Firstly, the 14C ages have been calibrated tentatively using the dataset of
Hughen et al. (2006), but there is still some uncertainty over the extent of calibration
required in this time interval (i.e., beyond the IntCal04 age range of ~26,000 cal. a BP).
Secondly, the 30% water content reported in Westgate et al. (2008) for the deposit
underlying the tephra was assumed (not measured), and might be an overestimation of
the long-term water content for that sample. In which case, a water content value of
20% might be more appropriate to accommodate for long-term water content fluctuations in
samples OQC1 and OQC8, which would lead to smaller increases in the single-grain OSL
ages for these deposits and smaller deviations from the calibrated 14C ages.
The multi-grain age of 26 ± 4 ka obtained in this study, using the conditions of
Westgate et al. (2008) (Table 3.3), for the ~4400-grain aliquots of sample OQC1 would
likewise increase by 19%, to 31 ± 5 ka; this is statistically indistinguishable from the 33
± 4 ka age of Westgate et al. (2008) for the same deposit. An implication of this is that
use of a lower stimulation power (blue LEDs set to deliver ~8 mW/cm2) on large
aliquots does not necessarily result in De underestimation; the latter is still observed
when the blue LED power is set to ~36 mW/cm2 (90% power). The corresponding OSL
age increases from 19.5 ± 1.3 ka to 23.3 ± 1.7 ka, which is too young compared to the
14

C ages for the overlying tephra. This might mean that lower power results in a higher

proportion of fast component in the first few channels of stimulation than when
measurements are performed at 90% power. Although the signal-to-noise ratio will be
186

lower, the slower components that appear in the regenerated signal will have less of an
effect on the resulting De estimates. The use of different LED power settings therefore
warrants further investigation.

3.7

Conclusion

(1) Multi-grain dating of ice-rich loess-derived deposits at Quartz Creek, in the
Klondike district of the Yukon Territory, produced ages that underestimate the
expected age for these sediments. The multi-grain OSL ages became increasingly
young as the number of grains mounted on in each aliquot was decreased.
(2) Investigations of multi-grain OSL signal composition showed that, in most aliquots,
the regenerated OSL signal contains a medium or Slow 1 component that is not
present in the natural OSL signal. Furthermore, these slower-bleached components
can sensitise disproportionately with respect to the fast component.
(3) OSL investigations of individual quartz grains extracted from these deposits have
shown that the grains are generally dim, and many exhibit aberrant luminescent
behaviours. The presence of a few ‘0 Gy’ grains, and the cumulative effect of dim
grains that produce detectable luminescence only at higher doses, are thought to be
the main cause of the De underestimations and wide range of De values observed for
multi-grain aliquots of the same samples.
(4) Single-grain OSL dating provided accurate ages for the deposits bracketing the
Dawson tephra, illustrating its potential for more widespread use in Quaternary
studies across eastern Beringia – especially for deposits beyond the range of

14

C

dating, and for direct dating of frozen sediments containing genetic records of
ancient plants and animals.
(5) A possible source of inaccuracy in the single-grain OSL ages is uncertainty
associated with the long-term water content estimates. The ‘as measured’ water
content used to calculate dose rates might be an underestimate of the actual water
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content experienced by these samples during burial. The revised age, calculated
using a water content value of 30%, would result in a single-grain OSL age that is
an overestimate of the expected age for the sample underlying the Dawson tephra
(OQC1).
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Chapter 4: Multi-grain and single-grain OSL dating of
perennially-frozen loess deposits bracketing known-age
tephras from Yukon Territory, Canada: PART II – Sheep
Creek tephra-Klondike (SCt-K)

4.1

Introduction

In the known-age multi-grain and single-grain OSL dating study of Chapter 3 it was
found that multi-grain measurements produced broad De distributions and ages that
significantly underestimated the expected age of the bracketing Dawson tephra. In
contrast, single-grain OSL dating of these perennially-frozen deposits produced ages in
accordance with independent age control.
The current chapter represents the second part of this series of investigations into the
suitability of multi-grain and single-grain OSL dating of deposits bracketing known-age
tephras from the Yukon Territory. For this purpose OSL dating of deposits bracketing
the older Sheep Creek tephra-Klondike (SCt-K) was tested at two sites, (i) Ash Bend
site on the Stewart River, central Yukon Territory, where a 12 m sequence of loess
deposits contains SCt-A, SCt-K and SCt-C, and (ii) Quartz Creek, in the Klondike
district, west-central Yukon Territory. At Quartz Creek, the deposits were sampled
immediately above and below the tephra (samples OQC13 and OQC10, respectively).
At the Ash Bend site, two OSL samples (55A and 54A) were collected above the SCtK, and an additional two samples (53A and 52A) were collected from below the tephra.
The following sections will describe the results obtained using quartz OSL dating of the
deposits bracketing the SCt-K at each site. Firstly, the results obtained for the Ash Bend
samples will be described, including the shortcomings of the multi-grain OSL dating
technique, attempts at improving the multi-grain dating procedures, and an assessment
of a newly described technique for isolating the fast component. Secondly, the findings
of single-grain dating of the samples from Quartz Creek will be outlined and discussed
in relation to the expected ages of the SCt-K. Finally, the revised OSL chronologies of
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the SCt-K are presented, and placed into a broader regional palaeoenvironmental
context. The statistical analysis of dose distributions employed in this chapter are the
same as those outlined in Chapter 3 (Section 3.4.2), which includes an assessment of
overdispersion, weighted skewness on log-transformed De values and the application of
the CAM.

A

B

SCt-A
SCt-K

SCt-C

Elevation above Stewart
River in metres

Figure 4.1. Lithostratigraphy of the Ash Bend site, Yukon Territory, from Westgate et al. (2008).
Part A is as described by Hughes et al. (1987) with Units 1 and 3 representing glaciofluvial gravels
bracketing Unit 2 Reid till. Section B shows in detail the silt units overlying the glacial deposits as
described by Westgate et al. (2001) and the position of SCt-A, SCt-K and SCt-C as described by
Westgate et al. (2008), see text for description of Units 4-6.
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4.2

Description of the Ash Bend stratigraphy and sample position

Figure 4.1 shows the general lithostratigraphy at Ash Bend as described by Hughes et
al. (1987) and Westgate et al. (2001, 2005, 2008). The lower section is composed of
Units 1-3 containing glacial deposits of the Reid glaciation. Units 1 and 3 are
glaciofluvial gravels bracketing a 10 m-high Reid till deposit named Unit 2 (Figure
4.1). The overlying units are very different in character. In a channel cut found in the
downstream end of this section, silt sediments (Units 4-6) containing three tephra layers
overly the glaciofluvial gravels (Westgate et al., 2005, 2008). Unit 4 is an organic rich
silt unit containing spruce logs and pollen and faunal remains. Unit 5 contains less
organic material with reduced spruce pollen content. This unit contains the SCt-K near
its base and recent work revealed the presence of another tephra, SCt-C, underlying
SCt-K within Unit 5. Unit 6 is an inorganic bed of silts and sand with pollen from
Cyperaceae, Poaceae and Artemisia (Westgate et al., 2005). This unit contains the SCtA near its base (Westgate et al., 2005, 2008). Remains of flora and fauna have been
found in association with the silt units (Hughes et al., 1987; Westgate et al., 2005) and
detailed pollen analysis has been undertaken in these silt units by Schweger (2003).

4.2.1

OSL sample position

Four OSL samples were collected from the loess bracketing the SCt-A, SCt-K and SCtC. Samples 55A, 54A and 53A were collected from sections of massive silt representing
primary loess deposition, while sample 52A was collected from a section of
retransported loess. All samples were collected from permafrost and were not
considered to be close to the seasonally active layer. Figure 4.2 shows the stratigraphic
position of the OSL samples. Sample 55A is the uppermost sample collected 40 cm
above SCt-A. Sample 54A was collected from a loess section bracketed by a truncated
SCt-A and 1 m above SCt-K (Figure 4.2). Sample 53A was collected immediately
below SCt-K, and sample 52A from 5 m below SCt-K and immediately above SCt-C.

4.2.2

SCt-A, SCt-K and SCt-C chronology and expected ages and De

Originally, SCt had been found in various sites in central Alaska (Fairbanks, Canyon
Creek site), eastern Alaska (Lost Chicken Creek) and in central-west Yukon Territory
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(Klondike district, Sixty Mile district and Stewart River). Initial luminescence dating
work by Berger et al. (1996) was performed on loess bracketing the SCt at the Sheep
Creek mining exposure 15 km northwest of Fairbanks, central Alaska. This initial work
produced an age of ~190 ka based on thermoluminescence dating performed on
polymineral fine-grained (4-11 µm) samples. However recent compositional analysis of
SCt from various sites has revealed that the previously believed single SCt bed found
across eastern Beringia was in fact different tephras deposited at different times during
the Pleistocene, but that these had the same source and hence very similar
petrographical and chemical signatures (Westgate et al., 2008). Five versions of the SCt
have been identified. These have been named according to the site where they have
been found, namely SCt-F (Fairbanks, Alaska), SCt-CC (Canyon Creek, Alaska), SCt-C
(Christie Mine, western Yukon), SCt-K (Klondike, western Yukon) and SCt-A (Ash
Bend, western Yukon). SCt-C, SCt-K and SCt-A have a compositional relationship and
a common source at Mount Drum in the Wrangell volcanic fields (Westgate et al.,
2008). The mineralogy of SCt-CC is more similar to SCt-F, but the trace-element
content is similar to the younger SCt’s (A, K and C), while the SCt-F is distinct from
the rest. Because of the close stratigraphic proximity of SCt-A, SCt-K and SCt-C at the
Ash Bend site, Westgate et al. (2008) concluded that these three tephras must be similar
in age. OSL dating performed on samples bracketing SCt-K at the Klondike district
(Dominion Creek site) revealed that the age of the SCt-K variant was ~80 ka and not
~190 ka, as reported for the SCt-F by Berger et al. (1996) (see Table 1.1, Chapter 1).
The upper and lower samples bracketing SCt-K produced OSL ages of 64 ± 11 and 84 ±
9 ka, respectively. Fission-track dating on Dominion tephra glass shards, which occurs
immediately above SCt-K, produced an age of 82 ± 9 ka thus supporting the OSL ages
obtained on deposits bracketing the SCt-K (see Table 1.1, Chapter 1).
Assessment of OSL dating of deposits bracketing SCt-A, SCt-K and SCt-C from Ash
Bend and the deposit underlying the SCt-K at Quartz Creek (sample OQC10) will be
based on the known age of SCt-K of ~80 ka (Table 1.1, Chapter 1). Given the dose rate
obtained for sample 53A, immediately below the SCt-K, of 1.88 ± 0.13 Gy/ka (Table
2.11, Chapter 2) and the age of the tephra, the expected De for samples at Ash Bend
would be ~150 Gy. While at Quartz Creek, given the dose rate of sample OQC10 of
1.74 ± 0.08 Gy/ka, the expected De would be slightly less, ~140 Gy.
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Figure 4.2. Stratigraphic
loess section sampled at Ash
Bend containing SCt-A,
SCt-K and SCt-C and the
position of the OSL samples.

OSL dating of samples bracketing SCt-K at Ash Bend (Stewart River)
Multi-grain OSL dating results

4.3.1.1 De distributions and ages
For samples 52A, 53A, 54A and 55A, 48 ~80-grain aliquots containing 90-125 µm
quartz extracts were prepared. The aliquots were measured using the standard SAR
protocol outlined in Chapter 2 (Section 2.3, Table 2.1) for multi-grain aliquots,
performed with a blue LED power of ~36 mW/cm2 (90%). A regenerative-dose preheat
of 240ºC for 10 s and a test-dose preheat of 220ºC for 10 s were used, which were found
to be appropriate for these samples on the basis of dose recovery experiments (see
Table 2.2, Chapter 2). The rejection criteria for multi-grain aliquots outlined in Chapter
2 (Section 2.3.4) were used to reject unsuitable aliquots from further De analysis.
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Figure 4.3. De distribution and corresponding radial plots for ~80-grain aliquots of samples (a-b) 55A, (cd) 54A, and (e-f) 53A. De values obtained using the standard SAR protocol. The shaded bar in the radial
plots are centred on the ‘central age model’ De value. The histograms are plotted with the x-axis displayed
on a log scale.
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Figure 4.4. De distribution and corresponding radial plots for multi-grain aliquot De values for sample
52A using (a-b) ~80-grain aliquots and the standard SAR protocol, (c-d) ~800-grain aliquots and the
standard SAR protocol and (e-f) ~800-grain aliquots and the modified SAR protocol that includes an OSL
bleach at 260ºC at the end of each cycle. The shaded bar in the radial plots are centred on the ‘central age
model’ De value. The histograms are plotted with the x-axis displayed on a log scale.
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Sample

Depth
(m)

Nº of
grains

Measured
aliquots
/ accepted
aliquots
Overdispersion
(%)

Weighted
skewness
value e

Critical
skewness
68% C.I.

Critical
skewness
95% C.I.

CAM
De (Gy)

40 ± 9

MAM-3
De (Gy)

37 ± 14

MAM-4
De (Gy)

47 ± 8

CAM
Age (ka)

23 ± 5

MAM-3
Age (ka)

21 ± 8

MAM-4
Age (ka)

16 ± 6

82 ± 12

18 ± 4

1.36

60 ± 4
68 ± 5
50 ± 4
45 ± 8

26 ± 9

0.68

26 ± 8

22 ± 6

0.16

33 ± 8

30 ± 4

53 ± 11

108 ± 5
122 ± 6
90 ± 4
80 ± 13

49 ± 16

48 / 13

1.22
1.19
1.22
1.36

41 ± 10

~80

0.61
0.59
0.61
0.68

57 ± 6

28 ± 4
26 ± 9
5 ±2

3.8
-0.01
0.55
0.24
-0.31

1.55

25 ± 4
27 ± 5
8±2

55A
18 ± 3
22 ± 4
14 ± 4
56 ± 12

0.77

60 ± 7
63 ± 7
99 ± 10
45 ± 6
46 ± 6
26 ± 5

4.6

/ 16
/ 17
/ 16
/ 13
0.09

48 ± 6
43 ± 14
9±3

54A

18
18
18
48
27 ± 10

42 ± 7
46 ± 8
14 ± 4

~4400a
~4400b
~4400 c
~80
48 / 10

102 ± 10
106 ± 9
167 ± 14
75 ± 9
77 ± 9
43 ± 7

~80

1.41
1.41
1.48
1.31
1.19
1.36

5.8

0.70
0.70
0.74
0.65
0.59
0.68

53A

0.17
-0.34
-0.63
-0.44
-0.02
-0.66

11.0

31 ± 7
29 ± 6
18 ± 8
40 ± 8
40 ± 9
60 ± 13

52A

12/12
12/12
12/11
24 / 14
19 / 17
23 / 13

~4400a
~4400b
~4400 c
~800
~800 d
~80

a
Bulk OSL signal (Lx and Tx measurements made in SAR sequence described in Table 4.5).
b
CW-OSL fast-only signal (stripped from the bulk OSL signal in a ).
c
Fast IRSL signal (LIRSL and TIRSL measurements made in SAR sequence described in Table 4.5).
d
Modified SAR with OSL bleach (see Table 4.4).
De distribution significantly positively skewed at 68% C.I. (or 95% C.I.) if the weighted skewness value is greater than the critical skewness value.
e

Table 4.1. Ash Bend samples: multi-grain De distribution statistics, age model De estimates and corresponding ages

196

Table 4.1 shows the multi-grain aliquot OSL results obtained. Figures 4.3 and 4.4 show
the corresponding De distributions and radial plots, centred on the central age model De
estimates, for samples 53A, 54A and 55A (Figure 4.3) and sample 52A (Figure 4.4).
For all samples the De distributions have a range of ~150 Gy, from approximately 30
Gy to 200 Gy. The overdispersion values for the ~80-grain aliquots are 60 ± 13%, 27 ±
10%, 56 ± 12% and 53 ± 11% for samples 52A, 53A, 54A and 55A, respectively. These
values are higher than the 0-33% overdispersion values published for multi-grain
aliquots of fully bleached samples (e.g., Murray and Roberts, 1997; Jacobs et al., 2003a;
Arnold et al., 2007; Petraglia et al., 2007), however, they are similar to the
overdispersion values obtained for the ~80-grain aliquots of the frozen loess samples
bracketing the Dawson tephra (i.e., 44 ± 7% and 49 ± 7%), as outlined in Chapter 3
(Section 3.4.1). The weighted skewness score, obtained on log-transformed De values,
indicate that the De distributions of these four samples are not significantly positively
skewed at either the 68% or 95% C.I. (Table 4.1). The CAM produced De values of 43
± 7 Gy, 57 ± 6 Gy for samples 52A and 53A located below the SCt-K, and 80 ± 13 Gy
and 82 ± 12 Gy for samples 54A and 55A located above the tephra. The MAM-3 and
MAM-4 produced De values that, in most cases, were one half to one third the De
obtained using the CAM.
The ages for samples 52A, 53A, 54A, and 55A (lowermost to uppermost) obtained for
the ~80-grain aliquots, are 26 ± 5 ka, 30 ± 4 ka, 45 ± 8 ka and 47 ± 8 ka, respectively
(Table 4.1). Two observations can be made from these OSL age estimates, (i) they are
not stratigraphically consistent as they decrease down the profile and (ii) the ages
underestimate the expected age for deposits underlying the SCt-K by more than 50%.
For samples 54A and 55A, which are from above the SCt-K, the ages could be regarded
as adequate since these are only a minimum age estimate for a tephra known to be ~80
ka. However, for samples 52A and 53A, obtained from below the SCt-K, the ages are a
vast underestimate as these should be closer to ~80 ka and not ~30 ka.
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4.3.1.2 Behavioural problems with multi-grain aliquots: recuperation and thermal
transfer
For the four samples measured, many of the aliquots were rejected because these
produced unacceptable levels of recuperation (>5%) and in some cases the 0 Gy
sensitivity-corrected regenerated signal amounted to up to 40% of the sensitivitycorrected natural signal. Figure 4.5 shows the dose-response curves of representative
rejected and accepted ~80-grain aliquots. The aliquots shown are from sample 53A, and
include one that was rejected because of recuperation being >5%. As can be seen in
Figure 4.5b, the 0 Gy OSL decay curve of the rejected aliquot is significant and, after
sensitivity correction, amounts to 32% of the sensitivity-corrected natural. Also, Figure
4.5a shows that the dose-response curve for this aliquot does not have a zero-intercept.
On the other hand, the accepted aliquot has a ‘flat’ OSL decay curve for the 0 Gy
regenerative-dose, and a recuperation of only 4% (Figure 4.5c-d). The majority of ~80grain aliquots and ~800-grain aliquots that did not pass the SAR rejection criteria were
omitted from further analysis because they displayed unacceptably high recuperation
levels, such as that shown in Figure 4.5. These findings were also observed in dose
recovery experiments reported in Chapter 2 (Section 2.4.1) for these particular samples
and in detailed signal analysis of aliquots from sample 52A (Section 2.5.1.2). Those
results indicated that there was a high level of inter-aliquot variability, with batches of
aliquots treated with the same preheat conditions producing varied levels of
recuperation that ranged between >30% for some aliquots and <5% for others. As it was
indicated previously, this seems to be aliquot dependent and, as will be shown in the
next section, it is variability in the behaviour of individual quartz grains that is
responsible for this significant inter-aliquot scatter.
The Ash Bend samples have two major problems at the multi-grain level, (i) age
underestimation and (ii) particularly high levels of recuperation. What follows is a
series of experiments performed to (a) characterise this behaviour, (b) determine if there
are any causal links between recuperation and De underestimation, and (c) investigate
possible means (experimental and analytical) of overcoming these problems.
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Figure 4.5. Examples of dose-response curves and natural, test-dose (15 Gy) and 0 Gy regenerative-dose
OSL decay curves for two ~80-grain aliquots of sample 53A. (a) and (b) correspond to a rejected aliquot
that produced significant signal for the 0 Gy regenerative OSL decay curve, the dose-response curve does
not have a zero-intercept and has a corresponding recuperation value of 32%, (c) and (d) is of an accepted
aliquot for which the recuperation is <5%.

4.3.1.2.1 What is recuperation?
Recuperation, the OSL signal obtained with no prior dosing, is thought to arise due to
the effects of preheating, which is applied before the optical stimulation is performed.
Two forms of recuperation (or thermal transfer) exist; (i) basic transfer and (ii)
‘shallow’ trap charge transfer (Aitken, 1998). In the former mechanism of thermal
transfer, electrons that had remained in deep (hard-to-bleach) traps during sample burial
are removed during laboratory preheating and transferred to OSL traps (Aitken, 1998).
These electrons are subsequently removed from the OSL traps during the following
optical stimulation. The latter mechanism, shallow trap charge transfer, involves the
movement of electrons that have remained in the OSL traps during burial but were
transferred to shallow ‘refuge trap’ (i.e., traps with lower thermal activation energies
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than the main OSL trap, e.g., the 280oC TL trap) during OSL measurements. These
electrons are then put back into the OSL traps during preheating or storage (Aitken,
1998). This type of transfer is then regarded as ‘double transfer’, as it includes both
phototransfer and thermal transfer.

4.3.1.2.2 Ways to overcome recuperation
Murray and Wintle (2003) have suggested an experimental means of removing charge
transferred OSL signals via a modified SAR protocol. Since recuperation can arise from
charge trapped in optically-insensitive and relatively ‘shallow’ traps that is subsequently
thermally transferred into the main OSL trap during thermal treatment, an OSL reading
at elevated temperature is applied to remove these potential sources of charge build up
through the SAR cycle. This OSL bleach is applied at a temperature ~20ºC higher than
the main preheat temperature and is performed at the end of each regenerative and testdose cycle, with the aim of actively transferring and simultaneously removing this
source of charge recuperation from the main OSL trap. Results have indicated that this
modified SAR protocol reduces the level of recuperation from 7%-25% to 3% in
samples where it has been applied (Murray and Wintle, 2003). Murray and Wintle
(2003) have also suggested that recuperation does not arise from the main OSL trap. In
their study, isolation of the fast component through CW-OSL fitting showed that
recuperation of the fast component was 0% (Murray and Wintle, 2003). Other studies
have since shown that recuperation arises from slower components. Using LM-OSL,
Jain et al. (2003) showed that recuperation is absent in the fast component, but is higher
in the Slow 1 (10%), Slow 3 (~5%) and significant (80%) in the Slow 4 component.
Tsukamoto et al. (2003) found high levels of recuperation associated with the Slow 1
and medium components in quartz extracts from tephric loess deposits. The levels of
recuperation from these components also increased significantly after preheating. It has
also been suggested that the signal observed in the 0 Gy regeneration is due to a build
up of signal from slower component that have not been fully stimulated during previous
cycles (e.g., Arnold et al., 2008).
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Figure 4.6. OSL decay curves and dose response curves for six ~800-grain aliquots of sample 52A from
dose recovery tests. (left) three ‘fast aliquots’ showing rapid OSL decay curves and dose response curves
that have a zero-intercept. (right) three ‘slow aliquots’ showing slowly decaying OSL curves and doseresponse curves that do not have a zero-intercept. The OSL decay curve labelled ‘Natural’ is the surrogate
(50 Gy) laboratory dose administered for dose recovery experiments.

201

Aliquot
number

Component

CW-OSL
Absolute PIC
2
(cm )

11 ‘fast’

fast
medium
Slow 1
Slow 2
Slow 3
Slow 4

13 ‘fast’

19 ‘fast’

1 ‘slow’

-18

1

Absolute PIC
2
(cm )

Relative

1.98 x 10

-17

1

3.09 x 10

-18

0.16

1.28 x 10

-19

0.006

0.10

-21

0.0004

9.88 x 10

-21

0.0005

1.93 x 10

-17

1

2.08 x 10

-17

1

medium
Slow 1
Slow 2
Slow 3
Slow 4

2.83 x 10

-18

0.15

3.33 x 10

-18

0.16

-19

-20

1.32 x 10

0.006

3.77 x 10

0.002
1.02 x 10

-20

0.0005

fast

2.01 x 10

-17

1.92 x 10

-17

1

medium
Slow 1
Slow 2
Slow 3
Slow 4

2.97 x 10

-18

0.15

3.19 x 10

-18

0.17

-19

-20

1.27 x 10

0.007

3.31 x 10

0.002
1.00 x 10

-20

0.0005

fast

2.12 x 10

2.14 x 10

-17

1

-18

0.2
0.06
0.006

9.36 x 10

-21

0.0004

1.77 x 10

-17

1

-18

0.10
0.008

9.92 x 10

-21

0.0006

1.82 x 10

-17

1

-18

0.012
0.007

-21

0.0005

fast

fast
medium
Slow 1
Slow 2
Slow 3
Slow 4

9 ‘slow’

1.92 x 10

-17

Relative

8.19 x 10

medium
Slow 1
Slow 2
Slow 3
Slow 4
5 ‘slow’

1.88 x 10

LM-OSL (100 Gy)

fast
medium
Slow 1
Slow 2
Slow 3
Slow 4

-17

1

-18

0.2
0.06

-20

0.002

3.08 x 10
-18
1.14 x 10
6.77 x 10

1

1.46 x 10

-17

1

1.79 x 10

-18

0.10

4.95 x 10

-20

0.003

1.68 x 10

-17

1

2.13 x 10

-18

0.13

4.51 x 10

-20

0.003

4.88 x 10
-18
1.30 x 10
-19
1.26 x 10

1.87 x 10
-19
1.34 x 10

2.11 x 10
-19
1.19 x 10
9.28 x 10

Table 4.2. Absolute and relative photoionisation cross-section (PIC) values for components found in the
‘fast aliquots’ and ‘slow aliquots’. Data obtained from continuous wave (CW)-OSL measurements, PIC
values are an average of the eight regenerative-dose signals obtained during SAR (preheat treatment
varies between aliquots, see Figure 4.6). Linear modulation (LM)-OSL PIC for each component
obtained from a single measurement performed using a preheat of 240ºC for 10 s and a dose of 100 Gy.
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4.3.1.2.3 Investigations into the origins of recuperation
4.3.1.2.3.1 Component-resolved studies
In this study, further investigations of the origins of recuperation were undertaken on
~800-grain aliquots of sample 52A, which had been previously measured during the
dose recovery experiments described in Chapter 2 (Section 2.4.1.1.2), and shown in
Figure 2.5a-f. Six discs were selected, three of which show high recuperation and
slower OSL decay curve shapes (denoted ‘slow aliquots’), and three of which showed
<5% recuperation and fast decays (denoted ‘fast aliquots’). Figure 4.6 shows the dose
response curves and CW-OSL decay curves belonging to these six aliquots, with the
‘fast aliquots’ on the left and the ‘slow aliquots’ on the right. It can be observed that the
‘slow aliquots’ have slower decaying OSL signals and significant amount of OSL signal
for the 0 Gy regenerative-dose. Not all of the aliquots were treated with the same
preheat regime; the corresponding preheat temperature used is shown on the plots. It can
be seen that there is no relationship between recuperation (or slow decay) and preheat
used, although it is acknowledged that for some samples preheating to higher
temperatures (e.g., 280-300ºC) can give rise to more pronounced amounts of
recuperation (thermal transfer) (Rhodes, 2000). In order to determine which components
produced recuperation, deconvolution techniques were applied to the CW-OSL and
LM-OSL curves obtained for these aliquots. Firstly, the natural and regenerative-dose
CW-OSL decay curves of these ‘fast’ and ‘slow’ aliquots were deconvoluted using
Eq.2.7 (Chapter 2). The proportion of the fast, medium and/or Slow 1 components in the
CW-OSL signals were then calculated to determine the dominance of the fast
component in the ‘slow aliquots’ and the ‘fast aliquots’. Secondly, LM-OSL
measurements were performed on the six aliquots for 3600 s at 125ºC after
administering a dose of 100 Gy and a preheat of 240ºC for 10 s. The backgroundsubtracted LM-OSL signal of each aliquot was deconvoluted using Eq.2.6.
The components obtained during CW-OSL and LM-OSL signal stripping are shown in
Table 4.2. For the CW-OSL column, an average absolute PIC and relative PIC value
was obtained from the natural and the six regenerative-dose cycle OSL responses
(excluding the 0 Gy regeneration cycle) of each aliquot. Both the ‘slow aliquots’ and
‘fast aliquots ‘ have a fast component in their natural and regenerated signals. One of
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the ‘slow aliquots’ has both a medium and a Slow 1 component as well as a fast and a
Slow 3 component (aliquot 1). The rest of the aliquots have either a medium or a Slow 1
component, but do not contain both components simultaneously. The table shows that
both the CW-OSL and the LM-OSL measurements produced similar relative PIC values
for the initial components (fast, medium and Slow 1) for each aliquot. However, for the
slower component the CW-OSL cannot resolve properly the types of components
present and shows a Slow 3 component present in all aliquots (with the exception of
aliquot 11, which shows a Slow 4 component). The LM-OSL provides better resolution
of the components present in the late OSL signal since the stimulation times used in
these measurements are much longer (i.e. 3600 s as opposed to 100 s). With LM-OSL, it
is found that all aliquots have a Slow 2 and Slow 4 component rather than a Slow 3. It is
worth noting that the deconvoluted Slow 4 component of all these LM-OSL
measurements have a high relative PIC value of ~0.0005 compared to 0.0001 of Jain et
al. (2003) (Table 4.2). It is possible that this component is therefore a mixture of a
small Slow 3 and a large Slow 4, which cannot be fully resolved because the stimulation
time of these LM-OSL measurements is 3600 s instead of the 5000 s or 10000 s used in
Jain et al. (2003). Figure 4.7 shows the LM-OSL curve for one ‘fast aliquot’ (aliquot
13) and one ‘slow aliquot’ (aliquot 1), along with the deconvoluted components
described in Table 4.2.
The proportions of each component in the 50 Gy regenerative-dose CW-OSL decay
curves of the ‘fast aliquots and ‘slow aliquots’ are shown in Figure 4.8 on the left and
the right column, respectively. This particular regenerative-dose OSL response
represents the second regenerative and test-dose cycle of the SAR procedure. In the
‘slow aliquots’, the fast component contributes <75% of the initial OSL signal (first
channel, 0.4 s), and this proportion decreases rapidly as the medium and Slow 1
components start to dominate in the following 1.6 s of stimulation. Of the ‘slow
aliquots’, aliquot 1 has a fast component that contributes only 26% in the first 0.4 s
(Figure 4.8b), while aliquots 5 and 9 have fast component contributions of 63% and
73% in the initial signals, respectively. The 1.6 s mark is shown as a vertical dash line in
Figure 4.8 to highlight the presence of slower components in the initial portion of the
signal, which is used to construct the SAR dose-response curves. For the ‘fast aliquots’,
the contribution of the fast component to the first 0.4 s of stimulation is 94%, 90% and
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97% for aliquot 11, aliquot 13 and aliquot 19, respectively. These ‘fast aliquots’ also
exhibit a much reduced presence of slower components in the 0-1.6 s signal integral that
is used to construct the SAR dose-response curves.
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Figure 4.7. Background-subtracted LM-OSL curves for a ‘fast aliquot’ (aliquot 13) and a ‘slow
aliquot’ (aliquot 1). The components obtained after stripping are shown and correspond to those
listed in Table 4.2.
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Figure 4.8. Change in the proportion of each component during OSL stimulation, shown for the
first 20 s only. Calculated for the 50 Gy regenerative- dose OSL signal (2nd cycle) measured during
SAR dose recovery experiments. Vertical dashed line marks the 1.6 s integration used to calculate
De estimates.
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Figure 4.9. Proportion of each component in the first 0.4 s of stimulation calculated for the SAR
regenerative- dose OSL signal during dose recovery experiments. Cycle 7 represents the 0 Gy dose
point.
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The proportion of each component in the first 0.4 s of the successive SAR cycles (i.e.,
the surrogate natural and regenerative-dose cycles) is shown in Figure 4.9. This figure
shows the changes in the proportion of each component in the regenerated OSL signals
as the SAR cycle progresses. It aims to illustrate the build up and/or sensitisation of the
slower decaying components for the ‘fast aliquots’ (left) and the ‘slow aliquots’ (right).
The ‘fast aliquots’ have regenerative OSL signals that are dominated by the fast
component throughout the SAR cycle (Figure 4.9, left column). While in the ‘slow
aliquots’ the fast component dominates initially but as the SAR cycles progress the
medium and/or Slow 1 component increase to levels comparable to the fast component
(Figure 4.9, right column). These plots indicate that, in the ‘slow aliquots’ the
proportion of the medium or Slow 1 component is higher than it is in the ‘fast aliquots’,
and that this becomes more evident as the SAR cycle progresses. Also, the OSL decay
curves of the ‘fast aliquots’ have a significantly larger relative fast component compared
to ‘slow aliquots’.
These results agree with the findings of previous studies (discussed in Section
4.3.1.2.2), which indicate that there is a relationship between recuperation and the
presence of slower components in the CW-OSL signal. In these samples, the dominance
of the medium and Slow 1 components in the ‘slow aliquots’ appear to recuperate
significantly in relation to the fast component. In contrast, ‘fast aliquots’ have natural
and regenerated CW-OSL signals dominated by the fast component and exhibit
recuperation values of <5%.

4.3.1.2.3.2 Pulse annealing studies
Rhodes (2000) indicated that thermal transfer could originate from traps responsible for
less bleachable OSL components (the slow component), which are transferred into the
main OSL traps (fast component) during preheating. Elsewhere, Li et al. (2006) showed
that thermal transfer observed below 360ºC could arise from both deep and shallow
traps. In order to determine the source of the thermally transferred OSL in both the ‘fast
aliquots’ and ‘slow aliquots’, the experimental approach described in Li et al. (2006)
was performed on these six discs. The approach outlined in Li et al. (2006) involves
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bleaching the OSL signal of the aliquot by heating it to 600ºC, and then (i) applying a
dose, (100 Gy in this case), (ii) optically bleaching the signal at 125ºC for 60 s using
blue LEDs set to deliver ~36 mW/cm2 (90% power), (iii) applying a thermal cutheat
(say 200ºC for 0 s), (iv) optically bleaching the signal again at 125ºC for 60 s using blue
LEDs (90% power), and (v) repeating steps (iii) and (iv) eight times before finally
heating the aliquot to 600ºC. These cycles (i-v) are repeated at increasing cutheat
temperatures with increments of 20ºC up to 360ºC. Table 4.3 shows the steps followed
during this experiment.

Step

Treatment

1

Give dose, Di (i = 0…8 for cycle 0-cycle 8)a

2

Optical bleach at 125 ºC for 60 s

3

Cutheat to Tib

TL during ph

4

OSL measurement at 125 ºC for 60 s

Thermally transferred OSL

5

Repeat steps 3 – 4 for 8 times

6

Return to step 1

a
b

Observed

D0 = D1 = D2 = D3 = D4 = D5 = D6 = D7 = D8 = D9 = 100 Gy.
T0 = 200 ºC, T2 = 220 ºC, T3 = 240 ºC, T4 = 260 ºC, T5 = 280 ºC, T6 = 300 ºC, T7 = 320
ºC, T8 = 340 ºC, T9 = 360 ºC.

Table 4.3. Experiment steps taken to measure the thermally transferred OSL (from Li et al., 2006).

The initial and final counts of the observed OSL measurements (see Table 4.3) are
calculated by summing the signal in the first and last 2.4 s of stimulation, respectively.
The aim is to compare the initial counts to the background counts of the thermally
transferred OSL signals measured after the cutheat in step (iii) and subsequent ones of
step (v). If the 0 Gy OSL signal observed during the SAR protocol (as outlined in
Section 4.3.1.2) is due to a progressive build up of signal, then the first OSL
measurement after the cutheat (step ‘iv’) should have the same proportion of initial
counts to final counts as the subsequent thermally transferred OSL measurements (step
‘v’), since the signal will come from an underlying slow decaying component (Li et al.,
2006). However, if the 0 Gy OSL signal obtained is a thermally transferred signal, then
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the initial counts to background counts of the first post-cutheat OSL measurements, will
be higher than those measured subsequently.
Figure 4.10a shows the optical bleach measurement made after a 100 Gy dose and no
prior thermal treatment for aliquot 1 (‘slow aliquot’), together with the first, second and
third OSL signals measurements made after cutheats of 240ºC. It can be seen that the
thermally transferred OSL measurement made after the first cutheat (labelled 1st OSL
measurement in Figure 4.10a) produced a signal with an initial rapid decay (marked
with an arrow), but the subsequent OSL measurements have more constant decay rates.
Figure 4.10b shows the initial counts (first 2.4 s) plotted against final counts (last 2.4 s)
for each of the successive cutheat-OSL measurement cycles, performed using a range of
cutheat temperatures. For each different cutheat temperature tested, the first OSL
measurement cycle (labelled 1st OSL measurement in Figure 4.10a) is marked with an
arrow in Figure 4.10b-d. For the subsequent OSL measurements (2nd, 3rd, 4th, etc), the
initial to final counts fall on a straight line, whereas the 1st OSL measurement has higher
initial counts than the subsequent OSL signals (Figure 4.10b). This deviation of the 1st
OSL measurement from the line describes shallow thermal transfer (Li et al., 2006),
which arises from shallow traps via the conduction band as proposed by Rhodes (2000).
Figure 4.10c-d shows the same data as in Figure 4.10b but for the measurements made
after a cutheat of 200ºC and 260ºC. The dashed line in Figure 4.10c represents the
shallow thermal transfer for a cutheat temperature of 260ºC. Deep thermal transfer can
also be calculated from this data by comparing the deviation of the 1st OSL
measurement (made after a cutheat of 260ºC – marked with an arrow in Figure 4.10c-d)
from the line formed by the OSL measurements made at the lowest preheat temperature
(200ºC, in this case). This is illustrated in Figure 4.10d by the dashed line, which
represents the deep thermal transfer for a cutheat temperature of 260ºC.
The amount of shallow trap and deep trap thermal transfer, as well as the total thermal
transfer (i.e., the sum of the shallow and deep trap transfer), obtained at each cutheat
temperature for the ‘fast aliquots’ and ‘slow aliquots’ is shown in Figure 4.11. The right
column of this plot shows the average thermal transfer for ‘slow aliquots’ and ‘fast
aliquots’, while the left column shows the response of individual aliquots. These plots
indicate that, on average, the ‘fast aliquots’ have smaller amounts of shallow, deep and
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total thermal transfer than the ‘slow aliquots’ (Figure 4.11f). Figures 4.11a and b show
that the amount of shallow thermal transfer is highest for the 280ºC to 300ºC region.
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Figure 4.10. (a) OSL decay curve measured after a dose of 100 Gy (optical bleach), and subsequent
cutheat-OSL cycle measurements for aliquot 1 (‘slow aliquot’), using a cutheat temperature of 240ºC.
(b) Linear relationship of initial to final counts for the 2nd, 3rd, 4th, etc…OSL decay curves. The 1st
OSL signal, measured directly (thermal transfer) after the first cutheat, is marked with an arrow for
each of the different cutheat temperature experiments. (c) and (d) Same data as for (b) but for the OSL
signals measured after the 200ºC and 260ºC cutheats. Dashed lines in (c) and (d) represent shallow
trap and deep trap thermal transfer, respectively, measured for a cutheat of 260ºC.
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These results agree with those of Li et al. (2006), who found that (i) shallow trap
thermal transfer peaked at 280ºC, and shallow thermal transfer declines when samples
are heated to temperatures higher than 320ºC. This latter trend was attributed by Li et al.
(2006) to the depletion of the main OSL traps at 325ºC, which are believed to be
involved in the production of shallow trap thermal transfer together with the 325ºC TL
peak. The differences observed in Figure 4.6 between the 0 Gy OSL decay curves
obtained for the ‘fast aliquots’ and ‘slow aliquots’, which indicate that the slowdecaying aliquots have greater proportions of thermal transfer, does not translate clearly
to the amount of shallow thermal transfer observed (Figure 4.11a-b). On average, ‘slow
aliquots’ have higher shallow trap thermal transfer (Figure 4.11b). However, this
difference is not significant, as there is considerable overlap in the amount of shallow
thermal transfer obtained for individual aliquots (Figure 4.11a). It is worth mentioning
that these grains have been greatly sensitised because of all the previous SAR and LMOSL measurements, as well as additional high temperature (~600ºC) thermal
treatments, that have been performed on them. However, deep trap thermal transfer is
significantly higher in ‘slow aliquots’, especially for the 220ºC to 300ºC temperature
region (Figure 4.11c-d). In both ‘slow’ and ‘fast’ aliquots, deep trap thermal transfer
becomes higher than shallow trap thermal transfer at temperatures higher than 300ºC to
320ºC, when the main OSL traps, related to the fast and medium components are
depleted, as was also observed in Li et al. (2006). This deep trap thermal transfer is
regarded as being due to more thermally stable traps, namely the slow component of
OSL signals, which have been reported as having a higher thermal stability. The total
amount of thermal transfer is significantly higher in ‘slow aliquots’ than in the ‘fast
aliquots’ (Figure 4.11e-f). This occurs in the 200ºC to 280ºC region, which bracket the
preheat temperatures used during dose recovery experiments and SAR De
measurements. At these preheat temperatures, ‘slow aliquots’ have a total thermal
transfer of 3200 counts at 200ºC increasing up to 11000 counts at 280ºC, while in ‘fast
aliquots’ the corresponding amount of thermal transfer is 2300 counts (at 200ºC) and
increasing to 7700 counts (at 280ºC) (Figure 4.11f). In summary, ‘slow aliquots’ have
higher amounts of total thermal transfer than ‘fast aliquots’. However, this difference is
more significant for deep trap thermal transfer than for shallow trap thermal transfer
(Figure 4.11a-d).
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Figure 4.11. Absolute shallow trap, deep trap and total thermal transfer for ‘fast aliquots’ and ‘slow
aliquots’. Calculated from measurements made on annealed aliquots. The left column (a, c, e) shows the
thermal transfer responses of the individual ‘fast’ and ‘slow’ aliquots, and the right column (b, d, f) shows
the average absolute thermally transferred OSL counts obtained for the ‘fast aliquots’ and the ‘slow
aliquots’.
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4.3.1.3 Improvements in multi-grain aliquots OSL dating
In light of the findings in the previous sections, which show the occurrence of thermal
transfer in these samples, it is possible that some multi-grain De estimates may be
adversely affected by this phenomenon. To circumvent this problem, two modified SAR
protocols were tested.

4.3.1.3.1 Modified SAR with OSL bleach
The modified SAR protocol of Murray and Wintle (2003) described in the beginning of
Section 4.3.1.2.2, was applied to ~800-grain aliquots of sample 52A to determine
whether the experimental removal of recuperation via the application an OSL bleach at
the end of each regenerative and test-dose cycle improved the multi-grain De estimate
for these samples. Table 4.4 shows the modification applied to the SAR protocol.
Additionally, a second set of ~800-grain aliquots were also measured using the standard
SAR protocol to compare the differences between the protocols.

Step

Modified SAR protocol for multigrain aliquots

1a

Give dose

2

Preheat to 240ºC for 10 s

Name
Ld

Stimulate with infrared LEDs at
50ºC for 100 s at 90% power
Stimulate with blue LEDs at
125ºC for 100 s at 90% power

Lx

5

Give test dose

Td

6

Preheat for 220ºC for 10 s

3
4

7
8
9
a

Stimulate with infrared LEDs at
50ºC for 100 s at 90% power
Stimulate with blue LEDs at
125ºC for 100 s at 90% power
Stimulate with blue LEDs at
260ºC for 100 s at 90% power

Tx

Step not performed when measuring the natural signal (Ln)

Table 4.4. Modified SAR protocol from Murray and Wintle (2003), with an additional step (in
bold) performed at the end of each cycle.
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Firstly, dose recovery experiments were performed on six aliquots using a regenerativedose preheat of 240ºC for 10 s, a test-dose preheat of 220ºC for 10 s and an OSL bleach
for 40 s at 260ºC at the end of each cycle (Figure 4.12). The given dose (50 Gy) was
successfully recovered, producing a mean recovered to given dose of 1.018 ± 0.018
(Figure 4.12a), and mean recycling ratio within 10% of unity, 1.003 ± 0.017 (Figure
4.12b), as well as negligible recuperation levels of <5% (Figure 4.12c).
De estimates for sample 52A, obtained on ~800-grain aliquots using the modified and
standard SAR protocol, are shown in Table 4.1, and the De distributions and radial plots
are shown in Figure 4.4c-f. The proportion of aliquots accepted using the modified
SAR protocol is higher, 89%, than when using the standard SAR, 58% (Table 4.1),
because of an improvement in the recuperation. The overdispersion value for the
modified SAR is 40 ± 9% and the CAM mean De of 77 ± 9 Gy, with a corresponding
age of 46 ± 6 ka. These are indistinguishable from the respective values obtained using
the standard SAR protocol of 40 ± 8%, 75 ± 9 Gy and 45 ± 6 ka (Table 4.1). Both of
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these ages are an improvement on the ~80-grain CAM age of 26 ± 5 ka obtained for this
sample, but they still underestimate the expected age of the deposit (i.e., >80 ka). The
results indicate that, although there is an improvement in the levels of recuperation
when the modified SAR is applied, the problem of age underestimation remains.

4.3.1.3.2 Experimental and analytical isolation of the fast component and De
estimations
A major problem with these samples is the presence of slowly decaying OSL signal
components that dominate the signal and overshadow the fast component. As described
in the previous section, these slowly decaying signals also produce significant amounts
of recuperation. It would be beneficial to eliminate these slow decaying components
from De estimation to improve the multi-grain aliquot ‘measured’ to ‘accepted’ ratio
and also because these undesired components could adversely affect De estimation
(Rhodes and Bailey, 1997; Rhodes, 2000; Li and Li 2006b). The dominance of the fast
component is very important when applying the SAR protocol because this signal is
well characterised in terms of its thermal stability. In this section, experimental and
analytical techniques will be applied to estimate De values from a fast-only signal.
In recent studies, two main approaches have been undertaken to ensure the fast
component is sampled. These include experimental approaches, which use measurement
conditions that sample the fast component exclusively (Jain et al., 2005; Bailey, 2009),
and analytical approaches, where the component of interest is isolated from the bulk
OSL signal using stripping algorithms as shown in Section 4.3.1.2.3.1 and Chapter 2
(Section 2.5.1) (Choi et al., 2006a; Li and Li, 2006c). The former approach has recently
been improved by Bailey (2009), who took advantage of the different spectral
bleachability of the OSL components to isolate the fast signal experimentally from the
slower bleaching signals. Previous works by Singarayer and Bailey (2003) and Jain et
al. (2003) have shown that the fast component of quartz can be bleached when IRSL
stimulation is performed at temperatures of 160ºC. Singarayer and Bailey (2004) have
also found further evidence indicating that the dependence of photoionisation crosssection (PIC) on wavelength differs for the fast and the medium components; lower
energy wavelengths (~590 nm) were shown to bleach the fast component significantly
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compared to the medium component, while higher energy wavelengths (~375 nm)
bleached both components equally. Based on these findings, Bailey (2009) proposes a
modified SAR protocol for quartz extracts that includes the application of a raised
temperature IR stimulation at 160ºC prior to the main OSL measurement. This IR
stimulation samples a fraction of the fast OSL component (<0.01%), and is used to
provide a ‘fast component’ De estimation, while the subsequent OSL measurement,
performed with blue LEDs, can also be used to provide a ‘bulk component’ (i.e., fast
component plus slower component) De estimation. As justification for this approach,
Bailey (2009) compared the fast IRSL and bulk OSL signals to determine if these two
measurements are sampling the same signal. It was shown that the IR De estimates were
comparable or higher than the bulk OSL De estimates in 90% of aliquots. Bailey (2009)
also used pseudo-LM-OSL fitting of the bulk OSL signal to strip out the fast component
and obtain a central age mean De value. Comparisons showed that the IR De values for
individual aliquots and the central age LM-OSL De agreed at 1σ for all aliquots except
four, which had significant feldspar contamination.
In this thesis, the approach described was applied to two of the loess samples from Ash
Bend, samples 52A and 54A. Aliquots containing ~4400 grains were measured using
the proposed protocol of Bailey (2009) shown in Table 4.5. Large aliquots were used
because the OSL signals from these samples are generally dim; ~4400-grain aliquots
were necessary to produce adequate amounts of luminescence during the IRSL
measurement performed at 160ºC (i.e., LIRSL) to calculate a burial dose. Three signals
were used to determine a De estimate for each aliquot; (1) the IRSL signal recorded at
160ºC during steps 4 and 9 (LIRSL and TIRSL), (2) the bulk OSL signal recorded during
steps 5 and 10 (Lx and Tx), and (3) fast component of the CW-OSL signal stripped using
Eq.2.7 (Chapter 2). For the calculation of Lx and Tx values, the first channel of the bulk
OSL signal, equaling 0.8 s of stimulation, was used, with a background subtraction of
the last 50 channels (40 s). For the CW-OSL fast-only signal, the entire deconvoluted
fast component signal was used for calculation of Lx and Tx, with no background
subtracted.
The signal recorded during the high temperature IRSL stimulation (step 4, LIRSL) is
shown in Figure 4.13a for sample 52A, and the corresponding sensitivity-corrected
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dose-response curve is shown in Figure 4.13b. The IRSL signal is integrated using the
response recorded between 10 s (when the IR diodes are turned on) and 30 s (when the
IR diodes are turned off), as shown in Figure 4.13a, with the last 10 s of the recorded
signal, (i.e., 30 – 40 s, when the IR diodes are turned off) subtracted as background. The
IRSL signals obtained for sample 52A are less intense than those reported in Bailey
(2009). Sample 52A produced an IRSL signal of ~80 counts per 0.5 s for a 260 Gy dose,
while the sample reported in Bailey (2009) produced a signal of 350 counts per 0.5 s for
a 70 Gy dose. Despite the low signal intensity found for these samples, it was possible
to construct a dose-response curve for all aliquots measured, and, for sample 52A, all
the dose-response curves seem to behave adequately (e.g., show an exponential-pluslinear growth with applied dose). Furthermore, the mean recycling ratio values for
samples 52A and 54A were within 10% of unity at ±1σ (0.857 ± 0.063 and 1.034 ±
0.038, respectively), indicating that the SAR sensitivity correction was satisfactory.

Step

(2009)
Modified SAR from Bailey (in
press)

1a

Give dose

2

Preheat to 240ºC for 10 s

3

Stimulate with infrared LEDs at 20ºC for 50 s at 90% power

4

Stimulate with infrared LEDs at 160ºC for 40 s at 90% power

5

Stimulate with blue LEDs at 125ºC for 200 s at 90% power

Lx

6

Give test dose

Td

7

Preheat to 220ºC for 10 s

8

Stimulate with infrared LEDs at 20ºC for 50 s at 90% power

9

Stimulate with infrared LEDs at 160ºC for 40 s at 90% power

10

Stimulate with blue LEDs at 125ºC for 200 s at 90% power

a

Name
Ld

LIRSL

TIRSL
Tx

Step not performed when measuring the natural signal (Ln)

Table 4.5. Details of the SAR protocol measurement procedure used to obtain De estimates
from the quartz IRSL signal, based on Bailey (2009).

The mean recuperation values obtained with the high-temperature IRSL signal were 5.2
± 1.6% and 3.8 ± 1.2% for samples 52A and 54A, respectively (i.e., within the limits of
the SAR rejection criteria). In contrast, the bulk OSL signal resulted in SAR
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recuperation ratios that were higher than 5% for half of the aliquots measured (with
values ranging between 5% and 10%). Aliquots with significant recuperation in their
bulk OSL signal were accepted for final De estimation, however, in order to enable a
direct comparison between the De estimates obtained using the different OSL and IRSL
signals.
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IRSL stimulation off

IRSL stimulation on

IRSL intensity (counts / 0.5 s)
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Dose (Gy)
Figure 4.13. (a) IRSL signal measured at 160ºC for a ~4400-grain aliquot of quartz from sample
52A and (b) sensitivity-corrected dose-response curve obtained using the high temperature IRSL
signal.

The De values obtained using the three signal types (bulk OSL, CW-OSL fast-only and
IRSL), produce different results for the two samples tested here. Figure 4.14 and
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Figure 4.15 show the De distributions obtained for each of the signal types for samples
52A and 54A, respectively. The corresponding CAM De and age, and overdispersion
values are shown on the histograms and in Table 4.1. For sample 52A the CAM IRSL
De is larger (167 ± 14 Gy) than the OSL bulk (102 ± 10 Gy) and the CW-OSL fast-only
(106 ± 9 Gy) De values, while for sample 54A, the CAM IRSL De is smaller (90 ± 4 Gy)
than the bulk OSL (108 ± 5 Gy) and the CW-OSL fast-only (122 ± 6 Gy) De values. The
corresponding ages for the IRSL De values are, however, in accordance with the
expected ages for these samples, with a CAM IRSL age of 50 ± 4 ka for sample 54A
from approximately 1 m above SCt-K and 99 ± 10 ka for sample 52A, found 5 m below
the SCt-K (Table 4.1). Although, for both samples 52A and 54A, the IRSL De values
have higher relative errors (~20 and ~12%, respectively) than those obtained using
either the bulk OSL signal (~9 and ~4%, respectively) or the deconvoluted CW-OSL
fast-only signal (~6 and ~3%, respectively).
A comparison of each method showed that, for sample 52A, only 5 out of the 12
aliquots had bulk OSL signal De values and CW-OSL fast-only signal De values that
were in agreement at 1σ (Figure 4.16a). For sample 54A, none of the aliquots show
agreement between these two methods at 1σ, although several aliquots are closely
clustered around the 1:1 line (Figure 4.16b). A likely reason for the better agreement
observed for sample 52A might be that the bulk OSL signal of several of these aliquots
exhibit a dominant fast component and thus their bulk OSL signal and CW-OSL fastonly signal are essentially equal. The agreement observed between the bulk OSL De
values and the CW-OSL fast-only De values in sample 52A is also reflected in the
calculated De values obtained using the CAM. For this sample, both methods produced
CAM De values in agreement at 1σ (Figure 4.14a and e). It is worth noting that both the
bulk OSL and the CW-OSL fast-only ages for sample 52A (60 ± 7 ka and 63 ± 7 ka,
respectively) are an improvement of the original multi-grain aliquot ages obtained for
this sample using ~80-grain and ~800-grain aliquots (~26 ka and ~45 ka, respectively;
Table 4.1). For sample 54A, the CW-OSL fast-only signal produced a significantly
higher CAM De value than the bulk OSL signal; the corresponding ages are 68 ± 5 ka
and 60 ± 4 ka, respectively (Figure 4.15a and e), which are also older than the original
~80-grain aliquot age (~45 ka; Table 4.1).
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Figure 4.14. De distribution as histogram (log-scale) and radial plot obtained for ~4400-grain
quartz aliquots of sample 52A. Using the (a-b) bulk OSL signal, (c-d) high temperature IRSL, and
(e-f) CW-OSL fast-only signal. Also shown are the ‘central age model’ (CAM) De and age, and
overdispersion value calculated for each signal type.
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Figure 4.15. De distribution as histogram (log-scale) and radial plot obtained for ~4400-grain
quartz aliquots of sample 54A. Using the (a-b) bulk OSL signal, (c-d) high temperature IRSL, and
(e-f) CW-OSL fast-only signal. Also shown are the ‘central age model’ (CAM) De and age, and
overdispersion value calculated for each signal type.
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Figure 4.16. A comparison of the De values produced with each signal type for 52A (left column)
and 54A (right column). Measurements were made on ~4400-grain aliquots of quartz. (a-b) Bulk
OSL De values versus CW-OSL fast-only De values, (c-d) IRSL fast De values versus bulk OSL De
values, and (e-f) IRSL fast De values versus CW-OSL fast-only De values.

223

Comparisons of De values obtained with the different methods used to isolate the fast
component, namely the signal obtained with IRSL at 160ºC and CW-OSL fitting, are
shown in Figure 4.16e and f. Both samples showed disagreement between the two
signal types (i.e., the CW-OSL fast-only and the IRSL ages are not consistent at 2σ). As
described earlier, sample 52A produced IRSL De values that were higher than the CWOSL fast-only De values, and these plot to the left of the 1:1 line in Figure 4.16e. On
the other hand, sample 54A produced IRSL De values that were smaller than the OSL
fast-only De values, and hence plot to the right of the 1:1 line in Figure 4.16f. The
disagreement between the two samples makes it difficult to conclude which method
produces the most accurate De values for the fast OSL signal. However, comparison
with the independent age control reveals that the CW-OSL fast-only age of 63 ± 7 ka for
sample 52A underestimates the expected age for this deposit (i.e., >80 ka). In contrast
the IRSL ages of 99 ± 10 ka and 50 ± 4 ka obtained for sample 52A and 54A,
respectively, are stratigraphically consistent and agree with the expected ages for these
deposits (Table 4.1). This suggests that the high-temperature IRSL approach may be
more suitable for overcoming the underestimation in the quartz OSL ages for sample
52A.
This discrepancy between the IRSL and CW-OSL fast-only ages for sample 54A might
be explained by the effect of feldspar contamination. Bailey (2009) found that aliquots
producing underestimating IRSL De values typically had an IRSL signal that was
contaminated by feldspar grains or inclusions (which also show an OSL response to IR
stimulation at 160ºC). A declining, and not stable, signal produced during IR
stimulation (performed at 160ºC) was indicative of the quartz signal being contaminated
by feldspar IRSL. This is because IR stimulation of quartz results in a slow depletion
rate, and, hence, should produce constant, low levels, of luminescence when stimulation
times are short (e.g., 20 s). In this study, a small IRSL signal was observed when
measuring at 20ºC, steps 3 and 8 (Table 4.5) and, in many of the aliquots, the
subsequent IRSL signal measured at 160ºC also showed a decline with time. For
example, ~4400-grain aliquots of sample 52A produced an IRSL signal of <100 counts
per 0.2 s after a 100 Gy dose when IRSL measurements were performed at 20ºC, and
for some aliquots of sample 54A the IRSL signals were as high as 2500 counts per 0.2 s.
The corresponding OSL signal for a 100 Gy dose was usually between 20000 and 50000
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counts per 0.2 s. Although the IRSL signal was only a small fraction of the OSL signal,
and the number of feldspar grains in the purified quartz might have been small, the
chances of having feldspar contamination in large aliquots is higher. Consequently, one
possible drawback of using this high temperature IRSL technique on dim quartz
samples is that, in order to obtain a readable signal from high temperature IR
stimulation, and a bright OSL signal that can be deconvoluted confidently, the aliquots
would have to contain a large number of grains (~4400), which are more likely to be
contaminated by a few feldspar grains and would hence produce erroneous IRSL De
estimates.
These results indicate that age underestimation at the multi-grain level might be related
to slower components, because higher mean De values were obtained using the CWOSL fast-only signal for both 52A and 54A. It was shown that if the fast component is
isolated using high-temperature IRSL, the resulting ages of both samples are in
agreement with their expected ages. Furthermore, isolation of the fast component also
avoids the problem of recuperation that is apparent in many of the multi-grain aliquot
bulk OSL signals. For these samples, the fast IRSL method might be limited by
practical problems associated with feldspar contamination and signal dimness. For other
samples, however, this technique might provide a useful alternative method for multigrain OSL dating, especially in cases where single-grain OSL measurements are not
possible.

4.3.1.4 Multi-grain dating – summary of results
1) Multi-grain OSL dating (using blue LED stimulation) produced ages that
underestimate the expected age of the deposits by ~20% to ~50% (Table 4.1).
2) In many of the measured aliquots (≥ 50%) the level of recuperation was
unacceptably high (>5%), which led to a high rejection ratio for the ~80-grain
multi-grain aliquots. This severely limits the practicality of using conventional
multi-grain SAR dating techniques for these samples.
3) Aliquots that are affected by high levels of recuperation had OSL signals dominated
by slowly decaying components (medium, Slow 1 and Slow 2), while the OSL
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signal of aliquots not suffering from recuperation was dominated by the fast
component (Figure 4.6).
4) Pulse annealing investigations revealed that the source of the recuperation was
thermal transfer of electrons from shallow and deep traps to OSL traps during
preheating, and that this was related to the presence of slower decaying components
(Figure 4.11).
5) Alternative experimental conditions were used to reduce the recuperation, which
include an OSL bleach of 260ºC at the end of each SAR cycle. These were applied
to ~800-grain aliquots of sample 52A. This produced no improvement in the age
underestimation observed in multi-grain aliquots in comparison to the standard SAR
protocol (Table 4.1). It did, however, improve the number of aliquots that passed
the SAR rejection criteria, thereby eliminating some of the practical limitations
imposed by the problems of recuperation at the multi-grain scale of analysis.
6) The age obtained with ~800-grain aliquots of sample 52A was ~50% larger than the
one obtained with the ~80-grain aliquots. However it was still an underestimation of
the expected age for the deposit. The ~4400-grain aliquots of sample 52A produced
a bulk OSL age of 60 ± 7 ka, closer to the expected age for the deposit and also
older than the ages obtained from the OSL signal of ~80-grain and ~800-grain
aliquots (Table 4.1). For sample 54A the bulk OSL age of the ~4400-grain aliquots
was 60 ± 4 ka. This age is also older than the age obtained with ~80-grain aliquots
(Table 4.1). This agrees with the previous findings of Chapter 3 on multi-grain
dating of deposits bracketing the Dawson tephra, which indicate that larger aliquots
produce age estimates older than small aliquots. Possible reasons for this trend will
be investigated in Section 4.3.2.5 using De measurements made at the single-grain
scale of analysis.
7) A series of experimental and analytical procedures were tested as a means of
circumventing the multi-grain OSL age underestimations. These involved isolating
a fast component signal from quartz using IRSL measured at 160ºC (Bailey, 2009)
and CW-OSL component stripping (both performed on ~4400-grain aliquots).
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Although the IRSL signal was dim, an improvement in the age estimate of >40%
was observed in relation to the bulk OSL of ~80-grain, ~800-grain and ~4400-grain
aliquots, with an IRSL age of 99 ± 10 ka and a CW-OSL fast-only age of 63 ± 7 ka
for sample 52A (Table 4.1). For sample 54A, however, the IRSL fast only signal
did not produce an age older than that obtained with OSL (bulk or CW-OSL fastonly) using ~4400-grain aliquots. Although, for this sample the IRSL and CW-OSL
fast-only ages (50 ± 6 ka and 68 ± 5 ka, respectively) were >10% older than the
~80-grain aliquot age (45 ± 8 ka; Table 4.1).
8) The ages obtained using high temperature IRSL agree with the independent age
control for the SCt-K, but are in disagreement with the ages obtained using the CWOSL fast-only signal. Because of this discrepancy, it is not possible to definitively
assess whether the fast-decaying OSL signal of quartz can be experimentally
isolated using high temperature IRSL in these dim samples. Attention is now turned
to single-grain techniques as a means of circumventing the multi-grain age
underestimations and shedding further light on the cause of these underestimations.

4.3.2

Single-grain dating

4.3.2.1 De distributions and ages
Single-grain measurements were performed on samples 52A, 53A, 54A and 55A, using
the measurement conditions and SAR protocol described in Sections 2.2 and 2.3, and
the rejection criteria described in Section 2.3.4. Table 4.6 shows the overdispersion
value, weighted-skewness score, and the CAM De and age estimate for each sample.
Figure 4.17 shows the accepted De values for each sample plotted as histograms with a
log x-axis and as radial plots. For all four samples, the De values range between ~50 Gy
and ~350 Gy. Only sample 54A was found to have a significantly positively skewed De
distribution. As indicated by the calculated weighted skewness of the log-transformed
De values (shown in bold in Table 4.6), the De distribution for this sample was found to
be significantly positively skewed at the 68% C.I., but not at the 95% C.I. However, for
the rest of the samples (52A, 53A and 55A), the weighted skewness test showed that the
De distributions were not significantly positively skewed. Sample 53A produced the
lowest overdispersion value of the four samples, 33 ± 7%. This sample was collected
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from 10 cm below SCt-K and had the largest number of single-grain discs measured, 23
(or ~2300 grains), and single-grain dataset (42 grains). Samples 52A and 55A had
slightly higher overdispersion values of 44 ± 9% and 54 ± 12%, respectively, while
sample 54A had an overdispersion value of 48 ± 11%, comparable to the values
obtained for samples 52A and 55A, despite having a significantly positively skewed De
distribution at the 68% C.I.

Sample

Depth
(m)

Measured
grains /
accepted
grains

Overdispersion
(%)

Weighted
skewness
valuea

Critical
skewness
68% C.I.

Critical
skewness
95% C.I.

Dose rate
(Gy/ka)

CAM
De (Gy)

CAM
Age (ka)

55A

3.8

500 / 17

54 ± 12

-0.55

0.59

1.19

1.74 ± 0.11

100 ± 15

58 ± 9

54A

4.6

600 / 20

48 ± 11
(27 ± 9)

0.89
(0.52)

0.55
(0.56)

1.10
(1.12)

1.80 ± 0.09

121 ± 16
(110 ± 10)

67 ± 9
(61 ± 7)

53A

5.8

2300 / 42

33 ± 7

-0.07

0.38

0.76

1.89 ± 0.13

123 ± 9

65 ± 7

52A

11.0

1700 / 33

44 ± 9

0.13

0.43

0.85

1.69 ± 0.10

132 ± 13

78 ± 9

a

De distribution is significantly positively skewed at 68% C.I. (or 95% C.I.) if the weighted skewness value is
greater than the critical skewness value.

Table 4.6. Single-grain central age model (CAM) De estimates and ages for the loessal Ash Bend
samples. For sample 54A, the overdispersion, weighted skewness and CAM De value and age in
brackets exclude a grain with a high (~470 Gy) De estimate (see Section 4.3.2.2 for details). Values in
bold indicate significant skewness.

The CAM produced De values ranging from ~100 Gy to ~130 Gy. Sample 55A, found
at the top of the sequence, 2 m above SCt-K, had a CAM De of 100 ± 5 Gy and a
corresponding age of 58 ± 9 ka. This age is slightly older than, though consistent within
errors with, the age of 47 ± 8 ka obtained using ~80-grain aliquots (Table 4.1). For
sample 54A, found 1 m above SCt-K, the CAM produced a De of 121 ± 16 Gy, and an
age of 67 ± 9 ka. Again, this single-grain age is slightly older than the ages produced
with ~80-grain and ~4400-grain aliquots, although it is in agreement at 2σ (Table 4.1).
For sample 53A, found 10 cm below SCt-K the CAM produced a De of 123 ± 8 Gy and
an age of 65 ± 7 ka (Table 4.6). This age is stratigraphically consistent with the ages
obtained for the samples below and above SCt-K. However this age underestimates the
expected age of ~80 ka for the SCt-K. The De distribution for sample 52A, from 5 m
below SCt-K, was not significantly positively skewed. The CAM De estimate for this
sample was 132 ± 13 Gy, which produces an age of 78 ± 9 ka (Table 4.6). This age is
stratigraphically consistent and in agreement with the expected age for this deposit.
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Figure 4.17. Single-grain OSL De distributions shown as histograms (on a log-transformed x-axis)
and as radial plots for the Ash Bend loess samples 55A, 54A, 53A and 52A. Also shown are the
CAM De and overdispersion values.
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These results indicate that for samples with overdispersion values as high as 30-50%,
the CAM produces ages that are stratigraphically sensible and in closer agreement with
the independent age control than the multi-grain aliquot ages. These overdispersion
values are higher than the ~20% values commonly reported in other studies of singlegrain dose distributions for well-bleached samples (Jacobs et al., 2003b; Olley et al.,
2004a). Nevertheless, the samples in the present study are taken from aeolian deposits
(i.e., primary loess), and, as such, are likely to have experienced prolonged (and
unfiltered) sunlight exposure during transport. Hence, it seems highly unlikely that the
high overdispersion values of these samples can be attributed to insufficient bleaching
of grains prior to burial. Notwithstanding the higher overdispersion values obtained, the
CAM is, therefore, regarded as the most suitable model for these aeolian samples.
It is worth noting that the single-grain dose recovery measurements for sample 54A
produced an overdispersion value of zero (Chapter 2, Section 2.4.1.2.2; Figure 2.9).
However, none of the naturally-irradiated samples from Ash Bend produced values even
close to this. The high overdispersion observed in the De measurements of the naturallyirradiated samples might, therefore, arise from conditions experienced during burial.
One possible source of spread in the burial doses measured for individual grains is betadose heterogeneity in the natural burial environment. The effect of this could be
significant in the Ash Bend samples, as they have relatively high water contents (3050% of dry mass; Table 2.11) and were collected from perennially-frozen deposits. As
such, it is likely that the water contained in these sediments could have existed in the
form of microscopic pore-ice for extensive time intervals during the past. The presence
of pore-ice (at the microscopic level) is problematic for dose rate determination,
especially its effect on beta-dose heterogeneity, because (i) its distribution in the
sediment matrix may not be uniform, and (ii) ice particles would remain in position and
expand with successive cycles of water ingress and freezing, thus causing an
incremental change in beta-dose heterogeneity with time. If a grain had been completely
surrounded by ice for a significant period of its burial, the present-day ‘as measured’
water content for the unit as a whole would be an underestimation for that particular
grain; the actual water content of the individual grain could be closer to saturation, or
higher. This would lead to significantly reduced long-term beta-dose rate values for
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grains adjacent to, or surrounded by, pore ice, leading to lower De estimates, higher
overdispersion values and, ultimately, age underestimation.

4.3.2.2 De error underestimation as a possible contributor to overdispersion
Additional overdispersion could also arise if the experimental errors associated with
each De value have not been adequately accounted for in the De analysis. In this study,
De errors were obtained by interpolating the upper and lower limits of the Ln/Tn error
(derived from counting statistics and machine reproducibility uncertainties) on to the
fitted SAR dose-response curve (using Analyst Version 3.09). Additionally, the least
squared curve-fitting errors, associated with variations in the dose-response curvature,
were combined in quadrature with the Ln/Tn errors prior to interpolation on to the doseresponse curve. However, this approach can produce incorrect error estimates for
samples with Ln/Tn values that fall on the near-saturating part of the growth curve
(Duller, 2007). To investigate the influence that De error estimation procedures can have
on the apparent overdispersion of the Ash Bend samples, each individual grain of
samples 52A, 54A and 55A was re-analysed using Analyst (Version 3.24), which allows
the derivation of De errors through the use of Monte Carlo simulation (Duller, 2007). In
this approach, Gaussian distributions are created for each Lx/Tx value, as well as for the
Ln/Tn value. The width of each Gaussian distribution is set by the standard deviation of
each dose-point. On these distributions, repeated curve fitting is performed resulting in a
distribution of De values. The standard deviation of this distribution represents the
standard error of the De estimate (Duller, 2007).
For samples 52A and 54A, the Monte Carlo method resulted in a decrease in the amount
of overdispersion associated with the single-grain De distributions, compared to the least
squared curve-fitting method. The values decreased from 44 ± 9% to 34 ± 8% for
sample 52A, and from 48 ± 11% to 7 ± 17% for sample 54A (Table 4.7). The
considerable decrease in the overdispersion value of sample 54A is largely attributable
to a single high-dose grain (~470 Gy), which had a precision that was significantly
underestimated with the least squared curve-fitting method, and for which the Monte
Carlo approach produced an error that was 300% higher. When the CAM was applied to
the original De dataset after exclusion of this grain, the original overdispersion value for
this sample (calculated using the least squared curve-fitting method) decreased from 48
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± 11% to 27 ± 9% (shown in brackets in Table 4.7), indicating that a large part of the
original overdispersion was attributable to this grain. For this sample, it was deemed
prudent to exclude this high-dose grain from the final age estimation owing to likely
underestimation in the least squared curve-fitting uncertainty term; the new age for
sample 54A, calculated from a De of 110 ± 10 Gy (shown in brackets in Table 4.7) is 61
± 7 ka. For sample 55A, the overdispersion value decreased only very slightly after the
application of the Monte Carlo method, from 54 ± 12% to 50 ± 13% (Table 4.7); these
two values are consistent at 1σ.
From this comparative study, it is evident that the Monte Carlo method generally
produces higher absolute and relative errors when the De value is obtained from the
saturating portion of the dose-response curve. Figure 4.18a shows, for each grain, the
absolute difference between the Monte Carlo error and the least squared curve-fitting
error, plotted against the De value divided by the D0 for that grain. The grains shown in
Figure 4.18 were pooled from the data of the three samples (52A, 54A and 55A). For
~64% of grains, the two approaches produced errors that were very similar, and the
difference between these absolute error estimates is less than 10 Gy (Figure 4.18a). As
the value of De/D0 increases, however, the difference between the absolute error values
of the two methods also increases. For some grains, the Monte Carlo simulations
produced errors more than 35 Gy higher (open circles in Figure 4.18a), although for
others the errors were actually smaller than the least squared curve-fitting method and
these plot to the left of zero. Duller (2007) indicated that the Monte Carlo approach
should be a more reliable method of calculating De error estimates in cases where the
Ln/Tn intercept is in the saturating part of the dose-response curve. The evidence from
the present comparative study indicates that this is, indeed, the case for the Ash Bend
samples. In summary, the choice of curve fitting method can be important for error
calculation of near-saturated grains. Overall, while this does contribute to the amount of
overdispersion observed in one sample (54A), it does not appear to be the main source
of the additional apparent overdispersion in all of the samples.
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o

Sample

Data set

Overdispersion
(%)

CAM De (Gy)

Age (ka)

N of
grains

52A

(i) Least squared
curve-fitting error calc.

44 ± 9

132 ± 13

78 ± 9

33

(ii) Monte Carlo error
calc.

34 ± 8

122 ± 11

72 ± 8

33

(iii) Extrapolated
grains set at 200 Gy

33 ± 8

124 ± 10

74 ± 8

33

(iv) No grains >200
Gy

32 ± 9

113 ± 10

67 ± 7

28

(v) No grains with >35
Gy in error differences

34 ± 9

115 ± 11

68 ± 8

28

(vi) No grains with
De/D0 >2

30 ± 11

93 ± 11

55 ± 7

13

(i) Least squared
curve-fitting error calc.

48 ± 11
(27 ± 9)

121 ± 16
(110 ± 10)

67 ± 9
(61 ± 7)

20
(19)

(ii) Monte Carlo error
calc.

7 ± 17

104 ± 7

58 ± 5

20

(iii) Extrapolated
grains set at 200 Gy

20 ± 9

109 ± 9

61 ± 7

20

(iv) No grains >200
Gy

14 ± 10

103 ± 8

57 ± 5

18

(v) No grains with >35
Gy in error differences

0

96 ± 7

54 ± 5

17

(vi) No grains with
De/D0 >2

0

91 ± 7

51 ± 5

12

(i) Least squared
curve-fitting error calc.

54 ± 12

100 ± 15

58 ± 9

17

(ii) Monte Carlo error
calc.

50 ± 13

98 ± 15

56 ± 9

17

(iii) Extrapolated
grains set at 200 Gy

52 ± 12

100 ± 14

57 ± 9

17

(iv) No grains >200
Gy

50 ± 12

91 ± 13

52 ± 8

15

(v) No grains with >35
Gy in error differences

57 ± 14

95 ± 16

55 ± 10

15

(vi) No grains with
De/D0 >2

38 ± 14

60 ± 10

35 ± 6

8

54A

55A

Table 4.7. Overdispersion values, central age model (CAM) De values, and CAM ages obtained for
samples 52A, 54A and 55A, with the (i) least squared curve-fitting method, and (ii) the Monte
Carlo method of error estimation. Also shown are the overdispersion values, CAM De values, and
CAM ages obtained after (iii) ‘extrapolated’ grains are set to 200 Gy; (iv) grains with De values
greater than 200 Gy are excluded; (v) grains with more than 35 Gy difference in De error between
methods (i) and (ii) are excluded; and (vi) grains with De/D0 ratios >2 are excluded. Values in (iii),
(iv), (v) and (vi) were calculated from the dataset in (i). Values in brackets for sample 54A were
calculated after the exclusion of a single high-dose grain (see Section 4.3.2.2 for details).
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Figure 4.18. Relationship between De/D0 and (a) the absolute difference found between the errors
obtained from the Monte Carlo (MC) and the least squared curve-fitting methods of error
estimation, and (b) the De estimates. Relationship between D0 and (c) the absolute difference found
between the errors obtained from the Monte Carlo (MC) and the least squared curve-fitting
methods of error estimation, and (d) the De estimates. Data in (e) and (f) are the same as in (a) and
(c) but with the difference in error between the two methods expressed as percentage of De. Values
are of accepted grains (n=70) pooled from samples 52A, 54A and 55A. Open circles are grains for
which the difference between the two error estimation methods (MC and curve-fitting) amounted
to more than 35 Gy.
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The grains for which the Monte Carlo simulations produced a significant difference in
error estimation (>35 Gy difference) were those for which the De value was more than
twice the value of D0 (open circles in Figure 4.18a). Furthermore, it is evident that these
same grains also have relatively low D0 values of 50 Gy or less (open circles in Figure
4.18c-d). These results indicate that, for De values obtained in the saturating portion of
the dose-response curve, the errors on the De estimates are underestimated when using
the least squared curve-fitting approach. This underestimation is more severe for grains
with D0 values of <50 Gy. It is hence recommended that, for these samples, caution
should be taken when De error estimations are made on grains with D0 values <50 Gy.
As stated previously, in such instances, the Monte Carlo method will produce more
accurate error estimates than the least squared curve-fitting method (Duller, 2007).

4.3.2.3 On the inclusion of ‘extrapolated’ grains and grains with De/D0 ratios >2
The plots in Figure 4.18 also show that, for these samples, (i) a large number of
accepted grains (~50%) have De values more than twice the value of D0 (De/D0 ratios
>2; Figure 4.18a-b); and (ii) some grains have D0 values of 50 Gy or less, and for
which the De values were obtained by extrapolation beyond the largest given
regenerative-dose (i.e., >200 Gy) (Figure 4.18b,d). Wintle and Murray (2006)
cautioned against using De estimates that are more than twice the value of D0 because (i)
the uncertainty associated with Ln/Tn will be translated into a larger and asymmetrical
error on the De; and, (ii) for dose-response curves that continue to grow linearly at high
doses, the accuracy of this linear component is unknown. For these samples, however,
the removal of grains with high De values relative to D0 (i.e., De/D0 >2) would result in
the exclusion of a significant part of the dataset (~50% of grains), and a truncation of
the upper tail of the true De distribution. The latter, in particular, would result in a
significant age underestimation (Table 4.7), and, as such, it is important that these De
values are not excluded completely from the final De calculation.
Samples 55A and 54A each contained two grains for which the De values were obtained
by extrapolation, while sample 52A had five such grains. These grains were originally
included in the final De estimation to ensure that the upper tail of the true distribution of
De values was represented in the empirical De distributions. However, their derivation
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by extrapolation means that their true De values may not be accurate. To investigate the
significance of this, each single-grain dataset was re-analysed using the CAM after
setting these extrapolated De values to 200 Gy with an associated uncertainty of 30%,
which is the typical uncertainty observed for grains with this dose. Table 4.7 shows that
the CAM De values decrease by 10 and 16 Gy for samples 52A and 54A, respectively,
whereas for sample 55A the value remains the same. For sample 54A, one of the
extrapolated grains was the ~470 Gy grain described earlier; the new CAM De is similar
to that obtained when this high-dose grain is excluded (~109 Gy). For sample 55A,
setting the extrapolated grains to 200 Gy did not alter the CAM De or the overdispersion
value, which remains at ~52%. For sample 52A, the decrease in De was from 132 ± 13
Gy to 124 ± 10 Gy (Table 4.7); the latter results in an age of 74 ± 8 ka, which is lower
than, but within error of, the >80 ka age expected for this sample.
The inclusion (or exclusion) of these extrapolated grains has a more significant effect on
the older sample (52A), partly because this sample has a larger number of such grains. It
is suggested that further measurements should be done using higher regenerative doses
in the SAR procedure to avoid the uncertainty associated with De extrapolation.
However, this would not resolve the problem of including grains with De values that are
significantly higher than the saturation dose of the SAR sensitivity-corrected doseresponse curve. If all such grains were excluded, the De value for sample 52A would
decrease further to 113 ± 10 Gy (Table 4.7), and the age would become 67 ± 7 ka. This
age is stratigraphically consistent with the surrounding samples, but it represents an
underestimate of the expected age for this sample. The empirical evidence from this
study of known-age samples suggests that grains with De/D0 values >2 should be
included in the final De distributions. The results shown in Figure 4.18c-d indicate that
grains with D0 values higher than 200 Gy exist in these samples. By making additional
De measurements (and using larger regenerative doses in the SAR procedure), there
would be a greater chance of measuring high De values for grains that have
correspondingly high D0 values. This would allow a more accurate characterisation of
the upper tail of the true dose distributions of these samples.
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4.3.2.4 Problematic behaviours: Investigating single-grain data
The single-grain measurements also provide an opportunity to identify the types of
anomalous OSL behaviour associated with individual ‘accepted’ and ‘rejected’ grains
and thus explore the potential causes of multi-grain age underestimation found in these
samples. Table 4.8 shows the general statistics obtained for the ~2300 and ~1700
individually measured grains for sample 53A and 52A, respectively. The grains were
categorised according to their properties. The categories include 0 Gy grains, grains
showing early onset of saturation (low D0 grains), feldspar contaminants, grains with
recuperation (>5%), dim grains (>30% relative error on the natural test-dose signal) and
accepted grains. For both samples the largest proportion of grains producing
luminescence are dim grains (~50%). Sample 53A has a higher proportion of
luminescent grains being 0 Gy (~10%) than sample 52A (~2%). While sample 52A has
a higher proportion of saturating grains (~16%) than sample 53A (~9%). Finally, a
higher proportion of grains showing recuperation were found for sample 53A (~8%)
than for sample 52A (~5%).

Sample name
Total number of grains measured
Total number of grains with signal (n)
(%)
‘0 Gy’ grains
Early onset of saturation of dose-response curves
Feldspar (contaminant grains or inclusion)
Recuperation (>5% of the natural signal)
Dim (>30% relative error on the natural testdose signal)
Accepted grains (used for De determination)

53A
2300
384
(16.7)
n
40
33
45
29

%
10.4
8.6
11.7
7.6

52A
1700
254
(14.9)
n
5
40
28
10

%
2.0
15.7
11.0
03.90

195

50.8

138

54.3

42

10.9

33

13.0

Table 4.8. Summary statistics of single-grain OSL results for samples 53A and 52A. Showing the
types of grains present and their proportions.

The single-grain data from samples 52A and 53A were further investigated for
recuperation and D0 values, as described in Chapter 3 (Section 3.5.2) for sample OQC1
located below Dawson tephra. Figure 4.19 shows the recuperation and D0 values of
accepted and rejected grains plotted against the Tn signal intensity (first 0.3 s) for 4000
single-grain measurements (pooled data for samples 52A and 53A). The results shown
here are representative of those found for the other two Ash Bend samples (sample 54A
and 55A). Many of the rejected grains have significant recuperation values, >25%, and
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OSL signal intensities that are equal to, or larger than, the OSL intensities of the
accepted grains (Figure 4.19a). Also, many of the rejected grains with bright OSL
signals also have saturation doses that are considerably lower (<20 Gy) than the grains
that pass the rejection criteria (Figure 4.19b).
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Figure 4.19. OSL characteristics of rejected and accepted grains of samples 53A and 52A (pooled
data), (a) recuperation versus Tn signal intensity for accepted and rejected grains, and (b) D0 values
versus Tn signal intensity for accepted and rejected grains.
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An example of the OSL decay curve and sensitivity-corrected dose-response of a bright
rejected grain that had >20% recuperation is shown in Figure 4.20a and b, respectively.
This grain is marked in Figure 4.19a as ‘grain 1’. The OSL decay curve and dose
response curve of an accepted bright grain is also shown in Figure 4.20c and d,
respectively, and this grain is marked as ‘grain 2’ in Figure 4.19a. The OSL decay
curve of the rejected grain has a slow decay and it reaches levels close to background at
the end of the 1 s stimulation. Also, the OSL signal of the 0 Gy regenerative-dose is
significant, with an OSL intensity almost as high as the natural signal (~300 counts per
0.02 s) producing a recuperation value of almost 60% (Figure 4.20b). On the other
hand, the accepted grain has a faster decaying OSL signal that reaches background after
~0.3 s of stimulation and the 0 Gy regenerative-dose signal is negligible (Figure 4.20d).
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Figure 4.20. Single-grain CW-OSL and corresponding sensitivity-corrected dose-response curve
for (a-b) ‘grain 1’, a rejected grain showing recuperation and (c-d) ‘grain 2’, an accepted grain
(both grains are marked in Figure 4.19a).
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Many 0 Gy grains were also found in sample 52A and 53A. Two examples are shown
Figure 4.21a-b and c-b. These grains have no natural OSL but produce significant
luminescence at high doses (~220 Gy). Synthetic aliquots constructed for sample OQC1
(Chapter 3, Section 3.5.2.1) showed that 0 Gy grains could decrease the De estimates of
accepted grains by up to ~90%, while the presence of dim grains could produce a
decrease in De of up to ~30%. In the next section, synthetic aliquot results for samples
52A and 53A will be described, and the causes of De underestimation at the multi-grain
level are explored further.
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Figure 4.21. Sensitivity-corrected dose-response curves and natural, test-dose (24.72 Gy) and
regenerative-dose (219.7 Gy) OSL decay curves of two 0 Gy grains of (a) and (b) sample 52A, and
(c) and (d) sample 53A.
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4.3.2.5 Synthetic aliquots: causes of De underestimation at the multi-grain level
Synthetic aliquots were created as described in Chapter 3 (Section 3.5.2.1) for sample
OQC1. Because synthetic aliquots created for sample OQC1 showed that the addition of
low D0 grains did not produce a decrease in De, synthetic aliquots for samples 52A and
53A were created by adding 0 Gy grains and dim grains only. For these samples, three
scenarios were investigated. Synthetic aliquots were created for each disc from (i)
accepted grains only, (ii) all the grains in the disc minus feldspars, (iii) 0 Gy grains plus
dim grains, and (iv) accepted grains plus both 0 Gy grains and dim grains. Table 4.9
shows the CAM De and overdispersion values obtained for each sample in each scenario
calculated from all the synthetic aliquots. Also, the mean number of accepted grains in
each disc is shown, as well as the mean number of 0 Gy and dim grains found in each
single-grain disc, which were added to each synthetic aliquot. On average 2 accepted
grains were found in each single-grain disc, while 10 grains per disc were 0 Gy or dim
grains. Results indicate that when all the quartz grains in each disc are included
(scenario ii) the CAM De decreases in comparison to the one obtained when only the
accepted grains are included (scenario i, Table 4.9). For sample 53A, the CAM De
decreases by ~52%, from 121 ± 13 Gy, obtained with the accepted grain only, to 58 ± 8
Gy, when all grains were included, while for sample 52A the decrease is of ~27%, from
141 ± 14 Gy to 103 ± 12 Gy. When only the 0 Gy and dim grains were considered
(scenario iii), synthetic aliquots produced a CAM De that was >50% lower than when
the accepted grains were used (Table 4.9). For sample 53A the CAM De was 33 ± 7 Gy,
while for sample 52A it was 75 ± 9 Gy. Again the decrease in De is higher in sample
53A (~70%) than in sample 52A (~54%). Adding the luminescence from these grains to
the accepted grain in each disc produces a decrease in CAM De similar to that obtained
with scenario (ii): the CAM De for sample 53A decreases by ~54% to 56 ± 13 Gy, while
for sample 52 A the decrease is slightly less, ~25%, to 105 ± 13 Gy.
De distributions obtained for each scenario are shown in Figure 4.22a-d and Figure
4.23a-d for sample 53A and 52A, respectively. The number of values in each dose
distribution varies slightly because there were no accepted grains in 6 single-grain discs
of sample 53A and 1 single-grain disc of sample 52A. Hence, the number of De values
in scenario (i) and (iv), which require accepted grains, is slightly less. For both samples,
scenario (ii), (iii) and (iv) resulted in De distributions that have a larger range, with some
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synthetic aliquots having De values of <30 Gy. Synthetic aliquots created from all the
grains are comparable to multi-grain aliquots. Low De values observed for the synthetic
aliquots (Figure 4.22b and Figure 4.23b) are also observed in multi-grain
measurements. For example, for sample 53A the synthetic aliquots created from all the
grains in each disc have De values that range between ~8 Gy and ~170 Gy (Figure
4.22b), while ~80-grain aliquots of this sample produced De values that ranged between
~30 Gy and ~160 Gy (Figure 4.3e). For sample 52A, the synthetic aliquots from all the
grains have De values that range between ~32 Gy and ~200 Gy, with one very imprecise
De value of ~306 Gy (Figure 4.23b), while the ~80-grain aliquots of this sample had De
values ranging between ~9 Gy and ~120 Gy (Figure 4.4a).

(a)

7

(b)

9

synthetic aliquots
(accepted grains only)

synthetic aliquots
(all grains)

8

6

7

5
Frequency

Frequency

6

4
3

5
4
3

2
2

1

1

0
20

40

80 150
De (Gy)

300

1.8
2.0
2.2
2.4
2.6
2.8
3.0
3.2
3.4
3.6
3.8
4.0
4.2
4.4
4.6
4.8
5.0
5.2
5.4
5.6
5.8
6.0
6.2
6.4
6.6
6.8
7.0

2.1
2.3
2.5
2.7
2.9
3.1
3.3
3.5
3.7
3.9
4.1
4.3
4.5
4.7
4.9
5.1
5.3
5.5
5.7
5.9
6.1
6.3
6.5
6.7
6.9

0

10

600

10

(c)

7

synthetic aliquots
(0 Gy + Dim grains)

80 150
De (Gy)

300

600

synthetic aliquots
(accepted + 0 Gy + Dim grains)

6

5

5

Frequency

4
3

4
3

2

2

1

1
0
3

8

20 40 80 160 320 600
De (Gy)

0.1
0.3
0.5
0.7
0.9
1.1
1.3
1.5
1.7
1.9
2.1
2.3
2.5
2.7
2.9
3.1
3.3
3.5
3.7
3.9
4.1
4.3
4.5
4.7
4.9
5.1
5.3
5.5
5.7
5.9
6.1
6.3
6.5
6.7
6.9

1

0.1
0.3
0.5
0.7
0.9
1.1
1.3
1.5
1.7
1.9
2.1
2.3
2.5
2.7
2.9
3.1
3.3
3.5
3.7
3.9
4.1
4.3
4.5
4.7
4.9
5.1
5.3
5.5
5.7
5.9
6.1
6.3
6.5
6.7
6.9

Frequency

40

(d)

7

6

0

20

1

3

8

20 40 80 160 320 600
De (Gy)

Figure 4.22. De distributions of synthetic aliquots created using single-grain datasets of sample
53A. (a) Scenario (i) includes all accepted grains in each disc only, (b) scenario (ii) includes all
grains in each disc, except feldspars, (c) scenario (iii) includes all 0 Gy and dim grains in each
disc, and (d) includes all accepted grains, plus 0 Gy and dim grains. See Table 4.9 for central age
model De for each scenario.

242

243

23

16

Sample

53A

52A

Overdispersion
(%)

CAM De
(Gy)

Overdispersion
(%)

CAM De
(Gy)

25 ± 9

141 ± 14

36 ± 10

121 ± 13

Accepted
grains only a

2

2

Nº of
grains
per disc
(mean)

35 ± 10

103 ± 12

60 ± 10

58 ± 8

All grains

-27.2

-52.2

%
Change
in De c

43 ± 13

65 ± 9

98± 2

33 ± 7

Dim
+
‘0Gy’
grains

Scenario (iii)

Table 4.9. Results from ‘synthetic’ aliquot experiments performed on samples 53A and 52A.

b

b

Scenario (ii)

Synthetic aliquot from accepted grains in each disc only.
Synthetic aliquot from all grains in single grain disc excluding feldspar grains.
c
negative values indicate decrease in De value relative to scenario (i).

a

Nº of
synthetic
aliquots

Scenario (i)

-53.8

-72.4

%
Change
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Nº of
grains
per
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(mean)
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Scenario (iv)
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‘0 Gy’
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Figure 4.23. De distributions of synthetic aliquots created using single-grain datasets of sample
52A. (a) Scenario (i) includes all accepted grains in each disc only, (b) scenario (ii) includes all
grains in each disc, except feldspars, (c) scenario (iii) includes all 0 Gy and dim grains in each
disc, and (d) includes all accepted grains, plus 0 Gy and dim grains. See Table 4.9 for central age
model De for each scenario.

In both samples, dose distributions obtained when only the 0 Gy and dim grains are
included (scenario iii, Figure 4.22c and Figure 4.23c) have widely varying values with
long tails towards the lower De end. For sample 53A, the 0 Gy and dim grains (Figure
4.22c) produced one De that was extremely low (~2 Gy). When these grains are added
to the accepted grains (scenario iv) the shape is maintained although the distribution
shifts slightly to lower values. Overall, in both samples, the De underestimation
observed at the multi-grain scale can be replicated with synthetic aliquots containing all
grains. These underestimations are due mainly to the presence of 0 Gy grains and dim
grains, which cause the CAM De to decrease.
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These results agree with those found for sample OQC1, which show a decrease in De
when the luminescence of 0 Gy grains and dim grains is included. It is hence surmised
that the age underestimation observed at the multi-grain level for these samples is due in
great part to the inclusion of these aberrant grains. It should also be noted that a number
of single-grain discs did not contain grains that passed the rejection criteria but did
contain a high proportion of aberrant grains. It is expected that many multi-grain
aliquots would be solely composed of grains that do not pass the rejection criteria and
that also promote De underestimation, with some aliquots producing De values of less
than 10 Gy, and it is possible that this trend is more likely to occur in small multi-grain
aliquots (containing ~80 grains), while being less influential in larger aliquots (~4400
grains).

4.3.2.6 Single-grain dating – summary of results
1) Single-grain dating produced ages that were in agreement with independent age
control, although the single-grain OSL age obtained for sample 53A (from
immediately below SCt-K) underestimated slightly the expected age. De
distributions of these samples are typically characterised by broad De ranges and
relatively high overdispersion values of 33% to 54%. However, some of this
overdispersion was due to the underestimation of error terms of the individual De
values, which had been calculated using the non-stochastic curve-fitting method.
2) It is shown that multi-grain OSL characteristics (e.g., recuperation) can be attributed
to individual quartz grains with very bright OSL signals unsuitable for dating.
Single-grain measurements offer the possibility to overcome luminescence
behaviour problems (thermal transfer) observed at the multi-grain level by isolating
well-behaved grains for the purpose of optical dating.
3) Single-grain measurements showed that 0 Gy grains can be present and that
approximately 50% of grains are dim grains. Synthetic aliquots created from these
grains alone produced De estimates that are on average >50% lower than those
produced with accepted grains only. When the luminescence from these aberrant
grains is added to those of the accepted grains in each disc, the average De decreases
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by more than 27%. The dominant proportion of these grains indicates that, at the
multi-grain level, it is likely that these grains could dominate the composition in
some small aliquots (~80 grains) resulting in De underestimation. Single-grain OSL
dating overcomes De underestimation because these grains are excluded from
determination of the sample De using bulk measurements.

4.4

OSL dating of samples bracketing Sheep Creek tephra (K) at Quartz Creek
(Klondike)

Two samples were collected at Quartz Creek bracketing the SCt-K. Sample OQC13 was
collected from above the tephra and sample OQC10 was collected from below the
tephra. In Chapter 2 (Section 2.5.1.2) it was shown that sample OQC13 is different from
the other samples in the Klondike because its OSL decay curve is dominated by the
medium and Slow 1 components and has only a very small fast signal (see Figure 2.13,
Chapter 2). Many aliquots of this sample were measured and all had overwhelmingly
slow OSL decay curves. Single-grain measurements showed that all grains producing
luminescence had slow decaying curves, as well as recuperation. Therefore, this sample
was not considered suitable for OSL dating using the SAR protocol and was not
investigated further.
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Figure 4.24. Single-grain De distribution for sample OQC10, found below the SCt-K, Quartz
Creek, Klondike, Yukon Territory, plotted as (a) histogram and (b) radial plot. The histogram is
plotted with the x-axis displayed on a log scale. The shaded bar in the radial plot is centred on the
central age model (CAM) De value.
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4.4.1

Single-grain OSL dating of sample OQC10

In light of the earlier findings of this chapter (and Chapter 3), which indicate that, for
these types of deposits, single-grain OSL dating is more suitable than multi-grain
dating, sample OQC10 (from below the SCt-K) was only dated using the single-grain
approach. The aim of dating this particular known-age deposit is therefore to further test
the general suitability of single-grain OSL dating in this depositional context.

4.4.1.1 De distribution and ages
Figure 4.24a and b shows the single-grain De distribution of sample OQC10 plotted as
a histogram and radial plot, respectively. Table 4.10 shows the overdispersion,
weighted skewness score and the CAM De and age. The overdispersion value is 49 ±
11%, but the weighted skewness test, performed on the log-transformed De values,
shows that the distribution is not significantly positively skewed. The CAM De value,
and associated age estimate, is 137 ± 17 Gy and 79 ± 10 ka, respectively. The
overdispersion value of 49 ± 11% obtained for this sample is higher than those reported
in the literature for fully bleached samples (<30%). However, the CAM age of 79 ± 10
ka agrees with the independent age control presented in Westgate et al. (2008). Also,
this age agrees, at 2σ, with the single-grain age of 65 ± 7 ka of sample 53A, found 10
cm below the SCt-K at Ash Bend.

Sample

Measured
grains /
accepted
grains

Overdis
-persion
(%)

Weighted
skewness
value

Critical
skewness
68% C.I.

Critical
skewness
95% C.I.

Dose rate
(Gy/ka)

CAM
De (Gy)

CAM
Age (ka)

OQC10

1500 / 28

49 ± 11

-0.13

0.46

0.92

1.74 ± 0.08

137 ± 17

79 ± 10

Table 4.10. Single-grain De statistics and age for sample OQC10, below SCt-K,
SCt-k, Quartz Creek,
Klondike.

4.4.2

Quartz Creek single-grain results summary

1) Single-grain OSL dating was successfully tested on a sample below the SCt-K from
a second site, Quartz Creek, Klondike district.
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2) The CAM single-grain age obtained for the sample below the tephra was 79 ± 10
ka. This sample had a somewhat large overdispersion value of 49 ± 11%, but the De
distribution was not significantly positively skewed.
3) The single-grain age of sample OQC10 agrees with those obtained for samples 53A
and 52A, found below the SCt-K at Ash Bend, and with independent age control of
~80 ka reported in Westgate et al. (2008).

4.5
4.5.1

Discussion
The suitability of multi-grain dating of perennially-frozen loess deposits

In Chapter 3, it was shown that multi-grain OSL dating of samples bracketing the
Dawson tephra, which has a well-constrained radiocarbon age of ~30 ka, produced
significant age underestimations. For sample OQC1, the single-grain dose distribution
had an overdispersion value of 16%, a CAM De of 85 ± 6 Gy and a corresponding age
of 34 ± 3 ka. For the standard SAR measurements conditions used in this thesis, where
the blue LED power is of ~36 mW/cm2 (90%) and the IR bleach is performed at 50ºC,
the ~80-grain aliquots produced a high overdispersion value (~44%). For some aliquots
the De values were as low as ~9 Gy and the CAM De was 28.1 ± 2.5 Gy – significantly
lower than single-grain De values. Larger aliquots (~800 grains) produced a dose
distribution with a smaller range (between 22 and 107 Gy) and overdispersion value
(~36%), and an overall higher CAM De of 49.4 ± 4.7 Gy. Very large aliquots (~4400
grains) had an even smaller De range (between 40 Gy and 60 Gy) and overdispersion
(~6%), although the CAM De was still lower than expected at 49.1 ± 2.8 Gy. The ages
obtained for these three aliquot sizes are younger than ~20 ka, and the ages seem to
increase with aliquot size. Individual aliquots with small number of grains (i.e., ~80 or
~800 grains) had De values that were too low to be considered realistic and these
contradict the single-grain data since all accepted grains had De values that were >40
Gy. Investigations into the CW-OSL signal of multi-grain aliquots could not explain the
causes of this age underestimation, although it was found that, in these samples, the
types and number of components in the laboratory-irradiated OSL signals were different
to those of the natural OSL; many aliquots contained a medium and/or Slow 1
component in the regenerated signal but not in the natural.
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Chapter 2 (Section 2.5.2) describes the brightness of single grains for many of the
samples studied in this thesis and it is shown that deposits from Alaska and Yukon
Territory typically have dim quartz OSL signals. Single-grain dating showed that many
luminescent grains (~60%) were rejected because of aberrant luminescence behaviours,
specifically 0 Gy De values, low-dose saturation, and dim OSL signals. Experiments
performed on synthetic aliquots containing 100 grains showed that the inclusion of a
few 0 Gy grains (1-3 grains) causes the De to decrease. The largest decrease in De was
of 90% (from ~123 Gy to ~9 Gy) for a single-grain disc in which ~100 grains were
measured, and which contained 3 accepted grains and 3 ‘0 Gy’ grains. It was also found
that the inclusion of dim grains, which have negligible signals in the initial part of the
SAR but produce luminescence at higher doses, can also cause the De to decrease by
~30%. On the other hand, grains that saturate at low doses are more likely to result in
the De to increase or remain constant. It was then concluded that the De estimates of
small aliquots containing less than ~80 grains are strongly influenced by the inclusion
of these rejected grains with aberrant OSL behaviour characteristics. As such, multigrain aliquots, of any size, are considered unsuitable for dating these types of deposits,
since increasing the number of grains does not fully resolve the problem, although it
does improve the dose spread and final De precision.
In the current chapter (Chapter 4), it was shown that multi-grain dating, using small and
large aliquot sizes, of samples bracketing the SCt-K at Ash Bend also resulted in age
underestimations. Table 4.11 shows the ages obtained for the Ash Bend samples using
various aliquot sizes, different De measurement techniques (e.g., quartz OSL, quartz
IRSL) and single-grain dating. Also shown is the single-grain OSL dating result
obtained from the Quartz Creek sample (OQC10). For the Ash Bend samples, OSL
dating using ~80-grain aliquots produced ages that were not stratigraphically consistent,
with sample 55A, at the top of the sequence, having a CAM age of 47 ± 8 ka, while in
the lowermost sample, 52A, the ~80-grain aliquot age was 26 ± 5 ka and, therefore,
50% younger. Increasing the aliquot size improved the ages, since ~4400-grain aliquots
of sample 52A produced bulk OSL ages of 60 ± 7 ka. This age is still an
underestimation of the expected age for this sample, collected ~5 m below the SCt-K,
which has an estimated age of ~80 ka. Single-grain OSL dating of the Ash Bend
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samples produced ages that were stratigraphically consistent and agreed closer with the
independent age control, which placed the timing of the SCt-K deposition at ~80 ka
(Westgate et al., 2008). The suitability of single-grain OSL dating was tested further on
sample OQC10, found immediately below the SCt-K at Quartz Creek, Klondike district.
The second estimate for the deposits underlying the tephra of 79 ± 10 ka agrees with the
Ash Bend single-grain results and supports the Westgate et al. (2008) findings.

Sample
55A
(above
SCt-K)
54A
(above
SCt-K)

Metres
below
surface
3.8

Metres
below
SCt-K
-

No of grains
(aliquots
size)
~80

Expected
age (ka)

Age
model

Age (ka)

Overdispersion
(%)

<80

CAM

47 ± 8

53 ± 11

CAM

58 ± 9

54 ± 12

Single grain
4.6

-

~4400a

CAM

60 ± 4

18 ± 3

~4400b

<80

CAM

68 ± 5

22 ± 4

~4400
~80
Single grain

CAM
CAM
CAM

50 ± 4

14 ± 4

45 ± 8
61 ± 7

56 ± 12
27 ± 9

CAM

30 ± 4

27 ± 10

CAM

65 ± 7

33 ± 7

CAM

60 ± 7

31 ± 7

CAM

63 ± 7

29 ± 6

CAM
CAM
CAM
CAM
CAM

99 ± 10

18 ± 8

45 ± 6
46 ± 6
26 ± 5
78 ± 9

40 ± 8
40 ± 9
60 ± 13
44 ± 9

CAM

79 ± 10

49 ± 11

c

53A
(below
SCt-K)

5.8

52A
(below
SCt-K)

11

0.1

~80

~80

Single grain
5

~4400a
~4400

>80

b

~4400
~800
~800d
~80
Single grain
c

OQC10
(below
SCt-K)

10.8

0.1

Single grain

~80

Bulk OSL signal (Lx and Tx measurements made in SAR sequence described in Table 4.5)
CW-OSL fast-only signal (stripped from the bulk OSL signal in a)
c
Fast IRSL signal (LIRSL and TIRSL measurements made in SAR sequence described in Table 4.5)
d
Modified SAR with OSL bleach (see Table 4.4)
a
b

Table 4.11. Summary of multi-grain and single-grain quartz OSL ages obtained for the Ash Bend
samples bracketing Sheep Creek tephra-Klondike (SCt-K) using various SAR protocols and
aliquots sizes. Also shown is the single-grain quartz OSL age for sample OQC10 (below SCt-K at
Quartz Creek, Klondike district).

The results in this chapter complement those in the previous chapter (Chapter 3)
regarding the applicability of OSL dating using the SAR protocol at the multi-grain and
single-grain level. In both studies, it was found that multi-grain dating of these types of
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deposits produces age underestimations and that single-grain studies can highlight the
presence of grains with bright but unsuitable OSL signal behaviour for OSL dating.
However, the behavioural problems encountered at each site were different. At Quartz
Creek the main problem was the inclusion of 0 Gy grains, grains with low D0 values (~1
Gy), as well as dimmer grains, while at Ash Bend it was the presence of these types of
grains plus grains with unacceptably high levels of recuperation (>5%). These results
produce clear confirmation that investigations into the luminescence characteristics of
individual quartz grains is necessary for these types of deposits to fully understand the
problematic behaviours observed at the multi-grain scale of analysis. Single-grain
dating showed that unwanted luminescence behaviour, such as recuperation and slow
OSL decay curves, typically observed in multi-grain aliquots of these samples, could be
attributed to individual ‘bright’ grains with undesirable luminescence behaviours. At the
single-grain scale, these aberrant grains are rejected from final De estimation, but, at the
multi-grain level, these grains persist, making multi-grain aliquot dating unsuitable for
these types of deposits – this problem is exacerbated in these samples because the
relatively weak luminescence of accepted grains can be easily overshadowed by the
luminescence signals of rejected grains. This issue has been highlighted previously in
discussions about the variable nature of single-grain luminescence behaviour (e.g.,
Roberts et al., 1999; Adamiec, 2000). Specifically, the problems encountered when a
fixed set of measurement conditions are applied to a sub-sample (aliquot) of grains with
widely varying luminescence properties.
OSL studies of glaciofluvial deposits have produced similar findings to those presented
here in terms of the problems of low quartz OSL signal intensities and recuperation. For
example, Duller (2006) observed that samples from glacigenic deposits of the North
Patagonian Icefield in southern South America produced low signal intensities similar
to those presented in Figure 2.18b (Chapter 2), with ~30% of light-emitting grains
producing 10-500 net counts (background-subtracted) per 0.17 s of stimulation, and
only a few (<0.1%) producing >500 net counts after a 8.3 Gy test-dose (Duller, 2006).
Klasen et al. (2006) found that the OSL signals of samples from the European Alps
were two orders of magnitude lower compared to Australian quartz (5000 versus
400000 counts per 0.2 s, respectively); the signals were too dim to make measurements
on aliquots smaller than ~80 grains or even single grains. Similarly, Preusser et al.
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(2006) found that OSL signal intensities of quartz grains from the New Zealand Alps
were so low that OSL dating was not possible. Additionally, their samples also suffered
from recuperation, with aliquots recovering a mean dose of 4 Gy after a 0 Gy dose
recovery test, especially when aliquots were heated at or below 230ºC. Rhodes (2000)
found that samples from the Himalayan Alps also produced recuperation. For example,
one sample produced a 10 Gy dose for a 0 Gy dose recovery test using a regenerativedose preheat of 280ºC for 10 s, and it was suggested that this type of recuperation arose
from shallow trap thermal transfer. In the Ash Bend samples, the recuperation appears
to originate from both shallow trap and deep trap thermal transfer, and is related to
slower decaying components. However, it should be noted that the deposits studied here
are loess, or loess-derived, and thus have been transported to the site of deposition by
wind and not glacial processes. Two reasons could explain the quartz OSL
characteristics in samples from eastern Beringia: (i) quartz grains could be sourced from
glaciar deposits that have not undergone sufficient recycling and sensitisation (hence
they have dim signals), and (ii) quartz grains could be sourced from tephric deposits,
which can also result in the OSL signal being composed of slower components that
produce recuperation (e.g., Tsukamoto et al., 2003; Choi et al., 2006a).

4.5.2

On the isolation of the fast component for dating

The ages for samples 54A and 52A obtained with the two methods of fast OSL signal
isolation are contradictory. For sample 54A, the CW-OSL fast-only signal produces an
age of 68 ± 5 ka. This age agrees at 1σ with the single-grain CAM age of 61 ± 7 ka
obtained for this sample (Table 4.11), but it is significantly older than the age obtained
with high temperature IRSL of 50 ± 4 ka (Figure 4.15c-f). For sample 52A, which has a
single-grain CAM age of 78 ± 9 ka, and is located ~5 m below SCt-K, the CW-OSL
fast-only signal produces a younger age of 63 ± 7 ka but the high temperature IRSL age
is much older at 99 ± 10 ka (Figure 4.14c-f). If the CW-OSL fast-only signal is
considered, then the age of sample 52A is indistinguishable from the single-grain ages
of samples 54A (61 ± 7 ka) and 53A (65 ± 7 ka), but it is too young compared to the
expected ~80 ka age for the SCt-K. For sample 52A, therefore, the CW-OSL fast-only
signal appears to be insufficient to fully overcome the age underestimation observed in
multi-grain OSL measurements made on aliquots with a smaller number of grains.
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Furthermore, widespread application of the CW-OSL fast-stripping technique to these
particular samples might be impractical because of errors introduced during the fitting
procedure of certain individual aliquots (particularly ‘dim’ aliquots).
The IRSL fast signal ages for sample 54A and 52A are stratigraphically sensible, and
agree with the corresponding single-grain OSL ages at 2σ (Table 4.11). One problem
with using the high temperature IRSL approach for these samples is that (i) the samples
are relatively dim, and, as such, a large number of grains (~4400 grains) are needed to
produce a bright enough quartz IRSL signal to be able to construct a dose-response
curve, (ii) the large aliquot size required is inevitably contaminated by feldspar grains or
feldspar inclusions; all discs measured in this study produce a signal during IR
stimulation performed at 20ºC (between 80 to 2500 counts per 0.2 s), and (iii) this
feldspar contamination is unwanted in the high temperature IRSL signal. For some
aliquots, the high temperature IRSL signal showed a slight decay, which should in fact
be flat to avoid age underestimation caused by feldspar contamination (Bailey, 2009).
For sample 54A, the high temperature IRSL age is similar to the ~80-grain aliquot age
of 45 ± 8 ka. However, for sample 52A, for which multi-grain OSL dating produced
ages that were <60 ka (for ~80, ~800 and ~4400 grain aliquots), this technique greatly
improved the results. These results suggest that further work is required to refine this
approach in order to make it suitable for these types of dim samples.

4.5.3

Assessment of the overdispersion and skewness

The results from Ash Bend and Quartz Creek (sample OQC10) show that, for some
samples (e.g., 55A, 52A and OQC10), overdispersion values of ~30% to ~50% were
obtained when the CAM produced the most accurate estimate of the expected age.
Previous studies have shown that well-bleached samples in many aeolian environments
produce single-grain overdispersion values of up to 20% (Jacobs et al., 2003b; Olley et
al., 2004a, 2004b). This value has previously been adopted as a critical threshold in
some studies, whereby positively skewed single-grain distributions producing
overdispersion values significantly >20% are considered inappropriate for application of
the CAM because of the amount of unaccounted variation in the dataset; in such
circumstances, use of the CAM requires greater justification. Bailey and Arnold (2006)
used modelled single-grain De distributions to produce an age-model selection process,
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using various indicative parameters, such as overdispersion and skewness, to decide
which age model to use for a given De dataset. Application of the age-model selection
criteria to known-age samples revealed that the CAM may be accurate for samples with
overdispersion values of between 0% and 42%. In most cases, the age-model selection
made on the basis of independent age control also agreed with the age-model selection
derived from the modelled decision process (Arnold et al., 2007; DeLong and Arnold,
2007). Other empirical single-grain OSL dating studies of known-age samples have also
shown that the CAM can produce accurate age estimates when applied to De datasets
with overdispersion values of ≤ 50% (Feathers et al., 2006; Arnold et al., 2007).
Furthermore, overdispersion values of >20% have been obtained for aeolian dune
deposits that were thought to have been well bleached at deposition (e.g., Carr et al.,
2007).
Galbraith et al. (2005) suggested that the overdispersion value should be obtained
independently for various depositional settings, especially if this overdispersion value is
to be specified when running other age models, such as the FMM. The results obtained
for the Ash Bend and Klondike samples indicate that datasets with overdispersion
values as high as ~50% might still require the use of the CAM to obtain accurate ages.
Therefore, the overdispersion parameter (like any other statistical parameter) when
considered on its own is not necessarily a sensitive indicator for choosing age models,
since some samples with ~50% overdispersion produced stratigraphically sensible ages
when the MAM was applied (OQC8), while others required the application of the CAM
(55A, 52A and OQC10). It is also important to consider the cautionary note of Galbraith
et al. (2005) that age model selection should reflect the sedimentary context of the
samples in question and that the CAM and MAM should be applied in conjunction with
a thorough consideration of the probable bleaching and burial history of the deposit, as
well as the statistical properties of each De distribution.
The high overdispersion values found in these samples might arise from unaccounted
for experimental variation, introduced in the De measurement procedure but not
adequately accounted for in the random error term of the final De uncertainty. Thomsen
et al. (2005) showed that there can be ~9% overdispersion that cannot be accounted for
when making single-grain SAR De measurements using Risø TL-DA-15 readers. This
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additional variance would be primarily machine-dependent, and potentially sampledependent, and might be a contributing factor to the high overdispersion results
presented here. There is also potential for spatial variability of the dose rate from the
beta source in the Risø machine used in our research (i.e., a Risø model postdating the
year 2000). Investigations by Thomsen et al. (2005) demonstrated that laboratory dose
rates administered using

90

Sr/90Yr beta sources can vary by as much as 15% across a

sample disc plane (for a source-to-sample spacing of 15 mm). Such beta source nonuniformity is less likely to be of importance for conventional multi-grain De
measurements, but it could potentially contribute to additional De dispersion at the
single-grain scale of analysis if a single, mean calibration value is used for all grains
instead of individual grain-hole calibration values. However, for the samples studied
here, the multi-grain overdispersion values are also large and typically indistinguishable
from those obtained at the single-grain scale of analysis (compare Table 4.2 and Table
4.6). This suggests that beta source non-uniformity may not have contributed
significantly to the high overdispersion values observed for the single grains of quartz
from these samples.
As discussed in Section 4.3.2.2, the choice of curve-fitting procedure used in this study
may also have contributed to the high overdispersion values. For the Ash Bend samples,
comparison between the least squared curve-fitting approach and the Monte Carlo
method revealed that the former yielded smaller De errors for some grains. This error
underestimation was more severe in grains approaching saturation, especially those that
also had D0 values of <50 Gy. However, while the choice of curve-fitting procedure did
significantly influence the amount of overdispersion observed in one sample (54A), it
did not appear to be the main source of the additional apparent overdispersion in all of
these samples.
Aside from unaccounted for experimental errors, the additional spread in De distribution
might be due to beta-dose heterogeneity experienced in the field, as has been found
using empirical datasets (Murray and Roberts, 1997) and by modelling studies (e.g.,
Nathan et al., 2003; Mayya et al., 2006). In the recent modelling study of Mayya et al.
(2006), it was demonstrated that beta-dose heterogeneity related to the non-uniform
distribution of high-radioactivity minerals in the sediment (e.g.,

40

K-rich feldspar
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grains) can contribute significantly to the overall dispersion and shape of an empirical
De distribution. In this case, quartz grains located close to 40K-rich particles would have
experienced above-average beta doses and would, hence, have correspondingly higher
De values. By contrast, grains that were located away from potassium feldspar
‘hotspots’, or near to material with either low beta dose rates (e.g., carbonates) or that
absorbs radiation (e.g., organic matter), would receive below-average beta doses during
burial. For all the samples studied here, the average bulk K content of the sediments is
1.14-1.40%, and the contribution of the beta dose rate to the total dose rate from

40

K

content alone is 25-40%. This contribution to the total dose rate is significant, such that
the non-uniform distribution of potassium feldspars could have contributed to some
extent to the spread in observed De values.
The possible impact of beta-dose heterogeneity was investigated for sample 53A, which
displayed an overdispersion of 33%. The approach of Mayya et al. (2006) was applied
to the lowest value of this De distribution (41 ± 14 Gy), which should be the most
affected by any 40K-related beta-dose heterogeneity effects. The total dose rate for this
sample (Table 2.11) was inserted into Eq. 20 of Mayya et al. (2006), along with a δ
value of 0.3 (estimated from Figure 3a of Mayya et al., 2006, using the 40K activity of
this sample listed in Table 2.11), and an ƒ value of 0.715 (calculated as the fractional
contribution to the total dose rate from beta particles emitted by the uranium and
thorium decay chains, gamma rays emitted by uranium, thorium and potassium, cosmic
rays, and alpha particles from emitters internal to the quartz grains). The original dose
rate decreases from ~1.89 Gy/ka to ~1.51 Gy/ka, and when the new dose rate is applied
to the lowest De in the distribution the age increases by ~24% from 22 ± 8 ka to 27 ± 9
ka. The ‘corrected’ age for the youngest De grain is still significantly younger than the
original CAM age estimate of 65 ± 7 ka for this sample. Following Mayya et al. (2006)
and David et al. (2007), this is taken to indicate that the spread at the lower end of the
De distribution cannot be fully explained by

40

K beta dose heterogeneity alone, and is

therefore not the sole source of the high overdispersion value for this sample.
Another source of beta-dose heterogeneity could be the proximity of certain grains to
large ice particles (e.g., ice wedges), which would result in beta dose ‘coldspots’. Quartz
grains located close to such ‘coldspots’ would receive below-average dose rates, and
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would return ages that are too young if the average dose rate for the bulk sample is used
(David et al., 2007). Although this is difficult to quantify empirically, it cannot be
disregarded in samples from perennially-frozen sediments. To test this, the approach of
David et al. (2007) was followed, where the contribution of the beta dose rate is set to
zero. For the same grain as used above, the age would increase by ~113% from 22 ± 8
ka to 46 ± 10 ka. This corrected age is more in accordance with the CAM age for this
sample, although it is still lower within errors. These results indicate that beta-dose
heterogeneity is insufficient to explain all of the observed dispersion in De values for
these samples, but it could explain part of the high overdispersion values obtained for
these perennially-frozen samples.
The weighted skewness test (performed on log-transformed De values) showed that, for
the majority of Klondike and Ash Bend samples, the single-grain De distributions were
not significantly positively skewed. For these samples, the application of the CAM
produced ages that were stratigraphically consistent and in agreement with independent
age control. Only samples OQC8 and 54A had significantly positively skewed
distributions at the 68% C.I.. For these samples, the CAM De values and ages were
slightly larger than for the underlying samples (samples OQC1 and 53A, respectively),
although in both cases the ages agreed at 1σ. For sample OQC8, the MAM-4 produced
an age in closer agreement with the independent age control than did the CAM, but this
age was within 2σ of the CAM age (Table 3.4, Chapter 3). For sample 54A, it was
found that a single high-dose grain was responsible for the high overdispersion and
apparent positive skewness of the De distribution (Table 4.6). This individual grain was
excluded from the final De estimation because it had a precision on the De that was
significantly underestimated by the least squared curve-fitting method. The resulting
CAM De and age were smaller, although within 1σ of the values obtained when that
particular grain was included (Table 4.6 and Table 4.7). The results of this study of
known-age deposits suggest that the skewness test can be a useful indicator of partial
bleaching in these samples (e.g., OQC8). However, it is apparent that both parameters
(overdispersion and skewness), as well as sample context, should be taken into
consideration when making decisions on age-model selection for these types of
deposits. The empirical evidence also suggests that a higher critical overdispersion
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value of ~50% may be more appropriate for the Yukon samples studied here, compared
to the ~20% value commonly used at other sites.

4.5.4

Possible reasons for age underestimation in sample 53A

The single-grain OSL ages for the samples immediately above and below the SCt-K
(54A and 53A, respectively) are 61 ± 7 ka and 65 ± 7 ka, and produce a weighted mean
age of 63 ± 2 ka for the SCt-K. This age estimate is 17 ka younger (21% lower) than the
~80 ka expected age for the deposit. However, it should be noted that the single-grain
OSL age of 65 ± 7 ka for the underlying deposit (53A) is within 2σ of the multi-grain
OSL ages presented in Westgate et al. (2008), as well as the fission-track age of 82 ± 9
ka for the Dominion Creek tephra (30 cm above SCt-K).
One possible reason for the apparent age underestimation of sample 53A could be an
underestimation in the long-term water content of this deposit. The water and organic
contents obtained for sample 53A were the highest measured in all the Ash Bend
samples (~50% and ~12%, respectively). The water content required to attenuate the
environmental dose rate of this sample sufficiently to obtain an age of ~80 ka, all else
being equal, would be ~80%. This water content value is likely to be higher than the
‘saturated’ water content for this sample (saturated water content values have been
measured for other samples in this thesis, and typically range between 30% and 50%,
see Table 5.4 and Table 7.4 in Chapters 5 and 7, respectively). Above-saturation water
content values would require the material to have been composed of aggradational ice,
while remaining frozen continuously during burial to avoid sediment slumping. Such a
scenario may not be realistic for these deposits, which are from a region of
discontinuous permafrost distribution (Figure 1.7). However, previous studies have
found that ice bodies and permafrost may survive intact during glacial-interglacial
cycles in regions of discontinuous permafrost (Lacelle et al., 2007; Froese et al., 2008).
The samples studied here were deposited after the last interglacial, and, therefore, it is
possible that aggradational ice survived throughout a large portion of the sample burial
period. Unfortunately, however, it is difficult to ascertain whether the water content for
sample 53A remained above saturation throughout the burial period since no detailed
investigations on the lithology were undertaken at the time of sampling. An alternative
explanation, as discussed previously, is that the presence of pore ice, which can have a
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variable distribution within sediment matrices displaying lower water contents, could
have caused the beta dose rate of some grains to be lower than others. This beta-dose
heterogeneity would produce significantly lower De values for some grains and could,
therefore, contribute to age underestimations. The possibility that pore ice may have had
an effect on the resulting single-grain OSL ages cannot be disregarded in these
perennially-frozen deposits. Although, as discussed in Section 4.6.3, even after
accommodating for a ‘coldspot’ beta dose rate of 0 Gy/ka, the age of the youngest grain
in the De distribution of sample 53A does not increase sufficiently to agree with the
expected age of ~80 ka.
Another possible cause for age underestimation in sample 53A might be an
overestimation of the gamma dose rate due to unaccounted attenuation and/or
heterogeneity within the surrounding ~30 cm gamma field (e.g., Preusser and Degerin,
2006). The presence of a stratigraphic boundary 10 cm above the sample (Figure 4.2)
may have led to spatial heterogeneity in the gamma dose ionisation sphere. Such spatial
heterogeneity would not have been accounted for in the final dose rate calculation of
this sample because its gamma dose contribution was determined in the laboratory,
rather than in situ, using sediment taken directly from the OSL sample position.
Nevertheless, the effect of gamma-dose heterogeneity is likely to be insufficient to
account for the age underestimation observed in sample 53A because only 22% of its
gamma dose is derived from source material lying more than 10 cm away from the
sample position (see Table H1 of Aitken, 1985). As such, the (spatially averaged)
gamma dose rate would have to be reduced by 45% to increase the age of sample 53A
to ~80 ka. Another possible reason for gamma dose rate overestimation might be the
presence of ice within closer proximity to sample 53A (i.e., within the same unit) during
antiquity. Although it is not possible to establish confidently whether such conditions
prevailed during sample burial, this possibility would explain the age underestimation
for the youngest grain in the De distribution of 53A, after also accommodating for a
‘coldspot’ beta dose rate of 0 Gy/ka.
An alternative explanation for the possible age shortfall of sample 53A may be that the
present-day U, Th and

40

K activities were erroneously estimated. For sample 53A, the

radionuclide activities of U, Th and

40

K, determined using combined INAA and ICP259

OES, are ~54 Bq/kg, ~47 Bq/kg and ~382 Bq/kg, respectively (Table 2.11, Chapter 2).
Although this

40

K activity is similar to those obtained for the surrounding samples

(between ~346 Bq/kg and ~424 Bq/kg), the values for U and Th are significantly higher;
the U and Th activities obtained for the other Ash Bend samples typically range
between ~31 Bq/kg and ~36 Bq/kg, and ~30 Bq/kg and ~38 Bq/kg, respectively (Table
2.11 and Table 2.12). This discrepancy may point to a significant overestimation of the
U and Th activities for sample 53A, resulting in an overestimation of the dose rate and,
ultimately, an age underestimation. To investigate this further, a new dose rate of 1.53 ±
0.12 Gy/ka was calculated for sample 53A from the mean U and Th activities obtained
for the surrounding samples (33 Bq/kg and 34 Bq/kg, respectively), together with the
40

K activity originally measured for this sample (382 ± 11 Bq/kg; Table 2.11). Using

this revised dose rate, the age for sample 53A increased from 65 ± 7 ka to 81 ± 9 ka.
This age is in better agreement with the expected age and is stratigraphically consistent
with the ages of the surrounding samples. However, this approach may not be warranted
for sample 53A because the beta dose rate calculated from the original radionuclide
activities (determined using combined INAA and ICP-OES) was indistinguishable from
the beta dose rate measured using the beta-emission counting technique (ratio=1.02).
The consistency between these results suggests that the measured radionuclide activities
may not have been overestimated, and that the original U, Th and 40K values for sample
53A are accurate.
In summary, a number of factors related to dose rate estimation can be identified as
possible causes of the discrepancy between the single-grain OSL age (65 ± 7 ka) and the
expected age (~80 ka) for sample 53A. A lack of field-based evidence regarding the
amount water (or ice) affecting both the beta and gamma dose rates of this sample
precludes any definite conclusion on the accuracy of the single-grain OSL age. In
addition, further measurements are required to confirm the accuracy of the U and Th
radionuclide activities of this sample, which are significantly different from those of the
surrounding samples. It is possible that a combination of these dose rate related factors
may have collectively caused the age underestimation of this sample. At present, it is
not possible to rule out any of these potential causes, and further work is needed to
address these issues directly. In particular, additional field measurements and micromorphological investigations are needed to (i) determine past conditions of moisture
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and ice at, and near to, the sample position; and (ii) examine spatial heterogeneity in the
gamma dose ionisation sphere by conducting in situ field gamma-ray spectrometry
measurements.

4.5.5

New ages for the Ash Bend sequence and the SCt-K, SCt-C and SCt-A
deposition

The Ash Bend loess sequence dated in this study appears to have been deposited
between ~50 ka and ~80 ka. As discussed in the previous section, the age for sample
53A (65 ± 7 ka) is younger than the corresponding OSL and fission-track ages of
Westgate et al. (2008) (~80 ka). However, the single-grain OSL age of 79 ± 10 ka
obtained from sample OQC10, from below SCt-K at Quartz Creek, Klondike, agrees
with the ages from Westgate et al. (2008) at 1σ. It should be mentioned that the OSL
ages obtained by Westgate et al. (2008) for the deposits bracketing the SCt-K at Christie
Mine are multi-grain rather than single-grain age estimates and are only based on the
measurement of three ~4400-grain aliquots. In contrast, the OSL ages presented here are
single-grain estimates and based on larger, more representative, De datasets. The two
OSL ages obtained in the present study for the SCt-K are consistent with each other at
2σ, and when combined with the Westgate et al. (2008) ages, provide three independent
lines of evidence suggesting a broadly similar age for the tephra deposition at different
sites across the region. However, due to the various uncertainties associated with the
estimation of the dose rate for sample 53A (described in the preceding section), it is not
possible to discount the potential for systematic age underestimation in this sample. As
such, throughout the remainder of this thesis, the timing of the SCt-K deposition will be
considered to be ~80 ka, based on the Westgate et al. (2008) fission-track and OSL ages
and the OQC10 single-grain OSL age obtained in this study.
The present study provides the first age estimates for the deposition of SCt-A and SCt-C
found above and below the SCt-K, respectively. Age constraints on samples
immediately above and below the SCt-A (samples 55A and 54A, respectively) suggest
that the tephra was deposited between 58 ± 9 ka and 61 ± 7 ka (Table 4.6). The deposit
located 5 m below SCt-K (sample 52A) has an age of 78 ± 9 ka. This sample lies
immediately above SCt-C, which represents a formerly unknown-age tephra found
widely across the region. The single-grain OSL age of sample 52A provides the first
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numerical age control for this particular tephra, yielding a minimum age estimate of ~80
ka. The SCt-C tephra represents a potentially important regional stratigraphic marker,
particularly as it is found overlying a forest bed in the Christie Mine site, Klondike
district (Westgate et al., 2008; D.G. Froese, personal communication, 2008). The new
ages obtained in this study provide correlative temporal constrain on the likely timing,
and thus palaeoclimatic significance, of these forest bed deposits.

Schweger (2003) undertook a detailed pollen study of a separate but corresponding 10
m silt exposure at Ash Bend, which is intersected by the SCt-A (formerly known as the
Ash Bend tephra (Abt)) and the SCt-K. The OSL ages obtained in the present study can
be used to provide some numerical age constrain on this previously undated
palynological sequence. Figure 4.25 shows the OSL single-grain ages obtained in this
study for the deposits surrounding the SCt-A, K and C and their association with the
palynological sequence described by Schweger (2003) at this site. The pollen sequence
observed in the Schweger (2003) study showed that, at Ash Bend, the SCt-A and the
SCt-K were deposited during a forest/tundra transition, labelled Zone II. The pollen
assemblages from this zone were dominated by forest and tundra species, mainly nonarboreal pollen, Cyperaceae, Poaceae, Artemisia with 45% Picea, 3.3% Alnus, 50%
Betula and 18% Salix pollen. The single-grain OSL ages presented here for this
transitional period of ~58 ka to ~65 ka, agree with a post-interglacial time (i.e., after
130-70 ka) when climate became cooler and drier resulting in the contraction of forests
throughout the region, and prior to the onset of full-glacial conditions (Schweger, 2003).
However, the ~80 ka age for the SCt-K from independent age control (and the OQC10
single-grain results) would indicate that the transitional period encompassed the later
stages of the last interglacial (possibly MIS 5a). This scenario is still feasible because
the later stages of the previous interglacial are regarded as being cooler than the
previous MIS 5e substage (Bartlein et al., 1991).
Further interpretation of ages obtained from the Ash Bend sequence, as well as
comparisons with the Schweger (2003) study, will be discussed in Chapter 5, where the
single-grain dating results of glaciofluvial gravels associated with the Reid glaciation,
which underlie the loess units at Ash Bend, are presented.
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Figure 4.25. Stratigraphic log showing the single-grain OSL ages obtained for samples 55A, 54A,
53A and 52A surrounding SCt-A, SCt-K and SCt-C at Ash Bend (right). Vegetation derived from
a palynological study from Schweger (2003) at Ash Bend, which includes the position of SCt-K
and SCt-A (left). Also shown is the independent chronology (squared box) based on the fission
track age of the Dominion Creek tephra (~82 ka) found immediately above the SCt-K (see
Westgate et al., 2008).

4.6

Conclusion

1) Multi-grain OSL dating resulted in significant age underestimations for the loess
samples at Ash Bend. As observed in Chapter 3, for samples bracketing the Dawson
tephra, the age underestimation of Ash Bend samples was greater as the number of
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grains in the aliquot decreased to ~80 grains. Analysis of rejected grains in the
single-grain investigations revealed that the likely cause of this underestimation was
the unavoidable inclusion of ‘aberrant’ grains with 0 Gy De values and dim grains.
These types of grains are ubiquitous in these loess samples and, at high doses, have
OSL signals that are typically as bright as the accepted grains.
2) Multi-grain OSL measurements of Ash Bend samples showed that recuperation
affected a large number of aliquots, with recuperation values commonly reaching
~30%. The recuperation arises from both shallow trap and deep trap thermal
transfer, and is related to slower decaying components, which dominate the OSL
signal in aliquots with high levels of recuperation. Shallow trap thermal transfer
peaked between 280ºC-300ºC, while deep trap thermal transfer peaked at 340ºC.
Recuperation is not directly responsible for the age underestimations but it imposes
practical limitations on the use of multi-grain techniques because the rejection ratio
of measured aliquots is very high. The use of the modified SAR protocol, which
includes a high temperature OSL wash, can successfully circumvent the problems
of recuperation in these particular samples, but not the age underestimation.
3) The single-grain De distributions obtained for these samples typically have high
levels of overdispersion (30-50%), cover relatively wide range of De values and are
typically not skewed (with the exception of sample 54A, which is significantly
skewed at the 68% C.I.). The results of this known-age study suggest that both the
overdispersion parameter and the weighted skewness score, as well as sample
context, should be considered together when making decisions on age model
selection for these types of deposits. However, use of a higher critical
overdispersion value of 30-50% for the application of the CAM is necessary in
these types of deposits. It is suggested that the log-transformed skewness test may
be informative for detecting the presence of partial bleaching in these particular
samples.
4) Single-grain OSL dating produced ages in agreement with independent age control
and with palaeoenvironmental data for the Ash Bend loessal section, although the
age obtained for sample 53A from immediately below the SCt-K (65 ± 7 ka)
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underestimates the expected age for this deposit (~80 ka). Single-grain ages
obtained in this study provide the first numerical age constraints on SCt-C and SCtA, the two formerly unknown-age tephras. SCt-A has an age of 58-61 ka, while
SCt-C has a minimum age of ~80 ka.
5) The single-grain measurements of Ash Bend samples agree with results from the
Klondike district (Chapter 3), which show that many of the rejected grains had
aberrant luminescence behaviours, such as recuperation and low D0 values, and that
these grains were as bright as, or brighter than, the accepted grains. Single-grain
dating circumvents the practical problems associated with these aberrant
luminescence behaviours at the multi-grain level. Also, at both sites, single-grain
dating provides a solution to avoiding 0 Gy grains and dim grains, which are shown
to produce De underestimates at the multi-grain level. Taken together, these two
complementary studies indicate that the problem of SAR multi-grain age
underestimation is a common problem in the perennially-frozen loess deposits of
the central-western Yukon Territory. Single-grain dating is more suitable in this
environmental context because it allows the removal of undesirable grains before
final De estimation, which is especially important for these types of dim samples.
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Chapter 5: Single-grain OSL dating of glaciofluvial gravels
– timing of the Reid glaciation

5.1

Introduction

Northwestern Canada (Yukon Territory) and eastern Alaska have been glaciated
numerous times by the Cordilleran ice sheet, Laurentide ice sheet and montane ice caps.
The region provides one of the oldest known continental glacial records spanning the
Late Pliocene right through the early to Late Pleistocene (Duk-Rodkin et al., 2004;
Huscroft et al., 2004).
In central Yukon Territory, four successively less extensive regional Cordilleran
glaciations were initially recognised (Bostock, 1966) (Figure 5.1). The McConnell
glaciation, occurring during MIS 2, was the youngest and the least extensive of these
events. The penultimate advance of the Cordilleran ice sheet, the Reid glaciation, was
more extensive than the McConnell glaciation and is thought to be MIS 6 or MIS 8 in
age. The older glaciations, named the Klaza and Nansen glaciations, are less welldefined and have been observed in poorly preserved form and at different localities.
These are thus known as “pre-Reid” glaciations (Hughes et al., 1969; Huscroft et al.,
2004) and have at least a Late Pliocene age of >2.58 Ma (Froese et al., 2000).
Determining the extent and timing of the Laurentide ice sheet, Cordilleran ice sheet and
other montane glaciations is very important in the reconstruction of past climatic,
environmental and ecological change in this region. Most notably, radiocarbon dating
has offered insights into the timing of glacial expansions of the Laurentide and
Cordilleran ice sheets during MIS 2, specifically in relation to establishing the existence
and timing of the ice-free corridor (Catto et al., 1996; Levson and Rutter, 1996). This
corridor connected the Bering land bridge and North America during the LGM and has
been regarded as a possible route taken during the peopling of the Americas, as well as
enabling the exchange of flora and fauna between regions to the south and north of the
ice masses (MacDonald and McLeod, 1996; Elias, 2001a; Brubaker et al., 2005).
However, contradictory ideas on the nature of the ice-free corridor remain. Although
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ice-flow landforms, namely erratics trains, found in southern Alberta provide evidence
that the Laurentide ice sheet and the Cordilleran ice sheet connected along the southern
portion of the corridor during the LGM (Jackson et al., 1997), radiocarbon ages suggest
that along the Peace River, to the north of the erratic train, the two ice-masses never met
(Catto et al., 1996; Bobrowski and Rutter, 1992). This contradicts field observations by
Berdnarski and Smith (see introduction in Berdnarski and Smith, 2007) and is regarded
as improbable by Dyke et al. (2002). Hence, reconstruction of glacial advances, and
coalescence of the Cordilleran ice sheet and the Laurentide ice sheet, during the LGM
through radiocarbon dating has resulted in conflicting ideas due to the limited number
of ages and inconsistent interpretations of the chronology (Berdnarski and Smith, 2007).
Chronological constrain for older Cordilleran glaciations, beyond the range of
radiocarbon dating, have been mainly achieved through tephrochronology (Westgate et
al., 2001), palaeomagnetism (Froese et al., 2000; Barendregt and Duk-Rodkin, 2004;
Duk-Rodkin et al., 2004) and cosmogenic dating of glacial drift boulders (Jackson et al.,
1997; Berdnarski and Smith, 2007; Ward et al., 2007). Broad stratigraphic correlations
have allowed a regional reconstruction of the last 2.7 Ma of glacial history across
northwestern Canada and eastern Alaska (Duk-Rodkin et al., 2004).
Across Alaska and Yukon, it is known that the extent of the penultimate glacial advance
was greater than that of the last LGM (Brigham-Grette, 2001). However, the timing of
this penultimate (Reid) glaciation has remained controversial because of a lack of direct
dating, particularly as this glacial advance is beyond the reach of radiocarbon dating
(Kaufman and Manley, 2004; Westgate et al., 2008).

5.1.1

Timing of the penultimate Reid glaciation, Yukon Territory

The maximum age of the Reid glaciation, the penultimate advance of the Cordilleran ice
sheet, has been constrained to a maximum of 311 ± 32 ka by

40

Ar/39Ar dating of

underlying basalt at Fork Selkirk (Figure 5.1), near the confluence of the Pelly River
and the Yukon River, central Yukon Territory (Huscroft et al., 2004). However, the
inferred timing of this glacial expansion has varied greatly because of a lack of tight
minimum and maximum age constraints.
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(MIS 2)
(MIS 2)

Pelly River (Caribou Creek)
Aishihik Lake area
Snag

Klondike

Figure 5.1. Extent of the McConnell, Reid and pre-Reid glaciations of the Cordilleran ice sheet in
the Yukon Territory. Also shown are the locations of the Ash Bend site (inset) and the other sites
mentioned in the text.

Reid deposits were originally thought to be early Wisconsinan (MIS 4) in age by
Hughes et al. (1972) but later considered Illinoian (MIS 6) because of an interglacial
palaeosol overlying Reid deposits at Ash Bend, which yielded non-finite radiocarbon
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ages (Hughes et al., 1987) (Figure 5.1). Attempts to date the Reid glaciation using
tephrochronology by Westgate et al. (2001) assigned the age of the Reid glaciation to
MIS 8 based on the occurrence of the Sheep Creek tephra (SCt) above the Reid deposits
at Ash Bend (central Yukon Territory). This was based on an age of ~190 ka for the
SCt, which was obtained by Berger et al. (1996) using thermoluminescence dating of
bracketing loess deposits at Fairbanks. It has since been shown in Westgate et al. (2008)
that SCt deposits found across Alaska and Yukon are different variants, with distinct
chemical signatures and ages (see Chapters 1 and 4). The SCt of Alaska found near
Fairbanks, dated by Berger et al. (1996), is now known to be SCt-F, which is older than
those SCt variants found at Ash Bend (namely SCt-A, SCt-K and SCt-C). OSL ages on
deposits bracketing the SCt-K at Christie Mine, Klondike district, indicate that this
tephra is in fact ~80 ka (Westgate et al., 2008), and this is supported by a fission track
age of 82 ± 9 ka obtained for Dominion Creek tephra from 10 cm above SCt-K
(Westgate et al., 2008). Based on this new appraisal of the nature and timing of the SCt
deposits found across Alaska and Yukon Territory, together with additional
palaeoecological evidence that shows that a forest bed exists just below SCt-K in the
Klondike goldfields, likely to be MIS 5, Westgate et al. (2008) considered that the Reid
glaciation could be of MIS 6 in age, but the possibility remains for an MIS 8 age.
Recent cosmogenic dating of Reid-age boulders from southwest Yukon Territory has
shown that the nature, timing and extent of the Cordilleran ice sheet is more complex
than previously thought. Ward et al. (2007) performed cosmogenic dating on four
boulders of Reid drift (penultimate glaciation) from the lobes of St. Elias Mountains and
Coast Mountains, in the Aishihik Lake area, southwest Yukon Territory (Figure 5.1). It
was found that the boulders had cosmogenic ages of 54 to 51 ka, and the drift was
considered to be MIS 4 in age (Ward et al., 2007). This represents the first evidence for
MIS 4 glacial expansion of the Cordilleran ice sheet. This glacial expansion affecting
southwest Yukon Territory was termed the Gladstone glaciation (Ward et al., 2007).
Further evidence for extensive glaciation during MIS 4 had been previously reported in
the Ahklun Mountains, southwestern Alaska (Briner and Kaufman, 2000; Kaufman et
al., 2001a; Manley et al., 2001) and from cosmogenic dating on moraine boulders from
across Alaska (Briner et al., 2005).
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The Gladstone glaciation represents an expansion of the St. Elias and Coast Mountains
lobe in southwest Yukon Territory. Reid deposits found along the Pelly and Stewart
Rivers (including the Ash Bend site) in central Yukon Territory belong to the expansion
of the Selwyn Mountains lobe. Evidence for a minimum MIS 6 age for Reid deposits of
the Selwyn lobe have been found on deposits along the Pelly River (Caribou Creek;
Figure 5.1), where silts containing the Old Crow tephra (140 ± 10 ka) have been found
overlying deglacial Reid gravels (Ward et al., 2008). These findings indicate that Reid
deposits represent a diachronous record. It has been suggested that areas affected by the
Selwyn Mountains lobe in central Yukon Territory have Reid deposits of MIS 6 age
(Ward et al., 2008) and that the drift deposits of the penultimate glaciation across the
Yukon Territory should be reexamined (Ward et al., 2007, 2008).
Clearly, reliable chronological controls are needed to determine the timing of glacial
advances that have taken place beyond the limits of radiocarbon dating. Numerical age
control should preferably be obtained by directly dating glacial deposits from stratigraphically
well-constrained localities. The aim of this chapter is to estimate an age for the Reid
glaciation in central Yukon Territory using such an approach. This will be achieved by using
single-grain OSL dating on quartz extracts from two samples collected from glaciofluvial
gravels that underlie the loess sequence at Ash Bend (previously discussed in Chapter 4).

5.2

Site description and sample collection

Reid deposits are found extensively at the Ash Bend site, on Stewart River, central
Yukon Territory (Figure 5.1) (see also Chapter 1 and 4 for details). Ash Bend contains
a 10 m-thick recessive sequence of till and glaciofluvial gravels of Reid age overlain by
loess deposits containing organic-rich material, bones and tephra layers (Westgate et al.,
2001). The till and outwash deposits were described in detail by Hughes et al. (1987),
while further work by Westgate et al. (2001) has refined the lithostratigraphy of the
loessal sequence overlying these Reid deposits at a channel cut exposure located
towards the downstream end of the section (Westgate et al., 2005). This overlying loess
sequence contains the SCt layers and spans the following glacial-interglacial cycle after
the deposition of the Reid drift (see Chapter 4, Section 4.2). The description of the Reid
glaciofluvial and till sequence by Hughes et al. (1987) at Ash Bend is shown in Figure
5.2. Two OSL samples were collected from the two glaciofluvial beds bracketing the
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Reid till deposits at Ash Bend, described as Unit 1 and Unit 3 (Figure 5.2). Sample 57A
was collected from the unit overlying the till (Unit 3) and ~6 m below the surface. This
unit is a planar-tabular cross-bedded sand deposit possibly formed in a braided river
environment. This entire deposit can be characterised as proximal-braided given the
low-relief of bar forms (thin planar-tabular cross-beds) observed in the gravel section
(D.G. Froese, personal communication, 2009). Sample 58A was collected from the unit
underlying the till (Unit 1) and ~30 m below the surface. This unit is a 25 cm-thick
sandy bed in gravel and represents a bar top sand in a braided river environment. The
two samples were collected from within permafrost.

Figure 5.2. Reid glacial
deposits at Ash Bend and
position of OSL samples
bracketing the glaciofluvial
gravels.
57A

Reid Till

58A
Elevation above
Stewart River in
metres

5.3
5.3.1

OSL dating of Reid glacial outwash gravels
Single-grain luminescence behaviours

Single-grain OSL measurements were performed on 2300 grains of sample 57A and
2000 grains of sample 58A. Generally these deposits were dim, with ~70% of grains
producing no luminescence (see Chapter 2, Figure 2.18b). Also, the Tn signal intensities of
the accepted grains of these samples were dimmer overall than those obtained for the
loess counterparts, namely samples 52A, 53A, 54A and 55A (compare Figure 2.15b
and Figure 2.15c of Chapter 2) and the proportion of usable grains in the glaciofluvial
272

gravels were half those obtained for loess samples (1.1% versus 2.3%). Therefore, 24 and
21 grains were accepted for final De estimation for samples 57A and 58A, respectively.
Sample name
Total number of grains measured
Total number of grains with signal suitable for
construction of a dose-response curve (n)
(%)
‘0 Gy’ grains
Early onset of saturation of dose-response curves
Feldspar (contaminant grains or inclusion)
Recuperation (>5% of the natural signal)
Dim (>30% relative error on the natural testdose signal)
Accepted grains (used for De determination)

57A
2300

58A
2000

139
(6)
n
7
11
50
10

%
5
7.9
36
7.2

115
(5.75)
n
2
4
46
11

37

26.6

31

27

24

17.3

21

18.3

%
1.7
3.5
040
09.6

Table 5.1. Single-grain OSL dating statistics obtained for samples 57A and 58A. Includes total
number of measured and accepted quartz grains for each sample and proportion of grains
displaying different problematic behaviours.

Table 5.1 shows the number of grains in each sample producing luminescence. The
total number of luminescent grains for samples 57A and 58A were 139 and 115,
respectively, which amount to ~6% of the total number of measured grains. Many of
these grains did not pass the rejection criteria. The proportion of grains falling in each
category is also shown in Table 5.1. Only ~1% were useful for final De estimation.
Almost half (~40%) of the grains producing luminescence were feldspars or quartz
grains with feldspar inclusions, and a quarter of the grains (~27%) were too dim to
produce detectable luminescence from the test-dose, the latter resulting in De values
with >60% relative errors. Unlike the loess samples, the proportion of luminescent
grains with aberrant behaviours, other than feldspar grains, were low (<20%).
Figure 5.3a-d shows the sensitivity-corrected dose-response curve and OSL decay
curve of two accepted grains. Figure 5.3a-b corresponds to a grain from sample 57A,
while Figure 5.3c-d corresponds to a grain from sample 58A. It can be observed that
these two grains have not reached saturation, despite being given doses higher than 200
Gy. Furthermore, the onset of saturation for these grains is well above this value. D0
values were calculated using the approach described in Chapter 2 (Section 2.5.3). The
grain for sample 57A has a D0 value of 325 Gy (Figure 5.3a), while the grain of sample
58 Gy has a D0 value 298 Gy (Figure 5.3c). Figure 5.4a shows a histogram of D0
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values obtained for the 45 accepted grains of these two samples. Also shown is the D0
distribution obtained for 33 accepted grains of the loess sample overlying these gravels,
sample 52A (see Chapter 2, Section 2.5.3). The saturation doses of quartz grains from
the glaciofluvial gravels are typically double those of the loess quartz grains. The
majority of grains in sample 52A (~75%) have D0 values <80 Gy, whereas for samples
57A and 58A a much smaller fraction (~25%) of grains have D0 values <80 Gy and half
of the grains have D0 values >170 Gy (Figure 5.4a). Several grains (n=6) of samples
57A and 58A also have very high D0 values of >600 Gy. Figure 5.4b-c shows the
sensitivity-corrected dose-response-curve and the OSL decay curves of one such quartz
grain from sample 57A. These results are encouraging because these samples are
expected to be ~140 ka or older, and hence early onset of saturation is not likely to
compromise the suitability of OSL dating with these samples. The different D0
characteristics of the loess and the glaciofluvial gravel samples at Ash Bend presumably
reflects, at least in part, the different provenances and source materials of these deposits.
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Figure 5.3. Sensitivity-corrected dose-response curves and corresponding OSL decay curves
obtained from individual quartz grains of (a-b) sample 57A and (c-d) sample 58A.
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Figure 5.4. (a) Distribution of D0 values for accepted single grains of the Reid glaciofluvial
gravels, samples 57A and 58A (n=45), and the loess material overlying gravels at Ash Bend,
sample 52A (n=33). Sensitivity-corrected dose-response curves and corresponding OSL decay
curves obtained from individual quartz grains of (b-c) a grain from sample 57A with D0 >600 Gy,
and (d-e) a high-dose grain of sample 58A, which can be observed as the uppermost grain in the
radial plot for this sample (Figure 5.5d).
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5.3.2 Single-grain De distributions and statistical analysis
Table 5.2 shows the overdispersion and weighted skewness values, as well as the CAM,
MAM-3 and MAM-4 De values of each sample. The corresponding ages are shown in
Table 5.3. Figure 5.5a-d shows the dose distributions for samples 57A and 58A plotted
as histograms, with a log-transformed x-axis, and as radial plots centred on the CAM De
values. The overdispersion values are 41 ± 9 % and 51 ± 11% for samples 57A and
58A, respectively. However, the dose distributions were not significantly positively
skewed at the 68% C.I. (Table 5.2). One of the grains from sample 58A yielded a
particularly high De value of ~606 Gy (Figure 5.5c-d). As shown in Figure 5.4d-e, the
De of this grain has been determined by extrapolation of the SAR dose-response curve
beyond the highest administered dose. This grain was accepted for reasons discussed in
Section 4.3.2.3 (Chapter 4) and because the dose-response curve is still clearly growing
at doses of 300 Gy (Figure 5.4d).
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Figure 5.5. De distributions plotted on a log scale and radial plots obtained from single grains of
quartz of (a-b) sample 57A, and (c-d) sample 58A. The shaded bar in (b) and (d) is centred on the
central age model (CAM) De estimate.
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Sample

Depth
(m)

Measured
grains/
accepted
grains

Overdis
-persion
(%)

Weighted
skewness
valuea

Critical
skewness
68% C.I.

Critical
skewness
95% C.I.

CAM
De (Gy)

MAM-3
De (Gy)

MAM-4
De (Gy)

57A

6

2300 / 24

41 ± 9

-0.04

0.50

1.00

168 ± 17

124 ± 32

135 ± 44

58A

30

2000 / 21

51 ± 11

0.37

0.52

1.04

162 ± 21

92 ± 31

123 ± 32

De distribution is significantly positively skewed at 68% C.I. (or 95% C.I.) if the weighted skewness value is greater than
the critical skewness value.

a

Table 5.2. De distribution statistics obtained from single-grain OSL dating of samples 57A and
58A. Weighted skewness was calculated on log-transformed De values. Also shown are the central
age model (CAM), 3- and 4-parameter minimum age model results (MAM-3 and MAM-4).
Numbers in bold indicate the accepted age model according to the weighted skewness test results.

Sample

Dose rate
(Gy/ka)

CAM
Age (ka)

MAM-3
Age (ka)

MAM-4
Age (ka)

57A

1.56 ± 0.07 a

108 ± 12

78 ± 21

87 ± 29

58A

1.56 ± 0.08 a

104 ± 15

59 ± 20

78 ± 21

Dose rate calculated using measured field water content:
57A is 2%, 58A is 18%
a

Table 5.3. Single-grain OSL ages for samples 57A and 58A obtained using CAM De values of
Table 5.2 and dose rate from Table 2.11.

The CAM De values for samples 57A and 58A are 168 ± 17 Gy and 162 ± 21 Gy,
respectively, and the corresponding ages are 108 ± 12 ka and 104 ± 15 ka. Previous
luminescence dating studies of glaciofluvial deposits have stressed the possibility of
partial bleaching in this sedimentary context because of insufficient sunlight exposure
during transport (Spencer and Owen, 2004; Duller, 2006; Preusser et al., 2007).
Therefore, the MAM-3 and MAM-4 were also used to analyse the De datasets for
samples 57A and 58A. The models were applied after an overdispersion of 30% was
added, in quadrature, to the errors of the individual De values. This value was chosen
because a minimum overdispersion value of 30% was found for fully bleached (loess)
samples at Ash Bend (samples 53A and 54A; Table 4.6), and, thus, this represents the
likely minimum amount of dose overdispersion that might be expected from sources
other than partial bleaching at this site. The resulting MAM-3 and MAM-4 ages are 78
± 21 ka and 87 ± 29 ka for sample 57A, and 59 ± 20 ka and 78 ± 21 ka for sample 58A.
As expected, the MAM ages are younger than the CAM ages. However, the MAM-3
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age estimates of both samples agree with the CAM ages at 1σ, while the MAM-4 ages
agree with the CAM ages at 2σ. The MAM ages also have higher associated
uncertainties than the CAM ages (27-33% versus 11-14%), which is partly related to the
addition of a 30% overdispersion value prior to the application of the MAM. Although
these ages are stratigraphically consistent with the single-grain OSL age obtained for the
lowermost sample in the overlying loess sequence (sample 52A; Chapter 4), they are a
gross underestimation of the expected ages for these deposits (>140 ka). Therefore, the
CAM is regarded as the most appropriate age model for analysing these datasets. This
choice of age model is also consistent with the De distribution characteristics of these
two samples, (i.e., they are not significantly positively skewed). However, the CAM
ages correspond to the MIS 5 interglacial and should be slightly older because the ~140
ka Old Crow tephra overlies these gravel deposits at Caribou Creek (Ward et al., 2008).

5.3.2.1 Issues with water content, environmental dose rate and final ages
The ages for samples 57A and 58A were obtained using the dose rate values shown in
Table 2.11, calculated using the field water contents measured in the laboratory, which
were 2% and 18%, respectively (dosimetry sample 57C corresponds to OSL sample
57A, while dosimetry sample 58C corresponds to OSL sample 58A). These water
content values are much lower than expected for these glaciofluvial gravels (see Section
2.6.2.5 in Chapter 2). The saturated water content values for samples 57C and 58C are
29.9% and 36.3%, respectively (shown as 57A and 58A in Table 2.13).

Sample

Dose rate
(Gy/ka)

CAM
Age (ka)

MAM-3
Age (ka)

MAM-4
Age (ka)

57A

1.18 ± 0.06 a

142 ± 17

105 ± 28

114 ± 38

58A

1.33 ± 0.08 a

122 ± 18

69 ± 24

92 ± 25

a
Dose rate calculated using measured saturated water content:
57A is 29.9%, 58A is 36.3%

Table 5.4. Single-grain OSL ages for samples 57A and 58A obtained using CAM De values of
Table 5.2 and modified dose rate, calculated using saturated water content. Numbers in bold
indicate the accepted ages for these samples.

The dose rate values for these samples, calculated using the saturated water contents,
decrease from ~1.56 Gy/ka to ~1.25 Gy/ka. Table 5.4 shows the CAM, MAM-3 and
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MAM-4 ages obtained using the modified dose rates. The revised CAM ages increase
by ~30% for sample 57A to 142 ± 17 ka and by ~17% for sample 58A to 122 ± 18 ka
(Table 5.4). The mean ages are stratigraphically reversed but are in agreement at ±1σ.
These ages are consistent with the stratigraphic position below the Old Crow tephra,
and point to a MIS 6 age for the Reid glaciation. Furthermore, these ages preclude a
MIS 8 age for the Reid glaciation and provide a tight maximum age constraint on the
Reid deposits in central Yukon. It is worth noting that the revised MAM-3 and MAM-4
ages for samples 57A and 58A range between ~70 ka and ~114 ka (Table 5.4), and are
still younger than ~140 ka (although the MAM-3 and MAM-4 ages of sample 57A
agree with the Old Crow tephra age at 2σ).

5.4
5.4.1

Discussion
OSL dating of glacial deposits and the timing of the Reid glaciation

Quartz grains of the Ash Bend glaciofluvial gravels have weak OSL signals (dimmer
than loess-type deposits) with only a small percentage of grains accepted for De
estimation (~1%). Despite these drawbacks, the single-grain data indicate that quartz
grains accepted for final De estimation have high saturation doses, which allows the
dating of these deposits to >200 ka. Previous OSL studies of glacigenic deposits from
other regions have also found that low quartz signal intensity is a major limitation in
dating these types of deposits (Duller, 2006; Klasen et al., 2006, 2007; Lukas et al.,
2007; Namara et al., 2007; Preusser et al., 2007). Consequently, a number of researchers
have opted to use ‘brighter’ IRSL emissions of feldspar extracts to overcome the
problems of quartz ‘dimness’ in glacigenic contexts (e.g., Tsukamoto et al., 2002;
Spencer and Owen, 2004). Some of these studies involving independent age control
have found that these types of depositional environments are prone to partial bleaching
(Spencer and Owen, 2004; Duller, 2006; Preusser et al., 2007), whereas other knownage studies indicate that insufficient resetting of the OSL signal is not a problem
(Tsukamoto et al., 2002; Narama et al., 2006; Thomas et al., 2006). However, direct
comparison of bleaching trends between these studies and the Reid glaciofluvial
sediments is difficult because all of these published studies, with the exception of Duller
(2006), used multi-grain aliquots (e.g., ~4400 grains).
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Duller (2006) was the first study to report single-grain OSL dating of glacigenic
deposits. The study included an assessment of single-grain OSL dating at two
geographically separate sites (i.e., southern South America and Scotland). With the aid
of independent age control, Duller (2006) found that partial bleaching was present at
both these glacigenic sites and that the lowest De populations, obtained using the FMM,
produced ages in agreement with the independent age control. In contrast, the results
presented in the present study reveal that the CAM produces ages in agreement with
independent age control, and although the De values are spread over a rather large
range, the distributions are not significantly skewed. The samples studied by Duller
(2006) were considerably younger (~2-17 ka) than those studied at Ash Bend. The
influence of partial bleaching is typically much more apparent in younger samples than
older ones, mainly because the residual doses associated with unbleached grains can be
much larger in relative terms compared to the mean burial dose of fully bleached grains.
This may account for the differences observed between the results obtained for the
samples studied by Duller (2006) and those presented here. It should be pointed out that
the De datasets of sample 57A and 58A are somewhat limited in number (n≈20) and that
further measurements are needed to fully clarify the statistical attributes of the singlegrain distributions of these samples. Nonetheless, the results of this study imply that
partial bleaching is not a major problem for these samples, and that De estimates
calculated using the CAM produce ages that are most consistent with the expected
minimum age estimate of ~140 ka for these deposits.

5.4.2

Assessing potential sources of scatter in the De distributions

The CAM ages for samples 58A and 57A are stratigraphically consistent at 1σ.
Nevertheless, the dose distribution of sample 58A contains a very precise young grain
with a De of 74 ± 9 Gy, which is particularly evident on the radial plot of this sample
(Figure 5.5d). It is worth considering whether the inclusion of this high-precision, lowDe grain significantly suppressed the CAM age estimate of sample 58A, and whether
this De value should have been included in the final De estimation. This particular grain
did not display any aberrant OSL behaviour that might warrant its rejection from the
final De analysis: aside from having a bright OSL signal (230 counts in the first 0.2 s of
stimulation for a 16.6 Gy test-dose), this grain had similar dose-response properties,
recycling ratio and recuperation trends as the other ‘accepted’ grains of sample 58A.
280

Furthermore, the exclusion of this grain from the De dataset only marginally increases
the CAM De, from 162 ± 21 Gy to 171 ± 22 Gy and decreases the overdispersion only
slightly from 51 ± 11% to 48 ± 11%. Consequently, the CAM age of the sample only
increases to ~128 ka when this De point is excluded; this value is consistent with the
original CAM age of 122 ± 18 obtained when all the De values were considered (Table
5.4).
There are two possible explanations for the presence of low De values and the wide
range of individual De estimates in sample 58A. One relates to migration of grains from
younger layers above, and the second relates to beta dose heterogeneity. Postdepositional mixing of sediments has been suggested in other single-grain OSL studies
for explaining wide dose distributions and the presence of younger grains (e.g., Roberts
et al., 1998; Bateman et al., 2003; Jacobs et al., 2006a; David et al., 2007). However,
post-depositional mixing is unlikely to have occurred in the glaciofluvial gravel deposit
from which sample 58A was collected, because this sedimentary unit is overlain
sequentially by ~10 m of till and a further ~15 m of glaciofluvial gravels (Figure 5.7).
Hence, it is located ~35 m below the ground and was collected from 6 m below the till
in horizontally stratified sands. Post-depositional mixing is usually most evident within
1 metre of the surface and is related to biological activity (Bateman et al., 2007), such as
burrowing animals, vegetation, or human disturbance (in archaeological sites). It is
extremely unlikely that these processes or cryoturbation have taken place within these
perennially-frozen deposits because the visible horizontal bedding structure would not
have been preserved after such disturbance. Although grains with low De values (~80
Gy) were also found in sample 57A (Figure 5.5a), it is unlikely that these migrated a
further ~10 m downwards to be redeposited below the till, and it is even less probable
that quartz grains from the overlying loessal units could have done so. Therefore, the
presence of low De values in the dose distribution of sample 58A is not thought to be
attributed to the intrusion, or contamination, by grains from the younger overlying
deposits. Hence, the FMM was not applied to these samples because sediment mixing
was not thought to be the primary cause of dose dispersion.
Dose rate heterogeneity, specifically that associated with beta particles, has been
mentioned earlier as a possible cause of wide De distributions and high overdispersion
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(~50%) in single-grain datasets of samples from the loess unit at Ash Bend (see Chapter
4, Section 4.6.3). Beta dose rate heterogeneity can cause individual grains to experience
uneven dose rates while buried, so the resulting De distributions are likely to display
higher degrees of overdispersion and cover broader ranges of individual De values than
a deposit with homogeneous beta dose rates (and all other factors being equal). Singlegrain De measurements are more prone to unveiling such effects than multi-grain De
measurements, although it is often difficult to differentiate between beta dose
heterogeneity and other sources of natural De scatter (e.g., partial bleaching). In a
laboratory-controlled study (Kalchgruber et al., 2003), heterogeneous dose rates due to
the presence of carbonates have been shown to produce dose distributions with higher
variation, and numerical modelling has shown that sediment geometry can have an
impact on beta dose rate heterogeneity and, hence, on the resulting De variability
(Nathan et al., 2003). Generally, luminescence dating studies have widely assumed an
infinite-matrix dose rate (Nathan et al., 2003), where, within a volume having
dimensions greater than the radiation ranges, the rate of energy absorption is equal to
the rate of energy emission and both radioactive element concentrations and absorption
coefficients are homogeneous (Aitken, 1998). In reality, as described earlier (Chapter 4,
Section 4.6.3), individual grains might receive higher amounts of beta radiation if they
are in close proximity to beta sources such as

40

K-rich particles (i.e., ‘hotspots’), or

lower-than-average amounts of radiation if they are close to materials with reduced
radioactivities, such as water or carbonates (i.e., ‘cold spots’). The samples studied here
belong to deposits containing coarse-size fractions (i.e., glaciofluvial gravels). Although
these deposits are unlikely to contain attenuating bodies such as carbonates, there is a
strong possibility that water or ice particles of considerable size were present in these
sediments. The Ash Bend site falls within the region of extensive but discontinuous
permafrost, and it is probable that the sediments sampled had remained frozen during
burial. They were sampled when thawed, but it is difficult to retrospectively determine
the type of geometries that affected the grains in situ. But some of the anomalously low
De values may be explicable in terms of their in situ location next to pore spaces filled
with ice. In addition, there is the possibility that the coarse nature of these deposits
favoured an inhomogeneous distribution of coarse, beta-emitting material, which could
explain the presence of high-De grains in these samples (~300 Gy). Nathan et al. (2003)
caution against the assumption of an infinite matrix in heterogeneous sediments, and
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advise against the exclusion of De values from datasets because the effects of beta-dose
heterogeneity could be a significant contributor to De scatter.

5.4.3

Implication for regional glacial reconstructions in eastern Beringia

Glacial deposits in central Alaska and the Yukon Territory corresponding to MIS 6 have
been described previously. At least two other glaciations have been assigned to MIS 6
in the region: the Delta glaciation in central Alaska (Begét and Keskinen, 2003) and the
Mirror Creek glaciation in southwestern Yukon Territory (Rampton, 1971) (Figure
5.6).
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Figure 5.6. Sites in central and eastern Beringia where the maximum glacier advances prior to MIS
2 have been dated to MIS 4-MIS 5 (grey squares) and to MIS 6 (red stars). Grey areas indicate
maximum extent of glaciers during the Last Glacial Maximum, while black areas indicate present
extent of glaciers. Sites mentioned in text: Chukotka (C), St. Lawrence Island (SL), Ahklun
Mountains (A), Lime Hills region, western Alaskan Range (LH), Delta Glaciation site (D), Eagle
Moraine (EM), northeastern Brooks Range (NEB), Mirror Creek Glaciation in the Snag area (S),
Aishihik Lake area (AL), Ash Bend site (AB).
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Rampton (1971) first described the Mirror Creek glaciation deposits in the Snag-Klutlan
area, southern Yukon Territory (Figure 5.6). There, glacial deposits underlie Old Crow
tephra deposits and the glaciation has been considered MIS 6 (Ward et al., 2007).
However, the Reid deposits from the Mirror Creek glaciation lack tight maximum age
constraint, and may still be MIS 8 in age. Therefore, these Reid deposits cannot, at
present, be reliably correlated with those in central Yukon Territory (Ash Bend site)
studied here.
The Delta glaciation deposits were found underlying primary deposits of the Old Crow
tephra (~140 ka) and in association with reworked Sheep Creek tephra deposits at
Moose Creek, Tanana River, central Alaska. Begét and Keskinen (2003) suggested a
MIS 6 age for the Delta glaciation based on a maximum age estimate of ~190 ka, which
is the age of the SCt-F, and a minimum age constraint of ~140 ka from the Old Crow
tephra. Westgate et al. (2008) have recently revised the mineralogy of this tephra
deposit and assigned it to be SCt-CC instead of SCt-F. Although the age of SCt-CC is
unknown, it must be older than the Old Crow tephra because of its lower stratigraphic
position and because its mineralogy suggests it is more evolved, and therefore older
than, the other (~80-60 ka) SCt layers (SCt-A, SCt-K and SCt-C). Furthermore, as its
mineralogy is similar to the SCt-F (Westgate et al., 2008), the SCt-CC might also be
close in age. On the basis of this evidence, therefore, the Delta glaciation deposits may
be tentatively assigned a MIS 6 age, which would make them contemporaneous with the
Reid glaciation ages derived in the present study.
As mentioned earlier, however, many other glacial deposits in eastern Beringia
representing penultimate maximum glacial extensions have been assigned to MIS 4
(Briner et al., 2005; Ward et al., 2007), rather than to MIS 6. Various studies indicate
that glaciers were more advanced during MIS 4 or late in MIS 5 than during MIS 2 in
many parts of Beringia (with the exception of the Alaskan Range and the Chugach/St.
Elias Mountains), specifically in areas to each side of the Bering Strait (Kaufman et al.,
1996; Brigham-Grette, 2001; Brigham-Grette et al., 2001; Elias and Brigham-Grette,
2007) (Figure 5.6). Together with the ages presented here, these pre-LGM glacial
records indicate that deposits associated with the penultimate glacial advances are not
synchronous throughout Beringia: glaciers close to coastal regions (western Alaska and
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southern Yukon) might have expanded further than glaciers in continental regions
(Alaskan Range and central Yukon Territory) late in MIS 5 and during MIS 4, whereas
maximum extensive glaciation prior to MIS 2 occurred during MIS 6 in continental
regions.
Establishing robust chronologies of glacial advances through direct dating of glaciallyderived deposits has important implications for determining past climatic regimes. The
extent of the Cordilleran ice sheet during MIS 2 was reduced in comparison to the
penultimate glacial extent (Duk-Rodkin, 1999). The chronological record of the
Cordilleran ice sheet indicates a dichotomy for the penultimate glacial maximum (Ward
et al., 2007). The St. Elias lobe of the Cordilleran ice sheet reached its penultimate
maximum extent during MIS 4 (Aishihik Lake area, southwest Yukon Territory, Ward
et al. 2007, Figure 5.6), while single-grain OSL dating presented here show that the
Slewyn lobe (central Yukon) reached its penultimate maximum extent during MIS 6.
Ward et al. (2007) proposed that variation in regional moisture in the Yukon Territory
since the start of the last glacial cycle (120 ka) is the likely cause of this difference in
timing. The eastern migration and strengthening of the Aleutian Low (the low pressure
system in the Pacific Ocean) results in moisture being advected onto the St. Elias and
Coast Mountains, that limits precipitation, and hence glaciers, in the rain shadow, while
increasing precipitation in the coastal areas. Alternatively, a weakening of the Aleutian
Low would result in increased zonal atmospheric flow and increased moisture from the
mid to subpolar latitudes traveling along valleys, thereby reducing the size and
magnitude of the rain shadow (Ward et al., 2007). This would suggest that a weak
Aleutian Low prevailed during MIS 4, which allowed the growth of glaciers in the St.
Elias and Coast mountain region during this time (Ward et al., 2007). A strong (eastern)
Aleutian Low during MIS 6 would have resulted in reduced precipitation in the St. Elias
region, hence restricting glacier growth, but causing an increased moisture flux towards
the Slewyn Mountains (Ward et al. 2007).
Similarly, enhanced moisture availability due to high sea-level in late MIS 5 and during
MIS 4 has been regarded as the cause of extensive glacial expansion at these times in
other regions of Beringia, such as the Ahklun Mountains (Kaufman et al., 1996, 2001a),
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Chukotka Peninsula and St. Lawrence Island (Brigham-Grette et al., 2001), northeastern
Brooks Range, Lime Hills region (western Alaska Range) (Briner et al., 2005), and
Eagle Moraine (Yukon-Tanana Upland) (Briner et al., 2005). By contrast lower sea
levels during MIS 2 resulted in increased aridity, continentality and limited glacier
expansion in these regions of Beringia (Elias and Brigham-Grette, 2007) (Figure 5.6).

Loessal units containing
SCt-A, SCt-K and SCt-C
(Westgate et al., 2008)
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and OSL ages
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Figure 5.7. Stratigraphic logs for the Ash Bend section: (left) Reid glaciofluvial gravel units (Unit 1 and
Unit 3) bracketing Reid till (Unit 2) as described in Hughes et al. (1987) showing the single-grain OSL
ages obtained for the glacial gravels in this study. (Right) shows the overlying loess sequence described
in Westgate et al. (2001) containing the SCt layers (lithostratigraphic details not shown) and the singlegrain OSL ages obtained for deposits bracketing the SCt-A, SCt-K and SCt-C tephras. Also shown is
the independent chronology (squared boxes) for (i) the Reid till, which is based on the mean fission
track age of the Old Crow tephra (140 ± 10 ka) (see Ward et al., 2008) and (ii) the SCt-K, which is
based on the fission track age of the Dominion Creek tephra (~82 ka) (see Westgate et al., 2008).
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Figure 5.8. Marine oxygen-isotope curve from Martinson et al. (1987), δ 18O values are normalised
to the first value in the curve. The timing of Reid glaciation in central Yukon Territory based on
the OSL chronology. The age of the glaciofluvial gravels (grey bar indicating errors) is 132 ± 10
ka, a weighted mean calculated from the two OSL samples (57A and 58A) bracketing the Reid till.
Also shown are the OSL ages for the deposition of the SCt-A (red line), SCt-K (blue bar) and
minimum age for the SCt-C (green bar); see text in Section 5.4.5 for details of the calculation of
these age ranges.

5.4.4

Summary of the Ash Bend section

Single-grain OSL dating of the entire Ash Bend section, including the loess units
containing SCt-A, SCt-K and SCt-C tephras and the Reid glaciofluvial gravels, has
produced a chronology for the Ash Bend depositional units spanning ~100 ka. Figure
5.7 and Figure 5.8 show the stratigraphic position of the OSL samples and the ages
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obtained (including the description in Chapter 4 of the loessal units), and a comparison
of the SCt tephra and Reid glacial-drift ages with the marine oxygen-isotope record of
Martinson et al. (1987). The horizontal lines in Figure 5.8 represent the tephra and Reid
ages, and were calculated as follows: (i) for the deposition of SCt-A, a weighted mean
was calculated from the single-grain OSL ages of the bracketing OSL samples at Ash
Bend (55A and 54A); (ii) for the deposition of the SCt-K, the weighted mean was
calculated from the overlying sample at Ash Bend (54A) and the underlying sample at
Quartz Creek, Klondike (OQC10); (iii) the calculated minimum age for the SCt-C
equates to the single-grain OSL age of sample 52A, with its associated error; and (iv)
the age for the Reid till was calculated as the weighted mean of the single-grain OSL
ages obtained for the two glaciofluvial gravel samples, 57A and 58A (132 ± 10 ka).
These figures show that (i) the single-grain OSL ages are in stratigraphic order, (ii) the
Ash Bend section dated in this study spans a period of ~100 ka, from the end of MIS 6
to at least ~50 ka ago (Figure 5.7), and (iii) the single-grain OSL ages for the Reid
gravels indicate an MIS 6 age for the Reid glaciation (Figure 5.8).

5.5

Conclusion
1) Quartz grains extracted from the Reid glaciofluvial gravels (central Yukon
Territory) have dimmer OSL signals than the overlying loessal deposits. For
each sample, only ~1% of the measured grains were suitable for final De
estimation.
2) The two samples produced OSL ages of 122 ± 18 ka and 142 ± 17 ka for the
gravel units underlying and overlying (58A and 57A) the Reid till, respectively.
These ages were obtained using the saturated rather than measured field water
content values. Both ages were calculated using the CAM; the log-transformed
De distributions were not significantly positively skewed, but the overdispersion
values were ~40-50%.
3) The OSL ages of the Reid drift samples are consistent with the minimum ages
for the overlying tephra deposits, namely the Old Crow tephra (~140 ka), found
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at other localities, and the SCt tephras (~80-60 ka), found in the overlying loess
section at Ash Bend.
4) The weighted mean OSL age for the Reid till is 132 ± 10 ka and is assigned to
MIS 6. This precludes a MIS 8 age for the Reid glaciation in central Yukon
Territory. The mean OSL age agrees with reconstructions of glacial advances in
central Alaska of the Delta glaciation, which has been assigned to MIS 6, and
may be correlative with the Mirror Creek glaciation deposits in southern Yukon
Territory. It also confirms that the penultimate maximum glacial advance in
eastern Beringia represents a diachronous record in need of site-specific
chronological constraints, as other sites in the region contain glacial deposits
dating to MIS 4.
5) Single-grain OSL dating is suitable for dating deposits that are ultimately of
glacial origin, and this approach offers significant potential for resolving the
glacial histories of eastern Beringia.
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Chapter 6: Infrared stimulated luminescence (IRSL) dating
of samples from the Klondike district, Yukon Territory,
Canada, using different emissions from potassium and
sodium feldspars.

6.1

Introduction

The previous chapters describe the use of single-grain and multi-grain aliquot OSL
dating of quartz extracts from known-age sediments related to tephra layers from the
Yukon Territory, Canada. The results indicate that (i) the quartz OSL signal from these
samples is characteristically weak; (ii) multi-grain OSL dating produces ages that
underestimate the expected age; (iii) the majority of quartz grains producing OSL have
aberrant behaviours (i.e., early onset of saturation); (iv) only a very small number of
measured quartz grains can be used for final De estimation, thus requiring extended
measurement time and intensive data processing; and (iv) the relative errors associated
with each single-grain OSL age can be large (~7–17%).
The main aim of this chapter is to investigate the potential of using feldspars as an
alternative chronometer for these types of sediments, and, in particular, as a means of
circumventing some of the limitations affecting quartz dating in the Klondike. To
achieve this, the following chapter examines the suitability of different types of feldspar
extracts and different types of infrared stimulated luminescence (IRSL) signal
emissions, and assesses whether or not it is possible to isolate a truly ‘non-fading’ IRSL
signal for dating purposes. Results are presented for a series of investigations into IRSL
dating of potassium and sodium feldspar extracts from five samples from the Klondike
district, in which IRSL measurements were performed in the ultraviolet, blue, yellow
and orange-red wavebands. Four of these samples were chosen because they have been
dated using OSL obtained from individual quartz grains and, thus, have associated age
control. The fifth sample to be investigated in this chapter, OQC13, was chosen because
it could not be dated at all using single-grain or multi-grain quartz OSL, owing to
aberrant luminescence behaviour. The single-grain OSL dating results of three of these
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samples (OQC1, OQC8 and OQC1) have already been presented in Chapters 3 and 4.
The fourth sample, OLL2, is taken from above the Lucky Lady tephra at Sulphur Creek,
Klondike district, and has not yet been described in this thesis. The single-grain quartz
OSL dating results obtained for this sample, and others bracketing the Lucky Lady
tephra, will be described in this chapter, in addition to the feldspar results. The fifth
sample (OQC13) was collected from 10 cm above SCt-K at Quartz Creek, Klondike
district, from the same stratigraphic profile as sample OQC10. Together, these OSLdated samples will be used to assess the suitability of using ultraviolet, blue, yellow and
orange-red emissions for feldspar IRSL dating. Results will be presented of (i)
anomalous fading investigations performed over 3-6 month periods of storage; (ii) De
determination; (iii) IRSL ages corrected for anomalous fading; and (iv) comparisons of
the final feldspar chronologies with independent age control.

6.2

Feldspars

Feldspars are aluminosilicates with tetrahedral structures comprising four oxygen atoms
and a silicon atom (Duller, 1997; Krbetschek et al., 1997). Feldspars can be classified
according to their chemical and structural composition. Where aluminium atoms replace
silicon atoms, cations are inserted into the lattice. These cations are commonly
potassium (K), sodium (Na) and calcium (Ca), although barium (Ba) can also be
present. Compositions made up solely of potassium, calcium and sodium cations form
end-members in a ternary diagram (Figure 6.1) representing the spectrum of feldspar
types (Duller, 1997). Intermediate feldspars have chemical compositions containing
proportions of these cations, specifically potassium-sodium (K-Na) proportions, known
as alkali feldspars, and sodium-calcium (Na-Ca) proportions, known as plagioclase
feldspars (Duller, 1997). Structurally, feldspars can have ordered or disordered
aluminium and silicon atoms, depending on the thermal history. If crystallisation has
occurred at low temperatures, the resulting structure would be ordered, while
crystallisation at high temperatures would result in disordered structures (Duller, 1997;
Krbetschek et al., 1997).
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Figure 6.1. Ternary diagram showing feldspar nomenclature and chemical composition (from
Krbetschek et al., 1997).

6.2.1

Anomalous fading in feldspars and possible solutions

Feldspars are often considered advantageous over quartz because of some superior
luminescence characteristics (e.g., higher luminescence brightness and high dose
saturation), as well as their high internal K content, which reduces the uncertainties
associated with environmental dose rate calculations (Duller, 1997). However, since the
initial work of Wintle (1973), it has been known that the luminescence signals from
feldspars suffer from anomalous fading, making them unreliable for dating without
suitable age-correction. This form of signal instability is termed “anomalous fading”
because kinetic measurements of TL peak lifetimes show that the signal should be
stable over 103-104 years (Duller, 1997). However, samples that have been stored
following laboratory irradiation show a decrease in their luminescence signal by as
much as 50% (Duller, 1997), with the decrease in signal following a logarithmic decay
with storage time (Visocekas, 1979; Spooner, 1994b; Huntley and Lamothe, 2001;
Fattahi and Stokes, 2003a). This phenomenon has discouraged the use of feldspars for
dating because it typically results in significant age underestimations, and has
subsequently prompted a large amount of research into understanding and
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circumventing the effects of anomalous fading (Duller, 1997; Fattahi and Stokes,
2003a). Such research has included using high-temperature preheats to accelerate
removal of the unstable signals (Clark and Templer, 1988; Berger, 1988; Prescott and
Robertson, 1997: Section 4), although this is unlikely to be completely effective as
anomalous fading occurs at all temperatures below 500ºC (Fattahi and Stokes, 2003a).
Another approach commonly used to deal with anomalous fading involves correcting
the final age estimates using an empirically measured fading rate (e.g., Huntley and
Lamothe, 2001). This approach requires laboratory measurement of fading rates on a
sample-by-sample basis, which should preferentially be performed over long storage
periods (i.e., several months to years). Also, this fading correction method is only
applicable over the linear part of the dose-response curve, and, hence, is restricted to
young samples (Huntley and Lamothe, 2001). One possible solution for circumventing
anomalous fading altogether is the use of alternative emission bands. Working on the
TL emissions of feldspars, Zink et al. (1995) and Zink and Visocekas (1997) have
described non-fading red (>590 nm) TL emissions in a sanidine sample (see Section
6.2.2.4 for further details). Also, recent work by Huntley et al. (2007) has shown that
the yellow emissions of plagioclase feldspar grains solely composed of sodium (<0.5%
calcium content) may not suffer from anomalous fading (see Section 6.2.2.3 for further
details).

6.2.2

TL and IRSL emissions: a review

TL and IRSL spectra of feldspar have been described in previous studies performed on
both museum feldspar specimens (Prescott et al., 1990, 1994; Krbetschek and Rieser,
1995; Clarke and Rendell, 1997a; Rendell and Clarke, 1997; Baril and Huntley, 2003)
and sedimentary feldspars (Rendell et al., 1995; Clarke and Rendell, 1997a; Baril and
Huntley, 2003). These results have been summarised in Krbetschek et al. (1997) for
specific emission wavebands, ranging from ultraviolet to infrared (280 nm to >800 nm).
Generally, there is variation in TL and IRSL spectra according to feldspar chemical
composition (Krbetschek and Rieser, 1995; Baril and Huntley, 2003), and studies based
on pure (museum) types cannot be easily translated to sedimentary feldspars, which
might be composed of a variety of feldspars. However, some general trends can be
outlined in terms of TL and IRSL spectra, as detailed in the following sections.
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6.2.2.1 Ultraviolet (280-290 nm and 320-340 nm)
TL spectra of feldspar are characterised by two ultraviolet emissions centred at 275-290
nm and 320-340 nm. The first has been observed in all feldspar types (K-rich and Narich), especially in feldspars containing sodium exsolution phases (Rendell and Clarke,
1997; Clarke et al., 1997) and in museum samples of albites and oligoclase (Na and NaCa feldspars) (Prescott et al., 1994; Krbetschek and Rieser, 1995); has been regarded as
thermally unstable (Wintle and Duller, 1991). On the other hand, the 320-340 nm
emission is particularly strong at higher temperatures and has, hence, been regarded as
more stable (Krbetschek and Rieser, 1995; Krbetschek et al., 1996). In IRSL spectral
studies, these two ultraviolet emissions have been described for a range of feldspar
types:
(i) 280-290 nm ultraviolet emissions – Clarke and Rendell (1997a) found that, in
potassium feldspars extracted from sediments, the emission peak at 280 nm (290 nm in
their study) was easily eroded after preheating and was completely removed after a
preheat of 220ºC for 5 minutes (heating rate was 2.5ºC / s). Therefore, this emission has
been regarded as unstable and unsuitable for IRSL dating since its inclusion could lead
to age underestimation (Krbetschek et al., 1997). However, Krause et al. (1997)
measured this emission (290 nm) in plagioclase feldspars from sediments in Antarctica
and found it to be present in the natural signal. It is possible, therefore, that at low
ambient temperatures this emission is stable, but is not expected to be present in
samples kept at higher temperatures (Krbetschek et al., 1997). Also, in a sample of
sodium feldspar, charge transfer has been observed from the 290 nm peak to the 390 nm
and 560 nm peaks after both storage at room temperature and mild (<220ºC for 1
minute) preheat treatments (Clarke and Rendell, 1997a, 1997b). In addition, Prescott et
al. (1994) found that the 2.2 eV (~530 nm) TL emission of a museum albite (98% Na)
increased (instead of decreased) after a 1-hour sunlight bleaching, while the 4.4 eV
(~290 nm) band decreased substantially.
(ii) 320-340 nm ultraviolet emission – In general, the 320-340 nm peak is dominant in
plagioclase feldspars and sodium-rich alkali feldspars, although less intense in
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potassium-rich variants (Krbetschek et al., 1996). Because this emission is typically
strong at high temperatures, it is believed to be thermally stable. Using the same sample
as previously mentioned, Krause et al. (1997) produced De values for the 330 nm band
that were similar to those obtained using the blue emission (410 nm), indicating that the
thermal stability of the 320-340 nm peak is similar to that of the emission commonly
used in IRSL dating of feldspars (i.e., blue, 410 nm).

6.2.2.2 Blue (390-440 nm)
This emission is commonly used for TL dating of feldspars. In potassium-rich (alkali)
feldspars, natural TL glow curves at this emission commonly have two peaks, one at
260-280ºC and a less intense peak at 320-340ºC. Laboratory-irradiated samples also
produce intense low temperature peaks at 130-150ºC, 190-220ºC and 230-240ºC
(Prescott et al., 1994; Krbetschek et al., 1997; Rendell and Clarke, 1997). Prescott et al.
(1994) did not observe blue emissions in TL spectra of plagioclase feldspars (albite and
oligoclase).
The 410 nm emission band is also commonly used for IRSL dating of potassium-rich
feldspars (Lang and Wagner, 1997; Balescu et al., 1997, 2001; Preusser, 2003; Auclair
et al., 2007). It is regarded as the main emission in potassium-rich feldspars (Rendell et
a., 1995; Clarke and Rendell, 1997a; Krbetschek et al., 1997), although an IRSL spectra
study of various feldspar types by Clarke and Rendell (1997a) found it to be present in a
sodium-rich museum sample but absent in an albite sample. Similar results were
obtained by Krbetschek and Rieser (1995), where the IRSL spectra of albite did not
show a peak in the 410 nm region, but it was observed in a plagioclase type
(oligoclase). Baril and Huntley (2003) showed that the IRSL spectra of alkali feldspars
(museum specimens), especially those with high potassium content, display a bright
blue (peak = 410 nm) emission, and found a correlation between potassium content and
the intensity of the 410 nm band (in their study referred to as ‘violet’) relative to that of
the yellow-green band. They also found that sediment separates of potassium-rich
feldspars displayed a high emission peak at 410 nm, while feldspars with high calcium
content have dimmer violet and yellow-green IRSL emissions.
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Krause et al. (1997) found that the blue emission was present in plagioclase feldspars
from sediments in Antarctica and used it for IRSL dating. They found that the 410 nm
emission produced consistently higher De values than the 280 nm or 560 nm emissions.
Bleaching experiments by sunlight showed that a residual signal was present after 120 s
of exposure, leading the authors to attribute the higher De values of the 410 nm emission
to poor bleaching at deposition.

6.2.2.3 Yellow (550-570 nm)
The 550-570 nm emission has been described as dominating the TL spectra of
plagioclases, specifically albite (Huntley et al., 1988; Prescott et al., 1990; Prescott and
Fox, 1993), although in some potassium-rich samples this signal has been observed to
be as intense as the blue signal (Krbetschek et a., 1997). Because the yellow emission
has been related to Mn content, where Mn substitutes for calcium, it follows that there is
a greater probability of its presence in plagioclase feldspars, and that the yellow
emission observed in potassium-rich feldspars is due to sodium phases or grains
(Krbetschek et al., 1997). Also, Prescott et al. (1990) found that intermediate feldspars
containing a proportion of both sodium and potassium, such as sanidine, can have TL
spectral peaks in both the 410 nm and the 550 nm bands, while feldspars made up
entirely of sodium (e.g., Amelia albite) display a peak at 550 nm only, and potassium
feldspar (orthoclase) displays a peak in the 410 nm band but not at 550 nm. Gong et al.
(2006) examined the TL spectra of alkali feldspar of intermediate composition
(pegmatite) and found that it was dominated by yellow to green emissions (500-540
nm). Storage tests of up to four weeks revealed that the ultraviolet signal, measured at
low (180-220ºC) and high (250-350ºC) temperatures, decreased in intensity by ~40%.
In contrast, the yellow emissions (peak = 540 nm) did not display any loss of signal
during storage, indicating that yellow emissions did not suffer from anomalous fading to
the same degree as the other emissions.
Studies investigating the IRSL emission of feldspars have described a yellow emission
peak in most feldspar types (Krbetschek et al., 1996; Clarke and Rendell, 1997a,
1997b). IRSL spectral studies on potassium feldspar separated from sediment indicate
that a yellow (550-570 nm) peak exists in some potassium-rich samples (Clarke and
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Rendell, 1997a, 1997b). However, this emission band (specifically 570 nm) is
particularly associated with plagioclase feldspars due to Mn inclusions (Baril and
Huntley 2003), as has been described for the TL emission spectra, and it has been
suggested that the 570 nm peak dominates the IRSL spectra of Na-rich feldspars. After
measuring the yellow emission of many plagioclase feldspars of varied compositions,
Huntley et al. (2007) have shown that rates of anomalous fading increase with
increasing calcium content. They suggest that feldspars composed of <5% calcium do
not suffer from anomalous fading and that dating using non-fading grains (of low
calcium content) is a possibility. However, it should be mentioned that the yellow
emission of plagioclase feldspars is not commonly used in routine dating studies.
Krause et al. (1997) used plagioclase feldspars from Antarctica for dating using the
yellow IRSL emission (560 nm). They found this emission bleached more readily than
the blue (410 nm), with no residual signal observed after 20 s of low energy optical
bleaching (>540 nm). Rieser et al. (1997) found that the intensity of the IRSL yellow
emission in a microcline sample decreased as the reading temperature was increased,
and that the yellow IRSL emission intensities peak when IR stimulation is performed at
65ºC. This suggests that the yellow emission should not be measured at elevated
temperatures.

6.2.2.4 Red (600-750 nm)
The 600 to 750 nm band encompasses both the orange and red emissions. It has been
observed in TL spectra of orthoclase, sanidine (intermediate alkali feldspar), labradorite
and albite (Krbetschek and Rieser, 1995). Also, Rendell and Clarke (1997) observed
this emission in a sanidine sample. Hence, it is known to occur in many feldspar types
and is strong in sanidine and intermediate K-Na or Na-Ca feldspars (Krbetschek et al.,
1997). The far-red emission (700-710 nm) is attributed to Fe3+ substitution for Al3+ in
the feldspar lattice (Zink et al., 1995). Prescott et al. (1994) found that alkali feldspars
with less than 50% orthoclase have TL spectra that emit mostly in the 750 nm band. In
their study, a sanidine sample with a dominant emission peak at 750 nm had its signal
reduced to background after 2 hours of sunlight exposure. Zink et al. (1995) found that
the high-temperature ~630-780 nm emissions of a number of sanidine samples did not
display the same extent of anomalous fading after one week of storage as did the ‘blue’
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emissions (320-540 nm), which faded considerably at all temperatures. Zink and
Visocekas (1997) were the first to use the TL in this emission band to date a number of
alkali feldspars; they successfully dated three samples of volcanic origin using the red
emissions (or ‘near-infrared’ emissions according to their nomenclature) at 590-750 nm.
They found that the natural TL signal was absent in the blue region for many alkali
feldspars, but was observed in the red (590-750 nm). Also, prompt measurements after
irradiation showed that both emissions were present, indicating that the blue signal had
faded significantly in comparison to the red. More recently, Visocekas and Guérin
(2006) have confirmed these findings for a number of alkali and plagioclase known-age
samples displaying various degrees of fading. In their study, results were obtained for
the 230-270ºC portion of the TL glow curve.
Krbetschek and Rieser (1995) found that red emissions (600-750 nm) were observed in
the phosphorescence signals of albite, orthoclase, sanidine, andesine and labradorite
(measured with no optical filters in the detection line). But in their study, the IRSL red
emissions could not be observed because a BG39 filter was present in the detection
window during IRSL measurements. Krbetschek et al. (1996) found that the 700 nm
IRSL emission was present in feldspars, but the exact wavelength of emission could not
be determined due to difficulties in separating the stimulation photons (880 nm) from
the emissions (600-750 nm). The authors concluded, however, that the 690-750 nm
emissions of feldspars are prominent in TL and phosphorescence spectra. Baril and
Huntley (2003) have observed the IR/red (peak = 730 nm) emission after infrared
stimulation in microcline, a K-rich feldspar, and in some sedimentary feldspar. They
found that this emission, if present, disappeared when samples were heated to 120ºC for
16 hours, with the exception of microcline.
Based on the work of Zink et al. (1995) and Zink and Visocekas (1997), who showed
that the red TL of volcanic feldspars does not suffer from anomalous fading, Fattahi and
Stokes (2003a) have suggested that the red IRSL emissions of feldspars might also be
non-fading. Application of red IRSL for dating of feldspars has been tried in a number
of studies using potassium-rich feldspar separates and polymineral fine grains (e.g., Lai
et al., 2003; Arnold et al., 2003; Fattahi, 2004). It was found that a red emission can be
observed in potassium feldspar separates, and that the assumptions underlying the
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single-aliquot regenerative-dose (SAR) protocol are fulfilled when using this emission,
which showed little sensitivity change, good dose recovery, reproducible dose-response
behaviour and high saturation doses. Dating of samples with independent age control
produced mixed results, however, with some samples exhibiting no difference in De
between the red and ultraviolet emissions (Arnold et al., 2003; Fattahi, 2004). Also,
fading tests did not produce conclusive results on the non-fading nature of the red IRSL
emissions, because of relatively short storage times and possible contamination of the
orange-red (600-650 nm) signal by yellow (peak = 570 nm) emissions (Fattahi and
Stokes, 2003c; Fattahi, 2004).

6.2.3

Implications for feldspar dating

The existing data on the variability of TL and IRSL spectra of different feldspar types
and their advantages and disadvantages for dating, specifically in relation to the
possibility of measuring a non-fading emission band, indicates that an evaluation of
IRSL feldspar dating should include an assessment of various IRSL emissions, ranging
from the ultraviolet to the red, for both potassium feldspars and sodium feldspars. In
particular, two recent findings, which have been mentioned before, require this
approach: (i) Huntley et al. (2007) have suggested that plagioclase feldspars with low
calcium contents, and predominantly composed of sodium, should have yellow (570
nm) emissions that do not fade; and (ii) the work by Fattahi and Stokes (2003a, 2003b,
2003c, 2004) indicates that the red IRSL emissions of feldspars could yield a potentially
non-fading signal. The approach adopted in this chapter, therefore, is to apply IRSL
dating using these different emissions (yellow and orange-red, together with UV and
blue bands), to both potassium and sodium feldspars, in order to search for the existence
of a non-fading dating signal.

6.3

Study samples and quartz single-grain OSL ages

Five samples collected from the Klondike district have been selected for the present
IRSL feldspar dating investigations. Independent age control is necessary for assessing
the suitability of feldspar dating in this context, and the samples used in the present
chapter have been deliberately selected with this in mind. Samples OQC1, OQC8,
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OQC10 and OQC13 are from the site of Quartz Creek, and, with the exception of
sample OQC13, each has a single-grain quartz OSL age (see Chapters 3 and 4). Also,
the Dawson tephra and bracketing OSL samples, OQC8 and OQC1, have an associated
calibrated radiocarbon age of ~30 ka (see Chapter 3), which provides additional
independent age control for the Quartz Creek site. The fifth sample, OLL2, was
collected from a site located along Sulphur Creek, and was taken from sediments lying
immediately above the Lucky Lady tephra. The single-grain quartz OSL dating results
obtained for this sample have not yet been described in this thesis, so they are described
in the following section, together with an overview of the existing chronology for the
Lucky Lady tephra.

6.3.1

Sulphur Creek samples (Lucky Lady Mine site)

The Lucky Lady tephra has, so far, only been found at its type-site locality, along
Sulphur Creek in the Klondike. It has a composition similar to SCt-K and has been
classed as a type II tephra sourced from the Wrangell volcanic field (Froese et al.,
2005b). Pollen analysis of material found ~1-2 m below the tephra has revealed a
composition of 40% Artemisia and grasses and 34% Picea, suggesting that the tephra
was deposited in an interstadial environment (Froese et al., 2005b).
The timing of tephra deposition has only been constrained with two radiocarbon ages
for material from below and above the tephra of ~49,400 14C a BP (Beta-128237) and
~48,400 14C a BP (TO-7943), respectively (Froese et al., 2005b). Because these ages are
at the upper limits of the 14C dating technique, Froese et al. (2005b) cautioned that they
should be taken to represent minimum ages. As part of the present study, a number of
bulk sediment and plant macrofossil samples were collected from below the Lucky
Lady tephra at Sulphur Creek for additional radiocarbon dating. Table 6.1 shows the
radiocarbon ages (14C a BP) obtained for material collected from immediately below the
tephra. The humin and humic fractions of the sediment sample (CLL9) produced
corresponding ages of 44,100 ± 800 14C a BP (OxA-16374) and 47,100 ± 1300 14C a BP
(OxA-16375). Macrofossil plant remains (sample CLL1B) produced a likely infinite age
of ~52,200 14C a BP (OxA-16365) and an adjacent sediment sample (CLL1A) produced
identical ages for the humin fraction (51,100 ± 1,500 14C a BP; OxA-16514) and for the
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humic fraction (~52,200

14

C a BP; OxA-16364). These ages are consistent with those

obtained by Froese et al. (2005b) on wood material and all of them likely represent
infinite (i.e., minimum) ages, indicating that the timing of Lucky Lady tephra deposition
occurred >50 ka.

Age (14C a BP)

δ13C (‰)

Dated materialb

48,370 ± 1400

N/A

49,390 ± 1350

N/A

Field
label

Lab #

Context

Wood

Beta-128237

Above tephra

Wood

TO-7943

Below tephra

Source
Froese et al.
(2005b)
Froese et al.
(2005b)
This study
This study
This study
This study
This study

51,100 ± 1500 –26.2
Sediment (humin)
CLL1A OxA-16514
Below tephra
–27.1
Sediment (humic)
CLL1A OxA-16364
Below tephra
52,200a
–26.6
Plant remains
CLL1B OxA-16365
Below tephra
52,200a
44,100 ± 800
–25.8
Sediment (humin)
CLL9
OxA-16374
Below tephra
47,100 ± 1300 –25.1
Sediment (humic)
CLL9
OxA-16375
Below tephra
N/A: not available
a
Error terms could not be reasonably determined due to antiquity of the sample (i.e., indistinguishable from
instrumental background); likely infinite age estimate.
b
All organic material dated was collected from Sulphur Creek site, Klondike District.

Table 6.1. Radiocarbon ages for wood material and bulk sediments bracketing the Lucky Lady tephra at
Sulphur Creek, Klondike district, Yukon Territory, Canada.

6.3.1.1 OSL samples
Four samples were collected for OSL dating at Sulphur Creek. Figure 6.2 shows a
photograph of the two sections sampled in this site with the position of the Lucky Lady
tephra (marked with a dashed line), which is ~13 m below modern ground. The OSL
sample positions are indicated with red circles on these photographs. The stratigraphy of
the section containing the Lucky Lady tephra has been described in Froese et al.
(2005b). The bottom of the section contains 3 m of Dominion Creek gravel overlain by
3-6 m of primary and retransported loess with organic horizons, which contains the
Lucky Lady tephra. The four samples were collected from massive silt, showing no
bedding structure, and within permafrost. Sample OLL2 was collected from 10 cm
above the tephra, while samples OLL4 and OLL7 were from 15 cm and 60 cm below
the tephra, respectively (Figure 6.2a). A fourth sample, OLL10, was collected from
immediately below the tephra (10 cm) at the same site, but from 14 m to the south of the
first section (Figure 6.2b).
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Single-grain OSL dating of quartz extracts was carried out using the SAR protocol and
the methodology outlined in Chapter 2, and the analytical procedures (age models and
statistical analyses) described in Chapter 3 (Section 3.3.2). The age model selection
procedure follows the findings presented in Chapters 3 and 4, which relies on the
application of statistical tests (e.g., weighted skewness and overdispersion) to describe
De distributions and to infer whether these represent fully bleached or partially bleached
populations of grains.

(a)

(b)

Figure 6.2. OSL samples from deposits bracketing the Lucky Lady tephra at Sulphur Creek,
Klondike. Lucky Lady tephra (dashed line) and OSL sample positions for (a) samples OLL2,
OLL4 and OLL7, and (b) OLL10.
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Figure 6.3. Single-grain OSL De distributions plotted as histograms with a log-transformed x-axis,
and as corresponding radial plots. (a-b) sample OLL2, (c-d) OLL4, (e-f) OLL7, and (g-h) OLL10.
The grey bands on the radial plots are centred on the CAM De estimate for each sample.
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6.3.1.2 Single-grain OSL ages from quartz
Figure 6.3 shows the single-grain De distributions, displayed as histograms (with the xaxis shown on the log scale) and as radial plots, for samples OLL2, OLL4, OLL7 and
OLL10. Table 6.2 shows the overdispersion values obtained for these De distributions
and the results from the weighted skewness test. None of the samples has a positively
skewed log-transformed De distribution at the 68% C.I., and the radial plots indicate that
most values fall within 2σ of the mean De value (calculated using the CAM). The four
samples have a similar range in De values, between 50 Gy and 500 Gy, with most values
falling between 150 Gy and 300 Gy. The overdispersion values are 57 ± 13%, 40 ± 9%,
44 ± 9% and 31 ± 8% for samples OLL2, OLL4, OLL7 and OLL10, respectively. These
overdispersion values of 30-60% are similar to those obtained for samples described in
Chapter 4, and for which the CAM was used to determine the final sample De.

Sample
name
Section 1
OLL2
OLL4
OLL7
Section 2
OLL10

Measured
grains /
accepted
grains

Overdispersion
(%)

Weighted
skewness
valuea

Critical
skewness
68% C.I.

Critical
skewness
95% C.I.

CAM
De (Gy)

Dose rate
(Gy/ka)

Age
(ka)

1200 / 22
2000 / 28
1400 / 31

59 ± 13
40 ± 9
44 ± 9

0.32
–0.17
0.03

0.52
0.46
0.44

1.04
0.93
0.88

155 ± 24
160 ± 16
188 ± 19

2.06 ± 0.12
1.58 ± 0.11
1.85 ± 0.12

75 ± 12
102 ± 13
102 ± 12

1300 / 25

31 ± 8

–0.60

0.49

0.98

160 ± 14

1.87 ± 0.11

86 ± 9

a

De distribution is significantly positively skewed at 68% C.I. (or 95% C.I.) if the weighted skewness value is
greater than the critical skewness value.

Table 6.2. Single-grain OSL ages for samples bracketing the Lucky Lady tephra at Sulphur Creek.

Table 6.2 shows the CAM De values obtained for the samples and the corresponding
ages calculated using the dose rate values presented in Table 2.11 (see Chapter 2 for
details). For two samples, OLL2 and OLL4, two sets of radionuclide concentration and
activity values were obtained using INAA / ICP-OES and HRGS, respectively (Table
2.11 and Table 2.12). For consistency, the INAA / ICP-OES results were used to
determine the dose rates because these methods were also applied to samples OLL7 and
OLL10. The CAM De values and ages are in stratigraphic order. The uppermost sample,
OLL2, has a CAM De of 155 ± 24 Gy and a corresponding age of 75 ± 12 ka; sample
OLL4, immediately below the tephra, produced a CAM De of 160 ± 16 Gy and an age
of 101 ± 13 ka, while the lowermost sample in the section (OLL7) yielded a CAM De of
188 ± 19 Gy and a corresponding age of 102 ± 12 ka, which is statistically
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indistinguishable from that of sample OLL4. These ages corroborate the interpretation
of Froese et al. (2005b) that the radiocarbon ages of ~49,000

14

C a BP, obtained for

material bracketing the tephra, represent infinite (i.e., minimum) age estimates.

(b)

(a)

SCt-K

(c)
Lucky Lady tephra

Plant remains: ~52000 14C a BP
a
14
Sediment : 51100 ± 1500 C a BP

Sedimenta: 44100 ± 800 14C a BP
b
14
Sediment : 47100 ± 1300 C a BP

Figure 6.4. Single-grain OSL ages and stratigraphic positions of the Klondike samples used for
feldspar IRSL dating. (a) Samples OQC1 and OQC8 taken from below and above Dawson tephra
at Quartz Creek. (b) Samples OQC10 and OQC13 collected from below and above the SCt-K at
Quartz Creek. (c) Sample OLL2, and samples OLL4 and OLL7 taken from above and below
Lucky Lady tephra (at Sulphur Creek), respectively. Radiocarbon sediment ages in (c) marked
with “a” and “b” represent the humin and humic fractions, respectively.
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Sample
OQC8
OQC1
OQC13
OQC10
OLL2

Site
Quartz Creek
Quartz Creek
Quartz Creek
Quartz Creek
Sulphur Creek

Relation to tephra
Above Dawson tephra
Below Dawson tephra
Above SCt-K
Below SCt-K
Above Lucky Lady tephra

Single-grain OSL age (ka)
29 ± 5
34 ± 3
N/A
79 ± 10
75 ± 12

Table 6.3. Five samples studied in this chapter and their single-grain OSL ages.

For sample OLL10 collected immediately below the tephra, but at a different section,
the CAM De obtained was 160 ± 14 Gy. This De estimate closely matches the mean De
obtained for sample OLL4, also obtained from immediately below the tephra. However,
sample OLL10 has a higher dose rate than sample OLL4 (1.87 ± 0.11 Gy/ka compared
to 1.58 ± 0.11 Gy/ka), which might be attributed to the slightly lower water content
measured for this sample (31% for sample OLL10 compared to 45% of sample OLL4)
(Table 2.11). Therefore, the age calculated for sample OLL10 is 86 ± 9 ka, which is
slightly younger than, though still consistent with (i.e., within error of) sample OLL4 at
2σ. If a water content value of 45% is used to calculate the dose rate for sample OLL10,
the age would increase to 95 ± 11 ka, which is consistent with that of OLL4 at 1σ.
However, the other samples from Sulphur Creek, namely OLL2 and OLL7, display
similar water contents to OLL10 (Table 2.11), suggesting that the original water
content value for the latter sample is representative of this deposit. The age obtained
with the original water content is, therefore, considered to be suitable for sample
OLL10.

6.3.2

Summary of samples and corresponding single-grain OSL ages

Table 6.3 summarises the five samples that will be used for the IRSL feldspar dating
investigations, together with their quartz single-grain OSL ages estimates. Figure 6.4
shows the stratigraphic logs and position of these samples in relation to the tephras
sampled at each site. Samples OQC1 and OQC8, taken from below and above the
Dawson tephra, respectively, have corresponding single-grain OSL ages of 34 ± 3 ka
and 29 ± 5 ka (see Chapter 3) (Figure 6.4a). Sample OQC10, from below the Sheep
Creek tephra-Klondike (SCt-K), has been dated to 79 ± 10 ka using single-grain OSL on
quartz (Figure 6.4b). However, sample OQC13, from above the SCt-K, could not be
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dated using quartz because the OSL signal was not dominated by the fast component
and the sample suffered from recuperation. Finally, the single-grain OSL age of sample
OLL2 is 75 ± 12 ka (Figure 6.4c). The ages of samples OLL4 and OLL7 are also
shown in Figure 6.4c, although feldspars from these two samples were not dated. The
positions and ages of the radiocarbon samples obtained in this study from below the
Lucky Lady tephra are also shown in Figure 6.4c. Taken together, these ages cover a
time frame between ~80 ka to ~30 ka and should, therefore, be informative in assessing
the suitability of feldspar IRSL dating over a timescale within and beyond the scope of
radiocarbon dating.

6.4
6.4.1

Methodology
Sample preparation

Feldspar extracts were prepared using heavy liquid density separation, as outlined in
Section 2.2.2. It should be noted, however, that heavy liquid density separation of
potassium feldspar and sodium feldspar is not perfect, and there may be contamination
of each separated fraction with other subdivisions of feldspar, as well as by quartz
(Huntley and Clague, 1996; Aitken, 1998). All measurements were performed on 90125 µm diameter grain-size feldspar fractions, which had been treated with 10% HF for
10 minutes to etch away the outer ~10 µm of each grain (i.e., the region known to be
affected by alpha irradiation).

6.4.2

Instrumentation - detection system and filter combination

Measurements of feldspar IRSL signals were performed on an automated Risø TL/DA12 reader (Risø 1) controlled with a ‘Mini-Sys’ unit (Markey et al., 1997). The reader is
fitted with a 90Sr / 90Y beta source delivering ~2.1 Gy / minute. The instrument uses 32
IR diodes (TEMPT 484, 880 ± 80 nm) delivering a maximum power of 40 mW/cm2 to
the sample (Bøtter-Jensen, 1997; Bøtter-Jensen et al., 2000).
Signal detection in the ultraviolet and blue regions was done using a blue-sensitive bialkali Electron Tubes Ltd 9235QA photomultiplier tube (PMT). The orange-red (600650 nm) emissions were measured using an alternative detection system, with higher
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quantum efficiency in the red portion of the spectrum. For this purpose, a greensensitive D716A PMT was used to detect >590 nm wavelengths. Because detection of
red emissions with this PMT is hampered by thermally-generated high dark count at
room temperature, the PMT was placed in an Electron Tubes LCT50 liquid-cooled
thermoelectric housing and was kept at a constant temperature of -20ºC (Fattahi and
Stokes, 2003b). The yellow (550 nm) emissions were measured using either the bluesensitive bi-alkali Electron Tubes Ltd 9235QA PMT or the liquid-cooled greensensitive D716A PMT, depending on equipment availability. For yellow emission
measurements, it was ensured that the same PMT tube was used to obtain successive
fading test data for individual aliquots.

Emission

Photomultiplier
tube (PMT)

Ultraviolet

blue-sensitive
9235QA

Blue

blue-sensitive
9235QA

Yellow

Filters

Thickness
(mm)

Wavelength
range (nm)

U-340

3

270-390

BG39
Kopp 5-60

2
4.3

350-550

BG39
GG400
OG550

2
3
1

540-683

BG39
Kopp 2-63

2
3.5

580-683

blue-sensitive
9235QA
or
green-sensitive
D716A

Orange-red

green-sensitive
D716A

Table 6.4. Photomultiplier tube and glass filter combinations used for feldspar IRSL dating

One of the main limitations in using red IRSL of feldspars for dating is that the
wavelength being observed (600-750 nm) overlaps with the tail end of the stimulation
wavelength and, consequently, specialised filter combinations are needed to overcome
this (Lai et al., 2002; Fattahi and Stokes, 2003b). Table 6.4 shows the filter and PMT
combinations used for detecting the various IRSL emissions. The ultraviolet emissions
were measured through a band-pass U-340 (3 mm) filter with a maximum transmittance
at 330 nm; blue emissions were measured through a band-pass BG39 (2 mm) filter and
a Kopp 5-60 (4.3 mm) filter with a maximum transmittance at 420 nm; yellow
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emissions were measured through a band-pass BG39 (2 mm) filter, a long-pass GG400
(3 mm) filter and a long-pass OG 550 (1 mm) filter, with peak transmittance at 559 nm;
and orange-red emissions were measured through a band-pass BG39 (2 mm) filter and a
long-pass Kopp 2-63 (3.5 mm) filter, with a peak transmittance at 600 nm. All
emissions, with the exception of the ultraviolet, were measured through a BG39 filter,
which reduces the effect of scattered photons from the IR diode (Fattahi and Stokes,
2003b). Unfortunately, this filter also significantly reduces the signal-to-noise ratio of
the orange-red emissions. Figure 6.5 shows the transmittance characteristics of these
filter combinations, measured as part of this study using a FieldSpec FR
spectroradiometer (Analytical Spectral Devices Inc.). The main transmittance peak for
each emission is well separated, although the blue and ultraviolet transmissions overlap
to some degree, and the transmission peak of the orange-red filter combination falls
completely within the upper tail of the yellow transmission.

Ultraviolet = U-340 (2.5 mm) (measured)
Ultraviolet extrapolated (Aitken, 1998)
Yellow = BG39 (2 mm) + OG 550 ( 1mm) + GG400 (4 mm)
Blue = BG39 (2 mm) + Kopp 5-60 (4.3 mm)
Red = BG39 (2 mm) + Kopp 2-63 (3.5 mm)

Transmittance (%)

100

75

50

25

0
200

300

400

500

600

700

Wavelength (nm)
Figure 6.5. Measured spectral transmittance of the four filter combinations used for measuring the
ultraviolet, blue, yellow and orange-red IRSL emissions.
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6.4.3

IRSL measurement conditions

Initial measurements revealed that the IRSL signals of these samples decayed slowly,
regardless of the emission being measured, and that IRSL measurements had to be
carried out for 500 s in order for the signal to decay down to background levels. All
IRSL measurements were performed at a temperature of 50ºC (Blair et al., 2005).
Figure 6.6 shows a typical IRSL decay curve measured in the yellow band for an
aliquot of sample OQC1 containing ~800 grains of sodium feldspar. This IRSL decay
curve was recorded after the aliquot had been bleached for 1000 s, dosed to 75 Gy and
then preheated to 180ºC for 10 s. It can be seen that, although the decay curve is slowdecaying, it reaches a constant background level within the last 100 s of stimulation.
The SAR protocol was used to obtain De estimates for individual multi-grain aliquots
(each containing ~800 sodium or potassium feldspar grains). Details of the SAR
sensitivity-correction dose-response construction, and error calculation for final De
estimation are given in Chapter 2 (Section 2.3). Table 6.5 shows the SAR protocol used
for feldspar IRSL De estimation. Net Lx and Tx values were calculated by integrating the
initial 64 s of each IRSL stimulation and subtracting a mean background count rate,

IRSL intensity (counts / 0.8 s)

calculated from the last 20 s of stimulation.

Sample: OQC1 NaFd
Filters: yellow transmitting
PMT: ‘green-sensitive’

7000
6000
5000
4000
3000
2000

75 Gy dose

1000
0
0

100

200

300

400

500

Time (s)
Figure 6.6. Typical yellow IRSL decay curve obtained from an aliquot containing ~800 grains of
sodium feldspar (sample OQC1) after a 75 Gy dose.
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Step

Action

1a

Give dose

2

Preheat to 180ºC for 10 s (or 250ºC for 60 s)

3

Stimulate with infrared diodes set at 90% power for 500 s at 50ºC

Lx

4

Give test dose

Td

5

Preheat to 180ºC for 10 s (or 250ºC for 60 s)

6

Stimulate with infrared diodes set at 90% power for 500 s at 50ºC

a

Name
Ld

Tx

step omitted when measuring natural signal

Table 6.5. SAR sequence of measurements used for multi-grain aliquot feldspar IRSL De
estimation.

6.5
6.5.1

IRSL signal characterisation experiments
Observations of IRSL intensity for various emissions

For each sample, two ~800-grain aliquots were prepared and used to observe the TL and
IRSL signals at various emissions. The aliquots were first annealed to 450ºC and given
a 150 Gy dose, followed by a TL measurement to 450ºC. The aliquots were then given
another dose of 150 Gy and a preheat of 180ºC for 10 s, and the IRSL signal was then
measured for 500 s at 50ºC. These set of measurements were performed for each aliquot
in successive cycles while detecting each emission type (ultraviolet first, then blue,
yellow and finally orange-red). The yellow emissions were detected using a blue
sensitive PMT, making direct comparisons of absolute intensities difficult because of
the decreasing quantum efficiency of this PMT at wavelengths longer than ~460 nm.
Differences in the maximum transmittance of each filter combination also hinder direct
comparison of absolute signal intensities across the different emission bands, as does
the use of a different PMT to measure the orange-red emissions. In order to provide a
broad comparison between the intensities of the different emissions (and mineral types)
for each sample, the relative signal intensities of each aliquot were calculated by
dividing the net signal of each emission by the net signal measured in the blue.
312

(b)

OQC1 KFd
IRSL intensity (counts / 0.8 s)

IRSL intensity (counts / 0.8 s)

(a)

ultraviolet (290-350 nm)
blue (350-550 nm)
yellow (540-683 nm)
orange-red (580-683 nm)

25000
20000
15000
10000
5000
0
0

100

200

300

400

OQC1 NaFd
ultraviolet (290-350 nm)
blue (350-550 nm)
yellow (540-683 nm)
orange-red (580-683 nm)

25000
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15000
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0
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0
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Time (s)

(d)

OLL2 KFd
ultraviolet (290-350 nm)
blue (350-550 nm)
yellow (540-683 nm)
orange-red (580-683 nm)

35000
30000
25000
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400

500

Time (s)

20000
15000
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5000
0

IRSL intensity (counts / 0.8 s)

IRSL intensity (counts / 0.8 s)

(c)

200

OLL2 NaFd
ultraviolet (290-350 nm)
blue (350-550 nm)
yellow (540-683 nm)
orange-red (580-683 nm)
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15000
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Un-annealed aliquots
annealed aliquots

1500

1000

500

0
0

50

100

150

200

Time (s)

Figure 6.7. IRSL decay curves obtained for (a, c) potassium (KFd) and (b, d) sodium (NaFd)
feldspars of samples OQC1 and OLL2 using the same aliquot measured after a dose of 150 Gy and
a preheat of 180ºC for 10 s. Decay curves were measured in the ultraviolet, blue and yellow
emission using the filters described in Table 6.4 and a ‘blue-sensitive’ photomultiplier tube
(PMT). For the orange-red emissions, a liquid-cooled ‘green-sensitive’ PMT was used. (e) Orangered IRSL of un-annealed and annealed aliquots of OQC1 sodium feldspars measured after
administering a dose of 150 Gy and a preheat of 180ºC for 10 s.

Figure 6.7 shows the IRSL decay curves obtained for different emissions of the
potassium feldspar (Figure 6.7a and c) and sodium feldspar (Figure 6.7b and d)
extracts of samples OQC1 and OLL2. In all cases, the brightest emissions are detected

313

in the blue, while the orange-red emissions are very weak. The very low signal
intensities observed in the orange-red region do not match our subsequent observations
from un-annealed aliquots measured during the De estimation. Although the orange-red
emissions were measured with a maximum filter transmittance of 19%, the signal
obtained after a 150 Gy dose should be considerably brighter – previous IRSL
measurements performed on un-annealed aliquots produced higher signal intensities for
a dose of 150 Gy, as shown in Figure 6.7e. Fattahi and Stokes (2004) have shown that
orange-red IRSL emissions decrease by ~70% after annealing to 500ºC. It is likely that
these aliquots had become de-sensitised after the numerous annealing measurements to
450ºC. Therefore, the orange-red IRSL emissions are not considered further in this
comparison.
Ultraviolet
net kcounts
(relative %)

Blue
net kcounts
(relative %)

Yellow
net kcounts
(relative %)

Orange-red
net kcounts
(relative %)

14.4 (10.5)
14.3 (12.5)
66.2 (29)
166.9 (23.7)
6.6 (23.3)
9.9 (19.4)
68.9 (42.1)
31.7 (25.5)
111.5 (13.4)
136.1 (15.4)

138.5 (100)
114.0 (100)
227.9 (100)
705.6 (100)
28.3 (100)
51.5 (100)
163.6 (100)
124.3 (100)
832.1 (100)
881.7 (100)

17.2 (12.4)
22.1 (19.4)
22.3 (9.8)
48.2 (6.8)
4.8 (16.8)
3.9 (7.6)
27.8 (17)
18.7 (15.1)
66.7 (8.0)
77.3 (8.8)

1.7 (1.3)
1.6 (1.4)
3.9 (1.7)
4.1 (0.6)
0.2 (0.8)
0.5 (1.0)
2.1 (1.3)
1.5 (1.2)
5.2 (0.6)
6.5 (0.7)

212.1 (48.9)
271.9 (49)
403.4 (40.1)
324.5 (38.9)

433.6 (100)
551.9 (100)
1005.7 (100)
834.6 (100)

123 (28.3)
116.9 (21.2)
167.3 (16.6)
189.3 (22.6)

10.1 (2.3)
9.9 (1.8)
16.8 (1.7)
17.2 (2.1)

Potassium feldspars
OQC8-aliquot 1
aliquot 2
OQC1-aliquot 1
aliquot 2
OQC13-aliquot 1
aliquot 2
OQC10-aliquot 1
aliquot 2
OLL2-aliquot 1
aliquot 2

Sodium feldspars
OQC1-aliquot 1
aliquot 2
OLL2-aliquot 1
aliquot 2

Table 6.6. Absolute and relative (in parentheses) values of net IRSL observed at each emission
(relative values have been calculated by dividing the absolute counts of each emission type by the
absolute counts of the corresponding blue emissions).

Table 6.6 shows the net IRSL signal intensities for each emission of each sample, and
their relative brightness compared to the blue emissions. In all samples and minerals
studied, the blue emission produces the highest net counts. Overall, sodium feldspars
have weaker blue emissions (in relation to the ultraviolet and the yellow emissions),
compared to their potassium feldspars counterparts. For example, the sodium feldspar
extracts of samples OQC1 and OLL2 display net yellow emissions that are 17-30% of
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the blue emissions. In contrast, the potassium feldspar extracts of these same samples
exhibit yellow emissions that amount to only 7-9% of the blue emissions (Table 6.6).
Similarly, the relative intensities of the ultraviolet emissions were 40-50% of the blue
emissions for the sodium feldspars, but only 13-30% in their potassium feldspar
counterparts. This indicates that, in the sodium feldspars, either the blue emissions are
weaker or the yellow and ultraviolet emissions are brighter. Comparison of the absolute
net signal intensities for the blue emissions of sodium feldspars indicates that these are
usually the same as, or larger than, those of potassium feldspars (Table 6.6). Therefore,
the higher relative proportions of ultraviolet and yellow emissions seen in sodium
feldspars are attributable to increased yellow and ultraviolet signal intensities and not to
weaker blue emissions when compared to the potassium feldspars.
These results indicate that the potassium and sodium feldspars emit at different
intensities over the different wavelength bands, with the ultraviolet and yellow
emissions being brighter in the sodium feldspars. However, it is difficult to determine
the presence of distinct emission peaks from these results alone. For example, it is not
possible to ascertain whether the yellow emissions measured in potassium feldspars
represent a separate emission peak or just the upper tail of the intense blue emissions.
Also, when making these observations it should be taken into consideration that changes
in sensitivity might have affected the different emissions after annealing and, hence, the
results might have been different if the IRSL emissions were measured simultaneously.

6.5.2

Relationship between feldspar IRSL and TL

In quartz, the relationship between the OSL emissions and TL is well known, where the
main trap producing the ‘fast’ decaying OSL signal relates to the 325ºC TL peak
(Spooner, 1994b; Aitken, 1998). In feldspars, it has proved difficult to establish a
relationship between OSL or IRSL signals and a particular TL peak (Duller, 1997;
Fattahi and Stokes, 2003c). Measurements performed on four feldspar museum
specimens using a blue-transmitting detection window show that IR stimulation causes
a decrease in TL at all temperatures (Duller, 1995). Similar results were obtained by
Blair et al. (2005) for ultraviolet (270-390 nm) IRSL emissions of various feldspar
types. Pulse annealing experiments, where repeated IR measurements (0.1 s of
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stimulation) are made after increasing the annealing temperatures, have shown that IR
stimulation removes charge from low (150ºC) and high (280-350ºC) TL peaks (Duller,
1994, 1997). However, IRSL is only produced from high-temperature peaks, and
although IR stimulation can reduce the low-temperature peaks, these do not produce
luminescence under IR stimulation (Duller, 1994, 1997). Duller (1994) suggested that
preheating is necessary due to differences in IRSL signal distribution between irradiated
and unirradiated samples, and recommended a preheat of 220ºC for 10 minutes. The
more recent study of Fattahi and Stokes (2003c) looked at the orange-red TL and IRSL
emissions, and found a linear relationship between the loss of the 300-450ºC TL peak
and IR exposure. However, these experiments included a preheat of 250ºC for 60 s and,
thus, the relationship between low-temperature TL peaks and IRSL exposure was not
established. Fattahi and Stokes (2004) made measurements of Lx/Tx cycles in the
orange-red (600-650 nm) emission and found no direct relationship between the lowtemperature red TL (~150ºC) and the subsequently measured IRSL test-dose. However,
Fattahi (2004) found that, in unpreheated aliquots, the orange-red IRSL signals
decreased after thermal depletion of low-temperature TL (<220ºC) and that preheated
aliquots produced considerably less IRSL than the unpreheated samples at stimulating
temperatures between 20ºC and 200ºC. This indicated that the orange-red IRSL might
be partly affected by the presence of shallow traps.
To determine the TL source of the IRSL signal in the Klondike samples, and to
determine a suitable preheat regime, IRSL measurements were performed after
increasing preheat temperatures on four ~800-grain aliquots (two of potassium feldspar
and two of sodium feldspar) from sample OQC1. A sequence of Lx/Tx measurements
were performed using a fixed Lx dose of 150 Gy and a fixed test-dose (Tx) sensitivity
correction of 25 Gy. In each successive Lx/Tx measurement cycle, the temperature of the
10 s Lx preheat was increased in 20ºC increments, starting at 130ºC and increasing up to
350ºC. The test-dose preheat was kept constant at 180ºC for 10 s throughout each of the
successive Lx/Tx measurement cycles. Figure 6.8 shows the Lx/Tx versus preheat
temperature plot obtained for each aliquot. At preheat temperatures <210ºC the IRSL
signal remains constant for three of the measured feldspar aliquots. One aliquot of
sodium feldspar shows an increase in IRSL at preheats between 130-210ºC. Overall, the
findings reveal that, in both mineral types, the main TL peak producing the IRSL signal
316

is associated with the 230ºC-350ºC region, since depletion of the IRSL signals starts to
occur at ~230ºC and continues to decline steadily with each increment in preheat
temperature up to 350ºC. These findings indicate that the depletion of low-temperature
(<200ºC) peaks appearing after irradiation, which might be unstable, does not affect, or
contribute to, the main IRSL signal. The general trends observed for these samples are
similar to those obtained by other researches (Duller, 1994; Wallinga et al., 2000a). It
should be noted that because the heating applied before each IRSL measurement was
for 10 s rather than 0 s, the association between IRSL depletion and TL peak positions
may have been shifted slightly to higher temperatures.

1.4
Sodium feldspar
Potassium feldspar

1.2

Lx /Tx (Normalised)

1
0.8
0.6
0.4
0.2
0
100

150

200

250

300

350

400

o

Lx preheat temperature ( C)

Figure 6.8. Normalised Lx/Tx values obtained from IRSL of ~800-grain aliquots of sodium and
potassium feldspars from sample OQC1. Repeat IRSL signals were measured after a constant Lx
and Tx dose but at increasing preheat temperatures (with the test-dose preheat kept constant at
180ºC for 10 s).

6.5.3

‘Dose Recovery’ tests and preheat plateau

Wallinga et al. (2000b) found that the SAR protocol was generally applicable to
potassium-rich coarse feldspar grains when using IR stimulation and a detection
window in the blue region (320-480 nm). In that study, the SAR recycling ratios were
shown to be equal to unity (or within 10%), recuperation values were less than 5%, and
there was good agreement between SAR De estimates and those obtained using the
single-aliquot additive-dose (SAAD) protocol. However, dose recovery experiments
undertaken using a regenerative-dose preheat of 290ºC for 10 s and a test-dose cutheat
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of 210ºC resulted in consistent De underestimations (Wallinga et al., 2000a). They
suggested that this De underestimation was related to the preheat temperature used,
which was inducing an increase in electron-trapping probability after the first preheating
cycle. However, Blair et al. (2005) showed that the same preheat should be used for
both the regenerative and test-dose to monitor and correct for any sensitivity change.
Using various feldspar types, and a regenerative and test-dose preheat of 220ºC for 10 s,
they were able to successfully recover a dose to within 5% of the applied dose with the
SAR protocol.
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Figure 6.9. Dose recovery test results obtained after various preheat treatments for yellow IRSL of
sodium feldspars from sample OQC1 after a 75 Gy dose. (a) Ratio of recovered to given dose and
(b) recycling ratio. Dashed lines represent values ±10% from unity. Open squares represent
thermal treatment duration of zero seconds (e.g., cutheat), and closed squares represent thermal
treatment duration of 10 s. The regenerative- and test-dose thermal treatments were kept the same
for each dose recovery test.

Dose recovery tests were performed using IRSL yellow emissions of ~800-grain
aliquots of sample OQC1 containing sodium feldspars to assess the suitability of the
SAR protocol at this longer emission wavelength. Figure 6.9 shows the dose recovery
test results for a given dose of 75 Gy and a preheat of 10 s at various temperatures
(black squares). In this experiment, the regenerative-dose and test-dose preheat
conditions were identical (following Blair et al., 2005) and were varied simultaneously.
It is shown that the administered dose can be successfully recovered (at ±2σ) using a
regenerative-dose and test-dose preheat of 180ºC for 10 s; the weighted mean ratio of
recovered to given dose is 0.98 ± 0.01 and the weighted mean recycling ratio is 1.00 ±
0.01. At higher preheat temperatures, the recovered dose begins to overestimate the
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given dose, reaching its maximum at 240-260ºC (where the given dose is overestimated
by up to 34%). The trend seems to indicate that the dose overestimation decreases at the
highest preheat temperatures (i.e., 260-280oC). This trend is not definitive, however, as
measurements were not made beyond 280ºC, and the size of the De errors starts to
increase significantly at these higher temperatures due to thermal depletion of the IRSL
signal. A preheat plateau test of the same sample showed that De values also increase at
preheat temperatures greater than 180ºC for 10 s by a similar proportion (~34%). There
is also an apparent decrease in De at preheat temperatures >250ºC, but the level of De
scatter at these higher preheat temperatures is again considerable (Figure 6.10).
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Figure 6.10. Preheat plateau obtained from yellow IRSL measured from ~800-grain aliquots of
sodium feldspar from sample OQC1. (a) De values and (b) recycling ratios. Dashed line in (b)
represent values ±10% from unity.

A second preheat treatment of 250ºC for 60 s was tested on both the potassium and
sodium feldspar fractions of sample OQC1. This preheat regime has been previously
used in various dating studies (e.g., Lamothe et al., 2001; Auclair et al., 2003; Arnold et
al., 2003; Fattahi and Stokes, 2004; Balescu et al., 2007). The results shown in Figures
6.9 and Figure 6.10 indicate that a more stringent preheat temperature (>250ºC) and/or
longer preheat duration (>10 s) could be useful in reducing the degree of De
overestimation. Figure 6.11 shows the ratio of recovered to given dose and recycling
ratio results obtained from the dose recovery experiments involving an identical
regenerative-dose and test-dose preheat of 250ºC for 60 s. A delivered dose can be
successfully recovered using this longer preheat for both the potassium and sodium
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feldspar fractions of OQC1; the weighted mean ratio of recovered to given dose is
consistent with unity at 1σ, and the recycling ratios are consistent with unity at 2σ.

(a)

(b)

2.0

1.5

1.5

Recycling ratio

Recovered dose / Given dose

2.0

1.0

0.5

1.0

0.5

potassium feldspar
sodium feldspar
Weighted mean

potassium feldspar
sodium feldspar
Weighted mean

0.0

0.0
0

1
KFd

2
NaFd

0

Feldspar type

1
KFd

2
NaFd

Feldspar type

Figure 6.11. Dose recovery test results obtained for yellow IRSL emissions of potassium feldspars
(KFd) and sodium feldspars (NaFd) of sample OQC1. A beta dose of 75 Gy was administered in
this experiment and a preheat of 250ºC for 60 s was applied prior to both the regenerative- and
test-dose measurements. (a) Ratio of recovered to given dose, and (b) recycling ratio. Dashed lines
represent values ±10% from unity.

Based on these results, it was decided to use a regenerative-dose and test-dose preheat
of 180ºC for 10 s for all the IRSL emissions when making SAR De measurements and
fading test experiments. Additionally, for the yellow and blue emissions from all
samples, further De estimations and fading tests were conducted using the alternative
regenerative-dose and test-dose preheat of 250ºC for 60 s.

6.6

Fading rates, dose rate determinations and age corrections

Fading rates were obtained for every sample and for each IRSL emission (i) to
determine whether or not there is a detectable non-fading IRSL signal in these samples;
and (ii) to calculate an empirical fading rate correction for the final age calculation,
using the approach of Huntley and Lamothe (2001).

6.6.1

Measuring fading rates

Storage tests were performed on all samples for the ultraviolet, blue, yellow and orangered IRSL using the filter and PMT combinations described in Section 6.4.2. For each
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sample and each emission type, 3 to 5 aliquots were used to measure the fading rate. For
each particular emission type, the fading tests were carried out on the same aliquots
used for De estimation. Aliquots were first given a 150 Gy laboratory dose and,
following the advice from Auclair et al. (2003), the aliquots were immediately
preheated prior to storage. In all cases, a regenerative-dose and test-dose preheat of
180ºC for 10 s was used. Additionally, for the yellow and blue emissions, a replicate
batch of aliquots were measured using a preheat of 250ºC for 60 s to determine if higher
annealing temperatures would remove any unstable signal. After storage, aliquots were
exposed to IR stimulation for 500 s at 50ºC, followed by a test-dose IRSL measurement
used to correct the IRSL signal for any sensitivity changes, as well as any changes in
PMT efficiency between fading test measurements. From these IRSL measurements,
Lx/Tx values were calculated as described previously. These fading test measurements
were made for a “prompt” cycle, i.e. an Lx/Tx measurement made immediately
following irradiation, and for “delayed” cycles, measured after increasing storage times
of up to 3 to 6 months.

6.6.1.1 Fading rate calculations
Anomalous fading is expressed as a logarithmic loss of signal with storage time
(Aitken, 1985). When the luminescence intensity is plotted against log-transformed
time, the rate of signal loss follows a straight line (Huntley and Lamothe, 2001). The
relationship between time and signal loss has been described as follows:

⎡
⎛t
I = I c ⎢1 − k ln⎜⎜
⎝ tc
⎣

⎞⎤
⎟⎟⎥
⎠⎦

Eq. 6.1

where I and Ic represent the signal intensities at time t and tc, respectively, and k is the
fractional decrease in signal intensity with time at a specific time interval (tc).
In the literature, the fading rate has been described by the g value, which represents the
percentage signal loss per decade of time (%/decade). The g value can be obtained from
the following equation, as described in Huntley and Lamothe (2001):
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g = 100k ln(10)

Eq. 6.2

where k is the decrease in signal intensity as described in Eq. 6.1. The g value is usually
calculated for tc = 2 days to enable “normalised” comparisons between studies. This is
necessary because the g value is weakly dependent on the choice of tc, increasing
slightly with increasing tc value (Huntley and Lamothe, 2001; Auclair et al., 2003;
Huntley and Lian, 2006).
In the present study, each irradiation of 150 Gy took approximately 1.2 hrs (~4200 s) to
complete for individual aliquots, owing to the weak radiation source used in the Risø
TL/DA-12 reader. This means that a small amount of anomalous fading may have
occurred even during the irradiation stage of each fading test. To account for this,
equations F9 and F11 of Aitken (1985) were used to calculate a more representative
measure of the time elapsed since irradiation for the prompt measurement (t*) and
delayed measurement (tc*):
t* (or tc*) ≅ t1+(t2 – t1)/2

Eq. 6.3

where t1 is the time, in seconds, between the end of irradiation and the beginning of the
IRSL measurement, and t2 is the time between the beginning of irradiation and the
beginning of the IRSL measurement (Auclair et al., 2003). For all fading rate
calculations undertaken in this study, therefore, the variables t and tc given in Eq. 6.1
have been substituted by t* and tc*, calculated according to Eq. 6.3.
Table 6.7 shows the series of steps performed on each aliquot to obtain IRSL fading

rate estimation. In the present study, k and g values were first calculated for individual
aliquots of each sample. For each of these aliquots, the values of Lx/Tx obtained for
several delayed time intervals (tc) were normalised to the Lx/Tx value obtained for the
prompt time measurement (t). A weighted mean regression line was fitted to the
normalised Lx/Tx values for the various time intervals (plotted as log time versus
normalised Lx/Tx), as described in Auclair et al. (2003). Points were weighted according
to the inverse square of the absolute errors of the individual normalised Lx/Tx values,
and the regression line was fitted using Microcal Origin v.6. The values of the prompt
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and delayed time variables were modified using Eq. 6.3 (i.e., t and tc were replaced with
t* and tc*) prior to being logged in the regression analysis, in order to account for loss
of signal during irradiation. From the regression fit, it was possible to derive values for
I, Ic, t and tc, thus enabling k to be calculated by rearranging Eq. 6.1. In this case, I
represents the signal intensity for the prompt measurement (t) and Ic is the signal
obtained after a delayed time (tc). For each aliquot, k values were calculated for a
storage time (tc) of 2 days. A corresponding g value was then obtained using Eq. 6.2.
Finally, for each sample, the individual k and g values obtained for each aliquot were
averaged to obtain mean values for each emission band.

Step

Procedure

Name

1

Give dose (150 Gy)

2

Preheat to 180ºC for 10 s (or 250ºC for 60 s)

3

Stimulate with infrared diodes set at 90% power for 500 s at 50ºC

4

Give test dose (25 Gy)

5

Preheat to 180ºC for 10 s (or 250ºC for 60 s)

6

Stimulate with infrared diodes set at 90% power for 500 s at 50ºC

Tx

7

Give dose (150 Gy)

Ld

8

Preheat to 180ºC for 10 s (or 250ºC for 60 s)

9

Store at room temperature

10

Stimulate with infrared diodes set at 90% power for 500 s at 50ºC

11

Give test dose (25 Gy)

12

Preheat to 180ºC for 10 s (or 250ºC for 60 s)

13

Stimulate with infrared diodes set at 90% power for 500 s at 50ºC

14

Repeat steps 7 to 13 a

Ld

Lx (promt)
Td

Lx (delayed)
Td

Tx

a

Each measurement cycle was performed after increasing storage times. Measurements
were made for a maximum of 3-6 months storage.

Table 6.7. Series of steps performed for fading test measurements
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6.6.2

Dose rate determination

The dose rate values used to calculate the final feldspar IRSL ages were derived from
those originally presented in Chapter 2 (Table 2.11), adjusted to include an additional
internal beta dose component (originating from the internal U, Th,

40

K and

87

Rb

content), and alpha dose component (originating from the internal U and Th content). In
this study, the internal U, Th, 40K and 87Rb concentrations of the potassium and sodium
feldspar grains have not been measured directly. As such, these values have been
assumed and are based on previously published values for potassium and sodium
feldspars. Table 6.8 shows the radionuclide concentrations used to calculate the internal
dose rates, as well as the beta and alpha dose components derived from each element,
and the total internal dose rate obtained for potassium and sodium feldspars.
Guérin and Valladas (1980) found that the internal U content for plagioclase (sodium)
feldspars from lava deposits was typically low (<0.2 ppm), although its contribution to
the total dose rate was large enough to merit consideration (Aitken, 1985). Balescu et al.
(1997) obtained internal U content values of between 0.4 ppm and 0.6 ppm for
sedimentary potassium feldspar grains derived from fluvial and estuarine deposits.
Mejdahl (1987) reported numerous internal U content values for both potassium and
sodium feldspar grains; these were mostly below 0.5 ppm, with a modal range of 0.3
ppm for sodium feldspars and 0.1-0.3 ppm for potassium feldspars. For the samples
studied here, an internal U content of 0.3 ± 0.1 ppm was assumed for both potassium
and sodium feldspar grains (Table 6.8). This internal U content was based primarily on
the data reported by Mejdahl (1987). However, an associated uncertainty of 30% was
used to accommodate for the variation in the internal U content of feldspar grains
observed in other studies. The internal Th content for both potassium and sodium
feldspars was assumed to be 0.7 ± 0.1 ppm (Table 6.8). This value was based on the
empirical measurements of Mejdahl (1987), which indicate that the Th:U ratio in
sodium and potassium feldspars is typically 2.4:1, and that sedimentary feldspar grains
commonly have internal Th content values of ~0.4-1 ppm (Mejdahl, 1987; Balescu et
al., 1997).
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Potassium feldspars
U
Th
40
K
87
Rb

Concentration a

Internal beta
dose rate b
(Gy/ka)

Internal alpha
dose rate c
(Gy/ka)

0.3 ± 0.1 ppm
0.7 ± 0.1 ppm
12.5 ± 0.5%
400 ± 100 ppm

0.004 ± 0.001
0.003 ± 0.001
0.36 ± 0.03
0.07 ± 0.02

0.06 ± 0.03
0.04 ± 0.02
–
–

0.44 ± 0.04

0.09 ± 0.04

0.004 ± 0.001
0.003 ± 0.001
0.014 ± 0.006
0.003 ± 0.001

0.06 ± 0.03
0.04 ± 0.02
–
–

0.025 ± 0.006

0.09 ± 0.04

Total
Sodium feldspars
U
Th
40
K
87
Rb
Total

0.3 ± 0.1 ppm
0.7 ± 0.1 ppm
0.5 ± 0.2%
18 ± 5 ppm

Total internal
dose rate
(Gy/ka)

0.54 ± 0.05

0.12 ± 0.04

a

The internal U concentration for both potassium and sodium feldspars are based on values published
by Mejdahl (1987). Internal Th concentrations have been calculated using an assumed Th:U ratio of
2.36:1 (Mejdahl, 1987). Internal 40K values for potassium and sodium feldspar are derived from
values reported by Huntley and Baril (1997) and Krause et al. (1997). The 87Rb content of potassium
feldspars is based on that reported by Huntley and Hancock (2001). For sodium feldspars, the 87Rb
content has been calculated using a 40K:87Rb ratio of 270:1 (Mejdahl, 1987).
Internal beta dose rates were calculated from the internal U, Th, and 40K concentrations using the
conversion factors of Adamiec and Aitken (1998). The beta dose rate from 87Rb was obtained using
the conversion factors of Readhead (2002); a mean value of 0.1845 was used for the 90-125 µm grain
size fraction considered here. Beta absorption coefficients of 0.0957, 0.1427 and 0.0354 (Mejdahl,
1979) were applied to the U, Th and 40K contents of these 90-125 µm grains, respectively.
b

c

Internal alpha dose rates for U and Th were calculated using the conversion factors of Adamiec and
Aitken (1998) and an assumed alpha efficiency (a-value) of 0.07 ± 0.03. The latter is based on
previously published a-values (for both feldspar and polymineral fine grains), which range between
0.05 and 0.11 (Rees-Jones, 1995; Lang and Wagner, 1997; Banerjee et al., 2001; Lang et al., 2003).

Table 6.8. Calculation of total internal dose rate for potassium feldspars and sodium feldspars in this
study. Internal concentrations of U, Th, 40K and 87Rb have been derived from published studies, as
indicated in the footnotes.

The internal

40

K content of the potassium feldspar grains was assumed to be 12.5%

(Huntley and Baril, 1997). For the sodium feldspar grains, the internal 40K content was
assumed to be 0.5 ± 0.1%, based on measurements made by Krause et al. (1997) on
plagioclase feldspar grains of Antarctic origin. The 87Rb content was assumed to be 400
± 100 ppm for potassium feldspars based on measurements made by Huntley and
Hancock (2001). Relatively little has been published on the internal

87

Rb content of

sodium feldspars. Mejdahl (1978) measured a strong linear correlation between 40K and
87

Rb contents of potassium and sodium feldspars extracted from pottery, burnt stones

and sediments. Based on this relationship, a

40

K: 87Rb ratio of 270:1 was considered
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suitable for estimating

87

Rb contents where these have not been measured directly.

Similarly, Warren (1978) and Zhao and Li (2005) recommend that the 87Rb content of a
sample can be accurately estimated using a
study, the internal

87

40

K: 87Rb ratio of ~200:1. In the present

Rb content of sodium feldspars was estimated using the 40K: 87Rb

ratio of 270:1, as suggested by Mejdahl (1987). This yielded a 87Rb content of 18 ppm
for the assumed internal 40K content of 0.5% used in this study. A relative error of 50%
was assigned to the estimated 87Rb content, which is based on the maximum deviation
between the measured and estimated 87Rb contents reported by Mejdahl (1987).
The total dose rate values for the potassium and sodium feldspar extracts of these
samples are shown in Table 6.9. For each sample, the dose rates equate to the original
quartz dose rate plus an internal dose rate of 0.54 ± 0.05 Gy/ka for the potassium
feldspars, and 0.12 ± 0.04 Gy/ka for the sodium feldspar samples (Table 6.8). For
sample OQC13, the dose rate used to calculate IRSL ages was that of the underlying
sample (OQC10) because dosimetry data had not been obtained for this sample.

Gamma
dose rate
(Gy/ka)

Beta dose
rate (Gy/ka)

Cosmic dose
rate
(Gy/ka)

Internal dose
rate
(Gy/ka)

Total Dose
rate (Gy/ka)

Potassium feldspars
OQC8
OQC1
OQC10
OLL2

0.88 ± 0.02
0.95 ± 0.02
0.69 ± 0.01
0.80 ± 0.05

1.30 ± 0.05
1.38 ± 0.05
0.94 ± 0.05
1.18 ± 0.06

0.17 ± 0.02
0.15 ± 0.02
0.07 ± 0.01
0.04 ± 0.004

0.54 ± 0.05
0.54 ± 0.05
0.54 ± 0.05
0.54 ± 0.05

2.88 ± 0.10
3.02 ± 0.10
2.24 ± 0.09
2.56 ± 0.13

Sodium feldspars
OQC1
OLL2

0.95 ± 0.02
0.80 ± 0.05

1.38 ± 0.05
1.18 ± 0.06

0.15 ± 0.02
0.04 ± 0.004

0.12 ± 0.04
0.12 ± 0.04

2.60 ± 0.10
2.15 ± 0.13

Sample

Table 6.9. Dose rate values used for IRSL dating of potassium and sodium feldspars.

6.6.3

Age correction calculation

The final IRSL ages have been corrected using the approach presented in Huntley and
Lamothe (2001), as described in the following equation:
⎡ ⎛T
= 1 − k ⎢ln⎜⎜
T
⎣ ⎝ tc

Tf
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⎞ ⎤
⎟⎟ − 1⎥
⎠ ⎦

Eq. 6.4

where T is the corrected age that would be obtained in the absence of fading and Tf is
the actual (i.e., observed) age obtained after fading. The value of tc is the time between
irradiation and measurement during the SAR dating procedure and k is the
corresponding value determined independently for tc using the results from the
aforementioned fading tests. In this study, De estimates were determined using the SAR
protocol, in which IRSL measurements were made immediately after irradiation (i.e.,
individual aliquots were measured “one at a time”). In this case, therefore, tc equals 280
s (instead of the tc = 2 days used for comparisons of g values between studies), which is
the average time between the end of irradiation and the beginning of the SAR IRSL
measurement. The k value has, therefore, also been calculated for the time period
between the prompt measurement and a delayed measurement after 280 s.

6.7
6.7.1

Fading rates, De estimations, corrected ages and uncorrected ages
Fading rates

Table 6.10 shows the weighted mean g values calculated from 3 to 5 aliquots measured

for each sample in each IRSL emission band. The fading tests were performed using a
preheat of 180ºC for 10 s, and for the blue and yellow emissions further tests were
performed using a preheat of 250ºC for 60 s. The g values obtained for a 2-day fading
test were between 3 to 9%/decade. These values have been plotted in Figure 6.12 to
illustrate the variation in fading with sample and emission type. It can be observed that
all emissions show some degree of fading. For the combined sample dataset, the
ultraviolet IRSL appears to fade more than other emissions, with g values ranging
between 5.1 and 8.8%/decade. In contrast, the blue IRSL, measured after a preheat of
180ºC for 10 s, produces lower mean g values of between 3.6 and 5.1%/decade. Figure
6.13 shows an example of a fading decay plot for potassium feldspars of sample OQC1

in the ultraviolet and blue emissions (both measured using a preheat of 180ºC for 10 s).
It can be observed that there is little inter-aliquot variability in the blue IRSL and that
the ultraviolet emissions fade more rapidly than the blue. More scattered results are
observed for the fading rates obtained after a preheat of 250ºC for 60 s in the blue and
yellow emissions, and after a preheat of 180ºC for 10 s in the orange-red emissions
(Figure 6.12). In the case of the latter, this scatter is partly due to poorer counting
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statistics. For measurements made after the more stringent preheat of 250ºC, the
enhanced scatter likely reflects thermal depletion of the IRSL signal.

Ultraviolet
(330 nm)
Fading ratea
(%/decade)

Sample

Blue
(420 nm)
Fading ratea (%/decade)

Yellow
(559 nm)
Fading ratea (%/decade)

Orange-Red
(600 nm)
Fading ratea
(%/decade)

180ºC / 10 s

180ºC / 10 s

250ºC / 60 s

180ºC / 10 s

250ºC / 60 s

180ºC / 10 s

OQC8 KFd
OQC1 KFd
NaFd

6.0 ± 0.8
8.0 ± 0.6
7.4 ± 0.8

3.7 ± 0.2
4.3 ± 0.2
3.6 ± 0.2

3.7 ± 0.9
5.2 ± 0.2
5.4 ± 0.5

4.1 ± 0.4
8.2 ± 0.9
4.1 ± 0.3

3.5 ± 1.4
5.2 ± 0.2
3.0 ± 0.9

3±3
N/A
9±2

OQC13 KFd
OQC10 KFd

8.8 ± 1.0
5.1 ± 0.8

N/A
3.9 ± 0.3

3.9 ± 0.5
4.2 ± 0.8

N/A
2.6 ± 0.4

N/A
4±5

N/A
7.9 ± 1.1

4.4 ± 1.4
4.6 ± 1.0

N/A
5.8 ± 1.1

OLL2 KFd
6.1 ± 0.5
4.3 ± 0.3
5.9 ± 0.4
6.2 ± 0.6
NaFd
6.2 ± 0.4
5.1 ± 0.4
4.7 ± 0.5
5.2 ± 0.1
a
Mean g values ± standard deviation (derived from individual aliquot g values)
N/A = not available

Table 6.10. Mean g values obtained for the different emissions based on 3-5 aliquots in each case.
The g values are normalised to a 2-day time interval.

OQC1 KFd

10

OQC1 NaFd

g value (%/decade)

12

8

OQC8 KFd

6

OQC10 KFd

4

OQC13 KFd

2

OLL2 KFd
OLL2 NaFd

0
Emission type
Preheat temp.

UV
180ºC / 10 s

Blue

Blue

180ºC / 10 s

250ºC / 60 s

Yellow
180ºC / 10 s

Yellow

Orangered

250ºC / 60 s

180ºC / 10 s

Figure 6.12. Variation in mean g values (%/decade) obtained for potassium feldspars (KFd) and
sodium feldspars (NaFd) of Klondike samples for ultraviolet, blue, yellow and orange-red IRSL
emissions. Results are shown for low- and high-temperature preheats. Fading tests were conducted
over storage times of 3-6 months.

For the blue emissions, the mean g values obtained for the lower preheat (180ºC for 10
s) were not necessarily lower than those obtained with the more stringent preheat
(250ºC for 60 s), indicating that thermal treatment does not resolve the problem of
anomalous fading in blue IRSL. The g values obtained for the lower preheat ranged

328

between 3.6 and 5.1%/decade, whereas at the higher preheat temperature the
corresponding g values ranged between 3.7 and 5.9%/decade. For the yellow emissions,
however, the g values decreased by 10-35% when the stronger preheat was used, with
values ranging between 4.1 and 8.2%/decade at a preheat of 180ºC for 10 s and between
3.0 and 5.2%/decade after a preheat for 250ºC for 60 s. For the orange-red IRSL
emissions, the fading rates were between 3 and 9%/decade; the signal for these
emissions was weaker, resulting in more spread between individual g values and larger
errors. However, it is evident that fading has occurred in most aliquots, and that this
fading is not negligible. Figure 6.14 shows the orange-red IRSL fading results for
sodium feldspars from sample OLL2. It shows that although the individual errors
associated with each Lx/Tx are quite large, there is still a tendency for the luminescence
to decrease with increasing storage time.

Ultraviolet emissions
Blue emissions

Normalised Lx/Tx

1
g = 4.3 ± 0.2%/decade

0.8
g = 8.0 ± 0.6%/decade

0.6
0.1

1

10

100

1000

10000

Time (hours)
Figure 6.13. Example of fading decay for potassium feldspars of sample OQC1 in the ultraviolet
and blue IRSL emissions (plotted on a logarithmic time-axis). In both cases, IRSL measurements
were made after a preheat of 180ºC for 10 s and storage for the times shown. The corresponding g
values (%/decade) for tc = 2 days are also shown.

Overall, the results indicate that each of these potassium and sodium feldspar samples
suffer from anomalous fading to a certain extent. Despite testing different preheat
regimes, different types of IRSL emissions and different feldspar minerals, it has not
proved possible to detect a truly non-fading IRSL signal in these particular samples.
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Normalised Lx /Tx
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5.8 ± 1.1 %/decade
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Figure 6.14. Example of fading decay with log time for sodium feldspar of sample OLL2 in the
orange-red IRSL emission band. Measurements were made after a preheat of 180ºC for 10 s and
storage for the times shown (0.7 hours, 317 hours, 5275 hours). The corresponding g value
(%/decade) for tc = 2 days is also shown.

6.7.2

De estimates and uncorrected ages

Although Section 6.7.1 shows that these samples are affected by anomalous fading, it is
useful to examine the uncorrected De and age estimates obtained in this study. This is
necessary to (i) provide additional evidence for the presence of anomalous fading; (ii)
verify the results obtained through storage tests, and (iii) assess the degree to which the
uncorrected feldspar IRSL approach underestimates the expected ages. The latter can be
useful to determine the reliability of feldspar IRSL ages obtained for similar samples in
other studies, particularly those that have not been corrected for fading.

6.7.2.1 Quartz Creek – Dawson tephra samples
Figure 6.15 shows the individual aliquot De values and recycling ratios, as well as the

CAM and weighted mean values, for the potassium and sodium feldspar extracts of
sample OQC1 (Figure 6.15a-d) and the potassium feldspar extract of sample OQC8
(Figure 6.15e-f). The De values are summarised in Table 6.11, while the dose rate
values and uncorrected ages are shown in Table 6.12.
For each of the samples considered in this study, individual De measurements were
obtained for 3-8 multi-grain aliquots. The small number of De measurement, together
with the relatively large size of the aliquots (~800 grains per disc), made it difficult to
discern any real structure in the De distributions and precluded the applicability of more
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complex age models, such as the MAM or FMM. As such, the sample-average De
values have been calculated using the CAM, which was deemed suitable given the
reproducibility between the individual De estimates of most samples and/or emission
types.
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Figure 6.15. De values and recycling ratios for individual aliquots, together with central age model
De estimates and weighted mean recycling ratios, for the potassium feldspars (KFd) and sodium
feldspars (NaFd) of sample OQC1 (a-b and c-d, respectively), and potassium feldspars (KFd) of
sample OQC8 (e-f). Results are shown for the ultraviolet, blue, yellow and orange-red IRSL
emissions, measured after indicated preheat.

331

800

2
1
0
0

600

25
50
Dose (Gy)

75

Natural
25 Gy Test-dose

400
200
0

(b)

Sens.-co
IRSL
Normalrrected
ised IRSL

1000

3

IRSL intensity (counts / 0.8 s)

Normalrrected
ised IRSL
Sens.-co
IRSL

IRSL intensity (counts / 0.8 s)

(a)
1200

1600
1400
1200
1000

100

200

300

400

0
0

600

25
50
Dose (Gy)

75

Natural
25 Gy Test-dose

400
200

500

0

100

200

10000
8000

(d)
3
2
1
0
0

6000

25
50
Dose (Gy)

75

Natural
25 Gy Test-dose

4000
2000

Sens.-corrected
IRSL
Normalised IRSL

12000

300

400

500

Time (s)

IRSL intensity (counts / 0.8 s)

Normalised IRSL
Sens.-corrected
IRSL

(c)
IRSL intensity (counts / 0.8 s)

1

800

Time (s)

6000
5000
4000

3
2
1
0
0

3000

25
50
Dose (Gy)

75

Natural
25 Gy Test-dose

2000
1000
0

0
0

100

200

300

400

500

0

100

200

Time (s)

2000
1500

400

500

(f)

5
4
3
2
1
0
0

1000

50
100
Dose (Gy)

150

Natural
25 Gy Test-dose

500

Sens.-corrected
IRSL
Normalised IRSL

2500

300

Time (s)

IRSL intensity (counts / 0.8 s)

Normalised IRSL
Sens.-corrected

(e)
IRSL intensity (counts / 0.8 s)

2

0
0

2500
2000
1500

3
2
1
0
0

25
50
Dose (Gy)

1000

75

Natural
25 Gy Test-dose

500
0

0
0

100

200

300

400

500

0

100

200

700
600

2
1
0
0

500

25
50
Dose (Gy)

75

400
300
200

Natural
25 Gy Test-dose

100

400

500

(h)

3

0

Sens.-corrected
IRSL
Normalised IRSL

800

300

Time (s)

IRSL intensity (counts / 0.8 s)

(g)

Normalised IRSL
Sens.-corrected
IRSL

Time (s)

IRSL intensity (counts / 0.8 s)

3

1200
1000
800

5
4
3
2
1
0
0

50
100
Dose (Gy)

600

150

400
Natural
25 Gy Test-dose

200
0

0

100

200

300

Time (s)

400

500

0

100

200

300

400

500

Time (s)

Figure 6.16. Examples of IRSL decay curves and sensitivity-corrected dose-response curves
obtained for potassium (right column) and sodium (left column) feldspars of sample OQC1 in the
ultraviolet (a-b), blue (c-d), yellow (e-f) and orange-red (g-h) emissions. All IRSL measurements
were made after a preheat of 180ºC for 10 s.
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Ultraviolet
(330 nm)
De (Gy)

Sample

Blue
(420 nm)
De (Gy)

Yellow
(559 nm)
De (Gy)

Orange-Red
(600 nm)
De (Gy)

180ºC / 10 s

180ºC / 10 s

250ºC / 60 s

180ºC / 10 s

250ºC / 60 s

180ºC / 10 s

OQC8 KFd
OQC1 KFd
NaFd

29.5 ± 0.9
35.1 ± 0.8
37 ± 3

38.0 ± 0.7
50.4 ± 0.7
44.9 ± 1.4

36.6 ± 0.6
40.6 ± 1.3
47.6 ± 1.4

34.3 ± 0.6
42 ± 2
39.9 ± 0.9

40 ± 4
49 ± 3
42 ± 3

35 ± 3
43 ± 3
35.8 ± 1.5

OQC13 KFd
OQC10 KFd

49 ± 2
81 ± 5

N/A
111 ± 5

117 ± 3
119 ± 12

N/A
93 ± 3

N/A
108 ± 15

N/A
106 ± 9

114 ± 10
91 ± 7

172 ± 6
111 ± 6

144 ± 7
145 ± 14

133 ± 8
111 ± 7

146 ± 6
138 ± 7

N/A
107 ± 6

OLL2 KFd
NaFd
N/A = not available

Table 6.11. Central age model De values obtained from IRSL for each emission type using the
SAR protocol.

OrangeRed
(600 nm)
Age (ka)

Sample

Quartz
SGa OSL
age (ka)

180ºC / 10 s

180ºC / 10 s

250ºC / 60 s

180ºC / 10 s

250ºC / 60 s

180ºC / 10 s

OQC8 KFd
OQC1 KFd
NaFd

29 ± 5
34 ± 3
34 ± 3

10.3 ± 0.5
11.6 ± 0.5
14.4 ± 1.1

13.2 ± 0.6
16.6 ± 0.7
17.2 ± 0.9

12.7 ± 0.5
13.4 ± 0.7
18.3 ± 0.9

11.9 ± 0.5
13.8 ± 0.9
15.3 ± 0.7

13.9 ± 1.5
16.2 ± 1.3
16.3 ± 1.1

12.1 ± 1.0
14.3 ± 1.0
13.7 ± 0.8

OQC13 KFd
OQC10 KFd

N/A
79 ± 10

21.8 ± 1.5
36 ± 3

N/A
50 ± 3

52 ± 3
53 ± 6

N/A
41 ± 2

N/A
48 ± 7

N/A
47 ± 5

44 ± 4
42 ± 4

67 ± 4
52 ± 4

56 ± 4
67 ± 8

52 ± 4
52 ± 5

57 ± 4
64 ± 5

N/A
50 ± 4

OLL2 KFd
75 ± 12
NaFd
75 ± 12
a
Single-grain
N/A = not available

Ultraviolet
(330 nm)
Age (ka)

Blue
(420 nm)
Age (ka)

Yellow
(559 nm)
Age (ka)

Table 6.12. Measured (uncorrected) IRSL ages obtained using De values listed in Table 6.11. The
associated single-grain quartz OSL ages are also shown for each sample.

For these samples, known to be ~30 ka, the CAM De values range between 30 and 50
Gy (Table 6.11). The uncorrected IRSL ages of OQC8 potassium feldspar extracts
range between ~10 ka and ~14 ka, while for sample OQC1 the uncorrected ages of the
potassium feldspars range between ~12 ka and ~17 ka (Table 6.12). Similar ages are
obtained for the sodium feldspar extracts of sample OQC1 (Table 6.12). These
uncorrected ages greatly underestimate the true age of these deposits. Figure 6.16a and
b show typical blue IRSL decay curves and corresponding sensitivity-corrected dose-

response curves of potassium feldspar and sodium feldspar extracts of sample OQC1.
The dose-response curves were fitted with an exponential-plus-linear function. In both
cases, the curves are far from saturation and the interpolated De estimate falls within the
linear portion of the growth curve.
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The ultraviolet emissions produced the lowest De values and youngest ages for each
sample (Table 6.11 and Table 6.12). For sample OQC8, the mean De from the
ultraviolet emissions (obtained with a preheat of 180ºC for 10 s) was 29.5 ± 0.9 Gy,
which is slightly lower than the mean De for its blue, yellow and orange-red
counterparts: 38.0 ± 0.7, 34.3 ± 0.6 Gy and 35 ± 3 Gy, respectively. However, some of
the individual De values obtained for this emission are within the De ranges of the other
emissions (Figure 6.15e). Similar observations can be made for the potassium and
sodium feldspar extracts of sample OQC1, where the ultraviolet emissions produced
CAM De values of 35.1 ± 0.8 Gy and 37 ± 3 Gy, respectively. For the potassium
feldspar fraction, this value is ~16-30% lower than the CAM De values obtained in the
blue (50.4 ± 0.7 Gy), yellow (42 ± 2 Gy) and orange-red (43 ± 3 Gy) bands. For the
sodium feldspar fraction, the ultraviolet CAM De is ~6-16% lower than the blue and
yellow values of 44.9 ± 1.4 Gy and 39.9 ± 0.9 Gy, respectively, but actually ~4% higher
than the mean De of 35.8 ± 1.5 Gy obtained in the orange-red waveband.
The results show that use of a more stringent preheat regime of 250ºC for 60 s did not
necessarily produce higher CAM De values (or older ages) for the blue emissions, as
might otherwise be expected if this thermal treatment was successful in removing any
unstable (low temperature) signal present. For the blue emissions of the potassium
feldspar extracts of sample OQC1 (Figure 6.15a), this higher preheat actually produced
significantly lower De values than the 180ºC for 10 s preheat. For the yellow emissions,
the 250ºC for 60 s preheat produced ages that were 6-17% older than those obtained
using a preheat of 180ºC for 10 s (Table 6.12). However, it is difficult to conclude with
certainty that the high-temperature preheat removed any unstable yellow emissions of
these samples, because of the small number of aliquots (3-5 aliquots) measured using
this high-temperature preheat. Interestingly, the fading rates obtained for the yellow
emissions of these samples indicate that use of the more stringent preheat resulted in
lower fading rates (3.0-5.2%/decade) compared to the less stringent preheat (4.18.2%/decade) (Table 6.10).
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6.7.2.2 Quartz Creek – SCt-K tephra samples
Figure 6.17a-b shows the De values and recycling ratios obtained for each emission of

samples OQC10. The De values of this sample ranged between 70 and 120 Gy (Table
6.11). Using a dose rate value of 2.24 ± 0.09 Gy/ka, the uncorrected ages of sample

OQC10 are between 36 and 53 ka (Table 6.12), which significantly underestimate by
50-30% the single-grain quartz OSL age of ~79 ka. The overlying sample, OQC13, was
only measured in the ultraviolet and blue emissions (at a higher preheat). The resulting
age for the ultraviolet emissions is significantly lower than that of the underlying
sample (OQC10), although the blue IRSL ages are indistinguishable from each other
(Table 6.12). Figure 6.18 shows the blue IRSL decay curve of an aliquot of sample
OQC10, together with its sensitivity-corrected SAR dose-response curve. It is shown
that, even at a dose of ~100 Gy, the dose-response curve has not started to saturate (D0
≈ 215 Gy). However, in this case, the De value is obtained from the near-linear, rather
than the linear, portion of the dose-response curve, which has potential implications fro
the suitability of the fading-correction method of Huntley and Lamothe (2001) (see
Section 6.7.3).
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Figure 6.17. Individual De values, central age model De values, and recycling ratios for the
potassium (KFd) feldspar extracts of sample OQC10. Results are shown for the ultraviolet, blue,
yellow and orange-red IRSL emissions, measured after regenerative dose and test dose preheats of
180ºC for 10 s or 250ºC for 60 s.

For both of these samples, the ultraviolet emissions produced significantly lower De
values than the other emissions, which is consistent with the results obtained for the
other Quartz Creek (Dawson tephra) samples (Table 6.11). The ultraviolet IRSL CAM
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De of sample OQC10, obtained using a preheat of 180ºC for 10 s, is 81 ± 5 Gy, while
for the blue, yellow and orange-red emissions measured with the same preheat, the
corresponding De values are 111 ± 5 Gy, 93 ± 3 Gy, and 106 ± 9 Gy, respectively (i.e.,
15-40% higher) (Figure 6.17a). The CAM De values obtained for the blue IRSL after a
low- and high-temperature preheat are within error of each other (Figure 6.17a and
Table 6.11), indicating that a more stringent preheat does not remove any unstable

component in this signal. Similar to previous results, the yellow emission produces a
higher mean De value after the application of the higher temperature preheat (108 ± 15
Gy), compared to the mean De obtained using the lower temperature preheat (93 ± 3
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OSLintensity
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Gy), although the values are still within error of each other at 1σ.
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Figure 6.18. Examples of blue emission IRSL decay curves and sensitivity-corrected doseresponse curves for potassium feldspars of sample OQC10. IRSL measurements were made after a
preheat of 180ºC for 10 s. The D0 value is ~215 Gy.

6.7.2.3 Sulphur Creek – Lucky Lady tephra
Figure 6.19 shows the De values and the recycling ratios obtained using different IRSL

emissions for the sodium and potassium feldspar extracts of sample OLL2. For the
potassium feldspar fraction (Figure 6.19a-b), the mean De obtained in the ultraviolet
emissions (114 ± 10 Gy, Table 6.11), was ~15-35% lower than for other emissions
(~130-175 Gy), although there was some overlap in the range of individual De values
obtained for the different emissions (Figure 6.19a). The ultraviolet emissions yielded
the youngest corresponding uncorrected age of 42 ± 4 ka (Table 6.12), which
underestimated the single-grain quartz OSL age of 75 ± 12 ka by more than ~30%.
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Figure 6.19. Individual De values, central age model De values and recycling ratios for the
potassium feldspar (KFd) and sodium feldspar (NaFd) extracts of sample OLL2 (a-b and c-d,
respectively). Results are shown for the ultraviolet, blue, yellow and orange-red IRSL emissions,
measured after different preheats.

The blue IRSL signal for potassium feldspars, measured after a preheat of 180ºC for 10
s, produced the highest mean De value of 172 ± 6 Gy (Table 6.11). The more stringent
preheat of 250ºC for 60 s produced a lower mean De of 144 ± 7 Gy. Together with the
findings obtained for the other samples, these results indicate that a more stringent
preheat does not remove the unstable component in the blue IRSL signal (Table 6.11).
The uncorrected blue IRSL ages for the 180ºC for 10 s and 250ºC for 60 s preheats are
67 ± 4 ka and 56 ± 4 ka, respectively (Table 6.12). These ages are younger than the
expected age for this sample, although the former agrees with the single-grain quartz
OSL age at 1σ.
For the yellow emissions, the mean De obtained after a preheat of 180ºC for 10 s was
133 ± 8 Gy, which is slightly lower than that obtained with a preheat of 250ºC for 60 s
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(146 ± 6 Gy). Again, this is similar to the trends observed for other samples, indicating
that the use of a higher preheat can marginally increase the yellow IRSL De value. The
corresponding uncorrected ages of 52 ± 4 ka and 57 ± 4 ka (Table 6.12), are younger
than the single-grain quartz OSL age of 75 ± 12 ka, although the ages agree at 2σ.
For the sodium feldspar fraction of sample OLL2, the lowest mean De was obtained
from the ultraviolet IRSL emissions (91 ± 7 Gy, Table 6.11). The blue emission results
differed from those obtained for the potassium feldspar fraction in that the CAM De
obtained after a 250ºC for 60 s preheat (145 ± 14 Gy) was higher than the De of 111 ± 6
Gy obtained using a preheat of 180ºC for 10 s (Table 6.11). The CAM De values of the
yellow emissions were similar to those of the blue emissions: a mean De of 111 ± 7 Gy
was obtained for the 180ºC for 10 s preheat, while a mean De of 138 ± 7 Gy was
obtained for the 250ºC for 60 s preheat (Table 6.11). The orange-red IRSL emissions
produced a mean De of 107 ± 6 Gy, which is similar to, or smaller than, those obtained
for the other emissions, and indicates that the orange-red emission suffers from the
same signal instability as the ultraviolet, blue and yellow emissions. All of the
uncorrected mean ages obtained for the OLL2 sodium feldspar fraction using the 180oC
for 10 s preheat underestimate the expected age for this sample, although the blue and
yellow IRSL ages obtained using the more stringent preheat regime agree with the
quartz OSL age of 75 ± 12 ka at 1σ (Table 6.12).

6.7.3

Fading-corrected ages

All of the IRSL ages obtained for the different emissions and different preheating
conditions were corrected using Eq. 6.4 (Huntley and Lamothe, 2001) and the fading
rate datasets described in Section 6.7.1. The application of the Huntley and Lamothe
(2001) fading-correction method is appropriate when the De is obtained from the linear
portion of the dose-response curve. It should be noted that this requirement is not
strictly met for a small number of the De values analysed in this chapter; in these
instances the De values were obtained from the near-linear part of the dose-response
curve (e.g., Figure 6.18). In these instances, the corrected ages may be slightly bias,
producing potential age underestimations. Despite this concern, the Huntley and
Lamothe (2001) method is still applied to these samples because the corrected De
values, although not necessarily correct, would be closer to the true De than the
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uncorrected De values. Furthermore, a number of the samples considered here have
independent age control (radiocarbon and single-grain OSL ages), which provides an
opportunity to empirically assess the suitability of this fading-correction method in
instances where the requirements of Huntley and Lamothe (2001) are not met.
Table 6.13 shows the corrected IRSL ages, as well as the single-grain OSL ages

obtained for these samples. IRSL ages that agree with the single-grain quartz OSL age
estimates at 1σ are shown in bold, while those ages agreeing at 2σ are marked with a
star.

Ultraviolet
(330 nm)
Corrected
Age (ka)

Blue
(420 nm)
Corrected Age (ka)

Yellow
(559 nm)
Corrected Age (ka)

OrangeRed
(600 nm)
Corrected
Age (ka)

Sample

Quartz
SGa OSL
age (ka)

180ºC / 10 s

180ºC / 10 s

250ºC / 60 s

180ºC / 10 s

250ºC / 60 s

180ºC / 10 s

OQC8 KFd
OQC1 KFd
NaFd

29 ± 5
34 ± 3
34 ± 3

18.7 ± 1.0*
28.2 ± 1.3*
32 ± 3

18.8 ± 0.8*
25.4 ± 1.0
24.5 ± 1.2

17.8 ± 0.8
22.5 ± 1.2
32.1 ± 1.6

17.7 ± 0.8
31 ± 2
22.9 ± 1.0

19 ± 2*
30 ± 2*
21.5 ± 1.5

15.2 ± 1.3
N/A
37 ± 2

OQC13 KFd
OQC10 KFd

N/A
79 ± 10

64 ± 6
62 ± 5*

N/A
74 ± 5

78 ± 4
83 ± 10

N/A
54 ± 3

N/A
74 ± 11

N/A
126 ± 13

OLL2 KFd
75 ± 12
106 ± 7
110 ± 8
106 ± 9
89 ± 6*
89 ± 9
NaFd
75 ± 12
90 ± 8*
112 ± 13
92 ± 8*
104 ± 9*
85 ± 9
a
Single-grain
N/A = not available
IRSL ages in bold are in agreement with the single-grain quartz OSL age at 1σ.
IRSL ages marked with an asterisk are in agreement with the single-grain quartz OSL age at 2σ.

N/A
96 ± 9*

Table 6.13. IRSL ages corrected for fading using corresponding mean g values listed in Table 6.10 (but
calculated for a time interval of 280 s rather than 2 days). The associated single-grain quartz OSL ages
are also shown for each sample.

6.7.3.1 Quartz Creek – Dawson tephra
Figure 6.20 and Figure 6.21 show the single-grain quartz OSL age and fading-

corrected IRSL ages for the sodium and potassium feldspars of sample OQC1 and
potassium feldspars of sample OQC8, respectively. For sample OQC1, several, though
not all, of the corrected IRSL ages obtained using the different emissions agree with the
single-grain OSL age of 34 ± 3 ka at 1σ. The corrected ultraviolet IRSL age of 28.2 ±
1.3 ka obtained for the potassium feldspar extract agrees with the single-grain OSL age
at 2σ. A fading-corrected ultraviolet IRSL age of 32 ± 3 ka was obtained for the sodium
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feldspar fraction (Table 6.12), which is statistically indistinguishable to the single-grain
OSL age.
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Figure 6.20. Single-grain quartz OSL age and fading-corrected IRSL ages obtained for potassium
feldspars (KFd) and sodium feldspars (NaFd) of sample OQC1 in the ultraviolet, blue, yellow and
orange-red emissions. A regenerative-dose and test-dose preheat of 180ºC for 10 s was used in the
SAR procedure, unless otherwise indicated below the x-axis. Solid lines and dashed lines indicate
the single-grain OSL age errors at 1σ and 2σ, respectively.

The corrected age results for the blue IRSL emissions were somewhat mixed for sample
OQC1. For both the sodium and potassium feldspar fractions, the use of a 180ºC for 10
s preheat resulted in corrected ages that underestimated the single-grain OSL age by
~20-30% (Figure 6.20). However, for the sodium feldspar a more stringent preheat of
250ºC for 60 s produced an age of 32.1 ± 1.6 ka (Table 6.13), which agrees with the
single-grain OSL age at 1σ. For the potassium feldspar, the corrected yellow IRSL ages
are 31 ± 2 ka (measured after a preheat for 180ºC for 10 s) and 30 ± 2 ka (measured
after a preheat of 250ºC for 60 s), which agree with the quartz age at 1σ and 2σ,
respectively (Figure 6.20). In contrast, for the sodium feldspar, this emission produced
corrected ages that were ~30-40% lower than the quartz OSL age (Figure 6.20). In the
case of the OQC1 potassium feldspars, it is interesting to note that the yellow IRSL
fading rate obtained with the low-temperature preheat was larger (8.2 ± 0.9%/decade)
than that obtained with the higher-temperature preheat (5.2 ± 0.2%/decade) (Table
6.10) and that the mean De values reflected this difference in signal stability (Table
6.11). Following the fading corrections, therefore, the resulting ages are consistent with
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each other and with the independent age control (Table 6.13). In the case of the blue
emissions, there were also significant differences in De values between preheat
treatments (Table 6.11) and these were reflected in the g values obtained from the
storage tests (Table 6.10). However, these g values appear to be too small to adequately
correct for the apparent fading, and, hence, the resultant corrected ages underestimate
the expected OSL age (Table 6.13).
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Figure 6.21. Single-grain quartz OSL age and fading-corrected IRSL ages obtained for potassium
feldspars (KFd) of sample OQC8 in the ultraviolet, blue, yellow and orange-red emissions. A
regenerative-dose and test-dose preheat of 180ºC for 10 s was used in the SAR procedure, unless
otherwise indicated below the x-axis. Solid lines and dashed lines indicate the single-grain OSL
age errors at 1σ and 2σ, respectively.

For sample OQC8, taken from above the Dawson tephra, all of the corrected IRSL ages
were younger than the expected single-grain quartz OSL age (Figure 6.21). All
emission types produced corrected IRSL ages between ~15.2 ka and ~19.2 ka (Table
6.13), which underestimate the single-grain OSL age of 29 ± 5 ka. However, the

corrected IRSL ages for the ultraviolet emissions, the blue emissions (measured after a
preheat of 180ºC for 10 s), and the yellow emissions (measured after a preheat of 250ºC
for 60 s), are all in agreement with the single-grain OSL age at 2σ (Table 6.13). Two
points should be made about these results: (i) the fading rates obtained for this
potassium feldspar sample were some of the lowest when compared to those obtained
for the other potassium feldspars samples for a given emission (Table 6.10). If the
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degree of fading was, therefore, underestimated, then this could have contributed
partially, or even fully, to the underestimation observed in the corrected IRSL ages for
this sample; (ii) the dose rate used to calculate the ages was obtained by assuming an
internal

40

K content of 12.5%, as recommended by Huntley and Baril (1997), which

results in an added dose rate of ~0.54 Gy/ka. However, potentially older ages might be
obtained if the actual internal

40

K content of potassium feldspars in this sample were

lower than the assumed contents.
To investigate the possibility that the assumed internal

40

K content for potassium

feldspars of sample OQC8 had been overestimated (thus causing the age
underestimation), the IRSL ages were recalculated using a revised dose rate, in which
the internal

40

K content was set to 0%. This represents an extreme, albeit unrealistic,

scenario, but is used here to investigate whether the final IRSL ages change
significantly with the assumed internal 40K content. Using this revised internal dose rate
of 2.52 ± 0.09 Gy/ka, the fading-corrected IRSL ages for the various emissions increase
by 2-3 ka (~15%), and range between ~17 ka and ~22 ka. Although most of the IRSL
ages are now in agreement with the single-grain OSL age of 29 ± 5 ka at 2σ, they still
systematically underestimate the expected OSL age estimate. This shows that the
original age underestimation observed for this sample is not solely or primarily due to
overestimation of the internal
assumed internal

40

40

K content. In addition, the difference between the

K content for this sample and its true value is likely to be

significantly less than in the scenario tested here. Empirical measurements indicate that
internal

40

K contents of potassium feldspar grains typically range between 6.5% and

16.9% (Huntley and Baril, 1997), which are all within 50% of the assumed (12.5%) 40K
content used in this study. Any inaccuracies in the assumed

40

K content of sample

OQC8 are, therefore, likely to have a minimal effect on the final IRSL ages in
comparison to the extreme scenario tested here.

6.7.3.2 Quartz Creek – SCt-K
Figure 6.22 illustrates the single-grain OSL age and the corrected IRSL ages for sample

OQC10. For this sample, three of the six emissions produced IRSL ages that agree with
the single-grain OSL age of 79 ± 10 ka at 1σ. The ultraviolet emissions produced a
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corrected IRSL age of 62 ± 5 ka, while the blue IRSL produced corrected ages of 74 ± 5
ka and 83 ± 10 ka for the low- and high-temperature preheats, respectively. Yellow
IRSL measured after a preheat of 250ºC for 60 s also produced an accurate fadingcorrected age of 74 ± 11 ka (Table 6.13). The orange-red and yellow emissions
(measured after a preheat of 180ºC for 10 s) produced fading-corrected ages of 126 ± 13
ka and 54 ± 3 ka, respectively, both of which did not agree with the single-grain quartz
OSL age (Table 6.13).
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Figure 6.22. Single-grain quartz OSL age and fading-corrected IRSL ages obtained for potassium
feldspars (KFd) of sample OQC10 in the ultraviolet, blue, yellow and orange-red emissions. A
regenerative-dose and test-dose preheat of 180ºC for 10 s was used in the SAR procedure, unless
otherwise indicated below the x-axis. Solid lines and dashed lines indicate the single-grain OSL
age errors at 1σ and 2σ, respectively.

The corrected IRSL ages of sample OQC13, which overlies sample OQC10, were 64 ±
6 ka for the ultraviolet emissions and 78 ± 4 ka for the blue emissions (measured after a
preheat of 250ºC for 60 s). Sample OQC13 has not been dated with single-grain OSL,
but it is known to be younger than 79 ± 10 ka and older than 34 ± 3 ka on the basis of its
intermediate stratigraphic position between samples OQC10 and OQC1. The ultraviolet
and blue IRSL ages of sample OQC13 are both consistent, therefore, with this
bracketing age range and they are also consistent with the corresponding ages obtained
for the ultraviolet and blue emissions of sample OQC10 (Table 6.13).
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6.7.3.3 Sulphur Creek – Lucky Lady tephra
Figure 6.23 shows the fading-corrected IRSL ages obtained for the sodium and

potassium feldspars of sample OLL2, together with the single-grain OSL age obtained from
quartz extracts of this sample. All of the IRSL ages are slightly older than the single-grain
quartz OSL age of 75 ± 12 ka and range between ~85 and ~112 ka. For the potassium
feldspar, only two of the fading-corrected IRSL ages agree at either 1σ or 2σ with the
single-grain OSL age, while for sodium feldspar, five of the IRSL ages are consistent at
either 1σ or 2σ (Table 6.13). For potassium feldspar, the ultraviolet emissions and the
yellow emissions (measured after a preheat of 250ºC for 60 s), produced corresponding
fading-corrected IRSL ages of 89 ± 9 ka and 89 ± 6 ka, which are in agreement with the
single-grain quartz OSL age at 1σ and 2σ, respectively. The rest of the fading-corrected
IRSL ages for the potassium feldspar significantly overestimated the single-grain OSL
age (Table 6.13). The sodium feldspar ultraviolet emission yielded a fading-corrected
IRSL age in agreement with the single-grain OSL age at 1σ (85 ± 9 ka). The blue and
yellow IRSL emissions (measured with a preheat of 180ºC for 10 s), produced ages of
90 ± 8 ka and 92 ± 8 ka, respectively, which agree with the OSL age at 2σ. At the higher
preheat temperature, the corresponding ages increased to 112 ± 13 ka and 104 ± 9 ka,
and only the latter is within 2σ of the OSL age (Table 6.13). The orange-red IRSL
corrected age is 96 ± 9 ka, which also agrees with the OSL age at 2σ.
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Figure 6.23. Single-grain quartz OSL age and fading-corrected IRSL ages obtained for potassium
feldspars (KFd) and sodium feldspars (NaFd) of sample OLL2 in the ultraviolet, blue, yellow and
orange-red emissions. A regenerative-dose and test-dose preheat of 180ºC for 10 s was used in the
SAR procedure, unless otherwise indicated below the x-axis. Solid lines and dashed lines indicate
the single-grain OSL age errors at 1σ and 2σ, respectively.
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6.7.4

Summary

1)

Results indicate that anomalous fading is ubiquitous in potassium and sodium
feldspar extracts of loessal material from the Klondike, regardless of the
emission observed and the preheating regime applied prior to IRSL
measurement. Fading rates (calculated for a tc time interval of 2 days) varied
between 3 to 9 %/decade.

2)

In most instances, the individual De estimates obtained for the various emissions
covered a similar range of values, and typically (inversely) reflect the size of the
empirically measured fading rates. The ultraviolet IRSL consistently produced
the lowest De values in each sample and, accordingly, this emission resulted in
the highest g values. However, with the exception of the results obtained for the
ultraviolet emissions, the g values varied between samples and between
emissions, making it is difficult to determine fading rate patterns in the dataset.

3)

Although the ultraviolet emissions produced higher fading rate values for most
samples, the fading-corrected IRSL ages are all within 1σ or 2σ of the
corresponding single-grain quartz OSL ages.

4)

Sample OQC8 was anomalous in that all of the corrected IRSL ages
underestimated the OSL age by >30%, regardless of the emission type. It is
possible that the results of this sample might partly reflect uncertainties in
internal dose rate calculations (i.e., overestimation of the internal
However, overestimation of the internal

40

40

K content).

K content cannot solely explain the

degree of age underestimation observed for this sample.
5)

The accuracy of the fading-corrected yellow and blue IRSL ages varied
significantly between these samples. For sample OQC10, the yellow emissions
(measured after a preheat of 250ºC for 60 s) and the blue emissions (measured
after a low preheat temperature and a high preheat temperature) resulted in
corrected IRSL ages that agreed with the single-grain OSL age at 1σ. For sample
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OLL2, the blue and yellow emissions resulted in corrected IRSL ages that
overestimated the single-grain OSL age. For sample OQC1, the blue and yellow
emissions produced variable results, with age underestimation occurring in
many cases.
6)

The orange-red IRSL signal was very weak and had fading rates as high as the
other emissions, indicating that this emission suffers also from anomalous
fading. The orange-red emission might represent the upper tail of the yellow
emission and not an emission peak in itself, or it may represent a combination of
yellow emission and red emission, with the latter not being adequately isolated
by the filter combination used here. For this emission, only the fading-corrected
IRSL ages obtained from the sodium feldspars (OQC1 and OLL2) agreed with
the corresponding single-grain quartz OSL ages at either 1σ or 2σ.

6.8
6.8.1

Discussion
On anomalous fading of the various IRSL emissions

Storage tests performed for 3-6 months have shown that the ultraviolet, blue, yellow and
orange-red IRSL emissions of feldspar extracts of samples from the Klondike district
are affected by anomalous fading, and they indicate that this deleterious and unwanted
outcome is ubiquitous in these samples. These results agree with previous studies
(Huntley and Lamothe, 2001; Huntley and Lian, 2006) that have investigated samples
from various regions and found that anomalous fading was common. The g values
presented in this chapter of between 3 and 9%/decade are consistent with those that
Huntley and Lamothe (2001) obtained from an extensive suite of samples from northern
North America, which ranged between 3 and 10%/decade. Huntley and Lian (2006)
have also found that fading was present in many feldspar types of varied composition
(i.e., alkali and plagioclase feldspars).
Ultraviolet IRSL produced consistently higher fading rates than the blue emissions
(measured after a preheat of 180ºC for 10 s), as well as lower De values in each sample.
Previous studies have reported on the instability of the ultraviolet TL and IRSL
emissions (Debenham, 1985; Clarke and Rendell, 1997a, 1997b; Gong et al., 2006;
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Tsukamoto et al., 2006). Early TL dating studies using coarse grains of potassium
feldspars have found that the De values obtained from ultraviolet emissions were lower
in comparison to the blue (see discussion in Wintle and Duller, 1991). While Preusser
(2003) found that excluding the ultraviolet IRSL, by adding a GG400 filter to the bluetransmitting filter pack, yielded a signal that was not affected by anomalous fading.
Klasen et al. (2007) also found that, in a set of lacustrine samples, ultraviolet IRSL
produced ages that were 20% younger than blue IRSL ages. Tsukamoto and Duller
(2008) found that, for feldspars originating from basalt and tephras, the ultraviolet OSL
emissions produced significantly larger g values (~5-29%/decade) than the blue IRSL
emissions (~4.5-7%/decade). Morthekai et al. (2008) found that ultraviolet IRSL also
resulted in higher g values than blue IRSL when examining a basaltic sample.
In the present study, the differences in g values between ultraviolet and blue IRSL were
not as large as those found in other studies, but the blue IRSL emissions fading rates
measured after a preheat of 180ºC for 10 s were consistently lower than the ultraviolet
fading rates in all samples and feldspar types examined; this translated into lower
overall ultraviolet De values. In this study, the blue and ultraviolet IRSL emission bands
overlapped because the blue-transmitting filters allowed the <400 nm emissions to pass
(Figure 6.6). Addition of a GG400 filter to the existing blue-transmitting filter
combination might be useful for excluding the unstable ultraviolet emissions, and
further reducing the fading rates in the blue window (Preusser, 2003; Wallinga et al.,
2007; Buylaert et al., 2007). However, measurements made using yellow-transmitting
filters that included a GG400 showed that fading was still occurring, despite the
exclusion of the <400 nm emissions. Furthermore, TL and IRSL spectra studies by
Clarke and Rendell (1997a, 1997b) and Rendell and Clarke (1997) have found that the
ultraviolet emission displaying instability has a peak at 290 nm, so the BG39 filter used
during blue IRSL measurements effectively blocks this ultraviolet signal. Hence, the
instability of the blue IRSL signal measured in this study is unlikely to be attributed
solely to the measurement of ultraviolet emissions <400 nm.
The results from this study indicate that the yellow IRSL intensity relative to the blue
emissions is higher in the sodium feldspars (plagioclase) than in potassium feldspars. A
similar finding of high yellow IRSL emissions in sodium-rich feldspars has been
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observed in studies using museum specimens of known chemical composition (Clarke
and Rendell, 1997a; Baril and Huntley, 2003). Also, for these Klondike samples, it was
found that sodium feldspars had relatively higher ultraviolet intensities than potassium
feldspars, which also agrees with previous findings (Krbetschek et al., 1996, 1997;
Rendell and Clarke, 1997; Clarke and Rendell, 1997a). Berger and Anderson (2000)
reported the first TL spectra of irradiated Alaskan loess and described emission peaks at
~290 nm, 400-480 nm, ~550 nm and >~700 nm. The measurements were performed on
the polymineral fine grain (4-11 µm) fraction and, hence, this signal is expected to have
been affected by the presence of different types of feldspar, as well as by quartz
(although the latter has a very weak TL signal intensity compared to feldspar, so is
unlikely to have contaminated the signal significantly).
Gong et al. (2006) found that the yellow emissions of TL spectra did not suffer from
anomalous fading, while the ultraviolet and blue-green emissions did. Also, Huntley et
al. (2007) found that fading was correlated with Ca content in plagioclase feldspars
when measuring yellow emissions, and that no fading was observed when Ca was <0.5
%. The results obtained in this chapter, however, indicate that the yellow IRSL
emissions exhibit the same degree of fading as the blue and orange-red emissions,
although these types of emission produced lower fading rates than the ultraviolet
emissions. For samples OQC1 and OLL2, fading tests were performed on both
potassium and sodium feldspars, and the results indicate that the yellow emissions of
sodium feldspars suffer less from anomalous fading than their potassium feldspar
counterparts. In sample OQC1, the yellow IRSL of the potassium feldspars produced a
mean g value that was double (8.2 ± 0.9 %/decade) that of the sodium feldspars (4.1 ±
0.3 %/decade). A preheat of 250ºC for 60 s resulted in a less severe difference between
these g values, although the same basic relationship was maintained. For the second
sample, OLL2, the yellow IRSL g values were slightly less in the sodium feldspars, but
this difference disappeared when a higher preheat was applied. Overall, the results of
the present study indicate that there is a degree of variation in yellow emission fading
rates between different feldspar types, but it is not possible to adequately resolve these
trends at the multi-grain scale of analysis. The differences in yellow IRSL fading rates
might be too small to justify the use of sodium feldspars over potassium feldspars when
dating multi-grain aliquots. As recommended by Huntley et al. (2007), further
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measurements are needed at the single-grain level to determine how chemical
composition affects fading, since multi-grain aliquots contain a mixture of grain types
with varied luminescence characteristics (e.g., Trautmann et al., 2000).
Measurements undertaken in this study revealed that, for the blue IRSL emissions, a
SAR preheat regime of either 180ºC for 10 s or 250ºC for 60 s had no significant
differential effect on the fading rate or on the size of the De estimates. However, a
250ºC for 60 s preheat produced slightly higher De values and lower fading rates in the
yellow emissions. Many potassium feldspar IRSL dating studies have applied a preheat
of 250ºC for 60 s (e.g., Balescu et al., 2003; Auclair et al., 2007; Wallinga et al., 2007;
Buylaert et al., 2007). For the Klondike samples, it was found that preheat treatments of
between 200 and 280ºC for 10 s produced significant yellow IRSL De overestimations
and a rising preheat plateau, although a more stringent preheat of 250ºC for 60 s
resulted in a successful dose recovery and lower De values. These dose recovery results
indicate that, in most instances, there is no significant difference between using preheats
of 180ºC for 10 s or 250ºC for 60 s, although intermediate preheats could alter the
results significantly. Further measurements are needed to determine whether this pattern
is apparent in every sample and for every emission type.
The fading tests performed in this study show that the orange-red IRSL signal suffers
from the same degree of anomalous fading as the other emissions investigated. There
are two lines of evidence for this: (i) fading tests performed over 3-6 months showed a
logarithmic decrease of IRSL signal with time; and (ii) De values obtained using orangered IRSL for a particular sample cover the same range as De values obtained using IRSL
measured at shorter wavelengths (e.g., blue). These results were found in different
samples and in both potassium feldspar and sodium feldspars, indicating that anomalous
fading is common, regardless of the material examined.
Both Zink et al. (1995) and Zink and Visocekas (1997) have shown that the red TL
signal of feldspars does not suffer from the same degree of anomalous fading as the blue
TL signal. These findings were the premise for the work undertaken by Fattahi and
Stokes (2003c) and others exploring the red IRSL signal for dating. However, the
results presented in their investigations could not conclusively establish the existence of
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a non-fading red IRSL signal (Arnold et al., 2003; Fattahi and Stokes, 2003c; 2004).
The results presented here agree with those findings and indicate that the orange-red
IRSL signal of the Klondike samples does suffer from anomalous fading.
In one study, Fattahi and Stokes (2003c) found that, after four months of storage, the
orange-red IRSL signal, measured with a ‘blue-sensitive’ PMT fitted with OG590 and
BG39 filters, had decreased by ~30%. They attributed this to the contamination of the
red IRSL signal by yellow emissions, which are favoured by the ‘blue-sensitive’ PMT
used in the long-term storage tests. As such, they maintained that red IRSL per se does
not suffer from anomalous fading. In this chapter, the orange-red IRSL signal was
measured with a ‘green-sensitive’ PMT with a Kopp 2-63 and BG39 filter combination.
These filters cover the same spectral range as the OG590 and BG39, but the ‘greensensitive’ PMT is more sensitive to longer wavelengths than is the ‘blue-sensitive’
PMT. However, it is difficult to determine the extent to which the measured orange-red
IRSL signal is affected by the yellow emissions. Previous spectral studies have shown
that red IRSL is not always present in feldspars, varying according to chemical
composition (Krbetschek and Rieser, 1995; Krbetschek et al., 1997) (see Section 6.2.2.4
for a summary). If the samples measured in the current study lack a red IRSL emission
peak, then it is possible that the observed orange-red IRSL signal is, in fact, the upper
tail of the yellow emission. In all measurements made in this study, the orange-red
IRSL signal produced De values that covered the same range as those obtained with the
yellow emissions (Figure 6.15a,c,e, Figure 6.17a and Figure 6.19c), which might
indicate that the two signals are indeed one and the same.

6.8.2

Comparison of corrected IRSL ages and single-grain OSL ages

The IRSL ages were corrected using the fading rates obtained, in most cases, from the
same aliquots used for De estimation. In sample OQC8, taken from above Dawson
tephra, all the corrected IRSL ages were a gross underestimation of the single-grain
OSL age (Figure 6.21). Because the same degree of age underestimation was observed
in every emission, it was inferred that this may relate to inaccuracies in the dose rate
used to calculate the IRSL ages; namely, differences between the assumed and true
internal
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40

K content for the potassium feldspar grains of this sample. However, even

after artificially setting the internal 40K content of the potassium feldspar grains to 0%,
it was not possible to overcome the apparent underestimations in the fading-corrected
IRSL ages. The reason behind the IRSL age anomalies of OQC8 remains unclear, and,
hence, the corrected IRSL ages obtained for this sample will not be considered in the
following discussion.
In all samples, the ultraviolet IRSL emission produced corrected ages in agreement with
the single-grain OSL ages at either 1σ or 2σ, with only sodium feldspars (samples
OQC1 and OLL2) producing ages in agreement at 1σ (Table 6.13). The results for the
yellow and blue emissions were variable, with age underestimations in the sodium
feldspars of sample OQC1 and potassium feldspar of sample OQC10 (after the 180ºC
for 10 s preheat) but age overestimation in both potassium and sodium feldspar of
sample OLL2. For the younger sample, OQC1, there were mixed results for the yellow
and blue IRSL corrected ages obtained using the different preheat regimes; severe age
underestimations were observed in the blue after the 180ºC for 10 s preheat for both
sodium and potassium feldspars, and after the 250ºC for 60 s preheat for the potassium
feldspars (Table 6.13). In the yellow emissions, the underestimation was prevalent in
the sodium feldspars of sample OQC1 after both preheat treatments. For sample
OQC10, the blue and yellow IRSL corrected ages were in agreement with the singlegrain quartz OSL age at 1σ, with the exception of the yellow emissions measured after a
preheat of 180ºC for 10 s, which resulted in age underestimation (Table 6.13).
For potassium and sodium feldspars of sample OLL2, all the fading-corrected ages were
higher than the corresponding single-grain quartz OSL age (Table 6.13). The highest
corrected ages were obtained in the blue emission measured after the high-temperature
preheat (~110 ka and ~112, respectively; Table 6.13). With the exception of the hightemperature blue emissions, all the sodium feldspar corrected ages for sample OLL2
agree with the single-grain quartz OSL age at 2σ (Table 6.13). Some of the potassium
feldspar IRSL corrected ages overestimated significantly the expected age (Table 6.13).
Nonetheless, the IRSL fading-corrected ages obtained are consistent with the singlegrain OSL ages of 101 ± 13 ka and 102 ± 12 ka obtained for the underlying samples
(OLL4 and OLL7, respectively) at this section. Sample OLL10, which is also found
below the Lucky Lady tephra at an adjacent section, and consequently lies below
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sample OLL2, has a slightly younger single-grain OSL age of 86 ± 9 ka. The IRSL ages
of sample OLL2 are also consistent with this OSL age at 1σ or 2σ, with the exception of
the ages obtained with the blue emissions (after a preheat of 250ºC for 60 s) for both
potassium and sodium feldspars.
Some variation in IRSL spectra would be expected between samples due to differences
in relative IRSL intensities between the various emissions (Table 6.6). For each
emission measured during De estimation, the relative contributions of each spectral peak
are likely to vary between samples. In addition, if the various contributing emission
peaks have different luminescence behaviours then the relationship between corrected
age and emission type could differ significantly between samples. For example, Krause
et al. (1997) found that when bleaching plagioclase feldspars with a >540 nm light
source, the 410 nm (blue) emissions bleached more slowly than the 560 nm (yellow)
and 280 nm (ultraviolet) emissions, and this was reflected in the variable mean De
values obtained for each emission. Differences in bleaching rates could explain the
apparent higher residual signal measured in the blue window for sample OLL2, which
had a more prominent blue emission than sample OQC10 (‘potassium feldspars’, Table
6.6). But this would not explain the ages obtained for sample OLL2 with the yellow

IRSL emissions, which are also older than the single-grain quartz OSL age. It should be
mentioned that the uncorrected blue and yellow IRSL ages of sample OLL2 were
slightly younger, but are still in agreement with the single-grain OSL age (Table 6.12).
This might indicate that fading is not a problem for this sample, but storage tests
showed that fading definitely occurred over laboratory timescales. It is more likely that
the overestimation of some of the corrected blue and yellow IRSL ages of sample OLL2
is attributable to variability in signal resetting between the different emission types prior
to the deposition and burial of these sediments.

6.8.3

Comparison with other dating studies using feldspar IRSL

A number of previous dating studies have applied TL and/or IRSL techniques to
feldspars and polymineral fine grains of Alaskan loess (Oches et al., 1998; Kaufman et
al., 2001b; Berger, 2003; Auclair et al., 2007) and lacustrine deposits (Kaufman et al.,
1996; Berger and Anderson, 2000). However, the majority of these studies have not
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applied any kind of anomalous fading correction to the resultant age estimates. Auclair
et al. (2007) found that the loess of central Alaska (from the Halfway House site)
produced a fading rate of 5.0 ± 1.0%/decade (normalised to 2 days) for the blue
emissions (measured through BG39 and Corning 7-59 filters) when using a preheat of
250ºC for 60 s. This average g value is in agreement with the values obtained in this
chapter for the blue emissions of the Klondike loessal deposits. As with Auclair et al.
(2007), it was found that uncorrected ages severely underestimated the expected age in
the majority of cases and that a fading correction was necessary (and effective) in
producing ages in agreement with independent age control. Some luminescence dating
studies using polymineral fine grain from Alaskan deposits have found that the IRSL
signal does not suffer from fading (Kaufman et al., 1996), and it has been stated that a
stable (non-fading) TL signal can be isolated with the correct thermal pretreatment
(Berger and Anderson, 2000). The results presented here showed that after 3-6 months
storage, fading of the IRSL signal had occurred in all emissions in both the potassium
and sodium feldspars, and also that the fading occurred to the same degree after the
application of two preheat treatments of different strength (180ºC for 10 s or 250ºC for
60 s). In the absence of a fading correction, severe age underestimations were apparent
for most samples. Hence, it is recommended that an explicit correction for anomalous
fading be applied in every dating study of loessal deposits from Alaska and Yukon
Territory.
The fading correction of Huntley and Lamothe (2001) has been recently applied in a
number of studies using coarse-grain potassium feldspar IRSL dating, for which OSL
ages are available for comparison (e.g., Balescu et al., 2007; Buylaert et al., 2007,
2008). In general, these studies report good agreement between independent age control
and IRSL ages corrected using the Huntley and Lamothe (2001) method. However,
Balescu et al. (2007) cautioned that their fading-corrected IRSL ages should be regarded
as minimum age estimates because the fading-correction procedure of Huntley and
Lamothe (2001) was applied to the exponentially growing (non-linear) portion of the
SAR dose-response curve. For the samples studied in this chapter, the De values lie in
the linear or near-linear part of the sensitivity-corrected dose-response curve (Figure
6.16 and Figure 6.18), so correcting for fading using the Huntley and Lamothe (2001)

method should be appropriate in most instances. This is generally supported by the
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agreement between the quartz single-grain OSL ages and the fading-corrected IRSL
ages, even for samples as old as ~80 ka (e.g., sample OQC10). Furthermore, in
instances where the fading-corrected IRSL ages do not agree with the single-grain OSL
ages at either 1σ or 2σ (e.g., blue emissions of sample OLL2), the resulting IRSL ages
typically overestimate, rather than underestimate, the expected age. This is the opposite
outcome to that which would be expected if the fading-correction method of Huntley
and Lamothe (2001) had been adversely affected by non-linearity in the dose-response
curve for these samples. As such, these results suggest the general applicability of this
correction procedure to loessal samples of similar ages (~30-80 ka) from the Klondike
region.

6.9

Conclusion

1) Anomalous fading was observed in all the samples examined and in every emission
type for both potassium and sodium feldspars. The degree of fading did not change
significantly between the two preheat treatment tested (180ºC for 10 s and 250ºC for
60 s). The g values measured in the ultraviolet, blue, yellow and orange-red
emissions ranged between 3 and 9%/decade.
2) The fading-correction method of Huntley and Lamothe (2001) produced IRSL ages
that generally agreed with the corresponding single-grain OSL ages at either 1σ or
2σ. For one sample (OQC8) the corrected IRSL ages severely underestimated the
expected age. However, it was found that this could not be attributed to a possible
overestimation of the assumed 40K content. Further work is necessary to determine
the cause of the age underestimations observed in this sample.
3) Single-grain OSL dating applied to quartz extracts from deposits bracketing the
Lucky Lady tephra at Sulphur Creek, Klondike, produced ages of ~75 ka for the
sample immediately above the tephra and three ages of ~101 ka, ~102 ka and ~86 ka
for replicate samples from immediately below the tephra. The youngest corrected
IRSL age was 85 ± 9 ka, which was obtained for the sodium feldspar ultraviolet
emissions. Taken together, the IRSL ages and associated OSL ages indicate that the
Lucky Lady tephra was deposited ~86 ka.
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4) The results presented in this chapter demonstrate the potential for using sodium and
potassium feldspars as alternative chronometers for the Klondike ‘muck’ deposits,
when used in combination with the fading-correction approach of Huntley and
Lamothe (2001). In particular, feldspars offer a suitable means of circumventing
some of the limitations affecting quartz dating in the Klondike: namely, the
behavioural problems and age underestimations associated with the multi-grain
quartz OSL dating approach, and the large relative errors associated with some of
the single-grain OSL ages.
5) The general agreement between the multi-grain IRSL ages from feldspars and the
quartz single-grain OSL ages indicates that partial bleaching of grains is not a
significant problem in this depositional context. In this way, the joint application of
single-grain OSL dating and multi-grain IRSL dating offers an alternative means to
test for the efficacy of bleaching prior to sediment burial at these sites.
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Chapter 7: Single-grain OSL dating of loess bracketing the
Old Crow tephra at two sites in eastern Beringia: Ch’ijee’s
Bluff, northern Yukon Territory, and Chester Bluff,
Charley River, east-central Alaska.

7.1

Introduction

The Old Crow tephra is an important stratigraphic marker in Alaska and Yukon
Territory, enabling the correlation of numerous sections from sites located thousands of
kilometres apart (Westgate et al., 1985). It is particularly significant because of its ~140
ka age, which makes it suitable for correlating sediments deposited during the last
interglaciation. Loess records associated with the Old Crow tephra have also been used
to infer relationships between regional high-latitude records and global models of
climate change (Begét, 2001; McDowell and Edwards, 2001; CAPE, 2006). The present
chapter focuses on the application of single-grain OSL dating to quartz extracts from
loess samples associated with the Old Crow tephra at Chester Bluff, east-central Alaska,
and Ch’ijee’s Bluff, northern Yukon Territory. Additionally, single-grain OSL ages are
presented for deposits associated with seven recently described but unknown-age
tephras at Chester Bluff, which occur prior to Old Crow tephra deposition and bracket
organic-rich units that are thought to represent several warm interglacial or warm
interstadial events (Jensen et al., 2008). The aim of the chapter is, therefore, twofold: (i)
to determine the age of the Old Crow tephra based on single-grain quartz dating; and (ii)
to provide a chronology for both the Ch’ijee’s Bluff loess sequence and the undated
loess deposits at the Chester Bluff section.

7.2
7.2.1

Previous chronological work
The Old Crow tephra: distribution, significance and ages

The Old Crow tephra has been observed at a large number of sites across north-central
Alaska and western Yukon Territory (Figure 7.1) and is considered a particularly
important stratigraphic marker because it is associated with a variety of depositional
settings across eastern Beringia (Westgate et al., 1983; 1985). The tephra is a type I
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tephra (as defined in Section 1.3.1, Chapter 1) sourced from the Aleutian Arc–Alaska
Peninsula and it is estimated that the bulk volume of tephra erupted was 50 km3
(Westgate et al., 1985).

Figure 7.1. Sites in Alaska and Yukon Territory where the Old Crow tephra has been found in
association with organic beds (Black dots); 1, Imuruk Lake (Shackleton, 1982); 2, Holitna lowland
(Waythomas et al., 1993); 3, Noatak basin (Elias et al., 1999); 4, Hogatza Mine (Hamilton and
Brigham-Grette, 1991); 5, Koyukuk Bluffs (Schweger and Matthews, 1985); 6, Palisades of the
Yukon (Begét et al., 1991); 7, Halfway House (Hamilton and Brigham-Grette, 1991); 8, Fairbanks
loess (Péwé et al., 1997); 9, Eva Creek (Muhs et al., 2001); 10, Birch Creek (Edwards and
McDowell, 1991); 11, Ch’ijee’s Bluff (Matthews et al., 1990b); Togiak Bay (Kaufman et al.,
2001); 13, Snag area (Westgate et al., 1985); 14, Pelly River (Ward et al., 2008). The sites studied
in this chapter, Ch’ijee’s Bluff and Chester Bluff, are marked.

7.2.1.1 Radiocarbon dating of associated material
Westgate et al. (1983) summarised the radiocarbon ages obtained for an organic layer
found above the Old Crow tephra at various sites across Alaska and Yukon Territory.
These ages ranged from ~41,000 14C a BP to 59,000 14C a BP. At the Birch Creek site
(see Figure 7.1), the organic bed overlying the Old Crow tephra contained material
dated to >53,400

14

C a BP, >55,200

14

C a BP, and >58,000

14

C a BP (McDowell and

Edwards, 2001). Also, in the Fairbanks loess region, radiocarbon dating undertaken on
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material of the Goldstream Formation and the Eva Forest Bed, which directly overlie
the Old Crow tephra, has consistently produced infinite ages that are >30,000-40,000
14

C a BP (Péwé et al., 1997). One macrofossil obtained from this interglacial forest bed

produced an apparent age of ~70,000 14C a BP (Péwé et al., 1997). More recently, Muhs
et al. (2001) obtained radiocarbon ages for Picea macrofossils from the Eva Forest Bed
that were between ~38,000 and ~51,000 14C a BP, which they regarded as infinite.

7.2.1.2 Dating of the Old Crow tephra and bracketing loess
Table 7.1 summarises the results of previous dating work undertaken on the Old Crow
tephra and the bracketing loess deposits. Chronometric dating of the loess units that
bracket the Old Crow tephra has been achieved mainly through luminescence
techniques. An early attempt by Wintle and Westgate (1986) produced a TL age for the
deposition of the tephra of ~86 ka (Table 7.1b). Berger (1987) obtained TL ages for the
tephra and underlying loess of ~100-160 ka and ~108 ka, respectively. Westgate (1988,
1989) dated the tephra deposit itself using isothermal plateau fission-track (ITP-FT).
The ages obtained with this method were 120 ± 20 ka, 160 ± 30 ka, 150 ± 20 ka, 160 ±
20 ka and 150 ± 20 ka, which produced an average age for the Old Crow tephra of 140
± 10 ka (Westgate et al., 1990). Berger (1991) redated the glass-rich fraction of the Old
Crow tephra using TL and obtained an age of ~170 ka, in agreement with the ITP-FT
ages of Westgate et al. (1990) (Table 7.1a). Recent attempts at dating the bracketing
loess by Berger (2003) and Auclair et al. (2007), using TL and IRSL, respectively,
produced ages in agreement with the 140 ± 10 ka mean ITP-FT age for the deposition of
the tephra (Table 7.1b). All of the previous luminescence dating studies of the Old
Crow tephra and associated loess deposits have used either multi-grain or multi-aliquot
techniques (Table 7.1). To date, there have been no attempts at using the latest singlegrain quartz OSL techniques to constrain the timing of the tephra deposition.
Further chronometric dating evidence for the age of the Old Crow tephra comes from a
palaeomagnetic excursion found in the loess units situated below the tephra at Halfway
House and at Old Crow, as well as in the Imuruk Lake core (Pearce et al., 1982;
Westgate et al., 1985; Wintle and Westgate, 1986). This excursion was initially
correlated with the Blake Event (115 ka), but Wintle (1990) later correlated it with the
Biwa I event (186-176 ka).
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Holitna - Alaska
Holitna - Alaska
Halfway House - Alaska
Halfway House - Alaska
Halfway House - Alaska
Halfway House - Alaska
Halfway House - Alaska
Halfway House - Alaska
Halfway House - Alaska
Halfway House - Alaska
Halfway House - Alaska

Reference
Site
(a) Dating of Old Crow tephra
Westgate et al.
(1990)

Berger (1987)
Berger (1991)
Auclair et al. (2007)
(b) Dating of bracketing loess

Berger (1987)
Berger et al. (1992)

Birch Hill Road - Alaska

Halfway House - Alaska
Halfway House - Alaska

Halfway House - Alaska

Berger (2003)

Halfway House - Alaska

Wintle and Westgate
(1986)

Auclair et al. (2007)

Deposit

Method

Mineral

120 ± 20
160 ± 30
150 ± 20
160 ± 20
150 ± 20
120 ± 20
160 ± 25
123 ± 20
99 ± 15
170 ± 27
98 +23/-13

Age (ka)

86 ± 8
108 ± 16
110 ± 32
140 ± 30
128 ± 22
147 ± 12
147 ± 16
131 +21/-13
135 +21/-13

86 ± 8

Glass shards
Glass shards
Glass shards
Glass shards
Glass shards
Glass shards
4-11 µm bulk
4-11 µm glass-rich fraction
4-11 µm glass-rich fraction
4-11 µm glass-rich fraction
Polymineral fine grain

Polymineral fine grain
4-11 µm bulk
Polymineral fine grain
Polymineral fine grain
Polymineral fine grain
Polymineral fine grain
Polymineral fine grain
Polymineral fine grain
Polymineral fine grain

Polymineral fine grain

ITP-FT a
ITP-FT a
ITP-FT a
ITP-FT a
ITP-FT a
ITP-FT a
TL b
TL b
TL b
TL b
IRSL c

TL
TL b
TL b
TL b
TL b
TL b
b
TL
c
IRSL
IRSL c

b

TL b

Tephra
Tephra
Tephra
Tephra
Tephra
Tephra
Tephra
Tephra
Tephra
Tephra
Tephra

Loess above tephra
Loess below tephra
Loess above tephra
Loess above tephra
Loess below tephra
Loess above tephra
Loess below tephra
Loess below tephra
Loess above tephra
Loess below tephra

Comments

Mean ITP-FT age = 140 ± 10 ka

Possibly affected by fading d
Possibly affected by fading d
Possibly affected by fading d

Corrected with DRC method e

Possibly affected by fading d

e

Corrected with DRC method
Corrected with DRC method e

a
Isothermal plateau fission-track (ITP-FT). b Thermoluminescence (TL), multi-aliquot techniques. c Infrared stimulated luminescence (IRSL), multi-aliquot technique.
Berger (1991) states that these ages are somewhat young and might be affected by unstable TL signal. e DRC = Dose Rate Correction method (Lamothe et al., 2003).
d

Table 7.1. Previous isothermal plateau fission-track (ITP-FT) and luminescence ages obtained from (a) Old Crow tephra and (b) bracketing loess from sites in Alaska.
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7.2.1.3 Stratigraphic significance
The Old Crow tephra is thought to have been deposited at the end of MIS 6, just prior
the start of MIS 5 (Elias, 2001a). At a number of sites, the Old Crow tephra has been
observed below an organic unit and/or palaeosol in Alaska (Hamilton and BrighamGrete, 1991) and western Yukon Territory (Schweger and Matthews, 1985; Matthews et
al., 1990). Figure 7.1 shows the locations in Alaska and Yukon Territory where the Old
Crow tephra has been found in association with organic-rich beds. In many instances,
these organic-rich units contain abundant plant macrofossils of an interglacial nature
(e.g., Picea remains), which have been associated with MIS 5e. Such cases include the
loess sections near Fairbanks (Péwé et al., 1997), the pollen record of Imuruk Lake
(Shackleton, 1982; Schweger and Matthews, 1985), the bluffs of the Palisades of the
Yukon (Begét et al., 1991), the loess section at Halfway House near Fairbanks
(Hamilton and Brigham-Grete, 1991), Noatak basin (Elias et al., 1999) and the
Koyukuk River bluffs (Schweger and Matthews, 1985) in Alaska. A particularly
interesting site in this regard is the Ch’ijee’s Bluff site on the Porcupine River, Bluefish
Basin, as well as other nearby exposures along the Old Crow River locality, Old Crow
basin, northwestern Yukon Territory (Westgate et al., 1983; 1985; Schweger, 1989;
Matthews et al., 1990). At Ch’ijee’s Bluff the Old Crow tephra occurs below
interglacial deposits containing high Picea frequencies and other plant and insect
species whose present distributions do not extend as far north, and are thus indicative of
a period when climate was warmer than present (Matthews et al., 1990). In addition,
fossil beetle assemblages that indicate a warmer climate than present have been found
within the organic bed overlying the Old Crow tephra at a number of sites in Alaska and
Yukon Territory (including Ch’ijee’s Bluff). In contrast, the units directly associated
with tephra at these sites contain beetle assemblages that are indicative of a glacial
period when climate was cooler than present (Elias, 2001b). Further evidence of a >MIS
5e age for the Old Crow tephra comes from the hundreds of mining exposures of the
loess sections in the Fairbanks area, where the tephra has been found below an
extensive unconformity that separates the tephra from the overlying Eva Forest Bed
(Péwé et al., 1997). The unconformity and the forest bed have been dated to MIS 5 from
numerous bracketing TL ages obtained from surrounding material (Berger and Péwé,
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2001), and correspond to a time of extensive climatic amelioration, which resulted in
extensive thawing of the permafrost and widespread loess erosion in this area (Péwé et
al., 1997). The Old Crow tephra occurs below these features, deposited in the upper
section of loess that was likely emplaced during the later stages of MIS 6 (Péwé et al.,
1997).
There have, however, been a number of conflicting findings with regards to the
environmental conditions associated with the deposition of the Old Crow tephra (Elias,
2001a). Most importantly, there are several sites where the tephra has been found within
deposits of an interglacial nature (e.g., those containing Picea) (Edwards and
McDowell, 1991; Hamilton and Brigham-Grette, 1991; McDowell and Edwards, 2001).
Furthermore, magnetic susceptibility studies of Fairbanks loess associated with the Old
Crow tephra indicate that climatic amelioration had already started when the tephra was
deposited (Begét, 1996, 2001). These records agree with the isotopic and uranium-series
record from Devil’s Hole, Nevada (Winograd et al., 1992), and with an age of ~140 ka
for Termination II (the start of the Last Interglacial) in the terrestrial records of northern
North America (Begét, 1996, 2001).

7.3

Sites and sample description

Samples associated with the Old Crow tephra were collected from exposures at two
sites: Ch’ijee’s Bluff on the Porcupine River, northern Yukon Territory, and Chester
Bluff, in the Yukon Charley Rivers National Preserve (YCNP), on the Yukon River
near the confluence with the Charley River, east-central Alaska (Figure 7.1).

7.3.1

Ch’ijee’s Bluff exposure

The Ch’ijee’s Bluff exposure has been described in detail in Matthews et al. (1990). The
Old Crow tephra occurs at this locality in the middle section of ‘Unit 4’. At four of the
sections, the Old Crow tephra has been found below an organic bed containing plant
and insect remains indicative of a climate that was warmer than present (Matthews et
al., 1990; Elias, 2001b). This organic bed, which contains abundant twigs and logs, has
been interpreted as being MIS 5 in age.
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The OSL samples collected at Ch’ijee’s Bluff were all taken from within ‘Unit 4’. The
profile sampled was a 3 m-high face, which is shown schematically in Figure 7.2. The
lowermost 50 cm of the section is composed of massive and stratified sand followed by
25 cm of grey clayey silt. This is overlain by 1.5 m of grey to brown silt containing
undulating organic interbeds, which also contains the Old Crow tephra in its lower part.
The upper section contains a prominent organic-rich silt bed with multiple peaty beds
containing Picea logs and macrofossils. The peat bed is overlain by 75 cm of crudely
stratified silts with occasional sand and organics. The upper 2.25 m of the section
containing the Old Crow tephra and the peat bed represents primary and retransported
loess affected by permafrost aggradation. The samples were collected from within
permafrost, although high-relief cryoturbation of the Old Crow tephra indicates that the
section was in the active thaw layer for some time during the past. Three samples were
collected from this exposure: sample CB24 was collected from 50 cm above the upper
contact of the organic-rich bed, and sample CB25 from immediately below the organicrich bed. Sample CB26 was collected from immediately below the Old Crow tephra and
~1 m below sample CB25 (Figure 7.2).

3.0

2.5

Grey/brown organic-rich silt

CB24

Brown organic-rich silt with
“peaty” beds, large twigs and
logs
Tephra
Grey clayey silt

2.0

Massive and stratified sand

CB25
1.5

1.0

CB26

Old Crow tephra

0.5

0.0
Metres (arbitrary
(arbitrary)datum)
Metres

Figure 7.2. Stratigraphic log of the section at Ch’ijee’s Bluff, showing OSL samples and position
of the Old Crow tephra and peat bed. The entire stratigraphic log represents ‘Unit 4’ of Matthews
et al. (1990).
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7.3.2

Chester Bluff exposure

Chester Bluff is composed of a series of individual bluffs that can be traced laterally for
3 km (Jensen et al., 2008). The bluffs are divided into four main units: (1) bedrock
terrace; (2) 8-10 m of Yukon River palaeogravel; (3) 5-12 m of sand and silt rhythmites;
and (4) 20-40 m of silt, interpreted as loess, which is interbedded with multiple organic
horizons and tephra beds (Froese et al., 2003a, 2003b; Jensen et al., 2008).

7.3.2.1 Existing chronology
Froese et al. (2003a) presented detailed lithostratigraphic descriptions of five sections
from Chester Bluff, focussing mainly on the unit containing stratified sand and silt
rhythmites. The rhythmites record discharge from glacial lakes that formed at the
headwaters of the Charley River during Middle Pleistocene glaciations of the YukonTanana

Upland.

Palaeomagnetism

and

tephrochronology

provide

the

main

geochronological control for this unit. The presence of the 560 ± 80 ka GI tephra 15 m
above the rhythmites, and the normal polarity of the sediments, indicate that the unit is
between ~780 ka and ~560 ka in age (Froese et al., 2003a). A second tephra, named the
Charley River tephra (CR), is found below the GI tephra and within the rhythmites, and
has a maximum age of 780 ka (Froese et al., 2003a). Jensen et al. (2008) described in
detail four sections containing the upper loess unit at Chester Bluff (Figure 7.3). The
CR tephra is found at the bottom of all four of these loess sections, while the GI tephra
is present at the bottom of two of these sections (Site A1 and Site A2; Figure 7.3).
Together these tephras provides a maximum age for the Chester Bluff loess sequence of
~560-780 ka. Therefore, the Chester Bluff loess deposits present a Middle-to-Late
Pleistocene record of loess, tephra and interglacial bed deposition (Figure 7.3). The
upper loess unit at Chester Bluff contains a number of previously described tephras,
some of which are dated, plus 15 new and geochemically distinct tephra layers that
provide discontinuous stratigraphic correlation between certain layers of the various
sections (Jensen et al., 2008). However, there are a number of unconformities present in
these sequences and not all of the sections contain the same tephra sequences; in some
instances, the loess, tephra and organic beds are faulted and overturned, and relatively
few of the horizons indicate primary deposition (Jensen et al., 2008). A simplified
version of Figure 7.3 is shown in Figure 7.4, which highlights only those tephras and
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organic layers used to construct the relative chronologies mentioned in the present
study.

Fig 7.6

Fig 7.5

Figure 7.3. Chester Bluff stratigraphy of loess deposits containing the Old Crow tephra and unknown-age
tephras as presented in Jensen et al. (2008). Tephra abbreviations: AC, Andre Creek; BC, Ben Creek; BP,
Beaton Pup; BT, Biederman tephra; CB, Chester Bluff; CC, Coal Creek; CR, Charley River; CV, Charley
Village; GI, Geophysical Institute; KR, Kandik River; MC, MacGregor Cabin; OC, Old Crow; PrH,
Preido Hill; PrH/MC, MacGregor Cabin and Preido Hill reworked together; SR, Slaven’s Roadhouse;
TK, Tom King; WC, Woodchopper Creek; YT, Yukon Tanana; VT, Variegated tephra. Boxes indicate
sections sampled for OSL dating (see Figure 7.5 and Figure 7.6 for details).

A number of organic horizons have been identified in these loess sequences, and it has
been suggested by Froese et al. (2003b) that they could potentially represent seven
individual interglacial deposits spanning the last ~600 ka. The Chester Bluff (CB)
tephra is found at two sections and in both instances is associated with an organic
horizon (Site A1 and Site C in Figure 7.3). At Site A1, the organic-rich layer found at 59
m above river level contains plant macrofossils that have a similar composition to the
present-day vegetation of the region; these include abundant Picea macrofossils, aquatic
taxa and moisture-adapted plants (Bigelow, 2003; Jensen et al., 2008). The Biederman
tephra (BT) has been found 5 m above CB at Site C. The BT sits on a 50-cm thick
organic bed, which is strongly humified, contains Picea needles and a 1.7 m-deep ice
wedge cast (at 40 m above river level, Site C in Figure 7.3). At both sections, the
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Preido Hill (PrH) and MacGregor Cabin (MC) tephras are found 5-15 m below the CB
tephra (Figure 7.3). In a third section (Site B in Figure 7.3) the PrH and MC tephras
are found immediately below a 1 m-thick organic bed and ~5 m below the ~140 ka Old
Crow tephra, which is in turn overlain by >15 m of silt containing the ~77.8 ka
Variegated tephra (VT) in the upper part.

60

CB

60

KR

50

55

55

55

50

50

50

50

45

45

KR

OC
45

40

40

BT

OC

45

40

40

PrH/MC

GI

45

40

GI

Site C
PrH/MC

(30 m
downstream)
35

CB

35

35

CR

CR
35

CR

30

PrH/MC

30

30

30

Site B

Site A1

Site A2

CR
Uncertain stratigraphic relationship
25

Site C

Certain stratigraphic relationship
Tephra layer
Organic layer
Vertical scale represents metres above river
level

Figure 7.4. Simplified stratigraphy of the loess sections at Chester Bluff (redrawn from Figure
7.3), showing the uncertain and certain relationships between of the main tephras and organic
layers considered in this study. The figure shows the stratigraphic relationships used to infer the
relative chronologies of the sections. The names of the tephras are as described in caption of
Figure 7.3.
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Although the Old Crow tephra does not occur together with the BT and CB tephras, it
does occur at an elevation that is higher than the BT and CB tephras at an exposure
located 30 m downstream of Site C, where it can be followed laterally for 10 m (Figure
7.3). The chronology of the sections that do not contain the Old Crow tephra is,
therefore, currently based on tentative correlations – i.e., the projection of the Old Crow
tephra above BT and CB tephra at Site C (Figure 7.3 and Figure 7.4). This tentative
correlation would indicate that these tephras are >140 ka, and suggests that the organic
horizon associated with the BT tephra could be of MIS 7 (200-250 ka) in age (D.G.
Froese, personal communication, 2008). Jensen et al. (2008) infer that the organic
horizons associated with the CB tephra at Sites A and C could be either a substage
within MIS 7 or MIS 9 (~300 ka) in age, while the PrH tephra, which is below CB, is
likely to be MIS 9 or older. The organic horizon associated with the PrH tephra might,
hence, represent an interglacial or interstadial older than MIS 7, likely MIS 9.

7.3.2.2 OSL sample locations
OSL samples were collected from two neighbouring sections at Chester Bluff, referred
to here as Sections 1 and 2, which correspond to Sites B and A1 of Jensen et al. (2008),
respectively (Figure 7.3). All samples were collected from wind-blown silt deposits
(primary loess) and from within permafrost.

7.3.2.2.1 Section1
Section 1 is within a 27 m-high loess sequence containing the Old Crow tephra and a
number of other tephras (Site B; Figure 7.3), some of which were first reported by
Jensen et al. (2008). The portion of this sequence that was sampled for OSL dating is a
10 m-high massive loess containing three tephras in its lower 2 m (Figure 7.5). In
ascending order these are the Tom King (TK), MacGregor Cabin (MC) and Preido Hill
(PrH) tephras. Approximately 50 cm above the PrH and MC tephras there is a ~1 mthick organic-rich bed containing peat layers with organic-rich silt horizons, thin silt
laminae and humified organic beds. Investigations on bulk samples showed that the
lower part of the unit contains taxa indicative of a mesic environment, and includes
species of Carex (sedge), Juncaceae (rushes) and Ramunculus (herbs), as well as
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mosses. The presence of Picea needles, beetle and other insect parts throughout this unit
also implies a warm interstadial or interglacial environment (Jensen et al., 2008). This
organic bed also hosts two tephras: the Yukon Tanana (YT) and Ben Creek (BC)
tephras (Figure 7.5). This is overlain by ~5 m of remobilised, massive, inorganic loess
which contains the Old Crow tephra in its upper section. Approximately 20-40 cm
above the Old Crow tephra lies a 60 cm-deep brown/purple organic unit (Figure 7.5).
OSL sample CR35 was collected from immediately below the Old Crow tephra, within
the massive loess. A second sample, CR34, was collected from ~7 m below the Old
Crow tephra. This sample was also taken from the massive loess unit and was located
immediately above the TK tephra and ~1 m below the ~1 m-thick organic bed (Figure
7.5).

Loess

Section 1

Organic-rich loess

46

Organic horizon
Tephra
Old Crow tephra

45

CR35

40
Yukon Tanana (YT) tephra

Ben Creek (BC) tephra

39

Preido Hill (PrH) tephra

CR34
38

MacGregor Cabin (MC) tephra
Tom King (TK) tephra

37
Metres above
river level
Figure 7.5. OSL samples collected from Section 1 at Chester Bluff (Site B of Jensen et al., 2008
shown in Figure 7.3) and position of the Old Crow tephra, five unknown-age tephras and ~1 mthick organic unit.
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7.3.2.2.2 Section 2
OSL samples collected at Section 2 were from the upper 5 m of Site A1, described in
Jensen et al. (2008) (Figure 7.3). Four OSL samples were collected from sediments
bracketing the CB tephra, the Kandik River (KR) tephra and an intervening palaeosol.
Sample CR14 was collected within massive loess located immediately below the KR
tephra at ~57 m above river level (Figure 7.6) Samples CR11 and CR10 were collected
from immediately below and above a palaeosol found at ~59 m above river level. Both
of these samples were located around 2 m above sample CR14, and sample CR10 was
taken from about 1 m below the CB tephra. The uppermost sample, CR9, was collected
from immediately above the CB tephra, which is found at ~60 m above river level
(Figure 7.6).

61

Section 2
CR9
Chester Bluff (CB) tephra

60

CR10
59

CR11
58

57

Kandik River (KR) tephra

CR14
56

55
Metres above
river level
Figure 7.6. OSL samples collected from Section 2 at Chester Bluff (Site A1 of Jensen et al., 2008
shown in Figure 7.3) and positions of two unknown-age tephras and an organic unit. Unit
descriptions as in Figure 7.5.

369

7.4
7.4.1

OSL dating results
Sample OSL characteristics

De measurements were made on between 1100 and 2000 individual quartz grains for
each of these OSL samples. Table 7.2 shows the proportion of grains producing
luminescence at each site, as well as the proportion of measured grains that were
accepted for the final De determination. This table also summarises the types of
behaviours observed for the rejected grains, including the number of (i) ‘0 Gy’ grains;
(ii) grains showing early onset of saturation; (iii) feldspar contaminants; (iv) grains with
>5% recuperation; and (v) dim grains (i.e., those with a relative error on the natural testdose of >30%)

Sample name
Total number of grains measured
Total number of grains with signal (n)
(%)
‘0 Gy’ grains
Early onset of saturation of dose-response curves
Feldspar (contaminant grains or inclusions)
Recuperation (>5% of the natural signal)
Dim (>30% relative error on the natural testdose signal)
Accepted grains (used for De determination)

Ch’ijee’s Bluff
samples
4000

Chester Bluff
samples
9000

481
(12.2)
n
19
69
67
13

%
3.9
14.3
13.9
2.7

1312
(14.6)
n
103
90
560
93

%
7.9
6.9
042.7
07.1

197

40.9

284

21.6

114

23.7

123

9.4

Table 7.2. Single-grain OSL dating statistics for the Ch’ijee’s Bluff and Chester Bluff samples,
including number (and proportion) of accepted grains and grains displaying different problematic
OSL behaviours. The Ch’ijee’s Bluff data has been pooled for all measurements performed on
samples CB24, CB25 and CB26. The Chester Bluff data has been pooled for all measurements
performed on samples CR9, CR10, CR11, CR14, CR35 and CR34.

At both sites, the proportion of grains producing luminescence was between 12-14% of
the total measured grains. The Ch’ijee’s Bluff samples yielded a larger proportion of
usable grains for the final De estimation than the Chester Bluff samples. For the
Ch’ijee’s Bluff samples, ~24% of grains that produced luminescence passed the SAR
rejection criteria, while this proportion was only ~9% for the Chester Bluff samples. In
both cases, ~20-40% of grains producing luminescence were too dim for De estimation,
and, for the Chester Bluff samples, ~43% of the grains that produced luminescence
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contained feldspar contaminants as inclusions. Recuperation was not a common
occurrence in these samples. Early saturation seemed to be more common for the
Ch’ijee’s Bluff samples than for the Chester Bluff samples, with ~14% of the former
grains producing saturated luminescence responses at low doses (i.e., <20 Gy). The
number of ‘0 Gy’ grains in these samples was low, although sample CR35 produced a
significantly larger number of ‘0 Gy’ grains than the rest of the Chester Bluff samples
(38 grains), bringing the total proportion of ‘0 Gy’ grains to ~8% for this site.
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Figure 7.7. Examples of single-grain OSL decay curves and corresponding sensitivity-corrected
dose-response curves for selected ‘accepted’ grains of quartz extracted from Chester Bluff samples
(a) CR10, (b) CR14, (c) CR34 and (d) CR35.

Figure 7.7a-d shows examples of OSL decay curves and corresponding sensitivitycorrected dose-response curves for quartz grains that were accepted for final De
estimation from Chester Bluff samples CR10, CR14, CR34 and CR35. Figure 7.8a-b
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shows the corresponding curves for two example grains from Ch’ijee’s Bluff samples
CB25 and CB26. It can be observed that the natural test-dose OSL signal intensities are
generally low in all cases (i.e., 27-151 counts in the first 0.02 s). On a more positive
note, the sensitivity-corrected dose-response curves have not reached saturation at 400
Gy, and the sensitivity-corrected natural signals typically fall in the linear portion of the
saturating-exponential-plus-linear dose-response curve. Figure 7.7b,d show examples
of dim grains commonly found in these samples.
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Figure 7.8. Examples of single-grain OSL decay curves and corresponding sensitivity-corrected
dose-response curves for two ‘accepted’ grains of quartz extracted from Ch’ijee’s Bluff samples
(a) CB25 and (b) CB26.
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7.4.2

De distribution statistics, De estimates and ages

Table 7.3 shows the overdispersion values and the weighted-skewness test results
performed on the log-transformed De values for samples CB24, CB25 and CB26 from
Ch’ijee’s Bluff and samples CR9, CR10, CR11, CR14, CR35 and CR34 from Chester
Bluff. Also shown are the De estimates obtained from the CAM and the corresponding
OSL ages of each sample, calculated using the dose rates given in Chapter 2 (Table
2.11). Figures 7.9, 7.10 and 7.11 show the De histograms, plotted on a logarithmic xaxis, and the corresponding radial plots centred on the CAM De values.

Measured
grains /
accepted
grains

Overdis
-persion
(%)

Weighted
skewness
valuea

Critical
skewness
68% C.I.

Critical
skewness
95% C.I.

CAM
De (Gy)

CAM
Age (ka)

Ch’ijee’s
Bluff
CB24
CB25
CB26

1500 / 39
1300 / 45
1200 / 30

38 ± 7
42 ± 7
38 ± 9

0.01
-0.37
-0.06

0.39
0.37
0.45

0.78
0.73
0.89

170 ± 14
315 ± 25
286 ± 27

82 ± 8
131 ± 13
153 ± 18

Chester
Bluff
Section 1
CR35
CR34

1300 / 18
1100 / 19

24 ± 10
33 ± 11

0.58
0.18

0.58
0.56

1.15
1.12

211 ± 19
220 ± 24

110 ± 12
102 ± 12

Section 2
CR9
CR10
CR11
CR14

1500 / 16
2000 / 35
1500 / 14
1600 / 21

38 ± 12
28 ± 7
41 ± 13
24 ± 8

0.11
0.11
0.60
0.14

0.61
0.41
0.65
0.53

1.22
0.83
2.62
1.07

259 ± 33
243 ± 16
268 ± 38
258 ± 21

94 ± 13
89 ± 8
98 ± 15
104 ± 10

Sample

a

De distribution is significantly positively skewed at 68% C.I. (or 95% C.I.) if the weighted skewness value
is greater than the critical skewness value.

Table 7.3. De distribution statistics obtained from single-grain OSL dating of Ch’ijee’s Bluff and
Chester Bluff samples. Weighted skewness test was calculated on log-transformed De values. Also
shown are the central age model (CAM) De values, as well as the corresponding ages obtained
using the dose rate values given in Table 2.11.

7.4.2.1 Ch’ijee’s Bluff samples
The uppermost sample, CB24, produced a De distribution with an overdispersion of 38
± 7%, which is consistent with the typical range of values obtained for fully-bleached
loess samples from this region (e.g., Chapter 4). The weighted skewness test, performed
on the log-transformed De values, indicates that this distribution is not positively
skewed. The De distribution displayed on the radial plot shows that the majority of
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grains (~80%) fall within ±2σ of the CAM De (Figure 7.9b). The overdispersion and
weighted skewness scores do not indicate that this De distribution is partially bleached.
These De distribution characteristics are consistent with the aeolian nature of these
deposits, which would also suggest adequate bleaching prior to burial. Together, this
evidence suggests that the CAM is likely to provide the most representative burial dose
estimate for this sample. The CAM De estimate for sample CB24 is 170 ± 14 Gy, which
yields a corresponding age of 82 ± 8 ka (Table 7.3).
Sample CB25, which is from ~2 m below sample CB24 and below a prominent organic
bed, produced a De distribution with a slightly higher overdispersion value of 42 ± 7%
(Table 7.3). Figure 7.9c-d shows the De histogram and radial plot for this sample,
which has a CAM De of 315 ± 25 Gy and a corresponding age of 131 ± 13 ka (Table
7.3). Although the range of individual De values is large, between ~80 and ~700 Gy
(Figure 7.9c), the log-transformed De distribution is not significantly positively skewed
and ~75% of the grains fall within ±2σ of the CAM De (Figure 7.9d). On the basis of
this collective evidence, the 131 ± 13 ka CAM age is preferred for sample CB25. It is
worth noting that this dataset contains a small number of grains (n=6) with extrapolated
De values. The 600-700 Gy De values obtained for these grains are high for quartz OSL,
and significantly higher than their calculated D0 values of 50-100 Gy – although it is
worth noting that the dose-response curves of all these grains displayed additional linear
components over their higher dose ranges. A justification for the inclusion of these
grains has been stated in Section 4.3.2.3 (Chapter 4). Similarly, it is acknowledged that
obtaining De values from the near-saturating portion of the dose-response curve can
result in added dispersion to the De distribution (see Section 4.3.2.2, Chapter 4). To test
whether the inclusion of these extrapolated grains significantly influences the final age,
the extrapolated De values were set to 400 Gy (i.e., the highest dose given) with a
relative error of 30%, and the dataset was re-analysed using the CAM. The resulting De
was 294 ± 16 Gy, which results in an age of 122 ± 10 ka. This age is within 1σ of the
original CAM age (131 ± 13 ka), and agrees with the expected age for the deposit,
which lies above the ~140 ka Old Crow tephra. This indicates that the inclusion of
extrapolated grains does not have a significant effect on age determination and, as such,
these six grains were included in the final age calculation for the reasons given in
Chapter 4 (Section 4.3.2.3).
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Figure 7.9. Single-grain OSL De values obtained for the Ch’ijee’s Bluff samples plotted as
histograms, with a log-transformed x-axis, and as radial plots. (a-b) sample CB24, (c-d) sample
CB25, and (e-f) sample CB26.
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Figure 7.10. Single-grain OSL De values obtained for the Section 1 Chester Bluff samples plotted
as histograms, with a log-transformed x-axis, and as radial plots. (a-b) sample CR35 and (c-d)
sample CR34.

The De distribution of sample CB26, taken from immediately below the Old Crow
tephra and ~1 m below sample CB25, had an overdispersion value of 38 ± 9%, which is
similar to the values obtained for the other two samples in the section. The weighted
skewness score of the log-transformed De values again indicates that there is no
significant positive skewness in this De distribution. Figure 7.9e-f shows the De
distribution and radial plot for this sample. As with the other samples, the De values
form a broad log-normal distribution centred between ~200 Gy and ~400 Gy. The
statistical characteristics of this De distribution indicate that the CAM age should
provide a representative burial dose estimate for this sample. The CAM De value is 286
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± 27 Gy and the age is 153 ± 18 ka. As with sample CB25, the dataset for sample CB26
contains a small number of extrapolated grains (n=3). The same procedure was applied
to this sample, whereby the extrapolated grains were set to 400 Gy (with a relative error
of 30%). The resulting CAM De and age of 270 ± 21 Gy and 145 ± 15 ka are within 1σ
of those obtained originally, indicating that the addition of these extrapolated grains
does not affect the final age of this sample significantly.

7.4.2.2 Chester Bluff samples
7.4.2.2.1 Section 1
Sample CR35, taken from immediately below the Old Crow tephra, produced an
overdispersion value of 24 ± 10% (Table 7.3), which is amongst the lowest recorded for
the loess samples of eastern Beringia. About 90% of the individual De values fall within
±2σ of the CAM De (Figure 7.10b) and the distribution is centred between ~150 and
~250 Gy. The log-transformed De distribution produced a weighted skewness score of
0.58, which is the same as the critical value at the 68% C.I., indicating that there is
some degree of positive skewness in this De dataset (although this skewness is not
technically considered statistically significant as it is not greater than the critical value).
However, the overdispersion of this sample is within 20% (Table 7.3), which is a
commonly reported value for ‘ideal’ fully-bleached sedimentary samples that have been
studied across a broad range of sedimentary environments (e.g., Arnold and Roberts,
2009). Thus, the CAM age of 110 ± 12 ka is preferred for this sample (Table 7.3).
For the lowermost sample CR34, collected from immediately below an organic horizon
and ~7 m below sample CR35, the overdispersion obtained was slightly higher, 33 ±
11%, although still consistent within errors with that of CR35. The weighted skewness
score of the log-transformed De values does not indicate that this distribution is
significantly positively skewed. The De distribution is centred between ~150 and ~350
Gy and, as with sample CR35, ~90% of values fall within ±2σ of the CAM De (Figure
7.10d). The CAM De for this sample is 220 ± 24 Gy and the corresponding age is 102 ±
12 ka, which is younger but within error (at 1σ) of that obtained for sample CR35
(Table 7.3).
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7.4.2.2.2 Section 2
Figure 7.11 shows the De distributions and radial plots of samples CR9, CR10, CR11
and CR14, which were collected in descending order from Section 2 at Chester Bluff.
For the uppermost sample, CR9, the overdispersion value was 38 ± 12% and the
weighted skewness score indicated that the log-transformed De distribution was not
significantly positively skewed (Table 7.3). The CAM De estimate of this sample was
259 ± 33 Gy, and a large proportion of the grains (~85%) fall within ±2σ of this central
value (e.g., Figure 7.11b). Hence, the final single-grain OSL age for this sample is 94 ±
13 ka.
For sample CR10, which was taken <1 m below sample CR9, the overdispersion was 28
± 7% and the De distribution was not significantly positively skewed (Table 7.3). In
addition, all but six of the grains fall within ±2σ of the CAM De indicating that a
significant proportion of the grains are consistent with a single population centred on
this value (Figure 7.11d). The De values range between 150-600 Gy, with most values
falling around 250 Gy and only one grain producing a De value of 600 Gy (Figure
7.11c-d). The CAM De for this sample was 243 ± 16 Gy, which produces an age of 89 ±
8 ka.
Sample CR11, which was taken immediately below CR10, produced a De distribution
with an overdispersion of 41 ± 13%. This value is slightly higher than the
overdispersion of the other samples from Chester Bluff, but is heavily influenced by the
presence of a high-precision, outlying grain with a De value of ~700 Gy, combined with
the limited number of accepted grains in this De distribution. The log-transformed De
values of this sample do not show any significant positive skewness (Table 7.3). The
CAM De for this sample is 268 ± 38 Gy, which produces an age of 98 ± 15 ka. If the
700 Gy grain is removed from this dataset, the CAM De and age become 233 ± 25 Gy
and 85 ± 10 ka, respectively. This age is within 1σ of the original age (98 ± 15 ka), as
well as that obtained for the overlying sample (CR10; 89 ± 8 ka), thus, indicating that
the presence of this grain does not affect the resulting age of this sample significantly.
Figure 7.11. Single-grain OSL De values obtained for the Section 2 Chester Bluff samples plotted
as histograms, with a log-transformed x-axis, and as radial plots. (a-b) sample CR9, (c-d) sample
CR10, (e-f) sample CR11 and (g-h) sample CR14.
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Figure 7.11. Caption shown in previous page.
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The lowermost sample, CR14, produced a De distribution with one of the lowest
overdispersion value of all the Chester Bluff and Ch’ijee’s Bluff samples (24 ± 8%) and
shows no positive skewness on the log-transformed De scale. For this sample, 90% of
the De values fall within ±2σ of the 258 ± 21 Gy CAM De. The resulting age for this
sample is 104 ± 10 ka.
The single-grain OSL ages of the four samples from Section 2 of Chester Bluff are all
stratigraphically consistent with each other. The CAM was used for all samples since
the overdispersion values are between 20% and 40% (i.e., similar to those obtained for
other fully bleached loess samples from this region) and because none of the logtransformed De distributions were significantly positively skewed. The final OSL ages
of these samples range between 90 and 105 ka, indicating rapid deposition of this loess
sequence.

7.4.2.2.3 Issues with water content for Chester Bluff samples
The age of 110 ± 12 ka obtained for sample CR35, located immediately below the Old
Crow tephra, as well as the age of 102 ± 12 ka for the underlying sample CR34, both
underestimate the expected age of >140 ka for these deposits. The De distributions for
these two samples show that the majority of the De values fall within 2σ of the CAM De,
suggesting that these samples were fully bleached at the time of deposition. Hence, it is
unlikely that the De estimations obtained using the CAM are erroneous. It is possible,
however, that the environmental dose rates of these samples were overestimated,
causing an age shortfall. One potential cause of this is the particularly low field water
content values that were recorded for the Chester Bluff samples. As described in Section
2.6.2.5 (Chapter 2), the ‘as measured’ (field) water content values of these samples were
all ~10% or less (Table 7.4), which is significantly lower than the field water contents
of the Ch’ijee’s Bluff samples (20-45%), as well as the typical moisture values obtained
for other loessic and muck deposits in this region (Table 2.11). These low field water
contents are especially noticeable when they are compared with the saturated water
contents of these samples, which are 41% and 47% for samples CR34 and CR35,
respectively (Table 7.4). A similarly large disparity exists between the measured and
saturated water contents of the Chester Bluff samples at Section 2, with samples CR9,
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CR10, CR11 and CR14, displaying saturated water contents of 33%, 40%, 37% and
34%, respectively (Table 7.4).

Field
water content
(%)

Original
dose rate
(Gy/ka)

Saturated
water content
(%)

Modified
dose rate
(Gy/ka)

CAM
Age (ka)

Section 1
CR35
CR34

11
10

1.92 ± 0.10
2.16 ± 0.11

47.0
41.3

1.43 ± 0.10
1.64 ± 0.10

148 ± 17
134 ± 17

Section 2
CR9
CR10
CR11
CR14

7
10
6
10

2.80 ± 0.13
2.74 ± 0.13
2.75 ± 0.13
2.49 ± 0.12

33.1
40.4
37.2
34.1

2.19 ± 0.13
2.08 ± 0.13
2.05 ± 0.12
2.01 ± 0.12

118 ± 17
117 ± 11
131 ± 21
129 ± 13

Sample

Table 7.4. Single-grain OSL ages obtained for the Chester Bluff samples using the De values shown in
Table 7.3 and the revised dose rates calculated using the saturated water contents.

As such, revised ages were calculated for samples CR9, CR10, CR11, CR14, CR35 and
CR34 using dose rates calculated using the saturated water contents, rather than the
measured field water contents of these samples (Table 7.4). The corresponding revised
CAM ages for these samples are 148 ± 17 ka and 134 ± 17 ka, respectively (Table 7.4).
For the uppermost sample, CR35, the modified age is in agreement with both the
expected age of the immediately overlying Old Crow tephra (140 ± 10 ka) and the age
of 153 ± 18 ka obtained for the corresponding Ch’ijee’s Bluff sample (CB26). For
sample CR34, which was collected from ~7 m below sample CR35, the age is within
error at 1σ of that obtained for sample CR35. The ages for these two samples indicate
that this section was deposited over a time period that is too short to be resolved by
these single-grain OSL ages alone (due to their overlapping age ranges and relatively
large error terms). For samples in Section 2, the modified ages also increased. In
descending order, from the upper to lowermost sample, the revised CAM ages are: 118
± 17 ka, 117 ± 11 ka, 131 ± 21 ka and 129 ± 13 ka (Table 7.4). These ages are
stratigraphically consistent, within error, and indicate that the organic-rich layer found
at ~59 m above river level in Section 2 is MIS 5 in age, and possibly substage MIS 5e.
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7.4.3
1)

Summary of results

The OSL signal intensities of quartz grains extracted from loess at Ch’ijee’s Bluff,
northern Yukon, and Chester Bluff, east-central Alaska, were generally weak,
although in many cases the sensitivity-corrected dose-response curves obtained
with the SAR protocol had not reached saturation at doses of 400 Gy.

2)

The log-transformed De distributions of all the samples studied in this chapter were
not significantly positively skewed. The overdispersion values were 20%-40% for
the Chester Bluff samples and 35-40% for the Ch’ijee’s Bluff samples, which are
consistent with the typical range of values observed for other fully-bleached loess
samples from Alaska and the Yukon Territory. Additionally, 80-95% of the
individual De values are generally consistent with the CAM De estimate at ±2σ. As
such, these De distributions are interpreted as being fully bleached, although, as is
typically observed with Yukon loessic samples, they display some additional
components of De scatter, which may be related to beta heterogeneity, inherent
variability in luminescence properties and/or differential grain-to-grain responses
to the SAR conditions. In all cases, this additional scatter manifests itself as a
broadly symmetrical increase in the range of the log-transformed De values and an
increase in the overdispersion values. The CAM was used to obtain a mean De
estimate for all the samples from Chester Bluff and Ch’ijee’s Bluff, since this age
model has proved most accurate for dating known-age deposits in this region that
display similar types of De distribution characteristics (e.g., Chapter 4).

3)

For the Chester Bluff samples, the measured field water contents of ~10%
produced age underestimates for the loess deposits located below the Old Crow
tephra. These low field water content values are not likely to be representative of
the true moisture content of these sediments during their entire burial period.
Instead, the long-term average water contents for the Chester Bluff samples were
probably between 30% and 40% (the saturated values for these samples), as is
typical for loessic samples from Alaska and the Yukon Territory. As such, the
saturated, rather than the measured (field), water contents of these samples were
used for the final dose rate calculations.
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4)

Single-grain OSL dating of deposits directly underlying the ~140 ka Old Crow
tephra at Ch’ijee’s Bluff and Chester Bluff produced ages of 153 ± 18 ka and 148 ±
17 ka, respectively. Both of these OSL ages are in agreement with the expected age
of this deposit. At Ch’ijee’s Bluff, the single-grain OSL ages indicate that the
palaeosol found above the Old Crow tephra was formed between ~80 ka and ~130
ka and, as has been reported previously, represents the Last Interglacial (MIS 5).

5)

The Chester Bluff single-grain OSL ages obtained for the unknown-age tephras at
Section 1 (Tom King (TK), MacGregor Cabin (MC), Preido Hill (PrH), Ben Creek
(BC) and Yukon Tanana (YT) tephras) and at Section 2 (the Chester Bluff (CB)
and Kandik River (KR) tephras) indicate that the former series of tephras was
deposited just prior to deposition of the Old Crow tephra (~140 ka), while the latter
pair of tephras was deposited after the Old Crow tephra, between ~140 ka and ~120
ka.

6)

The single-grain OSL ages indicate that: (i) the CB tephra, the palaeosol and the
KR tephra at Section 2 are ~130-120 ka and therefore postdate, rather than predate,
the ~140 ka Old Crow tephra. Jensen et al. (2008) tentatively correlated the
existing position of the CB tephra, KR tephra and intervening palaeosol at Section
2 with a projected position located below the Old Crow tephra at Section 1 (Figure
7.3). However, the OSL chronology established for these tephras disagrees with the
original interpretation of Jensen et al. (2008). (ii) Consequently, the organic unit
found ~59 m above river level at Section 2 does not represent a MIS 7 or MIS 9
(~200 ka or ~300 ka) interglacial, as original postulated by Jensen et al. (2008), but
was deposited during MIS 5. (iii) The five unknown-age tephras underlying the Old
Crow tephra at Section 1 were deposited shortly before the Old Crow tephra,
indicating a period of relatively rapid deposition and volcanic activity. (iv) The
organic-rich unit found below the Old Crow tephra at Section 1 does not represent
an interglacial event older than MIS 7 (>250 ka), as originally thought (Jensen et
al., 2008), but was formed during the last stages of MIS 6. It should be noted that
the OSL ages, however uncertain, are unlikely to be biased to such an extent that an
MIS 7 (or 9) age would be mistaken for a MIS 5 or 6 age; typical levels of
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uncertainty inherent in OSL dating are not large enough to account for such major
discrepancies.

7.5

Discussion

The application of single-grain OSL dating to loess samples bracketing the ~140 ka Old
Crow tephra produced ages in agreement with the expected age of these deposits, after
due consideration of the likely long-term water contents (Figure 7.12). The two singlegrain OSL ages obtained for material underlying the Old Crow tephra at Ch’ijee’s Bluff
and Chester Bluff agree with each other at 1σ and with the mean fission-track age of
140 ± 10 ka. At Ch’ijee’s Bluff, the ages of the overlying samples are stratigraphically
consistent: the two upper samples, CB24 and CB25, collected from above and below a
palaeosol, produced ages of ~80 ka and ~130 ka, while the lowermost sample (CB26),
taken from immediately below the Old Crow tephra, produced a single-grain OSL age
of ~150 ka (Figure 7.12). These ages provide the first independent dating results for the
Ch’ijee’s Bluff sequence and they verify the originally proposed ages of these deposits,
which were based on the occurrence of the Old Crow tephra and the presence of
interglacial deposits at this site (Matthews et al., 1990).
The single-grain OSL ages of these deposits have associated uncertainties of between
~8 and ~20 ka, which equate to relative standard errors of ~10-15%. The single-grain
OSL ages of loess bracketing the Old Crow tephra at Ch’ijee’s Bluff are 131 ± 13 ka
and 153 ± 18 ka. Unfortunately, the age uncertainties do not allow further refinement of
the fission-track ages for the Old Crow tephra ages, which range between 120 ± 20 ka
and 160 ± 30 ka (Table 1). These relatively large OSL uncertainties reflect, in part, the
limited number of De values the De distribution of each sample. Additional De
measurements are needed to further reduce the errors associated with these single-grain
OSL ages.
The OSL signal intensities of the quartz grains were generally weak (see Chapter 2,
Section 2.5.2.1), which has been previously noted for other sites in the Yukon Territory
(Chapters 3, 4 and 5). This would also have contributed to the relatively large
uncertainties associated with the final OSL age estimates. In most cases, however, the
SAR sensitivity-corrected dose-response curves had not begun to reach saturation, even
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at doses of 400 Gy, and only a small fraction of the luminescent grains (~7-14%) were
rejected because of early onset of saturation (<20 Gy). This finding contrasts with the
results obtained for Klondike quartz extracts, for which the D0 values of the accepted
grains were mostly between 10 and 100 Gy, and ~20-25% of luminescent grains were
rejected because of early onset of saturation (Chapter 3). The higher saturation doses of
the Ch’ijee’s Bluff samples, compared to the Klondike or Ash Bend samples, has been
discussed previously in Chapter 2. These favourable characteristics mean that the
single-grain OSL approach is particularly well-suited for dating these older deposits.
For the Chester Bluff samples, it was found that the measured water contents of ≤ 10%
most likely represented underestimates of the long-term average moisture values, since
these yielded an age of only ~110 ka for the sample underlying the Old Crow tephra
(sample CR35). These underestimations are probably the result of (i) thawing of the
permafrost prior to the collection of the OSL samples, and (ii) the presence of pond-like
environments during part of the burial period, and the proximity of some of the loess
sediments to the resultant, more moist, organic units throughout their burial period. It is
more likely that the long-term average water contents of these samples was >20%, as
has been found for other loessic permafrost deposits in this region. The age of sample
CR35 increases to 148 ± 17 ka when the saturated water content value of 47% is used
instead of the measured field moisture value. Further site reconnaissance is needed to
establish the actual field water content of the frozen material, and to determine the
significance of moisture content fluctuations during the burial period. Furthermore, for
these samples, it would be of great value to measure the in situ environmental dose rates
using a portable gamma-ray spectrometer. This would disclose any possible
discrepancies between field-based dose rate values and those calculated in the
laboratory from dried and powdered subsamples. In particular, such measurements
should reveal any complications related to spatial heterogeneities in the gamma-dose
contributions and dose rate attenuation factors, which may not have been adequately
accounted for in the current dose rate calculations.
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Figure 7.12. Final single-grain OSL ages obtained for the Ch’ijee’s Bluff and Chester Bluff
samples (red circles) and their stratigraphic positions. For the Ch’ijee’s Bluff samples, ages are
those shown in Table 7.3 obtained with the central age model (CAM), whereas the Chester Bluff
sample ages are those shown in Table 7.4 obtained using saturated water contents and the CAM.
Explanations of stratigraphic units are shown in Figures 7.2 to 7.6. The full names of the Chester
Bluff tephras are given in the caption to Figure 7.3. Also shown is the independent chronology
(black squares) based on (i) the mean fission track of the Old Crow tephra (140 ± 10 ka), and (ii)
tentative age (interglacials) of the Chester Bluff palaeosols according to the inferred stratigraphic
correlations of Jensen et al. (2008)

7.5.1

Implications of the single-grain OSL ages for the Chester Bluff samples

Sample CR34, taken from below the 1 m-thick organic unit that underlies the Old Crow
tephra, produced an age of 134 ± 17 ka (Figure 7.12). This age is within error of that of
sample CR35, found ~4 m above the same organic unit. Jensen et al. (2008) suggested
that the organic bed below the Old Crow tephra at Chester Bluff (Figure 7.12) could be
MIS 9 (~300 ka) in age, which is ~150 ka older than these bracketing OSL ages imply.
The OSL ages of the YT, BC, PrH and MC tephras, as well as the associated organic
unit at Section 1, provide the first chronometric chronologies for this sequence and
suggest that these units were all deposited in MIS 6 (Figure 7.12). At Section 2 of
Chester Bluff, the OSL ages of the loess deposits bracketing the CB tephra, the KR
tephra and the intervening palaeosol, indicate that this organic bed was deposited during
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MIS 5, and that the CB and KR tephras were deposited ~118 ka and ~130 ka,
respectively. These ages also contradict the expected age of MIS 7 (or MIS 9) for the
intervening palaeosol, which is based on the suggestion that the Old Crow tephra can be
tentatively correlated with a position above the CB tephra at Sites A1 and C (Jensen et
al., 2008). On the contrary, the OSL ages indicate that the Old Crow tephra should be
correlated with a projected position below the CB and KR tephras (i.e., Section 1
predates Section 2), since these latter two tephras are younger and were deposited
during MIS 5 (70-130 ka).
The discrepancies between the original ‘relative’ chronologies of Jensen et al. (2008)
and the chronometric chronologies produced here are significant and worth considering
in further detail. The results of plant macrofossil analysis on the organic deposits
associated with CB and KR tephras (OSL samples CR9-CR14) have been described by
Bigelow (2003). This palaeoecological evidence indicates that the vegetation associated
with the horizon is of an interglacial nature, similar to the present, and includes two
leaves of Cassiope mertensiana. This species presently occurs only as far north as
British Columbia and northern southeast Alaska, and, thus, its presence in this organic
horizon possibly suggests that the climate was warmer than present. Palaeoecological
and geomorphological evidence from many sites across eastern Beringia have revealed
that the climate at MIS 5e was warmer than present (see Chapter 1, Section 1.1.2.2.1).
In contrast, the climate during MIS 7 is not considered to have been warmer than
present in eastern Beringia (Bartlein et al., 1991). In this study, the organic horizon
containing extralimital taxa (i.e., taxa beyond their present geographical range) has been
dated to MIS 5e, rather than MIS 7. The OSL chronology is, therefore, consistent with
the explanation of a warmer-than-present climate in eastern Beringia during MIS 5e.
The OSL ages indicate that the organic-rich layer found below the Old Crow tephra was
most likely deposited during the terminal stages of MIS 6 (~130-150 ka). While the
relatively large error ranges of the OSL ages do not categorically preclude an early MIS
5 interglacial origin for this deposit, this organic unit predates the Old Crow tephra, and
therefore has to have been formed before 140 ± 10 ka. The single-grain OSL ages,
however, conflict with the conclusion of Jensen et al. (2008) that this organic unit was
deposited during a warm interstadial or interglacial event. Their conclusions were based
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on the observation that the organic unit is topped by intense reddish-brown organic-rich
loess, which is typical of modern-day sites in the area and point to the development of a
Bw horizon. If this unit was to represent a pre-MIS 5 interglacial depositional event
(e.g., MIS 7 or MIS 9), then the OSL age would have to be increased significantly.
Indeed, Jensen et al.’s (2008) correlative superposition of the Old Crow tephra above
the CB tephra and an associated, supposedly MIS 7, interglacial organic horizon at Site
C (Figure 7.3), prompted these authors to suggest that the organic unit below Old Crow
tephra probably formed during the MIS 9 interglaciation. For this to be true, the existing
OSL ages would have to be in error by ~150 ka – that is, they would need to be
increased by ~100% to agree with an MIS 9 age. Such a large discrepancy does not
seem feasible when the OSL data of sample CR34 are considered in further detail.
The De dataset of sample CB34 represents a single population with a total of 19 De
values, 13 of which produce ages in agreement with MIS 6, including the grain shown
in Figure 7.7c. This sample does not appear to be affected by significant partial
bleaching or post-depositional sediment mixing; even if it has been, these sources of
scatter are unlikely to account for a ~150 ka age offset. The accepted grains in this De
distribution display rapidly-decaying OSL curves, indicative of ‘fast’ dominated signal
components, and there are no problems of dose saturation in the region where the
natural signal intercepts the dose-response curve. Furthermore, the OSL ages of all six
samples from both Sections 1 and 2 at Chester Bluff are very similar and suggestive of a
continuous MIS 6 to MIS 5 depositional sequence at this site. It is difficult to explain
these internally consistent sequences of ages as simply representing an anomalous
underestimation, in the absence of a major source of systematic bias. The consistency
between the OSL ages of the two samples at Section 1 also precludes the presence of a
major hiatus in deposition between the intervening loess units. Such a time-gap is
needed to explain Jensen et al.’s (2008) tentative correlation of the Section 2 sequence
with an intermediate position between samples CR35 and CR34 at Section 1.
Although water content fluctuations during antiquity are a distinct possibility at this site
(as indicated by the presence of organic units), it seems unlikely that the saturated water
content of sample CR34 significantly underestimates the long-term average water
content of this unit. Even if the true water content of sample CR34 was higher during a
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substantial portion of its burial period (e.g., during times when overlying water bodies
persisted), the resultant effect on the environmental dose rate is insufficient to increase
the final OSL age by ~150 ka. For example, if the long-term average water content of
this sample was increased from 40% to 75%, it would only increase the final OSL age
of CR34 from ~130 ka to ~160 ka (i.e., from late MIS 6 to early MIS 6), which is still
far short of a MIS 9 age of ~300 ka.
The presence of a MIS 6 organic-rich layer at Section 1 contradicts the idea that
palaeosols are exclusively formed during interglacial (or interstadial) periods when
reductions in loess accumulation permit more rapid and extensive soil development
(Pye and Sherwin, 1999). However, palaeosol development during glacial periods has
been reported in a number of studies across eastern Beringia. For instance, the
formation of palaeosols at the onset of, and during, MIS 2 in eastern Beringia has been
confirmed for deposits associated with the Dawson tephra (~30.2 ka) in the Klondike
district (Sanborn et al., 2006) and for deposits buried by a ~21.5 ka volcanic ash on the
Seward Peninsula, northwest Alaska (Höfle and Ping, 1996; Höfle et al., 2000).
Although these studies report weak soil development, they provide evidence for the
development of palaeosols at the onset of, and during, full glacial conditions.
Furthermore, Muhs et al. (2003) found that a number of palaeosols dating to ~30 ka
exist in various loess sequences in central Alaska (e.g., Halfway House), and they
argued that Greenland ice-sheet oxygen-isotope records support evidence for several
(23) warm interstadials occurring between the last interglaciation and the last glacial
maximum. These studies indicate that palaeosol formation has likely occurred within
full glacial cycles, as well as during warm substages of glacial cycles (MIS 3/2), thus
supporting the OSL dating findings of an organic unit within MIS 6 at Chester Bluff
Section 1.
The presence of a MIS 6 organic unit at Chester Bluff could merely reflect highly
localised and atypical drainage/microclimatic conditions or, alternatively, it might
represent a broader regional-scale climatic amelioration during a warm substage within
MIS 6. In its lower section, this organic unit contains aquatic taxa representative of a
pond-like depositional environment (Jensen et al., 2008). Given this type of depositional
setting, it is possible that loess accumulation was reduced, even during glacial periods,
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due to the local presence of a water body. Evidence of habitat heterogeneity at the local
scale has been documented at the onset of MIS 2 from a buried surface in the Klondike
district, west-central Yukon Territory (Zazula et al., 2006a), and during MIS 2 from
macrofossil and pollen analysis of deposits in the Bluefish Basin, western Yukon
Territory (Zazula et al., 2006b). Furthermore, Zazula et al. (2006c) report on the
presence of Picea spp. macrofossils (i.e., a species associated with warmer climates) in
terrestrial deposits from these two sites during the MIS 3/2 transition and within steppetundra environments. These records indicate that local topography and microclimate can
be a particularly important factor in determining local habitat and substrate
compositions during glacial times.
An alternative interpretation is that, the organic unit at Section 1 of Chester Bluff may
have been formed in response to a regional amelioration in climatic conditions during a
warmer interstadial substage of MIS 6. Indeed, Jensen et al. (2008) mentioned that this
organic unit could have formed during either a warm interstadial or an interglacial.
Reconstructing regional climatic and environmental changes at the time of deposition of
the Old Crow tephra has, however, proven problematic, because of the spatially
heterogeneous nature of the palaeoenvironmental records (Hamilton and BrighamGrette, 1991; Elias, 2001a). Many studies have shown that the Old Crow tephra was
deposited within units indicative of full glacial conditions (Hamilton and BrighamGrette, 1991; Péwé et al., 1997) and/or the MIS 6/5 transitional period (Elias et al.,
1999), and that these units were succeeded by interglacial deposits indicative of warmer
temperatures than at present. The sites that present the Old Crow tephra within fullglacial or MIS6/5 transitional deposits include: Holitna lowland, Palisades of the
Yukon, Fairbanks loess (various stratigraphic sections), Ch’ijee’s Bluff and the Noatak
Basin (Matthews et al., 1990; Péwé et a., 1997; Elias 2001b). At the same time,
however, a different palaeoclimatic trend has been reported at other sites in eastern
Beringia (Hamilton and Brigham-Grette, 1991). Some studies, for instance, have found
that the environmental conditions associated with the deposition of the Old Crow tephra
are strongly indicative of a ‘non-Milankovich’ warm interval late in MIS 6 (Elias,
2001a) (i.e., a relatively short climatic reversal similar, for instance, to that documented
prior to the LGM in Alaska about 20-25 ka ago; Hamilton et al. 1988). At Hogatza
Mine in western Alaska (Figure 7.1), the Old Crow tephra was found directly above a
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peat bed containing abundant arboreal and herb pollen, suggesting an open forest
vegetation at this time (Hamilton and Brigham-Grette, 1991). Muhs et al. (2001)
reported the presence of the Old Crow tephra within an interglacial bed at the Eva Creek
locality, near Fairbanks. However, this exposure has been regarded by a number of
workers as possibly representing a reworked sequence (McDowell and Edwards, 2001;
Berger, 2003; Ward et al., 2008). At the Birch Creek site, ~90 km northwest from
Chester Bluff (Figure 7.1), McDowell and Edwards (2001) found the Old Crow tephra
bracketed by deposits that record soil and forest development during interglacial or
interstadial conditions. A number of authors have also indicated that at other sites (i.e.,
Imuruk Lake and Ky-11 on the Koyukuk River) the Old Crow tephra appears in
sections indicating climatic amelioration, followed by a prolonged cold phase before the
eventual onset of the last interglaciation (Seidenkratz et al., 1996; Elias et al., 1999;
McDowell and Edwards, 2001). These sequences are thought to indicate deposition of
the Old Crow tephra during a two-step deglaciation at the end of MIS 6.
The proposal of a mild climate during the Old Crow tephra deposition may appear to be
not entirely consistent with the sedimentary sequence at Chester Bluff (Section 1), since
this sequence contains an organic unit at ~5 m below the tephra. However, the OSL
ages from Chester Bluff indicate that the loess section containing the Old Crow tephra
represents a continuous and rapid depositional record, and that an organic unit
developed immediately prior to deposition of the tephra within MIS 6. This depositional
sequence could be correlative with palynology records at Imuruk Lake and Ky-11,
where the terminal MIS 6 climatic amelioration appears before the Old Crow tephra
deposition.

7.5.2

Possible causes of any age underestimation

Is it possible that the disagreement between the projected ‘relative’ chronology of
Jensen et al. (2008) and the OSL chronology at Chester Bluff is indicative of limitations
in the OSL SAR dating technique over relatively old (i.e., ≥ MIS5) timescales? Indeed,
a small number of OSL dating studies have reported significant age underestimations
over such timescales. Notably, Buylaert et al. (2007) applied a multi-grain SAR quartz
OSL dating approach to fine sand-sized grains (63-90 μm) extracted from Chinese loess
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samples that had expected ages of up to ~900 ka, and found severe age underestimation,
despite the fact that the SAR sensitivity-corrected dose-response curves showed no
onset of saturation at doses of up to 500 Gy. They also reported age underestimations of
~50 ka for samples known to be ~130 ka. In the current study, however, the single-grain
OSL ages of samples associated with the Old Crow tephra (~140 ka) are accurate, thus
indicating that age underestimation is not an issue for samples of this and similar time
periods at these eastern Beringian sites. It should also be remembered that single-grain
rather than multi-grain dating was employed in the present study (unlike Buylaert et al.,
(2007)) and that the age proposed by Jensen et al. (2008) for the Chester Bluff samples
was, at most, ~300 ka (MIS 9), not ~900 ka. Both of these factors make it difficult to
draw direct comparisons with the findings of Buylaert et al. (2007), who did not
investigate the possibility that their age underestimations were due to problems with
luminescence behaviours at the single-grain level; such problems affect the eastern
Beringian samples, resulting in gross age underestimation for multi-grain aliquots using
SAR (see Chapters 3 and 4). On the other hand, a number of other studies have obtained
accurate multi-grain quartz OSL ages of up to ~450 ka, although the dose rates of these
samples are typically very low (only ~0.6 Gy/ka) and thus favourable for dating Middle
Pleistocene deposits without requiring the use of extended dose-response curves to
determine the De (Schokker et al., 2005; Pawley et al., 2008).
Murray et al. (2007) highlighted a number of possible causes of age underestimation in
relatively old (MIS 5e) sedimentary samples, namely: (i) discrepancies between the rate
of ionising radiation experienced in the field and the substantially higher dose rates used
in the laboratory; (ii) unaccounted variations in dose rate during sample burial; (iii)
inaccurate estimation of the De associated with the fast component; and (iv) changes in
sensitivity during the first SAR cycle (i.e., during the preheating or stimulation of the
natural OSL signal). With regard to point (i), Murray et al. (2007) note that the dosequenching effects related to differences in the delivery rate of ionising radiation in the
field and the laboratory should lead to an age overestimation, rather than an
underestimation, based on the predictions of Bailey (2004). Bailey et al. (2009) also
predict that differences in dose rate temperatures experienced in the field (annual mean
temperature of permafrost at Fairbanks, central Alaska, is ~–5-0ºC; Romanovsky et al.,
2006), compared to that experienced in the laboratory (~20ºC), could further exacerbate
392

OSL age overestimations in older (>10 ka) samples collected from high latitudes, such
as eastern Beringia; the reason is related to dose rate effects on De estimation. Neither of
these dose rate-dependent effects could, therefore, explain the potential OSL age
underestimations discussed here.
Variations in environmental dose rates during sample burial due to disequilibrium of
radioactive nuclides (i.e., point (ii) of Murray et al., 2007) also seems unlikely in these
samples. High-resolution gamma spectrometry has been undertaken on a range of
loessic and muck deposits from this region and a condition of present-day secular
equilibrium in the uranium and thorium decay series is apparent for all the samples
examined in this thesis (Chapter 2). However, these present-day measurements provide
no information on whether conditions of secular equilibrium prevailed during the past.
Furthermore, high-resolution gamma spectrometry measurements have not been made
directly on the Chester Bluff samples. If disequilibrium (past or present) was to account
for the age underestimation observed in these samples, it would require the calculated
dose rate to be an overestimate of the true dose rate experienced by the samples during
burial. Olley et al. (1996, 1997) found that the 232Th decay series is typically in secular
equilibrium in most natural materials, but that disequilibrium in the

238

U decay series

can be commonplace in surficial environments. In the present context, dose rate
overestimation could have occurred if unsupported parent 238U entered the system after
sample burial, and sufficient time had not passed thereafter to enable the reestablishment of secular equilibrium. Alternatively, progressive or punctuated losses of
daughters during the sample burial period could also have caused the calculated dose
rate to overestimate the true dose rate. Olley et al. (1997) found that disequilibrium in
the 238U decay chain was typically of the order of 20%, and rarely exceeded 50%. They
also found that, even in the presence of 50% disequilibrium in the 238U decay chain, the
calculated dose rate from the parent activities (derived on the assumption that the decay
chains have always been in equilibrium) may only be ~8% in error from the true dose
rate experienced by the samples. This deviation between the calculated and true dose
rate was simulated by Olley et al. (1997) using samples for which the contribution of
238

U to the total dose rate was ~27%. For the samples studied in this chapter,

238

U

accounts for ~20% of the total dose rate in the case of samples CR34 and CR35, and
~30% of the total dose rate in the case of samples CR9, CR10, CR11 and CR14. As
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such, it is expected that the effect of up to 50% disequilibrium in the 238U decay chain,
if present, would be similar to that reported by Olley et al. (1997). This level of dose
rate underestimation would only increase the final age estimates of these samples by 710 ka, which is not sufficient to explain the degree of age underestimation (100-150 ka)
discussed here.
Overestimation of environmental dose rates as a result of long-term moisture variability
may have played a role in modifying the OSL age estimates, although it is unlikely that
these would account for the severe OSL age underestimation require to reconcile with
the expected ‘relative’ chronologies suggested by Jensen et al. (2008). In terms of water
content, it is possible that increased amounts of interstitial ice, pore water and ‘freestanding’ water persisted within these sediments for certain periods of time, thus further
lowering the long-term average dose rates of these samples. The Chester Bluff
stratigraphy shows a number of examples of water presence during tephra deposition
(<1 cm ripples), and of water saturation (ice-wedge casts, solifluction and mottling)
after tephra deposition (e.g., for PrH tephra). However, if this factor were to account for
the potential OSL age underestimations observed in the four samples at Section 2 and
sample CR34 of Section 1, it would require the unlikely scenario of all five samples
being equally affected by the presence of ice-rich sediments (i.e., being surrounded by
significant and similar amounts of frozen ‘free-standing’ water) during most of their
burial time. Furthermore, as already discussed, even relatively large and unrealistic
increases in long-term average water contents (e.g., 75%) will only increase the final
age estimates by relatively small amounts (i.e., a few tens of ka). For samples in Section
2 (CR9, CR10, CR11 and CR14) a water content of 125% would be necessary to bring
the ages to 180 ka, which represents the end of MIS 7. Water content values as high as
this have been reported in a previous study for loess-derived deposits in central Alaska
(e.g., Hamilton et al., 1988), although these were derived from silt deposits in valleybottom settings, which were mostly ice-rich (50-80%) and contained evidence of loess
redeposition under moist conditions. Such a scenario is not envisaged for the samples at
Section, at least from the stratigraphic evidence preserved at this site 2.
With regards to point (iii) of Murray et al. (2007), it is difficult to quantitatively
determine the fast component contributions of these single-grain OSL signals. This is
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primarily because of their weak intensities, which makes it difficult to perform CWOSL component fitting or LM-OSL component deconvolutions. Watanuki et al. (2005)
used fine-grain quartz OSL signals to date Middle Pleistocene loess deposits from Japan
that were constrained by known-age tephras of up to ~600 ka in age. They found that
isolation of the fast component produced ages in agreement with the expected ages, but
that the bulk OSL signal produced ages that underestimated the expected age by up to
50%. However, the implications of the Watanuki et al. (2005) study are limited in the
context of the present study, because they employed multi-grain aliquots composed of
4-11 µm quartz grains. Their measurements, therefore, are not directly comparable to
the single-grain OSL measurements made in the current study using 90-125 µm quartz.
The problematic effects (i.e., age underestimations) that can arise from the presence of
slower components in multi-grain aliquots of eastern Beringian quartz have been
discussed in Chapter 3 (Section 3.5.1). In these instances it was demonstrated that the
single-grain approach has the advantage of enabling the rejection of individual grains
that display problematic OSL behaviours (i.e., slow decays and high recuperation),
which would otherwise be included in routine multi-grain analyses. The grains of the
Chester Bluff samples that were included in the final De analysis all display rapidly
decaying OSL curves (Figure 7.7 and do not have any problems of recuperation. It
seems likely, therefore, that the OSL signals of the accepted grains are dominated by the
fast component, and that any grains displaying problematic OSL behaviours have been
removed before final De estimation via the SAR rejection criteria.
It should also be noted that the size of OSL age underestimation that can arise from the
presence of slower components is strongly sample-dependent, and varies according to
the type (i.e., S1, S2, S3 or S4) and relative size of the slower components present. For
example, Murray et al. (2007) and Pawley et al. (2008) expected age underestimations
of just 3-6% for their samples if slower components were present in the regenerated
multi-grain OSL signals, based on plots of De versus integration time (De(t) plots). The
ability to obtain accurate OSL ages for the Old Crow tephra units suggests that the
presence of any non-fast components in the OSL signals of the Chester Bluff samples is
not a significant problem.
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Changes in OSL signal sensitivity during the first SAR cycle (i.e., point (iv) above) was
tested by Murray et al. (2007) by applying the single-aliquot regeneration and added
dose (SARA) protocol to their Eemian samples. Unlike SAR, this protocol uses a
second aliquot to monitor sensitivity change. These authors found that the resultant
SARA ages agreed with the expected ages of these samples, whereas the SAR ages
underestimated the expected ages by ~14%. In the context of the Chester Bluff samples,
the application of the SARA protocol is impractical, because it requires the use of multigrain aliquots. Chapters 3 and 4 have shown that, for samples from the Klondike and
Ash Bend regions, De estimations based on multi-grain aliquots are unreliable because
of unavoidable contamination of the OSL signal by grains with aberrant luminescence
behaviour, as well as 0 Gy and/or dim grains. This is also likely to occur with the
Chester Bluff samples, due mainly to the weak OSL signals of the accepted grains,
which makes them prone to being overshadowed by the signal from other, potentially
problematic, grains. Because it is not possible to determine directly whether significant
sensitivity changes have occurred during the preheating or stimulation of the natural
signal, Murray and Wintle (2000) proposed that the SAR protocol should be tested by
applying it to known-age samples. In the present chapter, the application of the singlegrain SAR protocol to deposits associated with the known-age Old Crow tephra
produced ages in agreement with the expected age, thus indicating that any sensitivity
changes occurring during measurement of the natural signal have been properly
corrected for. If the ages of some of the associated samples have been underestimated,
therefore, it is unlikely to be caused by unaccounted sensitivity changes occurring
during the measurement of the natural OSL signal.
In summary, it seems that the various possible sources of OSL age underestimations
indicated by Murray et al. (2007) are not of major concern for the Chester Bluff
samples. The key to definitively resolving the discrepancy between the single-grain
OSL chronology and the expected ‘relative’ chronology of Jensen et al. (2008) lies in
clarifying the stratigraphic relationships of the various tephras at Chester Bluff,
especially in relation to the Old Crow tephra. This would provide a better correlative
framework for the various organic units at Sites C, B, A1 and A2 and would enable a
more direct, and independent, assessment of the accuracy of the single-grain OSL ages
produced in the current study. Future luminescence chronological work on the Chester
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Bluff loess sequence would also be helpful in resolving this debate. Chapter 6
demonstrated the potential for using IRSL emissions of feldspars to date loessic
deposits from eastern Beringia. IRSL feldspar dating is potentially well-suited to dating
Late to Middle Pleistocene deposits in this region and could provide additional age
control with which to compare the accuracy of the single-grain quartz OSL ages.

7.6

Conclusion
1) Single-grain OSL dating has been applied to quartz extracts from loess deposits
associated with the Old Crow tephra at Ch’ijee’s Bluff, Yukon Territory, and
Chester Bluff, east-central Alaska. The OSL ages obtained for material
underlying the Old Crow tephra at Ch’ijee’s Bluff agreed with the expected age
of ≥ 140 ka.
2) The measured field water contents of the Chester Bluff samples were very low
(≤ 10%), and were not considered to be representative of the true moisture
content of these sediments over their entire period. The saturated, rather than
field, water contents of these samples were used for the final dose rate
calculation. Using these modified dose rates, it was possible to obtain OSL age
estimates of ~135-150 ka for the loess deposits located below the Old Crow
tephra at Chester Bluff.
3) The OSL signal intensities of the individual grains used in the final De analysis
were generally weak. The poor photon-counting statistics contributed to the
relatively large uncertainties in the final OSL ages (typically ~10-15%), and
limited the precision of the OSL age constraints on the time of deposition of the
Old Crow tephra. However, unlike samples from the Klondike and Ash Bend,
the SAR sensitivity-corrected dose-response curves of these deposits did not
appear to reach saturation, even at doses of up to 400 Gy, making them
particularly suitable for dating older deposits.
4) The single-grain OSL ages provide the first numerical age chronologies for
seven unknown-age tephras and two palaeosols at Chester Bluff. These results
indicate that the Chester Bluff (CB) and Kandik River (KR) tephras are MIS 5 in
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age, while the Yukon Tanana (YT), Ben Creek (BC), Preido Hill (PrH),
MacGregor Cabin (MC) and Tom King (TK) tephras were deposited during late
MIS 6. These OSL ages do not agree with the relative chronologies predicted by
Jensen et al. (2008), which were based on tentative stratigraphic correlations.
5) The single-grain OSL ages from bracketing loess units at Chester Bluff also
indicate that the two organic units studied in this chapter were deposited during
MIS 6 (Section 1) and MIS 5 (Section 2), and not during MIS 7 or MIS 9 as
inferred by Jensen et al. (2008).
6) There are no obvious reasons to doubt the accuracy of the Chester Bluff singlegrain OSL ages. The De distributions of these samples suggest that the grains
were all seemingly fully bleached, the accepted grains display rapidly decaying
OSL curves indicative of ‘fast’-dominated signals, and the natural signal
responses are far from saturation. Furthermore, the OSL ages of all six samples
from Section 1 and Section 2 are similar and are stratigraphically consistent.
These samples are also not significantly affected by the four main potential
sources of age underestimation that can affect relatively old (≥ MIS 5) samples,
as discussed by Murray et al. (2007). Even relatively large fluctuations in longterm average water contents during antiquity cannot account for the discrepancy
between the OSL ages and the expected ages of Jensen et al. (2008).
7) Further work is needed at Chester Bluff to establish more direct and certain
stratigraphic relationships between the Old Crow tephra, the associated organic
units, and the various other tephras in this sequence. This would enable
clarification of the tentative stratigraphic relations between the different sections
and sites at Chester Bluff, and would also provide a definitive means of
assessing the accuracy of the single-grain OSL ages presented in this study. As
shown in Chapter 6, IRSL dating of feldspars offers a useful alternative
chronometer for older eastern Beringian deposits. The application of IRSL
dating to the samples studied here would provide a valuable means of further
assessing the validity of the single-grain quartz OSL ages.
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Chapter 8: Summary and general conclusions
The overall aim of this thesis was to provide a chronological framework for a number of
Quaternary palaeoenvironmental records in eastern Beringia. The suitability of OSL
dating, which included the application of recently developed analytical techniques, was
tested on loess and loess-derived deposits bracketing known-age tephras and on Reid
glaciofluvial gravels. The assessment of OSL for Beringian deposits included: (i) a
detailed characterisation of quartz OSL for both multi-grain aliquots and single grains
of selected samples; (ii) OSL dating of known-age deposits; (iii) IRSL dating of
feldspars using a range of emission wavelengths; and (iv) the application of single-grain
OSL dating to deposits with partially constrained ages, for the purpose of
palaeoenvironmental reconstruction.

8.1

General findings of OSL investigations

1. Multi-grain single-aliquot OSL measurements showed high levels of inter-aliquot
variability in terms of SAR dose recovery results, OSL decay curve shape and
composition, and characteristics of sensitivity-corrected dose-response curves. In some
samples, a large proportion of aliquots produced high levels of recuperation and certain
aliquots produced dose-response curves that did not show growth with added dose. It
was found that recuperation increased with increasing preheat temperature, and
annealing investigations showed that the recuperation originated from thermal transfer
of electrons from shallow and deep traps to OSL traps during preheating; this transfer
was related to the presence of slower decaying components. The application of low
temperature preheats (<240ºC) is, hence, recommended for these samples. Single-grain
measurements showed that multi-grain inter-aliquot variability could be attributed to the
presence of bright grains displaying these aberrant OSL behaviours.
2. The application of multi-grain OSL dating to known-age deposits resulted in severe
age underestimation. As a general trend, the degree of age underestimation increased as
the number of grains in each aliquot decreased. Aliquots composed of ~4400 grains
seemed to produce ages closer to the estimated age of the deposits, while ~80-grain
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aliquot measurements produced De distributions with high overdispersions (up to ~60
%) and severe age underestimations. Deconvolution of the OSL signal indicates that
sensitisation of the slower OSL components was occurring during SAR measurement
sequence, but that this effect was unlikely to be the main cause of age underestimation
in smaller aliquots. The application of alternative SAR protocols designed to alleviate
recuperation (e.g., Murray and Wintle, 2003) did not improve the age underestimation
observed using the standard SAR procedure. The analytical and experimental isolation
of the fast OSL component in ~4400-grain aliquots did not produce conclusive results
as to whether the causes of age underestimation at the multi-grain level are related to the
appearance of slower (unstable) components in the regenerated signals.
3. Single-grain measurements revealed a number of characteristic OSL properties of
these deposits, and an explanation for OSL age underestimation observed at the multigrain level. The single-grain OSL properties include the following features: (i) low
signal brightness in all samples studied across the region, with ~10-20% of grains
producing ~90% of the luminescence and ~95% of grains producing net OSL signal
intensities of ≤ 150 counts per 0.3 s after a 16.5 Gy dose (i.e., ~30 counts per second per
Gy); (ii) a small proportion (15%) of the luminescent grains pass the SAR rejection
criteria; (iii) a significant proportion of quartz grains producing luminescence (~5070%) produce aberrant luminescence behaviours (i.e., slow decay, recuperation and low
D0 values) and do not pass the SAR rejection criteria; (iv) ‘0 Gy’ and dim grains make
up ~50% of the total number of grains producing luminescence – these contribute
significantly to the multi-grain signal. The reason for multi-grain age underestimation
and inter-aliquot variability appears to be related to the presence of aberrant grains.
Synthetic aliquots created for each single-grain disc, aimed at mimicking the multigrain OSL measurements of aliquots containing ~100 grains, showed that the
luminescence signals from 0 Gy and dim grains can contribute to significant age
underestimation. The reason for this is that, for a disc containing ~100 grains, the
cumulative luminescence signal from 0 Gy and dim grains can be relatively significant
when compared to the luminescence signal from grains that pass the SAR rejection
criteria. Similarly, synthetic aliquots revealed that inter-aliquot OSL behavioural
variability is also attributable to the presence of certain grain types (e.g., grains with
high levels of recuperation and low D0 values), which dominate the intensity of the
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luminescence emissions at the multi-grain level (~100 grains). From these synthetic
aliquot results it is inferred that the broad De distributions and significantly low De
values (e.g., ~10 Gy) observed in smaller multi-grain aliquots (~80 grains) are due to
some of these aliquots being largely composed of 0 Gy grains or dim grains, with little
or no contribution from grains with suitable OSL properties. In the case of larger
aliquots (~4400 grains), however, the chance of an individual aliquot being completely
composed of 0 Gy grains or dim grains is less likely and, hence, these produce older
ages than smaller (~80-grain) multi-grain aliquots (i.e., larger multi-grain aliquots are
more likely to contain a uniform mixture of all grain types). The most important
conclusion to draw from the OSL investigations presented here is that multi-grain OSL
dating (regardless of the aliquot size used) is unsuitable for these types of deposits
because a fraction of the cumulative luminescence signal inevitably originates from
grains that would not pass the SAR rejection criteria. Although large aliquots may
provide ages closer to the expected age than smaller aliquots, investigations into singlegrain OSL indicate that it is not prudent to use multi-grain OSL dating on these samples
because the ages obtained would not be based on well-behaved grains.
4. Single-grain OSL dating is recommended over multi-grain OSL dating in this
environmental context, because it allows the removal of undesirable grains (i.e., 0 Gy
grains, dim grains, low-D0 grains and grains that recuperate) before final De
determination. Assessment of the statistical properties of De distributions, and types of
age models necessary to obtain single-grain OSL ages in agreement with the expected
ages, indicates that these tephra-bearing deposits were generally well bleached prior to
deposition and have not been affected by significant post-depositional mixing. This
interpretation is consistent with the depositional context of these samples – that is, they
are primarily loessic or loess-derived sediments that were wind-blown before deposition
and that have remained perennially frozen during their post-depositional histories. The
CAM generally provided accurate age estimates for samples that had overdispersion
values of up to 50% and log-transformed De distributions that were not significantly
skewed at the 68% C.I.. The MAM-4 yielded accurate age estimates for only one
sample, OQC8. This sample had an overdispersion value of ~45%, however, the
weighted skewness test indicated that its log-transformed De distribution was
significantly skewed at the 68% C.I.. The results of this known-age study suggest that
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both overdispersion and weighted skewness of log-transformed De values should be
considered in tandem when making decisions on age model selection for these types of
deposits. Importantly, for these samples, at least, acceptance of a higher critical
overdispersion value of 50% appears necessary to identify fully-bleached and
undisturbed samples. It is difficult to ascertain the cause of this overdispersion.
However, in some samples, some of the overdispersion observed was attributed to the
method used to estimate the error term on the individual De values. It was found that,
the application of the curve-fitting approach (Duller, 2007) could result in significant
error underestimation, particularly for De values obtained in the saturating portion of the
dose-response curve. This error underestimation was found to partly contribute to the
apparent overdispersion in the De distributions, and, when using the Monte Carlo
approach (Duller, 2007), the overdispersion decreased considerably in some samples. In
addition, further sources of overdispersion may relate to a combination of (i) field betadose heterogeneity arising from
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K variability or the presence of beta-attenuating ice

particles; (ii) unaccounted experimental variation arising from spatial variability of the
beta-radiation flux in the Risø machine; and (iii) grain-to-grain variability in response to
fixed SAR preheat conditions.
5. Investigations into the potential for IRSL dating of sodium and potassium feldspar
extracts from the Klondike loessal material showed that it is was not possible to isolate
a non-fading signal. Anomalous fading was observed in all samples, despite the
isolation of different IRSL emissions, which included the ultraviolet, blue, yellow and
orange-red bands, and the use of more stringent thermal pre-treatments. Fading rates
varied slightly between emission types and ranged between 2.5 and 9 %/decade, with
the ultraviolet emissions producing the highest fading rates. Comparison of the IRSL
ages with expected ages indicated that it is necessary to apply fading-correction
procedures (i.e., Huntley and Lamothe, 2001) to obtain ages in agreement with the
single-grain quartz OSL ages and independent age estimates. The ultraviolet emissions
produced fading-corrected ages that agreed at 1σ or 2σ with the single-grain OSL ages
and consistently produced the most accurate ages out of all the emissions tested. The
findings of this study reveal that feldspar IRSL dating offers a suitable alternative
chronometer in this environmental context. Importantly, it has the capability to
circumvent some of the limitations affecting quartz dating in the Klondike — namely
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the behavioural problems and age underestimations of quartz OSL at the multi-grain
level, as well as reducing, at least to some degree, the large relative errors associated
with some of the single-grain OSL ages. Much of the feldspar dating research
undertaken in eastern Beringia has revealed that polymineral fine grain IRSL dating can
produce ages in agreement with independent age control. This approach may also be
applied to the samples studied here, since it has the potential to provide ages without the
need for the application of fading corrections.
6. A major source of uncertainty in the OSL dating of these deposits is the long-term
water content during their burial periods. In some instances, the OSL ages obtained
using the measured water content greatly underestimated the expected age of the
deposits (e.g., the Chester Bluff loess samples and Ash Bend glaciofluvial gravels). For
these particular samples, several reasons exist for doubting the accuracy of the
measured water contents, namely: (i) the measured values are low (10%) in comparison
to those of other deposits (20-50%); (ii) the exposures sampled had thawed significantly
prior to sampling, and water content samples were not obtained from intact (i.e., still
frozen) material; and (iii) it is difficult to ascertain to what extent the measured values
are representative of the long-term water contents experienced by the samples during
burial. For such samples, the final OSL ages were determined using the saturated, rather
than measured, water contents, as these were deemed to provide more representative
estimates of the long-term average at these sites. The samples at both Chester Bluff and
Ash Bend are found below the Old Crow tephra and, therefore, provide a maximum
bracketing age. For these samples, use of the saturated water content produced ages in
agreement with the expected age for the Old Crow tephra, thus providing support for
this choice of long-term water content.

8.2

OSL dating implications for tephrochronology and palaeoenvironmental
reconstructions in eastern Beringia

The single-grain OSL dating results from this thesis provide numerical-age control for
both existing tephrochronologies and newly-identified tephras in eastern Alaska and the
Yukon Territory, and have yielded new insights into the palaeoenvironmental histories
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of this important geographical region. The key findings of the luminescence dating
program are as follows:
1. OSL dating confirmed the age of the Dawson tephra, obtained through radiocarbon
dating, of ~30 ka. The single-grain OSL ages for the samples above and below the
tephra are 29 ± 5 ka and 34 ± 3 ka, respectively. These ages agree with the new
radiocarbon ages obtained above and below the tephra, which give a mean age for
tephra deposition of between 30,433 and 30,014 cal. a BP. Although the calibrated
radiocarbon age for the tephra is of higher precision than the single-grain OSL ages, the
accuracy of OSL dating for these younger deposits means that reliable chronologies can
be established for MIS 3/MIS 2 deposits that lack suitable macrofossils in these
environments.
2. The OSL ages for the entire sequence at Ash Bend (i) confirmed the initial conjecture
that SCt-A, SCt-K and SCt-C were deposited over a relatively short period between 8060 ka; and (ii) produced a maximum age for Reid glaciofluvial gravels of ~130 ka. The
SCt-A tephra, which is the uppermost tephra in the sequence, has an age of ~58-61 ka,
while the sample underlying SCt-K tephra produced a quartz single-grain OSL age of
65 ± 7 ka. The latter underestimates the expected age for this deposit of ~80 ka obtained
by Westgate et al. (2008) using fission-track dating and multi-grain OSL dating of large
(~4400-grain) aliquots. However, dating of material underlying SCt-K (sample OQC10)
at Quartz Creek, Klondike, produced a single-grain quartz OSL age of 79 ± 10 ka and
fading-corrected IRSL ages ranging mostly between 62 and 83 ka (see Table 6.13).
Taken together, the ages for sample OQC10 are in close agreement with the ~80 ka
expected age of the SCt-K tephra. The lowermost tephra at Ash Bend, SCt-C, has a
minimum age of ~80 ka. This indicates that the wood-rich organic bed associated with
SCt-C at Christie Mine and Ash Bend must be of MIS 5a in age or older.
3. The OSL dating results for glaciofluvial gravels bracketing Reid till at Ash Bend
constrain the Reid glacial deposits of the Cordilleran ice sheet Slewyn lobe to MIS 6.
Importantly, these results preclude a MIS 8 age for the Reid glaciation, as proposed by
Westgate et al. (2001). In central Yukon Territory, Reid deposits are found below the
Old Crow tephra (~140 ka), and, thus, are known to be older than this depositional
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event. Prior to the present study, however, there was no maximum age constraint on this
important regional glacial event. The two single-grain OSL ages obtained for bracketing
gravels at Ash Bend are 142 ± 17 ka and 122 ± 18 ka –that is, MIS 6 in age. Even
assuming the highest possible long-term average moisture values for these surficial
deposits (i.e., the saturated water contents), it is not possible to obtain a pre-MIS 6 age,
thus negating suggestions of an older (MIS 8) age for the Reid gravels (Westgate et al., 2001).
4. This thesis has also produced the first numerical ages for material bracketing the
Lucky Lady tephra. Material immediately overlying Lucky Lady tephra produced an
age of ~75 ka, while the youngest single-grain OSL age for material underlying the
tephra is ~86 ka. Hence, single-grain OSL dating indicates that Lucky Lady tephra is
approximately ~80 ka. This estimate is consistent with the infinite radiocarbon ages
(>50 ka) obtained for organic materials, as well as the humin and humic fractions of
bulk sediments, bracketing the tephra. The potassium and sodium feldspar IRSL ages
obtained for the sample above the tephra (OLL2) ranged between 85 ka and 89 ka, using
the ultraviolet emissions, broadly confirming the single-grain quartz OSL age of ~75 ka
obtained for the post-tephra sediments.
5. Single-grain OSL dating confirmed the fission-track age of the Old Crow tephra of
~140 ka. Single-grain OSL ages for material above and immediately below the tephra at
Ch’ijee’s Bluff produced ages of ~130 ka and ~150 ka, respectively. Additionally, this
study provides the first chronometric control on the overlying forest bed, indicating that
it was deposited between ~130 and ~80 ka, most likely during MIS 5e (~125 ka).
6. Single-grain OSL dating of the Chester Bluff loess deposits provides the first
numerical-age control on a series of hitherto unknown-age tephra layers (Chester Bluff
tephra, Kandik River tephra, Tom King tephra, MacGregor Cabin tephra, Preido Hill
tephra, Ben Creek tephra and Yukon-Tanana tephra). These unknown-age tephra layers
had previously been tentatively correlated with the Old Crow tephra (Jensen et al.,
2008). However, the OSL chronologies established for these unknown-age tephras and
associated organic beds contradict the model for depositional history described in
Jensen et al. (2008). Single-grain OSL dating indicates that organic deposits previously
thought to be MIS 7 are of MIS 5 age and should lie stratigraphically above the Old
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Crow tephra. The OSL chronology reveals that firmer stratigraphic relationships need to
be established to resolve the depositional history of the Chester Bluff sequence.
7. In Chapter 1, it was suggested that improved chronological control was of key
importance to resolving many of the outstanding debates surrounding eastern Beringia’s
palaeoenvironmental history. Figure 8.1 summarises the OSL chronostratigraphic
framework obtained in this thesis. It shows the individual tephra and palaeosol OSL
chronologies obtained for each site and their relation to the orbitally-tuned marine
oxygen-isotope record of Martinson et al. (1987). The geographical distributions of the
main tephras investigated in this thesis are also shown in Figure 8.2a-b. The OSL
chronologies obtained in this study provide a valuable framework for resolving
outstanding issues in the late Pleistocene history of eastern Beringia, and specifically for
understanding the nature of environmental change during the previous glacial–
interglacial–glacial cycle (MIS 6 to MIS 2) in west-central eastern Beringia. The
resulting tephrochronology is a valuable addition to other dated late Pleistocene tephra
beds (covering an age range of between 50 ka and 200 ka) already described for eastern
Beringia, including the Variegated tephra (78 ± 4 ka; Berger, 2003), Dominion Creek
tephra (82 ± 9 ka; Westgate et al., 2008), Jackson Hill tephra (130 ± 30 ka; Sandhu et
al., 2001) and Sheep Creek tephra-Fairbanks (190 ± 20 ka; Berger et al., 1996) (Figure
8.1). As Figure 8.2 shows, the tephrochronologies obtained in this thesis provide
valuable stratigraphic marker horizons for a broad area of north-western North America,
and for a large number of existing sites in west-central eastern Beringia. The importance
of these tephrochronologies will increase as these tephra horizons are discovered at new
sites across this region. The broad geographic, as well as temporal, coverage of these
isochrons means that they can be used to correlate stratigraphic sequences across a
range of spatial scales: from local-scale correlations of individual exposures at a single
site, to correlations of different sites within a specific region (e.g., the Klondike), to
broader regional-scale correlations across thousands of kilometres of eastern Beringia.
The OSL chronologies developed in this thesis, together with existing and new
radiocarbon and fission-track chronologies, therefore provide an improved regional
chronostratigraphic framework for palaeoenvironmental changes, with the potential to
re-evaluate the spatial and temporal faunal, floral, landscape and climatic histories of
this region from MIS 6 to MIS 2.
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Figure 8.1. (previous page) Marine oxygen-isotope record normalised to the present-day value
(Martinson et al., 1987) and OSL ages for tephra, Reid glaciation and palaeosol beds in eastern
Beringia (Klondike district, Ash Bend, Ch’ijee’s Bluff and Chester Bluff). Also shown are other
late Pleistocene tephras in the region.

(a)

(b)
Old Crow tephra (Preece et al., 2000, and others)
Dawson tephra (Froese et al., 2005)
Sheep Creek tephra-Klondike (Westgate et al., 2008)
Sheep Creek tephra-Christie Mine (Westgate et al.,
2008)
Sheep Creek tephra-Ash Bend (Westgate et al., 2008)
Lucky Lady tephra (Froese et al., 2005)
Preido Hill tephra (Preece et al., 2000; Jensen et al.,
2008)

Figure 8.2. Geographical distribution of main tephras studied in this thesis (a) in eastern Beringia and
(b) in the Klondike district.
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8.3

Future research

This thesis has demonstrated the potential for single-grain OSL and multi-grain IRSL
dating of tephra-bearing deposits in eastern Beringia. However, there is still scope for
improving future OSL and IRSL chronologies in this region. From the outcomes of this
thesis, it is suggested that future OSL research should focus on the following areas:
1. The precision of the single-grain OSL ages could be improved by measuring a larger
number of single-grain discs per sample. The generally dim OSL signal intensities of
these samples leads to a limited number of accepted De values from which to assemble
each dose distribution, even if several thousand individual grains are measured.
Furthermore, these accepted grains generally have poor De precisions (relative errors),
typically of the order of 5-15%. Together, these two factors have tended to compromise
the associated precision for each single-grain age. Future research should include further
signal-grain quartz OSL measurements on individual samples to construct more
comprehensive dose distributions consisting of a larger number of De values. This
would be useful to (i) improve the precision of the single-grain OSL ages, and thus
improve the resolution of palaeoenvironmental reconstructions; (ii) disclose the
potential causes of significant positive skewness in some samples, such as partial
bleaching, post-depositional mixing or beta-dose heterogeneity, and (iii) produce more
robust statistical parameters with which to analyse the dose distributions.
2. Future research should also focus on determining the degree of water content
fluctuations in these ‘perennially-frozen’ deposits during the past, and investigate how
these vary at various temporal scales (i.e., months to thousands of years). This would
help determine whether the measured field water content values are representative of the
long-term water contents experienced by the samples during burial. Additionally,
empirical data could be used to inform on the field water content corrections that might
be necessary to account for past fluctuations. Similarly, future research should focus on
the microdosimetric effects of ice particles (especially those formed in interstitial pore
spaces), and to what extent these may have contributed to the high overdispersion
values observed for these wind blown samples. The collection of frozen OSL samples
using ice-coring equipment, rather than recently thawed material, may also be useful in
establishing more representative water contents. Finally, in situ gamma-ray
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spectrometry could also be used to provide more representative estimates of the gammadose contributions to these samples, particularly in situations where samples lie adjacent
to stratigraphic boundaries and/or texturally dissimilar materials (e.g., organic beds).
3. The applicability of feldspar IRSL dating could be tested on older deposits (~100-500
ka), such as those at Chester Bluff, to provide an improved chronology over broader
temporal ranges. The higher signal intensities and high-dose saturation characteristics of
feldspars provide two advantages over quartz OSL, although these are offset to some
extent by the phenomenon of anomalous fading. Age underestimations are expected for
fading-corrected ages that fall within the saturating portion of the dose-response curve,
because there are no generally accepted procedures for applying corrections to such old
samples, but IRSL dating can nonetheless provide minimum age estimates for these
samples. The latter could prove useful for determining the timing of deposition of the
numerous organic horizons at Chester Bluff (i.e., MIS 5, MIS 7 or MIS 9). The
application of polymineral fine-grain (4-11 µm) IRSL may also be used to date these
samples, considering that lower fading rates have been observed in this size fraction.
4. Further research is necessary to establish firm stratigraphic correlations in the loess
sequences at Chester Bluff. This could potentially highlight an upper age limit on quartz
OSL dating of eastern Beringian deposits using conventional techniques. New
approaches, such as thermally-transferred OSL dating (Wang et al., 2006), may also be
applicable to older deposits in this region, and could greatly extend the age range of
quartz OSL dating in this environmental context. The suitability of this technique could
be tested using samples collected from some of the older known-age tephra horizons in
the Klondike, such as the ~700 ka Gold Run tephra (Froese et al., 2008).
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Appendix A
Component stripping of linear modulation (LM) OSL and
continuous-wave (CW) OSL signals – worked examples

Component-stripping analysis of CW-OSL signals – an example
The fitting of components to a CW-OSL signal (e.g., Figure A1) was carried out using
Eq.2.6. For example, in order to fit 3 components to the CW-OSL dataset the following
equation was applied:
L(t ) = {n1b1 exp(− b1t )} + {n2 b2 exp(−b2 t )} + {n3b3 exp(−b3 t )}

where t is time, and n1 and b1, n2 and b2 and n3 and b3 represent the number of trapped
electrons (n0) and electron detrapping probability (b) values of the first component, the
second component and the third component, respectively. The CW-OSL fitting was
performed in Microsoft Excel using a Generalised Reduced Gradient (GRG2) nonlinear
algorithm to derive optimal fitting solutions by minimisation of the sum of the squared
fitting residuals. Table A1 shows the initial n0 and b values used for fitting 2, 3, 4 and 5
components to the CW-OSL curve shown in Figure A1. The initial b values equate to
the photoionisation cross-section (PIC) values reported by Jain et al. (2003), which are
shown in Table 2.4, multiplied by the stimulation light intensity (I0) used in the CWOSL measurements (i.e. 8.51 × 1016 s-1cm-2 for all blue LED CW-OSL stimulations
performed at 90% power in this thesis).

Component

2-comp.
b value
(s-1)
2.0

n0 value

3-comp.
b value
(s-1)
2.0
0.5

fast
2000
medium
Slow 1
Slow 2
Slow 3
0.001
10000
0.001
Slow 4
Table A1. Initial parameter values used prior to
shown in Figure A1.

n0 value
2000
2000

10000

4-comp.
b value
(s-1)
2.0
0.5
0.1

2000
2000
2000

0.001

10000

n0 value

5-comp.
b value
(s-1)
2.0
0.5
0.1

n0 value
2000
2000
2000

0.001
10000
0.0001
10000
fitting 2, 3, 4 and 5 components to the CW-OSL signal
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OSL signal (counts / 0.4 s)

10000

1000
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Figure A1. CW-OSL signal for an ~800-grain aliquot of sample 52A used for component stripping. Note
the log-scale on the y-axis.

Table A2 shows the optimised n0 and b values for each component, and the sum of the
squared fitting residuals obtained for each fitting. Figure A2 shows the plots of the
fitting residuals against time obtained for the fitting of 2, 3, 4 and 5 components. From
the optimised parameter values and visual inspection of the residuals, the 4-component
fitting was considered suitable for this sample; this produced a smaller residual value
(0.19 × 103) compared to the 3-component fitting (0.26 × 103), and did not produce
redundant components, which was found after fitting 5 components (i.e. two
components have the same b value).

Component
fast
medium
Slow 1
Slow 2
Slow 3

2-comp.
b value
(s-1)

n0 value

0.23

23915

0.01

83282

3-comp.
b value
(s-1)
0.98
0.17

0.008

n0 value
2010
25550

94805

4-comp.
b value
(s-1)
1.80
0.26
0.10
0.006

n0 value
677
14432
15773
110125

5-comp.
b value
(s-1)
1.87
0.28
0.10

623
12972
16894

0.006
0.006

23633
84564

n0 value

Slow 4
Sum of
0.26 × 106
0.19 × 106
0.19 × 106
1.37 × 106
squared
residuals
Table A2. Optimised n0 and b values after fitting 2, 3, 4 and 5 components to the CW-OSL signal shown
in Figure A1. In each case, CW-OSL fitting was performed using the initial parameters shown in Table
A1. Figure A3 shows the components in fitting.
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Fitting residual (counts)
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Fitting residual (counts)

Fitting residual (counts)
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Time (s)
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0
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Figure A2. Fitting residuals obtained after fitting 2, 3, 4 and 5 components to the CW-OSL signal in
Figure A1. Plots correspond to data shown in Table A2.
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Figure A3. Fitting residuals obtained after fitting 2, 3, 4 and 5 components to the CW-OSL signal in
Figure A1. Plots correspond to data shown in Table A2.
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Component-stripping analysis of LM-OSL signals – an example
Curve-stripping of the LM-OSL signal was performed in Sigma Plot (version 9) using
the Marquardt-Levenberg algorithm. Figure A4 shows the LM-OSL signal used in this
fitting example.

3
LM-OSL (100 Gy)

3

LM-OSL (10 counts / s)

2.5

2

1.5

1

0.5

0
1

10

100

1000

10000

Time (s)

Figure A4. Background-subtracted LM-OSL signal for an aliquot containing ~800 quartz grains of
sample 52A. The signal was obtained after linearly increasing the power of the blue LEDs from 0% to
90%. Note the log-scale on the x-axis.

Four optimisation trials were performed using Eq.2.7 by fitting 3, 4, 5 and 6
components to this LM-OSL curve. For example, in order to fit 3 components to the
LM-OSL curve the following equation was used:

⎧⎪ b
⎡ b t 2 ⎤ ⎫⎪
⎡ b t 2 ⎤ ⎫⎪ ⎧⎪ b
⎡ b t 2 ⎤ ⎫⎪ ⎧⎪ b
L(t ) = ⎨n1 1 t exp ⎢− 1 ⎥ ⎬ + ⎨n2 2 t exp ⎢− 2 ⎥ ⎬ + ⎨n3 3 t exp ⎢− 3 ⎥ ⎬
⎪⎩ P
⎣ 2 P ⎦ ⎪⎭ ⎪⎩ P
⎣ 2 P ⎦ ⎪⎭ ⎪⎩ P
⎣ 2 P ⎦ ⎪⎭

where t is time, P is the total stimulation time (e.g., 3600 s), and n1 and b1, n2 and b2,
and n3 and b3 represent the number of trapped electrons (n0) and the detrapping
probability (b) values of the first component, the second component and the third
component, respectively. Table A3 shows the input parameters (n0 and b values) used
during the application of the component-stripping algorithm in which 3, 4, 5 and 6
components were fitted to the LM-OSL signal in Figure A4. As with the CW-OSL
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fittings, the initial b values were based on the PIC values reported by Jain et al. (2003),
multiplied by the maximum stimulation light intensity (I0) used in the LM-OSL
measurements (i.e. 8.51 × 1016 s-1cm-2 for all blue LED LM-OSL stimulations performed
at 90% power in this thesis).

Component
fast
medium
Slow 1
Slow 2
Slow 3
Slow 4

3-comp.
b value
(s-1)
2.0
0.5

0.0001

n0 value
106
106

106

4-comp.
b value
(s-1)
2.0
0.5
0.02

106

5-comp.
b value
(s-1)
2.0
0.5
0.1
0.02

0.0001

106

0.0001

n0 value
106
106

n0 value
106
106
106
106
106

6-comp
b value
(s-1)
2.0
0.5
0.1
0.02
0.002
0.0001

n0 value
106
106
106
106
106
106

Table A3. Initial n0 and b values used prior to fitting 3, 4, 5 and 6 components to the LM-OSL signal shown

in Figure A4.

The optimised n0 and b values for each component, as well as the R2 and the sum of the
squared residuals for each LM-OSL fit are shown in Table A5. The corresponding plots
of the fitted components are shown in Figure A5, while the fitting residuals are shown
in Figure A6. For this LM-OSL curve, the 5-component fit appears to be the most
suitable because it produced a higher R2 value (0.9836) than the 4-component fit (0.932)
and a lower value for the sum of squared fitting residuals (23.8 × 106) compared to the
4-component fit (24.1 × 106). The fitting of 6 components was not regarded as an
improvement because the R2 value and the sum of the squared fitting residuals were
exactly the same as from those found after fitting 5 components (Table A4).
Table A4. Optimised n0 and b values after fitting 3, 4, 5 and 6 components to the LM-OSL signal shown
in Figure A4. In each case, LM-OSL curve fitting was performed using the initial parameters described
Component
fast
medium
Slow 1
Slow 2
Slow 3
Slow 4
R2
Sum of
squared
residuals
in Table A3.

3-comp
b value
(s-1)
1.24

0.03

260534

0.01

275585

5-comp
b value
(s-1)
1.82
0.42
0.11
0.01

0.0008

9181331

0.0008

9215581

0.0008

n0 value
193643

4-comp
b value
(s-1)
1.67
0.18

n0 value
151443
133040

n0 value
133714
65832
98874
271546
9216775

6-comp
b value
(s-1)
1.85
0.51
0.14
0.02
0.009
0.0008

0.9656

0.9832

0.9836

0.9836

38.8 × 106

24.1 × 106

23.8 × 106

23.8 × 106

n0 value
130041
54664
101502
57299
235528
9216734
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Figure A5. The components found after fitting 3, 4, 5 and 6 components to the LM-OSL curve shown in
Figure A4. The corresponding n0 and b values are shown in Table A4.
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Figure A6. Fitting residuals versus time obtained after fitting 3, 4, 5 and 6 components to the LM-OSL
signal shown in Figure A4. In each case, LM-OSL fitting was performed using the initial parameter
values shown in Table A3. The corresponding optimised n0 and b values are shown in Table A4.
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Appendix B
A worked example of the calculation of beta dose rate
estimate, and associated error term, derived from GM-25-5
beta-counting

Calculation of beta dose rate for each aliquot
Aliquot 1

Aliquot 2

Aliquot 3

Calibration

Background

standard

(MgO)

(‘Nussi’)
(i) Total
counts

8112

8296

8482

6789

8112-224 =

8296-224 =

8482-224 =

6789-224 =

7888

8072

8258

6565

(7888/6565)

(8072/6565)

(8258/6565)

*1.49 =

*1.49 =

*1.49 =

1.79

1.83

1.87

224

(ii)
Backgroundsubtracted
(net) counts
(iii) Beta dose
rate (Gy/ka)
a

Beta dose rate of calibration standard is 1.49 ± 0.04 Gy/ka

Table B1. Example data obtained from GM-25-5 beta-counting (total counts) and calculation of beta dose
rate for each aliquot of sample OLL2.

The counts obtained over a 24-hour counting cycle for each position of the GM-25-5
beta-counter are summed and shown as total counts in row (i) of Table B1. The
positions contain three aliquots of sample material (each containing ~3 g of dried and
finely ground sediment), an aliquot containing a calibration standard (‘Nussi’), which
has a beta dose rate of 1.49 ± 0.04 Gy/ka (Kalchgruber, 2002; Bauer, 2007), and an
aliquot containing MgO powder to determine the instrumental background signal. To
obtain a beta dose rate for each sample aliquot, the background-subtracted counts (net
counts) are calculated as shown in row (ii) of Table B1. The net counts of each aliquot
is divided by the net counts of the calibration standard, and the resulting value is
multiplied by the known beta dose rate of the calibration standard (i.e., 1.49 Gy/ka), as
shown in row (iii) of Table 1B.
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Calculation of the beta dose rate error term for each aliquot
To calculate an error estimate for each beta dose rate, the uncertainties arising from
counting statistics were first calculated for each aliquot, as well as for the calibration
standard, from the squared root of the total counts plus the background counts, as shown
in row (i) of Table B2. The relative errors of each aliquot and the relative error of the
‘Nussi’ calibration standard (row (ii) of Table B2) were then combined in quadrature as
shown in row (iv) of Table B2. To obtain a final error term for the calculated beta dose
rate of each aliquot, the combined error on the normalised net counts shown in row (iv)
of Table B2 is combined, in quadrature, with the error on the beta dose rate of the
‘Nussi’ calibration standard (i.e., ±0.04 Gy/ka, see footnote a in Table B1), as shown in
row four (v) of Table B2.

Aliquot 1

Aliquot 2

Aliquot 3

Calibration
standard
(‘Nussi’)

(i) Counting
statistics error

(√8112+224)

(√8296+224)

(√8482+224)

(√6789+224)

= 91

= 92

= 93

= 84

(91/7888) = 0.012

(92/8072) = 0.011

(93/8258) = 0.011

7888/6565

8072/6565

8258/6565

= 1.20

= 1.23

= 1.26

(√((0.0122)+(0.0132)))

(√((0.0112)+(0.0132)))

(√((0.0112)+(0.0132)))

(ii) Relative
counting
statistics error
(ii) Normalised
net counts

(84/6565) =
0.013

(iv) Combined
error on
normalised net

*(1.20) = 0.02

*(1.23) = 0.02

*(1.26) = 0.02

counts
(v) Final beta
dose rate error
(Gy/ka)

(√(((0.02/1.20)2)

(√(((0.02/1.23)2)

(√(((0.02/1.26)2)

+((0.04/1.49)2))

+((0.04/1.49)2))

+((0.04/1.49)2))

*(1.20*1.49)

*(1.23*1.49)

*(1.26*1.49)

= 0.06

= 0.06

= 0.06

Table B2. Calculation of the error term for beta dose rate values of sample 0LL2 obtained using betacounting.
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Calculation of final beta dose rate, and error term, from the three aliquots
The final beta dose rate is calculated by averaging the three dose rate values obtained
for each aliquot, shown in row (iii) of Table B1. The error associated with the final beta
dose rate is calculated as the average of the three associated error terms shown in row
(v) of Table B2. The final beta dose rate of the sample used in this example (sample
OLL2) is therefore 1.83 ± 0.06 Gy/ka.
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