Abstract. In this paper, we combine Kazhdan's FFT-based approach to surface reconstruction from oriented points with adaptive subdivision and partition of unity blending techniques. The advantages of our surface reconstruction method include a more robust surface restoration in regions where the surface bends close to itself and a lower memory consumption. The latter allows us to achieve a higher reconstruction accuracy than the original global approach. Furthermore, our reconstruction process is guided by a global error control achieved by computing the Hausdorff distance of selected input samples to intermediate reconstructions.
Introduction
Many of today's applications make use of 3D models reconstructed from realworld objects such as machine parts, terrain data, and cultural heritage. Furthermore, digital scanning devices for acquiring high-resolution 3D point clouds have recently become affordable and commercially available. This has increased the demand for techniques for the robust reconstruction of accurate models from point cloud data. Therefore, surface reconstruction has been a field of intensive research addressed in various fields and many approaches have been proposed.
An important group of surface reconstruction algorithms are computational geometry approaches [1, 2, 3, 4] . Those algorithms usually involve the computation of Delaunay or dual structures from the input data and reconstruct the surface by extraction from the previously computed Delaunay complex. One significant advantage of these methods is that they are usually supported by rigorous mathematical guarantees. On the other hand, most computational geometry techniques rely on clean data. Therefore, recent research trends focus on making those methods more robust on noisy data [5, 6, 7] .
Another class of surface reconstruction algorithms approximate the input by the zero-level set of a trivariate function which is usually extracted to obtain the resulting surface. Hoppe et al. [8] locally estimate the signed distance function as the distance to the tangent plane of the closest point. Other methods use globally or locally supported radial basis functions (RBFs) to define the implicit function [9, 10, 11, 12] . Ohtake et al. [13] define the implicit surface by locally fitting quadratic primitives to the input point set. Another powerful class of algorithms are Moving-Least-Squares (MLS) techniques [14, 15, 16] . They define the implicit function by applying a projection operator that moves points in the vicinity of the MLS surface onto the surface itself. The surface is thus defined by all fixpoints of the projection operator. Steinke et al. [17] propose a machine learning approach based on Support Vector Machines (SVMs) to approximate an implicit surface from a point cloud which can be considered as an extension of RBF-based methods.
Recently, Kazhdan introduced a novel and elegant FFT-based reconstruction technique [18] . His approach is able to reconstruct a solid, watertight model from an oriented point set. He approaches the reconstruction problem indirectly by first determining the integral of the characteristic function of the domain bounding the input point set instead of the function itself. Using Stokes' Theorem this volume integral can be transformed into a surface integral which is dependent on positions on the boundary of the volume and the corresponding normal directions. As the oriented input point set can be seen as a sampling of this boundary, it can be used to approximate the surface integral and with it the integral of the characteristic function. To finally obtain the characteristic function of the dataset itself, the integration is conducted using the inverse FFT. This method allows a robust and fast reconstruction of a solid and watertight model from noisy samples. On the other hand, the approach has a high memory requirement due to its global nature. The integral of the characteristic function has to be sampled on a uniform grid for the whole volume in order to be able to apply the inverse FFT. This limits the maximal reconstruction resolution of the approach on today's computers to a level where the reconstruction of fine details of the input data is not possible. Furthermore, the approach has no global error control and its globality prevents the accurate reconstruction of regions where the input data bends close to itself. Our work proposes a simple solution to overcome these limitations while preserving the advantages of the global approach.
The general idea of our technique is to employ an error-guided subdivision of the input data. For this, we compute the bounding box of the input and apply an octree subdivision. In order to decide whether an octree leaf cell needs to be subdivided, we compute a local characteristic function for the points inside the cell using Kazhdan's global approach. This is a non-trivial task since the points inside a cell do in general not represent a solid. We propose a solution to that problem to avoid that surface parts are created which are not represented by points. If the resulting local approximation inside the cell is not accurate enough, the cell needs to be subdivided. By iterating this procedure, we compute overlapping local characteristic functions at the octree leaves for each part of the input with a user-defined accuracy. We obtain the final reconstruction by combining the local approximations using the partition of unity approach and extracting the surface using a polygonization algorithm. One advantage of our adaptive approach is that the characteristic function is only determined close to the surface and not for the whole volume. As the reconstruction accuracy is mainly limited by memory requirements, this allows us to obtain higher reconstruction resolutions. Additionally, the adaptiveness allows us a more accurate reconstruction of strongly bended regions of the input. The rest of this paper is organized as follows. Section 2 presents details of our surface reconstruction technique. The data partitioning step and the computation of a local characteristic function for each cell is described in Section 2.1. Their integration and the extraction of the final surface is presented in Section 2.2. We show results of our technique in Section 3 before we conclude and describe future work in Section 4.
Adaptive FFT-Based Surface Reconstruction
In this section, we present our adaptive FFT-based surface reconstruction technique (in the following denoted as AdFFT) in detail. We first describe the errorcontrolled subdivision of the adaptive octree structure and the computation of overlapping local surface approximations for the input points associated with the octree leaves. We then integrate the local approximations using the partition of unity approach to reconstruct the final model.
Adaptive Octree Subdivision
The general idea of the partition of unity approach is to divide the data domain into several pieces and to approximate the data in these domains separately. The resulting local approximations are then blended together using smooth and local weighting functions which sum up to one over the whole domain.
In order to find local characteristic functions of the domain bounding the input point cloud, we first compute the axis-aligned bounding box of the input data. We then apply an adaptive octree subdivision of this bounding box. In order to decide whether a cell needs to be subdivided, we compute the characteristic function of this cell and its vicinity with a fixed accuracy. If the surface extracted from this characteristic function approximates the points in the cell sufficiently close according to a user-defined accuracy, the cell has not to be subdivided further.
How to compute the characteristic function for a cell of the octree is not obvious, as a straightforward application of the global FFT-based method always determines a characteristic function representing a solid, whereas the points in a cell form in general non-closed surface patches. To avoid that irrelevant surface parts occur in the local characteristic function, we use the construction shown in Figure 1 . We embed the octree cell including its oriented input samples at the center of a larger cell with doubled edge lengths. In order to allow a smooth transition between adjacent local characteristic functions later in the integration step, we add points in the vicinity of the original octree cell to the construction. In our implementation, we choose all points in the octree leaf cell scaled by a constant factor around its center for the computation of the local approximation. According to our experiments a constant factor of c = 1.8 works well for all performed tests. By using the global FFT-based method with a fixed resolution (2 5 in our implementation) on the larger volume, we then compute its characteristic function at regular grid positions. As the shape of the octree cells is usually not cubical, we transform all candidate data points and normals to fit into a cube to enable the use of the FFT. Figure 1 sketches the idea behind this construction. The surface patch inside and in the vicinity of the octree cell is correctly reconstructed and the irrelevant surface part of the solid is outside of the inner cell. This works in the majority of the cases as the irrelevant surface part always has an ellipsoidal shape. Additionally, adding sufficient samples in the vicinity of the octree cell increases the diameter of the shape that it does not cross inside the smaller cell. In rare cases, the crossing cannot be avoided due to very different alignment of octree cell and local surface approximation. But since the resulting unwanted surface parts are small and distant to the real surface they can be pruned easily during the polygonization. The right image of Figure 1 shows a real example of a local surface approximation for an octree cell and its vicinity.
To measure the accuracy of the resulting local approximation, we construct a mesh from the computed characteristic function using the Marching Cubes algorithm [19] and compute the Hausdorff distance of selected samples inside the cell to the mesh. If the average computed distance is above the user-defined error, the cell needs to be subdivided further. If a cell is empty, no approximation needs to be computed and we leave it untreated. In order to guarantee an efficient computation of the Hausdorff error, we use only a subset of points inside the octree cell. In our implementation we select 10% of the cell points to obtain a stable estimation.
In the presence of noise it might happen that the error criterion cannot be reached everywhere on the dataset. This leads to an oversubdivision of octree cells in very noisy regions until subcells contain not enough samples to allow a robust local reconstruction. To avoid this, we introduce a stopping criterion to ensure a minimum number of samples in non-empty cells. We fix this lower bound to be 0.5% of the number of input points.
Integration
After the subdivision step, we obtain an octree with leaves on different depths which are either empty or contain a sampling of a local characteristic function. In order to obtain a common global resolution for all local characteristic functions, we reconstruct leaves with lower tree depths using a higher resolution inside each cell (see left illustration of Figure 2 ). This allows us to blend and to interpolate between adjacent cells and to apply the Marching Cubes algorithm on this uniform grid. To obtain the final reconstruction, we interleave the extraction of the iso-surface and the combination of the local characteristic functions. In order to be able to extract an iso-surface of a characteristic function which has a value of one inside the surface and zero outside of the surface, we need to choose an appropriate iso-value. We follow the global approach and choose it as the average value of the characteristic function values obtained at the input samples.
Our Marching Cubes implementation processes all octree cells for which local characteristic functions have been computed. As the local characteristic functions overlap each other, cubes close to the boundary of octree cells have more than one characteristic function value associated with its corners. To merge them into one value, we use partition of unity blending. More precisely, if we denote the corner position p and use our octree data structure to find all local function values {f 0 , . . . , f N } at this position which are associated with the cells {c 0 , . . . , c N }, we determine the global characteristic function value as
and c i is the center of the cell c i . The center of the radial Gaussian weighting function G i (·) is fixed at c i . The bandwidth is chosen such that grid positions more distant than the radius plus overlap of the cell c i are assigned weights close to zero. For illustration see the right image of Figure 2 . After determining the global characteristic function values for the corners of the cubes, we can interpolate them across the cube edges to compute the position of the chosen iso-value. Our Marching Cubes implementation interpolates the resulting global function quadratically.
Results
In this section, we present results of our reconstruction algorithm. We compare our method with several state-of-the-art reconstruction techniques. Furthermore, we apply our method to real-world laser scanner data as well as large and complex point cloud data and discuss computation times and memory consumption.
Results of our reconstruction algorithm are shown in Figures 3-5 . The reconstructions in Figures 4 and 5 are shown in flat shading to illustrate faceting. The mesh in Figure 3 is rendered in Phong shading to bring out small details on the surface as single triangles are not visible. Tables 1 and 2 summarize details for the presented reconstructions. Figure 4 shows a comparison of recent state-of-the-art surface reconstruction techniques with our approach. As input data we choose the head of the original Dragon range scans from the Stanford 3D Scanning Repository. We compare our approach with the recently proposed learning-based reconstruction tech- Table 1 . Timings and memory consumption for the reconstructions shown in Figure 4 . All results were computed on a 2.66 GHz Pentium 4 with 1. Table 2 . Reconstruction information for the models presented in this paper and computed using our method. The character N denotes the number of input samples and M the number of used patches. The results were computed on a 2.66 GHz Pentium 4 with 1.5 GB of RAM (only the Statuette was computed on a 2.4 GHz AMD Opteron with 3 GB of RAM). (a) input data (b) SVM [17] (c) MPU [13] (d) RBF+PU [11] (e) Kazhdan [18] (f) AdFFT Corresponding timings are reported in Table 1 .
nique using Support Vector Machines (SVMs) [17] , MPU [13] , RBF+PU [11] and Kazhdan's global FFT-based method [18] . For a fair comparison of our method with MPU and RBF+PU, we take no scanning confidences into account while applying them. The figure shows that without confidence measures SVM, MPU and RBF+PU create noisy reconstructions of the Dragon head scans and produce additional zero-level sets around the surface. Due to the global nature of Kazhdan's approach the algorithm is robust reconstructing noisy real-world data but has problems capturing regions where the surface bends close to itself. By localizing the global approach using adaptive decomposition and partition of unity blending, our algorithm is capable of accurately reconstructing those regions while retaining the robustness of the global approach. Note that methods like MPU and RBF+PU have a better performance on real-world data when they utilize scanning confidence values, while our approach is robust on noisy data without using additional scanning information. In Figure 3 we compare our technique with the global Kazhdan approach according to reconstruction accuracy. We reconstructed the highly detailed Thai Statuette with both techniques using their maximal possible resolutions. Due to the lower memory consumption of our method (see Table 1 ) we are able to reach higher reconstruction resolutions. This allows us to faithfully represent fine details, for instance, on the trunk of the elephant and the necklace of the woman model (right image) which are lost using the global approach (left image). Note, that although the Thai Statuette was decomposed into 2260 and the Armadillo model in Figure 5 into 565 patches and reconstructed with a lower resolution (see Table 2 ), the reconstructions show no blending artifacts. For all models in this paper, we used an overlap of 5 cells to blend adjacent reconstructions. Figure 5 analyzes the effect of blending on the results of our surface reconstruction algorithm in more detail. For this, we computed a reconstruction of the original Armadillo range scans using our method. Figure 5(b) illustrates the patches without overlap used to create the integrated reconstruction shown in (c). Figure 5 (d) shows a mean curvature plot of (c). The results indicate that no visible blending artifacts close to the cell boundaries are introduced by our approach.
Conclusion and Future Work
In this paper, we localized Kazhdan's global FFT-based reconstruction algorithm by using adaptive subdivision and partition of unity blending. We showed that our method preserves the resilience of the global approach and is more robust against noise than previous state-of-the-art reconstruction techniques. Furthermore, it is capable to reconstruct noisy real-world data and allows a precise reconstruction of highly bended regions of the input data which are connected by the global approach. We demonstrated the lower memory consumption of our technique, which allows higher reconstruction resolutions and enables to capture fine and small details in large and complex point clouds.
In the future, we want to consider scanning confidence values in the reconstruction process to further increase the robustness of our approach on real-world data. Furthermore, we plan to combine our technique with the Dual Contouring algorithm [20] allowing for an adaptive polygonization of our reconstructions.
