Abstract-This
I
N an ongoing series of recent investigations, we have revisited a previously formulated discretized Gabor-based narrow-waisted Gaussian beam (GB) algorithm for two-dimensional (2-D) time-harmonic high-frequency radiation from truncated one-dimensional (1-D) planar aperture distributions [4] , which was then applied to the interaction of these GB-parameterized radiated fields with complex propagation environments [5] , [6] . The algorithm had been found to be robust, accurate, physically appealing, and numerically efficient when compared with conventional Kirchhoff Physical Optics integration procedures. Our recent interest has been motivated in part by the need of robust forward solvers in forward and inverse scattering (identification and imaging) scenarios concerned with objects embedded within an irregularly bounded penetrable semi-infinite medium. In a stepwise approach toward constructing the necessary algorithms, we have proceeded along two parallel routes: 1. extension of the frequency domain (FD) algorithms for the 1-D aperture/2-D field configuration to the new rough interface propagation environment, and to the new general case of 2-D aperture/three-dimensional (3-D) vector fields; 2. extension of the FD results to the short-pulse-excited time domain (TD). The FD interaction of the 1-D aperture radiated field with a moderately rough interface has been addressed in [7] and [8] for the forward problem and in [9] and [10] for the inverse problem, whereas the 2-D aperture/3-D field radiation problem has been addressed in [2] and [3] . The TD extension of the 1-D aperture problem has been carried out in [1] , and the extension to 2-D apertures is the subject of the present paper. The contents of this paper having been summarized in the abstract, we pass on directly to the problem formulation and its solution via the Gabor-based narrow-waisted beam algorithm.
II. FORMULATION OF THE PROBLEM
We consider the radiation of three-dimensional (3-D) vector electromagnetic (EM) fields excited by pulsed arbitrarily polarized extended two-dimensional (2-D) vector field distributions in a truncated planar aperture of characteristic dimension on the plane of Fig. 1 . We shall only deal with the vector electric field , ; the vector magnetic fields can be derived from Maxwell's equations. Here and henceforth, bold face symbols denote vector quantities, and denotes a unit vector in the -direction. The 2-D space-time aperture field distribution will be specified as (1) 0018-926X/03$17.00 © 2003 IEEE The corresponding field radiated into the half-space can be obtained by space-time superposition, using the 3-D TD Green's function (2) where , represents the Dirac delta function, and is the ambient propagation speed. The subscript " " identifies quantities in the plane. The resulting field radiated into the half-space , synthesized by superposition of point source contributions (Kirchhoff integration), is given by [11, p. 175 ] (see (3) at the bottom of the page). In Section IV-D, we shall be using a reference solution based on Gaussian quadrature numerical integration [12] of (3) . In what follows, the time domain is accessed by Fourier inversion from the FD via the Fourier transform pair (4) Capital letters identify FD field quantities.
III. RELEVANT FD RESULTS
This section contains a brief summary of relevant FD results from [2] , [3] and some new additions. The FD aperture field corresponding to (1) has an implicit time dependence and a spatial distribution [related to via the Fourier transform pair in (4)] over the aperture in Fig. 1 ,
The resulting electric field in the half-space , obtained by point-source (Kirchhoff) integration in configuration space, is given by [11, p. 107 ] (6) where (7) is the 3-D free-space FD Green's function, with as the ambient wavenumber and as the wavelength. It can easily be verified (see [11, p. 175] ) that in (3) and in (6) are related through the Fourier transform pair (4). In the remainder of this section, the dependence in and will be omitted for simplicity of notation, and the discussion relies heavily on references [1] - [3] , with precise citations attached to each of the results extracted from these papers. Notationally, we use (2.5) to identify [2, eq. (5)], for example. We also call attention to the following differences between [2] , [3] and the present paper: 1. [2] and [3] deal with the calculation of the vector potential whereas here we calculate the vector field . 2. The aperture potential field in [2] and [3] is denoted by which should not be confused with the TD in (1) here. These differences do not affect the basic format of the Gabor expansions to which the citations refer. ) phasespace (Fig. 2) , , being the and -domain wavenumbers, respectively, which can be expressed in terms of the spherical polar coordinate angles , (see Fig. 1 ) as (10) (3) In this Gabor basis, each lattice point locates a GB, whose initial profile matches the corresponding basis function. Indexes ( , ) tag , spatial shifts, respectively, whereas ( , ) tag , spectral shifts (i.e., beam tilts , ), respectively. Spatial and spectral periods are related by the self-consistency relation (configuration-spectrum tradeoff) (2.4a) (11) From (10), as the spectral shifts increase, the corresponding ( , ) beam polar angles , i.e.,
A. Discretized Gabor-Based Field Representations in the
become complex for , and therefore the corresponding beams away from the aperture (see Section III-A.II) become evanescent. In the second equality of (12), use has been made of (11) and . The expansion coefficients in (8) (13) at the bottom of the page] where denotes the complex conjugate. For the Gaussian window in (9), a closed-form expression for is derived in [2, App. C.] Alternatively, the Gabor coefficients can be computed effectively by schemes employed in image processing [13] . However, we shall avoid this calculation later on by specializing to narrow-waisted Gaussian basis functions (see Section III-B).
2) Radiated Field: The Gabor lattice representation for the field radiated into the half-space follows by combining (6) and (8) (14) with the (vector) beam propagator expressed by Gaborweighted point-source superposition as [see (15) at the bottom of the page].
B. Narrow-Waisted Beams
When the observer is located in the paraxial far-zone of a beam, the integral in (15) 
where
is the complex distance between the real observation point and the complex source point
Here and henceforth, the tilde identifies dependence on analytically continued spatial source coordinates as well as the field produced thereby. The complex displacement parameter is given by (3.11c)
One notes that is the beam Fresnel length corresponding to an "effective" beam waist . Equation (16) and (17) are valid in the paraxial far-zone of each beam, , and are restricted to symmetric and nontilted beams only. However, recalling (12) , one observes that these nontilted sufficiently narrow beams with , , yield the dominant contribution to the radiated field because all other beams are evanescent.
An important attractive feature of narrow-waisted GBs is that their Gabor coefficients can be estimated effectively by aperture sampling [see (3.19) ], avoiding the time-consuming operations required in (13) and (2.11a,b) or [13] (21) so that (22) Due to the finite extent of the aperture, the ( , ) summations in (22) include only a finite number of beams, given roughly by . The approximation in (21) and (22) neglects the tilted ( , ) beams in the Gabor expansion which, however, are evanescent for , as noted earlier. Subject to the constraints , , the CSP paraxial far-zone approximation (17) can be invoked at moderate distance, within and beyond the radiating near-zone of the aperture. The resulting beam synthesis in (22), with (21) and (17), yields an efficient algorithm which has been tested and validated in Section III-D.
C. Linearly Phased Aperture
For linearly phased distributions, the aperture field becomes (23) where is a real function and , specify the direction of the main radiation lobe. Now, a more effective implementation of the narrow-waisted beam discretization can be achieved by exploiting propagation-matched tilted beams, which has not been investigated in [3] . As for the 2-D field/1-D aperture problem in [1] , this is achieved by Gabor-expanding the real function only, and including the linear phasing in the beam integral (15) (26) can be obtained by the same procedure that leads to (17) , or even by inspection, recalling the 1-D aperture results [1] . As shown in Section III-D below, for linearly phased apertures, the tilted beam expansion (24) allows significantly coarser lattice sampling than (22), for the same degree of accuracy. For moderately nonlinear phasing it may still be convenient to split the phase function into a linear term (included in the beam propagator as above) and a nonlinear remainder (included in the Gabor-expanded function ), but no particular benefit is expected for strongly nonlinear phasing (e.g., strongly focused apertures).
D. Numerical Results
In order to compare the nontilted and tilted formulations in (22) and (24), respectively, we consider the linearly phased distribution in (23), with an polarized tapered square cosine amplitude distribution (31)
It follows from (6) , that the resulting vector electric field radiated into the half-space has , components only. All other parameters used in our simulations are listed in the figure captions. In our simulations, we assume , , and a fixed (symmetric) beam lattice period ( ). In Fig. 3(a) and (b), the components of the radiated fields synthesized under the same conditions with the same number ( ) of narrow-waisted nontilted (22) and tilted (24) beams are compared with the reference solution (Gaussian quadrature numerical integration of (6)), showing representative and cuts, respectively, at a fixed value of well within the aperture near-zone. The tilted beam synthesis is barely distinguishable from the reference solution, whereas the nontilted synthesis is noticeably more inaccurate. The accuracy is more clearly quantified in Fig. 3(c) and (d) , where the relative error magnitudes (32) are displayed as grayscale plots. It is observed that the tilted beam synthesis attains a maximum error 30 dB, whereas the nontilted beam synthesis error is evidently greater. In order to obtain comparable accuracy with nontilted beams, a considerably smaller beam lattice period ( ) should be used, resulting in an overall computation time increase of almost two orders of magnitude. The corresponding results for the component are shown in Fig. 4 , and the same considerations apply. The nonphased case ( ) yields the same results as in [3] . As a further more challenging test, we consider a quadratically phased, cosine-tapered aperture field distribution (33) with defined in (31), which produces focusing ( ) or defocusing ( ), with representing the conventional focal length. Fig. 5(a) shows the magnitude profile plot of the component of radiated electric field at the focal plane (chosen well within the aperture near-zone), computed via numerical Kirchhoff integration of (6). The wavefield is peaked around the point , clearly highlighting the focusing effects. Fig. 5(b) and (c) shows representative and cuts, respectively, where the reference solutions are compared with the narrow-waisted beam synthesis (22). Note that, as compared with the linearly phased example, a smaller beam lattice period with a correspondingly larger number of beams ( ) is required for the strongly nonlinear phasing in order to attain comparable accuracy. As shown in Fig. 5(d) , a value suffices to keep the maximum error below 30 dB. The corresponding results for the component are shown in Fig. 6 , and the same conclusions hold. It should be emphasized that the near-zone focal plane field poses a relatively strong challenge; for moderate observation distances away from the focal plane, a coarser discretization is adequate. 
IV. TD FORMULATION

A. TD Narrow-Waisted Beam Discretization: Linear-Delay Aperture Fields
Rigorous extension, into the TD, of the GB discretization for the time-harmonic aperture distribution in Section III would require a six-index Gabor series tied to a discretized lattice in the six-dimension (6-D) (space-time, wavenumber-frequency) phase space. However, for the narrow-waisted beams in Section III-B, which we shall use throughout, implementation of the Gabor algorithm simplifies substantially. In particular, we extend the TD formulation for 2-D field radiation by 1-D pulsed aperture distributions in [1] The results in this section are related to those in Section III through the Fourier transform in (4) filtered by the pulse spectrum . When the aperture field is expressed in the Gabor representation based on the CSP beam propagator in (26), the presence of its evanescent spectra motivates use of the one-sided analytic transform [11, p. 222] as in [1] (37) where is the conventional Fourier spectrum of the real signal [see (4)], and the real signal for real is recovered via (40), it has been customary to choose the complex displacement in (26) to be frequency independent so as to yield "isodiffracting" basis beam wavepackets which remain collimated over a range of frequencies [14] . Via (30), the isodiffracting excitation requires a frequency-dependent beam lattice. However, as noted before (see also [1] ), this leads to frequency-dependent Gabor coefficients which cannot be computed by aperture profile sampling when the narrow-waisted constraint is imposed. We therefore choose to be frequency independent, to obtain the approximate Gabor coefficients (41) but at the expense of a frequency-dependent , which is dealt with below. From here on, we continue by generalizing the 1-D aperture algorithm in [1] In contrast with the 1-D aperture problem [1] , the beam propagator in (49) does not contain fractional powers of the frequency; therefore, for the class of pulses in (42)-(44), the PB propagator can be evaluated more easily. In particular, by substituting (43), (44) and (49) Modulated Gaussian pulses can be treated similarly, but require a slightly more complex algebra involving error functions [15] .
B. TD Narrow-Waisted Beam Discretization: Nonlinear-Delay Aperture Fields
We now extend the results in Section IV-A to the more general aperture field distribution [cf. 
with the PB propagator taken from (53), and (62) For strongly nonlinear phasing, the splitting in (58) offers no computational advantages over the nontilted version (i.e., in (53)) applied to the entire phase function .
C. Assessment of Accuracy
The explicit closed form expressions developed in Section IV-A for the beam propagator integral in (40) are based on a sequence of approximations which have been expressed in terms of interdependent inequalities that involve all relevant problem parameters and are stated in (45) and (47). To systematize estimates of the range of validity in this multiscale problem, it is useful to define a nondimensional (ND) estimator which embodies all of the problem parameters and is structured around specifically scaled ND parameter combinations containing quantities of special interest.
The most stringent overall constraint in (45) and (47) is the smallness of the beam parameter over the whole bandwidth of interest [the second inequality in (47)], which actually determines the maximum allowable lattice period (i.e., the minimum number of beams) for specified , , and observation point. For specified observation plane at , recalling that , this constraint can be written as 
which highlights the important role of in the algorithm architecture. Actually, except for square apertures, does not represent the precise number of effective beams (i.e., those with nonzero Gabor coefficients) in the expansion (39), and it should be regarded as a conservative estimate. For robustness, it is required that the number of beams, , is large enough to render the narrow-waisted beam synthesis insensitive to "scramblings" of the beam-lattice parameters, i.e., to different combinations of these parameters within the narrow-waisted constraint. With this in mind, one observes from (68), for example, that decreasing the number of beams can be compensated for by a corresponding increase in , i.e., in the observation distance when is specified. In principle, the ND estimator in (68) can be used for linear as well as nonlinear delay aperture field distributions (see Section IV-D). However, the actual value of ensuring a prescribed accuracy may vary for different distributions. In particular, a finer discretization (i.e., larger ) is usually required in the presence of nonlinear phasing/delay, for the same degree of accuracy.
D. Numerical Results
Extensive numerical simulations have been performed in order to validate and calibrate the PB syntheses introduced in Sections IV-A and IV-B. Here we have selected some representative results, comparing the beam syntheses with a reference solution obtained via Gaussian quadrature numerical integration [12] of (3). In all simulations, the aperture field distributions are assumed to be polarized and therefore [see (3) ] the radiated fields contain only components. The assumed temporal excitation is the wideband Rayleigh pulse (four-times differentiated Gaussian) shown in Fig. 7 , obtained from (42)- (44) with (69) The examples presented below represent the TD counterparts of the FD cases discussed in Section III-D. In all simulations, we used a pulse-bandwidth value (see Fig. 7 ), which sets the reference level for the ND estimator .
We first consider the linear-delay aperture field distribution in (34), with taken as the polarized, cosine-tapered distribution in (31). Fig. 8 shows typical results for the component of the radiated field for , . The problem parameters are listed in the caption. In Fig. 8(a) , a grayscale snapshot of the reference field solution is observed in the near-zone of the aperture at a fixed value of and . To highlight details of the PB synthesis in (55), various 1-D cuts of the space-time wavefield are displayed in Fig. 8 . Similar results are observed for the component in Fig. 9 .
The convergence of the PB synthesis and the role of the nondimensional estimator are illustrated in Fig. 10 , which displays as a function of the rms (energy) error at fixed observation points in the near, intermediate, and far zone of the aperture (70) Each curve in Fig. 10 refers to a fixed observation point, and is parameterized in terms of by varying the remaining free parameter in (68), i.e., the number of beams . One observes that the error decreases almost monotonically with decreasing (i.e., increasing ). Moreover, the error versus is weakly dependent on the observation distance, confirming our previous experience that, for the same degree of accuracy, a coarser discretization can be used as the observation distance increases, subject to (68). Quantitatively, values of (as in Figs. 8  and 9 ) yield an error 20 dB, which is usually acceptable. As a final example, we consider an polarized, cosine tapered, aperture distribution with quadratic delay (71) where is defined in (31). The above distribution represents the TD counterpart of the FD focusing/defocusing distribution in (33), and constitutes a particularly stringent test for the nonlinear-delay aperture PB synthesis in (61). Fig. 11 contains representative results for the component of the radiated field, observed in the critical focal plane which has been chosen at moderate distance from the aperture, . In particular, Fig. 11(a) shows a snapshot of the reference solution at the time instant , where the focusing effects are clearly evident. The PB synthesis in (61), for a fixed value of the beam lattice period, is compared with the reference solution in a number of representative 1-D cuts shown in Fig. 11(b)-(d) , with excellent agreement. Similar observations apply to the component of the radiated field in Fig. 12 . Note that standard (nonuniform) ray asymptotics would fail due to the presence of caustic transition regions. As in the FD case (cf. Section III-D), the narrow-waisted pulsed beams still yield an accurate wavefield synthesis, with an increase (in this example of a factor 16) in the computational effort, as compared with the linear-delay distributions. In this example, we used 80 80 beams, yielding . The rms errors in (70) versus are shown in Fig. 13 for various observation points. It is observed, for both components, that away from the focal plane , the error and its numerical values behave similarly to those for the linear-delay case in Fig. 10 . In particular, the error behavior is weakly dependent on the observation point. In the more critical focal plane, the error behavior is quite different: it is uniformly larger and reaches a plateau ( 20 dB) for , indicating an intrinsic lower bound independent of the discretization. Such behavior was not observed in the FD, where the full CSP GB propagators are used, and therefore is probably related to the paraxial approximation in (46), whose implications are not accounted for in the ND estimator [derived from (47)]. For the moderate focusing in this example, this lower bound still yields reasonably accurate syntheses in the focal plane (see Figs. 11 and 12 ), but for considerably stronger focusing, decreased accuracy can be expected and has actually been encountered in numerical experiments. For these near-zone focal-plane field observations, our numerical simulations usually produced satisfactory accuracy ( dB) for focused distributions with . As seen from Fig. 13 , reasonable accuracy can be achieved away from the focal plane within the constraint observed in the linear-delay case. The above beam syntheses were obtained with computing times ranging from 2 ms (linearly phased aperture with 400 beams in Figs. 8 and 9 ) to 32 ms (focused aperture with 6400 beams in Figs. 11 and 12) per space-time sample on a 700 MHz PC. The reference solution was obtained via numerical quadrature of the Kirchhoff integration in (3), using a 7-point Gaussian formula [12] with discretization steps , resulting in computing times of about 600 ms per space-time field sample. 
V. CONCLUSION
Referring for background to the abstract and introduction (Section I), we have developed here a discretized Gabor-based narrow-waisted PB algorithm for synthesis of 3-D vector fields radiated by truncated planar 2-D aperture distributions with amplitude-tapered coordinate-separable linearly and nonlinearly phased profile functions. Building upon the FD 2-D aperture radiation analysis in [2] , [3] and the time domain 1-D aperture radiation study in [1] , we have obtained the simple, readily computable, robust, explicit asymptotic PB expansions in (55) and (61). Calibration against reference solutions for a variety of numerical test configurations have established the accuracy and range of validity of the PB algorithms. The validity constraints have been formalized through the nondimensional estimator in (68), which combines all relevant problem parameters in terms of physically meaningful spatially and temporally scaled groupings. Computationally, the proposed PB syntheses appear attractive when compared with numerical Kirchhoff integrations, with typical computing times from about 20 to 300 times smaller.
Our next goal is the interaction of the radiated PBs with complex propagation environments. In this connection, forward and inverse scattering applications to 1-D aperture/2-D field configurations have been addressed in [16] - [18] . Extensions to 2-D aperture/3-D field configurations, by combining the PB discretization algorithm in the present paper with Kirchhoff Physical Optics techniques, are currently under consideration.
