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Abstract
In this paper, the existence of positive solutions for a nonlinear general discrete boundary value problem is established. Such
results extend and improve some known facts for the two-point and three-point boundary value problems. Particularly, the boundary
value conditions can be nonlinear and the method is new. For explaining the main results, some numerical examples are also given.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
It is well know that the partial difference equation of the form
1u
t
k = r22utk−1 + fk
(
utk
) (1)
can describe the reaction–diffusion problem, see the monograph [1], where 1utk = ut+1k − utk and 22utk−1 = utk+1 −
2utk + utk−1. Let utk be the temperature of the body at the integral position k and the integral time t . At the same time,
we assume that there are two ice mountains in the positions 0 and n + 1, respectively. Naturally, we have{
1u
t
k = r22utk−1 + fk
(
utk
)
, k = 1,2, . . . , n, t = 0,1, . . . ,
ut0 = 0 = utn+1, t = 0,1, . . . .
(2)
If the diffusion is on a ring, we can obtain the periodic initial boundary problem{
1u
t
k = r22utk−1 + fk
(
utk
)
, k = 1,2, . . . , n, t = 0,1, . . . ,
ut0 = utn, ut1 = utn+1, t = 0,1, . . . .
(3)
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However, in the diffusion we usually hope to observe the temperature of some bodies. For example, let m, l ∈ [1, n] =
{1,2, . . . , n} and we hope to shadow um and ul . Naturally, we can assume that the boundary value conditions
ut0 = g
(
utm
)
, utn+1 = h
(
utl
)
.
Thus, we have{
1u
t
k = r22utk−1 + fk
(
utk
)
, k = 1,2, . . . , n, t = 0,1, . . . ,
ut0 = g
(
utm
)
, utn+1 = h
(
utl
)
, t = 0,1, . . . . (4)
The existence and uniqueness of solutions of the system (4) is easy to see. Indeed, if the initial real distribution
{u0k}nk=1 is known, then we may calculate successively the sequence
u00, u
0
n+1;u11, u12, . . . , u1n,u10, u1n+1; . . .
in a unique manner, which will give rise to a unique real solution {utk}t∈N,k∈[0,n+1].
If the lateral system is insulated, the steady temperature in the system (4) will satisfy the equation
r2uk−1 + fk(uk) = 0, k = 1,2, . . . , n, (5)
or
2uk−1 + λfk(uk) = 0, k = 1,2, . . . , n, (6)
with the boundary value conditions
u0 = g(um), un+1 = h(ul). (7)
The system (6)–(7) can be called a general discrete boundary value problem. Indeed, if we assume g(um) =
0 = h(ul), then (6)–(7) reduces to the Dirichlet problem; when m = n, l = 1, g(un) = u0 and h(u1) = un+1, (6)–(7)
becomes the periodic boundary value problem; g(um) = 0 or h(ul) = 0 implies that (6)–(7) is the three-point boundary
problem.
It is well known that the two-point boundary value problems have been extensively studied. In fact, it is of interest
to note here that the three-point or multi-point boundary value problems in the continuous case have been extensively
studied in the recent papers [2–11] since the early 1980s. Recently, in [12] we have considered the existence of positive
solutions for the nonlinear discrete three-point boundary value problem{
2xk−1 + f (xk) = 0, k ∈ [1, n],
x0 = 0, axl = xn+1,
(8)
where n ∈ {2,3, . . .}, l ∈ [1, n] = {1,2, . . . , n}, and f ∈ C(R+,R+). For Eq. (8), the existence of one or two positive
solutions was established when f is superlinear or sublinear.
In this paper, we will consider the existence of positive solutions for (6)–(7). By a solution u of (6)–(7), we mean
a real sequence u which is defined on [0, n + 1] and satisfies (6) with the boundary value condition (7). A solution
{uk}n+1k=0 of (6)–(7) is called to be positive if uk  0 for k ∈ [1, n] and u1 + u2 + · · · + un > 0.
It is well known that the Green functions are important for solving the boundary value problems. However, it is
worthwhile to point out that we will not try to construct a new Green function for our boundary value problem, unlike
the listed references. In Section 2, we will give some preliminary facts which are useful for instructing our main
results. In Section 3, the main results will be obtained for the sublinear and superlinear cases of fk with k ∈ [1, n].
Finally, in Section 4, some applications will be considered. Particularly, the explanatory statement is given.
2. Preliminaries
In order to obtain our main results, we present some preliminary results in this section. Let
gij =
{
j (n+1−i)
n+1 , 0 j  i  n + 1,
i(n+1−j)
, 0 i  j  n + 1.
(9)
n+1
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(T u)i = λ
n+1∑
j=0
gijfj (uj ) + i
n + 1h(ul) +
n + 1 − i
n + 1 g(um), i ∈ [0, n + 1]. (10)
Then a solution {ui}n+1i=0 of (10) is also a solution of (6)–(7). Indeed, we assume that the sequence {ui}n+1i=0 is a solution
of (10). In view of the definition of gij , we clearly have
u0 = g(um) and un+1 = h(ul)
from (9) and (10). For 1 i  n, we have
ui−1 = λ
n+1∑
j=0
gi−1,j fj (uj ) + 1
n + 1
(
h(ul) − g(um)
)
and
2ui−1 = −λfi(ui).
On the other hand, we note that u0 = g(um) and un+1 = h(ul). Thus, we only need to obtain the numbers
u1, u2, . . . , un. In this case, in view of the system (10), we can obtain a vector equation or system of algebra equations
of the form
u = λAFu + h(ul)
n + 1u
0 + g(um)
n + 1 v
0 = T u, (11)
where
A = (gij )n×n, u = (u1, u2, . . . , un)T , u0 = (1,2, . . . , n)T , v0 = (n,n − 1, . . . ,1)T
and
Fu = (f1(u1), f2(u2), . . . , fn(un))T .
In this case, a solution of (11) is also a solution of system (6)–(7).
Notice that the matrix A has a positive eigenvalue
λ1 = 14 sin2 π2(n+1)
which corresponds to a positive eigenvector
w0 =
(
sin
π
n + 1 , sin
2π
n + 1 , . . . , sin
nπ
n + 1
)T
.
That is
Aw0 = λ1w0.
Let
P := {u = (u1, u2, . . . , un)T ∈ Rn: ui  0, i ∈ [1, n]}
and
P0 =
{
u = (u1, u2, . . . , un)T ∈ P :
〈
u,w0
〉
 ω‖u‖},
where 〈·〉 denotes the inner product in Rn and ω > 0 is given by
ω = min
{
λ1π
n + 1 ,
n + 1
2n
tan
nπ
2(n + 1)
}
.
Clearly both P and P0 are cones of Rn, normed by
‖u‖ = max{|u1|, |u2|, . . . , |un|} for u ∈ Rn.
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sin
iπ
n + 1 
π
n + 1gij for all i, j ∈ [1, n]. (12)
That is to say
w0i 
π
n + 1gij for all i, j ∈ [1, n]. (13)
Proof. Note that sinπx  πx(1 − x) for all x ∈ [0,1]. Thus we have
sin
iπ
n + 1 
πi(n + 1 − i)
(n + 1)2 
π min{i, j}(n + 1 − max{i, j})
(n + 1)2
= π
n + 1gij for all i, j ∈ [1, n].
The proof is complete. 
Lemma 2. A(P ) ⊂ P0 (in particular, A(P0) ⊂ P0), where the matrix A is identified with the linear transformation
A : Rn → Rn.
Proof. Suppose u = (u1, u2, . . . , un)T ∈ P, then (13) implies that〈
Au,w0
〉= 〈u,AT w0〉= 〈u,Aw0〉= λ1〈u,w0〉
= λ1
n∑
i=1
uiw
0
i 
λ1π
n + 1
n∑
i=1
gjiui
= λ1π
n + 1 (Au)j for j ∈ [1, n].
Thus we obtain
〈
Au,w0
〉
 λ1π
n + 1‖Au‖ ω‖Au‖ for u ∈ P.
The proof is complete. 
Simple calculations show
〈
u0,w0
〉= n∑
i=1
i sin
iπ
n + 1 =
n + 1
2
tan
nπ
2(n + 1)
= n + 1
2n
∥∥u0∥∥ tan nπ
2(n + 1)  ω
∥∥u0∥∥
and
〈
v0,w0
〉= n∑
i=1
(n + 1 − i) sin iπ
n + 1 =
n + 1
2
tan
nπ
2(n + 1)
= n + 1
2n
∥∥v0∥∥ tan nπ
2(n + 1)  ω
∥∥v0∥∥.
Therefore u0 ∈ P0 and v0 ∈ P0. This, together with Lemma 1, implies that the operator T , defined by (10), satisfies
T (P ) ⊂ P0 (in particular T (P0) ⊂ P0). So our work will be carried out in P0 rather in P .
The following fixed point theorem, due to Krasnoselskii and Zabreiko [13], is of vital importance in the proofs of
our main results.
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completely continuous operator with 0 < r < R, where Bρ = {x ∈ E: ‖x‖ < ρ} for ρ > 0. If either T u  u for each
u ∈ ∂Br ∩P and T u  u for each u ∈ ∂BR ∩P , or T u  u for each u ∈ ∂Br ∩P and Au  u for each u ∈ ∂BR ∩P ,
then the operator T has at least one fixed point on (BR\Br) ∩ P.
3. Main results
First of all, we assume h,g,fk ∈ C(R+,R+) for all k ∈ [1, n]. In order to state our main results, we list our
hypotheses now.
(H1) There exist
μ1 ∈
(
0,
n + 1
l
)
, μ2 ∈
(
0,
n + 1
n + 1 − m
)
and r > 0 such that
h(x) μ1x and g(x) μ2x
for all x ∈ [0, r] and
α1α4 − α2α3 > 0 (14)
where
α1 = 1 − μ1l
n + 1 , α2 =
μ2(n + 1 − l)
n + 1 , α3 =
μ1m
n + 1 and α4 = 1 −
μ2(n + 1 − m)
n + 1 .
(H2) There exist
ξ1 ∈
(
0,
n + 1
l
)
, ξ2 ∈
(
0,
n + 1
n + 1 − m
)
and C > 0 such that
h(x) ξ1x + C and g(x) ξ2x + C
for all x ∈ R+ and
β1β4 − β2β3 > 0, (15)
where
β1 = 1 − ξ1l
n + 1 , β2 =
ξ2(n + 1 − l)
n + 1 , β3 =
ξ1m
n + 1 and β4 = 1 −
ξ2(n + 1 − m)
n + 1 .
(H3) lim infx→+∞ fi(x)/x > 0 for i ∈ [1, n].
(H4) lim supx→0+ fi(x)/x = 0 for i ∈ [1, n].
(H5) lim infx→0+ fi(x)/x > 0 for i ∈ [1, n].
(H6) lim supx→+∞ fi(x)/x = 0 for i ∈ [1, n].
The main results in this paper are as follows.
Theorem 1. If (H1), (H3) and (H4) hold, then there is λ∗ > 0 such that the problem (6)–(7) has at least one positive
solution for each λ ∈ (λ∗,+∞).
Proof. Let
νk = lim inf fk(x) , k ∈ [1, n].
x→+∞ x
474 G. Zhang, Z. Yang / J. Math. Anal. Appl. 339 (2008) 469–481In view of (H3), we have νk > 0 for k ∈ [1, n] and let
ν∗ = min{ν1, . . . , νn} > 0 and λ∗ > 1
λ1ν∗
.
In the following, we will prove that (11) has at least one positive solution for each λ > λ∗.
First of all, by (H3) there are the positive numbers ε with
0 < ε < ν∗ − 1
λ∗λ1
and c such that
fi(x) (ν∗ − ε)x − c
for i ∈ [1, n] and x  0. Hence we have
T u = λAFu + h(ul)
n + 1u
0 + g(um)
n + 1 v
0  λ
(
ν∗ − ε)Au − λcA(1, . . . ,1)T (16)
for all u = (u1, . . . , un) ∈ P0 and λ 0. Set
M = {u = (u1, . . . , un) ∈ P0: u T u}.
We claim that M is a bounded set in P0. Indeed, if u ∈ M , then (16) implies that
u λ
(
ν∗ − ε)Au − λcA(1, . . . ,1)T .
Thus we have
〈
u,w0
〉
 λ
(
ν∗ − ε)〈Au,w0〉− λc n∑
i=1
sin
iπ
n + 1
= λ(ν∗ − ε)〈u,Aw0〉− λc tan nπ
2(n + 1)
= λλ1
(
ν∗ − ε)〈u,w0〉− λc tan nπ
2(n + 1) .
Therefore〈
u,w0
〉
 λc
λλ1(ν∗ − ε) − 1 tan
nπ
2(n + 1)
which implies that
‖u‖ n + 1
2λ1
〈
u,w0
〉
 n + 1
2λ1
· λc
λλ1(ν∗ − ε) − 1 tan
nπ
2(n + 1)
for all u ∈ M ⊂ P0 and λ > λ∗. This proves the boundedness of M . Thus, choosing R > sup{‖u‖: u ∈ M}, we have
u  T u for all u ∈ ∂BR ∩ P0. (17)
On the other hand, (H1) implies that
T u λAFu + μ1ul
n + 1u
0 + μ2um
n + 1 v
0 for all u ∈ Br ∩ P0,
where Br = {u ∈ Rn: ‖u‖ < r}. By (H4) there exists ρ ∈ (0, r) such that
fi(x) θx for all x ∈ [0, ρ] and i ∈ [1, n],
where
θ = 2
λn(n + 1) + λμ1n2(α4+α2)+λμ2n2(α1+α3)
.α1α4−α2α3
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T u λθAu + μ1ul
n + 1u
0 + μ2um
n + 1 v
0 for all u ∈ Bρ ∩ P0 and λ 0.
Now we claim
u  T u for all u ∈ ∂Bρ ∩ P0 and λ 0. (18)
If the claim is false, then there would exist u¯ ∈ ∂Bρ ∩ P0 such that u¯ T u¯ for λ > λ∗. Hence we have
u¯ λθAu¯ + μ1u¯l
n + 1u
0 + μ2u¯m
n + 1 v
0. (19)
Consequently,
u¯l  λθ
n∑
j=1
glj u¯j + μ1l
n + 1 u¯l +
μ2(n + 1 − l)
n + 1 u¯m
= λθ
n∑
j=1
glj u¯j + (1 − α1)u¯l + α2u¯m
and
u¯m  λθ
n∑
j=1
gmj u¯j + μ1m
n + 1 u¯l +
μ2(n + 1 − m)
n + 1 u¯m
= λθ
n∑
j=1
gmj u¯j + α3u¯l + (1 − α4)u¯m.
Therefore,
u¯l 
λθ
α1
n∑
j=1
glj u¯j + α2
α1
u¯m
and
u¯m 
λθ
α4
n∑
j=1
gmj u¯j + α3
α4
u¯l .
The preceding two inequalities, along with (14), imply that
u¯l 
λθα4
α1α4 − α2α3
n∑
j=1
glj u¯j + λθα2
α1α4 − α2α3
n∑
j=1
gmj u¯j
and
u¯m 
λθα1
α1α4 − α2α3
n∑
j=1
gmj u¯j + λθα3
α1α4 − α2α3
n∑
j=1
glj u¯j .
Recalling (19), we have
u¯ λθAu¯ + λθμ1
(n + 1)(α1α4 − α2α3)
(
α4
n∑
j=1
glj u¯j + α2
n∑
j=1
gmj u¯j
)
u0
+ λθμ2
(n + 1)(α1α4 − α2α3)
(
α1
n∑
gmj u¯j + α3
n∑
glj u¯j
)
v0.j=1 j=1
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‖u¯‖ λθn(n + 1)
4
‖u¯‖ + λθμ1n
2(α4 + α2)
4(α1α4 − α2α3) ‖u¯‖ +
λθμ2n2(α1 + α3)
4(α1α4 − α2α3) ‖u¯‖
= λθ
[
n(n + 1)
4
+ μ1n
2(α4 + α2) + μ2n2(α1 + α3)
4(α1α4 − α2α3)
]
‖u¯‖
= ‖u¯‖
2
.
Thus we have u¯ = 0, contradicting u ∈ ∂Bρ ∩ P0. As a result, (18) is true.
Now (17) and (18), along with Lemma 3, imply that (11) has at least one positive solution. This completes the
proof. 
Theorem 2. If (H2), (H5) and (H6) hold, then there is λ∗ > 0 such that the problem (6)–(7) has at least one positive
solution for each λ ∈ (λ∗,+∞).
Proof. By (H5), there exist the positive numbers r and ε such that
fi(x)
(
μ∗ + ε)x for x ∈ [0, r] and i ∈ [1, n], (20)
where
μ∗ = min
{
lim inf
x→0+
fi(x)
x
, i = 1,2, . . . , n
}
.
Let
ξ∗ = 1
λ1μ∗
.
We will prove that (11) has at least one positive solution for each λ ∈ (ξ∗,+∞).
Suppose λ ∈ (ξ∗,+∞). Then (20) implies that
T u λ
(
μ∗ + ε)Au for u ∈ Br ∩ P
which implies that
u  T u for u ∈ ∂Br ∩ P. (21)
Otherwise, then there is u ∈ ∂Br ∩ P such that u T u. That is,
u λAFu + h(ul)
n + 1u
0 + g(um)
n + 1 v
0
 λ
(
μ∗ + ε)Au λμ∗Au.
Thus we have〈
u,w0
〉
 λμ∗
〈
Au,w0
〉= λμ∗〈u,Aw0〉= λλ1μ∗〈u,w0〉= λ
ξ∗
〈
u,w0
〉
which implies that 〈u,w0〉 = 0. This with u ∈ P0 implies u = 0, contradicting u ∈ ∂Br ∩ P. As a result (21) is true.
On the other hand, by (H6) there is C1 > 0 such that
fi(x) ηx + C1 for all x ∈ R+ and i ∈ [1, n].
Thus
T u ληAu + ξ1ul
n + 1u
0 + ξ2um
n + 1v
0 + λC1A(1,1, . . . ,1)T + C
n + 1u
0 + C
n + 1v
0 (22)
for all u ∈ P0. Let
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We are in a position to prove that M is bounded in P0.
Indeed, if u¯ ∈ M, then (22) implies that
u ληAu + ξ1ul
n + 1u
0 + ξ2um
n + 1v
0 + λC1A(1,1, . . . ,1)T + C
n + 1u
0 + C
n + 1v
0,
where
η = 8(β1β4 − β2β3)
λn(n + 1)(β1β4 − β2β3) + λξ1β1n2 + λξ1β3n2 + λξ2β1n2 + λξ2β3n2 .
Thus
u¯l  λη
n∑
j=1
glj u¯j + ξ1lu¯l
n + 1 +
ξ2(n + 1 − l)u¯m
n + 1 + λC1
n∑
j=1
glj + Cl
n + 1 +
C(n + 1 − l)
n + 1
 λη
n∑
j=1
glj u¯j + (1 − β1)u¯l + β2u¯m + C2
and
u¯m  λη
n∑
j=1
gmj u¯j + ξ1mu¯l
n + 1 +
ξ2(n + 1 − m)u¯m
n + 1 + λC1
n∑
j=1
gmj + Cm
n + 1 +
C(n + 1 − m)
n + 1
 λη
n∑
j=1
gmj u¯j + β3u¯l + (1 − β4)u¯m + C2,
where
C2 = max
{
λC1
n∑
j=1
glj + Cl
n + 1 +
C(n + 1 − l)
n + 1 , λC1
n∑
j=1
gmj + Cm
n + 1 +
C(n + 1 − m)
n + 1
}
.
Moreover,
u¯l 
λη
β1
n∑
j=1
glj u¯j + β2
β1
u¯m + C2
β1
and
u¯m 
λη
β4
n∑
j=1
gmj u¯j + β3
β4
u¯l + C2
β4
.
By (15) we have
u¯l 
ληβ4
∑n
j=1 glj u¯j + ληβ2
∑n
j=1 gmj u¯j + β2C2 + β4C2
β1β4 − β2β3

ληβ4
∑n
j=1 glj u¯j + ληβ2
∑n
j=1 gmj u¯j
β1β4 − β2β3 + C3
 ληβ4n(n + 1)
4(β1β4 − β2β3)‖u¯‖ +
ληβ2n(n + 1)
4(β1β4 − β2β3)‖u¯‖ + C3
and
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ληβ1
∑n
j=1 gmj u¯j + ληβ3
∑n
j=1 glj u¯j + β3C2 + β1C2
β1β4 − β2β3

ληβ1
∑n
j=1 gmj u¯j + ληβ3
∑n
j=1 glj u¯j
β1β4 − β2β3 + C3
 ληβ1n(n + 1)
4(β1β4 − β2β3)‖u¯‖ +
ληβ3n(n + 1)
4(β1β4 − β2β3)‖u¯‖ + C3,
where
C3 = max
{
β2C2 + β4C2
β1β4 − β2β3 ,
β3C2 + β1C2
β1β4 − β2β3
}
.
Recalling (22) we have
‖u¯‖ ληn(n + 1)
4
‖u‖ + ξ1
n + 1
[
ληβ1n2(n + 1)
4(β1β4 − β2β3)‖u¯‖ +
ληβ3n2(n + 1)
4(β1β4 − β2β3)‖u¯‖ + C3
]
+ ξ2
n + 1
[
ληβ1n2(n + 1)
4(β1β4 − β2β3)‖u¯‖ +
ληβ3n2(n + 1)
4(β1β4 − β2β3)‖u¯‖ + C3
]
+ λn(n + 1)
4
+ Cn
n + 1 +
Cn
n + 1
= ‖u¯‖
2
+ C4,
where
C4 = ξ1C3 + ξ2C3
n + 1 +
λn(n + 1)
4
+ Cn
n + 1 +
Cn
n + 1 .
Thus
‖u¯‖ 2C4.
This proves that M is bounded. Taking R > 2C4, we have
u  T u for all ∂BR ∩ P0. (23)
Now (21) and (23), along with Lemma 3, imply (11) has at least one positive solution. This completes the proof. 
4. Applications
Our main results are valid for the Dirichlet boundary value problems. To this end, we assume that h(x) = g(x) ≡ 0,
the conditions (H1) and (H2) naturally are satisfied. Thus, we have the following result.
Corollary 1. Assume that the conditions (H3) and (H4) or (H5) and (H6) hold. Then there exists λ∗ > 0 such that the
Dirichlet boundary value problem{
2uk−1 + λfk(uk) = 0, k ∈ [1, n],
u0 = 0, 0 = un+1,
has at least one positive solution for each λ ∈ (λ∗,+∞).
When u0 = g(un) = un and un+1 = h(u1) = u1, our problem reduces to the periodic boundary value problem. In
this case, we have
μ1 = μ2 = 1 ∈ (0, n + 1), α1 = α4 = 1 − 1
n + 1
and
α2 = α3 = n
n + 1
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α1α4 − α2α3 = 0.
Unfortunately, such results are not valid for the periodic boundary value problems. However, when one of u0 = g(un)
and un+1 = h(u1) is nonlinear and the conditions of Theorems 1 or 2 are satisfied, our results are also valid.
In the following, we consider the three-point boundary problem:{
2uk−1 + λfk(uk) = 0, k ∈ [1, n],
u0 = 0, un+1 = h(ul)
(24)
and immediately obtain the following corollaries.
Corollary 2. Assume that the conditions (H3) and (H4) hold and there exist r > 0 and
μ1 ∈
(
0,
n + 1
l
)
such that h(x) μ1x for all x ∈ [0, r]. Then there exists λ∗ > 0 such that the three-point boundary value problem (24)
has at least one positive solution for each λ ∈ (λ∗,+∞).
Corollary 3. Assume that the conditions (H5) and (H6) hold and there exist C > 0 and
ξ1 ∈
(
0,
n + 1
l
)
such that h(x)  ξ1x + C for all x ∈ R+. Then there exists λ∗ > 0 such that the three-point boundary value prob-
lem (24) has at least one positive solution for each λ ∈ (λ∗,+∞).
Finally, we present an example to illustrate the conditions (H1). Suppose l > m and let
h(x) = n + 1
2l
x, g(x) = n + 1
2(n + 1 − m)x.
Taking
μ1 = n + 12l , μ2 =
n + 1
2(n + 1 − m).
Then
α1 = α4 = 12 , α2 =
n + 1 − l
2(n + 1 − m), α3 =
m
2l
and
α1α4 − α2α3 = (n + 1)(l − m)4l(n + 1 − m) > 0.
So in this case (H1) holds.
Moreover, if lim supx→0+ h(x)/x = lim supx→0+ g(x)/x = 0, then it is easy to see that (H1) is satisfied. When the
functions h and g are sublinear, the condition (H2) clearly holds.
5. Numerical examples
In this section, we will give some numerical examples for explaining our mail results.
Example 1. Consider the three-point boundary value problem of the form{
2uk−1 + λfk(uk) = 0, k = 1,2,3,4, (25)
u0 = 0, u5 = u1,
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there exists λ∗ > 0 such that the three-point boundary value problem (25) has at least one positive solution for each
λ ∈ (λ∗,+∞). In fact, for λ = 1 (25) can be rewritten by the system of equations⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−2u1 + u2 + u21 = 0,
u1 − 2u2 + u3 + u22 = 0,
u2 − 2u3 + u4 + u23 = 0,
u3 − 2u4 + u1 + u34 = 0,
which has the numerical positive solution: u2 = 0.3118, u4 = 0.27341, u1 = 0.17042, u3 = 0.35596.
In Example 1, the function h is linear. In the following, we see a nonlinear example.
Example 2. Consider the problem{
2uk−1 + λu2k = 0, k = 1,2,3,4,
u0 = 0, u5 = u
2
3
1 ,
which satisfies all conditions of Corollary 2 and has the numerical solution
u2 = 0.13747, u1 = 7.1278 × 10−2, u3 = 0.18477, u4 = 0.19793
when λ = 1.
Example 3. Consider the three-point boundary value problem of the form⎧⎨
⎩
2uk−1 + λu
1
3
k = 0, k = 1,2,3,4,
u0 = 0, u5 = u
1
3
1 ,
(26)
which satisfies all conditions of Corollary 3. When λ = 1, (26) can be rewritten by the system of equations⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−2u1 + u2 + λu
1
3
1 = 0,
u1 − 2u2 + u3 + λu
1
3
2 = 0,
u2 − 2u3 + u4 + λu
1
3
3 = 0,
u3 − 2u4 + u
1
3
1 + λu
1
3
4 = 0,
(27)
which has the numerical solution: u1 = 3.6973, u2 = 5.8483, u3 = 6.1976, u4 = 4.7101.
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