Malware has become a major threat to cyberspace security, not only because of the increasing complexity of malware itself, but also because of the continuously created and produced malicious code. In this paper, we propose two novel methods to solve the malware identification problem. One is to solve to malware classification. Different from traditional machine learning, our method introduces the ensemble models to solve the malware classification problem. The other is to solve malware family clustering. Different from the classic malware family clustering algorithm, our method introduces the t-SNE algorithm to visualize the feature data and then determines the number of malware families. The two proposed novel methods have been extensively tested on a large number of real-world malware samples. The results show that the first one is far superior to the existed individual models and the second one has a good adaptation ability. Our methods can be used for malicious code classification and family clustering, also with higher accuracy.
I. INTRODUCTION
Malware software refers to software programs that purposely implement the harmful intentions of an attacker [1] , [2] , especially on the IOT [3] , [4] and network security [5] , [6] . The intent of such malware includes disrupting the normal operation of the system, attempting to acquire resources of the computer system or network, obtaining such resources without the user's permission, and stealing private sensitive information [7] , [8] . Therefore, malware software poses a huge threat to the security of the host, the security of the network and privacy [9] , [10] , and the smart devices [11] , [12] . According to the literature, in the past few quarters, the total number of malware software samples has increased by 34% to more than 774 million samples. At the same time, with the rapid development of the software industry, malware software has also developed extensively, and it has become extremely complicated.
With the dramatic increase in the amount of malware, substantial research has focused on malware detection technology. In general, malware detection techniques can be divided The associate editor coordinating the review of this manuscript and approving it for publication was Xiaojiang Du. into two categories: static malware analysis and dynamic malware analysis. On one hand, static malware analysis is more efficient and safer than other methods because it can be analyzed without executing code. But it is also susceptible to evasion techniques. On the other hand, dynamic malware analysis is better able to detect unknown malware. However, because the analysis process is performed in a virtual environment, it results in more and more consumption of system resources.
The analysis and detection of malware have always been a challenge for security experts. Traditional attempts have focused on static and dynamic analysis. Then, the rapid growth and evolution of malware has forced researchers to introduce new analysis and detection solutions. Machine learning is one of the innovative technologies applied in this direction [14] . Substantial amounts of works have focused on building the frameworks for analysis [15] , [16] , obtaining static features [17] , [18] , and classifying malware families [19] - [21] . The previous experiments show that the text classification method is very effective in improving the detection accuracy of fuzzy samples. For comparison, the various ML algorithms, including naive Bayes, random forest, and support vector machine (SVM), have been VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ utilized to detect sequences of malicious application programming interface (API) calls [18] . By using n-gram instead of byte sequences, the performance of naive Bayes, decision tree, and SVM in malware detection are compared [22] . As methods of detecting malware by using data mining technology [23] , it was first proposed to use three different types of static features: PE headers, string sequences and byte sequences. In alternative approaches to exploring and utilizing sample visual features [24] , most studies have considered that malware can be clustered based on families or similarity [25] - [27] . Also, Artificial neural networks [28] , [29] have been used for malware detection.
Recently, novel ideas have been applied to malware detection [30] . For example, the image processing technology is used to detect malicious software [31] .
In terms of malware detection, preliminary works have achieved sufficient performance. However, in general, firstly, whether it is static malware analysis or dynamic malware analysis, most methods only used a single algorithm to identify malware. Meanwhile, in terms of both accuracy and other relevant evaluation metrics, the previous malware identification methods still have significant limitations. Secondly, the identification of malware does not only include classification, clustering is also a very effective technique which can discover unknown malware. Therefore, one of the challenges in the research on malware families clustering is the determination of the number of malware families.
In order to solve the above-mentioned problems, this paper adopts the idea of multi-model ensemble to identify malware and introduces t-SNE algorithm to determinate the number of malware families. The contribution of this work is as follows.
(a) For malware classification, we introduce the ensemble model to overcome the deficiency of single training model. As a result, the ensemble model is far superior to the existed individual models. First, the feature engineering is performed on the data set A. Then, the feature matrix generated by feature engineering is used to independently train multiple classifiers. The recognition results of the classifiers are integrated by some ensemble strategy, and the integrated result output is used as the final recognition result.
(b) For malware family clustering, we use the data visualization method to determine the number of malware families and find that the method has a good adaptation ability. Similarly, the data set needs to be characterized first. Then, we use a visualization algorithm t-SNE to visualize the feature matrix generated by feature engineering. Through the visualization process, the number of malware families can be estimated. Finally, some clustering algorithms are used to perform the clustering of malware families.
The reminder of this paper is organized as follows. In Section 2, we mainly give the description of two problems that this paper focuses on. In section 3, we describe the dataset used in this paper. In section 4, we give the model establishment of this work, including the feature engineering and the two models for two problems above. In section 5, the experimental results on dataset is analyzed. The section 6 gives the conclusion and our future work.
II. PROBLEM DESCRIPTION
In this paper, we try to solve the following two problems in malware detection by using machine learning. Fig.1 is the excerpt from the xml file output after an exe file is run through the sandbox. (a) Problem One: with the dynamic behaviors of a large number of PC malware viruses, the first main important problem is how to extract malware features of malware from documents and train classifier to classify a virus based on these features. In this paper, the documents are the xml files outputted by an exe file after the sandbox is run is used to determine whether the file is malware. In order to solve this problem, the key two parts are the feature engineering and the training classifier, and here we used the ensemble strategy to construct the classifier with high accuracy.
(b) Problem Two: according to the dynamic behaviors of a large number of PC malware viruses, the second important problem is how to quickly identify and accurately detect the same family's malware mutation, namely the malware family clustering, where the corresponding clustering algorithm is designed to judge the family id of the xml file output by an exe file after passing through the sandbox operation. And the key point for this problem is the determination of the number of cluster centers k.
III. DATASET DESCRIPTION A. DATASET USED IN MALWARE CLASSIFICATION
The data set for malware classification contains a total of 30,000 sample data, including 10,000 black samples and 20,000 white samples. The total sample size is about 20G [32] . The file type is XML file. It includes the execution action sequence of a certain software, such as return value, call time, call process number, call API name and other information. 
B. DATASET USED IN MALWARE FAMILY CLUSTERING
The data set for family clustering has a total of 60,000 samples, the data set size is about 50G, and the file type is XML file [32] . The data are also from the DataCon big data security analysis competition held by qianxin.
IV. MODEL ESTABLISHMENT A. FEATURE ENGINEERING
In the data exploration stage, by statistically analyzing the proportion of the features corresponding to each field in the black and white samples, it can be found that the features corresponding to the relevant fields have significant differences in the black and white samples regardless of the type of features or the number of features. In this paper, we statistically analyze the distribution of features corresponding to four fields: api_name, call_pid, ret_value, and exInfo. The api_name field represents the API name that is called when the program executes. When statistical analysis is performed on the features corresponding to the api_name field, it is found that, although there is no significant difference in the feature types corresponding to the api_name field in the black and white samples, there is a very large difference in the number of different features of the black and white samples.
The call_pid field represents the process number that is called when the program executes. In the statistical analysis of the features corresponding to the call_pid field, it is found that there is a very large difference in the number and types of different features of the black and white samples. An interesting phenomenon is also found. As long as the program calls the process with the pid of 1244, the program must be malware software; after the subsequent subdivision, it is found that when the program calls the process with pid 1396, if the number of occurrences of the feature is 254, 256, 257, 258, 259, or 262, it must be a normal program.
The ret_value field represents the return value that is called when the program executes. In the statistical analysis of the features corresponding to the ret_value field, there is also a significant difference in the number of features corresponding to the ret_value field in the black and white samples.
The exInfo field represents the extra program call information during the execution of the original program. Subjectively, the corresponding feature of the field is definitely helpful in distinguishing between the malware software and the normal program. When the feature statistics analysis of the exInfo field is performed, it is found that there are very large differences in the number and types of different features in the black and white samples. It is also found that if the number of occurrences of the feature reg is greater than or equal to 2 or the number of occurrences of the feature add is greater than or equal to 6, the program must be malware.
In summary, the following results are obtained for the exploration results between the feature distributions corresponding to each field.
Our feature engineering mainly consists of two parts. First, TF-IDF algorithm and n-gram algorithm are used to process all feature fields, TF-IDF algorithm is used to obtain the frequency and difference characteristics of feature fields, while n-gram algorithm can be used to obtain the context relationship between the fields. Second, artificial features can introduce the experience information of relevant fields, which can greatly enrich the diversity of features and improve the performance of the model.
B. BUILDING A MODEL FOR PROBLEM ONE
The malware software is classified by multi-model ensemble. The ensemble strategy adopts stacking that is shown in Fig. 7 . The input layer uses the TF-IDF algorithm and Word2Vec to extract features and then integrates the features of the two algorithms; it then inputs them into the Layer 1 layer. Layer 1 includes 10 base classifiers, including Multi-nomiaNB, BernoulliNB, KNN, GBDT, SVM, and XGBoost. The selection strategy of the model is determined according to the purpose of the problem. Because the problem can ultimately be expressed as a dichotomy problem, 10 generic classification models are selected as the base model in the first layer. After stacking, the output of Layer 1 is used as the input of Layer 2, and Layer 2 includes base classifiers such as LightGBM, Logistic Regression, and Random Forest. The base classifier output is multiplied by three adjustable coefficients α, β, γ ∈ (0, 1), here we suppose α = 0.4, β = 0.4, γ = 0.2. Then, the weighted integration produces the final prediction.
The stacking ensemble strategy procedure is as follows in Fig.8 . generated for the test set. In the step (e), we improved the traditional Stacking algorithm process, via replacing the average with the most frequent number in Test Data is to keep the predicted output of the test set consistent with the data type of the predicted output of the training set.
C. BUILDING A MODEL FOR PROBLEM TWO
The malware software family clustering problem is set in the feature engineering module. In the process of extracting features from TF-IDF, the maximum feature number is set to 100000, and then, the 200-dimensional features extracted from the Word2Vec algorithm [19] and the 20 human characteristics of the statistics are collected. Finally, all integrated features are reduced in dimension by the SVD algorithm so that the data matrix feature dimension can be reduced to 3000 dimensions. This paper proposes a very novel method to cluster the malware code family. t-SNE is a nonlinear dimensionality reduction algorithm for mining high-dimensional data. It can map multidimensional data into two-dimensional or three-dimensional space. t-SNE algorithm can map high-dimensional data to low-dimensional space, which can keep a great degree of similarity between the original feature space and the feature space after dimension reduction in the whole process. Therefore, the number of clusters k can be observed by visualizing the space after dimension reduction.
Therefore, t-SNE is very suitable for visualization of highdimensional data. First, the sample size is greatly reduced by randomly sampling the sample data, and then, the sample data are visualized by using the t-SNE algorithm [33] , [34] so that the number of malware code families can be determined. For the k-means algorithm, the most difficult step is the determination of the number of cluster centers k. Therefore, in this paper, we use the t-SNE algorithm for visualizing the k-means algorithm to continuously adjust the parameter k to perform the comparison and achieve a good clustering performance. The whole framework is shown in Fig. 10 . 
V. EXPERIMENTAL RESULT A. RESULT ANALYSIS FOR PROBLEM ONE
The performance of the classification model is measured by three evaluation indicators: Accuracy, Recall, Precision and F1 score. To better describe the problem, the definitions of true positive (TP), false positive (FP), true negative (TN), and false negative (FN) are introduced, and the definition of accuracy is given, that is, the rate at which the correct result is predicted. The expression is as follows:
The precision concerns the prediction result and means the probability that it is actually a positive sample in all samples that are positively predicted. The expression is as follows:
The recall concerns the original sample and means the probability of being predicted as a positive sample in a sample that is actually positive. The expression is as follows:
The F1 score considers both the accuracy rate and the recall rate such that both are maximized while also achieving a balance, and the F1 Score expression is
Result analysis for PROBLEM ONE: (a) After feature integration of different feature extraction algorithms, the recognition performance of a single algorithm on malware software is also good. (b) Multi-model ensemble is better for malware software recognition than single-model recognition. The multi-model ensemble for problem one can get very high accuracy for classification (see the data in Table 1 ). (c) Different integration strategies have a greater impact on the recognition of malware software. This part of the experiment has never theoretically discussed that how many base models are suitable for each layer and what features in different models are applicable to. If the above two difficulties can be solved, the training speed and accuracy of the model will be greatly improved. 
B. RESULT ANALYSIS FOR PROBLEM TWO
PROBLEM TWO uses the Joint Value to measure the performance of the clustering model, where the calculating formula for the Joint Value is as follows (5) , shown at the bottom of this page, where N is the number of test samples. F k∈F is the predicted Family_id label set for the samples, F k∈F = {k 1 , k 2 , . . .} , where the element k i represents that the k i th sample belongs to the predicted Family_id F k∈F . FTrue k∈FTrue is the real Family_id label set, where the elements are the all samples that belong to the real Family_id.
For example, for one simple data set with 6 samples, the predicted labels are F 1 = {5, 6}, F 2 = {1,2}, F 3 = {3,4}, and the real labels have 2 clusters FTure1 = {1,2,3,4}, FTure2 = {5,6}. Then, for sample 1, it belongs to F 2 in the predicted labels (namely the submitted answer) and FTrue1 in the real labels (namely the standard answer), respectively. So, according to the formula (5), the calculating score for sample 1 is:
Then, we can get the Joint Value by calculating the average value of the scores for all samples. Now, we can see that the higher the joint value is, the better the clustering algorithm is.
Result analysis for PROBLEM TWO: (a) After feature integration of different feature extraction algorithms, the same malware software has a higher degree of aggregation. (b) After visualizing the data using the t-SNE algorithm, the k-value of the k-means algorithm is well determined, and there is no need to blindly select the k value, which greatly reduces the time consumption. (c) For the clustering problem of malware software in oversized categories, the proposed scheme can achieve better results. t-SNE algorithm was used to perform dimensionality reduction visualization on the original high-dimensional data,
and it was concluded that the number of clustering clusters may cause some trouble when the number of clustering clusters is very large. The more the number of clusters is, the closer the visualization results will be, which makes it difficult to distinguish different clusters.
VI. CONCLUSION
In this paper, we proposed two novel solutions for identifying malware code. The first solution for problem one is to solve the malware classification by using an integrated learning method. The second solution for problem two uses the t-SNE algorithm to visualize the feature matrix to determine the number of malware families, and then adopts the classic k-means clustering algorithm to perform the malware family clustering. The experimental results show that, the proposed solutions have achieved good results on a malware sample set in a real-world environment, especially the multi-model ensemble for problem one can get very high accuracy for classification. On the other hand, the idea of the visual character matrix proposed in this paper for determining the number of malware families is very novel and has satisfied expectation.
In the future, the new methods proposed in this paper could be generalized to detect the malicious code and family clustering for IOT devices and wireless sensor networks [35] - [37] . On the other hand, in terms of feature engineering, our future research will focus on the semantic information of each field sequence, as it was not reflected in this paper. Also, in terms of model integration, this paper does not explore that which model used in the integration process will improve the classification performance. Thus, we will explore this point in the future.
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