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Resumo 
O objectivo desta tese é o estudo de soluções estacionárias, espacialmente periódicas em 
sistemas de equações diferenciais parciais (EDPs) com simetria E(n) que são obtidas por 
bifurcação de uma solução estacionária invariante por E(n). 
Recentemente Kudrolli, Pier e Gollub [3] relataram a observação, na experiência de Faraday, 
de um padrão regular que apresenta simetria triangular e é espacialmente periódico numa 
rede hexagonal - super-triângulos. 
Neste trabalho provamos a existência genérica de ramos de soluções com simetria triangular e 
espacialmente periódica por uma rede hexagonal por bifurcação de uma solução estacionária 
invariante por E(2) em sistemas de EDPs com simetria euclidiana. Começamos por usar o 
método apresentado por Dionne e Golubitsky [3] para reduzir este problema a um problema 
de bifurcação -D6+!T2-equivariante definido em espaços absolutamente irredutíveis e livres de 
translação de dimensão 12. Considerando a forma geral de um campo de vectores DQ+T2-
-equivariante, mostramos a existência genérica de ramos de soluções com simetria triangular 
por bifurcação transcrítica do equilíbrio trivial. Finalmente provamos que estas soluções 
(próximo da solução trivial) são genericamente instáveis. 
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Abstract 
The aim of this thesis is to study the existence of time independent spatially periodic solu-
tions in systems of partial differential equations (PDEs) with euclidean symmetry through 
bifurcation from an invariant equilibrium. Recently Kudrolli, Pier and Gollub [3] reported 
the observation, in the Faraday instability, of a regular pattern with triangular symmetry 
and spatially periodic in an hexagonal lattice - super-triangles. 
In this thesis we prove the generic existence of branches of solutions with triangular symmetry 
that are spatially periodic in an hexagonal lattice through transcritical bifurcation of a 
stationary £'(2)-invariant solution in systems of PDEs with euclidean symmetry. We begin 
by using the method presented by Dionne and Golubitsky [3] to reduce this problem to a 
Dõ+T^-equivariant bifurcation problem defined in translation free 12 dimensional absolutely 
irreducible spaces. We consider the normal form of a De+T2-equivariant vector field and we 
show the generic existence of branches of solutions with triangular symmetry by transcritical 
bifurcation of the trivial equilibrium. Finally we prove that these solutions (near the trivial 
solution) are generically unstable. 
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Capítulo 1 
Introdução 
Sistemas de equações diferenciais parciais tais como as equações de Navier-Stokes, a equação 
de Kuramoto-Sivashinsky e as equações de Reacção-Difusão (com coeficientes de difusão 
constantes) possuem simetria euclidiana quando definidas em Rn. E usual a procura de 
soluções estacionárias (independentes do tempo) e espacialmente periódicas de tais sistemas. 
Tipicamente, estas soluções são obtidas por bifurcação de uma solução estacionária invari-
ante pelo grupo euclidiano E(ri) (grupo gerado pelas transformações ortogonais de 0(n) e 
translações em R") após perda de estabilidade linear. 
Dionne e Golubitsky [3] e Dionne [2] provam a existência de uma classe de soluções es-
tacionárias de sistemas de equações diferenciais parciais (EDPs) com simetria euclidiana: 
soluções periódicas relativamente a uma rede (em R2 e em R3). Para isso usam o Lema 
Equivariante dos Ramos (ver por exemplo [6] Teorema XXIII 3.3), um importante resultado 
em teoria de bifurcação equivariante. Este resultado garante a existência de equilíbrios 
que possuem determinadas simetrias, desde que um critério algébrico seja satisfeito, em 
problemas de bifurcação simétricos por um grupo de Lie compacto. Em [3] classificam as 
soluções cuja existência é garantida pelo Lema Equivariante dos Ramos. 
Para o caso n = 2, o interesse por soluções não garantidas pelo Lema Equivariante dos 
Ramos aumentou recentemente com a observação de padrões que não satisfazem o tal critério 
algébrico: por exemplo, Kudrolli, Pier e Gollub [12] relatam a observação, na experiência 
de Faraday, de um padrão regular (o "superlattice-I") que apresenta simetria triangular e 
é espacialmente periódico numa rede gerada por dois hexágonos orientados por um ângulo 
de 22 graus. Ver Figura 1.1. Silber e Proctor [13] apresentam uma análise que mostra que 
tais padrões com simetria triangular podem surgir directamente por bifurcação transcrítica 
de uma solução estacionária invariante por E(2). Posteriormente Judd e Silber [11] afirmam 
a instabilidade genérica de tais soluções (próximo da solução estacionária invariante por 
E{2)). Ver também Skeldon e Silber [14]. O argumento usado na prova desta instabilidade 
baseia-se na instabilidade de soluções com simetria DQ (super-hexágonos) obtidas também 
por bifurcação transcrítica da solução estacionária invariante por E{2) (soluções garantidas 
pelo Lema Equivariante dos Ramos). 
Neste trabalho usamos o método apresentado por [3] para reduzir a procura de soluções 
espacialmente periódicas por uma rede hexagonal e com simetria triangular de um sistema 
de EDPs com simetria euclidiana E(2) a um problema algébrico. Provamos no Teorema 
5.2.10 a existência genérica de ramos de soluções com simetria triangular e espacialmente 
periódicas por uma rede hexagonal - super-triângulos - por bifurcação da solução estacionária 
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Figura 1.1: Super-triângulos ("superlattice-P) obtidos na experiência de Faraday (imagem 
tirada de Kudrolli, Pier e Gollub [12]) 
trivial em sistemas de EDPs no plano com simetria euclidiana. A bifurcação é transcrítica 
e depende apenas do termo quadrático (como sugerido por Silber e Proctor em [13]) da 
expansão de Taylor da redução de Liapunov-Schmidt g do problema original ao núcleo do 
operador linear na solução estacionária trivial (no valor crítico do parâmetro de bifurcação) 
restrito às soluções periódicas por uma rede hexagonal (Teorema 5.2.8). Descrevemos a 
estabilidade dessas soluções (Teorema 6.3.3) e mostramos que são genericamente instáveis 
próximo da solução trivial. Comparamos os resultados obtidos por Dionne, Silber e Skeldon 
[4] para as soluções com simetria De - super-hexágonos - e constatamos que, apesar de ambas 
as soluções serem instáveis, as expressões que descrevem os valores próprios dos respectivos 
Jacobianos nas referidas soluções dependem de maneira diferente dos coeficientes da expansão 
de Taylor da redução de Liapunov-Schmidt g. 
Este trabalho está organizado do seguinte modo. No Capítulo 2 apresentamos alguns 
conceitos fundamentais como os conceitos de acção e representação de um grupo de Lie, e de 
simetria de um sistema de EDPs. Nos Capítulos 3 e 4 fazemos uma descrição pormenorizada 
da abordagem do problema. Esta parte do trabalho baseia-se na abordagem apresentada 
por Dionne e Golubitsky [3]. No Capítulo 5 provamos a existência genérica de ramos de 
soluções com simetria triangular em problemas de bifurcação equivariantes por DQ+T2, 
considerando as representações de DQ+T2 de dimensão 12 absolutamente irredutíveis, por 
bifurcação transcrítica do equilíbrio trivial - Teorema 5.2.8. Como corolário deste resultado 
obtemos o Teorema 5.2.10 que conclui acerca da existência genérica de ramos de soluções 
espacialmente periódicas por uma rede hexagonal e com simetria triangular - super-triângulos 
- por bifurcação da solução estacionária invariante por E(2) em sistemas de EDPs (com 
simetria euclidiana). Finalmente, no Capítulo 6, fazemos uma análise da estabilidade destas 
soluções - Teorema 6.3.3. 
No Apêndice A apresentamos a classificação obtida por Dionne e Golubitsky [3] das soluções 
de EDPs com simetria euclidiana cuja existência é garantida pelo Lema Equivariante dos 
Ramos. 
No Apêndice B desenvolvemos com algum detalhe a teoria invariante do grupo De+T2, para 
as representações absolutamente irredutíveis de dimensão 12, apresentada por Dionne, Silber 
e Skeldon [4]. 
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Capítulo 2 
Preliminares 
Consideremos um sistema de equações diferenciais parciais definido através de um operador 
F entre espaços de funções apropriados X e y de funções definidas em Rn x R e assumindo 
valores reais (para simplificar): 
* í M = F(tt(x,t),À) (2.1) 
onde í í : R " x l R ­ > M e A é o parâmetro de bifurcação. 
A simetria de um sistema de equações diferenciais parciais é especificada em termos de um 
grupo de transformações das variáveis que, de certo modo, preservam a estrutura da equação, 
em particular, as suas soluções. 
2.1 Grupos de Lie, acções e representações 
Seja T um grupo de Lie e V um espaço vectorial real de dimensão finita. Dizemos que F 
actua (linearmente) em V se existe uma função (a acção) contínua e diferenciável 
T xV -* V 
(7, v) 1—> 7 • v 
tal que: 
• para cada 7 € T, a função p7 de V em V definida por p^(v) = 7 • v é linear; 
• se 71,72 G F, então 71 • (72 ■ v) = (7172) ■ v, para todo v £ V. 
Temos então que a função 
p: r ­♦ GL{V) 
7 >~* P-t 
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define um homomorfismo de grupos e diz­se uma representação de T em V onde GL(V) 
denota o grupo das funções lineares de V em V invertíveis. 
Sendo F compacto, existe um produto interno <,> em V tal que para todo 7 € T, p7 é orto­
gonal ([6] Proposição XII 1.3): <p1(v),p1{v)> = <v,v> para todo o v G V; equivalentemente, 
considerando uma base ortonormada de V relativamente a <,>, digamos b, se M7 denota a 
matriz de p1 relativamente a b, e n — dimV, então M1Míf — Idnxn. 
Portanto se T é um grupo de Lie compacto com acção linear num espaço vectorial real V de 
dimensão finita, sem perda de generalidade, podemos supor que essa acção é ortogonal. Isto 
é, pr é isomorfo a um subgrupo (fechado) de 0(n), onde 
0(n) = {A € M n x n (R) : AA* = Idn) 
2.2 O grupo euclidiano 
0 grupo euclidiano E(n) é o grupo das transformações (afins) no espaço euclidiano que 
preservam a distância. Isto é, 
E(n) = 0(n)+R n 
e portanto todos os elementos de E(n) são da forma (h, t) onde h é uma transformação 
ortogonal e t uma translação. A acção de (h, t) em x € Mn é definida por 
(h,t) ■ x = hx + t (2.2) 
Esta acção de E(n) em Kn força o produto de (/ii,íi) e (/12^2) a ser definido por 
{h\,ti)(h2,t2) = (hih2,h + hih) 
A acção de E(n) em funções u : W1 x R —* M é definida por 
-y-u(x,t) = u("t~lx,t) (2.3) 
para todo 7 G E(n). 
Observemos que E(n) não é compacto. 
2.3 Simetria de um sistema de equações diferenciais parciais 
Seja r um grupo de Lie. O elemento 7 G T é uma simetria de (2.1) se, para toda a solução 
u de (2.1), 7 • u também é solução. 
Seja v = 7 • u, então 
0í 
e 
dv 
m 
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= F(v,A) = F(7­«,A) 
7­ ^7 = 7 ­ ^ ( " , A ) 
Portanto 7 • F(u, A) = F(7 • w, A) para toda a solução de (2.1). Se F satisfaz 
7-F(u,A) = F(7-u,A) (2.4) 
para todo u £ X dizemos que F é ^—equivariante fou comuta corn 7). Dizemos que F é 
T-equivariante se F é 7-equivariante para todo 7 G T. 
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Capítulo 3 
Descrição do problema 
Estamos interessados em soluções estacionárias (e espacialmente periódicas) de (2.1). Isto é, 
soluções de (2.1) que satisfazem 
F(u,\) = 0. (3.1) 
Mais à frente descrevemos a periodicidade de u. 
Hipóteses: 
(i) Assumimos que u = 0 é solução de (3.1), isto é, 
F(0, A) = 0, para todo o A G M (3.2) 
(ii) O operador F tem simetria euclidiana, ou seja, F comuta com E(n) : 
F ( 7 - u , A ) = 7 . F ( u , A ) (3.3) 
para todo u e X, A G K e 7 G E(n). 
Observar que, pela linearidade da acção, a solução u = 0 referida na primeira hipótese é 
invariante por E(n), ou seja, 7 - 0 = 0 para todo 7 G E(n). Dizemos que a solução u = 0 
tem simetria E{n). 
(iii) Existe um valor de A mais pequeno, digamos Ac, para o qual o núcleo da linearização 
de (3.1) em (0, Ac) é não-trivial. Portanto, 
ker(DuF){0Ac) ± {0} (3.4) 
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E assumimos que, para Ac, existe um número de onda único kc tal que apenas as funções de 
onda 
wK(x) = e2mKx (3.5) 
com K tal que \K\ = kc pertencem ao núcleo. Aqui denotamos por K ■ x o produto escalar 
usual de K por x (em K"). 
Conceito de bifurcação 
Seja 
n(À) = # {(u, A) e X x R : F(u, A) = 0 } 
o número de soluções (u, A) de (3.1) para cada A G IR. 
O nosso estudo será local. Portanto supomos que (3.1) apenas está definida numa vizinhança 
de (0, Ac) e que n(A) conta o número de soluções nessa vizinhança. Dizemos que (0, Ac) é 
ponto de bifurcação se n(X) variar numa vizinhança de Ac. 
Observemos que a condição (3.4) é necessária para que haja uma bifurcação em A = Ac. 
Se (3.4) não se verificar então, pelo Teorema da Punção Implícita, poderíamos definir u 
explicitamente em função de A numa vizinhança de Ac e, portanto, para cada A próximo de 
Ac existiria exactamente uma solução de (3.1). 
Estamos interessados nas soluções estacionárias de (3.1) que bifurcam de u = 0, à medida que 
A varia. Em particular, estamos interessados em soluções que sejam espacialmente periódicas. 
Queremos, portanto, redefinir o problema no espaço das funções periódicas relativamente a 
uma rede C. 
3.1 Rede e funções ^­periódicas 
Dados n vectores em Rn linearmente independentes, uma rede C (de dimensão n) é o conjunto 
de todas as combinações lineares de coeficientes inteiros destes vectores. 
Exemplo 3.1.1 Para n—l existe, a menos de escala, uma rede com vector base 1 = 1. 
Neste trabalho estamos interessados em redes planares. Isto é, conjuntos do tipo: 
C = {m\l\ + 7712/2 : m\,m2 G Z} 
onde /1,/2 E K 2 e são linearmente independentes. 
As redes planares estão classificadas em cinco tipos: rômbica, quadrada, hexagonal, rectan­
gular e oblíqua. Ver Amstrong [1]. 
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Exemplo 3.1.2 Para a rede hexagonal podemos escolher, a menos de escala, como geradores 
'-(Tr1)""^)-
Uma função u diz­se C­periódica se u(x + l) = u(x) para todo o l G C e x G Rn. 
Observemos que a rede £ é um subgrupo do grupo das translações. Designamos por Xc e 
yc o espaço das funções de X e de y que são C—periódicas, respectivamente. Uma vez que 
F comuta com E(n), segue que 
F : Xc x R ­ ^ (3.6) 
De facto, seja u G ,%£ e v — F(u, A) G y. Então se i G £, temos que 
!•« = l­F(u,X) 
= F(l­u,X) 
= F(tt,A) 
= v 
Ou seja, v e yc­ Portanto F envia funções de Xc em 3^ £­
Vamos ver na próxima secção que o maior subgrupo de E(n) que actua no espaço das funções 
£­periódicas, digamos T, é compacto. 
A restrição de (3.1) às funções periódicas relativamente a uma rede C fixada garante que o 
núcleo V = kerDuF(0, Ac) seja um subspaço de dimensão finita de Xc, e assim aplicando 
uma redução de Liapunov­Schmidt (que preserve a simetria) (Golubitsky e Schaeffer [5] 
Capítulo VII) obtém­se um problema de bifurcação do tipo 
g(v, A) = 0, 
em que g : V x M —>V comuta com T. Voltaremos a este assunto na próxima secção. 
3.2 Problema restrito ao espaço das funções ^­periódicas 
Para reformular F : X x R —>3^  no espaço das funções £—periódicas, é necessário caracterizar 
o maior subgrupo T de E(n) que deixa o espaço Xc invariante, ou seja, 7 ¾ Ç Xc para todo 
7 G T . 
Lema 3.2.1 O grupo R" das translações deixa o espaço das funções C—periódicas invari­
ante. 
Demonst ração. Seja t G R™, / G C e u uma função ^­periodica. Então 
t ■ u(x) — u(t~l ■ x) = u(x — t) 
Logo 
t ■ u(x + l) = u(x + l — t) = u(x — t + l) = u(x — t) = í • u(x) 
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para todo o l G C. Isto é, a função t ■ u é £­periódica. ■ 
Sejam s , í 6 i n tais que s — t — l E C e u uma função C—periódica. Então 
t ■ u(x) = u(x — t) = u(x — t — l) = u(x — s) — s ■ u(x) 
Portanto a acção efectiva do grupo de translações no espaço das funções C—periódicas é o 
toro de dimensão n, 
Tn = Rn/C, 
ou seja, as translações módulo a rede C. 
Definição 3.2.2 A holoedria de uma rede é o maior subgrupo de 0(n) que preserva a rede. 
Exemplo 3.2.3 Para n = 1 a holoedria é Z2 (gerada por r tal que r • x = — x). 
Exemplo 3.2.4 A holoedria da rede hexagonal é DQ, O grupo diedral de ordem 12. 
Lema 3.2.5 A holoedria H de uma rede C deixa o espaço das funções C—periódicas inva­
riante. 
Demonst ração. Seja h G H, l G C e u uma função £—periódica. Então I' — h~l ­l pertence 
a C por definição de H. Logo 
h ■ u(x) = u{h~l ■ x) 
= u(h­lx + l') 
= u{h­lx + hrll) 
= u{hrl{x + l)) 
— h ■ u(x + l), 
e portanto h • u é também C—periódica. ■ 
O Lema 3.2.1 e o Lema 3.2.5 dão origem à seguinte proposição: 
Proposição 3.2.6 O maior subgrupo de E{n) que deixa invariante o espaço das funções 
C—periódicas é a soma semi­directa 
T = H + Tn (3.7) 
Temos então que Y é o maior subgrupo de E(n) que deixa os espaços de funções Xe e 
yc invariantes. Como F é £?(n)­equivariante, então F : Xe X K —>yc é T—equivariante. 
Observemos também que T é um grupo de Lie compacto. 
Resumindo: consideremos F como em (3.6), isto é, F : Xe x M —»3^ c e T = H+Tn como em 
(3.7). Então 
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(i) o operador F é T—equivariante e T é um grupo de Lie compacto. 
(ii) V = ker(DuF(0, Ac)) Ç <%£ é invariante por T e tem dimensão finita: o subespaço V é 
formado pelas combinações lineares das partes real e imaginária das funções de onda 
do tipo (3.5) em que os vectores K são os vectores da rede dual de C (ver Definição 
3.4.1 de rede dual) cuja norma é kc. Mostramos na Proposição 3.4.4 que estes são em 
número finito. Ver um exemplo na Figura 4.1. 
Consideremos então, a partir de agora, o problema (3.1) restrito a Xe, isto é, 
F(u,\) = 0, u 6 ­%£,AeR (3.8) 
Seja então V — ker(DuF(0, Ac)). Então por uma redução de Liapunov­Schmidt que preserve 
a simetria ([6] VII 3 p.300­308), reduzimos (3.8) a um problema de bifurcação com simetria 
T, do tipo 
0(u,A) = O (3.9) 
em que g :Vx R —>F comuta com F, g(0, A) = 0 e (Dvg)(0tXc) = 0. Observemos que 
ker(A,s)(o,Af:) = V = ker(r>uF)(0iAc) 
Cada solução de (3.9) com simetria E Ç T está associada a uma solução (estacionária) de 
(3.8) com a mesma simetria (estão em correspondência biunívoca). 
Além disso, podemos assumir que V é absolutamente irredutível por T, isto é, as únicas 
aplicações lineares de V em V que comutam com F são as múltiplas escalares da identidade 
em V ([6] Proposição XIII 3.2.). Veremos mais tarde a utilidade desta hipótese. 
3.3 Redução a um problema algébrico e soluções axiais 
Seja v uma solução de (3.9). Uma simetria a de v é um elemento de F que fixa v, ou seja, 
tal que a ■ v = v. O conjunto de todas as simetrias de uma solução é um subgrupo de F, o 
subgrupo de isotropia de v: 
Definição 3.3.1 (i) Seja v € V. O subgrupo de isotropia de v é 
£„ = {7 G r : 7 ■ v = v] 
(ii) O subespaço de pontos-fixos de um grupo E é 
Fix(E) = {v e V : a ■ v = v Va G E} 
(iii) Um subgrupo de isotropia E diz­se axial se dim Fix(E) = 1. Uma solução v de (3.9) 
diz­se axial quando E^ é axial. 
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Como consequência de g ser T­equivariante, temos que 
#(Fix(E)) Ç Fix(E) para todo o subgrupo E de T. (3.10) 
Na verdade, se v G Fix(E) e a G E, então a ■ g(v) = g(cr • t>) = g(u) e g(v) G Fix(E). 
Aplicando a regra da cadeia à identidade 5(7 • u, A) = 7 • ^(v, À) obtemos que 
(Dvg)(Tv,x) ­7 = 7­ (Dvg)(v,\)) (3­11) 
Portanto 
{Dvg){v,\) ­7 = 7­ (A,p)(„,A)) P a r a t o d o 0 7 ^ ¾ (3.12) 
Em particular (A;<?)(o,A) comuta com F. Como assumimos que a acção de V em F é 
absolutamente irredutível, então 
(A,5)(o,A) = c(X)Idv 
em que c i l ­ ^ M é diferenciável. 
Enunciamos de seguida o Lema Equivariante dos Ramos. Este resultado permite­nos encon­
trar soluções de (3.9) axiais. 
Teorema 3.3.2 (Lema Equivariante dos Ramos) Seja F um grupo de Lie compacto 
com acção absolutamente irredutível e não trivial num espaço vectorial real V de dimensão 
finita. Seja g : V x R —> V um problema de bifurcação com simetria F. Portanto g é C°°, 
comuta com T, g(0,\c) — 0 e (A;p)(o,Ac) = 0­ Seja (A;í?)(o,A) = c{\)Idy. Suponhamos 
que c'{\c) / 0. 5e E Ç F c um subgrupo de isotropia axial, então existe um único ramo 
diferenciável de soluções de g(v,X) = 0 contendo (0, Ac) cujo subgrupo de isotropia de cada 
solução é E. 
Demonst ração. Ver por exemplo [6] Teorema XIII 3.3. ■ 
Este teorema permite­nos encontrar classes de soluções axiais. De notar que, em geral, 
podem existir soluções cujo subgrupo de isotropia E satisfaz dimFix(E) > 1. No Capítulo 
5 mostramos a existência genérica de ramos de soluções com simetria D3 de problemas de 
bifurcação com simetria DQ+T2. Estas soluções têm subgrupo de isotropia com subespaço de 
pontos­fixos de dimensão 2 e correspondem a soluções de (3.8) em que £ é a rede hexagonal. 
O procedimento seguido por Dionne e Golubitsky [3] para caracterizar todas as soluções de 
(3.8) com simetria axial é o seguinte: 
1. enumerar as redes C; 
2. para cada rede determinar V, o núcleo de (DUF)^0 \cy, 
3. enumerar os subgrupos de isotropia axiais de F = H + Tn (resultantes da acção de T 
em V). 
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Simplificações do procedimento 
A classificação dos subgrupos de isotropia é feita a menos de conjugação. Como o sistema 
de EDPs tem simetria E(n), se u é solução de (3.1) então 7 • u também é solução de (3.1) 
qualquer que seja 7 G E(n). Além disso, mostra­se facilmente que 7E U 7 _ 1 = E7.u, ou seja, 
os subgrupos de isotropia de 7 ■ u e de u são conjugados. Como Fix(7E„7 ­ 1) = 7Fix(Eu) 
vem que Fix(E7.u) e Fix(Eu) têm a mesma dimensão. Em particular, E7.„ é axial se e só 
se Eu é axial. Portanto, de cada solução u com simetria E de (3.1) obtemos uma órbita de 
soluções {7 ■ it : 7 G E(n)} com subgrupos de isotropia conjugados de Eu . 
Observemos também que o passo 2, pelo que anteriormente afirmamos, é equivalente a 
enumerar os subespaços absolutamente irredutíveis por T. 
Podemos restringir a procura de soluções estacionárias espacialmente periódicas com deter­
minada simetria que bifurcam de um equilíbrio trivial, nalguma rede, considerando apenas 
subgrupos de isotropia e representações livres de translação. Dizemos que E C H+Tn é livre 
de translação se E f~l Tn — 1. Se uma solução £—periódica tem uma simetria de translação 
que não está em £, então existe uma rede mais fina (se E fl Tn é finito) ou de dimensão 
inferior (se E n Tn é contínuo) que suporta esta solução. Em qualquer dos casos a solução 
aparecerá numa rede £ como uma solução associada a um subgrupo de isotropia E' livre de 
translação (ver [3], p. 42). 
Observemos que se uma translação t G Tn actua trivialmente em V, então todo o subgrupo 
de isotropia da acção de F em V contem t. Portanto, todas as soluções obtidas deste V 
aparecerão noutra rede e, portanto, podemos ignorar V na nossa classificação. Dizemos que 
uma representação de F em V é livre de translação se a única translação em Tn que actua 
trivialmente em V é & identidade em Tn. 
Com estas simplificações, o procedimento seguido em [3] é o seguinte: 
1. enumerar as redes £; 
2. enumerar os subespaços V absolutamente irredutíveis pela acção 
de T = H + Tn em Xe que são livres de translação; (3.13) 
3. enumerar as classes de conjugação dos subgrupos de isotropia 
axiais livres de translação para cada subespaço enumerado no passo 2. 
No Apêndice 1 abordamos o ponto 3 do procedimento. O próximo capítulo é dedicado ao 
ponto 2. Para tal é essencial introduzir o conceito de rede dual. 
3.4 Rede dual e núcleo da linearização 
Vamos assumir que X e y são escolhidos de modo a que as funções £—periódicas em Xe e 
yc admitam expansões da forma 
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u(x) = ziei2*Kvx + Z2ei2'KK2X + --- + z1e-i2*KlX+ z2e-i2nKrx+ ■■■ 
= Zlei27TKvx + z2ei2TcK*x + ■ ■ ■ + ce. ( ' 
A função U>K(X) = el2TcKx diz­se uma função de onda, com vector de onda K e número de 
onda k = \K\ . 
Definição 3.4.1 A rede dual de uma rede £ é o conjunto 
C* = {K G Rn : ei2nK'x é ^­periódica} 
Assumimos que X e y podem ser escolhidos de modo a que as funções C—periódicas de Xe 
e y& têm expansões de Fourier em termos de funções de onda cujos vectores de onda estão 
em C* 
Proposição 3.4.2 A rede dual C* é uma rede e K G C* se e só se K ■ l € Z, V/ G C. 
Demonstração. Por definição de rede dual K G C* se e só se / • el2irK'x — el2nK'x. Isto é, 
ei2irK-{x-l) _ GÍ2TTK-X 
_/. „—i2irK-lpi2-KK-x __ pi2irK-x 
& e-^K-1 = 1 
o K-l ez 
Observemos que os geradores /¾ da rede C* podem ser escolhidos de maneira a que 
ki ■ lj = 6ij (3.15) 
onde lj são os geradores da rede £ e ôij = < 0 se i 7^  j se i — j 
Exemplo 3.4.3 Para a rede hexagonal (ver Figura 4.1) escolhemos como base de C* os 
vectores 
fci = (0,l) e f c 2 = ( ^ , ­ M . 
Dimensão do núcleo 
Antes de mostrarmos que V =Ker(DuF)(0xc) Q X-e tem dimensão finita, observemos que se 
h G 0(n) então 
h ■ wK(x) = whK(x) 
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De facto, como h = hr temos que 
h-wx(x) — wx(h lx) 
p2-niK.h~ x 
plitiK.b)'x 
_ e2iri(hK).x 
= whK(x) 
Em particular, como H contém sempre a reflexão r tal que r • x — —x, temos que r • WK — 
W-K-
Proposição 3.4.4 0 subespaço V = ker (DUF)(01\\ Ç Xe tem dimensão finita. 
Demonst ração. Consideremos F : XxR—>y como em (3.1). Seja L\ : X—>y a 
linearização na solução trivial, ou seja, L\ = (D U F)( 0 I A)­ Seja Ac G l . A equivariância 
por 0(n) de L\c garante que se WK é uma função própria associada ao valor próprio nulo, 
então WK' também é, para todo o K' com o mesmo número de onda k. De facto, se 7 G 0(n) 
e L\CWK = 0 então 
L\c{l ■ WK) = 7 • (L\cwK) = 7 ­ 0 = 0 
portanto 7 ■ WK = W^K pertence ao núcleo de L\r. Observemos que para todo K' tal que 
\K'\ = \K\ existe um 7 e 0(n) tal que K' = jK. 
Uma vez que assumimos que existe um Ac mais pequeno e um único número de onda crítico 
kc tal que todas as funções de onda WK com número de onda \K\ — kc são vectores nulos de 
L\c (relembrar (3.5)) segue que kerL;^ C X tem dimensão infinita. 
Se fixarmos uma rede C, existe um número finito de vectores K € C* tal que \K\ = kc, ou 
seja, existe um número finito de funções de onda £­periódicas com número de onda \K\ = 
kc: no plano, geometricamente (ver Figura 4.1), o número de vectores de onda K tais que 
\K\ = kc é dado pela intersecção da circunferência de raio kc centrada na origem com a rede 
dual C*. Portanto o núcleo da linearização de (3.6) é finito. ■ 
Observemos que o facto de V ter dimensão finita, está relacionado com a compacidade de T. 
Observação 3.4.5 Seja £ a rede cuja rede dual C* é gerada por vectores de onda de 
comprimento 1. Seja sC a rede que consiste de todos os vectores si onde l £ £. De (3.15) 
concluímos que (s£)* é gerada por vectores de comprimento l/s. Portanto escolhendo s 
apropriado, conseguimos fazer com que qualquer circunferência de vectores de onda duais 
tenha número de onda kc e, portanto, V será gerado por funções de onda com vectores 
de onda dessa circunferência. Assim, todos os subgrupos de isotropia que enumerarmos de 
acordo com o procedimento correspondem a soluções estacionárias espacialmente periódicas 
que bifurcam simultaneamente da solução trivial em A = Àc. 
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Capítulo 4 
Representações irredutíveis 
Neste capítulo descrevemos os subespaços irredutíveis pela acção de grupos do tipo H+Tn, 
em que H é a holoedria de uma rede de dimensão n. Seguimos Dionnc e Golubitsky [3]. 
Uma representação ou acção de F em V diz­se irredutível se os únicos subespaços T—invariantes 
de V são {0} e V. Um subespaço W C V diz­se T—irredutível seW^é T—invariante e a acção 
de T em W é irredutível. Se a acção de F em V é absolutamente irredutível então também é 
irredutível ([6] Lema XII 3.3). A implicação inversa nem sempre é verdadeira mas verifica­se 
para grupos do tipo H+Tn (ver Observação 4.0.8). 
Portanto o ponto 2. do procedimento (relembrar (3.13)) pode ser substituído por: 
• enumerar os subespaços irredutíveis livres de translação que podem ocorrer pela acção 
de H+Tn em Xc. 
Seja T = H+Tn. Começamos por observar que para que V seja T­irredutível terá de ser 
invariante por Tn. Como Tn é um grupo de Lie compacto a actuar em V = W1 então podemos 
escrever V como soma directa de subespaços T"­irredutíveis ([6] Corolário XII 2.2) da forma 
VK = {Re(zwK(x)) : z € C} = lzwK(x) + zwK(x) : z G C j £ C (4.1) 
De facto, o subespaço bidimensional VK = {Re(zwK(x)) ■ z G C} é T"Mrredutível: dado 
t G Tn, então 
t ■ wK(x) = wK(x - t) = wK(-t)wK(x), 
e portanto VK é Tn—invariante. Observando que qualquer subespaço de VK se poderia 
escrever como 
{Re(zwK(x)) : z = a (a + ib), a G K} 
com a,b G M fixados, que não é Tn—invariante, concluímos que VK ê Tn­irredutível. 
Observação 4.0.6 Os espaços VK e V-K são iguais uma vez que 
V-K = {ZW-K + ZWK '■ z G C} = {ZW-K + ZWK '■ z G C} = VK 
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Além disso, é fácil ver que VK e VK> são iguais se e só se K — ±K'. Portanto os subespaços 
T­irredutíveis V (ou as representações irredutíveis de T) têm a forma 
V = VKl®­­­®VKt& Cs (4.2) 
para alguns vectores de onda K\,...,KS G C*. 
Proposição 4.0.7 [3] O espaço V em (4.2) é T­irredutível se e só se o conjunto dos 2s 
vectores duais {±Ki,..., ±KS) é uma órbita em C* da acção de H. 
Demonst ração. Suponhamos que A = {±K\,...,±KS} é uma órbita de H. Então para 
todo Ki, Kj G A existe 7 G H tal que 7/Q = Kj, isto é, 7V/c, = Vj^. Segue trivialmente que 
V em (4.2) é T­irredutível. 
Seja V irredutível por T. Já vimos que para V ser invariante por Tn terá que ser como em 
(4.2) onde cada VR\ é Tn­irredutível. Para que não exista um subespaço de V que seja 
T—invariante então quaisquer que sejam os KÍ,KJ em A tem de existir um 7 G H tal que 
7.ÍQ = Kj (caso contrário { 7 ¾ , 7 G í f} seria um subespaço próprio de V invariante por H 
e por T), isto é, A é uma órbita de H. m 
Observação 4.0.8 É fácil mostrar, utilizando (4.2), a Proposição 4.0.7 e o facto de que r 
tal que 
r • x = — x 
pertence a H, que se V é um espaço T­irredutível, com F — H+Tn, então também é 
absolutamente irredutível pela acção de T. 
Observação 4.0.9 Como 2s divide \H\ então s divide \H\/2 (ver [6] Proposição XIII 1.2). 
Exemplo 4.0.10 Para n = 1, a holoedria é Z2. Da observação anterior obtemos s — 1 na 
equação (4.2). Portanto as representações irredutíveis por Z2+T1 são apenas 
VK = {Re(ze27riKx) : z e C} , K = l,2,... 
Observemos que a translação x >—> x + (l/K) actua trivialmente em VK ■ 
^■wK(x) = wK(­^)wK{x) 
= e­2"iKTtwK(x) 
_ e­2mWK(x) 
= wK(x) 
Consequentemente VK é livre de translações se e só se K — 1. Portanto o único subespaço 
irredutível que é necessário considerar é V\. 
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Exemplo 4.0.11 Para a rede hexagonal temos que \H\ = \DQ\ — 12. Portanto 2s divide 12. 
No Quadro 4.1 apresentamos as representações irredutíveis por DQ+T2 livres de translação. 
Esta classificação foi obtida em [3] páginas 44-47. 
Base de C* dim vKl e • • • e vKt 
fel = (0,1) 6 
Ki = ki + k2 
K2 = -k2 
K3 = -h 
12 
Kx = akx + (3k2 
K2 = (-a + /3)k! - ak2 
K3 = -Ph + (a- (3)k2 
K4 — ak\ + (a — /3)/¾ 
K5 = -f3k\ - ak2 
K6 = ( -a + 0)kx + /3k2 
a,P£Z,a> 0> § > 0 
(a,/3) = 1 e (3, a + /3) - 1 
Quadro 4.1: Representações irredutíveis livres 
de translação para a rede hexagonal. 
As restrições (a, /3) = 1 e (3, a + (5) = 1 garantem que as representações irredutíveis de 
dimensão 12 são livres de translação. Ver na Figura 4.1 os vectores de onda das funções de 
onda que geram o espaço de dimensão 12 que é Z?6+T2-irredutível quando a — 3 e (5 — 2. 
-K. * 
> XK l 
* / * • \ • 
K2 • 
• \ 
K5 k^S i-K2 
\ * • • / 
* \ * • / • 
- K N ^ ' • \ 
"K< , , K 3 
Figura 4.1: Vectores de onda das funções de onda que geram o espaço Dg-f-T^-irrcdutível 
de dimensão 12 para a = 3 e /3 = 2. Portanto para número de onda crítico kc = v7-
Observemos que, neste caso, o ângulo entre K\ e K4 é aproximadamente 22 graus. 
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Acções induzidas 
O isomorfismo entre os espaços iï+T2­irredutiveis V — VK1 
óbvio: 
u(x) H­» z = (z1,z2,...,zs) 
i VKS e C S é O isomorfismo 
onde u(x) — ZIWK1(X) + ­ ■ ■+zaWKa(x)+c.c. Aqui denotamos u(x) = w+u; por ti(x) = w + c.c 
A acção de T em V induz uma acção de Y em Cs. 
Exemplo 4.0.12 Na rede hexagonal a acção de F = De+T2 em V com s = 6 induz uma 
acção de F em C6 gerada por 
( P | ) 0 ) ( Z ) = (Z2,Z3,ZI,Z5,Z6,Z4) (4.3) 
(7­3,0) (z) = (26,25,24,^3,^2,2:1) (4.4) 
(aqui pn/3 representa a rotação de 7r/3 em torno da origem e rx a reflexão no eixo dos xx) e 
(l,í)(z) = ( c ­ ^ ^ i ­ O z ^ e ­ ^ ^ ^ z a . e ­ ^ ^ ­ O ^ ^ ­ a ^ ^ ­ O ^ ^ ­ M J f B . t J ^ ^ ­ a ^ / f B . t J ^ j 
_ /e­27ri(aíi+/9<2)2 l i e­27rí((­a+/3)<i­QÍ2)Z 2 e­27ri(­ /3í i+(a­/9)í2)2 3 e­27ri(a<i + (a­0) t 2 ) 
e­27ri(­/3í1­aÍ2)25)g­27ri((­a+/3)íi+/3Í2)Z6­) 
(4.5) 
em que t = t\l\ + t2h G T2 (relembrar (2.2), (2.3) e o Exemplo 3.1.2). 
Por exemplo para (pn/s,0), basta observar que a matriz que representa p^/3 relativamente à 
base (^1,^2) é . Portanto 
P\K\ = (3k\ — (a ­­P)k2 
= ­K3 
pzK2 = ­Kx 
piK3 = ­K2 
PzKi = ­KG 
P*K5 = ­KA 
/Of Ke = ­K5 
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logo 
(ps,0)-u(x) = (pz,0)-(ziwKl{x) + z2wK2(x) + z3wK3(x) + Z4WK4(x) 
+ Z5WKs(x) + Z6WK6(x) + C.C.) 
= ziwp^Kl{x) + z2Wp^K2(x) + z3wpn K3{X) + Z4Wp^K4(x) 
+ Z5Wpn Ks (x) + Z6Wp„ Ko (x) + C.C. 
= Z\W^K3(x) + Z2W-Kl(x) + Z3W-K2(x) + Z4W-K6{x) 
+ Z5W-K4(X) + Z6W-K5(X) + C.C. 
= Z2WKX (x) + Z3WK2 (x) + ZiWK-j (X) + Z5Wj<4 (x) + ZQWK5 {X) + Z4WKo ( X ) + C.C. 
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Capítulo 5 
Super-triângulos - existência 
Consideremos a acção de 
r = D6+T2 
em 
V = C6 
gerada por (4.3), (4.4) e (4.5). Recordar que V = VKX®- • -®VK6 em que K\,..., K% aparecem 
no Quadro 4.1 do capítulo anterior, e que, dados a e /3 inteiros, tais que a > /3 > | > 0, 
a e /3 são primos entre si e (3, a + /3) = 1, então a acção de F no espaço 1¾ © • • • © VKB é 
absolutamente irredutível. Consideremos então o problema de bifurcação T-equivariante 
z = <7(z,A), (5.1) 
em que z eV, A e R e g : V x R — > V é C°° (e comuta com T). Supomos que (2, A) = (0,0) 
é ponto de bifurcação: 
5(0,0) = 0, 
(Dzg){ofi) = 0 
Neste capítulo provamos a existência genérica de ramos de soluções estacionárias de (5.1) com 
simetria submaximal D3, por bifurcação transcrítica do equilíbrio trivial (Teorema 5.2.8). 
No capítulo seguinte determinamos a estabilidade destas soluções. Mostramos que próximo 
de z = 0 são genericamente instáveis. A existência de um termo quadrático na expressão de 
Taylor de g é determinante na prova da instabilidade dessas soluções. 
A instabilidade de soluções com simetria axial em problemas de bifurcação cuja expansão de 
Taylor inclua termos quadráticos é conhecida ([6] Teorema XIII 4.5). No entanto, as soluções 
com simetria D3 não são axiais. 
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5.1 Prob lema de bifurcação Z)6+^2­equivariante 
Nesta secção apresentamos a expansão de Taylor do problema de bifurcação De­i­T2­equivariante. 
No Apêndice B apresentamos a prova da seguinte proposição obtida por Dionne, Silber e 
Skeldon [4]: 
P r o p o s i ç ã o 5.1.1 [4] Consideremos a acção de DQ+T2 em C6 dada por (4­3), (4­4) e (4­5) 
e g : C 6 —> C 6 uma função C°°. Então g é DQ+T2 ­equivariante se e só se 
( 0l(*l> 22, *3) 24,25,26) \ 
gi(z2,Z3,Zl,Z5,ZG,Z4) 
g\{z3,z1,z2,z6,z4,zr0) 
9l(z4,Z6,Z5,Z1,Z3,Z2) 
9l(Z5, «4> 26, «2» Zl, Zz) 
V 51(26,^5,24,23,2:2,21) / 
9{z) = (5.2) 
em que 
0i(») 2 l / l (u i ,U 2 , «3, «4, «5, «6, Çl ,9 i ,94 ,54)+ 2223/2(wi,«2,W3,M4,lt5, «6, 91, 91,94,94) 
­a­/3­1 8 (3­a­B fl­la­Ba­B­P 1 —a—p — í p p—a—p . — p— i —p a—p—p , .r­i/n 
+e\zx M 23242g M + e22j 22 M24 M 2 5 + 0 ( 2 a 
onde tíj = \ZJ\ , j = 1, . . . ,6 , çi = 212223, 94 = 242526, ei,e2 G M e /1 , /2 são C°° e tomam 
valores complexos. 
D e m o n s t r a ç ã o . Ver Apêndice B ■ 
Notar que g como em (5.1) corresponde à restrição de um problema com simetria euclidiana 
E(2). Foi observado em [4] a existência de uma simetria escondida TX G E(2) que apesar 
de não deixar invariante V (logo rx ¢. T), deixa um subespaço de V invariante. Mais 
precisamente, rx é a reflexão na recta que contém o vector (3l\ — al2 e é tal que 
Tx(2i ,22,23 ,0 ,0,0) = (21,23,22,0,0,0) 
Uma vez que 
Txg(zi,z2,23,0,0,0) = g(Tx(zi,z2,23,0,0,0)) 
esta simetria escondida impõe uma restrição adicional a 51 (z): 
51(21,22,23,0,0,0) =51(21,23,22,0,0,0) 
(5.3) 
(5.4) 
Ver pormenores na Secção B.2. Assim, usando a proposição anterior e (5.4) obtemos que g 
em (5.1) tem a forma (5.2) em que 
5 l ( z , A ) = A 2 l + £ 2 2 2 3 
O O O O o o 
+ 2 i ( a i | 2 i | +02((22( + (23! ) + a 4 | 2 4 | + a 5 | 2 5 | + «6 pel ) 
O O O 10 0 . 0 . 
+ 2223(Òl|2i | +Ò 2 ( |2 2 | + |23 | ) +Ò4 |24 | + Ò 5 | 2 5 | + 0 6 | 2 6 | ) 
+ 2i(ci2i2223 + C2Z4Z5Z6 + dz4Z5Z6) + 0 ( 5 ) 
(5.5) 
onde e, a i , 02, 04, 05, a6, 61, 62, ^4, fe, be, ci, c2 e d são reais. 
Assumimos as hipóteses do Lema Equivariante dos Ramos (Teorema 3.3.2). Relembrar que 
como a acção de T em F é absolutamente irredutível e o comuta com T, então 
(00) (0,A) c(A)/dv 
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Uma das hipóteses do referido lema é que c'(0) ^ 0. Assumimos que o tempo está escalonado 
tal que c(A) = A. Portanto (0, A) é um equilíbrio de (5.1) assimptoticamente estável para 
A < 0 e assimptoticamente instável quando A > 0. Procuramos soluções estacionárias de 
z = ff(z,A) (5.6) 
em que g é da forma (5.2) considerando g\ como em (5.5). 
5.2 Redução a um problema Z2-equivariante 
Queremos encontrar soluções estacionárias de (5.1) com simetria D3, portanto vamos res-
tringir a nossa procura ao subespaço dos elementos de C6 que têm, pelo menos, simetria D3, 
ou seja, ao Fix(Z?3). Consideremos então 
£>3 = < PÍ,TX > 
3 
em que 
^ | ( z ) = (Z3,ZI,Z2,Z6,Z4,Z5) 
T x ( z ) = ( 2 6 , 2 5 , 2 4 , 2 3 , 2 2 , 2 l ) 
Recordar (4.3) e (4.4). Facilmente se obtém que 
Fix(D3) = {(2,2,2,2,2,2) : 2 G C} 
logo 
dim Fix(£>3) = 2 
e 
3 ^ ( 2 ,2 ,2 ,2 ,2,2) 
em que z G C \ K. Portanto D3 é um subgrupo de isotropia de T com subespaço de pontos-
-fixos de dimensão dois. Como g é T-equivariante, então 
g(Fix{D3)) Ç Fix(D3) (5.7) 
(recordar (3.10)). Notemos também que 
D6 =< pz,Tx> 
é um subgrupo de isotropia axial de T, e 
D3 C D6, 
logo 
Fix(£>6) C Fix(D3) 
Por (5.7), podemos considerar 
Í?IFÍX(Z)3) : Fix(D3) x l ^ Fix(£>3) (5.8) 
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Figura 5.1: Super­hexágonos 
Como Z?6 é axial e uma vez que estamos a assumir as hipóteses do Lema Equivariante dos 
Ramos, o problema (5.6) admite um ramo de soluções estacionárias com simetria DQ por 
bifurcação do equilíbrio trivial em A = 0. Estas soluções designam­se por super­hexágonos. 
Ver Figura 5.1. 
Mostramos agora a existência genérica de um ramo de soluções estacionárias de (5.6) com 
simetria D$, por bifurcação do equilíbrio trivial em A = 0. Começamos por caracterizar 
(5.8). Isto é, queremos encontrar o maior subgrupo de De+T2 que deixa Fix(JD3) invariante. 
Vamos ver que esse subgrupo é exactamente o normalizador de D 3 em DQ+T2. 
Definição 5.2.1 Seja E um subgrupo de T. Definimos normalizador de E em T : 
JV(E) = {7 G T : 7 E 7 ­ 1 = E} 
Proposição 5.2.2 Seja E um subgrupo de isotropia de T. Então NÇE) é o maior subgrupo 
de T que deixa Fix(E) invariante. 
Demonst ração . Vamos primeiro mostrar que iV(E) deixa Fix(E) invariante. Sejam x G 
Fix(E) e 7 G ­/V(E). Queremos mostrar que 7 • x G Fix(E). Seja a G E. Por hipótese 
7_1o"7 G E. Portanto y~1o~j ■ x = x o que implica que 0­(7 ■ x) =j • x. 
Seja G o maior subgrupo de T que deixa Fix(E) invariante. Vamos mostrar que G C iV(E). 
Sejam geGeaGT, — Ey. Então 
(go-g'1) ■ y ­ g<y(g~x ■ y) = gg~l -y = y 
pois g~l -y G Fix(E) uma vez que g~l G G. Portanto gag"1 G E e gY,g~l Ç E. De igual 
forma, concluímos que g~lY>g Ç E. Portanto E = g'Eg'1 e g E ■/V(E). ■ 
Lema 5.2.3 O normalizador de D3 em Y = De+T2é DQ. 
Demonst ração . O grupo DQ é gerado por pu e rx. Seja z G Fix(£)3). Então 
PKZ = Z GFix(Ds) e TXZ = z G Fix(D3) 
Portanto, D6 Ç iV(D3) pois N(D3) é o maior subgrupo de T que deixa Fix(_D3) invariante. 
Consideremos agora (h,t) G D6 + T2 tal que (h,t) G N{D3). Seja (<r,0) € D3 Ç D6 + T2. 
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Então 
( M ) M X M ) ­ 1 = (1,0(/1,0)((7,0)((1,^)(/1,0))­1 = (MXMX^oXMr^ur1 
= ( l , t ) (a ' ,0) (1 , í ) ­ 1 para algum a' G DA 
= (l,t)(a',0)(1,­t) 
= (a',a>(­t) + t) 
Então (a',a'(—t) + t) G D3, logo <r'(—í) = — t. Portanto t — 0 uma vez que cr' é um elemento 
qualquer de D3. m 
O maior subgrupo de D^+T2 que deixa o espaço vectorial Fix(j%) invariante é De, mas 
observemos que a acção de qualquer elemento de D3 C De em Fix(£>3) é trivial 
Lema 5.2.4 O maior subgrupo de DQ com acção efectiva em Fix(£>3) é 
N(D3)/D3 S Z2 
e o problema (5.6) restrito a Fix(£>3) 
9\^(o3) ■ F i x (As) x l ­ Fix(D3) 
reduz­se a um problema TL^­equivariante: 
g: R2 x M ­> R2 (5.9) (x,y,\) i­> (g\(z,X),g\(z,X)) 
onde z = (x + iy,..., x + iy), 7Li = {1, r } com 
r(x, y) = (x, ­y) (5.10) 
e 9í(z), ^ ( z ) designam a parte real e imaginária de g{z), respectivamente. 
Demonstração. Temos que Fix(Z>3) = C e se z = (z, z, z, z, z, z) então 
glFix{D3) : Fix(D3) x R ­> Fix(D3) 
(z,A) i­> (01 (z, A), . . . , 51 (z, A)) (5.11) 
Sabemos que D3 < N(D3) uma vez que, por definição, o grupo N(Ds) é o maior subgrupo 
de De+T2 tal que £>3 é subgrupo normal de N(Ds) . Como 
temos que N(D3)/D3 ~ Z2. Observemos que 
D6 = D3U p f D3 e N(D3)/D3 = {D3, P f £>3} 
Um elemento da classe lateral pzD3 é da forma p i a com a G D3. Se z G Fix(D;)) então 
pza ■ z = pz. • z = z 
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Portanto o problema (5.11) é equivalente ao problema Z2­equi variante 
g: C x R ­♦ C 
(z,\) ^ gi(z,z,z,z,z,z,\) 
onde g é Z2­equi variante, sendo Z2 = {1, r } , em que r actua em C da seguinte forma: 
T ■ Z = Z. 
Considerando o isomorfismo / : C —> R2 tal que f(z) = / ( x + ij/) = (x,y), obtemos (5.9). 
Lema 5.2.5 Seja g como em (5.9). Então 
g(x, y, A) = \p(x, y2, A), yq(x, y2, A)] 
em que 
p(x,y2,X) = Ax + e(a;2 ­ y2) + a(x3 + xy2) 
+(c + d + b)x4 ­ 6cx2y2 + (c ­ d ­ b)y4 + 0(5) 
q(x,y2,\) = A ­ 2ex + a(x2 + y2) 
+ (4c ­ 2d ­ 26)x3 ­ (4c + 2d + 2b)xy2 + 0(4) 
onde a = a\­\­ lai + 04 + as + d6, ò = òi + 2Ò2 + 64 + Ò5 + 06 e c = ci + c.2­
Demonst ração. É fácil ver que, como consequência de ser Z2­equivariante, g é da forma 
(5.12). Seja z = (z, z, z,z,z,z) — (x + iy, ■ ■ ■, x + iy) G Fix(Z?3). Da equação (5.5) obtemos 
g(z, A) = 5i|Pix(D3) (z) = z{\ + a \z\2 + cz3 + dz3) + z2{e + b \z\2) + 0(5) 
em que a — a\ + lai + 04 + 05 + QQ, b — b\ + 2Ò2 4­ 64 + 65 + òg e c = c\ + c%. Considerando 
o isomorfismo / : C —► M.2 tal que f(z) — f(x + iy) — (x, y), obtemos 
g(x,y,X) = (i?e(oi|Fix(D3)(z)) ,Im (í?i|Fix(X,3)(z))) 
Proposição 5.2.6 Nas condições do Lema 5.2.5, supondo 
a equação Z2 ­simétrica 
g(x,y,\) = 0 (5.15) 
admite dois ramos de soluções com simetria trivial, por bifurcação transcrítica do equilíbrio 
trivial (x,y) = (0,0) em A = 0: 
A = 2ex­a(x2 + y2)­(4c­2d­2b)x3 + (4c + 2d + 2b)xy2 + 0{4) (5.16) 
em que x e y 7^  0 satisfazem 
y2 « 3x2 (5.17) 
(5.12) 
(5.13) 
(5.14) 
;M 
Demonstração. Consideremos 
g(x,y,X) = [p(x,y2,X),yq(x,y2,X)} 
em que p e q aparecem em (5.13) e (5.14), respectivamente. A equação 
g(x,y,X) = o 
admite dois tipos de soluções: 
1. Soluções em que 
p(x, 0, A) = 0 e y = 0 
Se x — 0 e y = 0, então obtemos a solução trivial (x,y,\) — (0,0, A). Se i / 0 ( e 
y = 0) estas soluções têm isotropia axial Z2 e correspondem a soluções estacionárias 
do problema (5.6) com simetria D§ - os super-hexágonos; 
2. Soluções em que 
p(x, y2, A) = 0, q(x, y2, A) = 0 e y jí 0 
Estas têm isotropia trivial e correspondem a soluções estacionárias de (5.6) com sime-
tria D3. 
Suponhamos que y ^ 0. Então 
*/ \\ n , í P(xiU2A) = 0 
5(X'y'A) = ° ~ W^2,A) = 0 
(3x2 - y2)(e + (~c + d + b) (x2 + y2)) + 0(5) = 0 
A = 2ex - a(x2 + y2) - (4c - 2d - 2ò)x3 + (4c + 2d + 2h)xy2 + 0(4) 
Portanto, as soluções de g(x, y, A) = 0 com y ^ 0 satisfazem 
r(a;,y2) = 0 
A = 2ex - a(x2 + y2) - (4c - 2d - 2b)x3 + (4c + 2d + 2b)xy2 + 0(4) 
onde 
r{x,y2) = s(3x2 - y2) + 0(4) 
Queremos saber se há ramos de soluções de r(x, y2) = 0 contendo (0,0) numa vizinhança de 
(0,0). A matriz Hessiana de f{x,y) = r(x,y2) avaliada no ponto (0,0) é 
6e 0 
0 -2e 
HeSSf\(o,0) ; 
Portanto, (0,0) é um ponto crítico não-degenerado de f{x,y) se e só se 
e ^ O . 
Pelo Lema de Morse (ver por exemplo Guillemin e Pollack [8]) existe um difeomorfismo tp 
definido numa vizinhança de (0, 0) tal que 
fo<p-l(u,v) = p ( 0 , 0 ) + [ u v]Hessfl{0fi)[u v } T 
= 2(3eu2 - ev2) 
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Resolvendo / o <p 1(u, v) = 0 obtemos D = ±V3tt ou £ = 0. Portanto, se e ^ 0, obtemos 
soluções de / (x , y) — 0 que satisfazem 
y « ± v 3 x 
Supondo então que z ^ 0, da equação do ramo das soluções com simetria trivial de (5.15), 
verificamos que a bifurcação do equilíbrio trivial para os dois ramos destas soluções é 
transcrítica. Isto é, cada um dos ramos apresenta uma parte subcritica e uma parte su­
percrítica. A parte subcritica do ramo corresponde às soluções com simetria trivial com 
A < 0, portanto coexistem para valores do parâmetro A em que o equilíbrio trivial é estável. 
A parte supercrítica contém as soluções com simetria trivial com A > 0 e portanto estas 
coexistem para valores do parâmetro A em que o equilíbrio trivial é instável. ■ 
Na Figura 5.2 está representado um diagrama de bifurcação de (5.15) com e — 1 e a = — 1. 
Figura 5.2: Diagrama de bifurcação de (5.15) com e = 1 e a = — 1 
Observação 5.2.7 É imediato, tendo em conta a acção de r G Z2 em R2 (ver 5.10) que 
os dois ramos de soluções com simetria D3 que obtivemos na proposição anterior estão na 
órbita um do outro (cada solução de um ramo está na órbita por Z2 de uma solução do 
outro). 
Teorema 5.2.8 Consideremos T — DQ+T2 com acção em V = C = VK\ ©' ' '©^KB gerada 
por (4­3), (4­4) e (4­5) onde K\,. ., ,KQ são como no Quadro 4­1­ Seja 
z = g{z,X) (5.18) 
um sistema de equações diferenciais ordinárias tal que: 
:y.\ 
(i.) g : C 6 x R ^ C 6 é C°°, comuta com D6+T2; 
(li.) (Dz5)(o,A) = A/Û!CB/ 
(Hi.) considerando a expansão de Taylor de g tal como em (5.2) e (5.5), 
Então (5.18) admite dois ramos de soluções estacionárias com simetria D% por bifurcação 
transcrítica do equilíbrio trivial z — O quando A = 0. 
Demonst ração. Como a acção de T — D6+T2 em V — C6 é não­trivial e absolutamente 
irredutível (logo r­irredutível) e Fix(F) é um subspaço T­invariante de V, então 
Fix(r) = 0 
e, consequentemente, 
0(0, A) = 0 
Logo (0, A) é um equilíbrio de (5.18) para todo o valor do parâmetro A. Como 
(Dzg)(o,\) = A/dC6 
o equilíbrio z = 0 é assimptoticamente estável se A < 0 e assimptoticamente instável se 
A > 0. Soluções estacionárias de (5.18) correspondem aos zeros da equação 
5 lFix(D 3) ­ 0 
Pela proposição anterior, segue o resultado. ■ 
Observação 5.2.9 No teorema anterior referimos apenas a existência genérica de ramos 
de soluções com simetria triangular D$ de (5.18). A existência de ramos de soluções com 
simetria axial de (5.18) foi provada em [2] e [3]. Ver Teorema A.3.1. 
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Teorema 5.2.10 Dado um sistema de EDP's no plano (2.1) com parâmetro de bifurcação 
A e satisfazendo: 
(i.) Equivariância euclidiana; 
(ii.) Um equilíbrio trivial E(2) ­invariante para cada A; 
(iii.) Este equilíbrio perde estabilidade em algum A = Ac mais pequeno ao qual corresponde 
um único número de onda kc crítico tal que apenas as funções de onda 
wK(x) = e2niKx 
com K tal que \K\ = kc pertencem ao núcleo da linearização das equações; 
(iv.) Os espaços X e y são escolhidos de modo a que uma redução de Liapunov­Schmidt 
ao núcleo da linearização das equações definidas em Xc e yc, em que C é uma rede 
hexagonal, seja possível. 
Então, genericamente, existem ramos de soluções estacionárias espacialmente periódicas que 
bifurcam da solução trivial em A = Ac que correspondem a super­triângulos. 
Demons t ração . Recordemos a Observação 3.4.5: escolhendo uma rede hexagonal C com 
escala apropriada, conseguimos fazer com que qualquer circunferência de vectores de onda 
duais tenha número de onda kc e, portanto, o núcleo da linearização das equações definidas 
em Xe e yc será gerado por funções de onda com vectores de onda nessa circunferência. 
Assim, para cada a e (3 nas condições do Quadro 4.1 existe uma rede hexagonal C tal que 
o núcleo da linearização das equações definidas em Xc e yc é exactamente o subespaço 
absolutamente irredutível de dimensão 12 para a acção de D6+T2, 
v = vKl®­­­®vKf,^c6 
Como é possível uma redução de Liapunov­Schmidt a V, pelo Teorema 5.2.8, concluímos que 
para cada a e /3 indicado no Quadro 4.1 existem ramos de soluções estacionárias de (2.1) 
que bifurcam simultaneamente da solução estacionária trivial em A = Ac. ■ 
Figura 5.3: Super­triângulos 
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Na Figura 5.3 exibimos o gráfico de uma função u com simetria D$, a qual designamos de 
super-triângulos. Portanto é uma função do tipo 
U(x,y) = Re fZie^i(^1+(3k2)ix,y) + ... + z^A(~^+P)ki+0hMx,y)\ 
em que a e /3 estão nas condições do Quadro 4.1 do Capítulo 4. Aqui consideramos a — 3, 
(3 = 2 e z= (z,.. .,z) £ Fix(Z)3) tal que z = e i \ 
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Capítulo 6 
Super-triângulos - estabilidade 
Neste capítulo determinamos a estabilidade linear, próximo do ponto de bifurcação, das 
soluções com simetria triangular - super-triângulos - associadas a cada uma das repre-
sentações absolutamente irredutíveis de dimensão 12 de F — DQ+T2 (listadas no Quadro 
4.1) cuja existência foi provada no Teorema 5.2.8. 
Começamos então por recordar as condições do Teorema 5.2.8. Consideramos o sistema de 
equações diferenciais ordinárias 
z = 5(z,A) (6.1) 
em que g :V xM. ^- V é C°° e comuta com T: 
I 9\(zi,Z2,Z3,Z4,Zb,Z6) \ 
g-l(z2,Z3,Zi,Zb,Z6,Z4) 
9l{z4,Z6,Z5,Z\,Z3,Z2) 
9l(z5,Z4,Ze,Z2,Zi,Z3) 
\ 9l{z6,Z5,Z4,Z3,Z2,Zi) j 
5 i ( z , A ) = Az i+£z 2 Z3 
+ z i ( a i | z i j + a 2 ( | 2 2 | + I-Z3I ) + a4 \z4\ + a 5 | 2 5 | + a6 |26 | ) 
+ ~Z2~Zd,{b\ \z\\2 + b2{\z2\2 + I^312) + b4 \z4\2 + h kr>|2 + h |2fi|2) 
+ Zi{c\Z\Z2Z3 + C2Z4Zc,Zç, + ( ¾ ¾ ¾ ) + 0 (5) 
onde s, Oi, a2, 04, as, aç, b\, ò2, 64, 65, be, c\, c2 e d são reais. 
Supondo e ^ O, o sistema (6.1) admite dois ramos de soluções estacionárias com simetria D3 
por bifurcação transcrítica do equilíbrio trivial em A = 0. Considerando 
z = (x + iy,..., x + iy) € Fix(D3) 
então pela Proposição 5.2.6, as equações dos ramos são dadas por 
A = 2ex-a{x2 + y2) - {4c - 2d - 2b)x3 + {4c +2d + 2b)xy2 + 0(4) (6.2) 
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onde a — a\ + 2(¾ + a$ + a^ + a§ + ae, b — b\ + 2Ò2 4­ 64 + 65 + b% e c = c\ + C2, e 
y2 « 3x2 (6.3) 
próximo de z = (x, y) = (0, 0). 
Provamos neste capítulo que estas soluções (próximas de z = 0) são genericamente instáveis. 
A existência do termo quadrático na expansão de Taylor de g é determinante na prova da 
instabilidade dessas soluções. Foi já referido no início do Capítulo 5 que a instabilidade 
de soluções com simetria axial em problemas com simetria cuja expansão de Taylor inclua 
termos quadráticos é conhecida. No entanto, as soluções com simetria Dj, não são axiais. 
Apresentamos neste capítulo a estabilidade linear das soluções com simetria D% dependendo 
dos termos da expansão de Taylor de grau menor ou igual a 4. A partir de agora denotamos 
por 
(z0, A) = (z0, ...,z0) = (x + iy,...,x + iy, A) 
uma solução estacionária de (6.1) com simetria D3, isto é, (zo,A) satisfaz as equações (6.2) 
e (6.3). 
A simetria DQ+T2 de g força a existência de dois valores próprios nulos de (Dzg)(Zihx) (Secção 
6.1). No entanto, na Secção 6.3, constatamos a existência de um outro par de valores próprios 
nulos, derivada da truncagem de g de ordem 4. Isto é, g apresenta simetria extra. Portanto, 
a nossa descrição está incompleta. Pretendemos em trabalho futuro considerar termos de g 
que dependam d e a e / 3 (portanto da representação considerada ­ relembrar Quadro 4.1 e 
Proposição 5.1.1) e que possibilitem uma descrição mais completa das soluções. 
6.1 Valor próprio nulo 
A estabilidade de uma solução (zo,A) é determinada pelo sinal da parte real dos valores 
próprios de (Dzg)rXOt\y Uma solução (zo, A) diz­se linearmente estável se os valores próprios 
de (Dzg)(ZOix) têm parte real negativa. A estabilidade linear de (zo, A) garante a estabilidade 
assimptótica de (zo,A), ou seja, que toda a trajectória que começa perto da solução, fica 
perto da solução e, no limite tende para a solução (ver por exemplo Hirsch e Sinale [9], p. 
187). 
No entanto, no nosso caso a simetria força dois valores próprios de {Dzg)(Zlux) a ser zero. 
Designando por 
Tl = {t ■ zo : t e T2} 
a órbita de zo por T2, temos que 
Ker(JDz9)(zo,A) D TZoT2Q 
onde TZQT2Q designa o espaço tangente a T2Q em ZQ (ver [6] página 87). 
Lema 6.1.1 Seja (zo,A) uma solução estacionária de (6.1) em que 
zo = (ZQ,Z(,,Z0,Z0,ZO,Z0) 
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Então 
u\ = zoi(a,­a + 0,­(3,a,­/3,­a + /3) 
U2 = ZQÍ(P, ­a, a ­ /3, a ­ /3, ­ a , (3) 
são vectores próprios de (­Dz5,)(z0,A) associados ao valor próprio nulo. 
Demonst ração. Consideremos a solução zo = (z0, • • • ,zo) de (6.1) e seja T20 — {íz0 : t G 
T2} a órbita de zo por T2. Considerando a acção de T2 em C6 como em (4.5) obtemos 
T2 _ | 2 o ( e ­27r i (a í i+/3í 2 ) ) e ­27 r i ( ( ­ a+^) í i ­ a í 2 ) ) e­27ri(­/?íi + (a­^) t 2 ) 
e­27ri(aii + (a­ /3)Í2) ) e ­27ri(­ y3í i ­Qt 2 ) ) e ­27ri(( ­a+/3) i i+/3t2)) ) í l ) Í 2 ç [0 ,1)} 
Consideremos a parametrização 
_ l 
2 
(*1 , Í2) ^ ( < 1 , Í 2 ) ­ Z C 
* • 1 _ i i r x i _ I Ir _> T2 
* • J 2 ' 2l J 2 ' 2i J z o 
Designando por TZo(Tzo), o espaço tangente a T2Q em z0 obtemos 
TZQ(TZ20) = Im(d* ) , LZQy " " V u * ; ( 0 , 0 ) 
(0,0) ' 1 ^ 7 ( 0 0) C W r o . < » ' ( ^ 
Calculando ( Ir­ ) e ( Ir­ ] , como 
TZo(T20)ÇKer(Dzg){zoX) 
obtemos o resultado. ■ 
Portanto as soluções com simetria D3 não são assimptoticamente estáveis. Analisando os 
restantes valores próprios de (Dzg)^Zo<\^ podemos determinar outro tipo de estabilidade. 
A solução (zo,A) diz­se linearmente orbitalmente estável se todos os valores próprios de 
(Dxg)íXox), que não são forçados pela simetria a ser zero, têm parte real negativa. Uma 
solução linearmente orbitalmente estável é orbitalmente estável (ver Teorema [G] XIII 4.3), 
ou seja, uma trajectória que comece perto de (zo,A) fica perto de (zo,A) e tende para um 
elemento da órbita (ZQ, A). 
6.2 Decomposição isotípica 
A determinação do sinal da parte real dos valores próprios não nulos de (­Dz5)(,,,,,A) pode ser 
simplificado pela análise de outras restrições que a simetria impõe à matriz Jacobiana. 
A menos de £>3­isomorfismos, existem 
t / i , . . . , Ut, 
:.Í9 
um número finito de subespaços L>3-irredutíveis de C6. Seja Wk a soma de todos os subspaços 
de C6 que são D3—isomorfos a Uk- Então 
C6 = Wi © • • • © wt 
([6] Teorema XII 2.5). Os subespaços Wk são as componentes isotópicas de C6, para a acção 
de D3. Estas componentes isotípicas são subspaços invariantes de C6 para os endomorfismos 
definidos em C6 que comutem com Ds([6] Teorema XII 3.5)). Como (Dzg)(XOt\) comuta com 
D% (ver (3.12)), então 
(0.0)(.o,A)W) C Wi 
Portanto (Dzg)^Zox) ê semelhante a uma matriz diagonal por blocos. 
Observemos que uma das componentes isotípicas de C6 para a acção de D3 em C6 é Fix(£>3) 
que corresponde à componente isotípica de C6 para a acção trivial de D3. 
Lema 6.2.1 Consideremos a acção de D3 em C6. Então 
c 6 = < (1,1,1,1,1,1) > e < (i,i,i,i,i,i) > 
© < ( 1 , 1 , 1 , - 1 , - 1 , - 1 ) > © < (i,i,i,-i,-i,-i) > 
© £/l©t/2ffií/3©^4, 
onde 
U\ = < v\, w\ > 
U2 — < V2,W2 > 
U3 = < ^3,^3 > 
U4 = < V4,W4 > 
e 
V\ = (1 , -1 ,0 ,0 , -1 ,1 ) 
W\ = ( -1 ,0 ,1 , -1 ,1 ,0) 
V2 _ (0 ,1 , -1 , -1 ,1 ,0 ) 
W<i = (1 , -1 ,0 ,1 ,0 , -1 ) 
^3 — (i,-i,0,0, -i,i) 
w3 = (-i,0,i,-i,i,0) 
V4 --^- (0,i,-i,-i,i,0) 
W4 = (i,-i,0,i,0,-i) 
é uma decomposição de C6 em subespaços D^-irredutíveis 
Demonstração. Os 12 vectores são linearmente independentes. É fácil ver que os subspaços 
< (1,1,1,1,1,1) >, < (i,i,i,i,i,i) >, < ( 1 , 1 , 1 , - 1 , - 1 , - 1 ) > e < (i,i,i,-i, -i, —i) > são 
D3—invariantes e, consequentemente D3—irredutíveis pois têm dimensão 1. 
Para mostrarmos que os [/, são D3—irredutíveis mostramos que são absolutamente irre-
dutíveis. Observemos que a acção de p ^ em U\ pode ser representada na base (v\,wi) pela 
matriz 
' - 1 1 ' 
- 1 0 
De facto, 
p2^vi — (0,1,—1,1,0,—1) =—vi — w\ e /92*101 = ui 
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Da mesma forma se mostra que a acção de rx em U\ pode ser representada pela matriz 
1 ­ 1 
0 ­ 1 
Vamos ver que U\ é absolutamente irredutível para a acção de D3, ou seja, que as únicas 
aplicações lineares definas em U\ que comutam com D3 são as múltiplas escalares da identi­
dade. Seja A = a matriz na base (v\,wi) de uma aplicação linear definida em U\ 
que comuta com D3. Então 
-b + d 
-b 2TT = 0 2TT A 3 3 -^ 
—a — 6 a 
—c — d c = 
—a + c 
—a 
& b = — c A a = c + d 
X ~~ 1~x & a —a - b c -c — d = 
a — c 
—c 
<^> c = 0Ao = d ­ 2 6 
-ci 
,  - 26^ 
Portanto a = d e 6 = c = 0, ou seja A = (/,1¾. 
Concluímos que C/2, C/3 e í/4 são 1¾­irredutíveis mostrando que são /^­isomorfos a í/i. 
Para tal exibimos os seguintes I?3­isomorfismos 
■Bi,2 : C/l ­ c/2 z •­> {Z3,Zi,Z2,Z5,Z6,Z4) 
#1,3 : /A ­ C/3 
z 1—> I Z 
­62,4 : c/2 ­ > c/4 z 1—> i z 
Mostramos que Bi,2 é um I?3­isomornsmo entre C/i e C/2, isto é, que i?i,2 comuta com D3, 
verificando que: 
Bxfiivu) = a(Bit2U) 
para todo o a G D3 e u G C/i. 
Seja então at/i + 6u>i — (a — b, —a, 6, —6, —a + b,a) € U\. Temos 
# 1 , 2 ( ^ ( 0 - 6 , - 0 , 6 , - 6 , - 0 + 6,0)) = £1,2(0,-0 + 6 , - 6 , 6 , - 0 , 0 - 6 ) 
= (—6, a, —a + 6, —a, a — 6,6) 
= rx(6, a — 6, —a, —a + 6, a, —ò) 
= Tx(Bii2(a - b, ­ a , 6, ­ò , ­ a + 6, a)) 
e 
#1,2( /321(0--6, -0 ,6, -6 , -0 + 6,0)) = #1,2(6,0 — 6 , - 0 , 0 , - 6 , - 0 + 6) 
= (—a, 6, a — 6, — 6, — a + 6, a) 
= p27r(6,a — 6, —a, —a + 6, a, —6) 
= /0221(51,2(0-6,-0,6,-6,-0 + 6,0)) 
Do mesmo modo se mostra para Bi ,3 e £?2,4 ■ 
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Proposição 6.2.2 A decomposição de C6 em componentes isotópicas para a acção de D$ é 
C6 = Wt © W2 © W'i 
onde 
Wi = < (1,1,1,1,1,1), (i, », », i, i, i) > = Fix(£>3) 
W2 = < ( 1 , 1 , 1 , ­ 1 , ­ 1 , ­ 1 ) , ( t , t , i , ­ i , ­ i , ­ i ) > 
w3 = c/i © u2 © c/3 © c/4 
Demonst ração. Consideremos a decomposição de C6 em subspaços D3­irredutíveis exibida 
no lema anterior. Observemos que 
Wx = < ( l , l , l , l , l , l ) , ( i , i , M , M ) >=Fix(D 3 ) 
e que z H­>ÍZ é um £>3­isomorfismo entre < (1,1,1, —1, —1, ­1) > e < (i,i,i, —i, ­i, ­i) >. 
Portanto estes espaços são £>3­isomorfos. Na demonstração do lema anterior vimos que os 
Ui são D3­isomorfos. Para concluir o resultado basta observar que subspaços de dimensão 
diferente não são isomorfos. ■ 
6.3 Estabilidade 
Consideremos como anteriormente (zo,A) = (ZQ, ZQ, ZQ, ZQ, z{), ZQ, \)) uma solução de (6.1) 
com simetria D3 em que (zo, A) = (ZQ, ..., ZQ, A) = (x + iy,..., x + iy, A) satisfaz (6.2) e 
(6.3). 
Observação 6.3.1 De 
(^z5)(z0,A)=7"1(^zP)(7Z0iA)7 
para todo 7 G T (ver (3.11)) concluímos que soluções na mesma órbita têm a mesma 
estabilidade. Os ramos de soluções com simetria D3 de (6.1) estão na órbita um do outro 
(relembrar Observação 5.2.7) portanto é suficiente estudar a estabilidade para as soluções de 
um dos ramos. 
Usando a decomposição de C6 em componentes isotípicas para a acção de D3 obtida na 
Proposição 6.2.2 sabemos que a matriz (­Dz<?)(z0,A) é semelhante à matriz 
diag(((D«0) ( l O i A ))k i , {(Dzg){Z0iX))lw^, {(Dmg)im0tX))\Wa) 
Portanto os valores próprios de (­Dz<?)(z0,A) sã° o s valores próprios de cada um dos blocos 
{(Dz9)(z0,\))ÍWi, i = 1,2,3. 
• Os valores próprios de ((Dxg)^0tx)), 
No capítulo anterior calculamos a restrição de g\ a W\ — Fix(£>3). Relembrar o Lema 
5.2.5. Consideremos então 
g(x,y,X) =pi|F,x(£»3)(x,í/,A) = [p{x,y2, \),yq(x,y2, A)] 
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em que 
p(x,y2,X) = Xx + e(x2 ­ y2) + a(x3 + xy2) 
+(c + d + b)xA ­ 6cx2y2 + (c­d­ b)yA + 0(5), 
q(x, y2, A) = A ­ 2ex + a{x2 + y2) + (4c ­ 2d ­ 2b)xA ­ (4c + 2d + 2b)xy2 + 0(4) 
onde a = a\ + 2(¾ + a± + as + a6, b — òi + 2Ò2 + 63 + Ò4 + 65 + 06 e c = c.\ + c^. 
Calculando a matriz Jacobiana de g em (x,y, A), obtemos 
onde 
C D 
A = A + 2ex + a{3x2 + y2) + 4(c + d + b)x3 ­ 12cxy2 + 0(4) 
B = ­2ey + 2axy ­ 12cx2y + 4(c ­ d ­ b)y3 + 0(4) 
C = ­2ey + 2axy + 3 ( 4 c ­ 2 d ­ 2 ò ) x 2 y ­ ( 4 c + 2d + 2ò)y3 + 0(4) 
D = X ­ 2ex + a(x2 + 3y2) + [4c ­ 2d ­ 2b)x3 ­ (I2c + 6d+ 6b)xy2 + 0(4) 
Calculando o traço e o determinante desta matriz e avaliando nos ramos solução, isto 
é, (x,y,X) satisfazem (6.2) e (6.3), obtemos que os valores próprios Ai,] e A|(2 de 
{{Dzg)(ZOt\)), satisfazem: 
IF>*(£>3) 
Ai,i + Aii2 = 4ex + Sax2 ­ 48.x3c + 0(4) 
Ai,i x Ai^ 2 = ­12e2x2 + 48eax 3 ­96e(c + 2ò + 2d)x4 + 0(5) 
Proposição 6.3.2 Consideremos os ramos de soluções estacionárias de (6.1) com simetria 
D$ obtidos no Teorema 5.2.8. Então, próximo de z = O estas soluções são orbitalmente 
instáveis. 
Demonstração. Acabamos de ver que ((£)z5)(z0,A))i t e m valores próprios Aij e Ai,2 
cujo produto é 
Ai,i x Ai,2 = ­12e2x2 + 0(3) 
Portanto, perto do ponto de bifurcação, como supomos que e / O no Teorema 5.2.8, os dois 
valores próprios têm parte real com sinal contrários. ■ 
• Os valores próprios de ((­D«S)(«0,A))| 
Escolhemos a ordenação (xi,£2,£3,24,X5,X6,2/i,2/2> 2/3,2/4,2/5,2/6) das coordenadas em 
R12 = C6, onde Zj = Xj + iyj. Temos que (Azg^zo.A) comuta com D3. A acção de rz 
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em R na base canónica é representada pela matriz: 
0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 1 0 0 (J 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 
E a acção de pi* é representada pela matriz: 
0 0 1 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 0 0 0 0 0 0 
0 l 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 
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Obtemos que (Dzg)\ tem a forma 
dg\ dg\ dg\ 9g£ õg\ 
dx\ ÕX2 ÕX3 ÕX4 9 x 5 
dg\ dg\ dg\ 8g\ õg\ 
dx3 dx\ 8x2 9XQ 8x4 
dg\ dgl 8g\ dg\ õg\ 
8x2 8x3 9xi 8x5 dxo 
dgl dgl ag\ 8g\ dg\ 
8x4 8XQ 8x5 9X1 8x3 
dg\ 8g\ 9g\ 8g\ 8g\ 
8x5 9x4 9xe 9X2 9X\ 
M M M M M 
9xe 9x5 9x4 9x3 8x2 
8g{ dg\ 9g\ 8g\ 8g\ 
dxi 9x2 8x3 9x,4 9x5 
8g\ 8g\ 8g\ 8g\ 8g\ 
8x3 9x\ 9x2 9x% 9x4 
8g\ dg[ 9g\ 9g\ 8g\ 
8x2 8x3 9xi 9x5 9XQ 
8g\ dg\ 8g\ 9g\ 9g\ 
8x4 8XQ 8x5 8xi 8x3 
9g\ 9g\ 9g\ dg\ 9g\ 
8x5 8x4 dxo 9x2 9xi 
8g\ 8g\ 8g\ dg\ 8g\ 
8xo 9x5 9x4 9X3 9x2 
dgl 
9xo 
dgl 
9x5 
dgl 
9X4 
9gl 
9x2 
M 
9x 3 
M 
9xi 
M 
9X6 
9g\ 
9x5 
M 
9X4 
dg\ 
9x2 
9x3 
M 
9xi 
M 
9yi 
9y3 
9y2 
M 
9y4 
9gl 
M 
9ye 
8g\ 
9yi 
M 
9y3 
9g\ 
dy2 
dà 
9y4 
9ya 
9yo 
9£ 9fl£ 
9y2 9y3 
dgl 
9yi M 9y2 
dgl dgl 
9y4 dyn 
dgl dgl 
dye dy4 
dgl dgl 
9y3 9y\ 
9gl dgl 
9jJ6 9y5 
dgl dgl 
9y4 dyo 
dgl dgl 
9y5 9y4 
9g\ dg\ 
9y2 9y3 
9g\ dg\ 
9yi 9y2 
9g\ dg\ 
dy3 dyi 
9g\ 9g\ 
9yo 9j/5 
M M 
9y4 9ye 
dg'j dgl 
dy5 9y4 
9gl 
9y5 
9gl 
9y\ 
dgl 
9y2 
dgl 
9y4 
9gl 
dyo 
9g\ 
9yr, 
9g{ 
9yi 
9g\ 9g\ 
9y2 9y\ 
dgl 
dyo 
dgl 
9yn 
M 
9yi 
dgl 
9y2 
9g\ 
9g\ 
9y4 
M 
dm 
dyà 
9g\ 
9y3 9y2 
9yo 
9gl 
dyl 
dgl 
9y4 
9y2 
M 
M 
9y\ 
8g\ 
9yo 
9yr, 
9y4 
9g\ 
9y2 
9g\ 
9y3 
9g\ 
9gl onde g^1 representa a derivada parcial da parte real de g\ em ordem à variável re­
avaliada em (zo,A). Fazendo uma mudança da base canónica de R12 para a base 
correspondente a ((1,1,1,1,1,1), (i,i,i,i,i,i), ( 1 , 1 , 1 , ­ 1 , ­ 1 , ­ 1 ) , (i,i,i, — i, — i, — i), 
v\, w\, V2, W2, vs, w­z, t>4, W4) composta pelos vectores geradores das componentes 
isotípicas obtemos uma matriz diagonal por blocos semelhante a (Dzg)(Zo^) onde o 
segundo bloco representa (­Dz.9)(z0,A) restrita ao espaço W2 e é dada por: 
((Dzg)(Z0,\))\w ­ 9xj 9g\ 
M _|_ M 
dx'z 9x3 I 9g\ . 9g\ 
9xi dx2 9x3 
9x4 
M 
9X4 
dgl 
9x5 
9g{ 
9x5 
9g£ M + M , M _ M _ M 
9y\ di)2 9j/3 9j/4 9j/5 9x6 M 9x6 dg\ , dg\ 8g\ 9g\ dg\ 8y\ "■ 8y2 9y:í 9y4 dys 
Calculando as derivadas parciais obtemos a matriz 
( ( ^ . P ) ( . o , A ) ) | ^ = I R'2 
A B 
C D 
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onde 
A = A + 2ex + (3(ai + 2a2) - a$ — as — 0,6) x2 + ay2 
+ (4(ò4 + h + M - 6(2ci + c2 - d)) xy2 + (4(ôi + 262) + 4¾ - 2c2 - 2d) .x3 
5 = -2ey + (-4(64 + 65 + 66) - 6(2ci - c2 - d)) yx2 
+ (2(oi + 2a2 - 04 - 05 - o6)) yx + (-4(òi + 262) + 2(¾ - c2 + d) y3 
C — -2ey + (2(ai + 2a2 - 04 - 05 - a6)) xy 
+2 (-3(0! + 2Ò2) + 64 + 65 + &6 + 3(2ci - c2)) x2y + (-26 + 2(-2c, + c2 + 2d)) y3 
D = A — 2ex + ax2 + (3(ai + 2a2) — 04 — as — a§)y2 
+ (-6(òi + 2ô2) + 2(ò4 + 65 + h) + 6(-2ci + c2) xy2 
Calculando o traço e o determinante e avaliando em (zo,A) obtemos que os valores 
próprios de ((AsS0(zo,A))i são A2,i e A2)2 tais que 
A2,i + A2)2 = 4ex + 8(ai + 2a2 - a4 - a5 - a6)x2 
+ 16(2Ò4 + 2Ò5 + 2Ò6 - 3ci + 3c2)x3 + 0(4) 
A2,i x A2,2 = -12£2x2 + 48e(ai + 2a2 - a4 - a5 - a6)x3 
-96e(26i + 4Ò2 + d - c2 - 2d)x4 + 0(5) 
• Os valores próprios de ((jDBp)(BOlA)), 
Começamos por observar que os vectores de Ker(Dzy)(Zo )^ obtidos no Lema 6.1.1 estão 
em W3. De facto, 
(a, —a + /3, —/3, a, —/3, —a + /3) = aw;2 — P(w\ + io2) 
e 
(/3, - a , a - /3, a - /3, - a , /3) = -oa>2 + /3(ui + v2) 
como ivi = V3, iw\ = W3, if2 = t>4, w 2 = W4 G W3 concluímos que 
z0i (a, -a + /3, - /3 , a, - /3 , - a + /3) € W3 
e 
zoi(P, —a, a — /3, a - (3, —a, /3) G W3 
Portanto os dois valores próprios de (Dxg)/Zox) que são forçados pela simetria a ser 
nulos são valores próprios de ((-DZS)(ZOIA))| 
Como não estamos a considerar os termos da expansão de Taylor de g de ordem maior 
ou igual a 2a — 1 e, portanto, não estamos a considerar termos que dependam de a ou 
de /3, surgem mais dois valores próprios nulos. 
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Para a matriz ((Dzg)rz x))\ obtemos na base 
\w3 
(v\,Wi,V2, w2,v3,w3, vA, W4) 
uma matriz da forma 
al2 bl2 CI2 dÏ2 
eh îh gh hl2 
il2 jl2 k\2 / I 2 
ml2 n l 2 ph ql2 
(6.4) 
(observemos que, pelo Lema de Schur (ver por exemplo James e Liebeck [10]), já 
sabíamos que ((Dzg)^Zox)), era semelhante a uma matriz deste tipo) onde 
a = 
c = 
d = 
M 
9x i 
dg\ 
M 
dyi 
9X2 M 4. 9X5 
dg\ 
9x0 
dg\ 
9x 3 
9y2 
M _ M 
9?/2 9l/3 
— _ M 4 M 
9X2 9X3 
9:<: 
'■'//! _ M 
dys 
9.9£ 
9s 
X4 9X5 x; 
M 
9?/6 
, M 
9)/4 92/5 
9l/5 % >
_ , M 
9X4 9x6 
/ = 
5 = 
h = 
M 
9 x i 
M 4. M 
ô x 3 ' 9 x 5 
.M 4. M 
9j/2 9j/3 
9xo 
9g£ 
9?/4 """ 9iy6 
M 9j/î 95r , d£ + 92/5 
J = 
k = 
l = 
m = 
n = 
P = 
q = 
M 
9 x i 
dg\ 
9X2 
M 
<9yi 
9x2 
M 
9x3 
M 
9l/2 
9g| 8g\ 
9l/2 9j/3 
. M i M 
9X2 9X3 
9x5 9xo 
M + M 
9X4 9X5 
9gî I dg\ 
dye, 9y0 
M 4, M 9j/4 Syâ 
M 4 M 
9x4 9xô 
M 
9 x i 
M 4 M 
9 x 3 9 x 5 
M 
9x« 
­M 4 M 
dy­2 9y3 5w4 Sw« 
M 
9 y i 
9fl]_ , 9g£ 
9?/3 92/5 M 9i/o 92/3 S 92/6 
Efectuando uma mudança de base, para a base 
(vi,V2,V3, t>4 , ^ 1 , 1 ^ 2 , ^ 3 , W 4 ) 
observamos que a matriz (6.4) é semelhante à matriz de ordem 8, diagonal por blocos 
de ordem 4, em que os dois blocos são a matriz 
a b c d 1 
e f 9 h 
i 3 k l 
ni 11 V q _ 
(6.5) 
Portanto cada valor próprio da matriz ((­Dz5)(z0,A))i tem multiplicidade 2 e é valor 
próprio da matriz (6.5). 
Calculando a matriz (6.5) e avaliando no ramo de soluções (zo, A) que satisfaz 
y ?» V 3 x 
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(recordar Observação 6.3.1) obtemos uma matriz de ordem 4 da seguinte forma 
E V3E 
\ /3£ (\/3)2£ (6.6) 
onde E é a uma matriz de ordem 2 
E = A B C D 
com A = £x + 2(ai -a2 - a5 + a6) x2 + 4(3ò2 + ò4 + 2ò5)x3 
B = 2 ( -a 4 + a5) x2 + 4 (ò4 - 65) x3 
C = 2 ( - a 4 + a6)x2 + 4 (64 - ò6) x3 
D = ex + 2{ai -a,2 + a5 - a6) x2 + 4 (3ò2 + ò4 + 2b6) x3 
Observando que a matriz (6.6) é semelhante à matriz 
{(V3)2 + l)E V3E 
0 0 
e que 
tiE = 2ex + 4 ( a i - a 2 ) x 2 + 8(3ò2 + ò4 + ò6 + ò5)x3 + 0(4) 
detE = £2x2 + 4 e ( a ! - a 2 ) x 3 + 2 ( (2 (a ! - a 2 ) 2 
- ( a 4 - a5)2 - (oB - a6)2 - (a6 - a4)2) + 4e(3ò2 + 64 + b5 + b6)aJ4 + 0(5) 
concluímos que os valores próprios de ((£>zg)(Zo,A))i são (com multiplicidade 2) A3,i, 
^3,2, A3,3 e A3i4 tais que: 
\w3 
A3,i = O 
A3,2 - 0{2a - 2) 
A3,3 + A3,4 = 4(2£x + 4 ( a i -a2)x2 + 8 (3ò2 + ò4 + ò6 + ò5) x3) + 0(4) 
A3,3 x A3,4 = 16(e2x2 + 4e (ai - a2) x3 + 2(2(ai - a2)2 - (a4 - a5)2 - (ar, - a6)2 
- ( a 6 - a4)2 + 4e(3ò2 + 64 + h + M)^ 4 ) + 0(5) 
Portanto acabamos de demonstrar o seguinte teorema: 
Teorema 6.3.3 Nas condições do Teorema 5.2.8, os valores próprios de \(Dzg)rZOix)), onde 
(ZQ,A) é uma solução de (5.18) com simetria D3 próxima de z — 0: 
(z0,A) = (x + iy, ...,x + iy,X) 
tal que 
A = 2ex - a(x2 + y2) - (4c -2d- 2ò)x3 + (4c + 2d + 2b)xy2 + 0(4) 
(com a = a\ + 2a2 + a4 + 05 + a-e, b — b\ + 262 + 64 + 65 + 06 e c — c\ + c2) e 
y2 « 3x2 
são Ai,i, Ai)2, A2,i, A2]2, As^ (multiplicidade 2), A3)2 (multiplicidade 2), A3i3 (multiplicidade 
2) e A3)4 (multiplicidade 2) tais que 
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Al,l + ^1,2 — 
Al,! X Ai,2 = 
4ex + 8ax2 - 48x3c + 0(4) 
-12£2x2 + 48£ax3 - 96e (c + 2b + 2d) x4 + 0(5) 
A2,i + A2,2 = 4ex + 8(ai + 2a2 - a± - as - a6)x2 
+ 16(204 + 2Ò5 + 2ò6 - 3d + 3c2)x3 + 0(4) 
A2,i x A2,2 = -12tr2:r2 + 48e(ai + 2a2 -0,4-0,5- ae)x3 
-96e(26i + 462 + cx-c2- 2d)x4 + 0(5) 
A3,i = 0 
A3,2 = 0(2a - 2) 
A3,3 + A3,4 = 4(2ex + 4 (ai - a2) x2 + 8 (3ò2 + ò4 + ò6 + ò5) x3) + 0(4) 
A3,3 x A3)4 = 16(t:2a:2 + 4e (ai - a2) x3 + 2(2(ai - a2)2 - (a4 - a5)2 - (a5 - a6)2 
- ( a 6 - a4)2 + 4e(3ò2 + 64 + ò5 + b6))^4) + 0(5)  
Apêndice A 
Subgrupos de isotropia axiais livres 
de translação 
Apresentamos o método seguido por [3], para determinar, a menos de conjugação todos 
os subgrupos de isotropia axiais livres de translação, para a acção de T — H+Tn em cada 
subespaço absolutamente irredutível V apresentado no Capítulo 4. Na Secção A.l explicamos 
o método. Na Secção A.2 descrevemos o procedimento nos casos em que a dimensão de V é 
igual à ordem da holoedria e concretizamos para as representações irredutíveis de dimensão 
12 da rede hexagonal. Finalmente na Secção A.3 enunciamos o resultado final obtido em [3]. 
A.l Procedimento geral 
A dimensão do subespaço de pontos­fixos de um subgrupo finito E de um grupo de Lie 
compacto T pode ser calculada usando a Fórmula do Traço ([6] Teorema XIII 2.3): 
dimFix(S) = ^ ­ £ t r ( < r ) 
Lema A. 1.1 Consideremos a acção de F — H+Tn em V = V/^ © ■ ■ ■ © VK, como em (4-2) 
e (h,t) € T. Então 
tr{h,t)= Yl 2cos(27rKj • í) 
{j: hK^Kj) 
Demonst ração. Começamos por recordar que 
VK = {Re(zwx(x)) : z € C} = {ZWK(X) + ZWK(X) : z G C} 
sendo 
wK{x) = e2*iKx 
50 
e se 7 = ( M ) G H+Tn, então 
7 ­wK(x) = W K ( 7 _ 1 ­^) 
em que 
7­ 1 . x = = h ­ 1 ( a ; ­ t ) . 
Temos então que 
{h,t)­wK(x) = wK((h,t)~l ­x) 
= Wjf ( / i " 1 • (x ­ t ) ) 
= wx(h~l ■ x — h~lt) 
= WK(—h^1t)wK(h~1 ■ x) 
= whK{­t)whK{x) 
= e­^K­twhKix) 
Portanto (h,t) envia (21,22, ­­­,¾) G Cs num vector cuja i—ésima componente é e"l2lxKi'tZj 
onde i é tal que /iKj = K{. 
Se h fixa Kj então Zj i­> e~l2nKJ'tZj, ou seja, 
Zj­xJ + iy3 ­ [x3,y,) » ^ s i n ( _ 2 7 r K . . t) coa(_2irKj ­t) ){ Vj ) 
Concluímos então que tr(h,t) = ^2cos(27rKj • t) onde a soma é sobre todos os inteiros j 
j 
tais que Kj é fixado por h. m 
Definição A.1.2 Seja 1½ a projecção de F em H 
UH(h,t) = h 
Observemos que FLJJ é um epimorfismo (homomorfismo sobrejectivo) de grupos. 
Observação A.1.3 Seja E um subgrupo de isotropia de F livre de translação. Como o 
núcleo de Un é Tn então Ker(n#|E) = E i l T " = {(ld,0)}. Portanto os subgrupos de 
isotropia livres de translação de F são isomorfos por Ufj a subgrupos de H. 
Notar que se Si e S2 são subgrupos conjugados de F então 11//(1¾) e 11//(¾) são subgrupos 
conjugados de H. 
Portanto, da Observação A. 1.3, concluímos que para encontrar as classes de conjugação de 
subgrupos de isotropia axiais livres de translação podemos seguir o procedimento seguinte: 
(i) Listar todos os subgrupos de H a menos de conjugação; 
(ii) Para cada subgrupo G de (i) encontramos a menos de conjugação os subgrupos de F 
isomorfos por 11// a G. Isto é feito calculando os possíveis geradores destes subgrupos 
do seguinte modo: sendo pi, <?2> •••) <7r os geradores de G, então os geradores de um 
subgrupo £ de F isomorfo por II// a G são da forma (51, íi), (52^2), ••­, (.9r, tr) onde os 
tj são determinados pela ordem dos elementos de G . 
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(iii) Para os subgrupos E obtidos em (ii) eliminamos: os que não são axiais calculando para 
isso Fix(E), os que não são subgrupos de isotropia e os que não são livres de translação. 
A.2 Caso em que a dimensão de V é igual à ordem da holoe-
dria 
A tarefa fica bastante facilitada neste caso graças ao seguinte lema: 
Lema A.2.1 [3] Se dim V = \H\, então os subgrupos de isotropia axiais livres de translação 
são isomorfos por II// a H. 
Demonstração. Seja E um subgrupo de isotropia axial de F livre de translações. Pela 
Observação A. 1.3 concluímos que E é isomorfo por II// a um subgrupo de // . Como V é 
T-irredutível, pela Proposição 4.0.7, o conjunto dos 2s vectores duais {dLKi,..., ±KS} é uma 
órbita em C* da acção de H, ou seja, H actua transitivamente nesse conjunto. Como 2s = 
\H\ então não existe Kj fixado por h G H com h ^ 1. 
Pelo Lema A. 1.1 temos que tr(cr) = 0 para todo o G E com a ^ 1. Pela Fórmula do Traço, 
dimFix(E) = «L J2 tr(cr) 
tr(l) 
~ m 
_ dim V 
~ m 
Como dimFix(E) = 1 então dim V — |E| , ou seja, \H\ — |E | . Como E é isomorfo por II// a 
um subgrupo de H, então E é isomorfo por II// a H m 
A.2 .1 S u b g r u p o s d e i so t rop ia axiais l ivres de t r a n s l a ç ã o p a r a as r e p r e -
sen tações de d i m e n s ã o 12 d a r e d e h e x a g o n a l 
Para ilustrar o método, vamos calcular a menos de conjugação os subgrupos de isotropia 
axiais livres de translação considerando as representações irredutíveis de dimensão 12 da 
rede hexagonal. Recordar o Quadro 4.1 do Capítulo 4. 
Como dim V — \Dç\, pelo Lema A.2.1 os subgrupos de isotropia axiais livres de translação 
de T são isomorfos por II// a DQ. OS subgrupos de T isomorfos por II// a DQ são gerados por 
(pW3,í') e (rx,t) onde os elementos pn/3 e TX são os geradores de DQ (e ti! 6 T2). Depois de 
uma conjugação inicial usando um elemento de T2, podemos assumir que t' = 0. Calculemos 
então os subgrupos E de T gerados por (pn/3 ,0) e (rx,t), e que são isomorfos por II// a DQ. 
A reflexão rx é um elemento de H de ordem dois, logo o elemento (rx,t) tem ordem dois. 
Como (Tx,t)(rx,t) — (l,Txt + t) então 
Txt + teC (A.l) 
r>2 
Observemos que a acção de TX relativamente à base (h,h) da rede hexagonal (relembrar 
- 1 0 
1 1 . Se substituirmos t = t\l\ + t2l2, corn Exemplo 3.1.2) é representada pela matriz 
0 < íi,Í2 < 1 e m (A.l), obtemos 
rxt + t= (ii + 2t2)l2 e £ 
Portanto 
h + 2t2 = 0 (mod 1) (A.2) 
Analogamente o produto de (rx,t) por (pn/z , 0), ou seja, (rxpn/3 , t) é um elemento de ordem 
dois em £. Logo 
Txp* t + tec. 
Observando que a acção de ps. relativamente à base (/1 ,l2) é representada pela matriz 
obtemos 
1 1 
- 1 0 
r x p | t +1 = -t2h + 2t2l2 
logo 
Í2 = 0 (mod 1) (A.3) 
De (A.2) e (A.3) temos que t\ = t2 = 0. Assim concluímos que, a menos de conjugação, De 
é o único subgrupo de T = DQ+T2 isomorfo por II// a D§. 
E fácil ver que De é um subgrupo de isotropia e que 
Fix(£>6) = {(z, z, z, z,z,z) : z G R} 
Por exemplo, para encontrar FÍX(DQ) basta resolver o sistema 
f^Z = Z 0 / {Z2,Z3,Z1,Z5,Z6,Z4) = {zi,Z2,Z3,Z4,Z5,Z6) 
TXZ = Z \ {z6,Zs,Z4,Z3,Z2,Zi) = (Z] , Z2, Z3, Z4, Z5, 2g) 
Portanto /¾ é um subgrupo de isotropia axial livre de translação. 
A.2.2 R e p r e s e n t a ç ã o gráfica 
Supondo que as condições do Lema Equivariante dos Ramos são satisfeitas por g em (3.9) 
temos então que existe um número infinito numerável de ramos de soluções de (3.1) com F 
restrito a Xe que bifurcam simultaneamente da solução invariante u — 0 em A — \c com 
simetria DQ. 
Na Figura A.l exibimos o gráfico de uma função u com simetria De designada por super-
hexágono. Portanto uma função do tipo 
u(x, y) = Re (Zle27riKl<x^ + ^ « ^ - ( a u / ) + z^K3-{x,v) 
+z4ei2nK4'(x'y) + z5ei2nKò(-x'v) + z6ei27rKo{x<yA 
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com a e /3 nas condições do Quadro 4.1 do Capítulo 4, e em que z = {Zl,z2, z3, z4, z5,z6) € 
Fix(£>6). Para a função exibida fizemos a = 3, /3 = 2 e z = (1,1,1,1,1,1). 
• Fnff 
^P ^n w ^ 
• A 
4Éft< M 
'^P j ^ j . "^P 
Figura A.l: Super-hexágonos 
A.3 Classificação das soluções espacialmente periódicas em 
sistemas de EDPs no plano garantidas pelo Lema Equi-
variante dos Ramos 
Terminamos enunciando o resultado final obtido em [3]: 
Teorema A.3.1 [3] Dado um sistema de EDPs no plano com um parâmetro de bifurcação 
A e satisfazendo: 
(i) Equivariância euclidiana; 
(ii) Um equilíbrio trivial E(2) -invariante para cada A; 
(iii) Este equilíbrio perde estabilidade em A = Ac; 
(iv) Os espaços X e y são escolhidos de modo a que uma redução de Liapunov-Schmidt ao 
núcleo da linearização das equações definidas em Xc e yc seja possível. 
Então existem ramos de soluções estacionárias espacialmente periódicas que bifurcam da 
solução trivial em A = Ac que correspondem a cada um dos seguintes padrões: 
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1. Ondas 
2. Rectângulos (um número infinito não numerável) 
3. Quadrados simples 
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4. Hexágonos simples 
• • • 
■ÊÊk Jfe è 
5. Super-quadrados (um número infinito numerável) 
6. Anti-quadrados(um número infinito numerável) 
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7. Super­hexágonos (um número infinito numerável, um por cada a, /3 especificados no 
Quadro 4.1) 
# 1 
m Ir ~ 
Demonst ração . Vimos na secção anterior a existência de soluções correspondentes a super­
hexágonos. Para os outros padrões, ver [3] páginas 55,56. ■ 
E importante notar a diferença entre quadrados simples e super­quadrados, e entre hexágonos­
simples e super­hexágonos. A simetria é a mesma, o que varia é a dimensão da representação. 
Como era de esperar, o número de extremos aumenta à medida que passamos de uma solução 
associada a uma representação de uma certa dimensão para uma solução associada a uma 
representação de dimensão superior. 
Este teorema está incompleto uma vez que soluções com outras isotropias são possíveis. No 
capítulo 5 mostramos a existência de soluções com simetria D3 ­ super­triângulos ­ que têm 
subespaço de pontos­fixos de dimensão 2. 
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Apêndice B 
Forma geral de um campo de 
9 
vectores Dg+T-equivariante 
Nesta secção apresentamos um esboço do cálculo da expansão de Taylor de um problema de 
bifurcação equivariante por 
r = D6+T2 
considerando a acção de T em 
V = VKl®---®VK(í 
onde Ki,... ,KQ aparecem no Quadro 4.1 do Capítulo 4. Começamos por relembrar que 
V = C6 
onde a acção de T em C6 é gerada por (4.3), (4.4) e (4.5): 
(p| ,0)(z) = (z2,Z3,zuzb,ze,z4) (B.l) 
(rx,0)(z) = (z6,z5,z4,z3,Z2,zi) (B.2) 
(1 t)(z) = (e-27ri(aíi+/3í2)2 i e-2wi((-a+/3)ti-at2)z e-27ri(-/3ti+(Q-/3)t2)2 ; 3 
e-27ri(aí1 + (a- /3) í 2) 2 4 ) ^ 2 ^ ( - / 3 ^ - ^ 2 ) . ^ e-27ri((-a+/3)ti+/3t2)ZA ( B ' 3 ) 
em que t = £1/1+^2 G T2. Aqui consideramos os seguintes geradores l\, I2 da rede hexagonal: 
^ = (^)^ = (^4 
Os inteiros a, f3 satisfazem a > (3 > | > 0, (a,(3) = 1 e (3,a + (3) = 1 (Quadro 4.1). 
Seguimos [4]. 
B.l Forma geral de um campo de vectores D6+T2-equivariante 
O nosso objectivo é provar a seguinte proposição: 
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P r o p o s i ç ã o B . l . l [4] Consideremos a acção de D^+T2 em C 6 dada por (BA), (B.2) e 
(B.3) e g : C 6 —> C6 uma função C°°. Então g é Dg+T2 ­equivariante se e só se 
9W 
l 9l(zi,Z2,Z3,Z4,Z5,Z6) \ 
gi(z2, Z3, Z\, Z5, ZQ, Z4) 
gi{z3,zi,z2,z6,z4,z5) 
gi{z4,ze,zb,z­í,z3,z2) 
g\{z5,z4,z6,z2,z1,z3) 
V 31(^6,25,24,23,^2,21) / 
(B.4) 
em que 
3 i ( z ) = 21/1(7^ ,112 ,^3 ,^4 ,^5 ,^6 ,91 , (71 ,94 ,94) + 2223/2(1^1,^2, u3, u4, u5, u6, f/i, 91,94,94) 
+^­^¾¾^ + e^zr^T^Î + 0(2«) 
onde Uj = \ZJ\ , j = 1, . .­,6, 91 = 212223, 94 = 242526, ei,e2 G M e / 1 , /2 são C°° e tomam 
valores complexos. 
Começamos por mostrar o seguinte lema: 
L e m a B.1 .2 Consideremos a acção de DQ+T2 em C6 como na Proposição B.l.l e seja 
g : C6 —> C 6 uma função C°°. Então g é DQ+T2­equivariante se e só se 
( gi(z\,z2,z3,zi,z5,z6) \ 
31(22,23 ,21 ,25 ,26 ,24) 
3l (23 , 2l , 2 2 , 2 6 , 2 4 , 25) 
3 l ( 2 4 , 2 6 , 2 5 , 2 l , 2 3 , 2 2 ) 
3 l ( 2 5 , 2 4 , 2 6 , 2 2 , 2 l , 2 3 ) 
V 3 l ( 2 6 , 2 5 , 2 4 , 2 3 , 2 2 , 2 l ) / 
9W = (B.5) 
onde 
31 (z) = 3 l ( z ) 
h(t ■ z) = / i(z) 
para todo o t G T2, onde h : C6 —> C e definida por h(z) = 2i$i(z) . 
(B.6) 
(B.7) 
D e m o n s t r a ç ã o . As condições (B.5) e (B.6) resultam de g ser £>6­equivariante. A equação 
(B.6) é consequência de g comutar com pw . De facto, designando por (pn ■ 3)1 (z) a primeira 
componente de pn ■ g, temos que 
g\(z) = {pv­g)i(z) = gi(p„ ■ z) = 3i(z) 
Do mesmo modo se mostra que a equação (B.5) é consequência de g comutar com p^r, pa*, 
TxPín, TxPiíL e rx. Vamos ver que (B.5) e (B.6) garantem a equivariância de 9 por DQ+T2. 
3 3 
É suficiente verificar a í?6­equivariância para os geradores de D§: 
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pz-g(z,\) = 
gi[Z2,Z3,Zi,Z5,ZQ,Z4 ) \ 
9\{Z3,Zi,Z2,Ze,Z4,Z5) 
9i(zi,Z2,z3,Z4,z5,z6) 
9\(ZS,ZÍ,ZQ,Z2,Z1,Z3) 
gi(z6, z5, z4, z3,22, zi) 
\ 9l(z4,Z6,Z5,Zi,Z3,Z2) ) 
= g{z2,Z3,Zi,Z5,ZG,Z4) 
I 51(22 ,23 ,21 ,25 ,26 ,24 ) \ 
5 1 ( ^ 3 , 2 1 , 2 2 , 2 6 , ^ 4 , ¾ ) 
gi(zi,Z2,Z3,Z4,Z5,Z6) 
5 1 ( 2 5 , 2 4 , 2 6 , 2 2 , 2 1 , ¾ ) 
51(26 ,25 ,24 ,23 ,22 ,21 ) 
\ 5 1 ( 2 4 , 2 6 , 2 5 , 2 1 , 2 3 , ¾ ) / 
TX ■ g(z, A) = 
/ 51(26,25 ,24 ,23 ,22 ,21) \ 
51(25,24 ,26 ,22 ,21 ,23) 
51(24 ,26 ,25 ,21 ,23 ,22) 
51(23 ,21 ,22 ,26 ,24 ,25) 
51(22,23 ,21 ,25 ,26 ,24) 
V 51(21,22 ,23 ,24 ,25 ,26) / 
= 5(26 ,25 ,24 ,23 ,22 ,21) 
= 5(rxz,A) 
Consideremos uma função g equivariante por D§. Vamos mostrar que g é .Dg+T^­equivariante 
se e só se satisfaz a equação (B.7). Dado t G T2, temos 
/ i ( í ­ z ) = e2niKitzigi(t z = e 2niKi-t %(t-g)i(z) 
e2wiKvtzie~2niKltgi(z) = 2 i 5 i ( z ) 
h{z) 
ou seja, h é T2­invariante. 
Vamos agora concluir a equivariância por T2 de g a partir da invariância por T2 de h. 
h(t-z) = h(z) 
<^> e i 27 r / f r i ^ 2 i 5 i ( < ­ z ) = 2 i 5 i ( z ) 
o 51(Í •z) = c­ i 2*^­ tpi(z) 
^ 9\{t ­z) = (i­p)i(z) 
como as componentes 52, •••, 56 de 5 são descritas a partir de 51, cálculos rotineiros permitem 
concluir que gi(t ■ z) = (t ■ g)i{z). m 
Lema B.1.3 Consideremos g : C6 —> C6 e h : Ce 
h{z) — h(t ■ z) para todo 0 t € T2 se e só se 
C como no Lema B.1.2. Então 
h{z) = f(ui,U2,U3,U4,u5,u6,qi,qi,q4,q4) + 
+a1za1-0z$z%z%-0 + a2z{z^zT^zl + 0(2a + 1) 
onde Uj — \ZJ\ , j = 1, . . . ,6, q\ = z\z2z3i (/4 = 242526, ai, 0,2 G R e / é C°° e torna valores 
complexos. 
Demonstração. Consideremos a expansão de Taylor de h(z) 
h(z) = Yl akZ^z^z^z^zJFzfziPzfr'z* 10 ^ll—Kl2 
ki>0 
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De (B.6) concluímos que h(z) = h(z) e, portanto a^GR para todo o k. 
Como /i(z) = h(t ■ z) para todo t = (íi, Í2) G T2, então 
h(z) = £ o j f c e ­ 2 ^ ^ ' 1 4 ^ 2 ^ 1 ^ ^ 2 ^ ^ * 1 ^ * 2 ^ 2 ^ 2 
fc,;>0 
= V a e­2Tri(at1+/3t2)(k1­k2)zki­^k2 
ki>0 
portanto 
e­2iri[(ati+/3t2)(k1~k2)+((­a+l3)ti­at2)(k3­kA)+(­l3t1+{a­l3)h)(ks­k6) 
+ (at1 + {a­0)t2)(k7­k8) + (­pt1­at2)(k9­kn)) + ((­a+P)ti+0t2)(kn­ki2)} — l 
para todo (íi, Í2) G î"2. Portanto «t = 0 a não ser que 
(aíi + Pt2)(ki ­ k2) + {{­a + 0)tx ­ at2)(k3 ­ k4) + (­/ftj + (a ­ /3)t2)(h ­ fee) 
+(a í ! + (a ­ /3)í2)(fc7 ­ fc8) + (­/Wi ­ ai2)(fc9 ­ fc10) + ( ( ­ a + / ¾ + (3t2)(ku ­ kl2) G 
Observemos que k\ — k2, /¾ — k4, k§ = kg, kr = kg, kg = kio, k\\ = k\2 é uma solução da 
equação que representa os T2­invariantes 
I z,j I2, 3 = 1,...,6 
Vamos procurar monómios invariantes que não tenham potências de | Zj |2. Consideremos 
apenas monómios da forma 
~rn n P Q r s zl Z2Z3Z4Z5Z6 
onde adoptamos a notação zj1 = z­ se m < 0. Desta forma reduzimos o problema de 
encontrar todos os monómios invariantes (sem potências de | Zj |2) a encontrar m, n, p, q, r, s 
G Z tais que 
(QÍI + 0t2)m + [(­a + (3)ti ­ at2)n + [­0U + (a ­ 0)t2}p 
+ [ati + (a ­ 0)t2}q + (­/fti ­ Qi2)r + [ ( ­a + 0)h + /3t2]s G 1 
Como íi e t2 são quaisquer temos 
(m — n + q — s) a + (n — p — r + s)/3 = 0 
— (n — p — g + r)a + (m — p — q + s)/3 = 0 
Como a e 0 são primos entre si 
(m — n + q — s) = j0 (n — p — r + s) = —ja, j G Z 
(n — p — g + r) = fc/3 (m — p — q + s) — ka, k G Z (B.8) 
Não há soluções não triviais de (B.8) se mais do que 3 de m,n,p,q,r,s são zero. No caso 
j = k = 0, então m — n — peq = r = s,o que corresponde aos invariantes 
z\z2zs e 242:526 
e seus complexos conjugados. 
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Vamos ver que os invariantes de menor ordem que dependem de a e /3 são 
P-a-P-a-P P a-a-P-a-P P P-a-0-a-P P z\z2 z4 zbiz2zZ z5 z§izZz\ z6 ZA 
e seus complexos conjugados, que têm ordem 2a. Observemos que o conjunto dos três e dos 
seus complexos conjugados é invariante para a acção de DQ. 
O procedimento vai ser o seguinte 
1. Mostramos que podemos assumir que um de m,n,p é zero e que um de q,r,s é zero. 
Depois consideramos o caso p = 0, uma vez que os invariantes com m = 0 e n = 0 
podem ser obtidos a partir dos invariantes em que p = 0 pela acção de ps.\ 
2. Consideramos os casos onde p = 0 e exactamente dois de m, n, q, r, s são zero; 
3. Consideramos os casos em que p = 0 e exactamente um de q,r,s é nulo. 
1. Consideremos m,n e p positivos. Então podemos construir um monómio T2-invariante 
de menor grau a partir de z^z^z^z^z^z^ factorizando o invariante Z1Z2Z3. Analoga-
mente, se m,n,p são negativos podemos obter um monómio T2-invariante de menor 
grau factorizando 21¾¾. Vamos supor que m,n,p não têm todos o mesmo sinal. 
Consideremos, por exemplo m ^ n ^ 0 ^ p. Então a ordem do monómio é 
m + n+\p\ + \q\ + \r\ + \s\ 
Neste caso observemos que também o monómio z™-™^ nzlz§Zç é T2-invariante e tem 
ordem menor, a não ser que n = 0. Como estamos à procura dos invariantes de menor 
ordem que dependem de a e /3, podemos assumir que n = 0. O argumento é o mesmo 
para as outras ordenações de m,n,p e 0. Em cada um dos casos conseguimos encontrar 
um invariante de menor grau a não ser que um de m,n,p seja zero. Analogamente, 
podemos assumir que um de q,r,s é zero. Nos passos seguintes vamos assumir que 
p = 0. 
2. Seja p = 0 e exactamente 2 de m, n, q, r, s também são nulos. Já vimos, no primeiro 
ponto, que pelo menos um de q,r,s é zero. Há 9 combinações a considerar e, em cada 
caso obtemos um invariante de ordem maior que 2a. Por exemplo, se p — r — s = 0, 
as equações (B.8) têm solução se j e k satisfazem 
(j + 2/=)/3 = (k- j)a 
Como a e (3 são primos entre si, existe Z e Z tal que 
k - j = 1(3 e j + 2k = Ik 
Resolvendo em ordem a j e k obtemos 
j=l-l{a-2(3) ek=±l(a + /3). 
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Como a + /3 não é múltiplo de 3, então 3 divide /. Seja V £ Z tal que / = 3/'. Então 
m = l'P(2a - /3) 
n = l'a{2/3 - a) 
q= -l'(a2 -ap + (32) 
A ordem do invariante z^z^zl é 3|Z'|a/3 que é maior do que 2a. As outras 8 com-
binações com 3 expoentes não nulos fornecem invariantes com ordem 3 \l'\ a/3, \l'\ (a2 + 
a/3) ou |Z'| (2a2 + a/3 — /32), que são sempre maior que 2a. 
3. Se p = 0 então, de (B.8) temos que 
m = jp-l(j-k){a + f3) 
n = k(3-ja + l{j-k)(a + /3) 
q — s — j P — ka — l(j — k)(a + /3) 
r-s = fc/3+i(j-fc)(a + /3) 
Como 3 não divide a + /3 temos que existe Z e Z tal que k - j = 21. Portanto 
m = j/3 + l{a + P) 
n = - j ( « - / 3 ) + / (2 /3 -a ) 
ç - s = _ j ( a - / 3 ) - /(2a - /3) 
r - s = j/3 + /(2/3 - a ) 
onde j , / G Z. Consideremos os 3 casos g = 0,r = 0 e s = 0 separadamente: 
O invariante z[~z%~ z^~ z§ é obtido no caso p = s = 0 para / = 0 e j = 1. Quando 
p = q = 0oup = r = 0 obtemos monómios invariantes não triviais de grau maior do 
que 2a. Por exemplo, para p — q = 0, temos que 
m = j/3 + l(a + P) 
n = -j(a- P) + /(2/3 -a) 
r — ja + l(a + /3) 
s = j ( a - / 3 ) + / ( 2 a - / 3 ) 
O grau do monómio é \m\ + \n\ + |r| + \s\ 6 Z + . Como 
\m\ + |n| + |r| + \s\ > \n\ + \s\ > \n + s\ = \l\ (a + /3) 
e a > /3 > %, então 
a 3 
a + / 3 > a + - = - a 
e 3 
| / | (a + / 3 ) > | / | - a 
Logo, se |/| > 1, então 
\m\ + \n\ + |r| + \s\ > la. 
Faltam os casos em que / 6 { —1, 0,1}. 
Se / = 0, temos que 
\m\ + \n\ + \r\ + \s\ = \j\ (3a — /3) > 2 \j\ a 
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Se I — 1 e j ^ O então \m\ — m, \r\ = r, \s\ — s e temos que 
\m\ + \n\ + \r\ + \s\ > \m\ + \r\ + \s\ = m + r + s — 2ja + 4a + (3 > 2a 
Se l = 1 e j < 0 então \n\ = n e 
|m| + |n| + \r\ + \s\ > n + \m — r + s\ — —j(a — (3) + a + (3 > (a — /3) + a + 0 = 2a 
O caso em que I = — 1 é análogo a I = 1. Portanto, os monómios associados com 
p = q = 0, mnrs ^ 0 são de grau maior do que 2a. O argumento para p = r = 0 é 
similar. ■ 
Demonst ração da Proposição B . l . l . Pelo Lema B.1.3 obtemos 
( \ t( ­ \ i ­a­0 P P­a­P 
ziPi(z) = J{u1,U2,u3,U4,u5,u6,qi,q1,q4,qA) + eiZl z^z^z^ 
+ e2z{z«­L^­¾ + 0(2« + 1) 
= N / l("1,^2, ^3,^4,^5, ^6,91,91,94,¾) + 2 1 ¾ ¾ ^ (^1, «2, U3, U4, "5, "6, 9l,9l, 94, ¢4) 
+ eizÇ­tzÇfâ­P + e2­z{z^zT^l + 0(2a + 1) 
onde Uj = \ZJ\ , q\ — Z1Z2Z3, (¾ = 242:52¾ e os coeficientes e\ e 62 são reais. Portanto 
ffl(z) = «l/l(«l)"2)^3,«4)^5,^6,91,¢1,94.¢4) +^2^3/2(^1,^2,^3,^4,^5,^6,91,91,94,94) 
B.2 Simetria escondida 
Foi notado em [4] a existência de uma simetria escondida que impõe uma restrição adicional 
à forma geral de g : C6 —► C6 obtida na Proposição B.l.l onde 
c%^vKl®­­­® VKei = V 
Relembrar que g corresponde à redução de Liapunov­Schmidt de um problema com simetria 
euclidiana E(2) ao núcleo da linearização do operador não­linear F na solução estacionária 
trivial restrito às funções de onda £­periódicas onde C é uma rede hexagonal. A existência 
de 7 G E(2)\(D6+T2) tal que 
jV n v + o 
impõe uma restrição adicional em F, logo também em g ­ estamos a considerar o método 
de redução de Liapunov­Schmidt que preserva a simetria. A existência de tal elemento 7 
implica que 
g(<yv, A) =jg(v,X), 
para todo o w £ 7V PI V. Observemos que 
g(jV n v) ç 7 F n v 
De facto, seja yv G jV íl V. Então g("fv, A) G V e g(­yv, A) = 79(1;, A) G 7V pois g(v, A) G V. 
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Figura B.l : Simetria escondida 
L e m a B.2 .1 A reflexão TX na recta que contém o vector @l\ — al2 e uma simetria escondida 
de g que actua no subespaço 
W = TXC& n C 6 = {{zuz2,z3,0,0,0) : zuz2,23 G C} 
da seguinte forma: 
7^(^1,^2,^3.0,0,0) = (zi , 23, Z2,0,0,0) 
D e m o n s t r a ç ã o . Observando que K\ = ak\ + (3k2 ê perpendicular a @l\ — al2 concluímos 
que TXK\ = —Ki. 
Como K2 = P2TLK\ e K3 = p^_K\ então 
3 3 
TXK2 = rxp2^Ki — pllrxKi = p^_{~K\) = ­pinKi = ­Kz 
3 — 3 3 
e 
7XK3 = ­K2 
Portanto 
fj. • (ziWKl(x) + Z2WK2(x) + ZSWK3(x) + C.c) ­ ZlWr^Kxix) + Z2U>rxK2(x) + z'AwrxK3{x) + C.C 
= Z\W­Ki(x) + Z2W­K:S(X) + Z3W­K2(x) + c.c. 
= ZiWKx{x) + Z3WK2{x) + Z~2WK3{x) + C.C. 
Seja 0 o ângulo que o eixo das abeissas faz com a recta que contém o vector fll\ — al2. E 
fácil ver que 
onde pe G 0(n)\De é a rotação de 6 no plano, e k c = | |Ai | | = \Ja2 ­ afi + P2. 
a — ': 
(3f o 
■0$ n 
2 
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Observemos que 
Tx = Pe TxPe 
Jk^ 
Wõ)1 
f/3 a - K/3 í o 
o - 1 
a-\j3 -f/3 
- i / 3 2 - a/3 + a2 ± ( / ? -2a) /V3 
l(32y/3-0y/3a i/32 + Q / 3 - a 2 
f /3 « - ±/3 
Na base (^1,^2) a reflexão TX representa-se pela matriz 
1 
(kc)5 
(32 - a 2 - 2 a / 3 + a 2 
( / 3 - 2 a ) / 3 - / 3 2 + a 2 
Utilizando esta matriz e as restrições a a e /3 apresentadas no Quadro 4.1 mostra-se que 
f z C ^ n C 6 = {ziwKl(x) + Z2WK2(X) + Z3WK3{X) : 21,22,¾ € C} 
Observemos que a simetria escondida referida no lema anterior impõe a seguinte restrição à 
expansão de Taylor de 5 obtida na Proposição B . l . l : 
51(^1,22,23,0,0,0) =51(21,23,22,0,0,0) (B.9) 
De facto, 
Txg(z1,z2,Z3,0,0,0) = 5(7^(21,22,23,0,0,0)) = g(z\, zz, li, 0,0,0) 
Portanto, como g{z\,z2, 23, 0, 0, 0) <E r x C 6 D C 6 
5i(2i ,22,23,0,0,0) = 51(21,23,22,0,0,0) 
De (B.6) concluímos que 
51(21,22,23,0,0,0) = 51(21,23,22,0,0,0). 
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