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Chaitanya Rastogi
Transcription factors control gene expression by binding to genomicDNA in a sequence-
specific manner. Mutations in transcription factor binding sites are increasingly found to
be associated with human disease, yet we currently lack robust methods to predict these
sites. Here we developed a versatile maximum likelihood framework, named No Read Left
Behind (NRLB), that fits a biophysical model of protein-DNA recognition to all in vitro
selected DNA binding sites across the full affinity range. NRLB predicts human Max ho-
modimer binding in near-perfect agreement with existing low-throughput measurements.
The model captures the specificity of p53 tetrameric binding sites and discovers multiple
binding modes in a single sample. Additionally, we confirm that newly-identified low-
affinity enhancer binding sites are functional in vivo, and that their contribution to gene
expression matches their predicted affinity. Our results establish a powerful paradigm for
identifying protein binding sites and interpreting gene regulatory sequences in eukaryotic
genomes.
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Once Mendelian inheritance became widely accepted in the first half of the twenti-
eth century, significant effort was spent in isolating and analyzing the chemical composi-
tion of genes, the basic molecular unit of hereditary information. Fruit fly experiments by
Thomas Hunt Morgan in 1915 (Morgan et al., 1915) firmly established that genes resided
in chromosomes, macromolecular structures within cells that consist of DNA and protein.
Up until the 1950s, it was believed that proteins were hereditary material, due to their
1
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Figure 1.1: Diagram represenধng possible general (solid arrows) and special (dashed arrows) trans-
fers of informaধon from one biopolymer to another, as originally proposed by Francis Crick in
1970. Figure from Crick, 1970.
varied chemical composition (an excess of 20 amino acids vs. 4 nucleic acids) and physi-
cal properties (O’Connor, 2008). This belief made sense heuristically - similar to human
language, a large ‘molecular alphabet’ should all w for the co plexity and diversity typ-
ical of organism . However, a series of experiments (Avery et al., 1944; Hershey et al.,
1952) overturned this belief and confirmed that DNA, not protein, is the genetic material.
In parallel, Beadle and Tatum had demonstrat d a direct link between genes and proteins,
dubbed the ‘one gene-one enzyme’ hypothesis (Beadle et al., 1941). Finally, Watson and
Crick solved the structure of DNA in 1953 (Watson et al., 1953). Nearly a century after
M ndel proposed his laws of inheritance, Crick outlined what he called ‘the central dogma
of molecular biology’ - that genetic information flows from DNA, which gets transcribed
to RNA, which gets translated into proteins (Figure 1.1; Crick 1970). Importantly, by the
end of the 1960s, a ‘genetic code’ linking nucleotide sequence in DNA to the amino acid
sequen e of proteins was found. While the central dogma and other theories postulated
during this time have been refined over the years, ey r ain largely unchanged and
form the cornerstone of modern molecular biology.
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times as much noncoding DNA (~98.5% of the genome for a human is noncod-
ing, as opposed to 11% of the genome for the bacterium E. coli). 
Eucaryotic Genomes Are Rich in Regulatory DNA
Much of our noncoding DNA is almost certainly dispensable junk, retained like
a mass of old papers because, when there is little pressure to keep an archive
small, it is easier to retain everything than to sort out the valuable information
and discard the rest. Certain exceptional eucaryotic species, such as the puffer
fish (Figure 1–38), bear witness to the profligacy of their relatives; they have
somehow managed to rid themselves of large quantities of noncoding DNA. Yet
they appear similar in structure, behavior, and fitness to related species that
have vastly more such DNA.
Even in compact eucaryotic genomes such as that of puffer fish, there is
more noncoding DNA than coding DNA, and at least some of the noncoding
DNA certainly has important functions. In particular, it regulates the expression
of adjacent genes. With this regulatory DNA, eucaryotes have evolved distinctive
ways of controlling when and where a gene is brought into play. This sophisti-
cated gene regulation is crucial for the formation of complex multicellular
organisms.
The Genome Defines the Program of Multicellular Development
The cells in an individual animal or plant are extraordinarily varied. Fat cells,
skin cells, bone cells, nerve cells—they seem as dissimilar as any cells could be.
Yet all these cell types are the descendants of a single fertilized egg cell, and all
(with minor exceptions) contain identical copies of the genome of the species. 
The differences result from the way in which the cells make selective use of
their genetic instructions according to the cues they get from their surroundings
in the developing embryo. The DNA is not just a shopping list specifying the
molecules that every cell must have, and the cell is not an assembly of all the
items on the list. Rather, the cell behaves as a multipurpose machine, with sen-
sors to receive environmental signals and with highly developed abilities to call
different sets of genes into action according to the sequences of signals to which
the cell has been exposed. The genome in each cell is big enough to accommo-
date the information that specifies an entire multicellular organism, but in any
individual cell only part of that information is used. 
A large fraction of the genes in the eucaryotic genome code for proteins that
regulate the activities of other genes. Most of these gene regulatory proteins act by
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Figure 1–37 Genome sizes compared.
Genome size is measured in nucleotide
pairs of DNA per haploid genome, that is,
per single copy of the genome. (The cells
of sexually reproducing organisms such as
ourselves are generally diploid: they
contain two copies of the genome, one
inherited from the mother, the other from
the father.) Closely related organisms can
vary widely in the quantity of DNA in their
genomes, even though they contain
similar numbers of functionally distinct
genes. (Data from W.H. Li, Molecular
Evolution, pp. 380–383. Sunderland, 
MA: Sinauer, 1997.)
























number of nucleotide pairs per haploid genome
Figure 1–38 The puffer fish (Fugu
rubripes). This organism has a genome
size of 400 million nucleotide pairs—
about one-quarter as much as a
zebrafish, for example, even though the
two species of fish have similar numbers
of genes. (From a woodcut by Hiroshige,
courtesy of Arts and Designs of Japan.)
Figure 1.2: Genome size is measured in nucleoধde pairs of DNA per haploid genome (per single
copy of the genome). Closely related organisms can vary widely in the quanধty of DNA in their
genomes, even though they contain similar numbers of funcধonally disধnct genes. Figure from
Alberts et al., 2008.
Very early on, it was no ed that the total length of an organism’s genetic material, or
its genome, did not correlate with it complexity; inde d, some amphibians have an or-
der of magnitude more genetic material than humans (Figure 1.2; Gregory 2005; Alberts
et al. 2008). This puzzling observation, dubbed the ‘C-value paradox,’ was supposedly re-
solved with the discovery of non-coding DNA. As non-coding DNA does not result in the
synthesis of a protein, it was believed that such sequences resulted in inflated genomes;
this was corroborated with the observation that only a small fraction of the human and
mouse genome consists of coding DNA (Gregory, 2005; Taft et al., 2007). However, after
the Human Genome Project and other initiatives led to fully sequenced genomes of many
organisms, it became clear that humans have roughly the same number of fairly identical
protein coding genes as mice and dogs (Clamp et al., 2007; Hoeppner et al., 2014; GEN-
CODE, 2014). Strangely, the percentage of non-coding DNA in the genome was found
to correlate with organism complexity (Taft et al., 2007). These results support a notion
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first put forth by Britten and Davidson: that organismal complexity may arise from the
increasingly complex regulation of gene expression (Britten et al., 1969).
In the central dogma, the process of converting the DNA encoding information for a
gene into either RNA or protein is called gene expression. In 1961, Jacob and Monod
discovered that a protein called the lac repressor in E. coli represses the expression of
lac genes (the lac operon) through DNA sequences at the edge of the gene (Jacob et al.,
1961). Later work was able to demonstrate that the lac repressor protein actually binds
to a specific DNA sequence in the non-coding region near the lac operon (Gilbert and
Müller-Hill, 1966; Gilbert and Maxam, 1973), while another protein, the cyclic AMP re-
ceptor, binds a nearby sequence to activate expression of the operon (Emmer et al., 1970).
In the years since these pioneering studies, much has been learned about the regulation
of gene expression. It is now understood that the lac repressor and cyclic AMP receptor
proteins are members of a broader class of proteins called transcription factors (TFs) that
regulate gene expression by binding to specific DNA sequences called binding sites (Fig-
ure 1.3). These binding sites generally lie in either the promoter or enhancer regions of
genes and enable transcription factors to actively affect the rate of transcription of DNA
to RNA. Factors that increase the rate of transcription are called activators, while those
that decrease the rate of transcription are called repressors (Alberts et al., 2008).
Transcription factors form a critical component of the cellular regulatory network, a
collection of molecules that govern gene expression, controlling cellular development and









Figure 1.3: Layout of a typical gene. Transcripধon factors bind to fixed sites (blue boxes) in en-
hancer and promoter regions to recruit cellular machinery that transcribed the geneধc material
in the coding region (red hashed region) into RNA. While the promoter region iniধates gene tran-
scripধon, the enhancer contains transcripধon factor binding sites to increase the likelihood that
the gene will be transcribed. The coding region contains the geneধc informaধon of the amino acid
sequence comprising a protein.
sures (Jolma, Yan, et al., 2013). Despite decades of research, we still do not have a good
understanding of how transcription factors ignore vast swathes of non-coding DNA to
target specific regulatory sites (Rohs, Jin, et al., 2009). The construction of explanatory
models of transcription factor binding specificity would be an important step towards
realizing a ‘regulatory genetic code’ for non-coding regions and provide insight into de-
velopment and disease (Fordyce et al., 2010; Jolma, Yan, et al., 2013). For the remainder
of this chapter, we will discuss the molecular mechanisms that drive transcription factor
binding and experimental and computational methods used to understand their behavior.
1.1 Determinants of Transcription Factor Binding
Any discussion of the determinants of transcription factor binding is incomplete without a
detailed description of the substrate that transcription factors bind - DNA. Contrary to ini-
tial beliefs, DNA is far from featureless; its structure is rich enough to store the blueprint
for life and enable complex interactions with other biomolecules, yet stable enough to



























Figure 1.4: The structure of the DNA double helix (leđ) is shown. It consists of two polymer chains
consisধng of nucleoধdes; these nucleoধdes (center) are composed of a sugar and phosphate group
(dashed red box) with one of four nucleoধde bases - adenine (A), cytosine (C), guanine (G), and
thymine (T) - that can be categorized as single-ring bases (pyrimidines) or two-ring bases (purines).
Nucleoধdes can be linked together in a chain through their sugar-phosphate groups, forming two
anধ-parallel strands whose nucleoধdes obey complementary base-pairing at every posiধon (right):
A pairs with T, C pairs with G. Consequently, the sequences of the two strands are related to each
other by reverse complement symmetry. DNA sequences are read from the 5’ end to their 3’ end.
Figure adapted from Wheeler 2011.
lifespan. DNA, or deoxyribonucleic acid, is composed of two long polymer chains con-
sisting of subunits called nucleotides (Figure 1.4). Each nucleotide has three components
- a deoxyribose sugar, a phosphate group, and a nucleotide base. There are four types of
nucleotide bases - adenine (A), cytosine (C), guanine (G), and thymine (T). These bases are
linked together in a chain through the sugars and phosphates, which forms a ‘backbone’
of alternating sugar-phosphate-sugar-phosphate. As only the base differs in each of the
four nucleotides, each polymer chain in DNA is analogous to a necklace (the backbone)
strung with four types of beads (the four bases A, C, G, and T; Alberts et al. 2008). The two
polymer chains in DNA form a double strand that wraps around to form the well-known
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double helix structure, which is held together with hydrogen bonds between the bases
on different strands. This structure forces the bases inside and the sugar-phosphate back-
bones outside the double helix. While this structure may seem precarious at first, it is in
fact in its most optimal (lowest energy) state. This is achieved by complementary base-
pairing: the electrostatic configuration of the nucleotides forces A to always pair with T,
and G with C. Complementary base-pairing also requires the two strands to be antipar-
allel, thus forcing the nucleotide sequences of both strands to be reverse complements of
each other (Figure 1.4). Base-pairing also provides a natural length scale for reporting the
length of a nucleotide sequence - base-pairs, or bp for short.
The coiling of the two strands into the double helix creates two ‘grooves:’ the wider one
is called the major groove, while the narrower one the minor groove (Figure 1.4). Early
X-ray structures of DNA suggested that the major groove contains nucleotide-specific
hydrogen bond donors, acceptors, and nonpolar groups that could be recognized by com-
plementary donor, acceptor, and hydrophobic groups of amino acids in the DNA binding
domains of proteins (Figure 1.5; Rohs, Jin, et al. 2009). Indeed, this mechanism, termed
direct readout, is evident in thousands of protein-DNA structures and has been firmly
established as the primary driver of DNA binding specificity. While direct readout can
occur in either groove, unlike the minor groove, the major groove offers unique donor-
acceptor patterns and thus confers greater specificity (Figure 1.5). Importantly, specificity
in either groove is also determined by the geometry of the hydrogen bond, and is affected
by both the type and spatial configuration of the amino acids in the DNA binding domain
7
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Figure 1.5: Sequence-specific paħerns in the major groove underlie the ability of proteins to read-
out base pairs through hydrogen bonds and hydrophobic contacts (hydrogen bond acceptors in red,
donors in blue, thymine methyl group in yellow, and base carbon hydrogens in white). In contrast,
A:T versus T:A and C:G versus G:C are indisধnguishable in the minor groove. The three panels
show successive 90 rotaধons round the helix axis. Figure from Rohs, Jin, et al., 2009.
(Rohs, Jin, et al., 2009). Separately, the negatively-charged phosphates in the backbone
can also interact with amino acids (Figure 1.6; Von Hippel 2004). As the sugar-phosphate
backbone is featureless, these interactions are largely independent of base-pair sequence
and thus nonspecific. Nonspecific interactions can either stabilize proteins at a binding
site or weakly bind them to a region of DNA; the latter is aptly called nonspecific binding
and represents the baseline affinity of the protein to a generic DNA sequence.
The DNA configuration shown in Figure 1.4 is commonly called B form DNA (B-DNA).
It the most favored configuration in aqueous solutions similar to cellular environments;
however, a change in the humidity and salt concentration deforms the cylindrical shape
of B-DNA, producing variants like A- and Z-DNA (Figure 1.6, Rohs, Jin, et al. 2009). Such

























Figure 1.6: The upper panels (A-D) show the molecular shape of A-, B-, and Z-DNA for 14 bp long
sequences. The lower panels (E-H) show how the electrostaধc potenধal at the molecular surface
varies due to shape and atomic charges. Note the negaধvely charged sugar-phosphate backbone.
(A, E) GC-rich A-DNA forms a narrow, deep major groove and a wide, shallow minor groove. GC-
rich (B, F) and AT-rich (C, G) B-DNA displays a wide, shallow major groove and a narrow, deep mi-
nor groove. (D, H) GC-rich Z-DNA lacks a major groove and the minor groove is narrow and deep.
Figure from Rohs, Jin, et al., 2009.
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to proteins and can affect their binding. Significantly, DNA structure has been shown to
vary in a sequence-dependent manner - for example, while sequences rich in A and T are
usually observed in B form DNA (Figure 1.6c), sequences containing TATAAA (the TATA
box) were found to be closer to A form DNA. Less drastic ‘local shape’ deviations from
B-DNA, such as the local narrowing of the minor groove, were also shown to impact DNA
binding specificity (Joshi et al., 2007). The impact of such sequence-dependent DNA shape
on binding specificity, or shape readout, is now an open area of research (Slattery et al.,
2011; Gordân et al., 2013; Lazarovici et al., 2013; Yang, Orenstein, et al., 2017).
Our discussion so far has focused on drivers of intrinsic transcription factor binding
specificity - that is, their ability to distinguish different different DNA sequences when
presented with only DNA in solution. This is possible only in in vitro (in test tube) con-
ditions and paints an idyllic picture of binding specificity in vivo (in the cell). In vivo, a
protein’s binding preferences can be dramatically altered and dominated through interac-
tions with other transcription factors and molecules present in the nucleus. For example,
transcription factors routinely formmulti-protein complexes that interact with DNA over
a larger ‘footprint’ than they would normally and exhibit either combinatorial coopera-
tivity or latent specificity (Figure 1.7; Rohs, Jin, et al. 2009; Slattery et al. 2011). With com-
binatorial cooperativity, the binding preferences of individual factors are not altered and
the overall binding site reflects the combinatorial recognition of individual binding sites
(Johnson, 1995). Multiple binding modes are a special case of combinatorial cooperativity






















Figure 1.7: Schemaধc diagram of the various modes of cooperaধve interacধon. The three tran-
scripধon factors A, B, and C (leđ) individually recognize unique sequences. Combinatorial cooper-
aধvity (second from leđ) allows the three transcripধon factors to form complexes that recognize
different combinaধons of their binding sites. With latent specificity (second from right), complexes
recognize novel binding sites as the consধtuent transcripধon factors modify each other’s binding
preferences. Mulধple binding modes (right) refer to the ability of the same complex to recognize
sequences that contain different spacings and orientaধons (not shown) between the binding sites
of its consধtuent factors. In all panels, bases shown in red indicate posiধons with new binding pref-
erences, while a gray N indicates no specificity.
figurations (Jolma, Yan, et al., 2013). However, when complexes exploit latent specificity,
the cofactors elicit new binding specificity by inducing conformational changes in each
other that significantly alter individual binding preferences (Slattery et al., 2011).
Lastly, the DNA at a binding site must be free to allow a transcription factor to bind.
While this may seem obvious, transcription factors are frequently prevented from binding
to their target sites by competitor proteins. However, the most ubiquitous obstruction for
transcription factors is the nucleosome, a basic structural unit of DNA packaging (Fig-
ure 1.8). Nucleosomes consist of a segment of DNA that is wound around a complex of
eight histone proteins and resembles ‘beads on a string.’ In order to store all genetic mate-
rial inside the nucleus, nucleosomes further condense to form chromatin and eventually,
chromosomes. As anywhere between 75% to 90% of the genome is wound around nucle-
osomes, their existence dramatically affects the activity of transcription factors, as most
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Figure 1.8: 147 bp of DNA wrap around a complex of eight histone proteins to form a nucleosome.
Nucleosomes form the most basic building blocks of chromaধn, and can be compacted with scaf-
folding proteins to create condensed structures. Unfortunately, most transcripধon factors cannot
bind to nucleosomal DNA. Figure by Darryl Leja/Naধonal Human Genome Research Insধtute.
can only bind to nucleosome-free DNA (Kornberg et al., 1999; Lee et al., 2007; Rohs, Jin,
et al., 2009). However, the positions of nucleosomes in the genome is not static, and var-
ious mechanisms exist to actively alter their locations and allow transcription factors to
bind and trigger gene expression (Lee et al., 2007). As such, nucleosomes and chromatin
form another layer in the cellular regulatory network.
1.2 Experimental Methods
Just like nucleosomes, a transcription factor can prevent bound DNA from further inter-
action with other proteins. This property was exploited by Gilbert and Maxam to identify
the first transcription factor binding site using an enzyme called DNase, a protein used
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to cleave DNA (Gilbert and Maxam, 1973). As expected, the lac repressor protected the
DNA it was bound to from cleavage, allowing it to be isolated and sequenced.* Refine-
ments to Gilbert and Maxam’s method improved its applicability and enabled significant
advancements in our understanding of protein binding. Perhaps the most instructive find-
ing was that transcription factors can recognize a number of reasonably varied sequences
(Stormo, 2000). Despite the variation amongst bound sites, a consensus sequence repre-
senting the optimal binding characteristics of the protein can be easily constructed. Even
so, it has been found that transcription factors can bind to highly suboptimal and biolog-
ically relevant sites (Crocker et al., 2015; Farley et al., 2015). Termed low-affinity sites,
these sequences bear no resemblance to the consensus. Low-affinity binding is somewhat
expected, as proteins can ignore the nucleotides completely and create nonspecific con-
tacts with the sugar-phosphate backbone. Consequently, in order to truly understand
transcription factor binding, we need to characterize their binding preferences over their
entire range of affinity and in the presence of all possible interactions. In this section, we
will explore modern methods used to assay transcription factor binding and how they can
be used to address these concerns.
Modern binding assays can be classified by their throughput and the environment in
which they operate. In vitro and in vivo binding assays generate vastly different infor-
mation - by limiting the participants to DNA sequences and the transcription factor(s)
of interest, in vitro assays greatly simplify the relationship between sequence and bind-
ing (Chapter 1.1). Eliminating the impact of the complex nuclear environment allows us
*As its name suggests, sequencing is the process of determining the order of nucleotides within DNA.
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to capture intrinsic transcription factor specificity, information which can be applied to
cells from different tissues within an organism and even across organisms.†. Despite these
benefits, in vitro results must be analyzed carefully to maintain their biological relevance;
conversely, modern in vivo assays provide biologically relevant information regarding
where and with what affinity transcription factors are bound across the genome. Unfortu-
nately, this data is significantly biased by in vivo interactions dependent on cell type and
state - in general, it may be difficult to generalize in vivo binding specificity learned from
one tissue to another, or even between different stages of development.
Since Gilbert and Maxam’s time, the technology to find transcription factor binding
sites has dramatically evolved. These older, ‘low-throughput’ techniques were capable of
characterizing only a small number of sequences or factors simultaneously. In contrast,
modern ‘high-throughput’ assays can simultaneously probe protein binding for hundreds
of transcription factors and/or over hundreds of thousands or millions of sequences. At
their core, such methods rely on techniques similar those developed for low-throughput
assays but achieve massive parallelization by leveraging new technologies and process
automation. Broadly speaking, these assays can be categorized into fluorescence-based
or sequencing-based, depending on the technique used to ‘read out’ a binding event.
Fluorescence-based assays attach a fluorescent molecule ‘tag’ to either DNA or protein
and measure the quantity of tagged material by observing the intensity of emitted light.
Due to technological constraints, such methods are usually limited to hundreds of thou-
sands of simultaneous observations. Sequencing-based assays utilize next-generation se-
†The structure, composition, and function of many proteins is conserved across related organisms.
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quencing (NGS; also known as high-throughput sequencing) technologies to simultane-
ously read hundreds of millions of bound DNA sequences. Researchers are increasingly
switching to sequencing-based assays as the throughput and reliability of NGS continues
to increase while its cost decrease.
The most commonly used in vivo approaches sequence genomic DNA fragments gen-
erated via immunoprecipitation or footprinting (Meyer et al., 2014). Footprinting meth-
ods, such as DNase-seq and MNase-seq, use the enzymes DNase or MNase to randomly
cleave the entire genome, and thus create many DNA fragments of varied length. Once
sequenced, these fragments can be processed to create a genome-wide map of cleavage
events; as such, any position in the genome bound by a transcription factor or any other
protein (including nucleosomes) would experience fewer cleavage events. The sequences
under these protein shadows, or ‘footprints,’ can then be analyzed using statistical meth-
ods to understand protein binding behavior at base-pair resolution across the genome
(Hesselberth et al., 2009). While they provide an unprecedented amount of information
regarding the regulatory state of the cell, such methods are unable to identify the protein
that gave rise to a particular footprint. Immunoprecipitation-based techniques overcome
this limitation by using antibodies that target a specific protein of interest; these anti-
bodies are then used to ‘pull down’ (isolate) genomic fragments bound by the protein.
Sequencing these fragments allows the creation of a genome-wide map of binding events



















Figure 1.9: (A) SELEX probes are designed to contain a randomized region (red) of fixed length
surrounded by fixed sequences. These fixed sequences contain unique barcodes (yellow) to dis-
ধnguish sequences from different experiments and pre-defined fixed flanks (grey) to enable high-
throughput sequencing. To reduce sources of bias, the probe design stays constant throughout the
duraধon of the experiment (including rounds). (B) The SELEX method starts with an iniধal pool of
random probes (as shown in panel A) called Round 0, a porধon of which is sequenced to screen for
biases. Next, the transcripধon factor of interest is introduced and allowed to bind. Bound probes
are then selected and isolated using a technology-specific method (EMSA, soluধon-based, or mi-
crofluidic for SELEX-seq, HT-SELEX, and SMiLE-seq, respecধvely). Isolated sequences are then
stripped of protein and amplified using PCR; a porধon of these sequences can be sequenced, while
the remainder can be used to conধnue the binding-selecধon-amplificaধon process.
Of the many in vitro techniques developed over the years, high-throughput sequencing
based SELEX assays are best-of-breed (Table 1.1). They derive their power by leverag-
ing NGS technologies to probe binding affinity for all possible sequences, resulting in a
cheap, reliable, and scalable assay capable of capturing intrinsic binding specificity for ar-
bitrarily large proteins, and for complexes formed from biologically relevant transcription
factor interactions (heterodimers; Jolma, Kivioja, et al. 2010; Slattery et al. 2011; Isakova
et al. 2017). This is accomplished by introducing random sequences of fixed length, called
probes (Figure 1.9a), to proteins, and then using a selection process (either EMSA, solu-
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Table 1.1: Comparison of in vitro Binding Assays
B1H PBM MITOMI SELEX
Readout
Mechanism Sequencing Fluorescence Fluorescence Sequencing
Throughput Medium Medium Low High
Accessible




Limited Limited Limited Yes
Observe TF






10 bp < 10 bp** > 30 bp
Table adapted from Isakova et al., 2017.
*: A single round of affinity-based enrichment spans the enধre affinity range (Djordjevic et al.,
2005); **: From Fordyce et al., 2010.
tion, or microfluidic based) to isolate only those probes that are bound. Bound probes are
amplified so that a portion can be sent for sequencing, while the remainder can be used to
repeat the binding-selection-amplification process (Figure 1.9b). Every repetition of this
process is called a round. However, in principle, sequences obtained from a single round
of SELEX should provide optimal information covering the entire affinity range.
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1.3 Computational Methods
A fundamental goal of genome science is to use DNA sequence to directly predict gene
expression. Such a feat would require the identification of all relevant transcription factor
binding sites, and significant effort has been spent on improving both the quantity and
quality of binding data to achieve this goal. However, contrary to expectation, this wealth
of new data has highlighted the difficulty of attaining it by demonstrating that proteins
can recognize a wide range of sequences with varying levels of affinity. To a certain
extent, this should be expected - as genes are produced in varying quantities, transcription
factors should activate these genes with varying intensity, and thus occupy binding sites
with varying occupancy. Significantly, this explosion of data highlighted the lack of a
simple relationship between binding site sequence and transcription factor affinity, or a
‘recognition code.’ This has underscored the need for computational methods to assist in
the identification and prediction of binding sites (Stormo, 2000; Foat et al., 2006).
The earliest method used to identify binding sites relied on matching potential targets
with consensus sequences ‘by eye.’ Despite their widespread usage, the definition of a con-
sensus sequence is somewhat arbitrary - in general, it refers to a sequence that matches
curated binding sites closely, but not necessarily exactly (Figure 1.10a; Stormo 2000). Al-
though constructing a consensus sequence for a collection of known sites is relatively
straightforward, it is not clear how to select a consensus sequence that is optimal for pre-
dicting new sites; increasing the ambiguity of a consensus sequence trades off an increase
in sensitivity for a decrease in precision when detecting new binding sites (Stormo, 2000).
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A −38 19 1 12 10 −48
C −15 −38 −8 −10 −3 −32
G −13 −48 −6 −7 −10 −48









Figure 1.10: (A) The collecধon of the first six E. coli -10 promoter regions and a consensus se-
quence representaধon of these sites. (B)Weight matrix representaধon of the E. coli -10 promoter
regions generated from a larger collecধon of sequences; the boxed elements correspond to the
consensus sequence TATAAT. Figure adapted from Stormo, 2000.
Position weight matrices (PWMs) emerged as an alternative to consensus sequences in
the early 1980s. In their simplest form, PWMs aggregate a collection of aligned targets
and compute the frequency of each nucleotide occurring at each position in a binding site.
A ‘score’ can be computed for a sequence by summing the appropriate matrix values (Fig-
ure 1.10b), and can be used to predict whether or not a sequence is bound. The simplicity
of PWMs and the flexibility with which they can be used made them the de facto standard
for modeling binding specificity over the past few decades (Stormo, 2000).
The need to build appropriate PWMs from available data fueled the development of
numerous computational approaches. These algorithms were tasked with determining
appropriate matrix weights and threshold values either from quantitative or sequence-
only data (Stormo, 2000). Early on, quantitative data, which consists of many sequences
and associated functional activity or binding affinity values, proved to be advantageous
for constructing weight matrices that provided a wealth of insight into the mechanisms
driving binding (Stormo, 2000). Unfortunately, only a few quantitative datasets were gen-
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Table 1.2: Various Classificaধon-Based Moধf Discovery Algorithms
Name Method References
- Perceptron/Neural Network Stormo, Schneider, et al., 1982
CONSENSUS Greedy Optimization Stormo and Hartzell, 1989
MEME Expectation-Maximization (EM) Bailey et al., 1994
AlignACE Gibbs Sampling Roth et al., 1998
erated due to the expensive and low-throughput nature of the assays used to obtain the
data. Alternatively, sequence-only data, which consists of one set of sequences known to
be coregulated or bound and another set of sequences known to be mostly unregulated
or unbound, was far more abundant and easier to generate. Algorithms can then attempt
to identify matrices that most optimally discriminate between sequences from either set.
Many methods employing such a strategy were developed; a few notable ones are listed
in Table 1.2.
Essentially, weight matrices generated in such a manner represent a summary of the
per-position nucleotide composition of a collection of sequences experimentally deter-
mined to be bound by a transcription factor. As such, they are classifiers that identify
which sequences are bound and unbound. While Berg and Von Hippel provided a theoret-
ical framework that invoked evolutionary arguments to justify this binary classification
of sequences, it is not clear how evolutionary arguments or the statistical properties of
a collection of sequences are relevant to modeling the energetics of electrostatic interac-
tions between protein amino acids and the DNA nucleotides discussed earlier (Berg et al.,
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1987; Bussemaker et al., 2007).
In contrast, biophysical approaches attempt to model the overall equilibrium binding
energy of a transcription factor to a DNA sequence in terms of the energy contributions of
the features in the protein-DNA binding interface. In thermodynamic equilibrium, there is
a simple relationship between the concentration of the transcription factor, the occupancy
of the binding site by the transcription factor, and the gain in the Gibbs free energy (ΔG )
associated with the transcription factor binding to the site (Foat et al., 2006; Bussemaker
et al., 2007). This can be seen by considering a transcription factor P binding to a DNA






The affinity of the transcription factor for the sequence can be expressed in terms of its
equilibrium dissociation constant Kd(S ):
Kd(S ) = [P ][S ]
[PS ] = e
ΔG=RT (1.2)
which is directly related to ΔG. The occupancy N(S ) of sequence S by transcription factor
P can be expressed as the concentration of protein-DNA complex divided by the total
concentration of DNA (bound or unbound):
N(S ) = [PS ]
[PS ] + [S ] =
[P ][S ]=Kd
[P ][S ]=Kd + [S ] =
[P ]
[P ] + Kd(S ) (1.3)
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This equation defines how TF occupancy, with a value between zero and one, depends on
both TF concentration and the binding constant. In the low free protein concentration
limit ([P ] Kd),
N(S )  [P ]Kd(S ) = [P ]Ka(S ) (1.4)
where Ka(S ) = Kd(S ), and is known as the equilibrium association constant. In such
models, features of the protein-DNA binding interface are used to model changes to the
overall binding free energy relative to a reference sequence, or ΔΔG. While complex,
modeling transcription factor binding affinity in this manner has proven to be fruitful; in a
recent comparative study, a biophysical models such as BEEML-PBMand FeatureREDUCE
were shown to outperform other methods when using models trained on in vitro protein
binding microarray (PBM) data to predict in vivo ChIP-seq peaks (Weirauch et al., 2013).
From the discussion in this chapter, it is clear that accurate transcription factor binding
models will help in understanding the cellular regulatory network. In order to more accu-
rately model the genome-wide in vivo occupancy of transcription factors while faithfully
capturing their interactions with other proteins, it is clear that an accurate quantitative
understanding of protein-DNA interaction is necessary for SELEX data. Unfortunately,
no biophysical model has been constructed for SELEX data to date. This thesis devel-
ops the theory and numerical methods for such a model, and extensively validates its
performance. We begin by exploring the implementation of a much simpler, non-model





This chapter will present a detailed discussion of the kmer table methodology from
Slattery et al., 2011 and discuss the computational and design considerations that went
into the creation of the SELEX package.
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The kmer-table method of Slattery et al., 2011 for analyzing SELEX-seq data uses the fol-
lowing formula to determine the relative affinity of kmer Si after r rounds of selection:












Here, Sref is the sequence of the highest-affinity kmer, while F (0)i and F(r)i are the kmer
frequencies in the initial pool (R0) and in round r, respectively. Kmer frequencies in round
r are estimated using observed counts. However, computing (2.1) requires knowledge of
the initial frequencies (F (0)i and F (0)ref ) as well as the effective length of the DNA-binding
interface (Slattery et al., 2011; Riley, Slattery, et al., 2014).
Determining these quantities is not straightforward. Generally, we can expect the num-
ber of DNAmolecules sequenced in each round ( 107 Illumina reads) to be much smaller
than the number of distinct DNA molecules in R0 (> 109 or more, depending on library
construction). Consequently, many sequences that contain specific binding sites may not
be sequenced in R0. One way to address this lack of coverage is to estimate R0 frequen-
cies with a Markov model built on observed R0 kmer counts. Additionally, as the effective
length of the binding interface is not known a priori, determining the optimal length re-
quires building kmer count tables for a variety of lengths.
The following steps are required to perform the Slattery et al., 2011 analysis on round
r SELEX-seq data and are described in greater detail in Riley, Slattery, et al., 2014:
1. Build a Markov Model: A kmer-based Markov model represents the sequence bi-
ases and is used to estimate kmer counts in the initial (R0) pool.
24
(a) A test dataset is required to gauge Markov model performance in predicting
R0 kmer counts. It is constructed by determining the largest kmer length (kmax)
for which all counts are  100 for a test R0 dataset.
(b) An Nth order Markov model is constructed using N-mer and (N + 1)-mer
counts. The Markov model predicts the frequency of a given sequence using
ratios of these counts. For example, consider a 2nd order Markov model and
the sequence ACGTG. Then*
PMM(ACGTG) = P(ACG) P(TjCG) P(GjGT) = P(ACG) P(CGT) P(GTG)P(CG) P(GT)
(2.2)
where
P(CG) = CG counttotal 2-mer count and P(ACG) =
ACG count
total 3-mer count
(c) The optimal Markov model is found by building models of order zero through
kmax   1 on the training R0 dataset using the method described in (b). These
models are used to predict the test kmax-mer counts from (a), and the model
with the highest cross validation performance is chosen to represent R0 fre-
quencies in later analyses (Figure 2.1).
2. Determine the Optimal Binding Interface Length: The Kullback-Leibler Diver-
*It should be noted that this method for computing the Markov model does not produce proper proba-
bilities, as it aggregates kmer counts across all positions within the probe. An alternative method computes
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Here, S100(K) denotes the set of K-mers or “words” wi with 
counts ≥100 in R2, and P2(wi) the frequency of wi in R2. PMM(wi) 
by contrast denotes the expected frequency of wi in R0 as predicted 
using the Markov model; see Table 2 for an example. The intuitive 
interpretation of DCGKL(K) is that of the information gain associated 
with the transition from R0 to R2: How many more bits of infor-
mation does it take to define the probability distribution in R2 after 
it has become more “structured” due to the affinity-based selection 
procedure? If K is chosen larger than optimal, the K-mer probabili-
ties in R2 will not capture any additional sequence specificity; in 
fact, over-fitting to sampling errors will cause DCGKL to decrease. 
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Fig. 3 Markov model optimization. To determine the optimal order for the Markov 
model of the initial pool, we quantified how a Markov model trained on one rep-
licate of R0 predicted 8-mer counts in another replicate in terms of a coefficient 
of determination (R2). Using the data from [10], we found that a fifth-order model 
has the best cross-validation performance. At lower order, the biases in R0 are 
not sufficiently captured; at higher order, the predictions degrade due to 
over-fitting
Characterizing DNA Binding Preferences by SELEX-seq
Figure 2.1: The opধmal order of th Markov model is determined by comparing the ability of a
model trained on one R0 replicate to predict 8-mer counts in th other replicate using R2. We
found that a 5th model has the best cross-validaধon performance using data from Slaħery et al.,
2011. Figure from Riley, Slaħery, et al., 2014.
gence metric (DKL) is used to measure the impact of r rounds of affinity-based se-
lection on the distribution of kmers relative to the initial R0 distribution. While the
R0 kmer distribution is e timated via th M rkov model, the distribution in round
r is estimated using the observed kmer counts. DKL is then computed for different


















The optimal length of the binding interface is determined by selecting the length
that maximizes DKL (Figure 2.2).
3. Kmer Enrichment Table: After building aMarkovmodel and determining the length
of the interface, we can apply (2.1) to infer the relative affinities for all kmers with an
observed count 100. This restricts the relative sampling error to 10% and bounds
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thermodynamics description of what happens during a single 
round of SELEX [15]. Our model considers simultaneous com-
peting binding reactions between a protein or a protein complex 
P on the one hand, and a mixture of DNA molecules on the 
other. For each type of DNA molecule, with sequence Si, the 
formation of the complex P : Si has forward and backward rates 












The strength of binding between the protein P and a DNA mol-
ecule of type Si is quantified by the equilibrium association con-
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Fig. 4 Oligonucleotide length (K-mer) optimization. To determine the optimal 
number of base pairs over which to quantify relative affinity, we computed the 
information gain (Kullback–Leibler divergence) associated with two rounds of 
affinity-based selection (from R0 to R2). Using the Exd-Scr data from [10], we 
found that by counting 12-mers in the later round, we optimally capture the 
DNA-binding specificity of this complex
Characterizing DNA Binding Preferences by SELEX-seq
Figure 2.2: To determine the opধmal kmer length to epresent he binding interface, we compute
the Kullback–Leibler Divergence (DKL) for a variety of kmer lengths using affinity selected data.
Using R2 Exd-Scr data from Slaħery et al., 2011, we found that 12-mers opধmally capture the
binding specificity of this complex. Figure from Riley, Slaħery, et al., 2014.
the error in the relative affinity stimate (T ble 2.1).
From this summary, it is evident that kmer counting is the backbone for all analyses.
However, the pipeline used in Slattery et al., 2011 relied on an unoptimized, in-memory,
hash-table based kmer countingmethod. Slow evaluation and significantmemory require-
ments made it unusable for most users; for example, it would take more than a day and
> 10 GB of RAM when running on a high-performance cluster to analyze a single round
of data from Slattery et al., 2011. We wanted to create a faster and lighter implementation
in an R package with the ability to throttle performance - this would allow our analysis
pipeline to scale between personal computers and high-performance clusters, making it
available to a broader audience.
To achieve this goal, the kmer counting method had to be both fast and memory ef-
ficient. The challenge lies in the (potentially) large number of unique kmers within the
dataset, the complexity of which is unknown a priori (Figure 2.3). A study comparing
the efficiency of various kmer counting methods found that a combination of in-memory
27












GTAATCAATCAT 114136 1.6892 0.8735 19338.2 1
ATGATTGATTAC 135714 2.0086 1.1675 17203.7 0.9432
AATGATTGATTA 145612 2.1551 1.39 15504.2 0.8954
TAATCAATCATT 99927 1.4789 1.0299 14359.6 0.8617
GATGATTGATTA 116529 1.7247 1.3581 12699.3 0.8104
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
An example of a kmer-count table constructed with the SELEX pipeline on Round 2 D. melanogaster
Exd-Labial SELEX-seq data from Slaħery et al., 2011.
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R2 Exd-Lab Data30mer Library
Figure 2.3: The maximum number of unique kmers - and by proxy, hash map entries - in a dataset
as a funcধon of k and number of reads. This places an upper bound on expected memory usage
for a brute-force sorধng method. (A) Upper bound for a theoreধcal dataset consisধng of 40 million
30 bp reads. (B) Comparison of observed (points) vs. theoreধcal maximum (solid line) number of
unique kmers on real R2 Exd-Labial data from Slaħery et al., 2011.
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and disk-based sorting was both time- and memory-efficient (DSK, KMC, and KAnalyze;
Zhang et al. 2014). Such methods are trivially parallelizable and allow for parametric
throttling of memory, disk, and thread usage to suit hardware limits; consequently, we
pursued a similar approach.
We implemented our new pipeline entirely in Java to leverage its relative speed and
modernity; its base packages provide fast sorting methods, rapid parallelization, and the
ability to generate XML databases. Additionally, we developed a highly optimized se-
quence class using a 2-bit encoding scheme for the bases to store short DNA sequences
up to 32 bases in length when using longs. This encoding scheme allowed for rapid com-
parisons between sequences, enabling fast in-memory sorting when using the native Java
mergesort. This scheme also allows rapid kmer counting via bit shifting and masking.
Parallelization was achieved by splitting all reads from the raw sequencing file into
evenly sized groups (or ‘chunks’) that could be processed asynchronously (depending on
the user’s settings). A single thread processes sequences within the chunk as follows:
1. Filter: Keep sequences that match probe barcodes and optional regular expressions.
2. Count: Enumerate all kmers from filtered sequences.
3. Sort: Sort these kmers in-memory.
4. Write: Write sorted kmers to a temporary file on disk.
Once complete, the temporary files associated with each chunk were sequentially merged
together. Kmer counting and sorting in this manner is extremely time- and memory-
29
efficient; it takes roughly 25 seconds to count all 12-mers from roughly 10 million 16
base-pair long reads on a 2012Macbook Air.
As the Slattery et al., 2011 analysis pipeline requires repeated use of kmer tables, the
new Java pipeline cached all computed kmer tables for future use. XML databases were
created to store both experimental dataset metadata and information on cached count
tables. We created an R package called SELEX using rJava to link R functions to the Java
pipeline. This package met all our design goals; the entire analysis pipeline described
above could analyze a single round of data from Slattery et al., 2011 in under 20 minutes
on a 2012 Macbook Air. This package was published on the Bioconductor archive and has
been downloaded more than 1750 times as of Feb 2017 (Figure 2.4).
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3/16/17, 5:17 PMDownload stats for software package SELEX
Page 1 of 1http://bioconductor.org/packages/stats/bioc/SELEX/
Back to the "Download stats for Bioconductor software packages"
Download stats for software package SELEX
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SELEX home page: release version, devel version.
Number of downloads for software package SELEX, year by year, from 2017 back to 2009 (years with no downloads are omitted):
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All years in one file: SELEX_stats.tab





This chapter will introduce our general multinomial approach for modeling SELEX
reads and its two adaptations that will be used throughout the remainder of the work: the
R0 Bias model and No Read Left Behind, or NRLB. The modeling philosophy of both will be
exposed in great detail and also cover the feature sets and fitting strategies used by them.
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3.1 The Multinomial Representation of SELEX Data
A typical SELEX sequencing library consists of DNA probes isolated from multiple exper-
iments, each with a unique set of barcodes that flank an l-bp long region of random DNA
(Chapter 1.2). After sequencing, probes from a specific experiment and enrichment round
r can be filtered and aggregated via the unique barcode, producing data with the structure
in Table 3.1. The kmer counting method of Slattery et al., 2011 discussed in the previous










R1 Exd-UbxIVa SELEX-seq data from Slaħery et al., 2011.
chapter builds count tables based on data similar to what is shown. Ideally, we would
want a model that represents observed probe counts rather than an intermediary such as
kmer counts.
One way to represent the observed SELEX counts is through a multinomial distribution
over the entire universe of 4l probes. While this appears to place an unnecessary burden
on the model (especially for large l ), a typical SELEX library contains only a fraction of all
affinity-selected probes – therefore, it is possible that some probes are unobserved in the
33
dataset due to stochastic effects. With a multinomial distribution, the observed count ci














Wewould like themodel-predicted frequencies pi in (3.1) to correspond to biophysically
relevant measures of TF-DNA interaction such as the equilibrium association constant Ka
(Chapter 1.3). The total count of sequence Si after r  1 rounds of selection is given by
ci;r = Nr(Si)ci;r 1 (3.3)
where Nr(Si) is the the occupancy of sequence Si in round r. The probability of observing

























In the low free protein concentration limit, (1.4) applies. Additionally, if we make the









for round r. Without loss of generality, we can represent ci;0 as pi;0, or the probability
that sequence Si will be found in the initial pool – this bias can be represented either by
the Markov model method described previously or any other suitable approach. Letting
κi = Ka(Si) and Z =
P
i pi;0κri (also known as the partition function), SELEX data in round
r can be modeled as







κi in (3.5) represents the selection rate of the probe. While many models can be used to
represent κi, fundamentally, it represents the biophysical activity of the TF in question. To
accurately infer this activity, we need to know where the TF is bound. In most SELEX-seq
experiments, the overall probe (including the fixed flank regions) is significantly larger
than the protein-DNA interface. As there are no physical constraints forcing the protein
to bind at a specific location within the probe, let alone the variable region, the binding
interface could lie anywhere on the sequence Si. In general, if we are considering a binding
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interface of length k, there are l  k+ 1 potential binding sites, or views, on the forward
strand alone. Additionally, as the protein does not view any physical separation between
the variable region and the fixed flanking region, binding sites that bleed into the fixed
regions should also be considered. Lastly, as binding can take place on either strand,
potential binding sites on both strands must be considered. Given this, we will restrict
ourselves to parameterizations where κi is represented by the sum of the affinities of all
potential views within probe (Foat et al. 2006; Zhao, Granas, et al. 2009).
One such model naturally extends the Slattery et al., 2011 kmer counting method and
determines the impact of the probe’s kmer composition on its observed counts. This
formalism allows the inference of binding free energies for all observed kmers. While
conceptually appealing, this model was abandoned as it was unable to properly infer pa-
rameters used to generate synthetic data using the same model. It is discussed at length
in Appendix A. However, other models can be built within the same framework and are
discussed below.
3.2 R0 Bias Model
The multinomial framework presented in (3.1) can be used to directly model R0 SELEX
data and create a representation for pi;0. Extending the kmer-based Markov model from
Slattery et al., 2011, we can relate the observed R0 count of a probe to its predicted prob-
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Here, φ refers to one of the 4k possible k-mers, Φ0 is the set of all kmer features used,
Xiφ is the number of observations of each k-mer in sequence Si, βφ is the contribution of
every k-mer to the overall observation probability, and Z0 is the partition function. The
feature set Φ0 can be extended such that φ covers all kmers from length 1 through length
k, however this made it difficult to converge on a solution (see Appendix B).
Xiφ represents the count of kmer φ in the forward strand within the variable region of
the probe. However, it is possible that the large regions of fixed DNA (barcodes, adap-
tors) flanking the random region contribute to biases in the initial pool even though they
remain unchanged throughout the SELEX process. To account for their effect, Xiφ can be
computed by including the k  1 bases flanking the random region.
Incorporating pi;0 with (3.1) results in a function of the parameters ~β given the observed
data, or the likelihood, which is given by











Given this statistical model and our observed data, we can find the optimal parameter
values that maximize the likelihood - this optimization process is called Maximum Likeli-
hood Estimation (MLE). When trying to find the optimal parameters ~β, it is easier to work




ci;0 logwi   n0 logZ0; (3.10)
where n0 =
P
i ci;0 is the total number of reads. Lastly, the gradient of the log likelihood















Cross validation methods are used to select the optimal k and whether or not flanking re-
gions should be considered. Cross validation is performed either with another R0 dataset
(generally part of the same series of experiments, but with a different barcode) or by hold-
ing out half of the data.
3.3 NRLB
Model Description
We can couple the framework of (3.6) with a biophysical feature-based model for κi to
understand the impact of sequence variation on binding affinity in terms of interpretable
features (Foat et al. 2006; Zhao, Granas, et al. 2009). We called this model No Read Left
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Behind, or NRLB, for its ability to build these feature based models on all SELEX data with-
out filtering probes.* In NRLB, the free energy of a particular view (binding interface) v
within the probe is modeled as a series of linear contributions from DNA sequence de-
rived features φ. Additionally, we can simultaneously consider the impact of nonspecific
binding interactions and multiple binding modes m (Chapter 1.1) on the overall selection
rate of the probe. In general, κi is modeled as follows:















Total affinity for one mode, all views v









Total affinity for multiple modes m, all











Henceforth, we will continue to use the general case (3.15) for all derivations. The quan-
tities used above are defined as follows:
m the binding mode.
v the position of the k-bp view (binding interface) in the probe. As different modes
*It should be noted that this is a property of the framework itself, rather than this specificmodel; however
the selection model was named NRLB.
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within a model can have different k’s, the total number of views per mode could
vary. Vm represents the set of all views in mode m.
φ a feature. Φm represents the set of all features in mode m, while the function
m(φ) represents the mode feature φ belongs to.
βφ contribution of feature φ to the binding free energy in units of ΔΔG=RT.
Xivφ value of feature φ in interface v for mode m(φ) in Si. Also called the data.
βNS Nonspecific binding for the overall model. While there is a nonspecific binding
contribution for every view in every mode, it is possible to combine all these















eβm; NS = eβNS
It must be stressed that alternative binding modes, including nonspecific binding, may
not represent actual modes of binding. It is very likely that the additional modes might
act as ‘garbage collectors,’ cleaning up unwanted sequence biases accumulated through
excessive PCR amplification or other contaminants introduced through the experimental
process.
In a multiple binding mode model, every mode has an effective scaling parameter, or a
‘mode relative affinity’ γm, that is useful in understanding its contribution to κi relative to
the other modes. Effectively, γm represents the difference in the optimal affinities for each
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Table 3.2: Binding Mode Relaধve Affiniধes
Binding Mode Optimal Sequence γm Normalized γm
Mode 1 ACCTGC 105:42 0:28
Mode 2 ATGAAT 371:85 1:00
Nonspecific N/A 1:92 5:17 10 3
Hypotheধcal mode relaধve affiniধes γm for a model with two binding modes and nonspecific bind-
ing. Mode 2 is the primary mode.
mode - for example, consider a model with two binding modes and nonspecific binding
as given in Table 3.2. γm is then the affinity contribution (3.12) of the optimal sequence
for the given mode. The mode with the highest possible affinity contribution is called
the ‘primary mode.’ Normalizing the γm values results in a standardized representation
of mode strength.






























φ0 2Φm(φ) βφ0Xivφ0 φ 6= NS
eβNS φ = NS
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The Hessian is a useful tool for functional analysis and forms a critical component of the












































φ0 2Φm(φ) βφ0Xivφ0 m(φ) = m(ψ)
0 m(φ) 6= m(ψ)
Description of Features
So far, our discussion of NRLB has remained agnostic with regards to the types of features
φ used, with the one caveat that all featuresmustmap sequence identity to a numeric ‘data’
value Xφ . However, features must be carefully selected in order to maximize model inter-
pretability without sacrificing computability (Chapter 4.2). To this end, two major feature
classes will be considered: those with discrete nucleotide identities and those with con-
tinuous physical and geometric parameters.
Nucleotide Identities
Transcription factor binding is primarily driven by direct readout, or the ‘recognition’
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of nucleotide-specific hydrogen bond donors, acceptors, and nonpolar groups by protein
amino acid residues (Rohs, Jin, et al. 2009; Chapter 1.1). In direct readout, the amino acid
residues recognize specific nucleotide bases at consistent positions relative to the bind-
ing interface (Figure 1.5). Features utilizing this position-specific nucleotide information
can be used to construct simple models with straightforward biophysical and structural
interpretations (Foat et al., 2006; Zhao, Granas, et al., 2009). In the following discussion,
σ denotes the number of interacting nucleotides, or the order, of the feature.
The simplest such features consist of the nucleotide (σ = 1) identity at every position
within the protein binding interface (Stormo, Schneider, et al., 1982; Bailey et al., 1994;
Stormo, 2000; Foat et al., 2006). Along with the nucleotide identity, these features have
an additional position parameter o that represents the offset of the nucleotide within the
binding interface. For example, consider the 7 bp binding interface below:
ATGGATC
o = 01 2 3 4 5 6
At each position o, there are a set of four nucleotide parameters {A, C, G, T}, each with its
own βφ . Different nucleotide parameters βφ and dataXφ can be uniquely addressed using a
combination of nucleotide identity N and position o, and can be conveniently represented
as a matrix (Tables 3.3 and 3.4). As the βφ parameters in NRLB constitute free energies,
the matrix of nucleotide parameters can be visualized as an energy logo (Foat et al. 2006).
The complexity of position-specific nucleotide features can be extended by accounting
for the interaction of amino acid residues with bases at two different locations within the
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Table 3.3: Data Matrix XN;o for ATGGATC
1 2 3 4 5 6 7
A 1 0 0 0 1 0 0
C 0 0 0 0 0 0 1
G 0 0 1 1 0 0 0
T 0 1 0 0 0 1 0
Table 3.4: PSAM βN;o
1 2 3 4 5 6 7
A βA;1 βA;2 βA;3 βA;4 βA;5 βA;6 βA;7
C βC;1 βC;2 βC;3 βC;4 βC;5 βC;6 βC;7
G βG;1 βG;2 βG;3 βG;4 βG;5 βG;6 βG;7
T βT;1 βT;2 βT;3 βT;4 βT;5 βT;6 βT;7
binding interface (σ = 2). The simplest features within this class account for nucleotide
identity at adjacent positions o and o+1, and are called nearest neighbor or ‘dinucleotide’
interactions (Stormo, Schneider, et al., 1986; Zhao, Granas, et al., 2009; Riley, Lazarovici,
et al., 2015). As such, there are a total of 16 dinucleotides:
AA, AC, AG, AT, CA, CC, CG, CT, GA, GC, GG, GT, TA, TC, TG, TT
As each feature spans two consecutive positions, there are a total of k   1 dinucleotide
positions within a binding interface of length k.
Non-nearest neighbor features further generalize dinucleotides to account for longer
range interactions at positions o and o+ s, where s > 1. Significantly, non-nearest neigh-
bor interactions have the same dimensionality per position as dinucleotide features de-
spite spanning a longer physical range. For example, consider the non-nearest neighbor
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features for s = 2:
ANA, ANC, ANG, ANT, CNA, CNC, CNG, CNT
GNA, GNC, GNG, GNT, TNA, TNC, TNG, TNT
Here, N represents aNy base. As such, there are only k  s positions for any non-nearest
feature set included in the model. Despite the statistical and numerical advantages af-
forded by a compact parameterization, such features have not been properly explored
by other methods (Zhao, Ruan, et al., 2012), which favor far more complex higher-order
feature sets.
Higher-order features account for the interaction between three or more adjacent nu-
cleotides within the binding interface. Previously used features include trinucleotides
(σ = 3; Gordân et al. 2013) and tetranucleotides (σ = 4; Mordelet et al. 2013). Unlike the
non-nearest neighbor features, the dimensionality of these higher order features grows
exponentially (4σ) - possibly resulting in a significant overparameterization of the feature
space (Appendix B), introducing both convergence issues and error-prone parameter es-
timates (Appendix A). For the remainder of this study, we will focus on nucleotide and
dinucleotide features and leave the implementation of non-nearest neighbor features for
the future.
Physical and Geometric Parameters
Studies have shown that nucleotide interactions can impact DNA conformation (Rohs,
Jin, et al., 2009; Rohs, West, et al., 2009). The recognition of this sequence-dependent 3D
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Table 3.5: DNA Shape Table from Zhou, Yang, et al., 2013
Pentamer MGW [Å] Roll [] Helical Twist [] Propeller Twist []
... ...
AGCTC 4.63 -3.25 37.66 -0.83
AGCTG 4.8 -2.49 37.48 -1.38
AGCTT 4.14 -3.24 32.14 -1.56
... ...
structure of DNA, or shape readout, has been shown to contribute to binding (Joshi et al.,
2007) and used to build more complete models of transcription factor affinity (Gordân et
al. 2013; Yang, Orenstein, et al. 2017; Chapter 1.1). In shape readout, protein residues rec-
ognize modulations to DNA structure at specific positions within the binding interface.
Position-specific shape features can be used in conjunction with nucleotide features to
construct models with direct structural interpretations.
Recently, a high-throughput, in silico method was developed to estimate local DNA
shape parameters using pentamer DNA sequences (Zhou, Yang, et al., 2013). This method
relates DNA shape parameter values at a given offset o to the local pentamer sequence





Thepentamer sequence highlighted in red, starting at o 2 and ending at o+2, can be used
to extract values for DNA minor groove width (MGW), roll, helical twist, and propeller
twist at position o from the shape table (Table 3.5). For every shape feature, k DNA shape
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parameters βφ can be added for a binding interface of length k and data Xφ is the shape
value at a given position within the interface. However, knowledge of two additional
bases flanking the interface is required to extract shape values at its edge, owing to the
unique configuration of the pentamer table. While NRLB was designed to incorporate
shape features, their impact will not be explored in this work.
Minimization and Model Selection
In designingNRLB, we wanted a method that builds maximally interpretable binding mod-
els withminimal prior information about the protein’s binding preferences. The latter goal
is especially relevant in de novomotif discovery settings where there is no knowledge of a
protein’s binding preferences. Ideally, experimental data should guide the inference and
selection of these models; the most natural framework for achieving this goal given our
model (3.6) is maximum likelihood estimation (MLE) and its associated metric of success,
the log likelihood. However, due to the non-convexity of NRLB’s likelihood (Chapter 4.3,
Appendix C), models with the best likelihood may not be physically accurate or relevant,
especially when constructed on low-quality data (Figure 3.1, Chapter 5.2). To further com-
plicate matters, model performance and interpretability can be sensitive to hyperparame-
ter settings (Table 3.6) and the random initialization used by the minimization algorithms.
To address these issues, special minimization methods were developed to ‘lead’ the
L-BFGS optimization algorithm (Appendix C) to consistently produce models concordant


































































































































































- Log Likelihood: 27.1065
Figure 3.1: Energy logos of the primary modes and the negaধve log-likelihood per read of two
TFAP2C NRLB models. Both models were fit with two reverse complement symmetric modes of
length k= 15 with nonspecific binding. (Leđ) lf = 2 (Right) lf = 4; this model corresponds to the
known TFAP2C recogniধon mode (Table D.2).
Table 3.6: NRLB Hyperparameters
Symbol Definition
mt Total number of recognition modes
k0 Length of kmer features used in R0 Bias model
k or km Binding interface length for mode m
lf Length of flanking region
M Symmetry configuration
NS Is nonspecific binding used?
Di Are dinucleotide features included?
For Multiple Binding Mode Models Only:
k0m Starting binding interface length for mode m
kfm Final binding interface length for mode m
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analysis. Each methodology addresses a unique pathology of both the model and SELEX
data, and are combined to produce a robust and powerful inference framework.
Single Mode Hyperparameter and Shift Search
We readily find acceptable single mode models when training on high-quality datasets;
however, multiple selection modes may required if contamination or biases exist within
the data (Chapter 5.2). Surprisingly, even in the simplest case where a single mode,
nucleotide-only model is fit to high quality data, there is no guarantee that the first con-
verged model (or solution) is either the most optimal or interpretable. In fact, most initial
solutions inadequately capture the preferences within the protein binding interface. Gen-
erally, a sweep over the hyperparameters lf and km must be performed in order to identify
optimal settings (Figure 3.2).
In theory, for a given set of hyperparameters, the minimization methods will find a
binding model that captures a majority of the sequence specificity contained within the
true protein binding interface. However, in practice, NRLB can represent the true binding
interface at any offsetwithin the binding models it learns, and therefore ignore significant
binding preferences. Additionally, there is no way to ‘anchor’ the appropriate offset with-
out providing prior information. This complication arises from the non-convexity of the
NRLB objective function (Appendix C), and traditionally would require an exhaustive and
computationally expensive search for all possible solutions to identify the model with the



















































































































































































































































































































































































































































































Figure 3.2: Energy logos for various single mode nucleoধde-only Exd-Scr models with nonspecific
binding. As km is increased from 8 bp to 18 bp in 2 bp increments, lf is increased from 0 bp to 6 bp


























































































































































































































































































































Figure 3.3: Energy logos for different shiđ offsets for single mode nucleoধde-only Exd-UbxIVa
models with nonspecific binding. Red and blue brackets indicate posiধons used to seed fits.
one solution to another by shifting the position specific parameters to the left and right.
Starting from an initial solution found from an unseeded fit, the parameters can be cycled
to the left and right by one base and used as a seed for a new fit. This process can be
repeatedly applied, incrementing or decrementing a ‘shift offset’ with every application
(Figure 3.3), and allows us to rapidly explore the space of all solutions. Once a series of
solutions have been found, the model with the highest likelihood is selected.
Fitting Dinucleotide Parameters
Adding dinucleotide features to the optimal nucleotide-only model found from a single
mode hyperparameter and shift search (described above) can be used to seed a nucleotide
and dinucleotide model fit. This seed contains nonzero values only for nucleotide and
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nonspecific binding parameters. Seeding in this manner not only speeds up convergence,
but attempts to find a model that corresponds to the best (and hopefully most concordant)
nucleotide-only model fit. After the initial solution with nucleotide and dinucleotide fea-
tures is found, the same shift search described above can be used to identify additional,
related models.
Iterative Mode Discovery
When buildingmodels withmultiple recognitionmodes, we rely on themethods described
above to iteratively add and ‘discover’ additional modes. The methodology is outlined in
detail below.
1. Fit Nucleotide Only Models Regardless of the desired feature set, all multiple mode
fits begin by learning nucleotide-only models using the following process.
(a) A single mode fit with length k01 (the starting length of the first mode) is fit
using the shift search method described above. The shift with the highest like-
lihood is selected.
(b) The nucleotide parameters for the previous fit are frozen and an additional
mode with length k02 is added. The model is fit using the shift search symme-
try method applied only to this new mode. The shift that yields the highest
likelihood is selected.
(c) The model is refit after all nucleotide parameters from the previous modes in
the model are unfrozen.
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(d) The process returns to step (b) for each additional mode until the desired num-
ber of modes is reached.
2. Expand Binding Interface Once the desired number of modes is reached, the bind-
ing interface of each mode m can be iteratively increased to the desired maximum
length kfm. In each step, a new nucleotide fit is seeded by adding one additional po-
sition to the left and right of the model learned in the previous step. This ‘growth’
step is simultaneously performed for all modes until all modes have achieved their
target length.
3. Add Dinucleotide Features If dinucleotide features are necessary, each mode’s nu-
cleotide parameters can be used as seeds for a nucleotide and dinucleotide fit as
described above.
All steps throughout this process maintain the symmetry statusM.
Seeding
In some instances, it may be useful to see if the data supports any hypotheses regard-
ing particular recognition modes. These hypotheses can be easily tested by initializing
the optimization algorithm with a best guess for the hypothesis (a parameter seed) and
comparing it with the final converged solution. This seeding-and-converging process is
straightforward when dealing with a single recognition mode, but requires an interme-
diate step to work effectively with multiple mode models. Each mode’s relative affinity
parameter γm defines the relative contribution of each mode to the overall selection rate
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κi. The contribution of each mode is somewhat dataset dependent, and can vary based on
TF concentration and other experimental factors. As such, these scaling parameters must
be set appropriately when seeding a multiple mode model to prevent the solver from drift-
ing to another solution; however, it is not possible to know the relative scaling between
seeded modes beforehand. This difficulty can be addressed with ‘mode regression,’ an
inference methodology where only the mode relative affinities γm are learned while the
seeded feature parameters remain frozen for every recognition mode. Mode regression









φ 2Φm βφXivφ + γNSeβNS (3.19)
Once the appropriate γm values are learned, they can be absorbed into the nucleotide





This chapter will focus on elucidating numerical methods for evaluating the likeli-
hoods and their derivatives for both the R0 Bias model and NRLB. Dynamic programming
methods used to evaluate partition functions for both models, as well as techniques to con-
dition NRLB parameters and compute their errors, will be discussed at length. In addition,









ci;0 logwi   n0 logZ0
Here, n is simply the total number of reads in the R0 library. We can split up the evaluation
of the log likelihood into two components: one which deals with the ‘data’ term ci;0 logwi,
and the other which deals with the partition function Z0. Substituting the definition of wi

































= ~β  ~D (4.1)
The data term reduces to a dot product between the parameter vector ~β and the ‘data’
vector ~D that represents the total k-mer counts within the dataset. As ~D is constant for
any dataset, (4.1) can be computed rapidly. The partition function can be evaluated using
dynamic programming techniques (see below).
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The gradient of the log likelihood of the R0 Bias model is then given by
@ logL
@βφ





φ 2Φ0 βφXiφ| {z }
rφZ0
(4.2)
The first term is simply element φ of the data vector from before, while the second term
is the weighted average of feature φ of the partition function Z0, or rφZ0. Once again,
dynamic programming techniques will be used to evaluaterφZ0.
NRLB




ci log(pi;0κi)  n logZ:
As before, the evaluation of the data and partition function terms can be separated; how-
ever, unlike the R0 Bias model, brute force must be used to compute the data term for
all observed Si (where ci 6= 0). The ‘sliding window’ sums over all windows in κi can be
efficiently computed using bit-shifting techniques. Dynamic programming will be used



























Swapping the summation order and applying pi;0 = wi/Z0 and
P










φ 2Φm βφXivφ| {z }
Zmv
+eβNS (4.3)
The evaluation of Zmv by dynamic programming methods will be discussed later.


































The particular form of (4.5) is useful for reducing precision error during computation. Sim-
ilar to the R0 Bias model,rZmvφ is the feature weighted average of the partition function.
Simplifying the Hessian reduces its complexity and surfaces significant commonalities
with the function and gradient evaluation of the log-likelihood. The (φ; ψ) component of



































The four terms above can be classified as either second derivatives or outer products of
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φ0 2Φm(φ) βφXivφ m(φ) = m(ψ)
0 m(φ) 6= m(ψ)
This block structure decouples the second derivative of each mode from the rest, simpli-

















φ0 2Φm(φ) βφ0Xivφ0| {z }
r2Zmvφψ
(4.6)







































Functional elements shared between the log likelihood, its gradient, and its Hessian can
exploited to compute lower-order functions at virtually no cost. For example, computing
the Hessian implicitly requires the computation of all the elements required to evaluate
both the log likelihood and its gradient, and as such, each component only has to be
59
Table 4.1: Shared NRLB Funcধonal Elements
Function κi Z rκi rZ r2κi r2Z
logL X X
r logL X X X X
r2 logL X X X X X X
evaluated once (Table 4.1).
4.2 Dynamic Programming Techniqes
Both the R0 Bias model and NRLB require the evaluation of partition functions and their
derivatives for all 4l probes in the universe. Unfortunately, brute force evaluation of these
sumswould consume significant computational resources andmake iterative optimization
algorithms (Appendix C) prohibitively expensive to use. Alternative approaches involv-
ing sampling can drastically reduce computational time, but run the risk of introducing
biases. However, dynamic programming approaches dramatically reduce the computa-
tional complexity of evaluating Z from exponential to linear in probe length by leveraging
the structure of the models. As the selection rate κi in NRLB involves the R0 frequency
as predicted by the R0 Bias model, the approaches for evaluating Z will build upon those
developed for Z0.
Z0 and its Derivative
Partition functions can be evaluated either in their ‘natural’ free energy space as an ex-

















An example of how wi can be represented as a product of terms is shown in Table 4.2 for
the first eight sequences for a model where l = 3 and k0 = 2.














wi = wAAA + wCAA + wGAA + wTAA +   
= αAAαAA + αCAαAA + αGAαAA + αTAαAA +   
= (αAA + αCA + αGA + αTA) αAA +   
This factorization provides insight into a recursive scheme for calculating Z0; in the ex-
pansions above, the identity of the second feature is dependent only on the second base











Figure 4.1: Sequence indices used in the parধধon funcধon recursion relaধons.
As such, only ‘sub-kmers’ of length k 1 need to be tracked in the recursion. The following
quantities and indices will be used to describe the recursion relations (Figure 4.1):
j index of the current ‘window’ offset within a probe sequence being evalu-
ated; a window consists of k-bp starting at position j within the sequence.
There are l   k + 1 windows in any sequence on the forward strand, and
more if the flanks are considered. For example, tetramer (k = 4) windows







f the sub-kmer currently in question. Sub-kmers are the set of kmers of length
k  1.
b identity of the nucleotide being added. b + f refers to the kmer φ obtained
by concatenating bwith f on the right. b+ f refers to the sub-kmer one gets
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by considering the leftmost k   1 bases of f + b. For example, let f = ATT
and b = G. Then b+ f = GATT and b+ f = GAT.
Z0(f; j) the partial partition function at window j for sub-kmer f.
Z0(f; j; φ) the partial partition function at window j for sub-kmer f and feature φ.









Using the example in Figure 4.1, the expansion in (4.9) for f = ATT is
Z0(ATT; j) =Z0(AAT; j  1)  αAATT + Z0(CAT; j  1)  αCATT+
Z0(GAT; j  1)  αGATT + Z0(TAT; j  1)  αTATT





When considering flanking sequences, the initialization is even simpler:
Z0(f; 0) =
8>>><>>>:
1; f = flank
0; otherwise
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where flank refers to the k  1 rightmost bases of the left flanking sequence.
















The sum above only counts those sequences where Xiφ 6= 0; consequently, any systematic
recursion method must account for the existence of feature φ at any window j in the
sequence. One approach isolates all sequences containing φ for a given j. For example,
consider all sequences containing the kmer feature φ = AA for the previous model where
l = 3 and k0 = 2:
j Sequences
1 AAA AAC AAG AAT
2 AAA CAA GAA TAA




Xi;AAwi = αAA (αAA + αAC + αAG + αAT)+
(αAA + αCA + αGA + αTA) αAA
Given this sum, the gradient for a given φ can be viewed as a restricted partition func-
tion expansion. These restricted expansions can be computed with additional recursion
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Z0(b+ f; j  1)  αb+f 8 f
Z0(f; j; φ) =
X
b
Z0(b+ f; j  1; φ)  αb+f 8 f (4.11)









The paired recursion relations (4.11) and (4.12) represent two simple operations: the first
updates the total sum for feature φ at window j   1, or Z0(f; j   1; φ), to its new value
at window j; this is similar to the recursion relation for computing Z0 (4.9). The second
relation updates the total sum Z0(f; j; φ) with sequences that contain φ at j. As before, the
relations need be evaluated for all f, with (4.12) requiring an additional evaluation over
all bases b. Additionally, the order in which the recursions are performed is crucial; for
every iteration j, (4.9) must be evaluated first, then (4.11), and (4.12) last. Initialization is
straightforward when flanking sequences are not considered:
Z0(f; 0) = 1; Z0(f; 0; φ) = 0 8f; φ
If flanking sequences are used, the previous initialization method can be used for Z(f; 0).

















































Figure 4.2: Average log
10
run ধmes for Z0 (A) and rφZ0 (B) for various probe lengths and feature
orders k0, using both brute-force ‘sliding-window’ sums (SW) and dynamic programming (DP) ap-
proaches. To conserve ধme, sliding window evaluaধons were not performed for probe lengths
greater than 11. The dynamic programming evaluaধon for k0 = 1 frequently took less than 1 μs per
run, resulধng in significant measurement error.
proaches for evaluating Z0 and rφZ0, demonstrating near linear time complexity for the
dynamic programming approach.
Zmv and its Derivatives
NRLB partition functions contain two models: the R0 Bias model and the biophysical
model of the selection rate κi. Fortunately, as both models are amenable to factorization,
NRLB recursion relations can be built upon the R0 Bias model methodology. However,
the feature sets employed by NRLB pose unique challenges for recursive evaluation. The
following section is largely concerned with addressing these issues.
We begin by noting that the partition functions (4.3), (4.4), and (4.6) do not contain cross-
mode terms; therefore, without loss of generality, the mode index m can be dropped. The
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Secondly, it should be noted that the partition functions have a specific view v over which
the specific binding terms are ‘active’ (i.e. Xivφ 6= 0 only for features within v). For ex-
ample, consider a SELEX library with a 16 bp variable region and a model with a 10 bp
binding interface; then, for an arbitrary sequence, the active region for v = 4 is high-
lighted below:
active region for bias modelz }| {
GGACTCAGCTGGT| {z }TCC
active region for selection model
Given this structure, NRLB recursion relations are identical to those for Z0 when not in
the active region.
The recursion relations for Z0 required the usage of and iteration over kmer windows j
and sub-kmers f, which were simply kmer features of length k0   1. The selection model
will require the extension of the kmer windows and sub-kmers to ensure that all sequence-
based features are represented. Consequently, the size of the kmer windows j and f must
reflect the length of the longest sequence required to represent any R0 Bias or selection
model feature. For example, in the case where the selectionmodel incorporates nucleotide
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(1 bp), dinucleotide (2 bp), and k0 = 6 bp, the NRLB recursion relations will use kmer
windows j of length 6 bp and sub-kmers f of length 5 bp. However, if k0 = 3 bp, the NRLB
recursion relations need to use 3 bp windows j and 2 bp sub-kmers f. A model with this
feature set applied to the sample sequence and active region above will have the following
kmer windows (indicated in red) contribute specific binding features:
GGACTCAGCTGGTTCC
If DNA shape features are used, a second active region can be added to reduce the length
of j. This second ‘shape’ active region has the same binding interface length but is shifted
2 bp upstream to account for the unique pentamer configuration employed by the DNA
shape tables (Chapter 3); this offset active window configuration keeps j to a minimum of
5 bp in length and creates an effective window offset of j  2 (see example below).
Given these considerations, the following quantities will be used to describe the recur-
sion relations, in addition to those described earlier:
Xv;φ(b+ f; j) a complex function that returns the value of feature φ 2 Φ given the
current window j and sequence b+f for the active view v. For sequence
features,Xv;φ(b+f; j) acts as an indicator variable, returning either 0 or 1.
For geometric features such asDNA shape, it returns a continuous value.
For example, consider a NRLBmodel with nucleotide, dinucleotide, and
MGW features using a length k0 = 4 bias model with a 10 bp binding
68
interface. Consequently, the recursion relations must use 5 bp windows
j and 4 bp sub-kmers f. Then, for the random 16 bp sequence discussed
earlier, the sequence at j = 7 is underlined below (the active region is
in red, for v = 6):
GGACTCAGCTGGTTCC
Then, X6;φ equals one for the nucleotide feature G at position 6 within
the binding interface and the dinucleotide feature TG at position 6, and
equals the value of the MGW for the pentamer AGCTG for the MGW
feature at position 4. X6;φ is zero for all other features. Note that the
DNA shape feature window is offset by 2 bp within the binding inter-
face.
uv(b+ f; j) the update function representing the contribution of the selectionmodel
at current window j for sequence b+ f:




where αb+f is a contribution from an R0model feature. uv = αb+f when
not in any selection model active region.
Zv(f; j) the partial partition function at window j for sub-kmer f at view v.
Zv(f; j; φ) the partial partition function at window j for sub-kmer f and feature φ
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at view v.
Zv(f; j; φ;ψ) the partial partition function at window j for sub-kmer f and features φ
and ψ at view v.




Zv(b+ f; j  1)  uv(b+ f; j) (4.15)
Zv(f; j; φ) =
X
b
Zv(b+ f; j  1; φ)  uv(b+ f; j) (4.16)
Zv(f; j; φ) = Zv(b+ f; j  1)  uv(b+ f; j)  Xv;φ(b+ f; j) (4.17)
Zv(f; j; φ;ψ) =
X
b
Zv(b+ f; j  1; φ;ψ)  uv(b+ f; j) (4.18)
Zv(f; j; φ;ψ) = Zv(b+ f; j  1)  uv(b+ f; j)  Xv;φ(b+ f; j)  Xv;ψ(b+ f; j) (4.19)
Zv(f; j; φ;ψ) = Zv(b+ f; j  1; φ)  uv(b+ f; j)  Xv;ψ(b+ f; j) (4.20)
The relations above need to be evaluated for all f and b (when applicable). The partition

























































Figure 4.3: Average log
10
run ধmes for Zv (A) and rZvφ (B) for various probe lengths using both
brute-force ‘sliding-window’ sums (SW) and dynamic programming (DP) approaches. In both panels,
k = 4, f = 4, and k0 = 3.
The previously described initialization schemes can be used for the NRLB recursion rela-
tions, however care must be taken when selecting the starting window j – the starting
window is entirely dependent on the combination of features, views v and flanks f used.
Figure 4.3 compares the run times for both brute-force and dynamic programming ap-
proaches for evaluating Zv and rZvφ , demonstrating significant improvement in compu-
tational performance for the dynamic programming approach.
4.3 Invariances and Symmetries of the Likelihood
The value of NRLB’s log likelihood (3.16) does not always change when its parameters ~β
change; in fact, there are permutations and transformations T of the parameters ~β that







NRLB is said to be invariant under T if it satisfies the above equality. This section will
discuss transformations T(~β) ! ~β satisfying this equality and how they can be used to
produce a ‘standardized’ representation of NRLB parameters.
Reverse-Complement Symmetry
In this basic symmetry, the transformation TRC permutes βφ of a specific mode in a binding
model by taking their ‘reverse complement.’ For a sequence-based feature φ at position o,
the reverse complement operation is
βφ; o = βφ; k o (4.25)
where φ denotes the reverse complement of φ and k is the length of the binding interface.
For all other features (such as DNA shape), the reverse complement operation is
βφ; o = βφ; k o (4.26)
This symmetry arises from the evaluation of views on both strands, resulting in every
view having a paired reverse complement. As such, computing the likelihood with ~beta
or ~β is equivalent.
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Nucleotide and Dinucleotide Invariances
At a given position o, data for nucleotide features must obey
X
b
Xb; o = 1
where b 2 fA, C, G, Tg. We can define a transformation TN where the parameters βb; o
are uniformly shifted by δo:
X
b
(βb; o + δo)| {z }
βb; o
Xb; o = δo +
X
b
βb; o Xb; o


















































demonstrating the invariance. Here, Φ refers to the set of features transformed by TN. TN







When the model contains multiple binding modes and/or nonspecific binding, all modes
must be rescaled by eδ . For instance, consider an overall shift of δ for one mode in a model



















































φ 2Φ2 βφXi2vφ + eβNS+δ
#
While the rescaling factor eδ clearly shifts βNS, there are many ways to absorb it into
the parameters βφ of a given mode. We will maintain the convention where only the
nucleotide parameters at the first offset (o = 1) of every mode are shifted.
Next, consider dinucleotide features at position o. Let B 2 fA, C, G, Tg, and let XB+b; o
and βB+b; o denote the data and the parameter, respectively, for the dinucleotide feature
B + b at offset o. + is the concatenation operation defined earlier. If XB; o = 1, then data
for dinucleotide features must obey
X
b
XB+b; o = 1 and
X
b
Xb+B; o 1 = 1
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Given this, the sumPφ 2Φ βφ Xivφ for any mode is invariant under transformations TD of
the type
βB; o XB; o +
X
b





(βB+b; o   δo)| {z }
βB+b;o
XB+b; o
βB; o XB; o +
X
b





(βb+B; o 1   δo)| {z }
βb+B;o 1
Xb+B; o 1
For any given offset o, there are only 7 unique dinucleotide invariances. We can see this
by representing TN and TD as vectors:
~β = ~β + δ  ~T (4.27)
All invariant transformations can then be combined into a single transformation matrix
T. T for a single dinucleotide offset o is
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T =
~TN ~TN ~TD ~TD ~TD ~TD ~TD ~TD ~TD ~TD26666666666666666666666666666666666666666666666666664
37777777777777777777777777777777777777777777777777775
A1 1 0  1 0 0 0 0 0 0 0
C1 1 0 0  1 0 0 0 0 0 0
G1 1 0 0 0  1 0 0 0 0 0
T1 1 0 0 0 0  1 0 0 0 0
A2 0 1 0 0 0 0  1 0 0 0
C2 0 1 0 0 0 0 0  1 0 0
G2 0 1 0 0 0 0 0 0  1 0
T2 0 1 0 0 0 0 0 0 0  1
AA1 0 0 1 0 0 0 1 0 0 0
AC1 0 0 1 0 0 0 0 1 0 0
AG1 0 0 1 0 0 0 0 0 1 0
AT1 0 0 1 0 0 0 0 0 0 1
CA1 0 0 0 1 0 0 1 0 0 0
CC1 0 0 0 1 0 0 0 1 0 0
CG1 0 0 0 1 0 0 0 0 1 0
CT1 0 0 0 1 0 0 0 0 0 1
GA1 0 0 0 0 1 0 1 0 0 0
GC1 0 0 0 0 1 0 0 1 0 0
GG1 0 0 0 0 1 0 0 0 1 0
GT1 0 0 0 0 1 0 0 0 0 1
TA1 0 0 0 0 0 1 1 0 0 0
TC1 0 0 0 0 0 1 0 1 0 0
TG1 0 0 0 0 0 1 0 0 1 0
TT1 0 0 0 0 0 1 0 0 0 1
The rank of this matrix, which is equivalent to the number of unique invariances, is 9,
implying that there are only 7 dinucleotide invariances. The vector representation of TN




The invariant transformations described above define directions that form the null space
of the Hessian (3.18) and represent an over-parameterization of our model. Movement
along these ‘null vectors’ does not contribute to a change in the log likelihood (3.16) - in
other words, we can arbitrarily add any number of null vectors to the model parameters
β without changing our predictions (4.27). We can remove this degeneracy by orthog-
onalizing β relative to the orthonormal basis computed by the QR Decomposition of T.
Removing this degeneracy is critical for the comparison of different models (Figure 4.4).
4.4 Parameter Conditioning
For some SELEX-seq datasets, we discovered that NRLB consistently discovered models
with extremely large parameter values, inconsistent with the known range of relative
affinities of the transcription factor in question (Figure 4.5). This behavior is indicative of
the model overfitting to data-specific biases (Bishop, 2006). Ideally, we should penalize
these ‘run-away’ parameters from growing too large while ensuring that the predictions
of the remaining parameters remain unchanged. Regularization is a commonly used sta-
tistical technique to achieve these aims (Bishop, 2006). Of the many penalty functions
used as regularizers, the L2 norm (also known as ridge regression) is the most appealing







































































Figure 4.4: (A, B) Comparison of two ATF4 models trained on different datasets. (A) Unnormalized
nucleoধde and dinuceloধde parameters show no agreement, suggesধng that the two models repre-
sent alternaধve binding modes. (B) Normalized parameters show that the models are fairly similar
and represent the same binding mode. (C, D) Comparison of two models trained on data from dif-
ferent p53 variants. (C) Unnormalized nucleoধde and dinucleoধde parameters show no agreement,
suggesধng that the two variants have different DNA binding specificiধes. (D) Normalizaধon shows


















































































Figure 4.5: Energy logos for Max corresponding to an unconstrained (λ= 0) and a regularized
(λ= 1 10 6) fit shown in Figure 4.6. The unconstrained model contains parameters with ex-
tremely large values (note scale), while the regularized model displays more raধonal parameter
values.
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existing optimization framework (Ng 2004; Appendix C). The modified likelihood is then




where the parameter λ is a per-read weight used to control the strength of the regulariza-
tion term.
In order to understand the impact of the L2 penalty on NRLB models, we compared
βφ and Hessian eigenvalues for different values of λ on three different datasets: the pre-
viously discussed dataset that produced models with run-away parameters (Figure 4.6a)
and two where no such issues were found (Figure 4.6b, c). Our results suggest that adding
a very weak L2 norm - 1 10 6 per read - is sufficient to control parameter values with-
out fundamentally altering the other parameter values, or even the local structure of the
function.
From a Bayesian perspective, the L2 penalty is equivalent to the addition of a Gaussian
prior (Bishop, 2006), and can appear to violate our modeling goals. However, it should be
noted that the impact of the penalty on log likelihood is roughly 7 orders of magnitude
smaller than that of the data (for a typical SELEX library design). As such, this ‘prior’
can be considered highly uninformative and be viewed more as a perturbation that aids














































































Figure 4.6: Parameter values and eigenvalues of the Hessian as a funcধon of regularizaধon
strength λ for various fits. (A)Models for Max; unconstrained model (λ= 0) contains parameters
with extremely large values. Regularizaধon with the desired weight (black dashed line) does not
significantly alter eigenvalue structure yet effecধvely controls parameter values. PSAMs for both
cases shown in Figure 4.5. (B)Models for Exd-Labial; regularizaধon at the desired weight (black
dashed line) does not alter either the parameters or the eigenvalues in a significant way. (C)Mod-
els for Exd-Scr; once again, regularizaধon at the desired weight does not alter the parameters or
eigenvalues in a significant way.
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4.5 Parameter Error
We can use the Hessian (3.18) to estimate the standard errors of the maximum likelihood
estimates. We rely on the convergence of maximum likelihood estimates β^φ , in distribu-
tion, to the normal distribution:
β^φ  Normal(βφ; [ J(~β)] 1φφ )
where J 1φφ is (φ; φ) element of the inverse of the expected Fisher Informationmatrix. How-
ever, we will use the observed Fisher Information matrix J0 instead, as it is easier to com-
pute and is preferred over the expected Fisher Information matrix (Efron et al., 1978). J0
is given by
J0(β^) =  r2 logL(~β)j~β=β^ =  Hj~β=β^




Due to the overparameterization of NRLB and the existence of a null space, the inverse
of its Hessian is not defined.* From our earlier discussion (Chapter 4.3), these null direc-
tions carry no useful information and can be ignored by computing the pseudoinverse.
Alternatively, the Hessian can be inverted in the true parameter space via Jacobian trans-
*For a square matrix H, the inversion operation is not defined if null vectors exist, as they have zero
eigenvalues.
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formations - this method was not pursued as it is less flexible. Unfortunately, the standard
pseudoinverse fails when L2 regularization and symmetrization are used in learning an
NRLB model.
It is relatively straightforward to deal with symmetrization - if they exist, the inversion
operation should take place in the reduced space. Handling the addition of the L2 norm is
more involved, as it breaks the invariance relations discussed in Chapter 4.3 and results
in a full-rank Hessian. As the smallest diagonal entries are no longer zero, the error
estimates are completely dominated by the highly uninformative contribution of the L2
norm. Given that it is a weak perturbation, the null directions of the original likelihood are
still irrelevant and should be removed. In fact, the value of λ was chosen to avoid altering
the functional landscape near the solution. Expressing the inverse of the Hessian of the
augmented likelihood, H0 1, in terms of H informs a strategy for removing the impact of
the L2 norm on estimating parameter errors:
H0 = H+ 2λI = VDV| + 2λI = VDV| + 2λVV|I = V(D+ 2λI)V|
H0 1 = V(D+ 2λI) 1V|
Here, V is a unitary matrix that diagonalizes H and D is a diagonal matrix consisting of
the eigenvalues ofH. This relation suggests that the original null vectors can be identified
by subtracting 2λ from the eigenvalues of H0. The modified pseudoinverse is outlined in
Algorithm 1.
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Algorithm 1 Psuedoinverse with Symmetry and the L2 Norm
function Psuedoinverse (H)
ε  1 10 14 . Define tolerance limit
[V; D] eig  1
2
(H+ H|) . Eigendecomposition of H
ξ  diag(D)  2λ . Remove L2 component
for i = 1 to length(ξ) do . Set null vectors to 0




[V; D] eig(MVDV|M|) . Eigendecomposition in reduced space
D0  D
ξ  diag(D)
while true do . Compute psuedoinverse
for i = 1 to length(ξ) do . Invert the diagonal matrix D







if H 1ii > 0 8 i then . Test if pseudoinverse succeded
return M|H 1M . Return inverse in full space
else






Model Validation and Performance
This chapter is concerned with demonstrating the ability of our models to accurately
parameterize variation in SELEX and other experimental datasets. Synthetic data will be
used to verify the ability of the R0 Bias model to reliably infer model parameters. Cross-
platform validations and new experimental data will be used to show that NRLB models
generalize well to other datasets and match or exceed the performance of other methods.
Lastly, we will show that NRLB provides reliable models even under adverse conditions.
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5.1 R0 Bias Model
Synthetic Data
The ability of the R0model to reliably infer parameters was characterized using synthetic
data simulating the initial pool of SELEX probes, assuming it follows the distribution
defined by (3.9) that does not go into the flanking region. The synthetic datawas generated
by drawing a fixed number of reads from this distribution using random parameter values
βφ that were first drawn from a normal distribution with μ = 0 and σ = 1 and then
shifted so that the largest value is 0. Numerous random parameter sets were generated
for different l and k0 values given in Table 5.1. Sequencing depth (or the total number
of draws from the given distribution) was represented in terms of the ‘kmer multiplicity’
KM, or the expected k0-mer count of a uniformly random SELEX library with probe length
l. KM is a natural parameterization of the sequencing depth, as the accuracy of inferred
the parameters should increase with the number of observations of every k0-mer in the
dataset. Sequencing depth is then
# reads = 4
k
l  k+ 1  KM
For every random parameter set, numerous synthetic datasets were generated for dif-
ferent values of KM shown in Table 5.1; this scheme allows us to test the relationship
between parameter accuracy and sequencing depth. Actual parameter values were com-
pared to those inferred from models fit to synthetic data using coordinate search (Ap-
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Table 5.1: Parameter Seষngs for R0 Syntheধc Data
l k0 KM
9 3, 4, 5
100 to 1; 000 in steps of 100
2; 000 to 10; 000 in steps of 1; 00010 3, 4, 5, 6






















l = 9 B
1000 10000
100 500


















l = 10 C
1000 10000
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Figure 5.1: Selected comparisons of actual and inferred parameter values for the R0 Bias model
using syntheধc data constructed for different l= 9 (A), l= 10 (B), and l= 11 (C). In each panel, the
same set of βφ values are used to generate the syntheধc datasets. k0= 5 in all panels.
pendix C; Figure 5.1). Our results indicate that the R0 Bias model accurately recovers
parameter values, especially for kmer multiplicities is near 10000. Practically, this result
is promising, as it is easy to achieve such kmer multiplicities from real data - for exam-
ple, it is fairly inexpensive to sequence the roughly 3:7 million reads required to achieve
KM = 10; 000 when building a model with k0 = 6 on a SELEX library design where
l = 16.
In these experiments, the k0 value used to generate the synthetic data was provided
to the model. However, the true value of k0 will not be known for experimental data a
priori; rather, the cross-validationmethod described in Chapter 3.2must be used. To verify














































































Actual k0 = 3
Figure 5.2: Plots of the test log likelihood using models trained on syntheধc data with different k0
values. Cross-validaধon selects the k0 value that produces the lowest test log likelihood. For all
cases, the lowest log likelihood values are achieved when the train k0 equals the actual k0 value. In
each panel, the same set of βφ values are used to generate the syntheধc datasets. l= 9 in all panels.
synthetic data with identical sequencing depth was generated for l = 9 and k0 = 1, 2, or
3 using the process described above. Every synthetic dataset was fit with models using k0
values ranging from 1 through 6. Performance on the test datasets wasmeasured using the
log likelihood; the model exhibiting the highest cross-validated likelihood was selected.
The method successfully identifies the correct k0 value for these test cases (Figure 5.2),
although it is easier to do so for smaller KM.
Real Data
Next, we wanted to understand if the fixed flanking regions introduce biases in the initial
pool of reads. As we are attempting to understand the properties of real data, it would
be inappropriate to use synthetic data to address this question. Instead, we used real
experimental data in the mplex library from Slattery et al., 2011; this dataset contains two
identically prepared and multiplexed initial pools with and form natural test and training
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Table 5.2: mplex Iniধal Pool Metadata
Type Barcode Total Reads Length Highest Count
Train CCAGCTG 6; 973; 386 16 4



























Figure 5.3: Test log likelihood of models that include (black line) or ignore (red line) the fixed flank-
ing regions while training on data from Slaħery et al., 2011.
datasets (see Table 5.2 for more information). Using the L-BFGS minimizer (Appendix
C), we fit models to the training data that either included or ignored the fixed flanking
regions for k0 ranging from 1 to 7. We evaluated model performance on the test data
(Figure 5.3) and found that the fixed flanking regions bias predictions and noted similar
behavior in other datasets. Consequently, we decided to only use models that consider
the fixed flanking region.
Next, we wanted to assess and compare the ability of the Markov model from Slattery
et al., 2011 and the R0 Bias model to accurately parameterize biases in the initial pool.
While the Markov model was able to accurately represent biases at the level of 8-mers
(Slattery et al. 2011; Chapter 2), NRLB requires initial round models to represent the biases
of all probes. To quantify this, we assumed that the observed probe counts followed a
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Poisson distribution and used eithermodel to predict the frequency of all 4l probes. Probes
were then binned by expected frequency and their counts were aggregated. The observed
counts were used to compute mean and variance in every bin (mean-variance method);
in addition, the number of probes observed twice (n2), once (n1), or not at all (n0) was
recorded and used to compute the ratios n1=n0 and n2=n0 for each bin (ratio method). For









Pois (0; μ) =
μ2
2
We used the previously described method (Chapter 2) to build a 5th order Markovmodel
on the training dataset discussed earlier (Table 5.2). Applying either the mean-variance or
count ratio method to this model shows no agreement between the observed and expected
values (Figure 5.4a). Surprisingly, the same analysis applied to a k0 = 6 R0 Bias model
trained on the same data shows near-perfect agreement between observed and expected
frequencies for nearly 2:5 orders of magnitude (Figure 5.4b). The more stringent ratio
method highlights mild over-dispersion at the extreme frequency ranges; this is to be
expected, as fewer observed counts in that regime lead to noisier estimates. We observed
similar trends with other datasets as well, firmly establishing the ability of our model to
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Figure 5.4: (A) Assessing the ability of Markov models constructed using the approach of (Slaħery
et al., 2011) to accurately parametrize biases in R0 at the level of the enধre probe. (Leđ) Probes
are binned according to expected frequency; the mean (blue circles) and variance (red dots) of ob-
served values deviate significantly from expectaধon (grey dashed line). (Right) A more sensiধve
analysis of the same Markov model using the count raধo method. Probes are binned according to
expected frequency and the number of ধmes each probe was observed; error bars are indicated
by verধcal lines. The observed raধos of these count values deviate significantly from expectaধon
(dashed lines) assuming Poisson staধsধcs. (B) (Leđ) Mean-variance analysis as in panel A for the
improved bias model used in this work. Mean and variance are in near perfect agreement over the




We began by assessing the ability of NRLB models to explain the distribution of probes
in R1 SELEX data using the mean-variance and count ratio method used earlier. We
trained single-mode nucleotide and dinucleotide models on Max homodimer and Exd-
UbxIVa SELEX-seq data (Table D.1) and found that these models accurately explain the
read distribution over many orders of magnitude (Figure 5.5). The more detailed count
ratio analysis highlights overdispersion at lower frequencies - this could be due to mis-
specification of the functional form of the model or the incomplete modeling of biases in
the data (i.e. a lack of multiple binding modes).
Next, we wanted to verify the importance of considering multiple potential binding
sites (or views) in modeling the selection rate κi. To do so, we hypothesized that probes
with a high κi were probably driven by a single strong binding site. Using a nucleotide and
dinucleotide NRLB model for Exd-Scr (Table D.1) and the same Exd-UbxIVa model from
before, we analyzed their data by binning observed probes according to their total (specific
and nonspecific) affinity and by the ratio of the highest specific affinity site in the probe to
the total specific affinity of the probe (Figure 5.6). Indeed, our results indicate that a single
high-affinity binding site drives probes with high κi. In addition, they underscore the


















































































































































































































































































































































































































































Figure 5.5: (A) Comparison between observed and expected probe frequency for an NRLB model
fit to Max SELEX-seq data. (Leđ) Probes are binned according to expected frequency; the mean
(blue circles) and variance (red dots) agree with expectaধon (grey dashed line) for over three orders
of magnitude. (Right) A more sensiধve analysis of the same model using the count raধo method.
Probes are binned according to expected frequency and the number of ধmes each probe was ob-
served; error bars are indicated by verধcal lines. The observed raধos of these count values match
expectaধon (dashed lines), except in the low frequency range. (B) (Leđ) Mean-variance analysis as
in panel A for an NRLB model fit to Exd-UbxIVa. Mean and variance agree for nearly five orders
of magnitude. (Right) Count raধo analysis for the same model. Once again, observed raধos match


















































Figure 5.6: Mulধple subopধmal sites contribute to binding. NRLB models for Exd-Scr (A) and Exd-
UbxIVa (B) are used to bin observed probes according to predicted selecধon rate κi and by the
raধo of the highest specific affinity site in the probe to the total specific affinity of the probe. Exd-
UbxIVa model in panel B is also used in Figure 5.5.
Cross Platform Validation
The binding specificity of the human basic helix-loop-helix (bHLH) homodimer protein
Max has been assayed with multiple SELEX methods including HT-SELEX (Jolma, Yan,
et al., 2013), SELEX-seq (Zhou, Shen, et al. 2015 and this work), and SMiLE-seq (Isakova
et al., 2017). In addition, the microfluidics-based MITOMI assay has taken detailed ‘gold-
standard’ measurements of the dissociation constant (Kd) for Max on 255 different DNA
ligands (Maerkl et al., 2007). In their original study, Maerkl and Quake attempted to cap-
ture the effect of multiple base substitutions on affinity in terms of a single-substitution
(PWM) model; this revealed significant dependencies between adjacent nucleotide posi-
tions, as well as the need to explicitly model non-specific binding in order to accurately
model behavior in the low affinity range. Their findings were confirmed by a fit of a
feature-based biophysical model directly to the MITOMI data (Zhao, Granas, et al., 2009).
Thus, the MITOMI and various SELEX datasets are ideal for performing cross platform
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validation to assess the biophysical accuracy of NRLB models over the full affinity range.
In order to compare model predictions with MITOMI measurements, we scored all 255
30 bp ligands used in the assay. NRLBmodels were used to compute relative affinity scores
at all 2 (30   k + 1) views in the forward and reverse strands; if included, the inferred
non-specific binding term was rescaled by effective length of the DNA ligands in each
technology as follows
nonspecific contribution = 30  k+ 1linf   k+ 1e
βNS
where linf is the entire length of the SELEX probe (variable region and flanks) in the dataset
used to infer the model. The total affinity for the ligand is the sum of all affinity contri-
butions, and ΔΔG=RT is simply the logarithm of this sum. The ΔΔG=RT values for each
ligand were then shifted so that the highest value was set to 0. A linear fit was then used
to compare these values with the logarithm of the observed MITOMI Kd values, which
were also shifted so that the best value was 0.
As a first test, we verified the importance of including the nonspecific binding term
in modeling SELEX data. Under such conditions, the specific binding term must simul-
taneously explain both specifically and nonspecifically bound probes as NRLB attempts
to explain the full set of sequenced reads. Consequently, we should expect to infer un-
informative models with no specificity. As expected, we found that such a model fit to
SELEX-seq data (Appendix D) has nearly zero specificity and performs very poorly when
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Figure 5.7: Comparison between MITOMI-derived binding free energies for 255 different DNA
ligands and the same values as predicted using a NRLB model trained on SELEX-seq data using
nucleoধde features without nonspecific binding shows poor agreement. Color denotes the number
of subsধtuধons relaধve to the opধmal sequence. Inset is the energy logo representaধon of the
NRLB model and shows weak specificity.
Next, we compared the impact of adding nonspecific binding and dinucleotides toNRLB
models trained on all three SELEX datasets in their ability to predictMITOMI data (Figures
5.8, 5.9). We observed good agreement with MITOMI results when including nonspecific
binding (nucleotide fits) and superior agreement when dinucleotide dependencies are in-
cluded in the model (dinucleotide fits). Strikingly, the NRLB dinucleotide fit to SMiLE-seq
data achieves near-perfect agreement (R2 = 0:93) with MITOMI measurements over their
full 160-fold (ΔΔG=RT = 5) range of binding affinity, nearly matching the performance
of a feature-based biophysical model fit directly to the MITOMI data (R2 = :96; Zhao,
Granas, et al. 2009).
It should be noted that the dinucleotide model energy logos shown in Figure 5.9 rep-
resent a summary of the model-predicted relative affinity of all sequences a single point
mutation away from the optimal sequence. We determine the optimal sequence with a

















Figure 5.8: Observed correlaধons between MITOMI-derived binding free energies for 255 dif-
ferent DNA ligands and the same values as predicted using NRLB models trained on HT-SELEX,
SELEX-seq, and SMiLE-seq datasets with different feature sets. Scaħerplots shown in Figure 5.9.
b that produce the highest-affinity sequence:
Z(f; j) = max
b
Z(b+ f; j  1)  u(b+ f; j)
Aswe only consider a single view, the index v has been dropped. Once the highest-affinity
sequence is found, the affinities of all sequences a single point mutation away are used to
generate the energy logo. All dinucleotide energy logos use this method.
We also used the Max-MITOMI framework to understand the sensitivity of NRLBmod-
els to R0 Bias model misspecification and read depth. For the former, we inferred models
on SELEX-seq data with and without R0 Bias models of varying complexity (different k0
lengths), and found that the mere existence of a bias model improves NRLB accuracy (Fig-
ure 5.10a). However, it is unclear if increasing k0 provides any benefit. To quantify the
impact of read depth on model accuracy, we compared MITOMI relative affinities with
those predicted by models trained on samples of SELEX-seq data of varying size (Figure
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Figure 5.9: Comparisons between MITOMI-derived binding free energies for 255 different DNA
ligands and the same values as predicted using NRLB models trained on HT-SELEX (A, B), SELEX-
seq (C, D), and SMiLE-seq (E, F) datasets with different feature sets (nucleoধdes: A, C, E; dinu-
cleoধdes: B, D, F). In all panels, color denotes the number of subsধtuধons relaধve to the opধmal





































Figure 5.10: (A) Correlaধons between MITOMI measurements and predicধons from NRLB models
trained with and without R0 models of varying complexity. Null indicates no R0 model was used.
(B) Correlaধons between MITOMI measurements and predicধons from NRLB models trained on
samples of SELEX-seq data of varying size.
cleotide models, roughly 100; 000 reads are required to achieve stability with dinucleotide
models. This is expected, as more information would be required to properly infer param-
eters for the far richer dinucleotide models.
Kmer Table Comparisons
In a previous study, we performed SELEX-seq to probe the binding specificity ofD.melanogaster
Hox monomers and Extradenticle (Exd)-Hox heterodimers (Slattery et al., 2011) in the
hopes of shedding light on the Hox binding conundrum: how do members of the Hox
family of transcription factors bind to unique targets in vivo while binding to identical
targets in vitro? Using kmer enrichment analysis (Chapter 2) on R2 data, we uncovered a
latent specificity in Hox proteins when they bind in the presence of the cofactor Exd. This
analysis obtained accurate relative affinity estimates for the eight Exd-Hox complexes by
leveraging the higher read counts in R2 data. Significantly, a comparison of these esti-
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mates highlighted a generic 12 bp binding interface shared amongst all complexes that
could be divided into three distinct subclasses with unique sequence preferences in the
spacer region between Exd and Hox. As such, we wanted to use R1 data from the same
experiments to see if NRLB models can recover this phenomenon.
NRLB was able to infer 18 bp nucleotide and dinucleotide models from R1 data that
succinctly capture the latent specificity and subclasses elucidated by the kmer enrichment
method (Figure 5.11). In fact, by truncating the Exd-Scr and Exd-UbxIVa models to the
12bp core region found earlier (Slattery et al., 2011), we can compute and compare the
relative affinities of all possible 12mers to recreate the detailed comparative specificity
plots originally generated using the far more complex kmer tables built on R2 data (Figure
5.12). These analyses demonstrate the structural interpretability of feature-based models.
As a more stringent test, we used our model to predict kmer tables built from the same
data. To do so, we used the SELEX package (Chapter 2) to construct the observed R1 kmer
counts, keeping those kmers whose count > 100 to reduce noise (Slattery et al., 2011).
10mers were chosen for this task, as they are long enough to capture the core Exd-Hox
binding preferences yet short enough such that many kmers have counts > 100. The
predicted count for a given 10mer was found by summing the predicted frequency of all
probes containing the 10mer at any offset and multiplying this by the total number of
































































































































































































































































12bp site Slattery et al. (2011)
Figure 5.11: NRLB yields parsimonious and informaধve representaধons of biologically significant
TF behavior. Crystal structure and dinucleoধde NRLB models for Exd-Hox heterodimers; red boxes
capture previously described differences in spacer preference between Hox proteins from differ-
ent subclasses, which correspond to differences observed in crystal structures (Joshi et al., 2007).
At 18 bp, NRLB models capture a larger footprint than the 12 bp kmer enrichment tables (black
bracket) that were used in Slaħery et al., 2011. The PDB idenধfier of the Exd-Scr crystal structure
































Slattery, et al. (2011)
Unique Hox DNA Binding Preferences Are Revealed
upon Heterodimerization with Exd
Previous work suggested that Exd allows Scr to bind DNA with
greater specificity than it does as a monomer (Joshi et al.,
2007). Using the SELEX-seq platform described here we tested
this ‘‘latent specificity’’ hypothesis on a global scale, by com-
paring the specificities of four monomeric Hox proteins with
the specificities of the same Hox proteins complexed with Exd.
In all cases the Hox specificities are modified in the presence
of Exd. Two pairwise comparisons of monomeric Hox binding
preferences (Scr versus Labial and Scr versus Ubx) reveal the
general tendency for all three of these Hox proteins to select
sequences containing a TAAT, the motif that is traditionally
associated with Hox binding sites (Figures 4A and 4B and Fig-
ure S3B). Although some modest preferences are observed
(for example, Ubx prefers TTTAT more than Scr, Figure 4A),
the monomeric specificities are not sufficient to distinguish
between these Hox proteins, consistent with previous studies
(Berger et al., 2008; Noyes et al., 2008). In contrast, when the
DNA binding preferences for the same Hox proteins are
compared as complexes with Exd, a high degree of specificity
is observed (Figures 4D and 4E). While red binding sites are
bound well by both Exd-Scr and Exd-Ubx, the blue and green
sites are bound more strongly by Exd-Scr than by Exd-Ubx.
Conversely, the magenta site is bound more strongly by Exd-
Ubx than by Exd-Scr (Figure 4D). Similarly, in the presence of
Exd the specificities of Scr and Lab are readily distinguished,
while the corresponding monomeric specificities are largely
overlapping (Figure 4B and 4E).
Comparisons between AbdB andUbx reveal a different type of
Exd-dependent change in DNA binding specificity. AbdB’s
binding site preferences as a monomer differ from those of the
other seven Hox monomers (Berger et al., 2008; Noyes et al.,
2008) (Figure S3B). Comparing the specificities of Ubx and
AbdB monomers, for example, reveals that these two Hox
proteins have both common and unique binding site preferences
(Figure 4C). In contrast, the specificities of Exd-Ubx and Exd-
AbdB are very similar; both prefer red and magenta binding sites
Figure 4. Heterodimerization with Exd Elicits Novel Binding Specificities
(A–C) Comparative specificity plots for monomeric Hox proteins showing relative affinities for all 9-mers. Comparing Scr versus Ubx (A) and Scr versus Lab (B)
shows that there are only small differences in binding preference. Comparing Ubx versus AbdB (C) reveals that these two Hox proteins have both shared (e.g.,
light green) and distinct (e.g., orange for Ubx and magenta for AbdB) binding preferences. The error bars denote the standard error in the estimate of the relative
affinity as calculated based on Poisson statistics (see Extended Experimental Procedures).
(D–F) Comparative specificity plots for Exd-Hox dimers showing relative affinities for all 12-mers. Comparing Exd-Scr versus Exd-Ubx (D) and Exd-Scr versus
Exd-Lab (E) reveals differences in binding preference not observed for the corresponding monomer comparisons. Exd-Ubx versus Exd-AbdB (F) reveals
a convergence of binding preference for red and magenta binding sites. The error bars denote the standard error in the estimate of the relative affinity as
calculated based on Poisson statistics (see Extended Experimental Procedures). See also Figure S3.
































Figure 5.12: (Leđ) Kmer affinity predicধo s ge erat d from R2 SELEX-seq dat for Exd-Scr and
Exd-UbxIVa can be compared to highlight the disধnct sequence preferences between Hox sub-
classes. Figure from Slaħery et al., 2011. (Right) NRLB models for Exd-Scr and Exd-UbxIVa (Figure
5.11) built on R1 data from the same study are abl to g nerate sharper and cleaner affinity com-
parisons that sধll highlight similar sequence preferences.
is the expected count of t as predicted by the model. With this method, we found that
the Exd-Scr and Exd-UbxIVa models from Figure 5.11 explain the variation in 10mer table
counts quite well (Figure 5.13).
As expected, a direct comparison between model- and table-based estimates of rela-
tive binding affinity (Figure 5.14a) shows that the model filters out all kmers with an
inconsistent offset or ori ntation. In contrast to km r counting approaches, NRLB mod-
els recognize a consist nt binding interface from among various shifted and/or reverse-
complemented alternative versions (Figure 5.14b). This, along with the inability of kmer
approaches to accurately account for multiple binding sites in the probe, presumably con-
tribute to the bias observed in the table-based estimates of relative affinity in Figure 5.14a.
Lastly, we wanted to verify that the larger NRLB models capture biophysically rele-
vant flanking specificity and not SELEX-seq artifacts. We used competitive EMSAs to



















































Figure 5.13: NRLB models from Figure 5.11 accurately predict 10mer counts from their respec-
ধve R1 data. (A) 10mer comparison for Exd-Scr; n = 64k. (B) 10mer comparison for Exd-UbxIVa;
n = 204k. R2 are from linear fits between the log
10
observed and expected count values.
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Kmer vs. Model Affinities
Figure 5.14: (A) Comparing NRLB model and kmer enrichment table relaধve affiniধes for Exd-Scr
highlights the inconsistent offsets and biased affinity esধmates associated with kmer tables. All
12mers for which kmer table predicধons exist are shown; 12mers are shown in grey if they con-
tain a match to the Exd-Scr 8mer (WRATWDAT) and in red if the match occurs at the correct off-
set (NWRATWDATNNN) (Slaħery et al., 2011). (B) Feature-based models (leđ) ensure a consis-
tent offset between base-pair posiধons in the model and the protein-DNA interface and thus are
structurally interpretable, unlike kmer-based tables (right), which include significant enrichment of




Cold Probe High Low
High Affinity GGATGATTTATGACGTTT .167
Hot Probe GCATGATTTATGACGAGT Krel = .063
Low Affinity CCATGATTTATGACGAGG .025
B
IC50 = 60.9 ± 14.0

















Figure 5.15: (A) Compeধধve EMSA used to confirm the addiধonal flanking specificity outside the
Exd-UbxIVa 12mer core. Probe relaধve affiniধes are predicted by the NRLB model in Figure 5.11.
(B) Binding curves fit to quanধfied compeধধve EMSA data (Table E.2). While the raধo of IC50 val-
ues do not agree with predicted Kd values, it confirms that bases flanking the 12 bp core contribute
to binding. Bias between observed and predicted affiniধes is presumably caused by the inference
of 18 bp models to data with 16 bp variable regions. IC50 errors are derived from model fits.
bases in the up- and down-stream flanks (Figure 5.15a; Table E.1). Normalized (fraction
bound) data from three replicates was fit to competitor concentrations with a sigmoidal
dose-response curve (Ryder et al., 2008):




We inferred values form, b, and IC50 using nonlinear least squares with starting conditions
b = 1, m = 0, and IC50 = 10. The data was rescaled such that the fit parameter b = 1.
The observed fold-differences in affinity between the sequences were substantial (Figure
5.15b) and validate the existence of Exd-Hox flanking specificity outside the 12 bp core.




NRLB’s ability to account for multiple potential binding sites within a probe is particu-
larly advantageous when fitting shorter and less specific motifs, such as those of Hox
monomers. As expected, NRLB yielded the expected Exd and Hox monomer motifs from
R1 SELEX-seq libraries (Appendix D; Slattery et al. 2011). Surprisingly, when single mode
models were fit to R1 Exd-Proboscipedia (Pb) data, NRLB yielded motifs indicative of
monomer, not heterodimer binding (Figure 5.16a), perhaps due to the suboptimal quality
of the Pb protein prep. Although this fit explains the data well, it was unable to explain
a small minority of kmer counts and suggested the existence of multiple binding modes.
Indeed, a multi-mode fit to the same Exd-Pb data recovers both the Pb monomer motif
and the expected Exd-Pb heterodimer motif and results in a small increase in agreement
between observed and expected kmer counts (Figure 5.16b). Comprehensive multi-mode
analysis of all Exd-Hox data yields models with at least two binding modes for each R1
library (Figure D.1), sometimes discovering a motif indicative of Exd-only binding. We
selected multi-mode models that contained the largest number of interpretable modes
representing Exd monomer, Hox monomer, and Exd-Hox heterodimer binding with the
smallest footprint size for use in later analyses.
Next, we usedNRLB to analyze how transcription factors may dimerize with alternative
partners. For example, the bZIP proteins ATF4 and C/EBPβ can bind either as homodimers
or heterodimers (Vinson et al., 2002). We performed SELEX-seq with a mixture of these


































































































































































































































































Figure 5.16: (A) A single mode model fit to Exd-Pb heterodimer data yields what appears to be a
Pb monomer moধf (Figure D.1). Surprisingly, this model accurately predicts most of the R1 10mer
counts except for a sparse cloud of points off the diagonal (n = 299k). (B)When three binding
modes are fit to the same data, both the expected Exd-Pb heterodimer and Pb monomer moধfs
are obtained. This model more accurately represents the R1 kmer counts. The third binding mode














































































































































































































Figure 5.17: NRLB correctly idenধfies moধfs for the expected heterodimer and two homodimer
complexes when fiষng to SELEX-seq data for a mixture of ATF4 and C/EBPβ using three binding
modes. Reverse complement symmetry was enforced on both homodimer modes.
the heterodimer and both homodimer motifs, as expected (Figure 5.17). Moreover, the
homodimer models quantitatively agree with NRLB fits to R1 SELEX-seq libraries where
ATF4 and C/EBPβ were assayed separately (Figure 5.18). Together, these results show
that NRLB can identify independent and reliable binding motifs from complex mixtures
of binding modes present in a single dataset.
Lastly, we used NRLB to model binding by full-length wild-type (WT) tumor suppres-
sor protein p53 and a version (Δ30) from which the C-terminal domain has been deleted
(Laptenko et al., 2015). Importantly, p53 binds to many sites in a sequence-independent
manner due to its C-terminal domain; as such, the Δ30 version contains the core DNA
binding domain and binds in a sequence dependent manner. We generated R1 SELEX-
seq data for these two proteins. As expected, we found that only 420 of the 16:4 million
reads for the WT library match the p53 binding consensus RRRCATGYYYRRRCATGYYY
(R=[A,G], Y=[C,T]; El-Deiry et al. 1992). Despite the poor WT enrichment, we were able
to rescue the data with multiple binding modes and infer a dinucleotide model with a













































































































































































Figure 5.18: (A) NRLB model parameters learned on R1 SELEX-seq data for ATF4 only are similar to
those learned on a mixture of ATF4 and C/EBPβ (Figure 5.17). Moধf of model learned on the ATF4
















































































































































































































































































































































































































Figure 5.19: (A) (Top) Energy logo for the primary mode of an NRLB model trained on R1 SELEX-
seq data for full-length WT p53. (Boħom) Energy logo for a single mode model trained on R1
SELEX-seq data for C-terminally truncated (Δ30) p53. (B)Model parameters for full-length p53
are similar to those of the Δ30 model.
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with those from a single mode fit to the Δ30 dataset (Figure 5.19b). This result highlights
the ability of NRLB to build reliable, large-footprint models under difficult experimental
conditions.
HT-SELEX Model Fits
Whether the quantitative biophysical models derived from in vitro data are useful for im-
proving predictions of in vivo binding is an important open question. Currently, such util-
ity is commonly measured in terms of the ability of models to predict ENCODE ChIP-seq
peaks (ENCODE Consortium et al., 2012) from sequence (Weirauch et al., 2013; Alipanahi
et al., 2015) for human transcription factors. To gauge NRLB’s performance with similar
metrics, we had to first construct models on the comprehensive HT-SELEX dataset, as
it assayed the binding specificities of more than 300 human transcription factors (Jolma,
Yan, et al., 2013).
In a preliminary single mode analysis on this data, we frequently observed the presence
of sequence bias and contaminants, also reported by others (Alipanahi et al., 2015). Ex-
tremely low R0 sequencing depth ( 2k reads per dataset) impacted our ability to account
for sequence biases, forcing the use of multiple selection modes to absorb spurious selec-
tion trends while training on HT-SELEX data, and in some cases, the use of later-round
data (Figure 5.20). Consequently, simply using likelihood as the criterion for selecting the
best R1 single-mode model from among all footprint and flank parameter combinations
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Figure 5.20: (A) NRLB models trained on HT-SELEX data can discover incorrect moধfs that ap-
pear to contain sequence biases and require mulধple binding modes to account for them. (Top)
The best symmetric single-mode model fit on R1 data for MAFK. (Boħom) The primary mode of
the best two-mode symmetric model fit to the same data. (B) Some HT-SELEX datasets contain
contaminants or poor enrichment that force the use of later round data to build usable models. To
ensure that the correct moধf has been discovered, the primary mode of each model is checked
to see if it matches a known consensus sequence. (Top) Best single-mode model fit to R1 data for
ETS1. (Middle) The primary mode of the best three-mode model fit to the same data. (Boħom)
Best single-mode model fit on R2 data for ETS1. (C) Some NRLB models contain modes that match
the expected consensus sequence for the given TF but have parameter values that are too low.
(Top) Best single-mode model that matches the NR2C2 consensus (AGGTCA) fit on R1 data. (Bot-
tom) Primary mode of the best two-mode model that matches the NR2C2 consensus fit on the
same data. In the above analyses, ‘best’ refers to the highest-likelihood model from a collecধon
trained with different hyperparameters.
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To address these complications and automate the selection of an appropriate model for
each transcription factor in a way that does not consider classification performance on
ChIP-seq data, we settled on the following methodology:
R0 Bias Model: k0 = 2 bias models were built for each unique probe design, as these
had robust cross-validation performance for all transcription factors tested. The robust-
ness of k0 = 2 models is corroborated with our synthetic data results (Figure 5.1); the








Hyperparameter Search: For all transcription factors, nucleotide models with nonspe-
cific binding were constructed with binding interfaces ranging from 8-15 bp with a
maximum 5 bp overlap with the fixed flanking regions (for a total of 48 hyperparam-
eter combinations). Longer interfaces were tested if there appeared to be additional
specificity outside the 15mer. In probes with a 30 bp variable region, the maximum
overlap with the flanking regions was restricted to 1 bp. Reverse complement symme-
try was enforced only for members of the bHLH, bZIP, and AP-2 transcription factor
families (De Masi et al. 2011, Vinson et al. 2002, and Eckert et al. 2005, respectively). As
sequence bias frequently produced suboptimal models (Figure 5.20a), it was necessary
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to employ multiple binding modes; if used, all modes shared the same interface length
and symmetry status. In some cases, contaminants and/or poor enrichment forced the
use of later-round data (Figure 5.20b); in these cases, later rounds were treated in the
same way as R1 data. In all cases, a shift search with 1 bp was used.
Model Viability: We defined a‘viable’ model as one whose primary mode satisfies the
following criteria:
(a) The highest-affinity sequence matches the relevant consensus sequence found in
literature up to a 1 bp mismatch (Figure 5.20b; Table D.2)
(b) Themodel contains at least three consecutive positions of considerable nucleotide
specificity ([ΔΔGmaxΔΔGmin]=RT > 3; Figure 5.20c)
Model Identification: Starting with R1 data for a given transcription factor, single-
mode models for each footprint size and flank parameter combination were inferred.
If none of these models were deemed viable based on the critera described above, the
number of binding modes was incremented by one and the process repeated. If no
viable models were found with three binding modes, the enrichment round was incre-
mented by one and the number of binding modes reset to one.* The first combination of
enrichment round and binding modes that produces a viable model halts this process;
from this set of models, the primary mode of the highest likelihood model is selected
to represent the given transcription factor in all subsequent analyses.
*Models were limited to three binding modes to cap computational time and to keep them interpretable
- with three modes, one mode represents the binding activity of the protein while the others represent
sequence bias and contaminants.
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We used this comprehensive methodology in the ChIP-seq comparison below.
ChIP-seq Comparison with DeepBind
To date, the deep learning algorithm DeepBind has shown the most promise in construct-
ing in vitro models that generalize well to in vivo data, outperforming bothMEME (Bailey
et al., 1994) and the method of Jolma, Kivioja, et al., 2010 in predicting ENCODE ChIP-
seq peaks using models trained on HT-SELEX data (Alipanahi et al., 2015). Therefore, it
was natural to compare NRLB to DeepBind by the same criterion. To do so, we first built
models for 30 out of the 35 HT-SELEX datasets used in the DeepBind study using the
methodology described earlier (Tables D.2, E.3, and E.4).
We compared the ChIP-seq peak classification performance of the NRLB and DeepBind
models using different area under the curve (AUC) metrics for the following positive and
negative sets:
DeepBind Method: Consists of the same 500 positive and 500 shuffled negative EN-
CODE ChIP-seq derived sequences used in the DeepBind study for each protein
ENCODE Top 500 Method: The positive set consists of 500 of the highest peaks from
the same ENCODE ChIP-seq datasets used in the DeepBind study. The positive se-
quences were defined as a 101 bp window centered around the midpoint of each peak;
following Bell et al., 2015, for each positive sequence, two corresponding negative se-
quences were defined as a 101 bp window centered exactly one peak width upstream
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Figure 5.21: NRLB and DeepBind performance when classifying ENCODE ChIP-seq peaks using
models trained on HT-SELEX data. (A) Each point represents the performance of the respecধve
algorithms for a parধcular TF (B) in terms of area under the receiver-operator curve (AUROC).
ENCODE Bottom 500Method: The positive set consists of the 500 lowest peaks among
those with a significant quality value (qValue). The positive and negative sequences are
defined as in the ENCODE Top 500Method.
Area under the receiver-operator curve (AUROC) is used for the ‘DeepBind Method’ while
area under the precision-recall curve (AUPRC) is used for the other methods.
To generate these curves, a model-predicted relative affinity was required for every
sequence in the positive and negative sets; for DeepBind, we used the raw scores from
their evaluation tool for the appropriate models (Table E.5), as these values correspond
to ΔΔG=RT. While DeepBind models use a collection of weight matrices (or ‘detectors’;
Alipanahi et al. 2015) to identify bound sequences, we used only the primary mode of the
NRLBmodels to compute the total affinity of the sequence. Comparison in terms of either
AUC metric for the different positive and negative sets shows that NRLB does as well as
DeepBind (Figures 5.21, 5.22, and D.2).
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Figure 5.22: NRLB models match DeepBind model performance when classifying ENCODE ChIP-
seq peaks using models trained on HT-SELEX data, regardless of the AUC metric and method used
to construct posiধve and negaধve sets. (A) AUROC comparison using the ‘DeepBindMethod’ to
generate posiধve and negaধve sets. (B) Area under the precision-recall curve (AUPRC) comparison
using the ‘ENCODE Top 500 method.’ (C) Similar analysis using the ‘ENCODE Boħom 500 method.’
et al., 2015; Weirauch et al., 2013) may not accurately distinguish between weak and non-
specific binding. To assess model performance in this regime, we compared ΔΔG predic-
tions made using models trained on human Max HT-SELEX data with the MITOMI gold
standard and found that the DeepBind model showed dramatically poorer agreement with
MITOMI (R2 = 0:07; Figure 5.23) than the NRLB model (R2 = 0:71; Figure 5.9a).
Our AUC comparisons highlight the ability of our simple, interpretablemodels tomatch
the in vivo performance of complex state-of-the-art methods. However, we believe that
ChIP-seq peak classification is an insufficiently rigorous test of model performance, as
peak prediction itself is a qualitative task that does not account for binding in the low
affinity range. This is most clearly demonstrated by DeepBind’s inability to predict the
quantitative MITOMI affinities while matching NRLB’s ability to predict ChIP-seq peaks
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Figure 5.23: Comparisons between MITOMI-derived binding free energies for 255 different DNA
ligands and the same values as predicted using a DeepBind model trained on HT-SELEX data. Color




This chapter will explore how NRLB models can be used to accurately represent tran-
scription factor activity in enhancers. We will do so by quantifying the ability of our D.
melanogaster Hox models to identify known binding sites and verify their ability to find





TGGG           TTC    AAATTAAATCA1
(Gebelein, et al. 2002)
ATG         TCCGAC   GAATTTATG2










































Figure 6.1: (A) Total relaধve affiniধes for the Ďh250 and Ďh250con enhancer elements, as pre-
dicted by NRLB models. (B) An NRLB model for Exd-UbxIa is able to idenধfy two experimentally
verified and two unknown low-affinity (< 110 3) binding sites within the Distalless minimal ele-
ment. In both panels, the heterodimer mode from the appropriate mulধ-mode Exd-Hox models in
Figure D.1 was used to score sequences. Addiধonally, all relaধve affiniধes have been rescaled to
highest model-predicted affinity sequence for each complex in the D. melanogaster genome.
6.1 Identification of Hox Binding Sites in Enhancers
For a more refined test of in vivo performance, we investigated the ability of NRLB mod-
els to detect Hox binding sites that have been validated using in vivo reporter assays
in D. melanogaster. We started with the well-characterized 37 bp fkh enhancer element,
fkh250, which contains a low-affinity Exd-Hox binding site (AGATTAATCG) preferred
by Exd-Scr (Ryoo and Mann, 1999). Mutating two base pairs in this element (fkh250con,
AGATTTATGG) creates an Exd-Hox consensus site that is also bound by Exd-Antp, Exd-
UbxIa, and Exd-AbdA heterodimers. NRLB models capture these preferences when scor-
ing both fkh250 and fkh250con with the heterodimer mode from multi-mode models in
Figure D.1 (Figure 6.1a). Moreover, the relative affinities predicted for Exd-Scr binding
to these two sites are similar, consistent with previous Kd measurements (Joshi et al.,
2007). Next, we attempted to identify two functionally validated Exd-UbxIa binding sites
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in the Distalless minimal element (DME): a ‘non-canonical’ site containing an unusual 3
bp spacer between the two AT’s (AAATTAAATCAT) and a second suboptimal site 16 bp
upstream (GAATTTATG) (Gebelein, Culi, et al., 2002; Uhl et al., 2016). The NRLB Exd-
UbxIa model detected both sites, as well as two additional previously uncharacterized
sites (Figure 6.1b).
We wanted to generalize this approach to identify as many functionally validated Hox
sites from their genomic context. To do so, we curated 93 functionally validated binding
sites for seven Hox factors in 20 different D. melanogaster enhancer elements based on
available reporter data from 29 studies (Table E.6). The genomic context of a binding site
was determined based on the most minimal enhancer element used in the reporter assay,
and genomic coordinates were standardized to Release 5 (dm3) of the D. melanogaster
genome using DNA sequence information reported in the studies. Partial matches to the
entire validated binding site sequence were used to identify binding site offsets within the
minimal enhancer elements.
We quantified identification performance with a precision-recall curve constructed by
treating the regions immediately surrounding binding sites as positives and the remaining
regions in the elements as negatives. To account for variation in the position of the 12 bp
core binding regionwithinNRLBmodels and for experimental error in identifying the true
location of the binding site within the enhancer, any model-predicted site overlapping a
region extending k   1 nucleotides up- and downstream of an experimentally validated






























Figure 6.2: (A) Schemaধc diagram defining true posiধve, false posiধve, and false negaধve when
idenধfying funcধonally validated sites (blue region) in enhancers based on their genomic context.
A binding window is considered funcধonally important if its relaধve affinity (black rectangle) is at
or above a threshold ρ (blue dashed line). If such a window overlaps the acceptance region (red
hashed region) of a validated site, it is considered a true posiধve. (B) NRLB models for Hox and
Exd-Hox (blue line) outperform ‘sequence gazing’ methods (grey plus) on the task of idenধfying
93 funcধonally validated binding sites across 20 curated enhancer elements. The dashed grey line
represents expected precision and recall for a random classifier.
this extended region was considered a false positive. Enhancer elements were scored at
every binding window. By default, the appropriate Hox monomer model was used unless
the study stated that both Exd andHox regulated the target; if so, the appropriate Exd-Hox
heterodimer model among the multiple binding modes in the model was used (Figure D.1).
Potential binding windows in the element were considered functionally important if their
predicted relative affinity was at or above a fraction ρ of the highest relative affinity in
the element. Precision and recall were computed for all enhancer elements for all values
of ρ between 0 and 1.
We can use this framework to compare the performance of NRLBmodels with more tra-
ditional site identification methods. ‘Sequence gazing’ methods rely on finding matches
to transcription factor consensus sequences in the genome; we can compute precision and
recall for this method by deeming sites functional functional if they matched the consen-
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sus. We used the consensus TTWATK for Hox sites and TGAYNNAY for Exd-Hox sites;
the former was derived by us from bacterial-one-hybrid results (Noyes et al., 2008), the
latter was adopted from (Slattery et al., 2011). Constructing a precision-recall curve with
this method, we see that NRLB models substantially outperform sequence gazing (Figure
6.2b). Importantly, and as shown for a specific example later, although we treat any bind-
ing site predicted by NRLB that was not confirmed in the literature as a false positive,
these sites might be functional; therefore, the performance seen in Figure 6.2b is a lower
bound.
6.2 Detection and Validation of Low-Affinity Binding Sites
Recent studies have demonstrated that low-affinity binding sites play important roles in
vivo in regulating gene expression (Crocker et al., 2015; Farley et al., 2015). These sites
were originally detected with simple motif searches and painstaking experimental pro-
cedures. As our method for assessing in vivo performance (Figure 6.2b) penalizes NRLB
models for identifying any sites other than experimentally validated ones, we hypothe-
sized that other low-affinity sites that cannot be identified using existing approaches, and
therefore have not been experimentally validated, may also contribute to regulation.
Consequently, we re-examined two shavenbaby (svb) enhancer elements in our test set,
E3N and 7H, where clusters of low-affinity Exd-Ubx binding sites drive robust and specific
gene expression in D. melanogaster embroys (Crocker et al., 2015). Significantly, these









































































Figure 6.3: (A) A NRLB model for Exd-UbxIVa detects three previously validated (green check
marks) and three unverified sites in the D. melanogaster svb enhancer element E3N. (B) An elec-
trophoreধc mobility shiđ assay (EMSA) confirms that wild-type (WT) site 2 in panel A is capable
of binding the heterodimer in vitro and that it has a low affinity relaধve to a sequence predicted
to have near-opধmal binding affinity (High). Consistent with the NRLB model, the same concen-
traধons of Exd-UbxIVa fail to bind a sequence predicted to be in the nonspecific range (NS). (C)
The same NRLB model detects two out of the three previously validated binding sites (green check
marks) and finds many new sites in the D. melanogaster svb enhancer element 7H. In panels A and
C, the heterodimer mode from the mulধ-mode Exd-UbxIVa model in Figure D.1 was used to score
sequences; all relaধve affiniধes were rescaled to the highest Exd-UbxIVa model-predicted affinity
sequence in the D. melanogaster genome. Addiধonally, numbers correspond to the sequence in
which sites were mutated.
seq data (Slattery et al., 2011). Using the heterodimer mode of an NRLB model trained on
R1 data for Exd-UbxIVa (Figure D.1), we identified all three previously validated and three
additional sites in E3N; In 7H, we identified two out of the three previously validated sites
and several new ones (Figure 6.3). To verify the newly identified sites, we first used in vitro
binding assays to compare the ability of the non-consensus E3N WT Site 2 sequence to
bind Exd-UbxIVa with sites that NRLB predicts to be high affinity or to have an affinity
in the nonspecific range. As predicted, we found that Exd-UbxIVa binds to both the high
affinity and WT sequences but fails to bind the nonspecific sequence (Figure 6.3b).
Finally, we tested the contribution of several of these predicted sites in E3N and 7H to
enhancer activity by measuring reporter gene expression in vivo for a series of constructs
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(Figure 6.4); each construct in the series accumulated mutations at these sites in the order
shown in Figure 6.3. Mann-Whitney U tests on the recorded intensities (Table E.8) con-
firm that E3N Site 2 and 7H Site 4 contribute to expression (p = 0:001 and p = 0:045,
respectively). While the 7H enhancer shows evidence of saturation (Figure 6.4c), consis-
tent with previous results (Crocker et al., 2015), there is a strong quantitative relationship
(R2 = 0:86, p < 2:210 16) between expression level and predicted total binding affinity
for E3N (Figure 6.4a). To our knowledge, this is the first time a computational model was
able to predict functional low-affinity binding from DNA sequence alone and provide an
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Figure 6.4: (A) Reporter assays carried out on different constructs in which binding sites idenধfied
in Figure 6.3A were mutated; labels use the same numbering convenধon. (B) Comparison between
the relaধve binding affiniধes as predicted by the NRLB model and measured reporter expression
level in vivo. Each point represents the reporter expression level of a single embryo. The blue line
denotes the result of a linear model fit. Mutaধon of sites 1 and 2 demonstrate staধsধcally signifi-
cant changes in reporter intensity (Mann-Whitney U Test). (C)Measured reporter expression level
for all constructs shown in 6.3C. Each point represents the reporter expression level of a single
embryo. The blue line denotes the result of a linear model fit. A decrease in expression level is
observed ađer the top three sites are mutated, likely due to saturaধon. Mutaধon of sites 3 and 4
demonstrate staধsধcally significant changes in reporter intensity (Mann-Whitney U Test). (D) Re-
porter assays carried out on different constructs in which binding sites idenধfied in Figure 6.3C
were mutated; labels use the same numbering convenধon. In all panels, syntheধc constructs accu-




We designed NRLB to extract the maximum amount information about a protein’s
binding preferences from millions of DNA probes sequenced after a single round of se-
lection. We do so by modeling the sequenced reads with a biophysically interpretable
model of protein-DNA interaction embedded within a multinomial representation of the
data. To efficiently implement this model, we had to overcome the significant challenge
of computational feasibility with a combination of theoretical and numerical innovations.
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This resulted in a tool that generates a near-perfect representation of SELEX data that
accurately quantifies DNA binding free energy over several orders of magnitude without
any prior information. NRLB predictions are sufficiently accurate that further validation
of sites using tedious in vitro binding assays, such as electrophoretic mobility shift assays
(EMSAs), may no longer be required. It is now possible to imagine completely charac-
terizing the DNA binding affinities for all transcription factors from any organism using
technically straightforward and scalable SELEX experiments.
NRLB’s biophysical model of protein-DNA interaction can be further generalized to
improve its applicability. For example, NRLB’s inability to properly account for data gen-
erated in regimes where the low free protein concentration assumption is broken (satura-
tion) is a major limitation from an experimental perspective, as it is difficult to accurately
control protein concentration. This limitation arises from our need to efficiently evaluate
the partition function - and by extension, the biophysical model itself - to enable iterative
optimization algorithms to find solutions. Our current implementation uses a factorizable
biophysical model that allows the use of dynamic programming techniques. However, the
biophysical model can no longer be factorized once saturation effects are included (Foat
et al., 2006; Zhao, Granas, et al., 2009):
κi =
1
1 + ([TF] κi) 1
where κi is the selection rate with saturation. Alternatively, if we view the R0 Bias model
frequency pi;0 as a sampling distribution, Markov Chain Monte Carlo (MCMC) methods
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can be used to evaluate the ‘expected value’ of the partition function, or Z^ . Metropolis-
Hastings is commonly used for this purpose, however, preliminary work has shown that
it is unable to produce accurate estimates efficiently, possibly due to the difficulty in gen-
erating an appropriate proposal distribution. Instead, we can try an approach inspired
by importance sampling, where we replace the sampling distribution pi;0 with the actual








Initial results show that estimates from this method are fairly accurate and efficient, pos-
sibly providing an avenue to include concentration effects in NRLB.
In addition, we can enrich our position-specific sequence feature set to include con-
tributions from non-nearest neighbors and cytosine methylation. Cytosine methylation,
the covalent addition of a methyl group at the fifth carbon position of cytosine, is an epi-
genetic modification of genomic DNA used by many organisms to further control gene
expression (Machado et al., 2015). Abnormal variation in genomic methylation status
has been associated with disease and the inappropriate activation or silencing of nearby
genes. However, despite much research, the molecular and structural mechanisms linking
gene expression and methylation remain largely unknown. Importantly, a recent study
using a modified HT-SELEX protocol showed that cytosine methylation can increase or
decrease binding affinity (Yin et al., 2017). By extending bothNRLB’s feature set to include
amethylated dinucleotide CG at every position and the statistical model to simultaneously
consider methylated and unmethylated SELEX data, we should be able to build detailed
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and structurally interpretable models of transcription factor methylation sensitivity.
The high performance ofNRLBmodels in predicting functional low-affinity sites in vivo
suggests that they allow the identification of the presence, gain, or loss of binding sites in
regulatory DNA with unprecedented sensitivity and accuracy. Unfortunately, our work
and that of others has shown that, in general, such models cannot be used to directly ex-
plain ChIP-seq reads. Significantly, there is growing consensus that the three-dimensional
organization of chromatin affects gene regulation (Ay et al., 2015). As genome-wide chro-
matin structure is now routinely captured with Hi-C data, it would be instructive to see
if biophysical models integrating chromatin structure, nucleosomal positioning data, and
accurate, transcription factor binding models can explain genome-wide binding data.
Lastly, we can use NRLB models to create ‘designer enhancers.’ Many enhancer ele-
ments can be repressed or activated by different members of the same transcription fac-
tor family; this behavior is especially common in the Hox family of proteins (Mann et al.,
2009). Generally, these proteins have similar binding preferences and thus bind to the
same set of target sites in the enhancer. As such, when attempting to ascertain the func-
tional relevance of a particular site, current experimental techniques mutate the site such
that the binding activity for all proteins is affected. With accurate models, we should be
able to engineer any binding site to simultaneously be maximally specific for one set of
proteins and be maximally nonspecific for another set. This can be achieved with coordi-
nate search on simple objective functions for any sequence to affinity model. Predictions
can be validated using targets of the widely studied D. melanogaster Hox family.
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A.1 Definition of the Model
Using the formalism of (3.6), we define the selection rate κi as the additive affinity contri-







κim = eβmXim: (A.2)
The impact of kmer m on selecting the sequence Si, discounted for the presence of other
contributing kmers, can be represented by ν:
ν im = κimκi =
eβm
κi Xim: (A.3)
Here, X is a matrix that tracks the occurrence of kmer m in sequence Si and βm are model
coefficients that represent the relative binding free energy for kmerm. Only ratios of type
βm   βm0 are meaningful, so without loss of generality, one of the kmers, m?, can be set
to a constant (such as zero).
A.2 Maximum Likelihood Estimation
In order to find the set of parameters~β that maximizes (3.6), we would like to use a method




















A fixed-point approach can be used to find a solution to the above. Treating the eβm terms
as a fit parameter αm (corresponding to affinities), we get
X
i















i pi0κr 1i (~α)Xim| {z }
Gm(~α)
(A.5)
We note that the above relation is equivalent to finding the fixed point of the function
Gm(). As long as Gm() satisfies the conditions of any fixed point theorem, we can use












This update equation is invariant to a uniform rescaling of the α’s (c~α and ~α will give
the same relation). As a result, Z(~αs 1)=n can be ignored in the update equations, as it is
constant for each update step. This results in Algorithm 2, where the normalization step
preserves the ordering and relative scale of the αm’s.
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Algorithm 2 Fixed-Point Algorithm for Kmer Multinomial Method
procedureMinimizer ()
α0m = 1 8m
s = 0
while ε < k~αs+1   ~αsk do







Handling Unobserved Reads and Kmers
When analyzing (A.5), one sees that both sums run over all possible probes Si. While
this method would appear to produce exact results, it is not computationally feasible for
probes with large variable regions; for example, a 30-nucleotide variable region would
require the sums inGm to run over 260 different sequences, even if most of those sequences
were unobserved in the dataset. Additionally, the sum in κi runs over all kmersm, further
increasing computational complexity. In this section, we will discuss methods to make
Gm more tractable.
We begin by looking at the unique properties of the matrix X, which is independent
of the data. Rather, it represents the distribution of kmers within probes and is entirely
determined by the length of the variable region l and kmer length k. Consider an ideal
dataset where all probes are observed once for a total of 4l reads. If we consider kmers
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m of length k < l, each Si will contain l  k+ 1 kmers (the total number of substrings of
length k in a string of length l). Then every kmer m will be observed
total number of kmers in set
number of unique kmers =
(l  k+ 1)4l
4k




times, where ω is the number of views of length k in sequence i. However, it will be
difficult to observe all species i containing m in real data. This mismatch, or the coverage









ω 4ω 1 ; (A.7)
Here, H[] represents the discrete Heaviside step function. As expected, coverage is in-
versely proportional to ω and drops as l increases. Coverage motivates us to consider the
behavior of the gradient under three conditions:
ρm = 1 All instances of kmer m are observed. Let mo denote the set of all such m.
ρm = 0 Kmer m is completely unobserved. Let mu denote the set of all such m.
0 < ρm < 1 Kmer m is partially observed. Let mp denote the set of all such m.







as ci;r must be zero for all instances where m should be observed. Unfortunately, this sets
the affinity prediction for m to 0, in direct contradiction with the gradient of βm0 which














As such, the update equations should only run over kmers inmo ormp, as the αm0 ’s will re-
main unchanged for all iterations. This significantly reduces computational requirements
by restricting the evaluation of Gm to observed kmers.





Under this condition, the denominator depends only on the bias model frequency and the
matrix X, allowing it to be pre-computed and stored. Additionally, for most probes and
kmers, the vector Xm is very sparse. The denominator then reduces to, at most, a sum-
mation over ω 4ω 1 reads and can be computed exactly for many situations. For example,
this upper bound is 1280 for a case where l = 16 and k = 12. This binning scheme can
also be effective for inference from later round data. Unfortunately, the denominator will
change dynamically with each iteration, preventing pre-computation. In this case, poor
or improper sampling should be avoided, as noisy estimates per iteration might prevent
convergence.
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A.3 Results from Synthetic Data Modeling
The algorithm’s ability to accurately infer parameters was characterized using synthetic
data simulating a single round of SELEX affinity selection. The data was drawn from the
distribution defined by (3.6) with predefined αm and pi0 values. The αm parameters were
then inferred using the fixed point algorithm using the same pi0 values used to generate
the synthetic datasets. Two different parameter sets were produced for l = 8 and k = 4;
both sets used pi0  unif (1; 250) which were then normalized to sum to 1. One set used
αm  ln N (0; 1), while the other used the same distribution but artificially multiplied
a specific αCATG by 100. This was done to bring the data closer to biophysical reality,
where there the distribution of sequences is peaked in the low-affinity range and high-
affinity sequences are outliers. The randomly drawn α values were then symmetrized
and max-normalized, producing the two parameter sets from which numerous synthetic
datasets with varying sample draws were produced. The number of samples to be drawn
per dataset was determined as a fraction of the total 48 reads and called ‘RDF’, or the
Read Depth Fraction, as it simulates sequencing depth in experimental SELEX-seq data.
Selected synthetic data results are displayed in Figures A.1 and A.2.
Our results clearly indicate that high read depths are necessary for accurate inference
- this is most likely due to the high dimensionality of the parameter space (4k). Given low
expected RDFs and an enormous feature space (> 106 for k = 12) for real data, the model



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure A.1: Results for log-normally distributed parameter sets used to generate syntheধc data



































































0.0 0.2 0.4 0.6 0.8 1.0
Predicted
RDF = 0.25


























































































Figure A.2: Results for the ‘CTAG’ parameter set used to generate syntheধc data for l = 8 and k =
4. The inclusive R2 value is found by performing a linear fit on all data points, while the exclusive R2
is found by performing a fit on all points other than CTAG.
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B
R0 Bias Model Feature Selection
Themodel presented in Eq. 3.9 uses the kmer composition of each probe to infer sequence
biases in the initial R0 pool. We originally used kmer features φ consisting of all kmers
of length 1 through k. For example, a bias model considering up to 3-mer features would
learn on the nucleotide, dinucleotide, and trinucleotide kmer counts for all probes.
As a first test, we attempted to learn the model parameters used to generate synthetic
data, evaluating Eq. 3.9 using coordinate search (Appendix C) and the numerical methods
in Chapter 4.1. Unfortunately, we found that the MLE estimates were unable to converge
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on the right model parameters, even with a significant amount of data (the expected count
of all probes > 1). We tried the following to identify the source of the failures:
Vary probe lengths: We tested the probe length lwas tested for a variety of lengths (4,
6, 8, 9, and 10); this did not enable convergence to the appropriate model parameters.
Vary feature order: We varied the feature order (or maximum k) with which the syn-
thetic data was generated and inferred on from 1 to 4, and found that order 1 (nucleotide
only) features resulted in consistent convergence, regardless of probe length.
Seeding fits: Surprisingly, coordinate search was unable to converge to the right pa-
rameters even after seeding. However, this did not occur when nucleotide only features
were considered.
From these results, it appeared that feature orders greater than 1 introduced tight corre-
lations between kmer features. For example, every dinucleotide feature has nucleotide
feature components; AA will necessarily contain contributions from A features, GC will
contain contributions from G and C features, etc. As another example, Table B.1 high-
lights the disproportionate contribution of A and CG when considering feature order= 3
for the sequence ACGA. As in the case withNRLB (Chapter 4.3, we believe this correlation
results in a a large null space and creates a continuum of optima. From these conclusions,
we restricted the feature set to only k-mers.
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Given a statistical model with parameters and data, Maximum Likelihood Estimation
(MLE) is used to find parameter values of the statistical model that maximize the like-
lihood of observing the data. Ideally, we would like to find the global maximum of the
likelihood, or the point β where
L(β)  L(β) 8 β 2 domain
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A Convex Objective B Non-convex Objective
Figure C.1: (A) For a convex objecধve funcধon, the opধmizaধon algorithm will always converge
to a unique and global maximum (green star), regardless of the starধng point (or seed, grey star)
and the path it takes (black dashed line). (B) The same does not hold true for a non-convex objec-
ধve funcধon, where the maximum found by an opধmizaধon algorithm is dependent on both the
starধng point and the path taken.
Finding the global maximum is guaranteed in cases where the objective function (in this
case, the likelihood) is convex (Figure C.1a). However, more often than not, one encoun-
ters convex objective functionswithout analytical solutions for themaxima or non-convex
objective functions with multiple minima (Figure C.1b). In most situations, finding the
global optimum is further complicated by our lack of a global perspective on the likeli-
hood, as it is often computationally expensive to evaluate L and its derivatives. Thus, our
knowledge of the objective function is confined to local values for a small set of points.
Thankfully, it is possible to use this limited information to explore the functional land-
scape in an intelligent manner. Starting with a best guess of the optimal set of parameters
(also known as a seed), optimization algorithms exploit this localized information to iter-
atively refine this guess and ‘step’ closer to an optimum. As most statistical models place
few constraints on their parameters, unconstrained optimization methods are often used
for MLE. A variety of these methods exist, each utilizing different analytical methods and
functional information. Some methods rely solely on function values, while others rely
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on first and higher-order derivatives to understand the curvature of the function. Meth-
ods leveraging curvature information trade-off the (generally) higher computational cost
of computing derivatives for fewer, more optimal iterations towards the maximum. How-
ever, none of these methods can guarantee finding a global optimum in a non-convex
setting.
The fitness of an optimization algorithm can be measured in its ability to accurately and
efficiently identify minima for a given objective function. Unfortunately, there is no opti-
mization method that is ‘uniformly superior’ for both goals for all objective functions. An
optimizermust be selected on both thesemetrics for the specific objective function at hand.
We will briefly describe two optimization methods used in this work - a non-gradient ap-
proach called coordinate search and a gradient-based optimizer called Limited-Memory
BFGS. Additionally, modifications made to the ‘standard’ algorithm and other analytical
methods used to increase algorithm robustness will be discussed. Further information
regarding optimization theory can be found in Nocedal et al., 2006. For the remainder of
the discussion, we will follow convention and discuss theminimization of the negative of
objective function f (x), rather its maximization.
C.1 Optimization Algorithms
Coordinate Search
The coordinate search algorithm belongs to the direct search family of optimization meth-
ods. Coordinate search was one of the earliest (and simplest) iterative algorithms used for
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Fig. 1.1 Compass search applied to the modified Broyden tridiagonal function.
apparent as the algorithm reduces the length of the trial steps. That is, the algorithm
may quickly approach a minimizer, but may be slow to detect this fact. This is
the price of not explicitly using gradient information. Another limitation that is not
evident from this example is that the algorithm may be slow to converge if the level sets
of f are extremely elongated. This is because the method makes no use of curvature
(i.e., second derivative) information. The search may make good progress initially,
but in the absence of higher-order information, the asymptotic rate of convergence
will be slow.
1.2. Applicability of Direct Search. As mentioned earlier, direct search methods
were popular in the early years of numerical optimization in large part because they
are straightforward to implement and do not require derivatives. Neither of these
reasons is necessarily compelling today. Sophisticated implementations of derivative-
based methods, with line search or trust region globalization strategies and options
to generate approximations to the gradient (the vector of first partial derivatives)
and/or the Hessian (the matrix of second partial derivatives), are widely available
and relatively easy to use. Furthermore, today there are automatic differentiation
tools ([25, 26, 27, 28, 126]; see also section 1.2.1) as well as modeling languages
[45, 111] that compute derivatives automatically. Thus, a user only needs to provide
a procedure that calculates the function values. Today, most people’s first recom-
mendation (including ours) to solve an unconstrained problem for which accurate
first derivatives can be obtained would not be a direct search method, but rather a
gradient-based method. If second derivatives were also available, the top choice would
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Figure C.2: Five iteraধons of coordinate search when applied to the Broyden tridiagonal funcধon
starধng from A. Figure adapted from Kolda et al., 2003.
optimization; characterized as ‘slow but sure,’ it was used by Enrico Fermi and Nicholas
M tropolis to fit pi n-proton s attering data in the early 1950’s (Kolda e al. 2003). Its
simplicity originates fro the intuitive way it expl res par met r space by evaluating the
objective function. An outline of the algorithm is presented below, and a sample search
trajectory is illustrated in Figure C.2 for the Broyden tridiagonal function.
1. Coordi ate Search: Start with step size δ. For each parameter i, see if stepping
‘forward’ xi + δ or ‘backward’ xi   δ mpr ves the functio v lu . If it do s, keep
the value of the new ositi n. If it does not, mov to the ext p rameter.
2. Reduce Step Size: If the searching process does not improve the function value for
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any parameter, then halve the step size and start again.
3. Declare Convergence: The algorithm terminates when the step size goes below a
preset threshold.
The implementation of coordinate search used in this work has modified this algorithm,
allowing it to randomly select the order in which the parameters are varied and move in
directions perpendicular to the null vectors of the objective function.
L-BFGS
Limited-Memory BFGS, or L-BFGS for short, is a quasi-newtonmethod that uses gradients
to find local minima for smooth functions. Broadly speaking, L-BFGS falls under the line
search family of optimization methods. These methods transform a multi-dimensional
unconstrained optimization problem into a series of sequential 1D optimization subprob-
lems. Each 1D subproblem optimizes the objective function along a search direction pk,
selecting the next iterate xk+1 by finding a step size αk that reduces the function value.
Here, k refers to the current ‘step’ in the iterative process. While the ideal choice for αk
for each subproblem would be
min
α>0
f (xk + αkpk);
it is (in general) computationally expensive to find this value; instead, inexact line search
methods are used.
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φ (α ) = αpf(x + kk )
acceptable
Figure 3.5 Step lengths satisfying the Wolfe conditions.
with 0 < c1 < c2 < 1. The only difference with the Wolfe conditions is that we no longer
allow the derivative φ′(αk) to be too positive. Hence, we exclude points that are far from
stationary points of φ.
It is not difficult to prove that there exist step lengths that satisfy theWolfe conditions
for every function f that is smooth and bounded below.
Lemma 3.1.
Suppose that f : IRn → IR is continuously differentiable. Let pk be a descent direction at
xk , and assume that f is bounded below along the ray {xk + αpk|α > 0}. Then if 0 < c1 <
c2 < 1, there exist intervals of step lengths satisfying the Wolfe conditions (3.6) and the strong
Wolfe conditions (3.7).
Proof. Since φ(α) # f (xk + αpk) is bounded below for all α > 0 and since 0 < c1 < 1,
the line l(α) # f (xk) + αc1∇f Tk pk must intersect the graph of φ at least once. Let α′ > 0
be the smallest intersecting value of α, that is,
f (xk + α′pk) # f (xk)+ α′c1∇f Tk pk. (3.8)
The sufficient decrease condition (3.6a) clearly holds for all step lengths less than α′.
By the mean value theorem, there exists α′′ ∈ (0,α′) such that
f (xk + α′pk)− f (xk) # α′∇f (xk + α′′pk)T pk. (3.9)


























































































































Figure C.3: Step lengths αk saধsfying the Wolfe Condiধons. Points below the black dashed line
saধsfy the sufficient decrease condiধon. Regions with slopes in between the grey lines saধsfy the
curvature condiধon and are highlighted by the blue bar. The acceptance regions saধsfy both condi-
ধons. Figure adapted from Nocedal et al., 2006.
Inexact line search methods find an αk that satisfies the Wolfe conditions:
Sufficient decrease f (xk + αkpk)  f (xk) + c1αkrf |k pk
Minimum curvature rf (xk + αkpk)|pk  c2rf |k pk
Intuitively, the first condition enforces a minimum decrease in the objective function pro-
portional to the length of the step taken, while the second condition prevents the first
condition from taking unacceptably small steps when the gradient is still highly negative
(Figure C.3). Two inexact line search implementations are used in this work - Algorithm
3.2 from Nocedal et al., 2006 or the one described in Moré et al., 1994.
For most line search methods, including the ones discussed above, pk must be a descent
direction:
p|krfk < 0
The twomost commonly used descent directions are the steepest descent direction ( rfk),
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which relies on the gradient, and the Newton direction (pk =  r2f 1k rfk), which relies
on the Hessian. While the Newton direction generally results in faster convergence, es-
pecially near the minimum, the high cost of computing the Hessian for large-scale multi-
dimensional objective functions limits its use.
Quasi-Newton methods compute the descent direction pk =  B 1k rfk using an ap-
proximate Hessian Bk that mimics the true Hessian and uses gradients to compute cheap,
low-rank updates. L-BFGS uses the rank-two update method given by







where sk = xk+1   xk and yk = rfk+1   rfk. The L-BFGS implementation used in this
work uses Algorithms 9.1 and 9.2 from Nocedal et al., 2006.
Convergence Performance
As mentioned earlier, the fitness of an optimization algorithm is measured by its ability to
accurately and efficiently identify minima for a given objective function. To understand
how the different coordinate search and L-BFGS minimizers perform on these metrics, we
tested them on five functions commonly used to benchmark the performance of optimiza-
tion algorithms (Jamil et al., 2013):
Beale’s f (x; y) = (1:5  x+ xy)2 + (2:25  x+ xy2)2 + (2:625  x+ xy3)2
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Goldstein-Price
f (x; y) = 1 + (x+ y+ 1)2(19  14x+ 3x2   14y+ 6xy+ 3y2)
30 + (2x  3y)2(18  32x+ 12x2 + 48y  36xy+ 27y2)
Matyas f (x; y) = 0:26(x2 + y2)  0:48xy
Rosenbrock f (x; y) = 100(y  x2)2 + (x  1)2
Sphere f (x; y) = x2 + y2
We ran the algorithms on each function 104 times with a random seed within the x-y plane
(x; y 2 [ 1; 1]). We recorded the number of steps taken and compared the computed
minimum with the actual minimum to determine success. The results are presented in
Table C.1.
Convergence Tests
A point x is a strict local minimizer of f (x) if the following conditions are met (Nocedal
et al., 2006):
1. x is a stationary point:  rf (β) = 0
2. The Hessian  r2f is continuous in an open neighborhood of x
3. The Hessian  r2f jx=x is positive definite (eigenvalues λi > 0 8i )
For the functions discussed in this work, the Hessian is continuous (proof not given).
Therefore, we can guarantee that x is a true minimum by ensuring that the eigenvalues
of the Hessian are positive.
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Successes 98:5% 85:5% 90:4% 90:3%
Steps 194:8 196:6 13:0 12:7
Function Calls 848:1 855:5 14:9 14:8
Goldstein-Price
Successes 52:3% 60:7% 33:3% 34:9%
Iterations 166:5 93:9 13:0 12:8
Function Calls 735:1 444:7 16:8 17:2
Matyas
Successes 100:0% 100:0% 100:0% 100:0%
Iterations 28:6 34:1 3:9 3:9
Function Calls 183:5 205:2 5:5 5:5
Rosenbrock
Successes 0:2% 0:2% 100:0% 100:0%
Iterations 19:6 27:0 25:2 25
Function Calls 147:4 176:8 30:5 30:6
Sphere
Successes 100:0% 100:0% 100:0% 100:0%
Iterations 12:8 12:8 2:0 2:0
Function Calls 120:1 120:1 3:2 3:2
Performance metrics for coordinate search (the standard version and one where the parameter
order was randomized) and L-BFGS (using either the Nocedal et al., 2006 or Moré et al., 1994
line search algorithms). For every test funcধon, all algorithms were evaluated on 104 random start
points. Displayed values are averages across all runs; successes refers to the number of funcধons
where the true minimum was found.
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Figure C.4: The monkey saddle funcধon near the origin, with the negaধve eigenvector direcধon at
(0:1; 0:1) highlighted (blue arrow).
Unfortunately, L-BFGS routinely discovered NRLB models where the Hessian eigenval-
ues had mixed sign, a hallmark of saddle points. This is expected, as L-BFGS and other
Newton andQuasi-Newton methods are known converge at saddle points (Dauphin et al.,
2014). To address this issue, we designed a heuristic scheme to test minima and escape
from saddle points. The scheme is based on the observation that eigenvectors with neg-
ative eigenvalues point towards the nearest (and more optimal) stationary point (Figure
C.4):
1. Compute Eigenvalues: Diagonalize the Hessian in the symmetrized space, if appli-
cable.
2. Find Negative Eigenvalues: Negative eigenvalues are those with a value less than
 10 12 of the largest positive eigenvalue; this cutoff was selected from experience
to ignore both precision errors and the null vectors in the space (Chapter 4.3).
3. Escape Saddle Point: If negative eigenvalues exist, the following process starts from
the most negative eigenvalue:
(a) Perform a 1D line search in the eigenvector direction
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(b) Accept first point that satisfies the convergence criteria used in L-BFGS
(c) Set this point as the new starting point and repeat with the next most negative
eigenvalue
4. Restart L-BFGS: Restart minimization using the last point from the process above
C.2 Jacobian Based Symmetries
Certain classes of TFs form polymeric complexes composed of several repeating units in
various spatial configurations. For example, homodimeric complexes can be arranged in
head-to-head, tail-to-tail, or other unique combinations (Jolma, Yan, et al., 2013); specific
examples include basic-leucine zipper domains (bZIPs), which form homodimers with
head-to-head symmetry (Vinson et al., 2002), and the tumor suppressor protein p53, which
forms tetramers with both head-to-head and tail-to-tail symmetry (Figure C.5; McLure et
al. 1998). For this work, it would be useful to enforce known symmetries of TF complexes
on NRLB models.
A symmetry configuration enforces an equality relationship between two or more pa-
rameters and can be represented by a set of symmetry rules (Figure C.5). Given that TF
complexes can bind in a variety of combinations, a generalmethod for enforcing such rules
while inferring models is required. The most flexible approach constrains the optimizer
rather than the model, forcing the optimization method to move in the symmetrized space.
While this approach may require more computational time, it can be easily implemented













??,7 = ??,8, ??,6 = ??,9, · · ·
Figure C.5: (A) Various configuraধons of the monomer subunits in homodimer complexes. Symme-
try rules establish a relaধonship between the parameters at different offsets o within the binding
interface to enforce a known subunit configuraধon. (B) The geometric configuraধon of the tumor
suppressor p53 homotetrameric complex. Image from Goodsell, 2002.
The symmetry rules discussed above can be implemented in the form of a coordinate
transformation (or Jacobian) matrix M, which defines a linear map from the the full pa-
rameter space F to the ‘reduced’ or symmetrized parameter space R. For our symmetry
rules, the Jacobian has a simple form: every row in M corresponds to a particular sym-
metry rule. All entries in the row are 0, except those corresponding to the parameters
mentioned in the rule, which are 1. As an example, consider a model with six parameters
in the full space fxF1 ; xF2 ; xF3 ; xF4 ; xF5 ; xF6 g. These parameters obey the following symmetry
rules:
xR1 = xF1 = xF6
xR2 = xF2 = xF4 = xF5
xR3 = xF3
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where fxR1 ; xR2 ; xR3 g represents the reduced space. Then we get
M =
26666664
1 0 0 0 0 1
0 1 0 1 1 0
0 0 1 0 0 0
37777775
M can be used to transform any quantity to the reduced space, other than the parameter
vector (see Table C.2). Only a single set of parameter values needs to be extracted when
reducing the parameter vector; for this, we use a secondary matrixM0. M0 is the same as
M, except for every row, all parameters other than the first nonzero parameter are set to
zero. For the previous example, we get
M0 =
26666664
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
37777775
M and M0 can be used by the minimizer to convert the parameter vector, gradient, and
Hessian from the full space to the reduced space using the operations in Table C.2.
Table C.2: Symmetry Transformaধons










This appendix consists of:
Table D.1: Information for SELEX-seq and SMiLE-seq models
Table D.2: Information for HT-SELEX models
Figure D.1: Energy logos for all Hox fits





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table D.2: HT-SELEX Fit Informaধon
TF r mt lf k M Consensus Mis. Source
C/EBPβ 1 1 5 12 RC RTTGCGYAAY 0 Osada et al. 1996C/EBPδ 1 2 5 14 RC RTTGCGYAAY 0
E2F1 2 2 3 13 TTTSSCGC 0 Bieda et al. 2006
EBF1 2 3 3 16 RC TCCCNNGGGA 0 Treiber et al. 2010
EGR1 1 2 5 15 GCGTGGGCG 0 Christy et al. 1989
ELF1 1 1 5 11 SMGGAWR 0
Wei et al. 2010ELK1 1 2 5 15 VVGGAWR 0
ETS1 2 1 3 14 VVGGAWR 0
GABPA 3 3 4 15 VVGGAWR 0
GATA3 2 2 4 14 WGATAR 0 Ko et al. 1993
IRF4 1 2 1 11 AANNGAAA 0 Rengarajan et al. 2002
MAFF 3 1 3 15 RC TGCTGACTCAGCA 0 Katsuoka et al. 2016MAFK 1 2 1 13 RC TGCTGACTCAGCA 0
MAX 1 1 4 14 RC CACGTG 0 Jones 2004
MEF2A 2 2 0 10 YTAWWWWTAR 0 Wales et al. 2014
NFATC1 1 2 4 14 GGAAAA 0 Badran et al. 2002
NFE2 3 1 3 15 RC TGASTCA 0 Daftari et al. 1999
NR2C2 1 2 4 15 AGGTCA 0 Nakajima et al. 2004
NRF1 1 2 0 12 RC YGCGCAYGCGCR 0 Evans et al. 1990
PAX5 1 2 4 17 GCGTGAC 0 Raver et al. 2013
POU2F2 1 2 5 13 AWTATGCWAATWT 1 Zhao 2013POU5F1P1 1 2 5 14 AWTATGCWAATWT 1
RFX5 2 2 1 15 RGYAAC 0 Emery et al. 1996
RUNX3 3 2 5 15 TGYGGT 0 Yang, Zhang, et al. 2003
SP1 1 1 5 15 KGGGCGGRRY 0 Nagaoka et al. 2001
TFAP2A 2 1 4 15 RC GCCNNNGGC 0 Eckert et al. 2005TFAP2C 1 2 4 15 RC GCCNNNGGC 0
USF1 1 1 4 12 RC CACGTGAC 0 Rada-Iglesias et al. 2008
YY1 1 3 5 15 CGCCATNTT 0 Do Kim et al. 2009
ZNF143 3 3 5 20 YYCCCANNRNRCNNYRCR 1 Myslinski et al. 2006
Consensus: Consensus binding site sequence; Mis.: Number of mismatches tolerated when search-
ing for opধmal moধf; Source: Reference for consensus sequence






























































































































































































































































































































































































































































































































































































































































































































































































































































































































Protein Family NRLB Motif ROC Top PRC Bottom PRC
C/EBPβ bZIP 4 10 1 1
C/EBP𝛿 bZIP 2 7 1 2
E2F1 E2F 3 11 2 2
EBF1 bHLH 3 9 2 3
EGR1 C2H2 ZF 2 11 1 2
ELF1 Ets 6 9 1 1























































































































































































































































































































































































































































































































































































































































































































































































































































































































































Protein Family NRLB Motif ROC Top PRC Bottom PRC
ETS1 Ets 3 16 2 1
GABPA Ets 4 15 3 3
GATA3 GATA 4 11 2 2
IRF4 IRF 3 16 1 2
MAFF bZIP 4 9 3 1
MAFK bZIP 5 6 1 2




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Protein Family NRLB Motif ROC Top PRC Bottom PRC
MEF2A MADS 4 10 2 2
NFATC1 Rel 4 9 1 2





3 15 1 2
NRF1 bZIP/CNC 2 2 1 2
PAX5 Paired Box 3 11 1 2































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































domain 2 16 1 2
RFX5 RFX 4 6 2 2
RUNX3 Runt 3 9 3 2
SP1 C2H2 ZF 6 6 1 1
TFAP2A AP-2 3 7 2 1
TFAP2C AP-2 3 10 1 2





































































































































































































































































































































Protein Family NRLB Motif ROC Top PRC Bottom PRC
YY1 C2H2 ZF 3 8 1 3



























Figure D.2: NRLB fits to HT-SELEX data and associated ChIP-seq peak classificaধon curves. Round:
HT-SELEX enrichment round used to learn either model; DeepBind Detectors: the number of moধf
detectors used in the DeepBind model; NRLBModes, NRLBMoধf: The number of binding modes
and the energy logo of the primary mode of the selected NRLB model, respecধvely; ROC: ‘Deep-




Experimental Methods and Data
Protein Expression and Purification
cDNA clones for human C/EBPβ and ATF4 were obtained from the Dharmacon mam-
malian clone collection. The full-length protein-coding regions were cloned into pet ex-
pression vectors containing a C-terminal His-tag. Proteins were expressed in competent
cells supplying additional, rare tRNAs (RosettaTM DE3, Novagen) and purified using
TALON Metal affinity resins (Clontech). For p53, WT (amino acids 1-393) and the C-
terminal truncated (Δ30, amino acids 1-363) p53 proteins were expressed and purified as
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previously described (Laptenko et al., 2015).
SELEX-seq and Library Preparation
Electro-Mobility-Shift-Assays (EMSAs) for the human bZIP proteins and extraction of
bound DNA were performed as described previously (Slattery et al. 2011; Riley, Slattery,
et al. 2014). Purified, bound DNA was amplified using a 15-cycle PCR protocol using Phu-
sion polymerase (NEB) and overhang primers adding the Illumina adapter sites. During
each round, a unique Illumina identifier was added in a 5-cycle PCR, for 20 cycles of PCR
in total. The indexed libraries were gel-purified as described previously (Slattery et al.
2011; Riley, Slattery, et al. 2014). R0 and R1 indexed experiments were pooled and se-
quenced using the v2 high-output 75 cycles kit on an Illumina NEXTSeq Series desktop
sequencer. R1 SELEX-seq for MAX protein was performed as described previously (Zhou,
Shen, et al., 2015) and sequenced with Illumina’s HiSeq system at the New York Genome
Center.
Hox Protein Purification and EMSA Assays
EMSAs were performed as described previously (Slattery et al., 2011). Proteins were pu-
rified as His-tagged fusions from BL21 cells. The UbxIVa isoform was used, and the HM
isoform of Hth was co-purified in complex with His-tagged Exd protein. Probe sequences
used in the assay can be found in Table E.1. Images were taken using a Typhoon scanner,
and processed using ImageJ.
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E3N WT Site 2 AGGTTTTTTTATTGCTTTGCTTTCGTTCGTCGCCT
High AGGATGATTTATTGCTTTGCTTTCGTTCGTCGCCT
NS AGGTTTTTCTTTTGCTTTGCTTTCGTTCGTCGCCT
Probe DNA sequence is 5’ to 3’. Red indicates the 18bp binding site, while underlined bases indi-
cate mutaধons away from the hot probe.
Competitive EMSA: Binding reactions were performed with 50 nM UbxIVa and 200 nM
Hm-Exd protein. 2 nM of 32P-radiolabeled probe was used in each reaction. The concen-
trations of low- and high-affinity competitor probes ranged from 2 to 781 nM. Normalized
data (fraction bound) is displayed for three replicates in Table E.2.
E3N WT Site 2 EMSA: 6 nM of probe was used for the binding reactions. HM-Exd was
used at a concentration of 500 nM. UbxIVa concentration ranged from 100-500 nM for
wild-type and below non-specific probes to 30-100 nM for the increased affinity probe.
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Table E.2: Compeধধon EMSA Data
Competitor [nM] Replicate High Affinity Low Affinity
2 1 1:0379 1:0894
2 2 0:9980 0:9847
2 3 0:9957 0:9876
20 1 1:0233 1:0871
20 2 0:8702 0:8969
20 3 0:9395 0:9538
50 1 0:4990 0:8636
50 2 0:5607 0:7812
50 3 0:6090 0:7770
125 1 0:2087 0:6161
125 2 0:3040 0:6295
125 3 0:3440 0:6219
312:5 1 0:0879 0:4074
312:5 2 0:1335 0:4116
312:5 3 0:1799 0:4880
781:3 1 0:0640 0:2272
781:3 2 0:0850 0:1923
781:3 3 0:1494 0:2839
High Affinity: fracধon bound for the high-affinity compeধtor; Low Affinity: fracধon bound for the
low-affinity compeধtor. Both are normalized to the no-compeধtor lane.
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DeepBind ChIP-seq Comparison Information
5 HT-SELEX datasets out of the 35 used in the DeepBind study (Alipanahi et al., 2015)
were excluded if they lacked R0 data or had variable regions longer than 32 bases:
Table E.3: Unused HT-SELEX Datasets
TF Reason
BHLHE41 No R0 data
CTCF No R0 data
ELK4 40 bp variable region
HNF4A 40 bp variable region
PRDM1 No R0 data
In addition, longer footprints were tested for 4 datasets, as they appeared to contain addi-
tional specificity outside of the general 15 bp interface:






Information regarding the DeepBind models and the ENCODE ChIP-seq datasets used in
the analysis is shown below.
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Table E.5: DeepBindModel and ENCODE ChIP Informaধon
TF Clone Type Batch DeepBind ID Cell Line Antibody Lab
C/EBPβ DBD W D00317:003 d CEBPB **
C/EBP DBD Y D00318:001 e CEBPD_(SC-636) *
E2F1 DBD U D00344:002 d HA-E2F1 †
EBF1 FL AC D00350:002 a EBF1_(SC-137065) **
EGR1 DBD Y D00351:001 f Egr-1 *
ELF1 DBD O D00356:005 a ELF1_(SC-631) *
ELK1 FL AG D00360:004 a ELK1_(1277-1) **
ETS1 FL AF D00378:007 a ETS1 *
GABPA FL AG D00409:003 a GABP *
GATA3 DBD AC D00410:003 g GATA3_(SC-269) †
IRF4 FL AD D00476:002 a IRF4_(SC-6059) *
MAFF DBD Z D00501:003 e MafF_(M8194) **
MAFK DBD AI D00503:004 f MafK_(ab50322) **
MAX DBD Y D00504:002 c Max †
MEF2A DBD Q D00505:003 f MEF2A *
NFATC1 FL AE D00534:003 a NFATC1_(SC-17834) *
NFE2 DBD AC D00535:003 f NF-E2 ‡
NR2C2 DBD Z D00552:002 e TR4 †
NRF1 FL AC D00559:001 d Nrf1 **
PAX5 DBD Y D00574:002 b PAX5-C20 *
POU2F2 DBD AC D00589:001 b POU2F2 *
POU5F1P1 DBD Y D00598:001 c POU5F1_(SC-9081) *
RFX5 DBD AI D00619:003 c RFX5_(200-401-194) **
RUNX3 FL AE D00624:007 a RUNX3_(SC-101553) *
SP1 DBD O D00650:005 a SP1 *
TFAP2A DBD AF D00681:002 d AP-2alpha †
TFAP2C DBD Y D00683:002 d AP-2gamma †
USF1 DBD Z D00700:001 e USF-1 *
YY1 FL AC D00710:002 c YY1_(SC-281) *
ZNF143 DBD V D00723:003 d Znf143_(16618-1-AP) **
Clone Type: Type of HT-SELEX Construct Used; Batch: HT-SELEX Experiment Batch; DeepBind ID:
DeepBindModel ID; Cell Line, Anধbody, and Lab: Idenধfiers for ENCODE ChIP dataset
a : GM12878; b : GM12891; c : H1-hESC; d : HeLa-S3; e : HepG2; f : K562; g : SH-SY5Y



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































D. melanogaster Reporter Assays
Fly strains and crosses: D. melanogaster strains were maintained under standard labora-
tory conditions. All enhancer constructs (Table E.7) were cloned into the placZattB ex-
pression construct with a hsp70 promoter. Transgenic enhancer constructs were created
by Rainbow Transgenic Flies Inc. and were integrated at the attP2 landing site.
Embryo manipulations: Embryos were raised at 25℃ and were fixed and stained accord-
ing to standard protocols. LacZ protein was detected using an anti-β-Gal antibody (1:1000,
Promega). Detection of primary antibodies was done using secondary antibodies labeled
with Alexa Fluor dyes (1:500, Invitrogen).
Microscopy: Each series of experiments to measure protein levels was performed en-
tirely in parallel. Embryo collections, fixations, staining, and image acquisitions were
performed side-by-side in identical conditions. Confocal exposures were identical for
each series and were set to not exceed the 255 maximum level. Series of images were
acquired over a one-day timeframe, to minimize any signal loss or aberration. Confocal
images were obtained on a Leica DM5500 QMicroscope with an ACS APO 20×/0:60 IMM
CORR lens and Leica Microsystems LAS AP software. Sum projections of confocal stacks
were assembled, embryos were scaled to match sizes, background was subtracted using a
50-pixel rolling-ball radius and plot profiles of fluorescence intensity were analyzed using
ImageJ software. Collected data is displayed in Table E.8.
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Table E.7: svb Enhancer Constructs








1 87-89: TAA! GGG
1-2 + 193-195: TAT! CCC
1-3 + 236-238: TAA! GGG
1-4 + 37: A! G





















1 709-711: AAT! CCC
1-2 + 497-499: TTA! GGG
1-3 + 328-330: ATT! GGG
1-4 + 196-198: AAT! CCC
1-5 + 111-113: ATT! GGG
E3N and 7H WT sequences from D. melanogaster dm3 genome. Mutaধons shown use relaধve
coordinates and accumulate; mutated bases shown in red.
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Table E.8: Mutated svb Enhancer Intensiধes
Enhancer Mutated Sites Predicted Affinity Intensity [A.U.]
E3N
WT 2:975 10 3
23:2, 18:4, 11:1, 11:1, 33:2, 32:3, 19:6, 17:0,
45:7, 40:6, 40:3, 35:2, 20:9, 19:0, 19:9, 18:7,
26:9, 32:3, 53:7, 20:4, 15:3
1 1:934 10 3 11:2, 13:8, 14:2, 18:8, 15:3, 5:3, 14:1, 14:9,
10:8, 14:3
1-2 1:346 10 3 8:3, 2:8, 2:3, 2:8, 2:7, 7:8, 5:4, 2:7, 2:6, 4:2
1-3 1:079 10 3 2:4, 2:8, 2:7, 3:1, 0:9, 1:3, 1:1, 1:5, 1:7, 1:8,
5:2, 3:7, 3:1
1-4 6:959 10 4 1:7, 1:6, 1:6, 1:2, 1:7, 0:9, 1:5, 1:9, 2:0, 2:7,
1:5
1-5 5:421 10 4 1:8, 1:9, 1:3, 1:6, 1:2, 1:6, 0:8, 1:6, 1:7, 1:5,
2:3, 1:5
7H
WT 6:828 10 3 13:7, 17:0, 23:6, 26:9, 12:4, 19:8, 21:1, 25:7,
28:8, 18:2, 18:3, 16:4
1 4:313 10 3 17:9, 20:9, 28:4, 33:4, 16:2, 16:8, 19:7, 14:5,
15:4, 17:2, 19:8, 24:0
1-2 4:123 10 3 19:5, 23:5, 31:4, 29:9, 14:2, 21:2, 11:5, 16:5,
22:0, 27:3, 22:1, 23:1, 23:0, 14:1
1-3 3:246 10 3 13:3, 16:8, 10:2, 10:9, 12:4, 13:6, 17:1, 22:5,
6:9, 14:7, 14:0, 12:4, 13:1, 14:6, 16:1
1-4 2:818 10 3 7:9, 12:3, 13:2, 11:5, 9:1, 9:3, 21:3, 9:4, 7:8,
9:7, 9:1, 9:6, 10:9, 8:5, 9:3
1-5 2:629 10 3 10:0, 12:4, 9:5, 7:9, 8:1, 10:6, 8:5, 8:7, 7:4,
8:7, 13:6, 12:6, 12:5, 11:2
187
