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Abstract 
English 
Introduction 
Missing data are an inevitable problem in epidemiological research, which may pose a threat 
to the validity and generalizability of study results as a result of selection bias and loss of 
statistical power and precision when the sample size is reduced. Consequently, it is 
important to determine if complete cases and those with missing values systematically differ 
as to aid in the decision to use an appropriate method to handle missing data.  
Objectives 
To examine determinants of missingness in a self-administered questionnaire developed for 
13-year-old urban adolescents as part of a population-based cohort and to compare two 
methods to deal missing data: complete-case and multiple imputation (MI) using as an 
example the analysis of the association between an adolescent’s risk of high blood pressure 
and family history of the condition.  
Methods 
Participants were assessed at the baseline evaluation of the EPITeen cohort. Patterns and 
determinants of nonresponse for a set of 5 sections from a self-administered questionnaire 
were studied using simple and multiple logistic regressions. The complete-case analyses 
used SPSS and MI used R’s MICE procedure to perform MI by creating 20 imputed 
databases and logistic regressions were performed. Associations were evaluated by crude 
and adjusted odds ratio (OR) and respective 95% confidence interval (95%CI). 
Results 
Lower socio-economic status and whom the adolescent resides with were found to be 
determinants of missingness. There was a negative association with increasing parental 
education (OR=0.21, 95%CI: 0.15-0.28 higher than 12 years compared with less than 5 
years) and when the adolescent resides with both parents  (OR=0.41, 95%CI: 0.29-0.57). 
An almost significant increase in the risk of high blood pressure was found with a complete-
case analysis when both parents have hypertension (ORCC=2.22, 95%CI: 0.94-5.20) this 
became statistically significant after MI (ORMI=1.93, 95%CI: 1.12-3.31). The other models 
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showed a statistically significant increase in the risk with complete-case analysis, however, 
these associations attenuated after MI: a relation when all maternal family have hypertension 
(aORCC=2.64, 95%CI: 1.14-6.09; aORMI=1.17, 95%CI: 0.73-1.88) and when more than 3 
family members have hypertension (aORCC=1.68, 95%CI: 1.06-2.67; aORMI=1.18, 95%CI: 
0.85-1.64).  
Conclusions 
Missingness was found to be associated with lower socio-economic and whom the 
adolescent resides with, thus showing that when researchers design their studies, they 
should target these groups in order to prevent nonresponse. Further, the sensitivity analysis 
showed relevant changes in the association between the risk of adolescent’s high blood 
pressure and family history of the disease. In general, the complete-case analyses showed 
statistically significant or almost significant increase in risk but these associations were 
attenuated after MI.  
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Portuguese 
Introdução 
Os dados em falta são um problema inevitável em epidemiologia. Estes condicionam a 
validade e generalização dos resultados, devido à presença de viés de selecção,  perda de 
poder estatístico e precisão introduzidos pela  redução do tamanho da amostra. Assim, é 
importante determinar se casos completos e incompletos diferem sistematicamente no 
sentido de orientar a selecção do método estatístico mais apropriado para lidar com dados 
em falta. 
Objectivos 
Analisar os determinantes de dados em falta, numa coorte de base populacional com 
adolescentes urbanos, num questionário auto-administrado. Comparar dois métodos, casos 
completos e imputação múltipla, no tratamento de dados em falta na análise da associação 
entre o risco de tensão arterial alta de um adolescente, e história familiar da doença. 
Métodos 
Os dados correspondem à primeira avaliação dos participantes da coorte EPITeen. 
Analisaram-se padrões e determinantes de não resposta, utilizando regressões logísticas 
simples e múltiplas. Para análise de dados completos utilizou-se o SPSS e, para a de 
imputação múltipla, usou-se o procedimento MICE de R através da criação de 20 bases de 
dados imputados. As associações foram avaliadas por odds ratio (OR) bruto e ajustado e o 
respectivo intervalo de confiança de 95% (CI95%). 
Resultados 
O nível sócio económico e com quem o adolescente reside, revelaram-se determinantes de 
não resposta. Particularmente, uma associação negativa foi encontrada com o aumento de 
escolaridade dos pais (OR=0.21, CI95%: 0.15-0.28 para educação superior a 12 anos 
comparado com menos de 5 anos) e quando o adolescente reside com ambos os pais 
(OR=0.41, CI95%: 0.29-0.57).  
Um aumento quase significativo no risco de tensão arterial alta de um adolescente e da 
história familiar da doença, com analises com casos completos (ORCC=2.22, 95%CI: 0.94-
5.20), esta associação tornou-se estatisticamente significativa com imputação múltipla 
(ORMI=1.93, 95%CI: 1.12-3.31). Os outros modelos mostraram um aumento, 
estatisticamente significativo no risco de tensão arterial alta e da história familiar da doença, 
com as analises com casos completos, quando toda a família materna tem hipertensão 
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(aORCC=2.64, CI95%: 1.14-6.09) e quando mais de 3 membros da família têm hipertensão 
(aORCC=1.68, CI95%: 1.06-2.67). No entanto, estas associações foram atenuadas após a 
análise com imputação múltipla.  
Conclusões 
A não resposta foi associada com baixo nível sócio económico e com quem o adolescente 
reside, apontando a necessidade de no desenho de estudos com adolescentes os 
investigadores centrarem a atenção na definição de estratégias que evitem dados em falta 
direccionadas para estes grupos. Uma associação entre o risco de um adolescente ter 
tensão arterial alta e história familiar da doença foi demonstrada na análise de sensibilidade. 
Em geral, a análise de casos completos mostrou um aumento estatisticamente significativo 
ou quase significativo no risco, mas estas associações foram atenuadas após imputação 
múltipla. 
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Introduction 
Epidemiology allows for the study of distributions and determinants of health related states 
along with events in specific populations. As most studies rely on data collected by 
questionnaire or interview (face to face, telephone or computer assisted) or are extracted 
from existing records such as hospital records, personnel records (e.g. in occupational 
studies) or death certificates, missing values are an inevitable problem. That is, information is 
missing about the event researchers wish to study, which can hinder one’s ability to explain 
and understand said occurrence (1). In general, missing data may pose a threat to the 
validity and generalizability of study results. This occurs as a result of selection bias and loss 
of statistical power and precision when the sample size is reduced (1, 2). Consequently, it is 
important to conduct sensitivity analyses to explore the soundness of study conclusions 
when missing values exist. Further, understanding and describing the origins of missing 
values and the missing mechanisms based on the statistical relations associated with 
missingness is essential in order to define the nature and extent of the problem of missing 
data and to determine how missing data should be handled (3).  
Although problems of missing data and methods for handling missing data have been widely 
discussed in statistical literature, there are not many resources written in a non-technical 
manner for epidemiological researchers (2). Much research has addressed the replacement 
or “imputation” of missing items in questionnaires; however, less attention has been paid to 
identifying their type and their determinants. Further, it has been repeatedly shown that the 
best way for dealing with missing data is to minimize their amount, i.e. to prevent them. 
Therefore, a detailed understanding of their determinants is required to devise appropriate 
prevention strategies. Previous studies have suggested that determinants of missing data 
are multiple and diverse, and may be related to socio-demographic (sex, age, educational 
level, marital status, etc.) or health status (some diseases or impairments, fatigue, etc.) (4-6).  
Finally, epidemiology researchers do not often directly address the treatment of missing data 
when performing analyses. This is important as using an appropriate method to handle cases 
with missing data when performing analyses will reduce bias and aid to reach valid 
conclusions for target populations (7). 
In an ideal world, all participants included in the sample would provide adequate responses 
to questions that are applicable to them and their answers would be accurately recorded and 
processed. In reality, this seldom occurs. Often, participants may skip or refuse to answer a 
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question, known as item nonresponse or fail to respond to the entire questionnaire, known as 
unit nonresponse (8). The problem created is missing data, which leads to a decrease in the 
statistical power of studies (by reducing sample size), may cause biases due to systematic 
differences between respondents and nonrespondents and selection bias if observations with 
missing values are excluded from the analysis (1).  
Origins of Missing Data 
Item Nonresponse 
Item nonresponse occurs most frequently during self-administered questionnaires, when a 
participant completes part of a survey but leaves some individual questions blank or fails to 
complete some parts of the questionnaire. This type of missing value may occur for a variety 
of reasons: a participant did not see or understand a question, a participant skipped a 
question but then forgot to come back to it, the topic is uncomfortable or the participant fears 
a negative outcome from their response, or a question was asked in such a way that a 
participant was unable to respond. Also, long questionnaires pose additional problems; as 
participants may not respond to some questions, particularly those near the end due to slow 
reading or loss in interest (9). 
Other types of research may also be affected by item nonresponse, these include 
measurements; it is possible that data values are lost during collection, storage process or 
through some kind of contamination. It is also possible that data is not collected due to 
equipment malfunction or the person responsible for collecting data simply forgot to obtain 
that particular measurement (10).  
Item nonresponse means that partial data are available for the subjects and researchers 
could use available responses for a reasonable estimate of missing responses for certain 
items, that is, perform imputation (8-11).  
Unit Nonresponse 
Unit nonresponse occurs when a participant fails to complete all items in a particular 
questionnaire or does not return a questionnaire. That is, no data are collected for that 
particular participant. Consequently, it would be necessary to exclude the participant from the 
study (8, 9, 11).  
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Missing Data Mechanisms  
One of the main questions when confronted with missing data is the type of missingness. 
These mechanisms have been extensively defined by Little and Rubin: 1) missing completely 
at random (MCAR), 2) missing at random (MAR), and 3) missing not at random (MNAR) (12).  
The main problem with missing mechanisms is that it is not straightforward to determine 
missingness directly from the study data. Although, it is possible to distinguish between 
MCAR and MAR, it is very difficult to distinguish between MNAR and MAR, unless a 
researcher has vast experience in the area or access to information that participants did not 
provide. Missing data mechanisms generate biases and are important in order to determine 
how missing data should be handled (13, 14). The figure (Figure 1) seen below assists in 
differentiating between the three mechanisms: 
 
Figure 1 Rubin’s categories of missing data (Adapted from (2)) 
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Missing Completely at Random (MCAR) 
MCAR occurs when the missing value does not depend on outcome and covariates, 
observed or not, that is, missing values are randomly distributed across all participants (13). 
The MCAR assumption can be assessed by comparing the missing proportion among 
observed variables, if no significant differences are found with respect to the variables, then 
there is no apparent evidence that the data are representative of only participants with 
complete data. However, it is generally not possible to test if the probability of missingness is 
a result of the missing value itself. Therefore, researchers frequently make the MCAR 
assumption if the reason for missing values is clearly unrelated to any study variables. 
Because the MCAR mechanism reflects the highest degree of randomness and shows no 
underlying pattern for missing data that would potentially bias research findings, estimates 
from most standard analyses, such as complete-case analyses, are unbiased and normally 
acceptable. However, there would likely be a loss of statistical power as a result of smaller 
sample size (8, 15, 16). 
There are several reasons why data may fall under the MCAR assumption. They may be 
missing because equipment malfunctioned, participants or researchers got sick, or the data 
were not entered correctly (16). For example, if researchers were unavailable for a day to 
conduct physical examinations on participants, data would presumably be MCAR. That is, 
any piece of data for a participant is just as likely to be missing as any other piece of data for 
another participant.  
Missing at Random (MAR) 
MAR occurs when the probability of a missing value may depend only on observed data but 
it is independent of the underlying value that is missing (13). MAR normally has some 
randomness to the pattern of missing data, that is, the probability of a participant having 
incomplete data on a variable can be explained by other variables in the study, however the 
presence of missing values on a variable is not related to the participants’ true status on the 
missing variable (12, 15).  
Although the missing data may have a systematic pattern, we are unable to determine it as it 
may depend on factors for which we do not have data (i.e. characteristics not studied). 
Therefore, even though it is impossible to strictly test the MAR assumption, researchers are 
recommended to use their own discretion to determine the missing mechanism. A complete-
case analysis with MAR leads to biased conclusions, therefore the use of imputation or 
propensity methods for analysis is recommended to solve the problem (15, 16).  
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Acock (2005) uses the example of missingness in a study of maternal depression, where 
mothers may refuse to answer questions about their level of depression. If the probability of 
refusing to answer the question is related to poverty but is unrelated to depression within 
each level of poverty, then the missing values are MAR. That is, the MAR mechanism is not 
whether poverty can predict maternal depression, but whether poverty is a mechanism to 
explain whether a mother will or will not report her depression level (17). 
Missing Not at Random (MNAR) 
MNAR, also known as non-ignorable, occurs when missing values dependent on non-
observed data even after conditioning of all the observed information, that is, any systematic 
differences between observed and non-observed values cannot be explained by differences 
in observed data (13). Consequently, the researcher must incorporate the missing 
mechanism through a joint model to obtain valid conclusions. A complete-case analysis 
leads to biased conclusions and imputation methods will not solve the problem. Therefore, a 
sensitivity analysis may be done in which the researcher makes some assumptions (8, 12). 
For example, if people with low income were less likely to report their income than people 
with higher income, missingness could presumably be predicted by income, however, we 
would not know the income of those with missing data. Consequently, a missingness model 
would be study specific and difficult to determine (16).  
Consequences of Missing Data 
Missing data can lead to problems that affect the interpretation and inferences of research 
results, the understanding and explanation of conclusions made, the strength of the study 
design, the validity of conclusions about relationships between variables and may limit the 
representativeness of the sample.   
Reliability (i.e. consistency, or reproducibility) and validity (i.e. accuracy, or generalizability) 
of study conclusions can be affected by missing data. These are related to internal validity, 
which is defined as the degree to which a study is free from bias or systematic error. Internal 
validity depends on the soundness of the study design, conduct and analysis in answering 
what was aimed, methods and on substantive knowledge (1, 18). In turn, external validity, 
also known as generalizability, is related to internal validity. Generalizability is “the degree to 
which results of a study may apply, be relevant, or be generalized to populations or groups 
that did not participate in the study. In etiological research, such inferences to an external 
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population are not merely statistical in nature but must be based on theory, judgement, and 
evidence external to the study.” (18).  
Missing data may result in a small and potentially biased sample of participants in which 
case there may be differences between participants and nonparticipants (i.e. unit 
nonresponse) and completers and non-completers (i.e. item nonresponse).  This results in 
differences in characteristics between groups which leads to selection bias and an 
unrepresentative sample which in turn influences study conclusions and decreases internal 
and external validity. A smaller sample size is also related to statistical power, when data 
analysis is conducted, there would be a decrease in statistical power. Further, as many 
analyses assume particular distributions for data, missing values may violate these 
assumptions, which in turn affect statistical conclusions and decrease internal and external 
validity by affecting the accuracy of conclusions about associations between variables (2).  
Overall, the generalizability of results is affected by missing data in measurements, sample 
selection, randomization, participant attrition, and data analysis (related to sample sizes) 
which leads to difficulty in statistical inference and interpretation of findings, inaccurate 
knowledge base and misinformed and possible misleading conclusions (2, 19).  
Approaches for Dealing with Missing Values for Data Analysis  
There are many approaches to dealing with missing data, however, researchers do not 
always put these intro practice. A review by Eekhout et al. showed that in 262 studies having 
missing data, the type of missing data could not be clearly defined in 46%. Most studies 
(81%) performed a complete-case analysis and 14% used a single imputation technique, 
such as mean imputation, single regression or last observation carried forward. More 
advanced methods such as multiple imputation (MI), maximum likelihood estimation and 
inverse probability weighting, which assume that data are MAR, were reported in 8%, 2% 
and 3% of the studies, respectively (7).  
The most common approach is to simply exclude individuals with missing data for relevant 
variables. This is known as complete-case or available-case analysis but is only valid when 
data are MCAR but not necessarily when MAR. Alternative methods include simple and 
multiple imputation (12). 
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Complete-Case Analysis 
A complete-case analysis, also known as listwise deletion, excludes cases from the analysis 
if any of the variables under consideration have missing values. This is the simplest and 
most frequently used method and is a common default in most computer programs for many 
standard forms of statistical analyses. If there are missing values for many of the variables, 
and different participants have values missing on different variables, listwise deletion will only 
include a small proportion of the original study sample (20). As the sample size decreases by 
deleting observations with missing values, power to detect differences and precision of 
estimates will be reduced, and there will be an increase of bias, particularly when data are 
not MAR (12, 15, 16).  That is, if the set of participants with complete data is systematically 
different from the excluded group of participants, then statistics will be biased estimates of 
population parameters. One benefit to listwise deletion is that a common base (the set of 
participants with complete data) is used for estimating all basic statistics. However, if many 
separate analyses are performed, these would be conducted on different sample sizes based 
on the subset of variables included in the particular analysis, making comparisons of results 
difficult (9). 
Available-Case Analysis 
Available-case analysis, also known as pairwise deletion, uses all available data to compute 
each statistic. In other words, different observations may be used in obtaining different 
statistics so that the number of cases varies from one analysis to the next. This technique 
reduces statistical power and increases the risk of bias (12, 14, 15). This is also a standard 
option in most popular computer programs when computing statistical analyses among a set 
of variables. One benefit to pairwise deletion is that all possible information represented in 
the non-missing values are used when estimating basic statistics, including means, standard 
deviations and correlations. The problem with this approach is that the parameters of a 
model are based on different sets of data, with different sample sizes and different standard 
errors, thus, achieving a valid numerical summary that accurately reflects the entire sample 
is almost impossible (16).  
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Simple Imputation  
A group of techniques for handling missing data involves imputation, where a researcher 
replaces a missing value with a single estimate (simple imputation). Single imputation 
requires at least MAR assumption; otherwise potential bias may arise (8).  
A major strength of simple imputation methods is that it creates a single, complete data set 
on which all analyses can be performed and allows for a single set of results to be described 
and interpreted. Further, because no observations are deleted from the data set, simple 
imputation maximizes power by maintaining all participants (9). Although simple imputation 
methods are usually easy to implement, the representativeness of the single data set is the 
outcome of a single imputation step. As a result, analyses of simple imputation data often 
produce estimated standard errors and significant tests with p-values that are too small and 
confidence intervals that are too narrow. A possible solution to this problem is to perform MI 
(14). Finally, simple imputation methods require the researcher to have an idea about the 
types of relations among variables expected, in order for the imputation process to reflect the 
trends in the data (9). 
Several commonly used techniques for simple imputation include: mean imputation (16, 20), 
predictive mean or regression imputation (20), hot-deck imputation (16, 21, 22), and last 
observation carried forward imputation (16, 23). 
Multiple Imputation 
MI replaces a missing value with multiple estimates. The method was first introduced by 
Rubin (24) to take into account uncertainty from imputation, which is unaccounted for in 
simple imputation methods. 
The imputation model must incorporate all variables to be included in analysis, the outcome 
variable, confounders, and any variables that explain missing values. With MI, missing data 
are replaced by data from imputation models, which are generated on the basis of existing 
data. Imputation models are models where partially observed variables are responses and 
fully observed variables or partially observed with filled-in values are independent. Then the 
missing values are replaced using the models, the respective parameter estimates and 
adding random error to each imputed valued, thus, each time we impute data, a slightly 
different result is obtained. The imputed values are derived for the missing observations and 
MI repeats the process deriving revised parameter estimates and imputing new values until it 
stabilizes. This is the first imputed data set. This is repeated M times, as a rule 20 or more 
times, generating the respective completed data sets. Because of the randomness in the 
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process, each data set and results from analysis will differ slightly. The final set of estimates 
is generated by averaging the estimates as per Rubin’s Rules (14, 16, 25). 
The variance of the estimates is composed of two parts: 1) variation within the imputation, 2) 
variation between imputations. For a parameter of interest, Q, the overall estimate of MI from 
M estimates of Q is:    
 
 
∑  ̂ 
 
   . The associated total variance of the overall MI estimate 
is:     (  
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    is the estimated within imputation variance and  
  
 
   
∑ ( ̂   )
  
    is the between imputation variance. If the within imputation variance is 
higher, more imputations are necessary, while if the between imputation variance is higher it 
is not necessary to do more imputations (25). 
MI adjusts for differences between non-respondents and respondents on variables observed 
for both and included in the imputation process, as well as differences on variables not 
included in the model that are predicted by the model; these adjustments are not made when 
using other methods. MI attempts to retain the advantage of simple imputation while taking 
into account the uncertainty due to imputation (16, 25). Software used for MI allows 
researchers to obtain descriptive statistics, other statistical measures and analyses. 
Aim of the Study 
The EPITeen Cohort of 1990 started in the academic year of 2003/2004 and participants 
were adolescents born in 1990 attending public and private schools in Porto, Portugal. The 
project is the first of its kind ever-held in Portugal, and the analyses of data collected intend 
to provide answers to many scientific questions and essential information needed for 
planning of preventive measures suitable to the Portuguese population (26). 
The present study was carried out comprising data collected at the baseline of the EPITeen 
project. It aims to investigate the pattern and determinants of nonresponse, and to assess 
the potential impact of nonresponse. It focuses on socio-economic and family composition 
characteristics of the adolescents as determinants for nonresponse. Another aim was to 
examine the effect of two methods to deal with missing data, specifically complete-case 
analysis and MI, on the study of the association between an adolescent’s risk of high blood 
pressure and family history of hypertension. 
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Abstract  
Introduction 
Previous studies have suggested that determinants of missing data are multiple and diverse, 
and may be related to participants characteristics. 
Objective 
To examine determinants of missingness in a self-administered questionnaire developed for 
13-year-old urban adolescents as part of a population-based cohort.  
Methods 
Participants were assessed at the baseline evaluation of the EPITeen cohort. Patterns and 
determinants of nonresponse for a total of 55 items, which provided parental socio-
demographic information, adolescent’s free-time activities and family history of disease, were 
studied. The items were divided into 5 sections: adolescent, mother, father, maternal 
grandparents and paternal grandparents. Associations were evaluated by crude and 
adjusted odds ratio (OR) and the respective 95% confidence interval (95%CI) calculated 
using simple and multiple logistic regression models.  
Results 
The prevalence of more than 50% of items missing ranged from 15.1% (adolescents’ 
section) to 49.9% (paternal grandparents’ section). 
More than 50% missingness was negatively associated with increasing parental education 
(OR=0.21, 95%CI: 0.15-0.28 higher than 12 years compared with less than 5 years), the 
adolescent living with both parents (OR=0.41, 95%CI: 0.29-0.57) and attending a private 
school (OR=0.35, 95%CI: 0.28-0.43); positively associated with not living with either parent 
(OR=3.37, 95%CI: 2.13-5.34), not knowing whom the adolescent lives with (OR=3.08, 
95%CI: 2.23-4.26) and living in a home with more than 2 people/bedroom (OR=3.07, 95%CI: 
1.88-5.01). After adjustments, parental education, attending a private school and residing 
with both parents remained statistically significant. 
Conclusion 
Missingness was found to be associated with lower socio-economic status and whom the 
adolescent resides with, thus showing that when researchers design their studies, they 
should target these groups in order to prevent item nonresponse.    
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Introduction 
A well-known problem in research fields, namely in population based studies, is 
nonresponse. In an ideal world, all participants included in the sample would provide 
adequate responses to questions that are applicable to them and their answers accurately 
recorded and processed. In reality, this seldom occurs. Often, participants fail to respond to 
the entire questionnaire, known as unit nonresponse or fail to answer one or more questions, 
known as item nonresponse (1-4). The problem created is missing data which leads to a 
decrease in the statistical power of studies (by reducing sample size), may cause biases due 
to systematic differences between respondents and nonrespondents and selection bias if 
observations with missing values are excluded from the analysis (1-4).  
One of the main questions when confronted with missing data is the type of missingness. 
These mechanisms have been defined by Little and Rubin (5): 1) missing completely at 
random (MCAR) occurs when the missing value does not depend on outcome and 
covariates, observed or not, that is, missing values are randomly distributed across all 
participants; 2) missing at random (MAR) occurs when the probability of missing may depend 
only on observed data; and 3) missing not at random (MNAR) occurs when missing values 
depend on non-observed data even after conditioning of all the observed information, that is, 
any systematic differences between observed and non-observed values cannot be explained 
by differences in observed data (4-6). The MNAR type is difficult to identify because the true 
value of the missing value is unknown (5, 7). It is important to know the types and causes of 
missing data when selecting a missing data treatment, because these affect the performance 
of any treatment (4, 6).  
In the case of nonresponse in questionnaires, it is very difficult to distinguish between MNAR 
and MAR (5, 7) Although much research has addressed the replacement or “imputation” of 
missing items in questionnaires, less attention has been paid to identifying their type and 
their determinants. It has been repeatedly shown that the best way for dealing with missing 
data is to minimize their amount, i.e. to prevent them. Therefore, a detailed understanding of 
their determinants is required to devise appropriate prevention strategies (8). Previous 
studies have suggested that determinants of missing data are multiple and diverse, and may 
be related to socio-demographic (sex, age, educational level, marital status, etc.) or health 
status (some diseases or impairments, fatigue, etc.) (9-15).  
The EPITeen (Epidemiological Health Investigation of Teenagers in Porto) Cohort is a large 
representative sample of Porto teenagers, which included a total of 2160 students who 
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completed two self-administered questionnaires (one completed at home and the other at 
school). The information obtained was used to investigate social and demographic 
characteristics, family and personal history of diseases and behaviours.  
The aim of this analysis is to investigate the pattern and determinants of nonresponse, to 
assess the potential impact of nonresponse bias and the possible adjustments necessary. It 
will focus on the socio-demographic and family composition characteristics of the participants 
as determinants for nonresponse.  
Materials and Methods 
The EPITeen Cohort began in 2003/2004 with adolescents born in 1990 who studied in 
public and private schools of the city of Porto, Portugal. At the baseline evaluation, 2788 
adolescents were identified as eligible and a total of 2160 students (1651 from public and 
509 from private schools) agreed to participate and provided information for at least part of 
the assessment, which included two self-administered questionnaires and a physical 
examination. This resulted in a 77.5% overall participation rate, similar in public and private 
schools (77.7% vs. 70.0%, p=0.709) (16). Information on the characteristics of the 
adolescents and the family namely demographic, social, and behavioural, as well as 
information on perinatal circumstances and the overall medical history and medical care use 
was obtained through a structured questionnaire completed by the adolescents, at home, 
with help from parents or guardians.  A second questionnaire was completed at school by the 
adolescent, which included questions about physical activity, smoking and alcohol intake. 
Finally, a physical examination was performed at schools and included measurements of 
anthropometry, blood pressure, lung function and bone mineral density (16).  
The questionnaire completed at school comprised of 45 questions and the one completed at 
home of 70 questions. Table 1 shows the selected 16 questions (with a total of 55 items) 
from the questionnaire completed at home. These were divided into 5 sections as per whom 
they related to: adolescent (2 questions with a total of 9 items), mother (5 questions with a 
total of 13 items), father (5 questions with a total of 13 items), maternal grandparents (2 
questions with a total of 10 items) and paternal grandparents (2 questions with a total of 10 
items) (Table 1). Each item was redefined as missing or not missing. A section was 
considered incomplete if more than half of the items were missing (“half item rule”) (10, 11, 
17). 
From the total of 55 items, 28 had the option to reply “Don’t know”. When the participant 
cannot, or does not want to, give a valid answer, (s)he may decide to respond with a ‘don’t 
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know’ response. Although “Don’t know” was offered as a legitimate reply, it was coded as 
“missing” for the purpose of this study.  
The following variables were considered to be possible determinants for incomplete sections: 
demographic and socio-economic variables (parents’ educational level according to the 
parent with the highest completed grade, school attended, number of people/bedroom in the 
household), adolescent’s gender, mother’s and father’s age. Who helped the adolescent 
complete the at home questionnaire was also used and was supplemented by who the 
adolescent resides with if the precedent variable was missing (if the adolescent resides with 
the mother or father or other people, the variable was recoded accordingly, if neither variable 
was provided or the adolescent lived with both parents, the variable was left as unknown).  
Simple and multiple logistic regression models were constructed to identify the determinants 
of incomplete sections. In these models, the dependent variable was having more than 50% 
missing items. An analysis was also done combining the 5 sections together; the same 
dependent variable was used, having more than 50% missing items. The variables 
considered as possible determinants for missing items were tested as predictor variables. 
Variables associated with the risk of missingness in crude analyses were used for adjusted 
analyses, and entered into the final models.  
The statistical analysis was performed with IBM x Statistics for Macintosh, version 20 
(Armonk, NY: IBM Corp.). 
Results 
The participants’ characteristics are presented in Table 2. A number of determinants had a 
substantial amount of missing data; specifically, mother’s age (8.3%), father’s age (12.1%), 
and number of people/bedroom in the household (8.5%).  
The lowest prevalence of more than 50% of items missing was found for the questions in the 
adolescent’s section (15.1%), contrariwise, the sections regarding grandparents’ data 
present the higher prevalence of missing, especially the paternal grandparents’ section 
(49.9%). 
Simple and multiple logistic regressions are shown in Table 3 for the adolescent’s, mother’s, 
father’s, maternal grandparents’ and paternal grandparents’ sections and total items. For the 
adolescent’s section, more than 50% missingness was negatively associated with the 
adolescent being female (OR=0.63, 95%CI: 0.50-0.80), increasing parental education 
(OR=0.64, 95%CI: 0.43-0.95 for 10-12 years and OR=0.51, 95%CI: 0.34-0.78 for higher than 
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12 years compared with less than 5 years), residing with both of the parents (OR=0.15, 
95%CI: 0.05-0.47) and attending a private school (OR=0.56, 95%CI: 0.41-0.77). While 
missingness was positively associated with not residing with either parent (OR=3.40, 95%CI: 
2.22-5.21) and when this variable is unknown (OR=7.33, 95%CI: 5.41-9.92). After 
adjustments, gender and whom the adolescent resides with remained statistically significant.  
For the mother’s section, more than 50% missingness was negatively associated with the 
female gender (OR=0.65, 95%CI: 0.52-0.82), increasing parental education (OR=0.58, 
95%CI: 0.42-0.81 for 5-9 years, OR=0.46, 95%CI: 0.32-0.65 for 10-12 years and OR=0.31, 
95%CI: 0.21-0.46 for higher than 12 years compared with less than 5 years), residing with 
both parents (OR=0.10, 95%CI: 0.02-0.41), living in a home with 1.1-1.5 people/bedroom 
(OR=0.66, 95%CI: 0.49-0.88) and attending a private school (OR=0.52, 95%CI: 0.39-0.71). 
While missingness was positively associated with residing with the father (OR=2.22, 95%CI: 
1.51-3.25), residing with neither parent (OR=9.92, 95%CI: 6.68-14.73) and when this variable 
is unknown (OR=9.27, 95%CI: 6.85-12.56), and living in a home with more than 2 
people/bedroom (OR=1.94, 95%CI: 1.23-3.07). After adjustments, gender, whom the 
adolescent resides with, the number of people/bedroom in the home and school attended 
remained statistically significant. 
For the father’s section, more than 50% missingness was negatively associated with being 
female (OR=0.76, 95%CI: 0.63-0.93), increasing parental education (OR=0.69, 95%CI: 0.52-
0.92 for 5-9 years, OR=0.47, 95%CI: 0.34-0.64 for 10-12 years and OR=0.31, 95%CI: 0.22-
0.44 for higher than 12 years compared with less than 5 years), residing with both parents 
(OR=0.04, 95%CI: 0.01-0.17) and the father (OR=0.55, 95%CI: 0.36-0.85), living in a home 
with 1.1-1.5 people/bedroom (OR=0.69, 95%CI: 0.54-0.89) and attending a private school 
(OR=0.47, 95%CI: 0.36-0.61). More than 50% missingness was positively associated with 
the adolescent residing with neither parent (OR=5.19, 95%CI: 3.53-7.61) and when this 
variable is unknown (OR=4.30, 95%CI: 3.24-5.70), and living in a home with more than 2 
people/bedroom (OR=2.04, 95%CI: 1.33-3.13). After adjustments, gender, increasing 
educational level, whom the adolescent resides with, the number of people/bedroom in the 
home and school attended remained significant.  
For the maternal grandparents’ section, more than 50% missingness was negatively 
associated with female participants (OR=0.81, 95%CI: 0.68-0.96), the father’s age being 
between 41 and 45 (OR=0.64, 95%CI: 0.50-0.82), increasing parental education (OR=0.75, 
95%CI: 0.58-0.99 for 5-9 years, OR=0.44, 95%CI: 0.33-0.59 for 10-12 years and OR=0.31, 
95%CI: 0.23-0.42 for more than 12 years compared with less than 5 years), residing with 
both parents (OR=0.39, 95%CI: 0.26-0.58) and attending a private school (OR=0.34, 95%CI: 
0.27-0.42). More than 50% missingness was positively associated with residing with the 
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father (OR=1.47, 95%CI: 1.09-1.98), neither parent (OR=3.03, 95%CI: 2.07-4.44) and when 
this variable is unknown (OR=4.26, 95%CI: 3.18-5.70), and living in a home with more than 2 
people/bedroom (OR=2.48, 95%CI: 1.62-3.79). After adjustments, father’s age, parents’ 
educational level, whom the adolescent resides with and school attended remained 
significant.  
For the paternal grandparents’ section, more than 50% missingness was negatively 
associated with female adolescents (OR=0.84, 95%CI: 0.71-0.99), the mother’s age being 
between 41-45 and 46-50 (OR=0.60, 95%CI: 0.49-0.74 and OR=0.76, 95%CI: 0.59-0.98, 
respectively), the father’s age being between 41-45 and 46-50 (OR=0.64, 95%CI: 0.51-0.81 
and OR=0.67, 95%CI: 0.52-0.87, respectively), increasing parental education (OR=0.71, 
95%CI: 0.54-0.94 for 5-9 years, OR=0.38, 95%CI: 0.29-0.51 for 10-12 years and OR=0.24, 
95%CI: 0.18-0.32 for more than 12 years compared with less than 5 years), living with  both 
parents (OR=0.36, 95%CI: 0.25-0.51) and attending a private school (OR=0.35, 95%CI: 
0.28-0.43). While missingness was positively associated with not residing with either parent 
(OR=2.47, 95%CI: 1.66-3.69) and when this variable is unknown (OR=3.00, 95%CI: 2.22-
4.05), and living in a home with more than 2 people/bedroom (OR=2.72, 95%CI: 1.74-4.25). 
After adjustments, gender, mother’s age, increasing educational level, whom the adolescent 
resides with and school attended remained significant. Further, the father’s age being over 
50 became positively associated with missingness (aOR=1.75, 95%CI: 1.14-2.70).  
Finally, for the total items, more than 50% missingness was negatively associated with 
increasing parental education (OR=0.67, 95%CI:0. 50-0.90 for 5-9 years, OR=0.37, 95%CI: 
0.27-0.50 for 10-12 years and OR=0.21, 95%CI: 0.15-0.28 for higher than 12 years 
compared with less than 5 years), residing with both parents (OR=0.41, 95%CI: 0.29-0.57) 
and attending a private school (OR=0.35, 95%CI: 0.28-0.43). While missingness was 
positively associated with residing with neither parent (OR=3.37, 95%CI: 2.13-5.34) and 
when this variable is unknown (OR=3.08, 95%CI: 2.23-4.26), and living in a home with more 
than 2 people/bedroom (OR=3.07, 95%CI: 1.88-5.01). After adjustments, parents’ 
educational level, whom the adolescent resides with and school attended remained 
significant.  
Table 4 shows the tabulated patterns grouped by missing values patterns, i.e. how data tend 
to be missing for multiple sections. There were 5 main missing value patterns found. The first 
includes those participants who have less than 50% missingness for all sections and would 
only include 929 (43.0%) participants in an analysis; the second pattern includes 290 
(13.4%) participants who have a pattern of more than 50% missingness for the maternal 
grandparents’ and paternal grandparents’ sections, together. The third pattern includes 280 
(13.0%) participants who have more than 50% missingness for all sections. The following 
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patterns have 237 (11.0%) and 89 (4.1%) participants, which have more than 50% 
missingness for the paternal grandparents’ and maternal grandparents’ sections, 
respectively. There were other patterns of missingness, however as these only occurred a 
few times, they are not described here. 
Discussion 
Studies conducted in children and adolescents show that although consent obtained is high 
(ranging from 63% to 94.5%), only less than half of the data returned is reliable and complete 
(9, 15, 18). This is in line with overall participation rates in adult populations, which range 
from 74.0% to as high as 86.0%, however, less than half of the subjects provided complete 
and consistent data (11, 19-21). In this large representative sample of adolescents from 
Porto, Portugal, the overall participation was high, but almost all items had missing values. In 
particular, the sections analyzed here, had a high percentage of missings, 57.0% of the 
participants had more than 50% missing items.  
Child and adolescent studies rely on consent and participation from the parents. In particular, 
the EPITeen baseline data collection was conducted through adolescents at school and a 
questionnaire sent home. The decision to consent and participate in the study relied on both 
the adolescent and parents; consequently missingness and nonparticipation may be higher 
as it is dependent on the responsibility of more than just the participant.  
Our study showed that increasing parental education level, attending a private school and 
living in a home with less than 2 people/bedroom, all indicators of higher socio-economic 
status were negatively associated with more than 50% missing items. While living in a home 
with more than 2 people/bedroom, an indicator of lower socio-economic status was positively 
associated with more than 50% missing items. Our results confirm earlier findings that low 
education and low socio-economic status, are determinants of missingness (9-12, 14, 15, 18-
20).  
Although the questionnaire was carefully constructed and tested in a pilot study involving 20 
adolescents (16), it is possible that some questions may be too difficult to understand for 
some subjects (low educational level), and that others may be perceived as being of no 
interest or even inappropriate. 
We also found that whom the adolescent resides with was a strong predictor of missing 
values: residing with both parents was negatively associated with missingness, while residing 
with only one, neither parent or the variable was unknown was positively associated with 
missingness. Other studies conducted in children or adolescents also found that residing with 
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a lone parent or with people, which did not include either parent was associated with 
missingness and nonparticipation (13, 15, 18).  
Our study showed that the adolescent being female was negatively associated with more 
than 50% missing items (i.e. a protective factor). The questionnaire sent home is to be 
completed by the parents. It is possible that girls at this age may be more motivated about 
reminding the parents to complete the questionnaire or completing the questionnaire 
themselves. Other studies have found that missingness and nonresponse differ between 
genders (9, 20, 22).   
The above findings were confirmed by the patterns of missing found, as the common 
patterns of missingness included both of the grandparents’ sections, the father’s and both 
grandparents’ sections, the father’s and paternal grandparents’ sections. In particular, these 
missing patterns are likely related to whom the adolescent resides with; residing with only 
one parent, the mother or father may increase missingness to paternal or maternal 
questions, respectively. While living with neither parent and when this variable is unknown 
increases missingness for all sections. Further, examining the missing data patterns and the 
determinants associated with more than 50% missing items, we can conclude they have 
similar determinants. Specifically, determinants for the maternal and paternal grandparents’ 
sections differ slightly from those for the adolescent’s, mother’s and father’s sections. 
 The effect of the parents’ age as a determinant of missingness only remained significant for 
the grandparents’ sections. We found that younger parents had a negative association with 
missing values while older parents showed a positive association. Considering the items 
being studied, history of family disease, it is possible that the grandparents with missing 
values have already passed away. Again, this shows grandparents have different 
determinants of missingness compared to the parents or adolescents.  
Recall bias does not seem to affect the variable under study, as they are related to present 
characteristics (23). However, it is possible that some responses may rely on memory if they 
ask questions about people with whom the participant is no longer in contact with and cannot 
be contacted (e.g.: deceased grandparents, living with only one parent or neither parent).  
We did not use the marital status of the parents, which may have influenced missing items as 
it has been shown that being single, divorced or widowed is associated with nonresponse in 
both men and women (10, 11, 18). However, we used whom the adolescent resides with, 
which may be more important if for example, parents are officially married but currently 
separated. Further, as we know whom the adolescent resides with, it is clear from our 
findings that residing with both parents was negatively associated with missingness, while 
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residing with the father only was positively associated with missingness for the mother’s and 
maternal grandparents’ sections.  
Possible limitations of these findings include the fact that other possible missing items and 
nonresponse determinants were not studied. These include: if participants were Portuguese 
nationals or immigrants and the health of the parents; the first was not available, as it was 
not included in the questionnaire. Previous studies have shown that participants being 
nationals or immigrants could determine missingness. Immigrants are more likely to be less 
well-educated and well-integrated into society consequently there is often higher 
nonresponse for all race/ethnic groups relative to non-Hispanic whites (22, 24). Another 
possibly relevant determinant, which was not included, is the health of parents or guardians. 
Other studies often analyze this and have shown that subjects with deteriorated health status 
are found to be more prone to respond with missing items. It is likely that these individuals 
may tend to avoid questions, which are embarrassing or may cause distress (10, 22, 25). 
Another possible limitation of this study is that the questionnaire being analyzed, although 
only 55 items are specifically studied here, is long. Further, many of the questions analyzed, 
specifically those related to family history of disease, are in the last pages of the 
questionnaire. Although it has been shown that response rates are lower for longer 
questionnaires, it is important to keep in mind that it is preferable to have an instrument 
based on content rather than the length (20, 26). 
Further, only an indirect approach could be used to identify the MNAR process. Direct 
identification would have required contacting all subjects to ask them to fully fill in the missing 
values, which was clearly impossible in this study, as in most, and considering that this 
questionnaire was conducted 10 years ago.  
Considering that prevention is the best way to deal with missing data, researchers should 
take into account determinants of missingness such as those found in this analysis, when 
designing and conducting a study, in order to minimize missingness and nonparticipation. In 
the particular case of studying adolescents, targeting the groups with higher risk for 
nonresponse, could include giving the questionnaire directly to the parents, sending 
reminders by mail, especially to both parents if the adolescent resides with only one.  
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Conclusion 
In conclusion, we found that missingness was positively associated with lower socio-
economic status, while negatively associated with the adolescent being female. However, for 
the study of family history of disease, we believe that the strongest predictor of missingness 
is whom the adolescent resides with. Considering that clear determinants of missingness 
were identified, a MCAR mechanism can be discarded, and it may be necessary to use a 
missing data technique to correct for nonresponse, which impairs both the 
representativeness and completeness of the collected data. Prevention is also important to 
the issue of missing data; researchers must keep this in mind when designing studies and 
should target these higher risk groups of item nonresponse in order to prevent nonresponse.  
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Tables 
Table 1 Questions included in each section: adolescent, mother, father, maternal grandparents 
and paternal grandparents (* “Don’t know” as option for reply) 
Section Questions Included 
Adolescent 
(2 questions with 
parts for a total 
of 9 items) 
During the week and the school year:  
     - What time do you usually go to bed?  
     - What time to you usually get up?  
During your free time outside of school, which of these situations best describes your 
activities? 
     - During the week (Monday to Friday), how long do you spend reading, 
       studying or doing homework per day?  
     - During the weekend, how long do you spend reading, studying or doing homework? 
     - During the week (Monday to Friday), how long to you spend watching TV? 
     - During the weekend, how long do you spend watching TV? 
     - During the week (Monday to Friday), how long do you spend playing 
       computer games or playstation? 
     - During the weekend, how long do you spend playing computer games or playstation? 
Mother 
(5 questions with 
parts for a total 
of 13 items) 
- What is your profession? 
- Has a doctor ever diagnosed: 
     - Diabetes* 
     - Hypertension (high blood pressure)* 
     - High Cholesterol* 
     - Myocardial Infarction* 
     - Thrombosis (Stroke)* 
     - Anorexia/Bulimia* 
     - Rhinitis* 
     - Asthma* 
     - Allergy 
- Do you smoke or have you ever smoked?  
- What is your current weight?  
- What is your height? 
Father 
(5 questions with 
parts for a total 
of 13 items) 
- What is your profession? 
- Has a doctor ever diagnosed: 
     - Diabetes* 
     - Hypertension (high blood pressure)* 
     - High Cholesterol* 
     - Myocardial Infarction* 
     - Thrombosis (Stroke)* 
     - Anorexia/Bulimia* 
     - Rhinitis* 
     - Asthma* 
     - Allergy 
- Do you smoke or have you ever smoked?  
- What is your current weight?  
- What is your height? 
Maternal 
Grandparents (2 
questions with 
parts for a total 
of 10 items) 
- In relation to the maternal grandmother, has a doctor ever diagnosed: 
     - Diabetes* 
     - Hypertension (high blood pressure)* 
     - High Cholesterol* 
     - Myocardial Infarction* 
     - Thrombosis (Stroke)* 
- In relation to the maternal grandfather, has a doctor ever diagnosed: 
     - Diabetes* 
     - Hypertension (high blood pressure)* 
     - High Cholesterol* 
     - Myocardial Infarction* 
     - Thrombosis (Stroke) * 
Paternal 
Grandparents  (2 
questions with 
parts for a total 
of 10 items) 
- In relation to the maternal grandmother, has a doctor ever diagnosed: 
     - Diabetes* 
     - Hypertension (high blood pressure)* 
     - High Cholesterol* 
     - Myocardial Infarction* 
     - Thrombosis (Stroke)* 
- In relation to the maternal grandfather, has a doctor ever diagnosed: 
     - Diabetes* 
     - Hypertension (high blood pressure)* 
     - High Cholesterol* 
     - Myocardial Infarction* 
     - Thrombosis (Stroke) * 
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Table 2 Description of participants’ characteristics  
Variable  n % 
Gender   
Male 1044 48.3 
Female 1116 51.7 
Mother's Age   
≤40 844 22.8 
41-45 698 32.3 
46-50 337 15.6 
≥51 102 4.7 
Missing 179 8.3 
Father's Age   
≤40 492 22.8 
41-45 704 32.6 
46-50 457 21.2 
≥51 246 11.4 
Missing 261 12.1 
Parents’ educational level (years of schooling) 
≤4 314 14.5 
5-9 674 31.2 
10-12 536 24.8 
≥13 540 25.0 
Missing 96 4.4 
Resides with   
Mother 1422 65.8 
Mother and Father 174 8.1 
Father 199 9.2 
Other 121 5.6 
Unknown 244 11.3 
People/Bedroom   
≤1 568 26.3 
1.1-1.5 835 38.7 
1.6-2.0 467 21.6 
≥2.1 106 4.9 
Missing 184 8.5 
Type of school   
Public 1651 76.4 
Private 509 23.6 
 
 
 33 
 
Table 3 Association between participants’ characteristics and incomplete data for adolescent’s, mother’s, father’s, maternal grandparents’ and 
paternal grandparents’ questionnaire sections and for total items 
N (%) ≥50% missing 
items 
Adolescent 326 (15.1) Mother 384 (17.8) Father 549 (25.4) 
OR (95%CI) aOR (95%CI) OR (95%CI) aOR (95%CI) OR (95%CI) aOR (95%CI) 
Gender       
Male Ref. Ref. Ref. Ref. Ref. Ref. 
Female 0.63 (0.50-0.80) 0.63 (0.45-0.89) 0.65 (0.52-0.82) 0.59 (0.42-0.83) 0.76 (0.63-0.93) 0.71 (0.54-0.93) 
 Mother's Age       
≤40 Ref. Ref. Ref. Ref. Ref. Ref. 
41-45 0.84 (0.61-1.17) 0.98 (0.62-1.55) 0.69 (0.50-0.95) 0.79 (0.50-1.24) 0.65 (0.50-0.83) 0.96 (0.66-1.38) 
46-50 0.85 (0.56-1.28) 1.08 (0.58-2.00) 0.66 (0.44-1.00) 0.60 (0.32-1.12) 0.75 (0.54-1.02) 1.00 (0.61-1.64) 
≥51 1.14 (0.61-2.12) 1.74 (0.70-4.31) 1.63 (0.97-2.73) 1.45 (0.64-3.29) 1.11 (0.69-1.78) 1.05 (0.50-2.21) 
Father's Age       
≤40 Ref. Ref. Ref. Ref. Ref. Ref. 
41-45 0.83 (0.57-1.21) 0.94 (0.58-1.53) 0.59 (0.42-0.85) 0.75 (0.47-1.21) 0.68 (0.50-0.91) 0.87 (0.59-1.28) 
46-50 0.94 (0.62-1.40) 0.91 (0.50-1.65) 0.80 (0.55-1.17) 1.09 (0.62-1.91) 0.68 (0.49-0.95) 0.80 (0.50-1.30) 
≥51 0.80 (0.48-1.34) 0.67 (0.32-1.42) 0.74 (0.46-1.17) 0.73 (0.36-1.48) 0.78 (0.53-1.16) 0.85 (0.48-1.50) 
Parents’ educational level (years of schooling)     
≤4 Ref. Ref. Ref. Ref. Ref. Ref. 
5-9 0.76 (0.52-1.10) 1.35 (0.75-2.42) 0.58 (0.42-0.81) 0.73 (0.44-1.21) 0.69 (0.52-0.92) 0.82 (0.53-1.26) 
10-12 0.64 (0.43-0.95) 1.40 (0.76-2.57) 0.46 (0.32-0.65) 0.73 (0.43-1.26) 0.47 (0.34-0.64) 0.81 (0.52-1.28) 
≥13 0.51 (0.34-0.78) 1.21 (0.64-2.27) 0.31 (0.21-0.46) 0.64 (0.36-1.13) 0.31 (0.22-0.44) 0.60 (0.37-0.97) 
Resides with       
Mother Ref. Ref. Ref. Ref. Ref. Ref. 
Mother and Father 0.15 (0.05-0.47) 0.14 (0.04-0.59) 0.10 (0.02-0.41) 0.08 (0.01-0.55) 0.04 (0.01-0.17) 0.07 (0.02-0.27) 
Father 1.04 (0.65-1.67) 0.80 (0.42-1.55) 2.22 (1.51-3.25) 2.16 (1.32-3.54) 0.55 (0.36-0.85) 0.53 (0.31-0.93) 
Other 3.40 (2.22-5.21) 2.00 (0.87-4.59) 9.92 (6.68-14.73) 3.71 (1.84-7.45) 5.19 (3.53-7.61) 1.82 (0.95-3.50) 
Unknown 7.33 (5.41-9.92) 4.84 (3.16-7.43) 9.27 (6.85-12.56) 6.14 (4.03-9.36) 4.30 (3.24-5.70) 3.00 (2.04-4.40) 
People/Bedroom       
≤1 Ref. Ref. Ref. Ref. Ref. Ref. 
1.1-1.5 0.64 (0.47-0.87) 0.50 (0.34-0.75) 0.66 (0.49-0.88) 0.52 (0.35-0.77) 0.69 (0.54-0.89) 0.56 (0.41-0.78) 
1.6-2.0 0.85 (0.61-1.19) 0.51 (0.32-0.82) 0.89 (0.65-1.22) 0.42 (0.26-0.67) 0.82 (0.62-1.09) 0.47 (0.32-0.69) 
≥2.1 1.68 (1.03-2.74) 1.07 (0.51-2.25) 1.94 (1.23-3.07) 0.82 (0.39-1.71) 2.04 (1.33-3.13) 0.99 (0.54-1.83) 
Type of school       
Public Ref. Ref. Ref. Ref. Ref. Ref. 
Private 0.56 (0.41-0.77) 0.76 (0.49-1.19) 0.52 (0.39-0.71) 0.61 (0.38-0.98) 0.47 (0.36-0.61) 0.53 (0.36-0.78) 
Missing values for mother’s age, father’s age, parents’ educational level (years of schooling), people/bedroom were excluded 
OR (95%CI): Odds Ratio (95% Confidence Interval), aOR (95%CI): adjusted Odds Ratio (95% Confidence Interval) for: gender, mother’s age, father’s age, parents’ 
educational level (years of schooling), adolescent resides with, people/bedroom and type of school 
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Table 3 Continued 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Missing values for mother’s age, father’s age, parents’ educational level (years of schooling), people/bedroom were excluded 
OR (95%CI): Odds Ratio (95% Confidence Interval), aOR (95%CI): adjusted Odds Ratio (95% Confidence Interval) for: gender, mother’s age, father’s age, parents’ 
educational level (years of schooling), adolescent resides with, people/bedroom and type of school 
N (%) ≥50% missing 
items 
Maternal Grandparents 843 (39.0) Paternal Grandparents 1068 (49.9) Total 1231 (57.0) 
 
OR (95%CI) aOR (95%CI) OR (95%CI) aOR (95%CI) OR (95%CI) aOR (95%CI) 
Gender         
Male Ref. Ref. Ref. Ref. Ref. Ref. 
Female 0.81 (0.68-0.96) 0.84 (0.68-1.04) 0.84 (0.71-0.99) 0.89 (0.72-1.09) 0.86 (0.73-1.02) 0.90 (0.73-1.10) 
Mother's Age         
≤40 Ref. Ref. Ref. Ref. Ref. Ref. 
41-45 0.86 (0.69-1.06) 1.17 (0.88-1.56) 0.60 (0.49-0.74) 0.75 (0.57-0.98) 0.65 (0.53-0.80) 0.92 (0.70-1.19) 
46-50 0.98 (0.75-1.27) 1.20 (0.82-1.78) 0.76 (0.59-0.98) 0.80 (0.55-1.16) 0.82 (0.64-1.06) 1.05 (0.73-1.52) 
≥51 1.38 (0.91-2.09) 1.24 (0.69-2.22) 1.38 (0.91-2.09) 0.88 (0.50-1.55) 1.53 (0.99-2.37) 1.29 (0.72-2.30) 
Father's Age         
≤40 Ref. Ref. Ref. Ref. Ref. Ref. 
41-45 0.64 (0.50-0.82) 0.70 (0.51-0.95) 0.64 (0.51-0.81) 0.90 (0.67-1.20) 0.63 (0.50-0.80) 0.88 (0.66-1.17) 
46-50 0.79 (0.61-1.03) 0.87 (0.60-1.26) 0.67 (0.52-0.87) 1.05 (0.74-1.51) 0.67 (0.52-0.86) 0.93 (0.65-1.32) 
≥51 1.00 (0.73-1.37) 0.98 (0.63-1.53) 1.16 (0.86-1.59) 1.75 (1.14-2.70) 1.09 (0.80-1.49) 1.35 (0.88-2.07) 
Parents’ educational level (years of schooling)      
≤4 Ref. Ref. Ref. Ref. Ref. Ref. 
5-9 0.75 (0.58-0.99) 1.00 (0.71-1.41) 0.71 (0.54-0.94) 0.83 (0.59-1.17) 0.67 (0.50-0.90) 0.80 (0.56-1.14) 
10-12 0.44 (0.33-0.59) 0.72 (0.50-1.04) 0.38 (0.29-0.51) 0.54 (0.38-0.77) 0.37 (0.27-0.50) 0.54 (0.38-0.78) 
≥13 0.31 (0.23-0.42) 0.60 (0.41-0.87) 0.24 (0.18-0.32) 0.37 (0.26-0.54) 0.21 (0.15-0.28) 0.34 (0.23-0.49) 
Resides with         
Mother Ref. Ref. Ref. Ref. Ref. Ref. 
Mother and Father 0.39 (0.26-0.58) 0.43 (0.27-0.67) 0.36 (0.25-0.51) 0.40 (0.27-0.59) 0.41 (0.29-0.57) 0.43 (0.30-0.62) 
Father 1.47 (1.09-1.98) 1.33 (0.94-1.89) 0.75 (0.55-1.01) 0.56 (0.39-0.80) 1.30 (0.77-1.39) 0.83 (0.59-1.17) 
Other 3.03 (2.07-4.44) 1.03 (0.57-1.87) 2.47 (1.66-3.69) 0.60 (0.33-1.10) 3.37 (2.13-5.34) 1.05 (0.56-1.96) 
Unknown 4.26 (3.18-5.70) 2.45 (1.71-3.51) 3.00 (2.22-4.05) 1.68 (1.16-2.42) 3.08 (2.23-4.26) 1.89 (1.29-2.77) 
People/Bedroom         
≤1 Ref. Ref. Ref. Ref. Ref. Ref. 
1.1-1.5 0.90 (0.72-1.12) 0.79 (0.61-1.03) 0.97 (0.78-1.20) 0.86 (0.67-1.11) 0.92 (0.74-1.14) 0.81 (0.63-1.03) 
1.6-2.0 1.13 (0.88-1.45) 0.78 (0.58-1.06) 1.22 (0.96-1.56) 0.79 (0.59-1.06) 1.25 (0.98-1.60) 0.81 (0.61-1.08) 
≥2.1 2.48 (1.62-3.79) 1.43 (0.85-2.40) 2.72 (1.74-4.25) 1.46 (0.86-2.48) 3.07 (1.88-5.01) 1.57 (0.90-2.74) 
Type of school         
Public Ref. Ref. Ref. Ref. Ref. Ref. 
Private 0.34 (0.27-0.42) 0.41 (0.30-0.55) 0.35 (0.28-0.43) 0.44 (0.33-0.57) 0.35 (0.28-0.43) 0.48 (0.37-0.61) 
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Table 4 Description of the clusters according to the sections that have more than 50% missingness (marked with X) 
Number of 
Participants 
Missing Patterns Complete if ...
a
 
Kids Mother Father Maternal Grandparents Paternal 
Grandparents 929      929 
290    X X 1545 
280 X X X X X 2160 
237     X 1166 
89    X  1018 
81   X X X 1732 
66   X  X 1266 
53  X X X X 1834 
34   X   963 
20  X  X X 1581 
16 X     945 
10  X X  X 1289 
10 X  X X X 1776 
 
a
 Number of complete cases if sections missing in that pattern (marked with X) are not used
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Abstract  
Introduction 
Missing data may threaten statistical power by reducing sample size or estimates derived 
may be biased, particularly if complete cases and those with missing values systematically 
differ. Using an appropriate method to handle cases with missing data when performing 
analyses is important to reduce bias and to improve the validity of the conclusions.  
Objective 
The aim of this study was to compare two techniques for handling missing data: complete-
case analyses and multiple imputation (MI) using as an example the analysis of the 
association between an adolescent’s risk of high blood pressure and family history of 
hypertension.  
Methods 
Participants were 13 year-old urban adolescents, accessed at the baseline evaluation of a 
population-based cohort. The models used to study the association between an adolescent’s 
risk of high blood pressure and family history of hypertension were adjusted for parents 
smoke or used to, parents’ educational level and adolescent’s body mass index (BMI). The 
complete-case analysis, using SPSS, deleted cases where data was missing for any of the 
variables in the model. The MI method, which also included whom the adolescent resides 
with, used R’s MICE procedure to perform MI by creating 20 imputed databases, and logistic 
regressions were performed.  
Results 
We found statistically significant associations for both crude and adjusted models with the 
complete-case analyses:  when all maternal family have hypertension (aORCC=2.64, 95%CI: 
1.14-6.09) and when more than 3 family members have hypertension (aORCC=1.68, 95%CI: 
1.06-2.67). These associations attenuated after MI. Only one model was statistically 
significant after MI (both parents have hypertension: ORMI=1.93, 95%CI: 1.12-3.31).  
Conclusion 
Sensitivity analysis showed relevant changes in the association between family history of 
hypertension and the risk of adolescent’s high blood pressure. In general, in the complete-
case analysis there was statistically significant or almost significant increase in the risk of 
developing pre-hypertension or hypertension. After MI, these associations attenuated. 
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Introduction 
Missing values are an inevitable problem in epidemiology as collected data sets often contain 
missing values. Participants may skip or refuse to answer a question, or, in a longitudinal 
survey, participants may be unavailable or refuse to participate in subsequent waves of data 
collection (1). Although the problems of missing data and methods for handling missing data 
have been widely discussed in statistical literature, there are not many resources written in a 
non-technical manner for epidemiology researchers. Consequently, epidemiology 
researchers do not often directly address treatment of missing data when performing 
analyses. Eekhout et al. showed that from 262 studies having missing data, the type of 
missing data could not be clearly defined in 46% and most studies (81%) performed a 
complete-case analysis (2). 
Understanding and describing the origins of missing values and the missing mechanisms 
based on the statistical relations associated with missingness: missing completely at random 
(MCAR), missing at random (MAR) and missing not at random (MNAR), is essential in order 
to defined the nature and extent of the problem of missing data and to determine how 
missing data should be handled (3, 4). MCAR occurs when the missing value does not 
depend on outcome and covariates, observed or not, MAR occurs when the probability of 
missing may depend only on observed data and MNAR occurs when missing values depend 
on non-observed data even after conditioning of all the observed data (3). This is important 
because using different approaches for missing data can result in different values of key 
statistics and may result in different conclusions from the analyses. Consequently, using an 
appropriate method to handle cases with missing data when performing analyses of data is 
important to reduce bias and to reach valid conclusions for the target populations. Further, 
researchers must be aware of the limitations (or default settings) of their statistical software 
(5). 
One approach for dealing with missing data is to exclude individuals from the analysis if any 
of the relevant variables have missing values. This complete-case analysis, also known as 
listwise deletion, is valid when missing data are MCAR but not necessarily when MAR (4).  A 
related method for handling missing data, known as available-case analysis or pairwise 
deletion, uses all available data to compute each statistic. In other words, different 
observations may be used in the calculation of different statistics so that the number of cases 
varies from one analysis to the next (6). Consequently, it is difficult to compare results 
because the sample analyzed is different in each analysis (7). In both approaches, if 
systematic differences exist between the complete and incomplete cases, reducing the data 
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set inherently reduces the sample size, which may threaten statistical power, produce biased 
results and the conclusions drawn may not be valid for the larger population of interest (6). 
An alternative approach for handling missing data involves imputation where a researcher 
replaces a missing value with either a single estimate (single imputation) or with multiple 
estimates (multiple imputation) (4). Commonly used techniques of multiple imputation include 
conditional Gaussian, predictive mean matching and chained equation. With multiple 
imputation (MI), missing data are replaced by data drawn from imputation methods. This is 
done n times, normally 20, generating n complete databases. Each is analyzed and an 
estimate of the model parameters calculated. MI yields consistent estimators when the data 
are MAR (4, 8, 9). 
A family history of hypertension is a known risk factor for hypertension in adulthood (10-12). 
A previous article, by Ramos and Barros, found that blood pressure levels in adolescents 
were higher with a family history of the disease for the parents. The analysis conducted 
included only the 1480 (68.5%) adolescents with complete information for hypertension 
prevalence in both parents (12). Although data from the grandparents was also available, it 
was not considered because of the large proportion of missings. 
Consequently, we aim to compare two techniques for handling missing data: complete-case 
analysis and MI in the analysis of the association between an adolescent’s risk of high blood 
pressure and family history of hypertension, which includes the parents’ and grandparents’ 
data. 
Materials and Methods 
This investigation analyzed data from the EPITeen (Epidemiological Health Investigation of 
Teenagers in Porto) Cohort that began in 2003/2004 with adolescents born in 1990 who 
studied in public and private schools of the city of Porto, Portugal. At the baseline evaluation, 
2788 adolescents were identified as eligible and a total of 2160 students (1651 from public 
and 509 from private schools) agreed to participate and provided information for at least part 
of the assessment, which included two self-administered questionnaires and a physical 
examination. This resulted in a 77.5% overall participation rate, similar in public and private 
schools (77.7% vs. 70.0%, p=0.709) (11). A self-administered questionnaire at home 
inquired about demographic, social, behavioural and clinical characteristics of the adolescent 
and the family. A second questionnaire was completed at school by the adolescent, which 
included questions about physical activity, smoking and alcohol intake. Finally, a physical 
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examination was performed at schools and included measurements of anthropometry, blood 
pressure, lung function and bone mineral density (12). 
The models used to study the association between adolescent’s high blood pressure and 
family history of hypertension were adjusted for: parents’ smoke or used to, parents’ 
educational level and adolescent’s BMI, these were variables identified in the previous 
analyses as the major determinants of high blood pressure (12).  
The current analysis used two techniques for handling missing data: complete-case analysis 
and MI. The complete-case analysis, using SPSS, deleted cases where data was missing for 
any of the variables in the model. The MI method used R’s Multivariate Imputation with 
Chained Equations (MICE) procedure to perform MI by creating 20 imputed databases and 
then logistic regression was performed to estimate odds ratio and the respective 95% 
confidence interval (95%CI) (13). For this method, variables for which the complete-case 
analysis was adjusted for were included as well as whom the adolescent resides with. This 
variable was also included as it was found to be significantly associated with missingness in 
the previous manuscript of this thesis. The adolescent’s gender was not included in any of 
the models as it did not provide any additional information.  
Finally, we estimated the final prevalence for the variables imputed as the mean of all 20-
database imputations’ prevalences. 
The statistical analysis was performed with IBM x Statistics for Macintosh, version 20 
(Armonk, NY: IBM Corp.) and R Development Core Team (2008) (14). 
Dependent Variable: 
Blood pressure was measured using a random zero sphygmomanometer (HawksleyTM, 
Lancing, Sussex, United Kingdom), and classified according to the recommendations of the 
Fourth Report on the Diagnosis, Evaluation, and Treatment of High Blood Pressure in 
Adolescents (11, 12, 15). Hypertension was defined according to the quantitative criteria of 
the American Academy of Paediatrics: hypertension if systolic (SBP) and/or diastolic blood 
pressure (DBP) were above the 95th percentile for gender, age and height; and pre-
hypertension if SBP and/or DBP were above the 90th percentile but both were below the 
95th percentile for gender, age and height (15). Height percentiles were defined according to 
the United States Centres for Disease Control and Prevention (16). Adolescent high blood 
pressure was defined as adolescents being pre-hypertensive or hypertensive. 
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Independent Variable: 
Hypertension information for both parents and maternal and paternal grandparents was 
obtained from a self-questionnaire completed at home by the adolescent with the help of the 
legal guardian. Available options for response included “Yes”, “No” and “Don’t know”. The 
latter meant the participant cannot, or does not want to give a valid answer, and was coded 
as missing for the purpose of this study. We considered three ways to define family history. 
Parental: considering only the mother and father that classify the adolescents in three 
categories according to the number of parents with positive history. Maternal and Paternal: is 
taken to include the history of the mother and both maternal grandparents and of the father 
and both paternal grandparents, respectively. A global history was also considered, taking 
into account both parents and the four grandparents. 
Other Variables: 
Parents’ smoking was classified in three categories: neither parent ever smoked, one parent 
smokes or used to smoke, and both parents smoke or used to smoke.  
The parents’ educational level, was measured as the number of successfully completed 
years of formal schooling, and was used as an indicator of socio-economic status. In this 
analysis, the information from the parent with the higher educational level was used.  
Weight and height for the adolescent were measured barefoot and wearing only their 
undergarments. Weight was measured using a Tanita bioimpedance scale with subjects 
positioned in the centre of the weighting platform so that their weight was evenly distributed. 
Height was measured with a portable stadiometer, with subjects standing with their heels 
together and their head positioned in the Grankfort horizontal plane, with heels, buttocks, 
shoulder blades and head against the back of the stadiometer (11). Body mass index (BMI) 
for the adolescent was calculated by dividing weight in kilograms by squared height in meters 
and were classified according to the distribution percentiles for gender and age, as set out by 
the US Centres for Disease Control and Prevention (16). Those with a BMI above the 95th 
percentile were classified as obese and those between the 85 th and 95th percentile as 
overweight.  
The variable whom the adolescent resides with includes responses related to who helped the 
adolescent complete the at home questionnaire as it was supplemented by the former if the 
variable was missing (if the adolescent lived with the mother or father or other people, the 
variable was recoded accordingly, if neither variable was provided or the adolescent lived 
with both parents, the variable was left as unknown).  
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Results 
Table 5 shows the prevalence of the components of family hypertension, adolescent’s BMI, 
parents smoke and parents’ education for the total sample, considering data for complete 
and incomplete cases and after MI. Statistically significant differences in the prevalence of 
hypertension was significantly higher in incomplete cases compared to complete cases for 
the mother, maternal grandmother and paternal grandmother. The use of MI induces a 
substantial increase in the prevalence of hypertension in maternal grandmothers (from 
32.7% to 49.2%), paternal grandmothers (from 25.6% to 47.3%), maternal grandfathers 
(from 20.8% to 35.5%) and paternal grandfathers (from 18.1% to 36.8%). To note, both sets 
of grandparents, have the highest number of missings.  
Model coefficients and corresponding 95%CIs for each of the two methods for handling 
missing data are shown in Table 6.  Considering only the history of hypertension in the 
parents, both methods, the analysis with complete-cases and the analysis with MI, show 
similar results. Considering maternal history of hypertension (mother and maternal 
grandparents), a positive and significant association was found when all members of the 
maternal family have hypertension using the complete-case analysis (aORCC=2.64, 95%CI: 
1.14-6.09). The MI model did not show any significant associations, crude and adjusted. 
Regarding paternal history, none of the approaches found significant results, but as for 
maternal history, the MI analysis presented weaker associations. When the family history of 
hypertension was considered, including all members of the family, a significant association 
was found when more than 3 people had hypertension (aORCC=1.68, 95%CI: 1.06-2.67) for 
the complete-case analysis. The MI model also showed a positive association when more 
than 3 people had hypertension but it was weaker and was not statistically significant. 
Finally, the coefficient change between aORs with MI ranged from 21.2% when both parents 
have hypertension to 83.8% when all maternal family have hypertension. 
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Discussion 
We aimed to compare two techniques for handling missing data: complete-case and MI in 
the analyses of the association between an adolescent’s risk of high blood pressure and 
family history of hypertension.  
Comparing the prevalence of hypertension for complete and incomplete cases, statistically 
significant differences were observed for the mother (p<0.001), maternal grandmother 
(p=0.001) and paternal grandmother (p=0.001). Incomplete cases had a higher prevalence of 
hypertension compared to complete cases, this shows a relation between health status and 
missing values; subjects with deteriorated health status were more likely to respond with 
missing items. It is possible that these individuals may avoid questions that are 
uncomfortable or cause distress (17, 18). Although there are large differences in the 
estimates of prevalence of family history of hypertension, the direction of the association is 
the same, however, the magnitude of association decreases when using MI. 
A sensitivity analysis showed significant changes in the association between family history of 
hypertension and the odds of adolescents’ high blood pressure. In general, in the complete-
case analysis there was statistically significant or almost significant increase in the risk of 
developing pre-hypertension or hypertension. However, after MI, these associations 
attenuated. Three models of family history of hypertension were used for the study of the 
association between adolescent’s high blood pressure and family history of hypertension.  
The model based only on data from the parents, without adjustments shows one of 
advantages of MI, the increase in sample size and consequently of statistical power, 
transformed an almost significant association with the complete-case analysis into a 
significant association, considering that the change in coefficient was moderate. The 
complete-case analysis, which excluded almost two-thirds of the original sample, was likely 
biased and lacked power. The analysis after MI had a lower proportion of missings, as a 
result of the inclusion of the observed values, particularly for the mother, who had the lowest 
prevalence of missings (12.5%). Although there was a significant difference between 
complete and incomplete cases for the prevalence of hypertension in the mother, the impact 
of their inclusion after MI was low, as confirmed by a moderate change in the coefficient 
(21.2%).  
When we used definitions that include data from grandparents (Maternal and Paternal, and 
global history of hypertension) there was a substantial change in the association after MI, 
supporting possible selection bias in the complete-case analyses. This may have occurred 
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because the prevalence of hypertension of grandparents between complete case and 
incomplete cases differed significantly. Further, the grandparents had the highest proportion 
of missings (>30%), and including them in the complete-case analyses meant dropping all of 
the incomplete cases, which may have become potentially biased. The complete-case 
analyses included only 744 participants from the original 2160, meaning that two-thirds of the 
sample was lost. Performing MI substantially increased the prevalence of hypertension for 
grandparents. Thus, the model coefficients were considerably different; showing that fitting a 
model to only the complete cases may be biased.  
Our study supports that missing data may be not completely at random as there were 
determinants predicted in a previous manuscript (Manuscript 1). Consequently, it was 
necessary to assess the proportion of cases with missing data when selecting a technique to 
treat missing data rather than dropping cases with missing data.  
It has been found that researchers do not often discuss the method for handling missing 
data, and when they do, the most frequently reported methods are complete-case and 
available-case analyses, known as listwise deletion and pairwise deletion, respectively (2, 
19, 20). As our results showed, these techniques, which drop cases with missing values, 
provide inefficient though valid results when missing data are MCAR, but biased when 
missing data are MAR, which is the more common form of missingness (19, 21). A more 
sophisticated technique is MI, where imputations are based on other known subject 
characteristics. This is a fairly easy method to use and allows for the use of standard 
software to analyze the data once the imputations are done. Moreover, MI leads to less 
biased results with correct standard errors; specially in situations where missing data are 
MCAR or MAR (21). So it is important reinforce that researchers need to provide explicit 
information about the technique employed to handle missing data 
It is also important to acknowledge the uncertainties that are present as a result of missing 
data. Researchers are encouraged to explore the pattern of missing data and reasons for 
missing data. A sensitivity analysis should be conducted in order to explore the robustness of 
conclusions in the presence of missing data and characteristics between participants with 
complete and incomplete data should be reported. The comparison of complete and 
incomplete subjects indicates how participants differ, how missing values lead to 
nonresponse bias and can be used to assess the MCAR assumption. However, many 
articles fail to describe missing data and their handling (2, 20, 22). Consequently, it becomes 
difficult to know if conclusions would have been different if such methods had been used. 
Missing data determinants must be reported, as they are extremely valuable in justifying 
analysis assumptions.  
 47 
The current study has several limitations. The evaluation of missing data techniques is not 
exhaustive. Not all available techniques were analyzed here and it is important to keep in 
mind that there are other techniques available to handle missing data, such as inverse-
probability weighting or regression methods (5, 6, 23). Further, although we have shown that 
the MCAR assumption may be discarded, as was also concluded in the previous manuscript 
(Manuscript 1), we were unable to distinguish between MAR and MNAR. Consequently, 
future research could use information, from subsequent data collection for the EPITeen 
Cohort, to recuperate some of the missing data in the baseline evaluation through the use of 
the last observation carried forward imputation (7, 24) to understand if data are MAR or 
MNAR. 
As the family history of hypertension was based solely on self-reported data and some 
adolescents had negative family history of hypertension for the mother and father because 
their parents were relatively young to have developed the disease (12), the associations 
found may have been attenuated. Consequently, secondary sources for clinical information, 
particularly for the grandparents who have the highest percentage of missings, could be used 
to recuperate missings, which could be used to validate our MI model. 
Conclusion 
Our sensitivity analysis showed significant changes in the association between family history 
of hypertension and the estimate of risk of adolescent’s high blood pressure. In general, after 
MI, associations became attenuated. This study shows that in most situations, complete-
case or available-case analyses, which drop cases with missing data, should be discouraged 
as they may be biased. Instead, researchers should consider more advanced methods such 
as MI, particularly if a large percentage of cases are missing data.  
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Tables 
Table 5 Prevalence of family hypertension, adolescent’s BMI, parents smoke and parents’ education for the total sample, complete and incomplete cases and after multiple 
imputation (MI) 
  Total Sample Complete Cases
a
 Incomplete Cases
b 
p-value Multiple Imputation 
  n % n % n % n % 
 Total 2160 100 744 34.4 1416 65.6  2160 100 
Mother’s 
hypertension 
  744  1146     
No 1577 73.0 649 87.2 928 81.0 <0.001 1796 83.2 
Yes 313 14.5 95 12.8 218 19.0  364 16.8 
Missing 270 12.5        
Father’s 
hypertension 
  744  957     
No 1469 68.0 642 86.3 827 86.4 0.940 1869 86.5 
Yes 232 10.7 102 13.7 130 13.6  291 13.5 
Missing 459 21.3        
Maternal grandmother’s 
hypertension 
 744  681     
No 718 33.3 406 54.6 312 45.8 0.001 1096 50.8 
Yes 707 32.7 338 45.4 369 54.2  1064 49.2 
Missing 735 34.0        
Maternal grandfather’s 
hypertension 
 744  528     
No 822 38.1 484 65.1 338 64.0 0.703 1394 63.5 
Yes 450 20.8 260 34.9 190 36.0  766 35.5 
Missing 888 41.1        
Paternal grandmother’s 
hypertension 
 744  455     
No 645 29.9 429 57.7 216 47.5 0.001 1138 52.7 
Yes 554 25.6 315 42.3 239 52.5  1022 47.3 
Missing 961 44.5        
Paternal grandfather’s 
hypertension 
 744  318     
No 672 31.1 474 63.7 198 62.3 0.654 1366 63.2 
Yes 390 18.1 270 36.3 120 37.7  795 36.8 
Missing 1098 50.8        
Adolescent hypertension  744  1280     
Normal 1369 63.4 499 67.1 870 68.0 0.677 1462 67.7 
Pre or 
hypertension 
655 30.3 245 32.9 410 32.0  699 32.3 
Missing 136 6.3        
Adolescent’s 
BMI* 
  744  1295     
Normal weight 1525 70.6 556 74.7 969 74.8 0.999 1615 74.8 
Overweight 320 14.8 117 15.7 203 15.7  338 15.6 
Obese 194 9.0 71 9.5 123 9.5  207 9.6 
Missing 121 5.6        
Parents smoke or used to 
smoke 
 744  1255     
Neither 424 19.6 155 20.8 269 21.4 0.210 460 21.3 
One 836 38.7 296 39.8 540 43.0  906 41.9 
Both 739 34.2 293 39.4 446 35.5  794 36.8 
Missing 161 7.5        
Parents’ educational level (years of 
schooling) 
744  1320     
≤4 314 14.6 58 7.8 256 19.4 <0.001 335 15.5 
5 to 9 674 31.2 185 24.9 489 37.0  707 32.7 
10 to 12 536 24.8 224 30.1 312 23.6  557 25.8 
≥13 540 25.0 277 37.2 263 19.9  561 26.0 
Missing 96 4.4        
a
 defined as having all relevant variables completed; 
b
 participants with available data but excluded from complete-case analyses; * BMI: body mass index; Normal weight: BMI 
below 85
th
 percentile for gender and age; Overweight: BMI between 85
th
 and 95
th
 percentile for gender and age; Obese: BMI above 95
th
 percentile for gender and age 
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Table 6 Analysis of the association between family history of hypertension and adolescent’s high blood pressure* using complete-cases (CC) 
and using multiple imputation (MI) 
  
Analysis with Complete Cases Analysis with Multiple Imputation Coefficient 
Variation
a
 OR (95% CI) aOR (95% CI) OR (95% CI) aOR (95% CI) 
Parents’ History 
  
       
Neither Ref. Ref. Ref. Ref.  
One 1.32 (0.91-1.91) 1.27 (0.87-1.87) 1.20 (0.96-1.49) 1.16 (0.93-1.46) 37.9% 
Both 2.22 (0.94-5.20) 1.99 (0.82-4.82) 1.93 (1.12-3.31) 1.72 (0.98-3.02) 21.2% 
Maternal and Paternal        
Maternal       
None Ref. Ref. Ref. Ref.  
One 0.81 (0.56-1.16) 0.78 (0.54-1.13) 0.97 (0.75-1.25) 0.94  (0.71-1.25) 75.1% 
Two 1.08 (0.71-1.64) 1.04 (0.67-1.60) 1.11 (0.79-1.56) 1.09 (0.76-1.56) -119.7% 
All 3.01 (1.34-6.75) 2.64 (1.14-6.09) 1.23 (0.78-1.93) 1.17 (0.73-1.88) 83.8% 
Paternal       
None Ref. Ref. Ref. Ref.  
One 1.00 (0.69-1.45) 1.10 (0.75-1.60) 1.04 (0.79-1.37) 1.07 (0.81-1.43) 29.0% 
Two 1.21 (0.80-1.85) 1.27 (0.83-1.96) 1.16 (0.83-1.62) 1.16 (0.82-1.64) 37.9% 
All 1.37 (0.64-2.95) 1.26 (0.57-2.78) 1.14 (0.70-1.85) 1.06 (0.64-1.77) 74.8% 
Global History         
≤3 Ref. Ref. Ref. Ref.  
≥4 1.81 (1.15-2.82) 1.68 (1.06-2.67) 1.24 (0.89-1.71) 1.18 (0.85-1.64) 68.1% 
 
* high blood pressure defined as including adolescents with pre-hypertension and hypertension 
OR (95%CI): Odds Ratio (95% Confidence Interval); aOR (95%CI): adjusted Odds Ratio (95% Confidence Interval) to parents smoke or used 
to, parents’ educational level (years of schooling) and adolescent’s BMI 
a (ln(aORCC)-ln(aORMI))/ln(aORCC)
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Conclusions 
Missingness was found to be associated with lower socio-economic status and whom the 
adolescent resides with, particularly in the study of family history of disease. Specifically, 
missingness was positively associated with living in a home with more than 2 
people/bedroom. While negatively associated with the adolescent being female, higher 
parental educational level, living in a home with less than 2 people/bedroom and attending a 
private school. Missingness was negatively associated with the adolescent residing with both 
parents but positively associated with residing with people that do not include the parents. 
Accordingly, when researchers design their studies, they should target these groups in order 
to prevent item nonresponse.  
Further, the sensitivity analysis showed significant differences in the association between the 
risk of adolescent’s high blood pressure and family history of the disease. In general, the 
complete-case analyses, which excluded cases with missing data for the relevant variables, 
showed statistically significant or almost significant increase in risk. However, these 
associations were attenuated after MI.  
Therefore, it becomes imperative for researchers to state assumptions underlying the 
method used to handle missing data and justify them through data descriptions and 
sensitivity analyses; as in most situations, complete-case or available-case analyses may be 
biased. This is especially important when large proportion of participants have missing data 
and complete and incomplete cases differ, and justify them through data descriptions and 
sensitivity analyses.  
 
