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Abstract
Density stratified, shear flows are a common flow phenomena that occur in many engineering
applications.

Using the commercial code CFX 4.1, several numerical simulations were

performed involving various stratified shear flows that have been investigated experimentally.
One set of experiments dealt with homogeneous shear, involving fresh water and brine, which
are miscible fluids.

The other set of experiments dealt with a developing shear layer,

involving two immiscible fluids, namely fresh water and diesel fuel. Of primary interest in
these simulations was the ability to predict trends for the interfacial thickness and local
characteristic Richardson numbers. After these verification/validation studies, the re-fueling
of a compensated fuel/ballast tank, which is partially characterized by a shear layer, was also
simulated. Compensated fuel/ballast tanks (CFBT) are used in US navy ships and are located
in the bottom of the ships. During re-fueling diesel fuel is pumped into a series of tanks
through a vertical inlet pipe, forcing the compensating sea water out of the bottom of the tank
through an exit pipe, and some of the fuel becomes entrained in the water exiting the tank. Of
primary interest in this re-fueling process is the extent to which the fuel and water mix.

In all of the simulations, various multiphase models and turbulence models were evaluated.
The turbulence models that were used included the standard k-ε model and a modified form
of the k-ε model that included effects of buoyant production and dissipation of turbulent
kinetic energy.

The multiphase models that were evaluated included the default CFX

homogeneous model and two versions of a single fluid, scalar transport model (SFST), which
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were implemented through user FORTRAN. The SFST models solve one set of momentum
equations, but still account for the relative velocity between the phases.

For the simulations involving fresh water and brine, time averaged, steady state solutions were
obtained using a single fluid, scalar transport model, and the k-ε turbulence model. The
majority of the experimental parameters were predicted within an acceptable level of error.
The maximum velocity gradient thickness, hS, and the shear Richardson numbers were well
predicted in magnitude, although the trends for these parameters that were observed in the
experiments were not always seen in the simulations. This was most likely due to the
exclusion of low Reynolds number effects, in the k-ε model that was used in the simulations.
The predicted trend for the interfacial thickness, δ
, was good for all four cases. An interfacial
thickness relationship given by δ
/H ~ (Ri*)-2.1 and an entrainment relationship given by E ~
(Ri*)-1.1 were predicted by the model and are in agreement with experimental observations.

For the simulations of the mixing layer involving diesel fuel and fresh water, time averaged,
steady state solutions were obtained using a single fluid, scalar transport model and the k-ε
turbulence model. Results from these simulations show a strong gradient Richardson number
dependence, where the range of gradient Richardson numbers in the simulations ranged from
RiG = 0.05 to RiG = 0.25. The predicted flow field was confirmed to qualitatively represent the
actual flow field that was observed experimentally.

The simulations of the compensated fuel/ballast tank using the SFST model demonstrated the
applicability of single fluid scalar transport models to complicated mixing situations where
iii

relative velocity effects are important. The transient mixing process showed that buoyant
flow events around manholes and internal openings are important areas where a significant
amount of mixing can occur. The re-fueling efficiency was also shown to be deficient in the
geometry that was simulated.
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ρ
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Mixture density
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δ
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Dynamic viscosity
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ε
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σ

Surface tension

Subscripts
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m

Indicates mixture quantity

1

Indicates quantity from upper layer in homogeneous shear flow

0
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1.0 INTRODUCTION
1.1 Background
Compensated fuel/ballast tanks (CFBT) are used in US Navy ships for stability and ease
of operation. The tanks, which are located in the bottom of ships, are linked together in
groups of 2-5 tanks [3]. A sketch of a typical compensated fuel/ballast tank, which is
referred to as DDG 51 Tank 5-300-2-F CFBT, is shown in Figure 1.1.

Figure 1.1 - Geometry of baseline DDG 51 Tank 5-300-2-F CFBT.
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As shown in Figure 1.1, the typical tank is broken up into a series of compartments that
are connected by manholes and limberholes. Each tank may hold anywhere from 30,000
to 120,000 liters (8,000 to 32,000 gallons) of fuel, with each set of tanks holding
approximately 260,000 liters (70,000 gallons). The typical compensated fuel/ballast tank
that is shown in Figure 1.1 is 12.0 x 2.7 x 1.4 meters, where the tank is 1.4 meters high at
the highest point. As fuel is drawn off the top, sea water is allowed to enter the bottom of
the tanks and when empty a tank typically has a 0.08 m (3.0 in) layer of fuel on the top.
During a typical re-fueling process, fuel enters near the top of the tank, through an
upward inlet pipe, at flow rates between 60 to 95 liters/sec (950 to 1,500 gal/min.). The
compensating water is forced out of the bottom of the tank through an outlet, located in
the last tank. The density of the fuel is about 850 kg/m3, compared to the density of the
sea water which is approximately 1,025 kg/m3. Though, in general, buoyancy forces
compete to keep the fluids separated, the turbulence that develops because of the
relatively high shear rates and the internal obstacles causes some of the fuel to become
entrained in the sea water that is discharged overboard. This is a concern not only
because of the wasted fuel but primarily because of the possible violation of
environmental regulations. Another problem typically encountered in these tanks is that
of water hideout, where sea water is trapped at the bottom of a compartment. This has
been estimated to happen in up to 20% of the tank and is an obvious inefficiency [3].

A common flow scenario characterizing the re-fueling of a CFBT is a high shear flow that
develops at the interface of the fuel and water. This happens as the fuel pushes the water
out of the bottom of the tank. In light of this flow scenario, the mechanisms that
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influence mixing at a sheared, density stratified interface are important in both
understanding and controlling the flow through a compensated fuel/ballast tank. One
important characteristic of the shear flow that occurs in the tank is that the fuel and water
are immiscible fluids. Most experimental measurements involving density stratified,
shear flows involve miscible fluids (e.g. fresh water and salt water) and only investigate
the mixing and transport of some scalar quantity, usually salt concentration or heat.
While in general the behavior of immiscible and miscible fluids is fundamentally
different, some aspects of shearing flows involving miscible fluids are applicable to
characterizing and understanding similar flows involving immiscible fluids. Therefore
the present study is undertaken with the goal of investigating density stratified, shearing
flows involving both miscible fluids and immiscible fluids.

1.2 Objectives
The long term goal of this study, is the development of a computational tool that can be
used to predict fuel concentration in the compensating water. The predictions from this
computational model could be used to suggest structural and operational modifications
that can reduce the amount of fuel that is discharged overboard as well as reducing the
water hideout [3]. This work was jointly undertaken by researchers and engineers at the
Naval Surface Warfare Center (NSWC) in Bethesda, Maryland, at Johns Hopkins
University in Baltimore, Maryland, and at West Virginia University (WVU). This study
is part of the larger scope of work at WVU that is being performed under the direction of
Dr. Ismail Celik and involves the development of a multiphase model for turbulent flows,
suitable for predicting fuel entrainment during the re-fueling of a compensated fuel
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ballast tank. In light of the overall project, the work contained in this thesis centers
around three objectives. The first objective involves the simulation of density stratified,
shearing flows involving two miscible fluids.

These simulations investigate how

accurately certain multiphase models and turbulence models predict trends in flow
parameters that are observed experimentally. The variation of key parameters such as the
interfacial thickness and characteristic Richardson numbers, as well as any production or
dissipation of turbulent kinetic energy due to buoyancy effects, is also investigated in
these simulations.

The second objective involves the simulation of mixing of immiscible fluids in a
developing, density stratified, mixing layer. In addition to predicting experimentally
observed trends in these simulations, methods for simulating relative velocities between
the fluids is investigated.

Here, the relative motion of the fluids is important for

capturing settling and rise velocities of the fluid droplets that form at or near the sheared
interface.

Effects of drag, buoyancy, gravity, and surface tension are some of the

important parameters in flows involving immiscible fluids that mix, and methods for
accounting for such effects are investigated. Characteristic Richardson numbers are also
considered in these simulations, as well as effects of the droplet sizes that form in the
shear layer.

The third objective deals with simulating the transient filling of a full scale, compensated
fuel/ballast tank, based on the multiphase modeling information that is gained from the
two-dimensional simulations involving the shear layers. These simulations involving the
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CFBT are used to evaluate the performance of various multiphase models on complicated
geometries and to investigate aspects of the flow inside the tank that are related to
mixing. Some of the areas of interest in these simulations are where the most mixing
takes place in the tank and what the re-fueling efficiency is for the CFBT that was
simulated. The fueling efficiency compares the time that it takes for the fuel to reach the
outlet compared to the mean flow through time.

In all of the simulations, the effectiveness of using a single-fluid, mixture model is also
investigated.

Here, only one set of momentum equations is solved along with an

additional scalar equation that is solved for the volume fraction of the fuel. The reason
for using the single-fluid, mixture model, is to provide computational efficiency. This is
necessary as some of the numerical ballast tank simulations require at least 250,000
computational cells and computer simulations can take weeks.
1.3 Overview
First, the literature on turbulence generation and mixing in density stratified, shear flows
is reviewed. An introduction to the general parameters of interest that are used to
describe stratified shear flows is given along with experimental findings and descriptions
from several of the selected papers.

Current literature on numerical simulations of

density stratified shear flows is also discussed.

Following the literature review, a general introduction to the multiphase flow models that
were used to predict the mixing of two liquids is reviewed. Namely, two variations of a
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single fluid, mixture model referred to as the SFST model are discussed. The SFST
model is a simplified variation of Ishii’s drift flux model [16]. Turbulence models for
single phase flows are presented along with the methods and assumptions used to account
for buoyant production and dissipation of turbulent kinetic energy in multiphase flows.
This discussion of the multiphase models and turbulence models lays the groundwork for
the simulations involving the shear flows and the compensated fuel/ballast tank.

Following the review of the models, several numerical simulations involving a series of
experiments investigating the mixing and transport of a scalar at a sheared density
interface involving water and brine are presented. These experiments were recently
conducted by Sullivan and List [28]. Here, the version of the SFST model that is used to
simulate the mixing is well suited for miscible fluids and is referred to as SFST1. This
model is used in light of the fact that these experiments involving miscible fluids are
essentially related to the distribution of a scalar defining the concentration or volume
fraction of one of the fluids.

Next a series of simulations characterizing the mixing of two immiscible liquids in a
density stratified mixing layer are performed. The multiphase model used for these
simulations is a form of the SFST model that is well suited for flows involving
immiscible fluids and is referred to as SFST2. Results of the numerical simulations are
discussed in light of experimental observations involving single phase mixing layers and
density stratified shear layers. Methods for modeling the droplet breakup and formation
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during the shearing of the immiscible fluids is also discussed, as well as the methods used
for handling relative phase velocities.

Considering the time averaged solutions that were obtained for the cases involving
density stratified, shear layers, some clarification should be made in regards to the
purpose of the simulations. For cases involving density stratified, shear layers, it is
possible to predict Kelvin-Helmholtz waves, which are an inviscid phenomena and which
can be provoked to occur in a numerical simulation by imposing a disturbance. This
disturbance will lead to flow instabilities and eventually to the stable mode of the KelvinHelmholtz waves. The prediction of Kelvin-Helmholtz waves requires an appropriate
grid size, relatively small time steps, and appropriate boundary conditions. However, the
goal of the simulations in the current study was to predict the time averaged flow field
and the time averaged effects of such occurrences as Kelvin-Helmholtz waves, not the
Kelvin-Helmholtz flow structures themselves. It should also be mentioned that the use of
such models as the k-ε turbulence model, which by design increases the apparent
viscosity and diffusivity of the flow, would make the numerical prediction of KelvinHelmholtz structures difficult in any simulation.

Such quantities as the gradient

Richardson number were calculated with the goal of identifying the mixing regimes and
mixing mechanisms that the predicted flow field presumably represented appropriately in
a time averaged sense.

Finally, a transient, three dimensional simulation of a compensated fuel/ballast tank is
performed using SFST2 and a form of the k-ε turbulence model that is applicable to
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buoyant flows. The discussion focuses on the applicability of using SFST2 for the
immiscible flow simulations in a realistic geometry as is encountered in a CFBT. Several
key observations related to the flow inside a fuel ballast tank are presented where areas of
high mixing and the fueling efficiency are discussed in light of the given geometry.

As a general note, it should be understood that in this work the term “two-phase flow”
refers to two distinct liquids, rather than two different phases. This interpretation is
somewhat more general than the typical thermodynamic interpretation involving solids,
liquids, and gases; however, it is common practice in the literature when describing any
flow with more than one unique fluid to use the term “two-phase flow”. Also, a variable
referred to as the volume fraction, defined as the volume of the particular phase per unit
volume, is used extensively in two-phase theory and modeling. In the experiments
involving miscible fluids the term concentration is used by the experimenters to describe
a variable that is similar to the volume fraction. Hence, the terms volume fraction and
concentration will be used interchangeably in light of the miscible shear flow
experiments.
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2.0 REVIEW OF LITERATURE
2.1 Introductory Definitions and Concepts
Buoyant flows, specifically density stratified, shear flows, are characterized by a common
set of parameters and dimensionless numbers. The primary distinction of a buoyant flow
from other flows is that the effects to be described result from the action of some body
force, usually gravity, on variations in the density from point to point in the flow [33].
Before presenting a somewhat detailed review of the literature dealing with density
stratified shear flows, some description of the parameters and definitions characterizing
these flows is made. This will serve to better clarify the results presented from the
literature and to give some introduction to the parameters that are of interest in the
numerical simulations.

An idealized shear flow scenario is shown in Figure 2.1,

illustrating some of the parameters that are of interest. The parameters described are
understood to apply to incompressible fluids, where gravity is the only body force.
Interface

Upper Layer

ρ1

U1
δS

H

b v

∆

h1
h0

U0

δΜ
ρ0

Buoyancy Flux
Lower Layer

Figure 2.1 - Idealized density stratified shear flow.
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Density variations in a fluid give rise to some departure from hydrostatic equilibrium and
can be characterized by the reduced gravitational force that the fluid element will feel in
the event of a density fluctuation. A parameter describing this reduced gravitational force
or buoyancy force can be defined by the density variation from some reference density.
Hence a term commonly found in the literature describing buoyant flows is given by
b=g

ρ − ρ1
ρ1

(2.1.1)

where ρ1 is usually the density of the lighter fluid. This term is commonly referred to as
the buoyancy term, which is essentially a buoyant force per unit mass.

A key parameter characterizing the extent of mixing at the interface of a density stratified
flow, is the entrainment velocity [28], designated as ue. For a transient stratified, shear
flow, the entrainment velocity is defined as the normal velocity at the edge of the mixed
fluid, as the width of the mixed fluid thickness, δ
Μ , grows with time [23]. For a steady
state situation the entrainment velocity is defined as the volumetric flow rate of the fluid
being entrained, divided by the cross sectional area over which entrainment is occurring
[23]. This amounts to determining the volume of lower layer fluid that is entrained in the
upper layer per unit time per unit area [28].

This parameter may also be regarded as a

time rate of change of potential energy per unit mass [23]. The dimensionless entrainment
velocity is usually given by
E=

ue
U ch
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(2.1.2)

where Uch is a characteristic velocity scale associated with either the free stream or some
characteristic shear stress. E is also referred to as the dimensionless entrainment.

Another key parameter characterizing the extent of mixing at the interface is the turbulent
buoyancy flux which is given by
B=g

( ρ '− ρ1 ) v '
ρ' v'
=g
= v' b '
ρ1
ρ1

(2.1.3)

where the overbar indicates a time averaged quantity (Note that ρ1 is constant but the
density ρ is not). In some cases this parameter appears in the turbulent kinetic energy
equation and in many cases is found to be of the same order of magnitude as the viscous
dissipation of turbulent kinetic energy at a density stratified, sheared interface. The
buoyancy flux may also be regarded as a time rate of change of potential energy per unit
mass and can be related to ue.

In a homogeneous, density stratified shear flow, primarily two vertical length scales
characterize the shear layer. Typically these two scales are taken to be either the shear
layer thickness, δ
S, and the mixed fluid thickness, δ
Μ , (See Figure 2.1) or the maximum
velocity gradient thickness, hS , and the maximum density gradient thickness hρ ,[
1]. hS
is defined by

hS =

( U1 − U0 )
(∂u / ∂y )Max

(2.1.4)

where (∂u/∂y)Max is the maximum vertical velocity gradient at the interface. hS may be
thought of as a length scale that is inversely proportional to the shear rate. In terms of a

11

laminar Couette flow between parallel plates that are separated by a distance hS and
moving with opposite velocities U1 and U0, ∂u/∂y would equal (U1 -U0) / hS. In this case
a small hS indicates a higher shear. The maximum density gradient thickness is given by

hρ =

( ρ0 − ρ1 )
(∂ρ / ∂y)max

(2.1.5)

and represents a parameter characterizing the extent of the buoyancy forces at the
interface, similar to that defined for the velocity [1]. A small hρ would indicate a
relatively steep density gradient or a more buoyancy dominated flow compared to a large
hρ. The ratio given by hS/hρ is sometimes used as a relative measure of the influences of
buoyancy and turbulence. This ratio gives a parameter that is somewhat similar to the
gradient Richardson number. For a case governed by linear gradients, δ
S and δ
Μ are equal
to hS and hρ respectively. Another length scale that is used in some of the literature is the
interfacial thickness, δ
, which is different than δ
M. Typically δis defined in terms of the
mixing in the vicinity of the interface and δ
M represents the entire layer over which
mixing occurs. More formal definitions of these two parameters will be given in later
chapters.

Literally all buoyant flows, whether stratified shear flows or not, rely on a fundamental
parameter that characterizes, to some degree, the relative influence of buoyancy to inertia
or buoyancy to turbulence. This parameter is the Richardson number, of which many
definitions exist depending on the characteristics of the flow and the phenomena in
question. Six of the most common definitions of this parameter and their interpretations
for stratified shearing flows, will be presented here. This will provide some basis for
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comparing the results presented in the literature that was investigated, and in describing
the numerical simulations. Namely, descriptions for the overall, gradient, shear, layer,
mixed layer, and flux Richardson numbers will be presented.

Density stratified shearing flows are characterized by several mixing regimes that develop
at the interface based on what instabilities are present.

Depending on the relative

magnitudes of δ
S and δ
Μ or hS and hρ, several kinds of instabilities and mixing
mechanisms are observed at the interface [10]. Typically some ratio giving the relative
influence of the vertical shear scale to vertical density scale, may be formed and the
mixing regimes are then characterized by the resulting dimensionless number. Two of
these dimensionless numbers are the gradient and shear Richardson numbers.

The gradient Richardson number is generally regarded as a measure of the local
instability at the mixed interface, between the shear layers, and is defined by
Ri G =

− (g / ρ)(∂ρ / ∂y )
(∂u / ∂y ) 2

(2.1.6)

Tennekes and Lumley regard this parameter as a ratio of the local mean shear time scale
to the mean buoyant time scale [29]. This implies that the buoyancy will tend to respond
to turbulent fluctuations on a much faster rate and quickly damp interfacial mixing as the
gradient Richardson number increases. In this regard RiG could be thought of as some
measure of the time it takes a turbulent fluctuation to penetrate the interface divided by
the time it takes the buoyancy to eject any fluid of differing density caused by the
turbulent fluctuations.
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Another parameter which gives some overall measure of the interfacial instabilities in a
turbulent shear flow is the shear Richardson number given by
Ri S =

bh S
( U 0 − U1 ) 2

(2.1.7)

for layer free stream velocities U0 and U1. Here hS is the maximum velocity gradient
thickness. The interpretation of hS previously given carries into RiS as a relatively small
hS would cause RiS to be low indicating a more turbulent dominated interface, and a
larger hS would indicate a more buoyancy dominated interface. This parameter is useful
in that it gives a single overall characterization to the relative influence of shear and
buoyancy for a homogeneous, stratified shear flow.

As there are usually two turbulent layers in a stratified flow, the layer Richardson number
gives some measure of the buoyancy and turbulence influences in the stratified layers
themselves. Here the relative length scale for either stratified layer is usually defined to
be the partial shear layer extending from the center of the mixed interface to the point
above or below the interface where no velocity gradient exists. This is illustrated in
Figure 2.1. The scale of the shear layer plays an important role in the entrainment
process, as it is responsible for the production of turbulent kinetic energy at the interface
[24]. With the free-stream velocity characterizing the shear, the layer Richardson number
is given by
Ri l =

hb
(U − ui ) 2
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(2.1.8)

for either the top or bottom layer.

Here h is the thickness of the momentum or

concentration boundary layer and ui is the interface velocity and is used to give some
measure of the shear as taken in a reference frame moving with the interface. This is the
primary reason that the Richardson number for two layers based on the relative shear
with respect to the interface velocity may be quite different than that estimated by
assuming the interface occurred at the point of zero velocity. Since the interfacial offset,
∆, can be non-zero it is possible for the instability mechanisms to diverge into different
modes, one characterizing the lower layer and one characterizing the upper layer,
depending on the relative gradients in each layer [10]. This is equivalent to having one
set of buoyancy and turbulence length scales in the bottom layer and another set of scales
in the upper layer, necessitating two Richardson numbers for characterizing entrainment.

A slightly different form of the layer Richardson number is also frequently used and will
be referred to as the mixed layer Richardson number. This parameter can be used when
two layer Richardson numbers are not desired, but the width of the layer over which
mixing occurs is the desired length scale. The mixed layer Richardson number is given
by
Ri L =

δM b
( U 0 − U1 ) 2

(2.1.9)

The mixed fluid thickness is sometimes replaced by the shear layer thickness, δ
S, which
may be a more appropriate length scale for certain stratified flows.
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The overall Richardson number is generally used as a parameter that describes the overall
state of a stratified flow using some characteristic flow dimension. This characteristic
flow dimension that is usually taken as the entire depth of the two layers. Hence this
parameter should not be confused with any local parameters based on gradients of density
or velocity [34]. The overall Richardson number is defined as
Ri* =

Hb
( U ch ) 2

(2.1.10)

where Uch is some characteristic velocity scale. Uch is typically defined as the difference
between the lower and upper layer, free stream velocities. Here H is characteristic of the
turbulence for cases where the flow in both layers is turbulent and for cases where the
shear at the interface is not entirely related to interfacial length scales. A parameter that
is referred to as the densimetric Froude number is sometimes used in place of the overall
Richardson number and is given by
Fri =

1
Ri *

(2.1.11)

The other definition of the Richardson number is based on the rate of buoyant dissipation
to turbulent stress production of turbulent kinetic energy. While this parameter may be
defined in several ways, a general definition comes from the turbulent kinetic energy
equation. For a horizontally homogeneous flow where v' represents the vertical velocity
fluctuations and the turbulent Reynolds stresses are characterized by ρu2, which is
approximately equal to -ρu'
v', the flux Richardson number may be given by
Ri F =

gv' ρ'
ρu 2 ∂u ∂y
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(2.1.12)

The flux Richardson number represents the ratio of the rate of removal of turbulent
kinetic energy by buoyant forces to the production of turbulent kinetic energy by shear
[33]. When the buoyancy term and the production term are modeled by

Ri F =

(

)

g ν T / σ ρ ∂ρ ∂y
gv' ρ'
≅
2
ρu2 ∂u ∂y
ρν T (∂u ∂y )

(2.1.13)

the flux Richardson number is approximately the same as the gradient Richardson
number for cases where the turbulent viscosity and diffusivity are close to equal [29].
Positive values of the flux Richardson number usually indicate stable stratification, as
positive fluxes upward of buoyancy generally correspond to stable stratification [29].

In characterizing stratified shear flows, most experiments describe several interfacial
mixing regimes that depend on the level of influence of buoyancy and turbulence at the
interface. Given some Richardson number that describes the influence of buoyancy and
turbulence or shear, these regimes are primarily characterized by the manner in which the
interfacial mixing occurs. For very low values of some Richardson number, a regime is
defined where mixing is primarily caused by interfacial instabilities that are commonly
observed in constant density flows where the interface is fully turbulent. This interface is
regarded to show significant Reynolds number dependence as the flow situation is very
similar to flows involving no density stratification.

As the Richardson number is

increased, the turbulence at the interface is damped and the mixing is primarily by
Kelvin-Helmholtz type waves, which thicken the interface by periodic formation and
breaking.

At still larger Richardson numbers, Kelvin-Helmholtz instabilities are no

longer observed and the interfacial mixing is driven by interfacial waves which form and
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are sheared off by turbulent eddies; here an eddy from the homogeneous layer, scours the
surface of the mixed interface and draws fluid of greater density into a crest, which is
then sheared off.

At extremely high Richardson numbers, interfacial waves are

suppressed and the mixing is dominated by molecular diffusion, which implies a Peclet
number dependence as well. Overall it is commonly agreed that four mixing regimes
exist [28]. As an added note, the majority of the work in the field seems to have been
done in the Kelvin-Helmholtz and wave breaking regimes.

2.2 Density Stratified, Shear Flow Literature
Moore and Long [23] performed experiments in a stably stratified layer of two fluids in a
cyclically continuous tank of rectangular cross section.

Steady state, horizontally

homogeneous, shear flow was achieved in these experiments, where salt water or brine
was flowing at the bottom layer, and fresh water was flowing at the top layer in the
opposite direction. A series of inlet jets and withdrawal slits, which were uniformly
distributed at the top and bottom walls, were used to induce the shear flow and to
maintain pure, unmixed fluid along the top and bottom walls.

To characterize their experiments Moore and Long defined an overall Richardson
number, Ri* by
Ri* =

Hb
( 2 ∆U) 2

(2.2.1)

where H is the total depth and -0.5b,0.5b,0.5∆U, and -0.5∆U are the buoyancies and
velocities, respectively, at the top and bottom of the layer.
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Here the buoyancy is given by
b=g

ρ0 − ρ1
ρR

(2.2.2)

where ρR is the average of the top and bottom layer densities ρ1 and ρ0,respectively.
Experiments were conducted for Ri* ranging from 1.0 to 30.0, based on averaged
quantities over the stratified layers.

The flow regimes considered in this set of

experiments consisted of a low Richardson number regime (Ri* < 3.0) where mixing was
predominantly influenced by K-H type of structures, and a higher Richardson number
regime (Ri* > 3.0) where mixing was primarily by shear driven wave breaking. Moore
and Long suggested a relationship for the dimensionless entrainment velocity given by
E∝

1
Ri *

(2.2.3)

where Ri* was defined by Eq. (2.2.1). The thickness of the layer over which the density
changes was also inversely proportional to Ri*.

Sullivan and List [28] performed experiments by measuring tracer dye concentrations in
two-layer, density stratified, turbulent shear flows. A counter flow was generated by two
inlets at the opposite ends of a 5.0 m long and 20.0 cm high channel. These experiments
were performed over a range of shear Richardson numbers varying from 0.1 to 1.0, which
corresponded to a K-H mixing regime and a shear driven, wave breaking mixing regime.
Sullivan and List also studied a mechanism known as eddy scouring, where fluid at the
mixed interface is vertically transported into homogeneous layers by large scale turbulent
eddies. Sullivan and List seem to be one of the first to specifically discuss the four
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mixing regimes mentioned in Section 2.1. To characterize their flow scenario, Sullivan
and List used the layer Richardson number, given as
Ri l =

hb
( U − ui )2

(2.2.4)

which was described in Section 2.1. A buoyancy term similar to that of Moore and
Long’s was defined by
b=g

ρ0 − ρ1
ρ1

(2.2.5)

for the top and bottom layer densities ρ1 and ρ0,respectively. Sullivan and List also used
the shear Richardson number given by
RiS =

bhS
( U 0 − U1 ) 2

(2.2.6)

as a parameter that is generally regarded as characterizing the interfacial instabilities in a
turbulent shear flow as is outlined in Section 2.1, along with the definition of hS. The
experimental

observations

indicated

that

the

dimensionless

mixed

interface

thickness, δ
/h, as defined by Sullivan [28] and the dimensionless entrainment velocity, E,
could be expressed in a functional form of

and

δ
/h ∝ Ril -1/2

(2.2.7)

E ∝ Ril -3/2

(2.2.8)

δ
/h ∝ Ril -1.0

(2.2.9)

in the K-H regime and by

and

E ∝ Ril -2.0

(2.2.10)

in the wave breaking regime. This was determined to be true for cases where only one of
the layers was turbulent and entraining. The dependence of the Reynolds number was
20

found to be unimportant except in the regime of extremely low Ri, where the interface is
fully turbulent. Peclet number dependence was found to exist in the molecular diffusion
dominated regime for high Ril.

When both layers are turbulent, it was found that

appropriate combinations of the layer Richardson numbers and other parameters must be
used for appropriate correlations.

Based on the experimental study, a model was

developed where δand E were functions of the combined layer Richardson numbers.

Atsavapranee and Gharib [1] studied a stratified, plane mixing layer using a 2.4 m long
by 13.0 cm high, stratified tilting tank.

These experiments dealt primarily with

identifying and describing structures and secondary instability mechanisms as functions
of the shear Richardson number between 0.0 and 0.25. Effects of the two vertical length
scales, hS and hρ,was also investigated. In addition to the primary Kelvin-Helmholtz
instabilities typically observed at lower RiS, secondary instabilities were also described.
Primarily, upon formation of a Kelvin-Helmholtz structure, smaller Kelvin-Helmholtz
structures within the larger vortex were observed that enhance the mixing at the interface.
Gravitational instabilities due to the variations in density were also observed to occur in
the core of the Kelvin-Helmholtz structure and increase the amount of mixing at the
interface. The roll up and pairing of the Kelvin-Helmholtz vortices is also illustrated.

Narimousa and Fernando [24] performed experiments of a shear flow where a lighter
layer was driven over a heavy quiescent layer in a closed loop water channel. Here an
overall Richardson number defined by
Ri* =

Hb
U2
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(2.2.11)

was used, where H was the vertical distance from the mixed interface to the top of the
upper layer, and U was the average velocity in the upper layer, which was fully turbulent.
U was essentially the velocity jump across the mixed interface. These experiments were
performed over a range of overall Richardson numbers, Ri*, varying from 0.0 to 25.0,
which corresponded to a K-H mixing regime and a wave breaking mixing regime. The
K-H regime was observed to persist for 0.0 < Ri* < 5.0 , followed by the wave breaking
regime for 5.0 < Ri* < 20.0. At still higher overall Richardson numbers, molecular
effects were observed to be important. In these experiments, a trend of the normalized
entrainment velocity followed
E∝

1
Ri *

(2.2.12)

where ue was normalized by the average velocity in the upper layer in calculating E.
Estimates of the buoyancy flux and production and dissipation of turbulent kinetic energy
at the mixed interface showed all three quantities to be of the same order. Some evidence
was also given for the validity of using a mean flow gradient-transport model in
describing the buoyancy flux, in homogeneous shear flows.

Fernando [10] gives an overall review of the majority of the experiments performed in
stratified shear layers, discussing reported mixing mechanisms, entrainment laws, and the
characteristic types of laboratory shear flows. For a two layer density stratified shearing
flow, where the primary generation of turbulence takes place at the interface, Fernando
gives the governing parameters as a type of combined layer Richardson number given by
Ri L =

δS b
( U 0 − U1 ) 2
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(2.2.13)

the normalized interfacial displacement given by
L Ch1 =

2∆
δS

(2.2.14)

and the ratio of the buoyancy and velocity interfacial thickness given by
LCh 2 =

δM
δS

(2.2.15)

This is similar in some sense to using two layer Richardson numbers to characterize the
entrainment and mixing regimes and the shear Richardson number to characterize the
instability mechanisms. Fernando describes the typical entrainment formulation given by
E∝

1
Ri L

(2.2.16)

as coming from a balance of the rate of change of potential energy to the kinetic energy
flux at the interface [10].

Turner and Ellison [33] discuss the typical instability and mixing mechanisms already
described as well as giving some extensive arguments based on the governing turbulent
kinetic energy and buoyancy (mass) equations. By considering the three fluctuating
velocity components separately, the influence of the buoyancy term is discussed in light
of its effects on dissipating the turbulence and its direct influence in making the
turbulence non-isotropic. The possibilities of applying an equilibrium based theory are
also discussed in light of a longitudinally homogeneous flow, where the shear production
is balanced by the viscous and buoyant dissipation [33].
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Overall the literature reviewed indicates that there is no agreement on which Richardson
numbers should be used for the different shear flows. It is clear that the turbulence
should scale with its primary production mechanism and that two layer flows may exhibit
different mixing regimes depending on the offset of the shear and concentration
interfaces. The form of an entrainment relation is another parameter that is not certain,
though it is expected to go as E ~ Ri-n . Several mixing regimes are identifiable and it is
agreed that the power law dependency of the Richardson number will change from one
regime to the next. Overall no complete model for entrainment has been formulated,
though much progress has been made in understanding and predicting certain classes of
flows.

2.3 Brief Review of Computational Studies
In light of the extensive work that has been done on the experimental side, the progress in
analytically or computationally simulating density stratified, shear flows is also reviewed.
This area is also quite extensive in quantity, and several important contributions have
been chosen for review.

Turner [33] reviews one of the first mathematical treatments of the problem, as given by
Townsend [30], by considering the equations for the turbulent kinetic energy and mean
square density fluctuations in a stratified, homogeneous shear flow. Neglecting small
diffusion terms in the turbulent kinetic energy equation, the k-equation reduces to a
balance between production by the Reynolds stress and the dissipation by working against
buoyancy gradients and viscous dissipation. In a similar manner, the equation governing
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the density fluctuations is shown to reduce to terms representing the balance between
production and dissipation of mean square density fluctuations.

Using a gradient

diffusion model and assuming constant eddy viscosity and diffusivities, Townsend
showed that several equilibrium regimes are possible, where the production and the
dissipation terms approximately balance. These assumptions led to a critical gradient
Richardson number of approximately 0.25, above which no equilibrium regimes are
possible. At this point the region comprising the interface is essentially laminar. Turner
also gives an inviscid

analysis, using linearized stability theory, of a vortex sheet

between two layers of un-mixed fluids. In this analysis the primary instability mechanism
is the Kelvin-Helmholtz instability.

Results indicate that the layer is stable for all

gradient Richardson numbers greater than 0.25 [33].

Kranenburg [21] used a gradient diffusion model where the eddy viscosity and diffusivity
were assumed to be functions of the gradient Richardson number to study horizontally
homogeneous, density stratified shear flow. The eddy viscosity and diffusivity in this
model were based on a set of transport equations that took effects of the finite adjustment
time of these exchange coefficients into account. The transient development of the shear
layer was studied, with the steady state being the desired outcome. Kranenburg found
that, under uniform shear, an initial linear buoyancy distribution will develop a stepwise
structure. Here the stepwise structure eventually forms two stratified layers that are
separated by a region of sharp gradient in buoyancy and velocity, similar to that reported
in Ruddick [26] and Moore and Long [23]. A stable linear distribution over part of the
solution was also observed for various parameters in the model.
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Holt, Koseff, and Ferziger [15] performed direct numerical simulations of the transient
development of a homogeneous stably stratified shear flow. The main objectives of their
study were aimed at understanding the influence of the Richardson number, the Prandtl
number, and the initial potential energy on the globally averaged statistics. Coherent
structures were also investigated as functions of the Richardson number. Their study
observed a critical Richardson number at which the mixing regime changes and the
amount of anisotropy in the turbulent fluctuations is at a maximum.

Jacobitz, Sarkar and Van Atta [19] performed direct numerical simulations of turbulence
evolution in a uniformly sheared, stably stratified flow. For these simulations, spectral
methods were used for the spatial discretisation and a third order Runge-Kutta scheme
was used for the temporal advancement. The turbulence evolution was found to be highly
dependent on the gradient Richardson number, the initial value of the Reynolds number
based on the Taylor micro scale, and the initial ratio of production to dissipation of
turbulent kinetic energy. Typical initial conditions for these simulations consisted of a
mean linear distribution for the shear and the buoyancy. Results from these simulations
indicated a critical gradient Richardson number, above which the turbulence will follow
an exponential decay and below which the turbulence will grow exponentially. This
critical gradient Richardson number was found to be in the range 0.04 < RiG < 0.17, and
was found to depend strongly on the Reynolds number and the initial ratio of production
to dissipation of turbulent kinetic energy.
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In the recent computational studies that have been performed, the majority of work seems
to have been either simplified analysis of the governing equations or in depth studies
using direct numerical simulations. While direct numerical simulations (DNS) can be
very accurate and can give large amounts of information concerning the flow, DNS is
very demanding on computational resources and is presently suitable only for relatively
simple flows. It is therefore seen as beneficial to investigate the application of models
that combine some amount of applicability to real world engineering problems on one
hand, while still providing some level of complexity in their treatment of the multiphase
flow and turbulent flow on the other hand.
approach.

27

The current investigation follows this

3.0 MULTIPHASE MODELS
3.1 Introduction to Multiphase Modeling
Continuum multiphase models can be categorized into either mixture models or multifluid models [14]. True multiphase modeling involves the consideration of each phase as
a distinct fluid, which leads to multi-fluid models.

Here, the primary conservation

equations of mass, momentum and energy are written individually for each phase, and the
phases interact via inter-phase transfer terms. Primary applications for multi-fluid models
involve cases where the general flow pattern of the two phases is not known, and the flow
is not amenable to simplifying assumptions. These models are somewhat complicated
because the introduction of numerous momentum equations in the formulation (i.e. one
set of momentum equations per phase) presents mathematical difficulties and because
proper specification of the inter-phase transfer terms is not always easy.
Computationally, these models are expensive and difficult to solve.

For a three

dimensional, transient problem with a turbulence model, as many as 12-14 transport
equations must be solved at each time step for a two-phase flow.

Another class of models, described as mixture models, are formulated by considering the
multiphase mixture as a single fictitious fluid. These models are usually the result of first
considering the equations given by a multi-fluid model and then making simplifying
assumptions about the flow in question. The basic concept is to consider the two-phase
mixture as a whole, rather than as two separate phases. These models make use of a set
of mixture variables for the velocity, density, and viscosity as some combination of the
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unmixed phase values of these quantities. Here the crucial problem is the determination
of the physical properties of the fictitious fluid, and the definitions of the mixture
variables.

The multiphase models that were used for this study were mixture models, where only
one set of momentum equations was solved for the given two-phase (two-fluid) flow.
More specifically, two different models were used.

One model was used for the

simulations involving immiscible fluids, and the other model was used for the
simulations involving miscible fluids.

Both of these models are, to some extent,

simplified variations of the drift flux model as given by Ishii [16]. Basically, the present
study adopts the definitions for the mixture quantities and the form of the individual
phase mass and momentum equations as given by Ishii [16]. From these definitions and
equations a model is developed for turbulent flows where two liquids mix and the relative
velocity between the liquids is non-zero as is typical for buoyant, immiscible flows. This
model is described as being a single fluid, scalar transport (SFST) model in Section 3.2,
and will be referred to as SFST2. For cases where the relative velocity between the
phases is negligible, SFST2 can be further simplified to give a model that is typically
used for miscible fluids. This model is referred to as SFST1 and is described in detail in
Section 3.3.

Three of the main assumptions that are used in formulating the SFST models are that the
individual phases are incompressible, that the flow is isothermal, and that the density
difference between the phases is small compared to the density of either phase. These
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assumptions allow certain terms to be neglected in the form of the model equations for
turbulent flows.

Another important modeling assumption involves using a gradient

diffusion model for the average turbulent stresses in the momentum equations. Each of
the SFST models is described in the following sections, and a full derivation of the model
equations is included in Appendix A.

The equations in the SFST models that are

presented in the following sections are written in terms of time averaged variables.
3.2 SFST Model for Flows Involving Immiscible Fluids
As with any mixture model, the basic concept is to consider the two-phase mixture as a
whole, rather than as two separate phases. Following Ishii [16], the mixture variables are
defined for SFST2 as the center of mass velocity

um =

( uα rα ρ α + u β rβ ρ β )
ρm

(3.2.1)

ρm = ρα rα + ρβ rβ

(3.2.2)

µ m = µ α rα + µ β rβ

(3.2.3)

mixture density

and mixture viscosity

where the unmixed phase quantities are denoted by the subscripts α and β (i.e. uα is the
velocity of phase alpha) and r is the phase volume fraction. This model expresses the
conservation of mass and momentum for the two-phase mixture by summing the
individual phase equations to form one set of equations for the mixture mass and mixture
momentum. In this manipulation, the inter-phase transfer terms, as would be found in a
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two-fluid model, cancel in the addition. The resulting equations are then manipulated to a
form that is similar to the single phase Navier-Stokes equations where the variables of
interest are the mixture variables. For the present model this derivation is presented in
Appendix A.2 for the mixture mass equation and in Appendix A.5 for the mixture
momentum equations.

Since the flow field is turbulent the model equations are modified to account for
turbulent stresses and turbulent diffusion. In the present study the additional terms that
appear in the equations because of the turbulence are modeled using an eddy viscosity
model for the turbulent stresses and an eddy diffusivity model for the turbulent diffusion.

The mixture density fluctuations in the multiphase equations do present some
complications. Though these fluctuations in the density are recognized to exist, for cases
where the density of either phase is large compared to the density difference, the density
fluctuations may be neglected in the continuity and momentum equations. A detailed
proof of this is given in Appendix A.2. Fortunately for the cases under consideration in
this study, the assumption about the density difference being small is valid.

Conservation of mass for the SFST models is expressed by the mixture continuity
equation, which is given by
∂ρ m ∂ρ m u m,i
+
=0
∂t
∂x i
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(3.2.4)

Eq. (3.2.4) is derived from the individual phase continuity equations as is shown in
Appendix A.2.

The main assumption in obtaining Eq. (3.2.4) is that the turbulent

correlations between velocity and density in the mixture density may be neglected. It
should be noted that these correlations would not appear if density weighted averaging
( i.e. Favre averaging) was used.

As mentioned earlier the individual phase momentum equations are used as the basis for
the mixture momentum equation in the SFST models. Basically, the individual phase
equations are added and the resulting equation is put into a form that is similar to the
single-phase Navier-Stokes equations. Also, the turbulent stresses are accounted for by
using an eddy viscosity model which will be discussed in greater detail in Chapter 4. For
SFST2, the resulting momentum equations for a turbulent flow are given by

∂
∂
∂ rα ρ α rβ ρ β
ρ m u m,i +
ρ m u m ,i u m , j = −
( u S ,i u S , j ) 

∂t
∂x j
∂x j  ρ m


[

]

∂P
∂
−
+
∂x i ∂x j

[

]


∂u
∂u m, j 
( µ m + µ T ) m,i +
 + ρ m g i
 ∂x

∂x i 
 j




(3.2.5)

where the phases are denoted by α and β and the subscripts i and j indicate summation
when repeated. The full derivation of Eq. (3.2.5) is given in Appendix A.5. The slip or
relative velocity in Eq. (3.2.5) is given by
uS, i = ( uα ,i − u β ,i )

(3.2.6)

In the mixture momentum equation, an additional flux due to the relative motion or slip
between the phases appears as the first term on the right side of the equation. This extra
term is sometimes referred to as the drift flux term and originates from using the mixture
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velocity definition in the convective terms as is shown in Appendix A.5. Essentially this
extra term accounts for the macroscopic flux of momentum due to the relative motion
between the phases, and is written on the right hand side of the equation as an additional
fictitious stress. This is somewhat analogous to the microscopic transport of momentum
due to the molecular transport that produces viscosity.

Since these manipulations and definitions are little more than algebraic maneuvers, no
immediate advantage is gained by adding the individual conservation equations.
However, the primary assumption of a mixture model is that the dynamics of the two
phases can be expressed by the preceding mixture momentum equation and some
algebraic equation for the slip velocity between the phases. In a general sense, the model
assumes that some form of the slip velocity relation given by

uS = f ( rα , ρm , u m , g, etc.)

(3.2.7)

can be described empirically or by simple algebraic models. This assumption is justified
if the motion of the two phases is strongly coupled. Since the freedom of using one of the
single phase momentum equations is still available, it can be used to aid in determining
the slip velocity equation.

Making simplifying assumptions, a kinematic constitutive

equation for the relative or slip velocity between the phases can be determined. A
relatively simple model is to assume that the slip velocity is a function of the terminal
velocity of an average size droplet. For flows in which more extensive relationships are
needed, experiments can be used to aid in determining equations for the slip velocity.
These assumptions reduce the two individual phase momentum equations into a single
momentum equation with one extra term that is a function of the slip velocity.
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Typically the volume fractions are solved from one of the individual phase continuity
equations and from the algebraic constraint that the volume fractions must sum to one
(i.e. rα + rβ = 1). It should be noted that in a turbulent flow, the turbulent fluctuations in
the volume fraction must be maintained in the formulation of the volume fraction
equation. Hence to account for turbulent diffusion of the volume fraction, the fluctuating
correlations are modeled using an eddy diffusivity model, and the time averaged form of
the modeled volume fraction equation in SFST2 is given by
 ∂ ρ α
∂( ρ α rα ) ∂
∂r 
∂ ρ α rα r β ρ β
+
( ρ α rα u m , i ) = −
u S,i +
ΓT  α 


∂t
∂x i
∂x i  ρ m
∂x i 
 ∂x i ρ m

(3.2.8)

as is shown in Appendix A.4. Here the slip velocity is shown to have the influence of an
additional convective term. Methods for modeling the eddy diffusivity, given by ΓT, are
given in Section 4.0.

One further modification can be made to Eq. (3.2.8) that provides an efficient means of
implementing SFST2 into any standard single fluid code. By the nature of the transport
process, the volume fraction is conveyed on a unit volume basis; however, the typical
scalar transport equation found in most codes is formulated by considering a scalar that is
formulated on a unit mass basis. For instance in CFX 4.1, ρm appears in the convective
and diffusive terms in the scalar transport equations that are available to the user. To
avoid solving Eq. (3.2.8) explicitly, it would be advantageous to write Eq. (3.2.8) in the
typical form of a scalar transport equation. This can be accomplished by using the fact
that the divergence of the mixture velocity is zero and by making a minor approximation
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in the diffusion term. This derivation is given in Appendix A.4 and shows that Eq.
(3.2.8) can be written in the form of a scalar transport equation as
 ∂  ∂rα 
∂( ρ m rα ) ∂
∂ rα r β ρ β
+
( ρ m rα u m , i ) = − ρ m
u S,i +
ΓT  

∂t
∂x i
∂x i  ρ m
∂
x
∂x i 
i 


(3.2.9)

where the mixture density has replaced the density of phase α in the convective
terms. Eq. (3.2.9) is equivalent to a generic scalar transport equation with one additional
source term that is a function of the slip velocity. Upon solving Eq. (3.2.9) the volume
fraction of the second phase is easily determined from the constraint that the volume
fractions must sum to one. As an added note, the divergence of the mixture velocity is
zero if the divergence of each of the unmixed phase densities, ρα and ρβ, are zero; this is
shown in Appendix A.3.

In summary, Eqs. (3.2.4), (3.2.5), (3.2.7), and (3.2.9) represent four independent
equations that can be used to solve for the mixture velocity, pressure, phase volume
fractions, and relative velocity between the phases. This model maintains the provision
of reducing to a set of single phase equations having strongly varying properties and some
additional terms to account for the relative velocity, which may be easily added in any
single phase code. Hence the name single fluid, scalar transport model, is based on the
model’s close ties to its corresponding single phase equations. It should be noted that
SFST2 does provide for the expected density variation in the continuity and momentum
equations and has provisions for relative velocity effects between the phases. These
capabilities are important features of the model, making it attractive for any extensive
computational effort at predicting immiscible multiphase flows.
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3.3 SFST Model for Flows Involving Miscible Fluids
As the simplest multiphase model, SFST1, the SFST model that was used for the
simulations involving miscible flows, assumes that the relative velocity between the
phases is zero. Hence only one velocity field prevails. This model is generally accepted
to be valid for cases where the inter-phase drag equalizes quickly when two fluids mix
and for cases involving free surface flows where the phases are only slightly mixed at the
interface. This model is not valid for cases where either of the phases will attain a
significant non-zero slip velocity. With the restriction on the velocity of the individual
phases, the slip velocity is zero and the mixture momentum equations given by Eq.
(3.2.5) reduce to a set of single fluid equations with varying properties.

Conservation of mass for SFST1 is expressed by the same time averaged equation that
was used for SFST2, given by
∂ρ m
∂
+
( ρm u m, i ) = 0
∂t
∂x i

(3.3.1)

With the assumption that the individual phase velocities are equal, the momentum
equation in SFST1 is given by
∂( ρ m u m,i )
∂t

+

∂u m,i ∂u m, j 
∂
∂P
∂ 
ρ m u m ,i u m , j = −
+
( µ m + µ T )
 ∂x + ∂x 
 + ρ m g i (3.3.2)
∂x j
∂x i ∂x j 
 j

i 


(

)

where µT is the eddy viscosity. As in SFST2, the density and viscosity are given by Eq.
(3.2.2) and Eq. (3.2.3) respectively.

36

The modeled form of the volume fraction equation in SFST1 is given by

∂( rα ρα ) ∂
∂  ρα
∂r 
+
( rα ρα u m ,i ) =
 ΓT α 
∂t
∂xi
∂xi  ρm ∂xi 

(3.3.3)

where ΓT is the eddy diffusivity. Eq. (3.3.3) can be written in the form of a scalar
transport equation as
∂( rα ρ m ) ∂
∂  ∂rα 
+
( rα ρ m u m ,i ) =
ΓT  
∂t
∂xi
∂xi  ∂xi 

(3.3.4)

This is accomplished by making use of the mixture continuity equation, and a detailed
rationale of this derivation is given in Appendix A.4. This is one of the most attractive
features of this model; under the previously mentioned assumptions it reduces to a set of
single phase equations having variable properties and a single scalar transport equation.
The solution of such a system may be accomplished easily with any single phase code
that allows the user to solve a scalar transport equation and specify functions for the
density and viscosity.

In the literature concerning multiphase flows, the form of the mathematical model
obtained by assuming that the phase velocity fields are the same, is referred to as the
homogeneous multiphase model as is given in Hetsroni [14]. The term homogeneous
typically describes two miscible fluids. Its main application is for cases where two fluids
attain equal velocities quickly as they mix and basically form a new fluid with a variable
density. Salt water and fresh water mixing or hot and cold water mixing are good
examples. Immiscible fluids such as diesel fuel and water would not be well suited for
this model as they typically tend toward some relative velocity under gravity. For the
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present study the title homogeneous is not adopted to avoid confusion with the default
homogeneous multiphase model in CFX 4.1, which was not used for the simulations.
The simulations were performed using the single phase momentum equations and an
additional scalar transport equation for the light phase volume fraction, where the density
and viscosity changed as functions of the volume fractions. Hence the model is referred
to as SFST1. The default CFX model was not used because the SFST models were found
to exhibit faster numerical convergence and were less likely to diverge when applied to
complicated geometries.
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4.0 MULTIPHASE TURBULENCE MODELS
4.1 Introduction to Turbulence Modeling for Multiphase Flows
While turbulence modeling has made significant progress in providing models that give
reasonable engineering predictions for a wide class of flows, their is no “industrial
standard” model for turbulent multiphase flows [6]. The general approach has therefore
been to use the single-phase form of a turbulence model and assume the model is
sufficient to account for the desired features of the turbulence in a multiphase flow. This
is equivalent to assuming that the turbulence of each phase is approximately the same at
each point in the flow field. Additional transport terms are then usually added to the
turbulence model to account for any significant effects that the two-phase mixture might
have on the turbulence, such as buoyant production or dissipation of turbulent kinetic
energy.

Two-equation models have been the most popular turbulence models for a wide range of
engineering analysis and research. These models provide independent transport equations
for both the turbulence length scale, or some equivalent parameter, and the turbulent
kinetic energy. This section will focus primarily on the use of the k-ε model, where k is
the turbulent kinetic energy and ε is the rate of dissipation of k, and its application to
buoyancy dominated, multiphase flows. The first part of this section will give a brief
introduction to the single phase form of the k-ε model, followed by a description of the
modified form of the k-ε model for buoyant flows.
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4.2 Standard k-ε Model
The k-ε model attempts to provide equations for a characteristic velocity scale, denoted
by k, based on the kinetic energy of the turbulent fluctuations and for a characteristic
length scale via the dissipation rate of k, denoted by ε. This section will give a brief
overview concerning the assumptions made in formulating the k-ε model, the form of the
transport equations, and the auxiliary equations for the model.

A major assumption of the k-ε model is that the root mean square turbulent fluctuations,
( u' 2 , v' 2 , w' 2 ), are locally isotropic or equal. While this is true of the smaller
eddies at high Reynolds numbers, the large eddies are in a state of steady anisotropy due
to the strain rate of the mean flow, though the root mean square fluctuations are almost
always of the same order of magnitude. Implicit in this assumption is the implication that
the normal Reynolds stresses are also isotropic. For flows where there are appreciable
density gradients, the loss of turbulent kinetic energy to buoyancy affects v' directly.
Thus the buoyancy, while possibly only dissipating a small amount of the turbulence,
makes its contribution by fundamentally changing any isotropy in the turbulent
fluctuations by decreasing v' [33].

Another major assumption of the k-ε model is that the production and dissipation terms,
given in the k-equation, are approximately equal locally. This is known as the local
equilibrium assumption. To allow the Reynolds stresses to be calculated using local
scales, the k-ε model assumes that production approximately equals dissipation in the k-
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equation. In general, the k-ε model uses the Boussinesq eddy-viscosity concept where the
turbulent stresses are given by
∂u i ∂u j  2
τ ij = − ρu ′′
iu j = µT 
∂x + ∂x 
 − 3 kδij
 j
i

(4.2.1)

where µT is the isotropic eddy viscosity. The second quantity on the right hand side
involving k has been included to ensure the correct normal Reynolds stress in the absence
of any strain rate. This term involving k is usually absorbed into the pressure term in the
momentum equation, allowing the viscosity in the momentum equation to be written as
the sum of the molecular and eddy viscosity. Since the turbulent and mean scales are
proportional, the eddy viscosity can be estimated based on dimensional and physical
reasoning by using either the turbulent or mean scales. This implies that
ρk 2
µT ∝
ε

(4.2.2)

for the k-ε model. In a manner similar to that used to obtain the eddy viscosity, the eddy
diffusivity for the volume fraction is assumed to be given using a turbulent Prandtl
number, σr, as
ΓT =

µ T ρk 2
∝
σ r σ rε

(4.2.3)

Note that as a result, both µT and ΓT are isotropic locally, i.e. the diffusivity does not
change with direction. If production does not balance dissipation locally then the ratio of
the Reynolds stress to the mean strain rate is not a local constant and µT and ΓT will be
functions of both turbulent and means scales. Another way to understand this assumption
of local equilibrium is to realize that transport effects, while included for the turbulent
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scales, are neglected for the turbulent Reynolds stresses. Local scales are then used in
estimating the Reynolds stresses. Otherwise the Reynolds stresses would depend on the
local scales plus some combination of scales from upstream and possibly from
downstream. If the flow is slowly varying then upstream scales are about the same as
local scales of turbulence and the equilibrium assumption will be valid. Also, if the
turbulence is evolving at a sufficiently rapid rate, such that the effects of past events do
not dominate the dynamics, the estimates based on local scales will be appropriate.

Since the exact equation for k and ε can be found in many texts, the modeled forms used
in the present study will be presented here along with the auxiliary equations used for
such quantities as the eddy viscosity. The modeled k-equation is given by

∂u
µ T ∂k 
∂ρk ∂ρu j k
∂ 


µ
+
= τ ij i − ρε +
+
(
)
∂t
∂x j
∂x j
∂x j 
σ k ∂x j 



(4.2.4)

where the terms on the right hand side represent production, dissipation, and viscous and
turbulent diffusion. The modeled ε-equation is given by

ε2
∂
µ T ∂ε 
∂ρε ∂ρu jε
ε ∂u


+
= Cε1 τ ij i − Cε 2 ρ +
(
+
)
µ
k ∂x j
k ∂x j 
σε ∂x j 
∂t
∂x j



(4.2.5)

where the terms on the right hand side represent production of dissipation, dissipation of
dissipation, and diffusion of dissipation. The turbulence model based on the equation for
the rate of dissipation of k, is based on the exact equation for ε. Since the closure
approximations used in modeling the exact equation for ε are based primarily on largeeddy scales, it is implied that the modeled equation is actually more of an empirical
equation representing the transfer of energy from the large eddies to the smaller eddies.
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4.3 Modified k-ε Model for Buoyant Flows
While most turbulence is generated as a function of shear, in flows with appreciable
density gradients the turbulent eddies may receive or lose energy due to the effects of
buoyancy. In such flows, the mean momentum equation can be written as
∂p
∂
∂
∂ρu i ∂ρu jui
+
=−
+
µSij −
ρui ' u j ' + ( ρ + ρ') g i
∂x j
∂x i ∂x j
∂x j
∂t

( )

(

)

(4.3.1)

where the density fluctuations have been ignored in the inertial terms and maintained in
the buoyancy or gravitational terms. Using the mean momentum equation, it can be
shown that the exact specific turbulent kinetic energy equation is given by

∂u
u ' u' i
∂ρk ∂ρu j k
+
= τ ij i − µ i
+ u i ' ρ'g
∂t
∂x j
∂x j
∂x k ∂x k
∂
+
∂x j

 ∂k 1



−
−
u
u
u
p
u
µ
ρ
'
'
'
'
'
i
i
j
j
 ∂x

2


j

(4.3.2)

where again, the density fluctuations in the inertial terms have been neglected and the
sign of the gravity vector has not been taken into account. Each of the terms in Eq.
(4.3.2) are accounted for in the original modeled k-equation, except for the extra term
represented by
G k = u i ' ρ'g

(4.3.3)

which is referred to as buoyant production and represents the rate of work against
buoyancy forces by the turbulent motion. This is essentially a transfer of either potential
energy to turbulent kinetic energy as would be the case in an unstably stratified fluid, or a
transfer of turbulent kinetic energy to potential energy as would be the case in the mixing
of a heavy fluid with a lighter fluid against the action of gravity.
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The buoyancy production term is usually modeled as

G k = − g i u i ' ρ' = g i

µ T ∂ρ
ρσ ρ ∂x i

(4.3.4)

in a coordinate system where gravity acts in the negative coordinate direction [25]. Here
σρ is a kind of turbulent Prandtl number that is usually taken equal to 1.0. The density
derivative is used since a negative density gradient usually corresponds to a stably
stratified flow and the term acts as a sink on turbulent kinetic energy.

Here the

correlation between the fluctuating vertical velocity component and fluctuating density
tends to be positive.

For positive density gradients an unstable stratification usually

exists and the term acts as a source for k; this corresponds to the negative correlation
between the fluctuating vertical velocity component and fluctuating density.

This simple gradient-diffusion model for the buoyancy flux or production term, does have
experimental support for nearly homogeneous cases as is given in Narimousa [24]. The
epsilon equation is typically modified by adding the source term given by
Gε =

C ε1ε
C ε 3 max( G k ,0)
k

(4.3.5)

where Cε3 is a constant [25]. This term increases ε for unstable stratification and gives no
change in ε for stable stratification.
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Having defined the model equations, the k-ε turbulence model for buoyant flows that was
used in all of the numerical simulations is given by

the k-equation

∂ρk ∂ρu jk
∂u
∂
µ ∂k 
µ ∂ρ


+
= τ ij i − ρε +
(µ + T )
+ g T


∂t
∂x j
∂x j
∂x j 
σ k ∂x j 
ρσ ρ ∂y

(4.3.6)

the ε-equation

ε ∂u i ε

∂ρε ∂ρu jε
+
= Cε 1 
τ ij
+ Cε 3 max(G k ,0)

+
∂t
∂x j
 k ∂x j k

ε2
∂
µ T ∂ε 


− Cε 2 ρ +
(
µ
+
)
k ∂x j 
σε ∂x j 


µT =

where

ΓT =

ρC µ k 2

(4.3.7)

(4.3.8)

ε
µT
σr

(4.3.9)

∂u i ∂u j  2
τ ij = − ρu ′′
iu j = µT 
∂x + ∂x 
 − 3 kδij
 j
i

(4.3.10)

with the closure coefficients given by
Cε1 = 1.44,

Cε2 = 1.92,

σr = 1.0,

σρ = 1.0

Cε3 = 1.0,

Cµ = 0.09,
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σk = 1.0,

σε = 1.3,

5.0 SIMULATION OF STRATIFIED, SHEARING FLOW OF
MISCIBLE FLUIDS
Sullivan and List [28] performed experiments by measuring tracer dye concentrations in a
homogeneous, density stratified, turbulent, shear flow. The flow scenario described in
these experiments is shown schematically in Figure 5.1. Here U, h, and ρ denote the free
stream velocity, concentration boundary layer, and unmixed density for each layer, where
the top and bottom layers are denoted by 1 and 0 respectively.

h1
ρ0

U1

ρ1

ui

Interface
ho

U0

η

Figure 5.1 - Idealized shear flow for Sullivan and List experiments.

Four cases from Sullivan and List’s experiments were simulated using the commercial
code, CFX 4.1. Time averaged, steady state solutions were obtained using SFST1, and
the k-ε turbulence model with the buoyancy source terms.

The simulations were

compared with all measured experimental quantities, including predicted Richardson
numbers, trends in interfacial mixing, and trends in the velocity field. Of primary interest
in these simulations was the ability to predict trends for the interfacial thickness, mixed
fluid thickness, and characteristic Richardson numbers.
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5.1 Experimental Conditions
The experimental scenario consisted of a counter flow that was generated by two inlets at
the opposite ends of a 5.0 m long by 20.0 cm high by 10.0 cm wide laboratory channel as
is shown in Figure 5.2. The heavy fluid (aqueous saline solution) and the light fluid

Free Surface

Inlet

0.0925 m

Layer 1
0.5 m

0.5 m
Splitter Plate
Inlet

0.1 m

Layer 0
Wall
5.0 m

Figure 5.2 - Sullivan and List experimental setup.

(aqueous ethanol solution) were separated by splitter plates at the inlets. The lower wall
was covered by a layer of small rocks, with an average roughness height of 0.75 cm. In
the experiments this was done to study the effects of the wall generated turbulence;
however, this rough wall did little to influence the mixing [28]. This is consistent with
what has been observed in several other experiments, essentially that most of the
turbulence generated at a wall dissipates near the wall [24]. The major portion of the
turbulence for this experiment was generated by the shear at the interface, and only a
small amount diffused from the wall. The top of the flow was left open to the air. Figure
5.3 shows a schematic of the complete shear flow facility as given by Sullivan [27].
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Figure 5.3 - Experimental facility for experiments; After Sullivan [28].
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Typical inlet flow rates were approximately 40.0 cm3/s per unit width, corresponding to
inlet velocities of approximately 4.0 cm/s and inlet Reynolds numbers of approximately
4,000 based on the inlet height. The buoyancy ranged from 5.0 to 20.0 cm/s2. These
experiments were performed over a range of shear Richardson numbers varying from 0.1
to 1.0, which corresponded to a Kelvin-Helmholtz and a shear driven, wave breaking
mixing regime. In these experiments the relative importance of turbulence and buoyancy
scales in each layer can be expressed by the layer Richardson number, given here as
Ri l =

hb
( U − ui )2

(5.1.1)

for the free stream velocities from each layer. Another parameter which was measured
for these experiments was the shear Richardson number which is defined here by
RiS =

bh s
( U 0 − U1 ) 2

(5.1.2)

The other governing parameters are described mostly in terms of the concentration or
volume fraction of the upper layer, denoted by rα. To determine the location of the
interface, Sullivan (1992) defines an interfacial half width, δ
0, as the vertical distance
between the center of the interface and the point where the concentration equals either
0.9rα or 0.1rα. With this definition

δ0 = η − y( rα = 01
.)

(5.1.3)

δ1 = y( rα = 0.9)− η

(5.1.4)

δ= y( rα = 0.9)− y ( rα = 01
.)

(5.1.5)

and
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for a situation where the volume fraction is equal to one for the unmixed upper layer, and
zero for the unmixed lower layer. Based on these definitions Sullivan defines a mean
interface position ,η , which can be determined from

η=

(δ0 + δ1 )
+ y ( rα = 01
.)
2

(5.1.6)

η is also referred to as the concentration interface. The concentration boundary layers, h0
and h1 ,are defined as the distance between the mean interface position and the point
where the probability of finding fluid different in concentration from the local mean is
0.01. Sullivan and List comment that physically this is a measure to which the scalar is
transported by turbulent motion. It is difficult to define a quantity which would strictly
match this definition involving a time averaged concentration. Hence, in the simulations,
the concentration boundary layer was defined as the distance above or below the mean
interface where the upper layer volume fraction was either 0.01 or 0.99, giving

h 0 = η − y ( rα = 0.01)

(5.1.7)

h 1 = y ( rα = 0.99) − η

(5.1.8)

For the present simulations, another parameter referred to as the mixed fluid thickness,
which should be distinguished from the interfacial thickness, is defined as the sum of the
concentration boundary layers and is given by
δM = h O + h1

Essentially, δ
M is the thickness of the entire layer over which mixing occurs.
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(5.1.9)

The free stream velocity for each layer was based on the exit and entrance flow rates and
layer thickness. The lower layer thickness, d , was defined in terms of the concentration
interface, where d equals η. With Q1 denoting the flow rate per unit length of the top
fluid into the domain and Q4 specifying the flow rate of the bottom fluid out of the
domain, free stream velocities were defined as
U0 =

Q4
d

(5.1.10)

U1 =

Q1
( H − d)

(5.1.11)

In the experiments the mean interface velocity, ui, was estimated by linear interpolation.
In the present simulations ui was linearly interpolated based on the location of the mean
interface position as calculated by the code.

The maximum velocity gradient and

maximum velocity gradient thickness were also calculated based on their definitions, for
calculating the shear Richardson number. In addition to the Richardson numbers used to
characterize the experiments, an additional Richardson number was used that provided a
reasonable means for comparing the experiments and the simulations.

An overall

Richardson number, given by
Ri* =

Hb
( ∆U Inlet ) 2

(5.1.12)

was defined where H is the total height of the test apparatus and ∆U is defined in terms of
the inlet velocities of the two layers. Since this Richardson number does give a measure
of shear to buoyancy and is the same for the experiments and the simulations it provided
an independent variable that could be adjusted.
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The mixed layer Richardson number, which is a type of combined layer Richardson
number, was also calculated from the experimental data and from the simulations. This
Richardson number was referred to as the mixed layer Richardson and was defined by
Ri L =

δM b
( ∆U Inlet ) 2

(5.1.13)

where again ∆U is defined in terms of the inlet velocities of the two layers.
5.2 Computational Details
In light of the experimental scenario and parameters described above, a two-dimensional
model was configured in CFX 4.1. Four cases as described by Sullivan and List [27]
were simulated, corresponding to the experiments labeled 1, 10, 11, and 13. Governing
parameters for these experiments are given in Table 5.1.

Table 5.1 - Experimental Flow Parameters
Case
1
10
11
13

b (cm/s2)
18.81
12.77
7.48
18.95

Q0 (cm2/s)
36.82
38.74
38.74
38.74

Q1(cm2/s)
38.97
39.75
26.42
39.75

HO (cm)
10.00
10.00
10.00
10.00

H1 (cm)
9.25
9.25
9.25
9.25

H2 (cm)
10.00
10.00
10.00
10.00

H3 (cm)
9.25
9.25
9.25
9.25

To simulate the experimental setup, a six block geometry was used as is shown in Figure
5.4. Here the inlets and outlets are shown as they were modeled in CFX. The dimensions
of this model followed those as were used in the experiments.
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Figure 5.4 - Geometry used in CFX for simulation of Sullivan and List experiments.

A medium grid consisting of 450x50 cells and a fine grid consisting of 600x80 cells, were
used for the simulations. In the main shear region, between the splitter plates, the
medium grid consisted of 350 cells in the longitudinal direction by 50 cells in the vertical
direction. Here the cells were concentrated towards the lower wall and vertical center of
the model using a geometric progression factor of 1.05. This gave the smallest cell at the
interface dimensions of approximately 1.0 cm long and 2.0 mm high. In the main shear
region the fine grid consisted of 500 cells in the longitudinal direction by 80 cells in the
vertical direction, and a geometric progression factor of 1.04 was used in the vertical
direction. The smallest cell size here was approximately 8.0 mm long by 1.0 mm high.

All simulations were performed as two-dimensional, turbulent flows. SFST1, as is
described in Section 3.3, was used to model the mixing of the two fluids. This model was
selected based on the assumption that the two fluids would be governed by essentially the
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same velocity field, since they are miscible fluids. Turbulence effects were modeled
using the k-ε turbulence model with the added buoyancy terms as described in Section
4.3. Boundary conditions for the inlets were modeled by setting a fixed velocity such that
the inlet flow rates were the same as those in the experiments. Specified values of the
volume fractions corresponding to the pure unmixed fluids were also set at the inlets.
Values of k and ε were estimated at the inlets using

kinl = c p1U 2inl

(5.2.1)

kinl
c p2 Dh

(5.2.2)

and

ε inl =

where cp1 and cp2 are empirical constants with values of 0.002 and 0.3 respectively, and
Dh is the hydraulic diameter. The resulting turbulence intensity in the RMS fluctuations
as given by Eq. (5.2.1) is approximately 5% of the inlet velocity. These formulas were
used since the actual turbulence intensity in the experiments was not available. As most
of the turbulence is generated by the shear at the interface in the present flow, the inlet
values of k and ε as given by Eq. (5.2.1) and (5.2.2) did not have a noticeable influence
on the predicted parameters. Hence Dirichlet boundary conditions were specified on all
quantities at the inlets except pressure, which was extrapolated from downstream..

Boundary conditions at the outlets were set as if the fluid was exiting the domain with a
free surface at the top of the outlet boundary in the longitudinal direction. This boundary
condition corresponds to atmospheric pressure at the top of the outlet boundary. For
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stratified flows exiting the domain in the longitudinal direction, perpendicular to the
gravity vector, the discretised pressure for this condition is set by
j+ 1

p j = p j+ 1 +

∫( ρ

m

− ρ Re f )( g )dy

(5.2.3)

j

where the sign of the gravitational acceleration has been taken into account and acts
downward and the j index indicates the vertical direction. Here ρRef is a reference density
in CFX, which was set equal to the average of the unmixed phase densities.

The

boundary condition represented by Eq. (5.2.3) was expected to be accurate for the upper
outlet, where the flow exits with atmospheric pressure at the top of the outlet. The lower
outlet was expected to be approximately described by this condition, in light of the fact
that the pressure was probably slightly different than atmospheric at the lower outlet.
Boundary conditions for all other quantities at the outlets were modeled by setting a zero
derivative condition. Quantities as set at the inlets for each case are listed in Table 5.2.

Table 5.2 - Inlet Flow Parameters for CFX model
Lower inlet parameters
Case
U (cm/s)
1
3.682
10
3.874
11
3.874
13
3.874

V (cm/s)
0.00
0.00
0.00
0.00

ρ (kg/m 3 )
1019.00
1013.00
1008.00
1019.00

k (cm2/s2)
0.0271
0.0300
0.0300
0.0300

ε (cm2/s3)
0.0098
0.0108
0.0108
0.0108

Upper Inlet parameters
Case
U (cm/s)
1
4.213
10
4.297
11
2.856
13
4.297

V (cm/s)
0.00
0.00
0.00
0.00

ρ (kg/m 3 )
1000.00
1000.00
1000.00
1000.00

k (cm2/s2)
0.0355
0.0369
0.0163
0.0369

ε (cm2/s3)
0.0128
0.0133
0.0059
0.0133
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The free surface was modeled using a plane of symmetry. Certain aspects of the free
surface were neglected with this choice of boundary condition; though they are present,
their influence on the overall flow was expected to be small.

The bottom wall was

modeled as a fully rough wall, where the law of the wall given by
U + = 2.44 ln(

y
) + 8.5
ks

(5.2.4)

was used to implement the boundary condition on the velocity and the turbulence
quantities. Here kS is the average roughness height, which was set equal to 0.75 cm in
accordance with the rocky bottom in Sullivan and List’s experiments. The reason for
modifying the law of the wall from its default form in CFX, was to obtain a similar
velocity profile as encountered in the experiments, not necessarily to increase the free
stream turbulence or turbulence that would influence the mixing at the interface.

The QUICK scheme was used to discretise the velocity components; this scheme should
give at least second order accuracy on the grids in the present simulations. The volume
fraction equation was discretised using first order upwinding as is recommended in the
CFX Users Manual [6]. Pressure was calculated using central differencing, while the
turbulence quantities were calculated using Hybrid differencing. All simulations were
run using transient marching to steady state. Typically 30 outer iterations were performed
over about 500 time steps of 1.0 second, which corresponded to approximately three
flow-through times. At this time the outlet flow rates and vertical profiles of all the
quantities remained constant with continued iteration and the solution was taken as the
steady state.
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5.3 Results and Discussion
As previously mentioned, four cases from Sullivan and List’s experiments were
simulated, corresponding to their experiments numbered 1, 10, 11, and 13.

In the

experiments, the interfacial mixing for cases 1 and 13 was characterized as belonging to
the shear driven wave breaking regime.

For cases 10 and 11 in the experiments,

interfacial mixing was characterized by Kelvin-Helmholtz instabilities.

In the

experiments the data used to calculate the desired flow parameters was taken along a
vertical line at different locations in the longitudinal direction for each case. The data for
case 1 was taken approximately 350.0 cm from the left splitter plate, while the data for
cases 10 and 11 was taken approximately 50.0 cm from the left splitter plate. The data
for case 13 was taken approximately 200.0 cm from the left splitter plate.

In the

simulations the data was taken at similar locations, corresponding to the appropriate case.
Longitudinal averages of measured parameters were also taken in the simulations; these
averages were taken between 50.0 and 350.0 cm from the left splitter plate. For each
case, predicted values from the simulations and parameters that characterize the flow are
given in Tables 5.3 through 5.6, along with the experimental values in the right hand
column. Input parameters for densities and flow rates, and the buoyancy for each case are
also given. The multiphase model and the turbulence model are listed at the top of the
columns for each case, and the longitudinally averaged values are indicated by the term
(LA) in the grid column. The parameters given by the medium and fine grid solutions do
not vary significantly for most of the parameters, implying the solutions are close to grid
independence for the present models.
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Table 5.3 - Computational results and experimental values for Case 1
Input Parameters
ρO = 1019.00
ρ1 = 1000.00
HO = 10.00
H1 =
9.25
QO = 36.82
Q1 = 38.97
UO (inlet) = 3.682
U1 (inlet) = 4.213
b = 18.64

3

kg/m
kg/m 3
cm
cm
cm2/s
cm2/s
cm/s
cm/s
cm/s2

MP Model:
Grid:
Turb Model:
Q2 =
Q3 =
hO =
h1 =
UO =
U1 =
η =
ui =
δ=
du/dyMax =
hS =
RiO =
Ri1 =
RiS =
RiL =
Ri* =

Computational
SFST1
SFST1
Medium
Fine
k-ε
k-ε
37.539
37.86
38.254
37.93
2.8355
2.9136
2.4688
2.2446
4.5036
4.7145
-3.8338
-3.7276
9.0850
8.7955
1.4574
1.3972
1.7160
1.6021
4.2453
5.0292
1.9639
1.6786
5.6953
4.9351
1.6436
1.5930
0.5266
0.4390
1.5862
1.5425
5.5321
5.5321

Experimental
SFST1
SFST1
Med (LA) Fine (LA)*
k-ε
k-ε
37.54
37.86
42.29 cm2/s
38.25
37.93
33.50 cm2/s
2.4041
2.4374
4.14
cm
3.3942
3.4641
4.66
cm
4.3640
4.3942
6.89
cm/s
-3.9432
-3.9616
-2.97 cm/s
9.3600
9.3980
6.17
cm
1.1646
1.0457
3.34
cm/s
1.0817
1.0033
0.234 cm
4.6724
5.3087
3.37
s-1
1.8102
1.6137
2.93
cm
4.4927
4.1880
6.179 2.4771
2.6464
2.202 0.4889
0.4310
0.570 1.7339
1.7648
2.6315 5.5321
5.5321
5.5321 -

*LA = longitudinal average

Table 5.4 - Computational results and experimental values for Case 10
Input Parameters
ρO = 1013.00
ρ1 = 1000.00
HO = 10.00
H1 =
9.25
QO = 38.74
Q1 = 39.75
UO (inlet) = 3.874
U1 (inlet) = 4.297
b = 12.75

kg/m 3
kg/m 3
cm
cm
cm2/s
cm2/s
cm/s
cm/s
cm/s2

Computational
MP Model: SFST1
SFST1
Grid: Medium
Fine
Turb Model:
k-ε
k-ε
Q2 = 39.69
40.15
Q3 = 38.81
38.35
hO = 2.8169
2.7653
h1 = 3.5430
3.8190
UO = 4.1109
4.1280
U1 = -4.4939
-4.5305
10.4761
η = 10.4040
ui = -0.8714
-0.8142
2.9196
δ= 2.7895
du/dyMax = 4.0909
4.5341
hS = 2.1034
1.9097
RiO = 1.4471
1.4438
Ri1 = 3.4433
3.5266
RiS = 0.3623
0.3249
RiL = 1.2147
1.2576
Ri* = 3.5335
3.5335
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SFST1
SFST1
Med (LA) Fine (LA)
k-ε
k-ε
39.69
40.15
38.81
38.35
2.8931
2.9083
3.3058
3.3548
4.4303
4.5142
-4.1853
-4.1629
9.7310
9.6740
0.1469
0.1658
2.9196
2.8884
3.4008
3.9470
2.5726
2.2449
2.1171
2.0544
2.4115
2.4427
0.4418
0.3798
1.1840
1.1962
3.5335
3.5335

Experimental
41.07 cm2/s
37.42 cm2/s
6.12
cm
4.45
cm
3.89
cm/s
-4.59 cm/s
10.59 cm
-0.04 cm/s
0.667 cm
3.820 s-1
2.22
cm
5.060 2.744 0.390 2.0189 3.5335 -

Table 5.5 - Computational results and experimental values for Case 11
Input Parameters
ρO = 1008.00
ρ1 = 1000.00
HO = 10.00
H1 =
9.25
QO = 38.74
Q1 = 26.42
UO (inlet) = 3.874
U1 (inlet) = 2.856
b=
7.85

3

kg/m
kg/m 3
cm
cm
cm2/s
cm2/s
cm/s
cm/s
cm/s2

MP Model:
Grid:
Turb Model:
Q2 =
Q3 =
hO =
h1 =
UO =
U1 =
η =
ui =
δ=
du/dyMax =
hS =
RiO =
Ri1 =
RiS =
RiL =
Ri* =

Computational
SFST1
SFST1
Medium
Fine
k-ε
k-ε
40.61
40.48
24.56
24.69
2.7084
2.7925
3.7885
3.7632
4.0680
4.0408
-3.1015
-3.1145
10.7315
10.7672
-0.0694
-0.1209
2.8182
2.8449
2.6204
2.8389
2.7360
2.5204
1.2417
1.2654
3.2339
3.2954
0.4177
0.3863
1.1257
1.1358
3.2053
3.2053

Experimental
SFST1
SFST1
Med (LA) Fine (LA)
k-ε
k-ε
40.61
40.48
41.07 cm2/s
24.56
24.69
24.08 cm2/s
2.9811
3.0732
4.78
cm
3.7536
3.7340
3.2
cm
4.3374
4.2845
3.47
cm/s
-2.9059
-2.9304
-3.56 cm/s
10.1340
10.2150
11.83 cm
0.6759
0.5496
0.78
cm/s
3.2762
3.2865
0.819 cm
2.2747
2.5117
6.01
s-1
3.2122
2.8953
1.17
cm
1.8005
1.7620
4.941 2.4012
2.4965
1.270 0.4798
0.4360
0.180 1.1669
1.1794
1.3826 3.2053
3.2053
3.2053 -

Table 5.6 - Computational results and experimental values for Case 13
Input Parameters
ρO = 1019.00
ρ1 = 1000.00
HO = 10.00
H1 =
9.25
QO = 38.74
Q1 = 39.75
UO (inlet) = 3.874
U1 (inlet) = 4.297
b = 18.64

kg/m 3
kg/m 3
cm
cm
cm2/s
cm2/s
cm/s
cm/s
cm/s2

Computational
Experimental
MP Model: SFST1
SFST1
SFST1
SFST1
Grid: Medium
Fine
Med (LA) Fine (LA)
Turb Model:
k-ε
k-ε
k-ε
k-ε
Q2 = 39.78
38.45
39.78
38.45
40.67 cm2/s
Q3 = 38.71
40.05
38.71
40.05
37.82 cm2/s
hO = 2.3185
2.3745
2.3602
2.3046
4.84
cm
h1 = 3.6526
3.5882
3.3736
3.6435
4.31
cm
UO = 4.6495
4.7463
4.5597
4.6690
4.99
cm/s
U1 = -3.9973 -3.95026 -4.0833
-4.0186
-3.58 cm/s
9.1874
9.4950
9.3500
8.13
cm
η = 9.3059
ui = 1.5288
1.47059
1.1634
1.3447
1.98
cm/s
=
1.1729
1.0732
1.1431
1.2144
0.180
cm
δ
du/dyMax = 4.4264
5.4075
4.7966
5.4066
4.76
s-1
hS = 1.9535
1.6082
1.8358
1.6367
1.80
cm
RiO = 4.4374
4.1246
4.0451
4.0199
10.130 Ri1 = 2.2294
2.2760
2.4212
2.4418
2.640 RiS = 0.4870
0.3963
0.4584
0.4044
0.460 RiL = 1.6668
1.6645
1.6006
1.6604
2.5542 Ri* = 5.1643
5.1643
5.1643
5.1643
5.1643 -
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While the data that is presented in Tables 5.4 through 5.7 shows that the model predicts
most of the quantities as reported by Sullivan and List reasonably accurately, each of the
predicted quantities will be discussed in light of the experimental values. Reasons for
any discrepancy in the predicted and experimental values will be investigated in light of
any uncertainty in the boundary conditions, numerics, computational models, and
experimental conditions. As will be considered, the concentration boundary layers and
layer Richardson numbers were possibly influenced by some of the boundary conditions,
which were estimated in the simulations.

Also, interfacial parameters such as the

interfacial thickness, δ
, and the maximum velocity gradient thickness, hS, were highly
influenced by the buoyancy terms in the form of the k-ε model that was used. Hence, the
k-ε model is discussed in light of the turbulence kinetic energy budget at the mixed
interface, specifically with regard to the models performance at a turbulent/non-turbulent
interface. Overall, reasonably good trends (not necessarily magnitudes) will be shown for
δ
,δ
M, RiL, and E as estimated from the longitudinally averaged values.

Considering the concentration boundary layers, hO and h1, one possible reason that these
parameters were predicted lower in magnitude than the experimental values is in how h0
and h1 were defined. The definition of the concentration boundary layers was based on
the predicted time averaged volume fraction of the lighter phase, rα, being either 0.99 or
0.01. To enlarge the magnitude it may have been sufficient to define hO and h1 in some
other manner; however, the values as given by 0.99rα and 0.01rα were taken as reasonable
predictions, given Sullivan and List’s definition.
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Considering a more important trend, in the simulations the relative magnitudes of h0 an h1
were opposite to those found in the experiments for all four cases. In investigating why
this is so, the concentration boundary layers will be discussed in light of the velocity
boundary layers that comprise the shear layer. The upper velocity boundary layer begins
forming at the upper, right inlet and the lower velocity boundary layer begins forming at
the lower, left inlet. Since both the upper and lower layers have approximately the same
inlet Reynolds number for all of the cases, the velocity boundary layers at the interface
tend to grow with the same magnitude in the longitudinal direction. In light of this, the
values for hO and h1 that are given by the simulations tend to support what would be
expected if hO and h1 behaved in a similar manner as the velocity boundary layers. For
instance in case 1, where the data was taken near the right inlet, h1 was greater than hO in
the experiments, where it would seem that h1 should be less than hO as predicted in the
simulations. Near the right inlet where the data was taken, the upper shear layer has only
been developing for 50.0 cm and the lower shear layer has been developing for 350.0 cm.
For cases 10 and 11, where the data was taken near the left inlet, h1 was greater than h0 in
the simulations, and the opposite was observed in the experiments.

These discrepancies can be explained in part by considering that in the experiments the
interfacial offset was larger than was predicted in the simulations. The interfacial offset
is defined as the distance between the concentration interface, η, and the velocity
interface, the vertical location where the velocity is zero in the shear layer.

This

interfacial offset causes the concentration boundary layers to attain different magnitudes
than would be expected by assuming that the relative magnitudes of the concentration
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boundary layers are similar to the velocity boundary layers. Also, the velocity interface
and concentration interface occurred at slightly higher vertical locations in the
experiments, than in the simulations. As can be inferred from Sullivan and List’s data for
η and ui, in the experiments the interfacial offset tended to increase towards the right
outlet. Here η was lower than the velocity interface near the right outlet, and slightly
higher than the velocity interface near the left outlet. As is indicated from the predicted
values, the simulations give a similar trend for the interfacial offset; however, the
predicted offset is not large enough to reverse the trend in hO and h1 as seems to happen
in the experiments.

Figure 5.5 shows the predicted variation of the concentration

interface and of the velocity interface in the longitudinal direction for case 11.
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Figure 5.5 - Position of velocity and concentration interface for case 11.
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For cases 10 and 11, where the data was taken close to the left inlet, the velocity interface
situates itself at a higher vertical location in the experiments than in the simulations. In
the experiments, the velocity interface rises as much as 2.0 cm above the left splitter plate
and essentially acts as a moving boundary for the lower velocity boundary layer. Since
the ability of the velocity interface to move effectively widens the lower part of the shear
layer, it may have contributed to the lower concentration boundary layer being higher in
the experiments than in the simulations. Also, near the left inlet it is possible that the
amount of free stream turbulence entering the domain was actually higher than as
estimated by Eq. (5.2.1). In the experiments this inlet turbulence may have persisted for
some time downstream and 50.0 cm from the left splitter plate may have influenced h0,
making it larger than as predicted by the local mean shear for cases 10 and 11. At this
position the upper layer was most probably free of history effects.

The discrepancies in the flow field that influenced the concentration boundary layers may
have been a result of estimating some of the unknown boundary conditions. In the
simulations, the inlet velocity profiles were uniform which is not realistic. The inlet
turbulence intensity and the dynamic pressures at the outlets were also unknown. Hence
the turbulence intensities were estimated and the dynamic pressures at the outlets were set
equal to zero for both the upper and lower outlets. The actual relative difference in
pressures at these outlets would probably have determined the overall flow field more
accurately and hence the location of the velocity interfaces more accurately.
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Even with the discrepancy in the concentration boundary layers, the predictions for the
trends for the interface velocity, ui, and for the concentration interface, η, are correct,
though their magnitudes do not exactly agree with the experiments. Hence, because of
the discrepancy in the concentration boundary layers and ui, the layer Richardson
numbers as predicted are somewhat difficult to compare with the experiments. The
values or the layer Richardson numbers for the upper layer appear to be somewhat
reasonable, when compared with the experimental values; however, the values for the
lower layer Richardson numbers are different by as much as 75% . In light of these
uncertainties, the layer Richardson number is judged to not necessarily be the best
parameter to use for evaluating the model.

Since the magnitude of the concentration boundary layer thickness is reasonably
predicted, the mixed fluid thickness as is given by Eq. (5.1.9) can be used to measure the
capability of the model to predict the overall mixing in the turbulent layer. Since the
mixed layer Richardson number, which is given by RiL in Eq. (5.1.13), does involve δ
M, it
is taken as an appropriate parameter to measure the relevant scales of buoyancy to
turbulence in the layer. To show the degree to which RiL varied for each case, it is the
plotted versus the overall Richardson number, Ri* in Figure 5.6. Ri* as was defined by
Eq. (5.1.12) is the same for the simulations and the experiments by its definition. Figure
5.6 shows the ability of the model to predict the degree to which δ
M will scale with the
turbulence in the layer, for a given set of inlet flow parameters and an overall buoyancy
given by b.
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Figure 5.6 - Variation of mixed layer Richardson number with Ri*.

Though not directly given in the experimental data, another parameter related to the
overall mixing in the two layers is the entrainment velocity, E, which was discussed in
Section 2.1. For the simulations E was defined by
E=

ue
∆U

(5.3.1)

where ∆U is the difference of the inlet velocities. The entrainment velocity, ue, was
calculated using the average of the amount of lower layer fluid flowing out of the domain
above η per unit time and the amount of upper layer fluid flowing out of the domain
below η per unit time, divided by the area over which entrainment occurred.
resulting values of E versus Ri* for each case are plotted in Figure 5.7.
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Figure 5.7 - Variation of entrainment velocity with Ri*.

Though the trend for E is not compared with any experimental data from the Sullivan and
List experiments, a power law fit through the four data points does give an exponent
within the experimentally reported range. The curve in Figure 5.7 follows E ~ Ri*

-1.1

.

Typical experimental values for the exponent range from -0.5 to -2.0 depending on the
experiment and the definition of the Richardson number [10].

Volume fraction contours and velocity vectors for each of the four cases are given in
Figures 5.8 through 5.11. These figures were all taken at the center line of the simulated
model and give some idea of how the increasing buoyancy tends to sharpen the interface
and how the mixing occurs in the layers.
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Figure 5.8 - Contours of volume fraction and velocity vectors for case 1.

Figure 5.9 - Contours of volume fraction and velocity vectors for case 10.
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Figure 5.10 - Contours of volume fraction and velocity vectors for case 11.

Figure 5.11 - Contours of volume fraction and velocity vectors for case 13.
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Having investigated several parameters related to the overall mixed layer and flow field,
the current discussion is focused on the model’s predictions regarding the behavior of the
flow at the interface. Specifically, the parameters δ
, hS, and RiS and the behavior of the
turbulence quantities are of interest in the interfacial region. Since these parameters are
highly inter-related, the discussion will begin by considering the vertical profiles of the
velocity and volume fraction at the interface. These profiles will be discussed in light of
the turbulent kinetic energy budget at the interface, and the ability of the present form of
the k-ε model to represent the relevant physics at the interface will be investigated.
Finally, several trends involving δ
, hS, and RiS as predicted by the model will be
compared with experimental data. Profiles for the velocity and volume fraction are given
in Figures 5.12 through 5.15 for each case.
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Figure 5.12 - Velocity profile and volume fraction profile for case 1.
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Figure 5.13 - Velocity profile and volume fraction profile for case 10.
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Figure 5.14 - Velocity profile and volume fraction profile for case 11.
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Figure 5.15 - Velocity profile and volume fraction profile for case 13.

As is evident in Figures 5.12, 5.13, and 5.15, for the cases involving higher amounts of
stratification the area surrounding the interface displays a noticeable kink in the velocity
and the volume fraction. The explanation for this behavior can be found by considering
the form of the k-ε turbulence model that was used for the simulations.

For a

homogeneous shear layer at steady state, the governing equation for the turbulent kinetic
energy is given by
− u' v'

∂u
gv' ρ'
= + ε+
ρ
∂y

(5.3.2)

where the small transport terms have been neglected. In Eq (5.3.2) the term on the left
hand side is the production of k by the Reynolds stress working against the mean velocity
gradient. The terms on the left hand side represent the dissipation of k by viscous
dissipation and the dissipation of k by increasing the potential energy of the flow because
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of buoyancy influences [33]. It is possible for production to balance both the viscous and
buoyant dissipation locally for certain cases involving low stratification or high shear;
however, with increasing buoyancy the buoyant term will suppress all turbulence at the
interface [31]. Hence, except for the weakest stratified flows, the interface does tend to
become laminar approaching the mixed interface.

The form of the k-ε model used for the simulations is formulated based on assumptions
that are typically valid for high Reynolds number turbulence. This is one of the main
reasons that the standard k-ε model is typically used with wall functions, since the model,
without some low Reynolds number modifications, is not able to accurately resolve the
features of turbulence approaching a wall or a laminar viscous layer. With the additional
buoyancy source terms, the model does account for the buoyant dissipation of turbulent
kinetic energy at the interface; however, the essential features of the turbulence are not
accounted for. In the present form of the model, the governing turbulent kinetic energy
equation at the interface is represented by
2

∂u 
µ ∂ρ
µT   = + ε + g 2 T
ρ σ ρ ∂y
∂y 

(5.3.3)

i.e. the production balances viscous and buoyancy dissipation. The resulting turbulent
kinetic energy budget as calculated for case 13 is shown in Figure 5.16.
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Figure 5.16 - Turbulent kinetic energy budget for case 13.

For the majority of the shear layer, production does approximately balance dissipation by
viscosity and buoyancy; however, at the interface the buoyant dissipation becomes so
strong that it overwhelms the production, and the viscous dissipation goes to zero. This
sudden change in the buoyant dissipation and zero production at the interface give a sharp
change in the interfacial parameters such as k. The turbulent kinetic energy profile for
case 13 is given in Figure 5.17 and shows that k suddenly drops to zero due to buoyant
dissipation. The sink as predicted by the buoyancy term actually should tend to cause k to
become negative in light of the values given in Figure 5.16; however, the code essentially
stops such an occurrence and sets k to zero in these cases. It should also be noted that the
slight rise at the bottom of the plot in Figure 5.17 is due to the diffusion from the
turbulence generated at the rough wall.
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Figure 5.17 - Turbulent kinetic energy profile for case 13.

Considering the profiles that are predicted for k and ε, the inflections or kinks that are
evident in the velocity and volume fraction profiles can be related to the eddy viscosity
and eddy diffusivity. Both the eddy viscosity and diffusivity are proportional to k2/ε ,
which is plotted in Figure 5.18 for case 13 and shows the sharp change in this quantity at
the interface. In light of the sudden change in the apparent viscosity at the interface, the
velocity profile develops a large velocity gradient where the viscosity is low and then
immediately develops a small velocity gradient where the viscosity is high.

This

maintains the continuity of the shear stress. A similar explanation can be given for the
shape of the volume fraction profiles for the cases involving higher stratification. Like
the profile for k, the increase in k2/ε at the bottom of the plot in Figure 5.18 is due to the
turbulence generated at the rough wall.
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Figure 5.18 - Trend in eddy viscosity and eddy diffusivity for case 13.

What is needed in the model is some modification for low Reynolds number effects that
occur near the interface. It would be desirably to multiply µT by some function that
would make the eddy viscosity approach zero near the interface. This is similar to the
Van Driest modification to the mixing length near a solid boundary.

A similar

modification is usually made for the eddy viscosity in low Reynolds number k-ε models,
where µT is multiplied by some form of

f µ = (1 − e − Re T )

(5.3.4)

where ReT is a kind of turbulent Reynolds number. ReT is typically given by
ρk 2
Re T =
(ε + ε O ) µ

(5.3.5)

where εO is some constant value of ε at the interface. Simulations using a form of the k-ε
model that included low Reynolds number corrections were not performed due to time
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constraints and due to the complexity associated with implementing the corrections in
CFX. The simulations involving a low Reynolds number model would have involved
coding the low Reynolds number corrections to the buoyancy source terms in a manner
that is consistent with the CFX implementation of the low Reynolds number k-ε model.
The work that was anticipated to be involved with performing these implementations was
out of the scope of the project.

Despite the disparity at the interface, the model does give reasonable predictions and
trends for several of the interfacial parameters. In general the longitudinal averaging
procedure tended to smooth out any irregularities in the data caused by the sudden change
in the turbulence quantities. Hence, the longitudinally averaged values are presented
instead of the values taken at the individual x-locations, to show that the model captures
many of the characteristics of a stratified shear flow with respect to the mean variables.

The predicted trend for the average interfacial thickness, δ
,was good for all four cases,
though the predicted magnitude was somewhat higher than the experimental values. For
increasing density stratification, the interfacial thickness generally decreases according to
some power law of the Richardson number.

The quantity δ
/H is plotted against the overall Richardson number in Figure 5.19 using
the experimental data and using the predicted values from the medium and fine grids.
Since the total depth of both layers, H, does give some characteristic length scale
common to both the experiments and simulations, it was used to normalize δ
. The overall
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Richardson number is used here since it is the same for all four cases as defined by Eq.
(5.1.12). While their is some question in fitting power laws to relatively few data points,
to demonstrate the consistency of the present model with the experiments, a power law
curve has also been fitted to each of the three sets of points. The power law as given by
the simulations over the four data points is approximately δ
/H ~ (Ri*) -2.1 in Figure 5.19.
The power law curve that was fit to the experimental data is given by δ
/H ~ (Ri*)

-2.6

in

Figure 5.19.
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Figure 5.19 - Normalized interfacial thickness versus Ri*.

The degree to which δwill decrease is proportional to the turbulence in the flow and the
buoyancy, therefore how δdecreases should be normalized by some direct measure of the
turbulence. In the experiments Sullivan and List plotted δ
/hS versus RiS. This gives a
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measure of the interface thickness, normalized by the amount of shear or turbulence in the
flow. In the simulations the experimentally predicted trend in hS was not well predicted
as it is a parameter that is directly influenced by the velocity at the interface, which
exhibited unphysical behavior given the state of the turbulence quantities at the interface.
Hence, hS and RiS were not good parameters to use for comparison with experimental
trends; however, the magnitude of RiS was consistently predicted close to the
experimental values. Figure 5.20 shows RiS plotted versus Ri* from each of the four
cases and demonstrates this agreement.
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Figure 5.20 - Shear Richardson number versus Ri*.

In considering the overall performance of the models, SFST1 and the k-ε model with the
buoyancy production and dissipation terms gave reasonable predictions for the majority
of the relevant parameters. The interfacial parameters were the most difficult to predict,
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presumably because of low Reynolds number effects that are not accounted for by the
present form of the k-ε model. All other quantities, when considered in light of the
longitudinal averages, were well predicted in both trend and magnitude.
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6.0 SIMULATION OF STRATIFIED, SHEARING FLOW OF
IMMISCIBLE FLUIDS
Steady state shearing flows involving diesel fuel and fresh water flowing in a laboratory
channel apparatus were simulated using CFX 4.1. The simulations were based on a shear
flow facility currently being used at Johns Hopkins University in Baltimore, Maryland
under the direction of Dr. Joe Katz [20]. Quantitative data from these experiments was
unavailable; however, some comparison between the experimental flow field and the
simulations was made. This comparison was based on qualitative images of the flow
field that were observed during an experimental test at Johns Hopkins [20].

Altogether, four cases were simulated where the overall Richardson number and the
average droplet size, which was assumed to be constant in each case, were varied. Time
averaged, steady state solutions were obtained using SFST2, which is appropriate for
flows involving immiscible fluids, and the k-ε turbulence model with the buoyancy
source terms. Of primary interest in these simulations was the trend in the gradient
Richardson number over the vertical shear layer and along the streamwise direction. The
gradient Richardson number is a local parameter and can be helpful in describing local
effects in the flow field. The effects of the slip velocity due to fuel droplets rising
through the water and water droplets falling through the fuel was also investigated.
Trends for the interface thickness as functions of the maximum gradient Richardson
number were studied as well.
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6.1 Experimental Conditions Simulated
The experimental setup consisted of essentially two stratified, immiscible, fluid layers
flowing opposite to each other in a laboratory, channel apparatus. The apparatus, as
shown in Figure 6.1, was approximately 1.5 m long, 32.0 cm high, and 7.5 cm wide. The
flow was essentially two dimensional, but there could have been some three dimensional
effects due to side walls with a large aspect ratio of H/w = 32 / 7.5. The water and fuel
inlets were both 11.0 cm high. In the experiments, fuel with a density of 850.0 kg/m3,
entered the apparatus from the upper left, while water, with a density of 1000.0 kg/m3,
entered from the lower right at a significantly higher flow rate than the fuel. An inlet
diffuser smoothly transitioned the fuel into the oncoming water, where the shear
develops. Some of the fuel exited the domain through the top outlet into a fuel reservoir,
while most of the fuel, which was entrained in the water, exited through the lower outlet.
An outlet weir below the fuel inlet diffuser acted to direct the flow of water along the fuel
interface.

Figure 6.1 - Johns Hopkins shear flow experimental setup.
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The main shear region between the fuel-inlet diffuser and the water-inlet splitter plate was
approximately 0.8 m in length. Typical inlet flow rates for the fuel were approximately
0.00095 m3/s corresponding to a mean inlet velocity of 0.10 m/s. Inlet flow rates for the
water ranged from 0.0056 m3/s to 0.0075 m3/s corresponding to mean inlet velocities of
0.68 m/s to 0.92 m/s. The same definitions as were used for the Sullivan and List
simulations for the overall Richardson numbers, mixed layer thickness, and interfacial
thickness were used in describing the flow. The overall Richardson number as given by
Eq. 5.1.12 was defined in relation to inlet velocities and densities and was used to
characterize different cases.

The relative effects of shear and buoyancy were

characterized using the gradient Richardson number given locally in the flow field by
Ri g =

− ( g / ρ)(∂ρ / ∂y )
(∂u / ∂y ) 2

(6.1.1)

This parameter was used because the flow field that is generated in the shear flow
apparatus as is shown in Figure 6.1 was not homogeneous in the longitudinal direction.
Therefore, characterizing the state of the flow by a single Richardson number was
difficult and hence a local parameter was used. A schematic of the complete shear flow
facility is given in Figure 6.2 as provided by Katz [20].
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Figure 6.2 - Johns Hopkins shear flow facility; After Katz 1998 [20].
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6.2 Computational Details
In light of the experimental scenario and governing parameters, a two-dimensional model
was configured in CFX 4.1. SFST2, was used to model the mixing of the two immiscible
fluids. In the formulation of the SFST model that was used, the mixture definitions,
momentum equations, and mass conservation equations as presented in Section 3.2 were
adopted as the governing equations. The k-ε model with the buoyancy source terms, as
described in Section 4.3, was used to model the effects of turbulence in these simulations.

The constitutive equation for the relative motion between the phases in the vertical
direction was assumed to be predominately given by the terminal rise velocity of a single
fluid droplet. This relationship assumes that a balance exists between drag, gravity, and
buoyancy forces on a fluid droplet. The resulting equation is given by
1/ 2

g4d p 
uS = 

 3C D 

1/ 2

 ρβ − ρα 


 ρ



β

(6.2.1)

where uS is the slip velocity, α denotes the dispersed phase and β denotes the continuous
phase. The derivation of Eq. (6.2.1) is given in Appendix A.6. Two parameters of
interest that will influence the magnitude of the slip velocity are the particle drag
coefficient, CD, and the size of the average droplet diameter, dp. In the simulations dp was
used as a parameter that was set equal to a constant. In reality, depending on the local
flow field and the fluid properties, droplets of different sizes will be formed. In the
simulations such events were not modeled and an average droplet size was assumed.
This allowed the effects of the average droplet size on the flow field to be investigated.
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The attention now will be turned to the drag coefficient, which is defined by

CD =

DragForce
ρβ d 2p uS2 (8 / π )

(6.2.2)

in the following discussion. The laws governing the coefficient of drag for a fluid droplet
can be complicated by the variation in drag regimes and the possible distortion of the
droplet shape. For cases where the distortion of the droplet is negligible, the drag laws in
a fluid droplet system may be approximated by the same drag laws that are used in a solid
particle system [18]. The drag coefficient is usually given as a function of the particle
Reynolds number, which is defined by
Re p =

ρ β u sd p
µβ

for a droplet that is moving in a continuous fluid denoted by β.

(6.2.3)
The subscript α

represents the disperse phase in the present discussion.

Initially the drag is totally due to viscous influences. This is known as Stokes’ regime,
which is typically defined for particle Reynolds numbers less than 1. Next the droplet
goes through a transitional region where the drag is due to viscous and inertial influences
in what is typically referred to as Allen’s regime. Allen’s regime is typically defined for
particle Reynolds numbers in the region between 1 and 1,000. In the third regime, which
is referred to as Newton’s regime, the drag is due almost entirely to inertial forces and the
drag coefficient is approximately a constant. Newton’s regime is usually defined for
particle Reynolds numbers in the region between 1,000 and 100,000. Finally, at some
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critical particle Reynolds number, the boundary layer transitions from laminar to
turbulent. Since the boundary layer remains attached further on the back face of the
droplet this causes drag reduction, and the coefficient of drag is again approximately a
constant.

This regime is typically referred to as the super-critical regime, and is

approximately the regime defined for particle Reynolds number that are greater than
1,000,000.

In all of the simulations the magnitude of the droplet Reynolds numbers were in the low
end of Allen’s regime. In Allen’s regime several correlations are available for calculating
the coefficient of drag. Ishii [18] gives one correlation for calculating the drag coefficient
in Allen’s regime by

CD =

24
0.75
(1 + 01
. Re p )
Re p

(6.2.4)

which was found to be widely used in the literature. Computationally, using Eq. (6.2.4)
requires iteration since the exact value of ReP is unknown if the value of the slip velocity
is unknown. Using an approximate power law relationship for CD allows the coefficient
of drag to be absorbed into the slip velocity relationship and removes the need for
iteration. This is shown in Appendix A.6. An approximate power law curve for Allen’s
regime, which closely follows the correlation given by Eq. (6.2.4), is given by
CD =

18
Re 0P.6

(6.2.5)

Figure 6.3 compares the two correlations given by Eq. (6.2.4) and Eq. (6.2.5) where CD is
plotted against ReP in log-log coordinates.
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Figure 6.3 - Comparison of drag correlations in Allen’s regime.

Using the relationship for CD that is given by Eq. (6.2.5) in Eq. (6.2.1) gives the slip
velocity equation by
5/ 7

1.6


 4gd p  ρ β − ρα 
uS = 

 ρ 0.4 

54 µ 0.6 

 β

β



(6.2.6)

as is shown in Appendix A.6. This relationship was assumed to be valid over the range
of particle Reynolds numbers between 1 and 1,000, and it was used in all of the
simulations for the shear flow experiments involving immiscible fluids.

Particle

Reynolds numbers outside the anticipated range did not occur in any of the simulations.
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One important assumption that is made when a slip velocity relationship similar to Eq.
(6.2.1) is used is that that multiple particle effects are ignored. The presence of multiple
particles or droplets will tend to decrease the terminal rise velocity of a single droplet.
Multiple particle effects can be accounted for by using an increased viscosity in the
particle Reynolds number [18]. An increasing number of droplets will tend to decrease
the Reynolds number and hence CD will increase. These effects are recognized to exist in
the flow situations being considered; however, they are neglected for brevity in the
present model.

Another important assumption that is inherent in using Eq. (6.2.1) is that the fluid
droplets reach their terminal velocity very quickly. This amounts to assuming that the
time interval between when the droplet is formed and when the droplet attains its terminal
velocity given by Eq. (6.2.1) is very small. For Stokes’ flow, the transient form of Eq.
(6.2.1) can be obtained analytically and gives the time constant (relaxation time) for the
particle by

τ dp =

4 ρα d p
72 µ β

2

(6.2.7)

where τdp is the time it will take the particle to reach 63% of its terminal velocity. Eq.
(6.2.7) was used as an estimate for the time constant of the average droplet sizes that were
used in the simulations. For droplet sizes on the order of 2.5 mm, typical values for τdp
are less than 0.2 seconds. When compared with the time scales of the mean flow for the

88

simulations, this gives a measure of justification to the assumption that the fluid droplets
quickly attain their terminal velocity.
Finally, it should be mentioned that effects of particle distortion are also neglected in the
current formulation for the terminal rise velocity. As the particle Reynolds number
increases, depending on the Weber-number reflecting surface tension effects, the fluid
droplets may become ellipsoidal in shape and eventually form a spherical cap shape [2].
These effects tend to influence the drag coefficient and the terminal velocity of the
droplet.
In regards to other relative velocity effects, it was assumed that the relative motion
between the phases was essentially zero in the horizontal plane. With these assumptions
the extra terms (i.e. the drift flux terms involving the product of the relative velocities) in
Eq. (3.2.5) reduce to a single term in the vertical momentum equation. By computational
experiments it was found that this single term can usually be neglected for flows, where
the flow field is not induced by buoyancy and most of the inertial forces come from the
mixture velocities. Hence the momentum equations that were solved for the present
simulations were given by
∂( ρ m u m,i )
∂t

+

∂u m,i ∂u m, j 
∂P
∂ 
∂
( µ m + µ T )
ρ m u m ,i u m , j = −
+
 ∂x + ∂x 

 + ρ m g i (6.2.8)
∂x j
∂x i ∂x j 
 j
i 


(

)

and the primary influence of the slip velocity comes into the model through the volume
fraction equation given by Eq. (3.2.9).
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To simulate the experimental setup, a 19 block geometry was used as is shown in Figure
6.4. Here the inlets, outlets, and the inner walls are shown as they were modeled in CFX;
lines inside the geometry denote inter block boundaries as are used by the CFX solver.
The dimensions of this model followed those that were used in the experiments.

Figure 6.4 - Geometry used in CFX to simulate Johns Hopkins shear flow.

A fine grid consisting of 29,175 cells, was used for the simulations. In the main shear
region, between the splitter plates, the fine grid consisted of 150 cells in the longitudinal
direction by 104 cells in the vertical direction. Here the cells were concentrated towards
the lower wall and vertical center of the model using a geometric progression factor of
1.02. This gave the smallest cell at or near the interface dimensions of approximately 5.0
mm long by 1.0 mm high.
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Boundary conditions for the inlets were modeled by setting a fixed velocity such that the
inlet flow rates were the same as those in the experiments. Specified values of the
volume fractions corresponding to the pure unmixed fluids were also set at the inlets.
Values of k and ε were estimated at the inlets using Eq. (5.2.1) and Eq. (5.2.2) and
pressure at the inlets was extrapolated from downstream. Hence Dirichlet boundary
conditions were specified on all quantities except pressure at the inlet.

Boundary conditions at the outlets was set as if the fluid was exiting the domain with a
free surface at the top of the outlet boundary in the longitudinal direction. This boundary
condition corresponds to the same boundary condition described in Section 5.2. In
addition to the hydrostatic distribution a constant pressure of 3,448.0 Pa was set at the
upper right outlet, corresponding to a pressure difference of 0.5 psi between the top and
bottom outlets. This was done since the fuel outlet tank on the right of the apparatus is
typically pressurized in the experiments. Boundary conditions for all other quantities at
the outlets where modeled by setting a zero derivative condition.

Four cases were simulated involving variations in the overall Richardson number and
estimated droplets size, dp, that is used in Eq (6.2.1). Quantities as set at the inlets for
each case are listed in Table 6.1.
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Table 6.1 - Inlet Flow Parameters and Overall Parameters for CFX model
Lower inlet parameters
Case
u (cm/s)
1
69.03
2
69.03
3
92.04
4
92.04

ρ (kg/m )
1000.00
1000.00
1000.00
1000.00

k (cm /s )
9.530
9.530
16.943
16.943

ε (cm /s )
3.434
3.434
6.105
6.105

Upper Inlet parameters
Case
u (cm/s)
1
11.50
2
11.50
3
11.50
4
11.50

ρ (kg/m 3 )
850.00
850.00
850.00
850.00

k (cm2/s2)
0.265
0.265
0.265
0.265

ε (cm2/s3)
0.095
0.095
0.095
0.095

3

2

2

2

3

Overall Parameters
dp (mm)
Ri*
1.75
0.85
2.35
0.85
1.75
0.51
2.35
0.51

The Hybrid scheme was used to discretise the velocity components, and the volume
fraction equation was discretised using first order upwinding. Pressure was calculated
using central differencing, while the turbulence quantities were calculated using Hybrid
differencing.

All simulations were run using transient marching to steady state. Typically 50 outer
iterations were performed over about 280 time steps of 0.1 second. This corresponded to
approximately three flow-through times for the fuel and about 25 flow-through times for
the water.

At this time the outlet flow rates and vertical profiles of all the quantities

remained constant and the solution was taken as the steady state.
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6.3 Results and Discussion
In discussing the predictions as given by the computational model, the overall flow field
will be considered first, then the vertical profiles of the gradient Richardson number will
be discussed, and finally the qualitative experimental comparisons will be considered.
The gradient Richardson number profiles will give some idea how the local scales of
buoyancy to turbulence change for this flow and will be discussed in light of the overall
flow field parameters. The trend in the gradient Richardson number over the vertical
shear layer and along the streamwise direction will be shown to influence the magnitude
of the interfacial thickness, δ
, and the mixed layer thickness, δ
M.

Possible improvements to the multiphase and turbulence models will also be discussed,
namely the influence of the slip velocity on the momentum equations, which was
neglected in the simulations, and the influence of surface tension effects will be
considered. Since the flow in this geometry is somewhat intricate, overall contours
showing the volume fraction and the streamlines are shown for each case in Figure 6.6
through Figure 6.13.

These contours give some indication as to how the overall

Richardson number and the average droplet size affect the overall flow field and the
interfacial thickness. The various obstacles associated with the geometry cause numerous
zones of re-circulation to develop in the flow field, with one of the most noticeable recirculation zone occurring at the end of the fuel inlet diffuser.
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An important fact to keep in mind when examining the streamlines in Figures 6.6, 6.8,
6.10, and 6.12 is that the fuel is moving quite slowly compared to the water. Essentially,
the fuel is almost quiescent and the water causes the majority of the shear. To put some
perspective on the velocity of the fuel and the water, Figure 6.5 shows velocity vectors
and the fuel volume fraction for case 1 where the development of a stratified shear layer
can be seen at the interface. The maximum velocity in Figure 6.5 is 70.0 cm/s and occurs
in the lower layer.

Figure 6.5 - Volume fraction contours and velocity vectors; Ri*=0.85, dp=1.75 mm.

94

Figure 6.6 - Streamlines and volume fraction contours; Ri*=0.85, dp=1.75 mm.
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Figure 6.7 - Volume fraction contours; Ri*=0.85, dp=1.75 mm.
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Figure 6.8 - Streamlines and volume fraction contours; Ri*=0.85, dp=2.35 mm.
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Figure 6.9 - Volume fraction contours; Ri*=0.85, dp=2.35 mm.
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Figure 6.10 - Streamlines and volume fraction contours; Ri*=0.51, dp=1.75 mm.
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Figure 6.11 - Volume fraction contours; Ri*=0.51, dp=1.75 mm.
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Figure 6.12 - Streamlines and volume fraction contours; Ri*=0.51, dp=2.35 mm.
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Figure 6.13 - Volume fraction contours; Ri*=0.51, dp=2.35 mm.
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One of the most obvious details about the flow field is the complexity associated with the
numerous zones of re-circulation. This is evident in Figures 6.6, 6.8, 6.10, and 6.12, with
at least 8 re-circulation zones appearing in Figure 6.12. Several of the features that are
observed in the profiles of the shear flow from the simulations are also observed
experimentally. Namely, the thickness of the mixed layer at the interface and the recirculation near the fuel inlet are experimentally observed.

Three instantaneous images of the sheared interface were obtained from the shear flow
facility at Johns Hopkins [38] and are shown in Figure 6.14 through Figure 6.16. The
flow rate that was used in the experiments was 120 GPM and corresponded to the inlet
velocities that were used in the simulations for cases 3 and 4. Hence, some comparison
can be made between the experimental profiles and the profiles from the simulations that
are given in Figures 6.10 through 6.13. It should be noted here that these comparisons are
between time averaged quantities from the simulations and instantaneous experimental
quantities. Hence, exact comparison is difficult; however, some measure of similarity
can be made.
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Figure 6.14 - Instantaneous mixing layer near water inlet; After Wu and Katz [38].
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Figure 6.15 - Instantaneous mixing layer near central section; After Wu and Katz [38].
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Figure 6.16 - Instantaneous mixing layer near fuel inlet diffuser; After Wu and Katz [38].
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The experimental image given in Figure 6.14 shows the mixing layer near the water inlet,
where the thickness of the mixed layer at 15.0 cm from the water inlet is approximately
3.0 cm. This indicates that the value that was predicted in the simulations, which was
also approximately 3.0 cm, is reasonable in light of the experimental value.

The image taken at the middle section, as is shown in Figure 6.15, clearly shows the
droplets that are formed at the interface. The various sizes of the droplets that are formed
at the interface can be inferred from this image and give some credibility to the choices
that were made for the average droplet size in the simulations. It should also be noted
that the thickness of the mixed layer at this location, approximately 4.0 cm, is also close
to the value of the mixed layer thickness, 4.5 cm, that was predicted in the simulations.

The image shown in Figure 6.16 shows the shear layer in the vicinity near the fuel inlet
diffuser. In this profile, water is actually carried above the fuel layer and mixed in a type
of Kelvin-Helmholtz structure. The re-circulation that is observed in this profile is
similar to the mixing that is seen in the volume fraction profiles in Figure 6.13, near the
fuel inlet diffuser. Hence, the time averaged profile of the experimental data near the fuel
inlet diffuser, would probably look quite similar to the volume fraction profiles given in
Figure 6.13. Both the structure that is shown in Figure 6.16 and the region of mixed fluid
that is shown in Figure 6.13 have an approximate thickness of 9.0 cm.

With regard to the shear at the interface, the zone of re-circulation occurring just after and
above the fuel inlet diffuser tends to disrupt part of the shear layer. This is especially
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evident for the cases where Ri* is low. The existence of this large re-circulation zone
was experimentally confirmed [20] to exist, and will influence experimental data that is
taken in the surrounding region. Fortunately, a region of developing shearing flow exists
in the region beginning at the tip of the right splitter plate and ending approximately
halfway between the fuel inlet diffuser and the right splitter plate. It is this density
stratified, mixing layer that will be the main focus of the following discussion.

Specifically, consideration will be given to the influence of the gradient Richardson
number and the assumed mean droplet size on several flow parameters of interest in the
mixing layer. The development of the mixed fluid thickness, the interfacial thickness,
and the maximum gradient Richardson number with increasing distance from the right
splitter plate will be investigated. The interfacial thickness and mixed fluid thickness are
defined in Eq. (5.1.5) and Eq. (5.1.9) respectively.

The profiles of the gradient Richardson number in the vertical direction will also be
considered at various locations in the streamwise direction. From these profiles the
influence of the gradient Richardson number and the influence of the average droplet size
on several parameters related to the mixed layer will be inferred. No experimental data
for values of the gradient Richardson number or the mixed layer thickness were available
so the results from the simulations will be discussed in light of what is commonly
observed in density stratified, turbulent mixing layers and flows involving immiscible
fluids.
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The mixing layer is a common flow phenomenon, and some of the laws related to the
mixed layer thickness for a turbulent mixing layer are useful in analyzing the current flow
field. For a developing, two-dimensional, constant density, turbulent mixing layer the
equation governing the spreading of the mixed layer is generally written as
dδM
=C
dx

(6.3.1)

where C is a constant. Figure 6.17 shows δ
M and shows a typical mixing layer. Here δ
M
is the mixed layer thickness, which is defined by Eq. (5.1.9). For flows with no density
stratification, δ
M is similar to the velocity layer thickness that is typically encountered in
descriptions of turbulent mixing layers. The mixed layer thickness is shown here since it
is the main parameter of interest in cases involving density stratification.

Figure 6.17 - Typical two-dimensional mixing layer.
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For a density stratified mixing layer the mixed layer thickness becomes a function of
some appropriately chosen Richardson number [34]. This function is typically given by
dδM
= Ri( x) n
dx

(6.3.2)

where Ri is defined here in a generic sense since it may be defined differently for
different flow situations. Experimental studies indicate that values of the exponent n in
Eq. (6.3.2) typically range from -0.25 to -2.0. Some theoretical basis for Eq. (6.3.2) is
also given in the literature [10]. It should be noted that for density stratified flows, the
mixed fluid thickness and the velocity layer thickness that is shown in Figure 6.17 will
not be equal. Figure 6.17 is used mainly to illustrate the flow field of interest and how δ
M
can be defined for a typical mixing layer. It should also be noted that there are two
reasons for giving the functional form of δ
M based on the derivative with respect to the
longitudinal distance. The first reason is because it removes the need to know how the
Richardson number will change in the longitudinal direction, and the second reason is
that it eliminates any arbitrary constants that might result from the integration.

For a density stratified mixing layer consisting of immiscible fluids, another parameter
enters the law governing the mixed layer thickness to account for the presence of droplets
and their slip velocity. Since the slip velocity is given functionally by
uS = f ( rα , ρ m , g, µ m , d p )

(6.3.3)

then all of the relevant variables are accounted for in the Richardson number, either
implicitly or explicitly, except for dp. Since the average droplet size will depend on the
surface tension of the fluids, a Weber number dependence is implied.
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For droplets in turbulent dispersions the Weber number is typically defined by
We =

ρu 2 d p
σ

(6.3.4)

where u = 2/3 k1/2 [7 ]. This leads to a function for δ
M that depends on the Richardson
number and the droplet Weber number. It can be written in functional form as
dδM
= f ( Ri, We)
dx

(6.3.5)

for a developing, density stratified, turbulent mixing layer involving immiscible fluids.
No definite form of the entrainment law for immiscible fluids is given in the literature
that was reviewed, and the present simulations are not intended to establish such a law or
relationship. The simulations are intended to demonstrate that the current model does
exhibit mixing relationships that are in agreement with Eq. (6.3.2), Eq. (6.3.3) and Eq.
(6.3.5), depending on the flow scenario.

Since the gradient Richardson number is being used to characterize the predicted flow
scenario, it will be considered in the region before the influence of the re-circulation. The
main interest is how the gradient Richardson number changes along the shear layer.
Placing the origin at the tip of the splitter plate on the right side and measuring positive x
towards the left, the gradient Richardson number was calculated at various locations in
the streamwise direction. For each of the cases, RiG is shown at several x/L locations in
Figure 6.18 through Figure 6.21. L is the distance between the tip of the fuel inlet
diffuser and the right splitter plate. For the case where Ri* = 0.51 the profiles are only
shown through x/L = 0.3 since effects of the re-circulation zone were evident at larger x/L
values.
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Figure 6.18 - Gradient Richardson number profiles for case 1.
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Figure 6.19 - Gradient Richardson number profiles for case 2.
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Figure 6.20 - Gradient Richardson number profiles for case 3.
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Figure 6.21 - Gradient Richardson number profiles for case 4.
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One import observation that can be made from every one of the four preceding figures is
that RiG increases with x/L. This tends to happen because of the velocity layer spreading
and (∂U/∂y)2 decreasing more quickly than ∂ρ/∂y.

Since RiG will characterize the

relevant scales of buoyancy and turbulence, its maximum value is a reasonable parameter
to characterize the shear layer at various x/L locations. Hence the maximum gradient
Richardson number is plotted as a function of x/L for all four cases in Figure 6.22. As in
the previous plots, the trend for the maximum gradient Richardson number is shown over
a smaller range of x/L values for the cases where Ri* = 0.51; this was done to avoid
plotting values that were influenced by the re-circulation zone.
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Figure 6.22 - Maximum gradient Richardson number versus x/L.
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Tennekes and Lumley [29] comment that for typical shear flows turbulence will persist at
the interface for RiG < 0.2. Miles and Howard comment that for unbounded, parallel
shear flow if RiG > 0.25 then no turbulent instabilities are observed near the interface as
all turbulent motion is damped by the buoyancy [22]. However, for bounded flows the
critical gradient Richardson number can be much lower than 0.25, and the value of RiG
that will mark the transition from a fully turbulent interface to a non-turbulent or
intermittent interface can be lower than 0.2 [10].

In consideration of these typical values, it should be reasonable to estimate from Figure
6.19 that the interface was most probably turbulent for the cases where Ri* = 0.51. For
the case where Ri* = 0.85 the interface was probably characterized partially by KelvinHelmholtz waves which are typically the first stage observed after the fully turbulent
interface.

In any case it is clear that since RiG increases with x/L, that the mixed layer thickness and
the interfacial thickness, defined by Eq. (5.1.5), should also change. The variation of
predicted δ
M with x/L is shown in Figure 6.23 and the variation of δwith x/L is shown in
Figure 6.24. δis shown here because it was a parameter of interest in the simulations
involving the experiments performed by Sullivan and List, and because its value may
indicate how the parameters related to mixing will behave near the interface.
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Figure 6.23 - Mixed fluid thickness versus x/L.
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Figure 6.24 - Interfacial thickness versus x/L.
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How δ
M changes with x/L is interesting because all three laws for the mixed layer
thickness appear to be demonstrated. For the case given by Ri* = 0.51 and dp = 1.75 mm,
the maximum gradient Richardson number is approximately 0.1 over the horizontal
distance where δ
M was calculated for this case. Since this is a low gradient Richardson
number and the effects of the turbulence dominates the layer, δ
M has a slope that is
approximately constant. This is shown by the heavy dashed line in Figure 6.23. This is
characteristic of a mixing layer with no density stratifications. The effect of the slip
velocity is to decrease δ
M. For Ri* = 0.51 and dp = 2.35 mm, the effect of the average
droplet size or the slip velocity is to bend the almost linear curve toward the right as x/L
increases.

The relative effects of increasing RiG are shown by the solid curve in Figure 6.23, which
corresponds to Ri* = 0.85 and dp = 1.75 mm. The shape of this curve demonstrates that
δ
M asymptotically approaches a constant as RiG increases. This is consistent with the
-n
experimental observation that dδ
for some Richardson number giving a
M / dx ~ Ri

measure similar to that given by RiG.

The influence of the slip velocity is to actually separate the mixed fluid layers. The effect
of increasing the average droplet size, which could be accomplished by changing the
surface tension of the fluids, on δ
M can be seen in Figure 6.23. However, the effects of dp
are most clearly seen in Figure 6.24. In Figure 6.24 the interfacial thickness, δ
, is shown
to first increase and then decrease. The cause for this is two fold. Initially, RiG is
relatively small and the turbulence begins mixing the layers.
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As RiG increases the

turbulence is damped and δdoes not increase significantly with x/L. Finally, as the
turbulence decreases still more, the slip velocity begins to separate the layers, causing δto
decrease. This trend is essentially the same for δand δ
M, though it is more pronounced
for δ
. This seems to partially originate from the fact that very near the interface, where δ
is measured, the turbulence is more heavily damped by the buoyancy effects. The manner
in which the thickness of the mixed layer and the interfacial thickness first increases and
then decreases has been experimentally confirmed by the experiments at Johns Hopkins
[38]. For several of the cases that have been experimentally investigated this behavior
has been observed. Hence, in addition to substantiating the trend in the simulations, this
confirms the importance of the slip velocity in the model equations.

In general, the simulations performed with SFST2 give reasonable predictions for the
overall flow field and the parameters related to the mixed layer thickness. The predicted
flow field was confirmed to qualitatively represent the flow field that was observed at the
shear flow facility at Johns Hopkins [38]. This comparison was done using several
instantaneous profiles of the mixed interface at various streamwise locations along the
shear layer. Average sizes for the droplets and the influence of the zone of re-circulation
near the fuel inlet diffuser were also considered. The manner in which δand δ
M first
increase and then decrease also agrees with what has been observed in the experiments at
Johns Hopkins [38].
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7.0 SIMULATION OF FLOW INSIDE A FULL SCALE CFBT
The transient filling of a multi-compartment, compensated fuel ballast tank (CFBT) was
investigated using CFX 4.1 and the SFST model for immiscible fluids, SFST2. As
mentioned in the introduction, the overall project objective was to develop a
computational tool that could be used for predicting fuel and water mixing in a CFBT.
Though certain aspects of the model remain to be refined, this chapter demonstrates the
capability of SFST2 to simulate the actual flow through a CFBT. In these simulations the
primary areas of interest were the extent to which the fuel and water mix and the
locations inside the CFBT where the most mixing occurs. Another objective involved
predicting the amount of water that is trapped inside the compartments between the
compartment floor and the fuel layer.
7.1 Actual Flow Conditions and Computational Model
The CFX model was based on the full scale DDG 51 Tank 5-300-2-F Compensated
Fuel/Ballast Tank as is described by Chang [5]. A schematic of DDG 51 Tank 5-300-2-F
is shown in Figure 1.1. In the computational model, the limberholes and the transverse
and longitudinal slope of the tank floor were neglected. These simplifications to the
geometry were made because the primary goal was to investigate the applicability of
SFST2 to a transient, three-dimensional, geometry at full scale, not to match every
geometric detail in the actual tank. The geometry for the model that was simulated is
shown in Figure 7.1, where the inlet, outlet, transverse manholes, and longitudinal
manholes are labeled. In Figure 7.1 the front and top walls are shown to be transparent to
show the internal structures that were included in the model. The dimensions of the tank
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were 12.0 x 2.7 x 1.4 meters. The inlet and outlet were modeled as rectangular instead of
round to aid in obtaining better numerical convergence at the inlet and outlet regions
where a significant portion of the flow takes place.

Figure 7.1 - Geometry of CFBT model that was simulated in CFX.

As already described in Chapter 1.0, during refueling diesel fuel is pumped into the tank
through a vertical inlet pipe as is shown in Figure 7.1. The water is forced out of the
bottom of the tank through a vertical outlet pipe in the last compartment.
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7.2 Computational Details for DDG 51 Tank 5-300-2-F Simulations
The SFST model for immiscible fluids, SFST2, was used to model the mixing of the fuel
and water. In the formulation of the SFST model that was used, the mixture definitions,
momentum equations, and mass conservation equations as presented in Section 3.3 were
adopted as the governing equations. The constitutive equation for the relative motion
between the phases in the vertical direction was assumed to be given by Eq. (6.2.6), and it
was assumed that the relative motion between the phases was zero in the horizontal plane.
An average droplet size of 3.5 mm was used in the slip velocity equation; this droplet size
was based on typical droplet sizes that were observed in some of the experiments at Johns
Hopkins. The drift flux terms were also neglected as was done in Section 6.2, giving the
momentum equations that were used in the present simulations by Eq. (6.2.8). The
k-ε model with the added buoyancy terms, as described in Section 4.3, was also used.

In addition to using the SFST model, the default homogeneous model in CFX was used to
simulate the flow. The CFX homogeneous model is somewhat similar to SFST1, which
was presented in Section 3.2. After performing several computational experiments, it
was determined that the default CFX homogenous model was actually about 30% to 40%
slower computationally than SFST1 or SFST2. The default homogeneous model was
also difficult to converge on the multi-compartment tanks.

The grid in each compartment consisted of 32 longitudinal cells, 9 transverse cells, and
18 vertical cells. Including the cells in the inter-compartment passages such as manholes,

121

the total grid was approximately 110,000 cells. In each compartment, the cells were
concentrated towards the inter-compartment manholes and internal openings using a
symmetric geometric progression factor of 1.06 in the longitudinal direction and 1.1 in
the transverse direction. Also, above the inlet pipe and below the outlet pipe the grid was
made twice as fine in the vertical direction to better resolve the inlet and outlet jets of
fluid. The grid near the inlet is shown in Figure 7.2, where the internal block boundaries
are also visible. Figure 7.3 shows a typical section of the transverse grid, where the fine
grid near the inlet can be seen in the third block from the left at the top of the geometry.

Figure 7.2 - Schematic of the computational grid near the inlet.
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Figure 7.3 - Transverse plane showing grid near inlet compartment.

Initial conditions for the model consisted of a quiescent tank filled entirely with water.
Fuel entered the tank through the inlet pipe and forced the water out through the outlet
pipe. Boundary conditions for the inlet were modeled by setting a fixed velocity that
corresponded to 100.0 liters per second, which is a typical flow rate in a re-fueling
process. This inlet volume flow rate corresponded to a velocity of approximately 2.0 m/s
at the inlet. Based on the tank volume and the inlet volumetric flow rate, the flow through
time was equal to 425.0 seconds. The density of the unmixed fuel was set equal to 850.0
kg/m3 and the density of the unmixed water was set equal 1,000.0 kg/m3. The volume
fraction at the inlet was set equal to 0.99999, corresponding to pure fuel entering the tank.
Values of k and ε were estimated at the inlets using Eq. (5.2.1) and Eq. (5.2.2) and
pressure at the inlets was extrapolated from downstream. Hence Dirichlet boundary
conditions were specified on all quantities except pressure at the inlet.

Boundary

conditions at the outlets were modeled by setting Neumann conditions on all the variables
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except pressure, which was fixed at 0.0 Pascals at the outlet. The FORTRAN which was
used to implement the additional source terms, user functions, and user boundary
conditions for SFST2 and documentation for using the subroutines has been included in
Appendix B.

In an effort to make the numerical convergence of the model easier and decrease the
computational time, first order upwinding was used to discretise all of the variables
except pressure. The pressure was discretised using central differencing. The first order
Euler scheme was used to advance the solution in time. The time steps used for the
simulations were chosen such that the Courant limit was satisfied for the early part of the
simulation, and then the time step was increased as the simulation progressed in time.
The initial time step was 0.1 seconds, and the time step was increased to 0.25, then 0.5,
and finally 1.0 seconds.

An important reason to use small time steps initially is because the sudden inflow of fuel
into the quiescent water is similar to a sharp step input to the velocity field. Since the
fuel and water are incompressible, the solution must find a velocity field that satisfies the
conservation laws and discharges an amount of volume of fluid that is equivalent to the
amount pushed in on the first time step. This is significantly easier if small time steps are
used at the beginning of the simulation.
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7.3 Results and Discussion
Figure 7.4 through Figure 7.7 show fuel volume fraction contours and velocity vectors at
a transverse plane across the inlet, at various times in the simulation. Figure 7.4 shows a
contour of the fuel volume fraction near the inlet after 5.0 seconds, with the tank outline
shown and the inlet pipe indicated by a white rectangle. Figures 7.5, 7.6, and 7.7, show
contours of the fuel volume fraction and velocity vectors at 5.0, 15.0, and 25.0 seconds, at
the same location as the contour shown if Figure 7.4. The maximum velocity at the inlet
in each of these figures is 2.0 m/s. These figures clearly demonstrate the transient nature
of the re-fueling process, and the mixing and separation of the two fluids during the refueling.

Results (see Figures 7.4 - 7.7) from the simulation of the CFBT using SFST2, where the
terms containing the slip velocity are included, are very encouraging as they predict a
distinct interface between the oil and water. This distinct interface is expected in the
actual re-fueling scenario. This differs substantially from the predictions given by the
default, CFX homogenous multiphase model, where the two fluids constantly blend into
one another, forming an emulsion phase with no distinct interface. Similar results have
been obtained with SFST1, where no slip velocity is accounted for. In both SFST1 and
the CFX homogeneous model the fluids mix and never separate, in essence forming a
single fluid with a stably varying density. This indicates the importance influence of the
vertical slip velocity in these flow scenarios involving oil and water.
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Figure 7.4 - Fuel volume fraction contours near inlet after 5.0 seconds.

Figure 7.5 - Fuel volume fraction contours and velocity vectors after 5.0 seconds.
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Figure 7.6 - Fuel volume fraction contours and velocity vectors after 15.0 seconds.

Figure 7.7 - Fuel volume fraction contours and velocity vectors after 25.0 seconds.
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One important mixing event can be seen in Figure 7.6 in the second compartment from
the left.

When the fuel flows from a partially filled compartment into an empty

compartment through a manhole or rectangular opening, a buoyant mixing event occurs.
As the fuel layer reaches a certain depth it begins to spill into the second compartment
under the top of the manhole or rectangular opening. During this event a buoyant jet of
fuel issues into the water in the second compartment, dramatically increasing the mixing
potential between the fluids. These occurrences have been labeled buoyant mixing events
by Chang and his co-workers, who also identified such events in their simulations at
NSWC [5]. Though the objective of the present simulation was not to suggest design
modifications to the internal structure of the tanks, it is clear that these buoyant mixing
events should be minimized in any attempt to re-design the tank.

The evolution of the fuel and water through the tank can be demonstrated by monitoring
the flow rates of fuel and water through the longitudinal manholes. During the course of
the simulations, several of these flow rates were computed at various manholes, which
are labeled in Figure 7.8. Figure 7.8 also shows the geometry as if it were transparent,
with the internal manholes and openings shaded. Flow rates from one transverse manhole
and three longitudinal manholes were computed. These flow rates are shown in Figure
7.9 through Figure 7.12. The flow rates through manholes 1 and 2 almost reach a steady
state where only fuel is going through the manholes as is shown in Figure 7.9 and Figure
7.10. An interesting time scale that is associated with the flow through a manhole is the
time interval between when the fuel first begins to flow through a manhole and when the
fuel flow rate overtakes the water flow rate. This time scale increases if a manhole is
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farther away from the inlet. The reason that this time scale increases depends on at least
two factors: the amount of water that the fuel must displace in upstream compartments
and the resistance the fuel will encounter in displacing the water in upstream
compartments. Farther away from the inlet there is more water that remains to be
displaced after the fuel initially flows through a manhole. Hence, the actual time it will
take for the fuel to first reach a manhole and actually dominate the flow through the
manhole will increase as the distance from the inlet to the manhole increases.

Figure 7.8 - Wireframe schematic of CFBT highlighting manholes and internal openings
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Figure 7.9 - Flow rates of fuel and water through manhole 1.
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Figure 7.10 - Flow rates of fuel and water through manhole 2.
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Figure 7.11 - Flow rates of fuel and water through manhole 3.
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Figure 7.12 - Flow rates of fuel and water through manhole 4.
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To show the evolution of the fuel into the different compartments and to show the mixed
interface, volume fraction profiles at 100.0, and 200.0 seconds are shown in Figure 7.13
through Figure 7.18.

Figures 7.13 and 7.14 show longitudinal profiles, where the inlet

and outlet blocks are indicated by white rectangles. In Figure 7.14 at 200.0 seconds the
fuel is close to reaching the outlet. Since 200.0 seconds is less than half of the flow
through time as computed from the tank volume and the inlet flow rate, the re-fueling
efficiency is very poor for the present geometry. Here the re-fueling efficiency is defined
as the time it takes the fuel to reach the outlet divided by the flow through time based on
the total volume of the CFBT. A perfect re-fueling would require the entire flow through
time and would fill the entire volume of the tank before the fuel reached the outlet.

Another observation that can be made from Figure 7.14 is that the compartments on the
left side of the longitudinal manholes in the streamwise direction tend to fill earlier than
the compartments on the right side. This should be expected considering that it is easier
for the flow to spill through the large rectangular openings than for the flow to go through
the transverse manholes. The capacity to establish a preferred path of flow based on the
symmetry or lack thereof in the internal compartments is an important factor that should
be considered in any re-design efforts since it will highly influence the mixing and refueling efficiency.
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Figure 7.13 - Longitudinal volume fraction profiles in rows 1 and 3 after 100.0 seconds.
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Figure 7.14 - Longitudinal volume fraction profiles in rows 1 and 3 after 200.0 seconds.

134

The presence of water hideout, where water has been trapped inside various
compartments, is obvious from Figure 7.13 and 7.14. It should be mentioned here that
the limberholes would diminish the water hideout to a certain extent by allowing the
water to flow out of the bottom of a compartment. This would not necessarily solve the
problem of how quickly the fuel reaches the outlet, since the fuel will still travel the path
of least resistance and would still prefer to flow through the center row of manholes. The
present simulations can be viewed as being what would happen in the limit as the area of
the limberholes went to zero.

Figures 7.15 and 7.16 show longitudinal profiles, where the flow through the main
section of manholes can be seen at 100.0 and 200.0 seconds. In Figure 7.15 several
stages of buoyant flow events can be seen along the longitudinal manholes. Figures 7.17
and 7.18 show several volume fraction profiles along transverse planes which indicate the
manner in which the fuel spills into the transverse compartments. The water hideout is
also obvious from the transverse profiles, especially in the compartments near the inlet.
In Figure 7.18 at least two compartments on the far side of the CFBT, opposite to the
outlet, are totally unfilled.
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Figure 7.15 - Longitudinal volume fraction profiles in rows 2 and 4 after 100.0 seconds.
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Figure 7.16 - Longitudinal volume fraction profiles in rows 2 and 4 after 200.0 seconds.
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Figure 7.17 - Transverse volume fraction profiles after 100.0 seconds.
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Figure 7.18 - Transverse volume fraction profiles after 200.0 seconds.
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Overall, the simulations conducted using SFST2 have demonstrated the applicability of
single fluid scalar transport models to a full scale CFBT where complicated mixing
situations occur and where relative velocity effects and computational efficiency are
important. The model exhibited good convergence and captures many of the relevant
physics that are important in modeling immiscible fluids. The transient mixing process
showed that buoyant flow events that occur around manholes and internal openings are
important regions where a significant amount of mixing can occur.

The re-fueling

efficiency was also shown to be deficient in the present geometry, since the fuel reaches
the outlet at approximately half of the flow-through time.
demonstrated and is an obvious concern for future designs.

140

Water hideout was also

8.0 CONCLUSIONS
8.1 Summary
Homogeneous, density stratified, shearing flows involving miscible fluids were simulated
using the commercial code CFX 4.1. Using a single fluid scalar transport model and the
k-ε model with additional buoyancy production and dissipation terms, solutions were
obtained for four cases that were investigated experimentally by Sullivan and List [28].
The simulations were compared with all of the relevant experimental parameters, and the
majority of the predicted parameters were in qualitative agreement with their
experimental counterparts.

The results as predicted by the model indicate that the

concentration boundary layers and individual layer Richardson numbers were possibly
influenced by some of the boundary conditions, which had to be estimated for the
simulations.

Also, trends in the interfacial parameters were difficult to predict,

presumably because of low Reynolds number effects that are not accounted for by the
present form of the k-ε model that was used. Overall, reasonably good trends were shown
for the interfacial thickness, δ
, the mixed fluid thickness, δ
M, the mixed layer Richardson
number, RiδM, and the dimensionless entrainment, E.

In considering the overall

performance of the model, the majority of the parameters were well predicted in both
trend and magnitude, when considered in light of the longitudinally averaged values. An
interfacial thickness relationship given by δ
/H ~ (Ri*)-2.0 and an entrainment relationship
given by E ~ (Ri*)-1.1 were predicted by the model and have been found to be in good
agreement with experimental observations.
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For the simulations of the developing mixing layer involving diesel fuel and fresh water,
time averaged, steady state solutions were obtained using a single fluid, scalar transport
model that is based on a variant of Ishii’s [16] drift flux model. The k-ε turbulence model
with extra terms to account for buoyancy effects was also used in these simulations. The
ability to account for relative velocity effects in stratified, shearing flows was
investigated, with the goal of quantitatively reproducing what is typically observed in
experiments involving immiscible fluids.

Results from these simulations show a strong gradient Richardson number dependence.
The gradient Richardson numbers in the simulations ranged from RiG = 0.05 to RiG =
0.25. Overall, the simulations performed with SFST2, the SFST model that includes
effects of the slip velocity, gave reasonable predictions for the overall flow field and the
parameters related to the mixed layer thickness. The predicted flow field was confirmed
to qualitatively represent the actual flow field that was observed at the shear flow facility
at Johns Hopkins University [38]. This comparison was done using several instantaneous
profiles of the mixed interface at various locations along the shear layer. Average sizes
for the droplets and the influence of the zone of re-circulation near the fuel inlet diffuser
were also considered. The manner in which δand δ
M first increase and then decrease
seems to agree with what has been observed in the experiments at Johns Hopkins
University [38].

A three-dimensional, transient simulation of a typical compensated fuel/ballast tank was
performed to demonstrate that SFST2 can be used to model complicated flow scenarios
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and study different aspects of the flow inside a CFBT. The simulations conducted using
SFST2 demonstrated the ability of single fluid scalar transport models to model
complicated mixing situations, where relative velocity effects and computational
efficiency are important. The model exhibited good convergence and captured many of
the relevant physics that are important in modeling immiscible fluids. The transient
mixing process showed that buoyant flow events around manholes and internal openings
are important areas where a significant amount of mixing can occur. The re-fueling
efficiency was also shown to be deficient in the present geometry, since the fuel reaches
the outlet in approximately half of the flow-through time.

Water hideout was also

demonstrated and is an obvious concern for future designs.
8.2 Recommendations for Future Work
For the simulations of the experiments performed by Sullivan and List [28], the following
recommendations for further study are suggested. First, it would be beneficial to perform
the simulations using a low Reynolds number k-ε model. This would aid in determining
if the typical low Reynolds number modifications would improve the predictions,
especially in relation to the interfacial parameters. In conjunction with running the low
Reynolds number model, refining the grid near the interface may also improve the
predictions.

Recognizing that inlet effects may also have been important, some

improvement on the information at the boundaries from the experimenters could also be
used to improve the predictions or at least eliminate boundary conditions as a source of
error. Finally, an algebraic stress or second moment closure turbulence model should be
tried to see if any significant improvement is gained.
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The simulations of the shear flow at Johns Hopkins should be compared with qualitative
experimental data. Specifically, time averaged contours of the volume fractions and
velocity vectors would be valuable for testing the model’s ability to predict parameters
related to entrainment and mixing. It would be advantageous to perform the simulations
with a dynamic model which predicts the droplet size locally. This would allow better
prediction of the slip velocity, and indicate where small droplets are being formed. It is
also recommended that multiple particle effects, droplet distortion, and more extensive
drag laws be considered in the formulations used for the slip velocity. Such formulations
could be calibrated with results from the experiments at Johns Hopkins University.

Future simulations of the full scale CFBT should included the limberholes and the slope
in the tank floor in the CFX geometry. It would be desirable to perform the simulations
with a dynamic model that would predict the droplet size locally. This would provide
insight into where small droplets are being formed in the re-fueling process. Comparison
with experimental results should also be performed to validate the computational model.
The degree to which the current accuracy of the model permits the model to be used as a
design tool should be given serious consideration in light of any experimental data that is
obtained. Finally, considering the fact that in some areas of the compensated fuel/ballast
tanks the flow is semi-quiescent, the drift flux terms in the momentum equations may be
of some importance. At the very least the drift flux terms will act to add a term in the
momentum equations where the liquids are separating and the only realistic motion is
buoyancy induced.
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APPENDIX A: DERIVATION OF EQUATIONS FOR SFST MODEL
A.1 Model Assumptions, Definitions of Mixture Properties
Model Assumptions
1.
2.
3.
4.
5.
6.

The flow is isothermal.
Neither phase is experiencing any mass production or destruction.
Both phases are incompressible in that ρα and ρβ are constants.
Both phases share the same pressure field (i.e. pα = pβ).
Both phases share the same turbulent stresses (i.e. τα = τβ).
The fluctuations in the mixture density or ρ'm /ρm are negligible.

Model Variables and Nomenclature
u
ρ
µ
r
p

Velocity
Density
Dynamic viscosity ( kg/ms )
Volume fraction of phase (i.e. rα = Volα/Vol )
Pressure

α
β
~

subscript denotes phase alpha
subscript denotes phase beta
~
tilda denotes instantaneous quantity (i.e. φ = (φ+ φ') )

Mixture Definitions
1. Mixture density:

ρm = ρα rα + ρβ rβ

(A.1.1)

2. Mixture viscosity:

µ m = µ α rα + µ β rβ

(A.1.2)

3. Mixture velocity:

um =

4. Slip velocity:

uS = ( uα − u β )

( uα rα ρα + u β rβ ρ β )
ρm
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(A.1.3)

(A.1.4)

A.2 Reynolds Averaged Continuity Equation for SFST Model
~ = ρ ~r + ρ ~r , these could be re-written
Given the instantaneous mixture density ρ
m
α α
β β
using time averaged and mean quantities as
~ = ρ (r + r ' ) + ρ (r + r ' )
ρ
m
α α
α
β β
β

(A.2.1)

it is easily shown that
ρm = ρα rα + ρ β rβ

and

ρ' m = ρα r 'α + ρ β r ' β

(A.2.2)

and that
ρα r 'α + ρ β r 'β
ρ 'm ρα r 'α + ρβ r 'β
=
=
ρα rα + ρβ rβ
ρα rα − ρ β rα + ρβ
ρm

(A.2.3)

Using the property that r'α = - r'β and that rα + rβ = 1.0, Eq. (A.2.3) may be re-written as
− ( ρ β − ρα ) r 'α
ρ' m
∆ρr 'α
=
=
ρ m ρβ − ( ρβ − ρα ) rα ∆ρrα − ρβ

(A.2.4)

The limiting cases of Eq. (A.2.4) can be considered to investigate the ratio of the
fluctuating to mean mixture density. Given that rα + r 'α ≤10
. since the volume fractions
must sum to one
if rα = 1.0 then r'α = 0.0 and

ρ' m
= 0.0
ρm

(A.2.5)

if r'α = 1.0 then rα = 0.0 and

ρ'm
∆ρ
=
< 1.0
ρm
ρβ

(A.2.6)

Hence, for cases where ∆ρ is small compared to either of the phase densities, the density
fluctuations may be neglected when normalized by the mixture density. It should be
noted that r'α / rα cannot be neglected since this term may attain significant magnitudes.
With the mixture density fluctuations assumed negligible, the next task is the derivation
of the time averaged mixture continuity equation. The beginning of this derivation is the
pure unmixed continuity equations, as given by Ishii, for phase α
u α ,i
∂~rα ρ α ∂~rα ρ α ~
+
= 0.0
∂t
∂x i
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(A.2.7)

and phase β
∂~rβ ρ β
∂t

+

∂~rβ ρ β ~
u β ,i
∂x i

= 0.0

(A.2.8)

Adding Eq. (A.2.7) and Eq. (A.2.8) gives
~ ~
~
∂ρ
∂ρ
m u m, i
m
+
= 0.0
∂t
∂x i

(A.2.9)

which is re-written as

∂   ρ' m  ∂   ρ' m 
 +
( u m, i + u ' m, i ) = 0.0
ρ m 1 +
ρ m 1 +
∂t  
ρ m  ∂x i  
ρm 


(A.2.10)

which, upon neglecting the terms involving density fluctuations and averaging gives

∂ρm ∂ρ m u m,i
+
= 0.0
∂t
∂xi

(A.2.11)

for the SFST model, where all variables are understood to be time averaged. A similar
argument may be made to neglect the density fluctuations in the momentum equations.
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A.3 Incompressible law for Mixture Velocity
Regarding the use of a generic scalar transport equation for the volume fraction equation,
it must hold that the divergence of the mixture velocity given by

∂u m, i
∂xi

=

∂  uα rα ρα + u β rβ ρβ 


∂xi 
ρm


(A.3.1)

is zero, where ρm = rαρα + rβρβ. This proof can be accomplished by first considering the
general relations given by the individual phase continuity equations. As the two
individual phases are regarded as incompressible since ρα and ρβ are constants, the two
relations given by
u α ,i
∂~
∂x i

= 0.0

and

u β ,i
∂~
∂x i

= 0.0

(A.3.2)

hold true. These relations further imply that

∂( ~rα ) ~
∂ ~
+ u α ,i
( rα ) = 0.0
∂t
∂x i

and

∂( ~rβ )
∂t

∂ ~
+ ~
u β ,i
( rβ ) = 0.0
∂x i

(A.3.3a, b)

by use of the individual phase continuity equations. Multiplying Eq. (A.3.3a) by ρα and
Eq. (A.3.3b) by ρβ and then adding them gives
∂( ρα ~rα + ρβ ~rβ )
∂t

+

~ ~
~ ~
~
~
ρ
ρ
m uβ , i ∂( ρ β rβ )
m uα , i ∂( ρα rα )
+
= 0.0
~
~
ρ
∂
x
ρ
∂
x
m
i
m
i

(A.3.4)

which may be written as
~ ~
~ ~
~
~ ) ρ
~
ρ
∂( ρ
m u β ,i ∂( ρ β rβ )
m u α ,i ∂( ρ α rα )
m
+ ~
+ ~
= 0.0
∂t
ρm
∂x i
ρm
∂x i

~
u α ,i  ∂( ρ α ~rα ) ( ρ α ~rα + ρ β ~rβ ) ~
u β ,i  ∂( ρ β ~rβ )
( ρ α ~rα + ρ β ~rβ ) ~
∂ρ
m
+ 
+
= 0.0



~
~
∂t
ρ
∂
ρ
∂
x
x




m
i
m
i
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(A.3.5)

(A.3.6)

Adding and subtracting similar terms, we may write Eq. (A.3.6) as
~
u α ,i  ∂( ρ α ~rα ) ( ρ α ~rα
( ρ α ~rα + ρ β ~rβ ) ~
∂ρ
m
+ 
+ 

~
∂t
ρ

 ∂x i

m
~
~
~
~
u α ,i
 ρ β rβ u β ,i ρ β rβ u β ,i  ∂( ρ α ~rα )  ρ α ~rα ~
−
+  ~
−
 ~

~
ρ m  ∂x i
 ρm
 ρm

+ ρ β ~rβ ) ~
u β ,i  ∂( ρ β ~rβ )
+

~
ρ
 ∂x
m

i

(A.3.7)
ρ α ~rα ~
u α ,i  ∂( ρ β ~rβ )
= 0.0

~
ρ
 ∂x i
m

which is re-written as
~
u α ,i + ρ β ~rβ ~
u β ,i  ∂( ρ α ~rα )  ρ α ~rα ~
u α ,i + ρ β ~rβ ~
u β ,i  ∂( ρ β ~rβ )
 ρ α ~rα ~
∂ρ
m
+ 
+
+



~
~
∂t
ρ
ρ

 ∂x i

 ∂x i
m
m
u α ,i ρ β ~rβ ~
u β ,i  ∂( ρ α ~rα )  ρ α ~rα ~
u β ,i ρ α ~rα ~
u α ,i  ∂( ρ β ~rβ )
 ρ β ~rβ ~
−
+
−
= 0.0
 ~



~
~
~
ρ
ρ
 ρm
 ∂x i
 ρ
 ∂x i
m
m
m

(A.3.8)

which by the definition of um , gives
~
~
ρα ρβ ~rβ ~
ρα ρ β ~rα ~
∂~rβ
∂~r
∂ρ
∂ρ
m
+ ~
um, i m + ~
( uα , i − ~
uβ , i ) α + ~
( uβ , i − ~
uα ,i )
= 0.0
ρm
∂x i
ρm
∂xi
∂t
∂xi

(A.3.9)

Now realize that
∂~rβ
∂~rα ∂(1 − ~rβ )
=
=−
∂x i
∂x i
∂x i

and

∂~rβ
∂x i

=

∂(1 − ~rα )
∂~r
=− α
∂x i
∂x i

(A.3.10a, b)

which allows Eq. (9) to be written as
~
~
ρα ρβ ~rβ ~
ρα ρ β ~rα ~
∂ρ
∂ρ
∂~r
∂~r
m
+ ~
um, i m + ~
uβ , i ) α + ~
uβ ,i ) α = 0.0 (A.3.11)
( uα , i − ~
( uα ,i − ~
∂t
∂xi
ρm
∂x i
ρm
∂xi
or
~
ρα ρβ
∂ρ
∂~
ρ
∂~r
m
+ ~
um, i m + ~ ( ~
uα , i − ~
uβ , i ) α ( ~rα + ~rβ ) = 0.0
∂t
∂xi
ρm
∂xi

(A.3.12)

Using the fact that the instantaneous volume fractions must sum to 1.0 gives
~
~
ρα ρβ
∂ρ
∂ρ
∂~r
m
~
+ um, i m + ~ ( ~
uα ,i − ~
uβ ,i ) α = 0.0
∂t
∂xi
ρm
∂x i
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(A.3.13)

and using the relation given in Eq. (A.3.10a) we have

~
~
ρα ρβ 
∂~rβ 
∂ρ
∂ρ
∂~r
m
+ ~
um, i m + ~ ~
uα ,i α + ~
uβ , i
 = 0.0
∂t
∂xi
ρm 
∂xi
∂xi 

(A.3.14)

Adding and subtracting the time derivative of the volume fraction for phase α to the last
term in Eq. (A.3.14) we have

~
~
ρα ρβ ∂~r
∂~rβ 
∂ρ
∂ρ
∂~r ∂~r
m
+ ~
um, i m + ~  α + ~
uα ,i α − α + ~
uβ , i
 = 0.0
∂t
∂xi
ρm  ∂t
∂xi ∂t
∂xi 

(A.3.15)

which using the fact that
∂~rβ
∂~rα ∂(1 − ~rβ )
=
=−
∂t
∂t
∂t

and

∂~rβ
∂t

=

∂(1 − ~rα )
∂~r
=− α
∂t
∂t

(A.3.16a, b)

we can write
~
~
ρα ρβ
∂ρ
∂ρ
m
+ ~
um, i m + ~
∂t
∂x i
ρm

∂~rα ~ ∂~rα  ∂~rβ ~ ∂~rβ 
+ uα , i
+ uβ , i
+ 
 = 0.0

t
x
t
x
∂
∂
∂
∂




i
i


(A.3.17)

By using Eq. (A.3.3a) and (A.3.3b) Eq. (A.3.17) can be reduced to
~
∂ρ
∂~
ρ
m
+ ~u m,i m = 0.0
∂t
∂x i

(A.3.18)

Finally, considering the mixture continuity equation given by

~
∂~
ρm ~
um, i
∂ρ
m
+
= 0.0
∂t
∂xi

(A.3.19)

and using the chain rule in conjunction with Eq. (A.3.18) gives
∂~
u m ,i
∂x i

= 0.0

(A.3.20)

which gives the time averaged form or this relation as
∂u m,i
∂x i

= 0.0

which completes the proof.
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(A.3.21)

A.4 Volume Fraction Equation for SFST Model
Since there are originally two continuity equations for two phase flow, another equation
in addition to the mixture continuity equation must be used to determine the volume
fraction of one of the phases. Consider just the single phase continuity equation for phase
α as

∂( ~rα ρ α )
∂ ~ ~
+
( rα ρ α uα ,i ) = 0
∂t
∂x i

(A.4.1)

Time averaging Eq. (A.4.1) gives

∂( rα ρ α )
∂
∂
+
( rα ρ α u α ,i ) = −
( ρ α r ' α u ' α ,i )
∂t
∂x i
∂x i

(A.4.2)

The goal is to write Eq. (A.4.2) in terms of the mixture velocity. It can be shown that
rα ρα rβ ρ β

rα ρ α u α = rα ρ α u m +

ρm

(uα − u β )

(A.4.3)

which is substituted into Eq. (A.4.2) to give

 ∂
∂( rα ρ α ) ∂
∂ rα ρ α rβ ρ β
+
( rα ρ α u m,i ) = −
( u α , i − u β ,i )  −
( ρ α r ' α u 'α ,i ) (A.4.4)

∂t
∂x i
∂x i  ρ m
 ∂x i
as the volume fraction equation for the second phase. In the present model the last term
in Eq. (A.4.4) is modeled using a gradient diffusion approach where

ρ α r ' α u ' α ,i = − ρ α

ΓT ∂rα
ρ m ∂x i

(A.4.5)

and

ΓT =

νTρm
σr

(A.4.6)

This gives the modeled form of the volume fraction equation as

 ∂  ΓT ∂rα 
∂( rα ρ α )
∂
∂ rα ρ α rβ ρ β
+
( rα ρ α u m,i ) = −
( u α , i − u β ,i )  −

ρ α
 (A.4.7)
∂t
∂x i
∂x i  ρ m
∂
x
ρ
∂
x
i 
m
i 
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This may further be put into a form similar to a generic scalar transport equation by using
ρm and the fact that the divergence of the mixture velocity is zero as was shown in
Appendix A.3. Canceling ρα and multiplying both sides of Eq. (A.4.7) by ρm gives

∂( rα ρm ) ∂
∂ ΓT ∂rα 
+
( rα ρm u m,i ) = − ρ m


∂t
∂xi
∂xi ρ m ∂xi 

∂ rα rβ ρβ
− ρm
( uα , i − u β ,i ) 

∂xi  ρm


(A.4.8)

where ρm has been taken inside the terms on the left side using the fact that the
divergence of the mixture velocity is zero. Making a slight approximation in the
diffusion term, Eq. (A.4.8) can be written in the form of a generic scalar transport
equation with one extra term that is a function of the slip velocity as

 ∂  ∂rα 
∂( rα ρ m )
∂
∂ rα rβ ρ β
+
( rα ρ m u m,i ) = − ρ m
( u α ,i − u β , i )  −

ΓT
 (A.4.9)
∂t
∂x i
∂x i  ρ m
 ∂x i  ∂x i 
which gives the final form of the modeled volume fraction equation for the SFST models.
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A.5 Mixture Momentum Equation for SFST Models
The starting point for this derivation is the individual phase momentum equations as
given by Ishii. Given two phases, the individual phase momentum equations are given by

∂( rα ρα u α ,i )
∂t

+

∂r p
∂
∂
rα ρα u α ,i u α , j = − α α +
rα τ α ,i , j
∂x j
∂x i
∂x j

(

[

)

]
(A.5.1)


∂u α ,i ∂u α , j 
rα µ α 
 ∂x + ∂x 
 + rα ρα g i + M αβ


j
i 



∂
+
∂x j
and
∂( rβ ρβ u β ,i )
∂t

+

∂rβ p β
∂
∂
rβ ρβ u β ,i u β , j = −
+
rβτ β ,i , j
∂xi
∂x j
∂x j

(

)

[

]
(A.5.2)

∂u β ,i ∂u β , j 
∂ 
+
rβ µ β 
 ∂x + ∂x 
 + rβ ρβ g i + M βα
∂x j 


j
i



Here the time averaged variables have been used and τα and τβ represent the time
averaged turbulent stresses. Performing Reynolds averaging on the instantaneous
equations results in numerous fluctuating correlations, complicating the equations
considerably. Writing the time averaged turbulent stresses in the present form is a
mathematical simplification for this model that assumes some prescription can be made
for the time averaged turbulent stresses. Mαβ represents any surface force on phase α
from phase β. Mαβ is essentially a term for any force not already accounted for that arises
at the phase interface. Given that Mαβ = - Mβα by Newton’s third law, we add Eqs.
(A.5.1) and Eq. (A.5.2) to give

 ∂
∂ ρ m
rα ρα u α ,i + rβ ρ β u β ,i  +
rα ρα u α ,i u α , j + rβ ρ β u β ,i u β , j =

∂t ρ m
 ∂x j

(

−

)

(

)

∂u α ,i ∂u α , j 
∂u β ,i ∂u β , j 
∂
∂ 


rα p α + rβ p β +
+
+
r
µ
rα µ α 
β
β
 ∂x

 ∂x + ∂x 

x
∂x i
∂x j 
∂


 j

j
i
i 

∂
+
rα τ α ,i , j + rβ τ β ,i , j + rα ρα + rβ ρ β g i
∂x j

(

)

[

](
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)

(A.5.3)

Realizing that under the model assumptions τα = τβ and pα = pβ and using the definitions
for ρm and um gives

∂
∂
∂p
ρ m u m ,i +
rα ρα u α ,i u α , j + rβ ρ β u β ,i u β , j = −
∂t
∂x j
∂x i

[

∂
+
∂x j

(

]

)


∂u β ,i ∂u β , j  ∂τ i , j
∂u α ,i ∂u α , j 
rα µ α 
 ∂x + ∂x 
 + ∂x + ρ m g i
 ∂x + ∂x 
 + rβ µ β 





j
i
j
i
j



(A.5.4)

Consider the convective and viscous stress terms individually. The convective term is
written as

(r ρ u
α

α

u

α ,i α , j

)

+ rβ ρβ u β , i u β , j =

ρm
rα ρα uα ,i uα , j + rβ ρβ u β , i u β , j +
ρm

(

)

1
 1

 rα ρα rβ ρ β ( uα , i − u β ,i )( uα , j − u β , j )  −  rα ρα rβ ρβ ( uα , i − u β ,i )( uα , j − u β , j ) 
ρ m
 ρ m


1
{( rα ρα + rβ ρ β ) rα ρα uα , i uα , j + ( rα ρα + rβ ρβ ) rβ ρ β u β ,i u β , j
ρm
− rβ ρβ rα ρα uα , i uα , j − rβ ρ β rα ρα u β ,i u β , j + rβ ρβ rα ρα u β , i uα , j − rβ ρ β rα ρα uα ,i u β , j}

=

(A.5.5)

1

+  rα ρα rβ ρβ ( uα , i − u β , i )( uα , j − u β , j ) 
ρ m


=
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The viscous term may be written as
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Collecting the viscous and convective terms gives
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which can be written in a more compact form by using uS,i = (uα,i - uβ,i) as
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Eq. (A.5.8) represents the mixture momentum equation with no assumptions for the
turbulent stresses. τij can be modeled in several ways; following Ishii it is taken to be
given by a Boussinesq eddy viscosity model using the mixture velocity where

∂u m,i ∂u m, j  2
τ ij = µ T 
 ∂x + ∂x 
 − 3 ρ m kδij
 j
i 
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(A.5.9)

which gives the modeled form of the mixture momentum equations as
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where P is a modified pressure that is given by
P= p+

2
ρm k
3

(A.5.11)

Four additional terms involving the molecular viscosity appear in Eq. (A.5.10) on the
second and third lines and represent the additional molecular stresses that result because
of the slip velocity. The influence of these additional viscous terms is typically found to
be negligible for a wide range of flows. For instance in convection dominated flows
where the mixture velocity is much greater than the slip velocity, the relative contribution
to stresses of these additional viscous terms will be small. Also, in a turbulent flow the
eddy viscosity is typically significantly greater in magnitude that the molecular viscosity.
While traditionally it seems that these terms have been neglected altogether, they are
included in the present derivation for the sake of completeness. However, these terms
were neglected in all of the applications involving the SFST model and the actual
momentum equation that was typically solved is given by
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A.6 Derivation of Terminal Velocity Relationships

1. Transient form of Terminal Velocity in Stokes Regime
Assumptions:
1. Droplet is formed and initially moves with the speed of the surrounding fluid.
2. Coefficient of drag is given by CD = 24 / ReP .
3. β denotes continuous phase, α denotes disperse phase.
Basic Relations and Definitions:
Volume of droplet:

Mass of droplet:

V=

πd p

3

Frontal area of droplet:

6

Mdp = ρα V
ρ β u sd p

Drop Reynolds number: Re p =

Solution:

Buoyancy:

µβ

M dp

M dp

Time constant:

duS
= FD + FG + FB
dt

A=

τ =

b=

πd p

2

4
4 ρα d p

2

72 µ β

g( ρβ − ρα )
ρα

(A.6.1)

duS
1
= − C D Aρβ uS2 − Vρα g + Vρβ g
dt
2

(A.6.2)

72 µ β
g( ρβ − ρα )
duS
=−
u +
2 S
dt
ρα
4 ρα d p

(A.6.3)

duS
1
= − uS + b
dt
τ

(A.6.4)

Using an integrating factor gives

∫dt (e
d

t /τ

)

uS dt = b ∫e t / τ dt
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(A.6.5)

which gives

(e

t /τ

)

u S = bτe t /τ + C

(A.6.6)

Setting the slip or terminal velocity to zero at t = 0.0 gives the constant and allows the
slip velocity to be given by
uS = bτ (1 − e − t / τ )

(A.6.7)

or
uS =

4gd p

2

72 µ β

( ρβ − ρα )(1 − e − t / τ )

(A.6.8)

2. Steady State form of Terminal Velocity in Stokes Regime
Allowing the time to go to infinity in Eq. (A.6.8) gives

uS =

4gd p

2

72 µ β

( ρβ − ρα )

(A.6.9)

3. General Steady State Terminal Velocity Relationship

0.0 = −

1
C D Aρ β u S2 − Vρ α g + Vρ β g
2

3ρ β C D
4d p

uS2 = g ( ρ β − ρα )

(A.6.10)

(A.6.11)

1/ 2

4gd p ( ρβ − ρα ) 

uS = 





 3C D  ρβ
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4. Steady State form of Terminal Velocity in Allen’s Regime
Taking the general form of the terminal velocity relationship as the starting point gives

4gd p ( ρβ − ρα ) 

uS2 = 


 3C D 
 ρβ


(A.6.13)

and taking the drag relationship to be given by
CD =

18
Re 0P.6

(A.6.14)

gives
0 .6
 4gd p ( ρβ uSd p ) ( ρβ − ρα ) 
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(A.6.16)

5/ 7

 4gd p1.6  ρ β − ρα 
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(A.6.17)

APPENDIX B: DOCUMENTATION FOR SFST MODEL
B.1 Introduction
The following sections are intended to describe how to use the SFST model in
conjunction with CFX 4.1 and to describe how to modify the Fortran implementation of
the SFST model in the CFX user subroutines. A brief description of the terms that are
coded in the model and their physical significance is given. Some instructions for setting
up a geometry file, command file, and Fortran file in CFX to run the SFST model are also
given. The aspects related to setting up the CFX files concentrates only on what is
important for running the SFST model and does not involve aspects that are covered in
the CFX Users Manual. A detailed description of the Fortran in the CFX user subroutines
that is used to implement the SFST model is also given. This description concentrates on
how the source terms, boundary conditions, and the flux limitation in the volume fraction
equation source term are implemented in the Fortran. The appropriate locations in the
code for the user to set new functions for the slip velocity and for the user to implement
functions for the droplet size are also described.

B.2 Overview
The SFST model is a single fluid, multiphase mixture model that can be used for flows
involving two immiscible fluids. The model solves one set of momentum equations and
one scalar equation for the volume fraction of the light phase in CFX 4.1. Some of the
terms that appear in the SFST model equations are added to the standard single fluid
equations in CFX through user Fortran. The user Fortran also includes an equation to
specify the mixture density function. The main source term that is added is a convective
flux that originates in the volume fraction equation because of the slip velocity. If the k-ε
turbulence model is being solved the user Fortran can also be used to add source terms
accounting for buoyancy production and dissipation of turbulent kinetic energy. The
current version of the Fortran code that contains the SFST source terms can be coupled
with any CFX model. This requires the user to follow a few simple guidelines in setting
up the CFX command file and CFX geometry file. The user also has to set a few
parameters in the Fortran file that contains the user subroutines that are used to
implement the SFST model. The current form of the user Fortran is written in such a way
that future development of the model can be accomplished without having to re-code the
entire SFST model.
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B.3 Setting up the CFX Files and User Fortran to Run the SFST Model
To run the SFST model it is necessary to set up three files: the geometry file, the
command file, and the Fortran file. These files are to be set up under some guidelines
that are explained in the next sections; otherwise the files should be set up like any single
fluid CFX model. Text that is written using the courier new font indicates text or
parameters that appear in the one of the CFX files.
B.3.1 Setting up the geometry file
The geometry file should be set up like any typical CFX geometry file; however, the use
of the geometry file with the SFST model does require the user to follow the following
guidelines.
1. All local IJK coordinate systems that exist in each block of the multi-block structure
should have the J index pointed in the same direction that the gravity vector is pointed in
the global XYZ coordinate system. The easiest way to accomplish this is to set the J
index in all of the blocks to coincide with the global Y vector in the global coordinate
system and then to set the gravity vector to -9.81 along the global Y vector in the CFX
command file. It does not matter if the cells or even the blocks are not orthogonal as long
as the J index in the local coordinate system is pointed in the same direction as the global
Y index. In the user Fortran only the vertical component of the area on the top of a cell is
used for calculating the flux through the top of a non-orthogonal cell.
2. All active blocks where the source terms are to be set should be labeled as BLOCKNUMBER-1 through BLOCK-NUMBER-N where N is the total number of active blocks.
Internal active blocks that are used as child constraints and reside inside larger active
blocks should not be included in the names in which the source terms are to be set. This
is because the source term will automatically be set in an internal active block that is
used as a child constraint if it resides inside a larger active block.
3. Internal solid blocks that are used as child constraints and that reside inside larger
active blocks should be named INTSOLID1 through INSOLIDN where N is the number
of internal solid blocks that are used as child constraints. Internal solid blocks that are
not used as child constraints and do not reside inside any active blocks where the source
terms are to be set do not need any special naming convention.
5. The user Fortran where the source terms involving the slip velocity are set can handle
five types of boundary patches in CFX. The boundaries that the model is capable of
handling are walls, inlets, pressure boundaries, mass flow boundaries, and thin surfaces.
These five boundary patches are the most common and should be used in setting up the
geometry file.
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B.3.2 Setting up the Command File
Like the geometry file, the CFX command file should be set up like any typical command
file that is being set up for a single fluid simulation. The following section describes the
parameters that need to be included in the CFX command file to run the SFST model.

1. Under OPTIONS the following parameters should be included in the command
file
>>OPTIONS
BUOYANT FLOW
COMPRESSIBLE FLOW
TURBULENT FLOW
USER SCALAR EQUATIONS 3

The BUOYANT FLOW option is necessary if the flow acts under the force of gravity and if
density differences are important. The COMPRESSIBLE FLOW option allows an
equation of state or density equation to be set in the user Fortran subroutine, USRDEN.
Later in the command file the flow is specified as WEAKLY COMPRESSIBLE and the
derivative of density with respect to pressure is set to zero in the USRDEN subroutine
where the mixture density equation is set. The TURBULENT FLOW option is not
necessary unless the user desires to run one of the turbulence models and add the source
terms to the k and ε equations. It is necessary for the user to specify three scalar
equations. The SFST model only solves one additional scalar equation; however, the
model requires storage space for the value of the droplet size and for the cell indicators.
The cell indicators are used to implement boundary conditions for the source terms
involving the slip velocity as will be described later.

2. Under FORTRAN the following parameters should be included in the command
file
>>FORTRAN
USRDEN
USRINT
USRSRC
USRTRN

The user may add additional CFX user subroutines if desired. The file SFST.f already
has the four subroutines that are listed under FORTRAN; these comprise the main CFX
subroutines that are used to set the source terms. The mixture density equation is set in
USRDEN, and the source terms are set in USRSRC. USRINT and USRTRN are included
since they are popular subroutines that the user may want to use to set initial conditions or
to monitor a transient solution.
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3. Under VARIABLE NAMES the following parameters should be included in the
command file
>>VARIABLE
USER
USER
USER

NAMES
SCALAR1 'LIGHTPHASE VF'
SCALAR2 'USRD DP'
SCALAR3 'USRD CELLID'

The user subroutine USRSRC uses these names to set the source terms in the volume
fraction equation, to store the droplet size, USRD DP, and to store the cell indicator,
USRD CELLID. The leading name USRD indicates that the user scalar is not a transport
equation but is a storage space that can be used to store information or variables at each
cell. Further details on user scalars can be found in the CFX Users Manual.

4. Under PHYSICAL PROPERTIES the following parameters should be included in the
command file
>>MODEL DATA
>>PHYSICAL PROPERTIES
>>BUOYANCY PARAMETERS
GRAVITY VECTOR 0.0 -9.81 0.0
BUOYANCY REFERENCE DENSITY 925.0
>>COMPRESSIBILITY PARAMETERS
WEAKLY COMPRESSIBLE
UNIVERSAL GAS CONSTANT 1.0
FLUID MOLECULAR WEIGHT 1.0
REFERENCE PRESSURE 10000.0

The gravity vector should be set in the same coordinate direction as the local J index in
the active blocks in the geometry file. If the J index coincides with the global Y vector in
the geometry file, the gravity vector should be set to the same values that are set under
GRAVITY VECTOR in the example. The value for BUOYANCY REFERENCE
DENSITY is usually set to the average of the unmixed phase densities. The WEAKLY
COMPRESSIBLE option under COMPRESSIBILITY PARAMETERS allows a density
equation to be specified by the user in USRDEN. Using the WEAKLY COMPRESSIBLE
option, CFX will still solve the equations as if they were incompressible with a variable
density. The other parameters under COMPRESSIBILITY PARAMETERS are included
since the CFX default density equation is the ideal gas law. Setting some reasonable
values for these numbers is necessary since they are initially used to initialize the density
at the beginning of a simulation. This density is not used in any part of the calculation
because it is over written on the first outer iteration by the mixture density equation that is
set in user Fortran.
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5. Consideration for which differencing schemes to use is left up to the user for the most
part; however, it is recommended in the CFX Users Manual that first order upwinding be
used for the volume fraction equation and the density. This is specified in CFX by setting
>>MODEL DATA
>>DIFFERENCING SCHEME
DENSITY 'UPWIND'
LIGHTPHASE VF 'UPWIND'

in the command file that is being used for the SFST model.

6. The initial time should always be started at 0.0 for any simulation except for a restart
since the cell indicators are initialized on the first time step or when the time is equal to
the time step. This means that for an initial run under TRANSIENT PARAMETERS the
user should set
>>TRANSIENT PARAMETERS
>>FIXED TIME STEPPING
INITIAL TIME 0.0

B.3.3 Setting up the Fortran File
The file SFST.f is a generic file that includes the necessary CFX user subroutines for
running the SFST model. It should be copied to the directory where the CFX model is to
be constructed. Then the appropriate parameters should be set in the subroutine UBCND,
and then any additional Fortran for post processing or setting user boundary conditions
should be included. SFST.f is comprised of the subroutines entitled UBCND, UGRDNT,
USRINT, USRDEN, USRSRC, USRTRN, and LENGTH. Of these subroutines
USRINT, USRDEN, USRSRC, and USRTRN are CFX user subroutines. The other
subroutines are called from within the CFX user subroutines.
UBCND is where the main information that is needed by CFX is set by the user. It is the
only subroutine in which the user needs to set any parameters to run the SFST model. The
parameters, as they appear in UBCND, are listed below along with some additional
explanation for setting the parameters.
C************************ USER BOUNDARY CONDITIONS ****************
C TURBULENCE SOURCE CONSTANTS
UTPN = 1.0

The parameter UTPN is a turbulent prandtl number that appears in the source term that is
set in the k equation. The source that is implemented in the SFST model is given by

G k = − g i u i ' ρ' = g i

µ T ∂ρ
ρσ ρ ∂x i
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(1)

The value of UTPN that is typically used is 1.0, which is the default value.
C FLUID PROPERTIES
URHOW = 1000.0
URHOF = 850.0
UVISW = 0.002
UVISF = 0.001
UDIAP = 0.005

!DENSITY OF HEAVY FLUID
!DENSITY OF LIGHT FLUID
!VISCOSITY OF HEAVY FLUID
!VISCOSITY OF LIGHT FLUID
!AVERAGE PARTICLE DIAMETER

The values of the densities, viscosities, and average assumed droplet diameter for the
flow are set under the fluid properties section. The values for the viscosities and densities
that are set under FLUID PROPERTIES are the values that were used for diesel fuel and
fresh water. The particle size can be changed as a parameter; there is no current droplet
model.
C SLIP VELOCITY
UEXPN1 = 0.0
UEXPN2 = 0.0
USBND = 0.75

!EXPONENT TO BE USED IN SLIP VELOCITY
!EXPONENT TO BE USED IN SLIP VELOCITY
!SLIP VELOCITY BOUNDEDNESS PARAMETER

The slip velocity formulation in the current model is given by
5/ 7

 4gd p1.6  ρβ − ρα 
uS = 
 ρ0.4 


54 µ 0.6 





β
β



(1 − rα )UEXPN 2 ( rα )UEXPN1

(2)

The exponents are set under SLIP VELOCITY along with the slip velocity boundedness
parameter. This parameter is used to ensure that the slip velocity can never violate the
continuity equation and should be set between 0.0 and 1.0; its default value of 0.75
should work for the majority of simulations. USBND is explained in more detail in the
section on modifying the Fortran.
C SET GEOMETRIC INFORMATION
UNB = 0
UNIS = 0

!NUMBER OF BLOCKS
!NUMBER OF INTERNAL SOLIDS

The parameters under SET GEOMETRIC INFORMATION are the most important
parameters that the user needs to set in the model as far as setting up the model to run on
different geometries. UNB is the number of blocks that the source will be set in, starting
with BLOCK-NUMBER-1 and going through BLOCK-NUMBER-UNB. The number set in
UNIS should only be set if there are internal solids that are used as child constraints. The
patch name that is set on these internal solids should be INTSOLID1 through
INTSOLIDUNIS.
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C SET SOLVER PARAMETERS
USADD = 5
UTADD = 5
USFST = 1
UKEPS = 1
UMNVF = 1

!OUTER ITERATION
!OUTER ITERATION
!FLAG TO INCLUDE
!FLAG TO INCLUDE
!FLAG TO CORRECT

TO BEGIN VF SOURCE
TO BEGIN TURB SOURCE
SOURCE IN VF EQUATION
K AND EPSILON SOURCE
VF IF IT IS GT 1.0 OR LT 0.0

The parameters that are set under SET SOLVER PARAMETERS determine when the
source terms are set during the course of the outer iterations and which source terms are
included in the simulation. USADD controls on what outer iteration the source term is
added to the volume fraction equation. UTADD controls on what outer iteration the
source term is added to the k and ε equations for a simulation that is running the k-ε
model. USFST determines whether the source term will be set in the volume fraction
equation; a value of 1.0 turns this option on. UKEPS controls whether the source terms
will be set in the k and ε equations; the value of 1.0 turns this option on. UMNVF turns
on an option to set any volume fractions that are less that zero or greater than one to
either zero if the volume fraction is less than zero or one if the volume fraction is greater
than one. This is done at the end of each outer iteration. If the volume fraction is out of
bounds by more than 0.001 the cell location and value of the volume fraction are written
to a file that the user can check at the end of the simulation. Like the other flags, a value
of 1.0 turns UMNVF on.
The CFX user subroutines USRINT, USRDEN, USRSRC, and USRTRN are included in the
file SFST.f and are briefly described. USRINT can be used for setting the initial
condition for the simulation. It is called by CFX at the beginning of the simulation;
however, if the user desires to initialize the domain from the command file nothing needs
to be set in USRINT for the SFST model to run. USRINT is included mainly for the
users convenience. USRDEN is used to set the mixture density equation. The user should
not need to modify this subroutine. USRSRC is where the source terms for the volume
fraction, k and epsilon equations are set. No modifications should be necessary to this
subroutine if the user just wants to run the SFST model. USRTRN is included in case the
user wants to monitor or write out certain variables during the course of a transient
simulation. CFX will call this subroutine, but there are no variables that are necessary for
the user to set in this subroutine. UGRDNT and LENGTH are both used by USRSRC.
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B.4 Running a Simulation and Obtaining a Solution
Several recommendations for running the SFST model are included in this section. These
recommendations were observed during many of the simulations that were performed
using the SFST model or were determined by numerical experiments.
Since the volume fraction or scalar equation is highly coupled to the density, it is wise to
under-relax the lightphase volume fraction equation somewhat more than the momentum
equations. This allows the flow field to become established and settle down without huge
changes in the density initially.
Since a velocity field that satisfies conservation of mass is very important in not allowing
the mean flow to cause the fuel volume fraction to exceed one or become less than zero it
is wise to set the residual reduction factor for pressure to a smaller value in comparison
to the default value recommended by CFX. The value given under REDUCTION
FACTORS by
>>REDUCTION FACTORS
PRESSURE 0.05

has been used successfully. This makes sure that whatever velocity field that is passed to
the volume fraction equation, though not necessarily satisfying the momentum equations
early in the outer iterations, will still satisfy the continuity equation.
Use first order unwinding for both the density and the volume fraction equation in the
command file. The CFX 4.1 Users Manual recommends this for its multiphase models
on page 68. As far as the other differencing schemes go, there use is left up to the user.
The following have been used with reasonably good success.
>>DIFFERENCING SCHEME
U VELOCITY 'HIGHER UPWIND'
V VELOCITY 'HIGHER UPWIND'
W VELOCITY 'HIGHER UPWIND'
PRESSURE 'CENTRAL'
DENSITY 'UPWIND'
K 'HYBRID'
EPSILON 'HYBRID'
LIGHTPHASE VF 'UPWIND'

Other than these recommendation, which are closely tied to the SFST model and its
equations, it is wise to try deferred correction on the turbulence quantities and decreasing
the time step if convergence problems persist.
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B.5 Details of Fortran Implementation of SFST Model in CFX
This section will focus on the user Fortran in the CFX subroutine USRSRC, where the
source terms are set. This subroutine is called before the source is set for each of the
variables during the outer iterations. The subroutine USRDEN will also be discussed.
Initially in the code in USRSRC an IF statement determines if any calculations are done
or sources are set. The code that determines if source terms are set is given by
C**********************************************************************
C****************************** SFST MODELS ***************************
C**********************************************************************
C SET SOURCE TERMS IF FLAGS HAVE BEEN SET AND IF EQUATION IS BEING
SOLVED
IF ( ((USFST.EQ.1).AND.(CALIAS.EQ.'LIGHTPHASE VF'))
&
.OR. ((UKEPS.EQ.1).AND.(CALIAS.EQ.'K'
))
&
.OR. ((UKEPS.EQ.1).AND.(CALIAS.EQ.'EPSILON'
))
& .OR.
((UMNVF.EQ.1).AND.(CALIAS.EQ.'U VELOCITY'
))) THEN

and the decision to set source terms is based on the flags that the user has set in UBCND and which equation
CFX is getting ready to solve. After entering the main IF statement the code initializes the character arrays
that hold the names of the blocks in which sources are to be set. The initialization code is given by
C**********************************************************************
C************************ INITIALIZE NAME MATRICES ********************
C**********************************************************************
C DETERMINE THE NUMBERS OF CHARACTERS IN BASENAME FOR BLOCKS
BASENAME='BLOCK-NUMBER-'
CALL LENGTH(BASENAME,20,NUMCHA)
C FILL THE UBNAME MATRIX WITH THE APPROPRIATE STRINGS OF BLOCK NUMBERS
DO I=1,UNB
IF(I.LE.9) THEN
WRITE(CH1,'(I1)') I
UBNAME(I)=(BASENAME(1:NUMCHA)//CH1)
ELSE
WRITE(CH2,'(I2)') I
UBNAME(I)=(BASENAME(1:NUMCHA)//CH2)
END IF
END DO
IF(TIME.EQ.DT.AND.NITER.EQ.1) THEN
C DETERMINE THE NUMBERS OF CHARACTERS IN BASENAME FOR INTERNAL SOLIDS
BASENAME='INTSOLID'
CALL LENGTH(BASENAME,20,NUMCHA)
C FILL THE UBNAME MATRIX WITH THE APPROPRIATE STRINGS OF BLOCK NUMBERS
DO I=1,UNIS
IF(I.LE.9) THEN
WRITE(CH1,'(I1)') I
UISNME(I)=(BASENAME(1:NUMCHA)//CH1)
ELSE
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WRITE(CH2,'(I2)') I
UISNME(I)=(BASENAME(1:NUMCHA)//CH2)
END IF
END DO
END IF

If there are internal solid blocks that are used as child constraints, the subroutine
determines which internal node numbers in CFX are used to define the nodes that make
up the solid blocks. The values of these internal node numbers are stored in the array
UISBLK(UNISC) where UNISC is the total number of nodes that exist in solid blocks
that are used as child constraints. The internal numbers for the solid blocks are found in
C**********************************************************************
C
GET THE INTERNAL NUMBERS FOR INTERNAL SOLID BLOCKS
C**********************************************************************
IF(TIME.EQ.DT.AND.NITER.EQ.1) THEN
UNISC=0
DO N=1,UNIS
CALL LENGTH(UISNME(N),20,NUMCHA)
CALL IPREC(UISNME(N)(1:NUMCHA),'PATCH','CENTERS',IPT,ILEN,JLEN,
&KLEN,CWORK,IWORK)
DO K = 1, KLEN
DO J = 1, JLEN
DO I = 1, ILEN
UNISC=UNISC+1
UISBLK(UNISC) = IP(I,J,K)
END DO
END DO
END DO
END DO
END IF

Next the subroutine loops over the entire domain and sets a cell indicator, an integer
value, into the user array USRD CELLID, which is referenced in the Fortran by the name
SCAL(INODE,1,ISCCI). As was mentioned in the section dealing with setting up the
geometry file, the SFST model can implement boundary conditions for the slip velocity
on five different CFX patches. The boundary conditions for the slip velocity are as
follows:
The slip velocity is zero on any wall patch or thin surface patch that is normal to the slip
velocity since no fluid can travel through a solid wall. At any inlet, pressure boundary, or
mass flow boundary the derivative of the slip velocity normal to the flow is set to zero.
This is the typical neumann condition that is set for most quantities at the outlet.
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The cell indicators indicate whether a cell is next to a high or low wall and whether a cell
is next to a high or low inlet, pressure boundary, or mass flow boundary. The cell
indicators are set according to
!0
!1
!2
!3
!4
!5

-

INTERNAL SOLID CELL THAT IS PART OF A CHILD CONSTRAINT
TYPICAL CELL
HIGH WALL
LOW WALL
HIGH PRESSURE/MFB/INLET
LOW PRESSURE/MFB/INLET

in the following Fortran.

C**********************************************************************
C*** SET THE CELL INDICATORS BASED ON THE BOUNDARY PATCHES ****
C**********************************************************************
IF(TIME.EQ.DT.AND.NITER.EQ.1) THEN
CALL GETBCS('USRSRC','INLET ',IILVEL,NIPTCH,NILBEL,NICV,IISTRT)
CALL GETBCS('USRSRC','WALL ',IWLVEL,NWPTCH,NWLBEL,NWCV,IWSTRT)
CALL GETBCS('USRSRC','PRESS ',IPLVEL,NPPTCH,NPLBEL,NPCV,IPSTRT)
CALL GETBCS('USRSRC','OUTLET',IMLVEL,NMPTCH,NMLBEL,NMCV,IMSTRT)
!THE
!0 !1 !2 !3 !4 !5 -

CELL INDICATORS
INTERNAL SOLID CELL THAT IS PART OF A CHILD CONSTRAINT
TYPICAL CELL
HIGH WALL
LOW WALL
HIGH PRESSURE/MFB/INLET
LOW PRESSURE/MFB/INLET

DO N=1,UNB
CALL LENGTH(UBNAME(N),20,NUMCHA)
CALL IPREC(UBNAME(N)(1:NUMCHA),'BLOCK','CENTERS',IPT,ILEN,JLEN,
&KLEN,CWORK,IWORK)
DO K = 1, KLEN
DO J = 1, JLEN
DO I = 1, ILEN
INODE = IP(I,J,K)
IFCES=IPFACN(INODE,5)
IFCEN=IPFACN(INODE,2)
C SET FLAG FOR NORMAL CELLS
SCAL(INODE,1,ISCCI)=1.0
C SET FLAG FOR WALLS
DO NW=IWSTRT,(IWSTRT+NWCV-1)
IF (IFCEN.EQ.IPFACB(NW)) THEN
SCAL(INODE,1,ISCCI)=2.0
END IF
IF (IFCES.EQ.IPFACB(NW)) THEN
SCAL(INODE,1,ISCCI)=3.0
END IF
END DO
C SET FLAG FOR INLETS
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DO NW=IISTRT,(IISTRT+NICV-1)
IF (IFCEN.EQ.IPFACB(NW)) THEN
SCAL(INODE,1,ISCCI)=4.0
END IF
IF (IFCES.EQ.IPFACB(NW)) THEN
SCAL(INODE,1,ISCCI)=5.0
END IF
END DO
C SET FLAG FOR PRESSURE PATCHES
DO NW=IPSTRT,(IPSTRT+NPCV-1)
IF (IFCEN.EQ.IPFACB(NW)) THEN
SCAL(INODE,1,ISCCI)=4.0
END IF
IF (IFCES.EQ.IPFACB(NW)) THEN
SCAL(INODE,1,ISCCI)=5.0
END IF
END DO
C SET FLAG FOR MASS FLOW BOUNDARIES
DO NW=IMSTRT,(IMSTRT+NMCV-1)
IF (IFCEN.EQ.IPFACB(NW)) THEN
SCAL(INODE,1,ISCCI)=4.0
END IF
IF (IFCES.EQ.IPFACB(NW)) THEN
SCAL(INODE,1,ISCCI)=5.0
END IF
END DO
C SET FLAG FOR INTERNAL SOLIDS
DO IS=1,UNISC
IF(UISBLK(IS).EQ.INODE) THEN
SCAL(INODE,1,ISCCI)=0.0
END IF
END DO
END DO
END DO
END DO
END DO
END IF

If the user has chosen to monitor and correct slight fluctuations in the boundedness of the
volume fraction this is done next in USRSRC as is illustrated below. For any occurrence
where the volume fraction is either less than 0.0 or greater than 1.0 the value of the
volume fraction before correction, the outer iteration number, the time, the block number,
and the vertical location are written to either negvf.txt or posvf.txt. The
corrections to the volume fraction are made after the end of an outer iteration, before the
next outer iteration begins.
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C***********************************************************************
C* MONITOR THE VOLUME FRACTION AT THE BEGINNING OF AN OUTER ITERATION **
C***********************************************************************
IF(CALIAS.EQ.'U VELOCITY') THEN
OPEN(82,FILE='negvf.txt')
OPEN(83,FILE='posvf.txt')
DO N=1,UNB
CALL LENGTH(UBNAME(N),20,NUMCHA)
CALL IPREC(UBNAME(N)(1:NUMCHA),'BLOCK','CENTERS',IPT,ILEN,JLEN,
&KLEN,CWORK,IWORK)
DO K = 1, KLEN
DO J = 1, JLEN
DO I = 1, ILEN
INODE = IP(I,J,K)
C CHECK IF VF LESS THAN ZERO
IF(SCAL(INODE,1,ISCAL).LT.0.0) THEN
IF(ABS(SCAL(INODE,1,ISCAL)).GT.0.001.AND.NITER.GT.USADD) THEN
WRITE(82,108)'VF= ',SCAL(INODE,1,ISCAL),' TIME= ',TIME,' NITER= ',
&NITER,' BLOCK= ',N,' J= ',J
END IF
SCAL(INODE,1,ISCAL)=0.0000001
END IF
C CHECK IF VF GREATER THAN ONE
IF(SCAL(INODE,1,ISCAL).GT.1.0) THEN
IF(ABS(SCAL(INODE,1,ISCAL)).GT.1.001.AND.NITER.GT.USADD) THEN
WRITE(83,108)'VF= ',SCAL(INODE,1,ISCAL),' TIME= ',TIME,' NITER= ',
&NITER,' BLOCK= ',N,' J= ',J
END IF
SCAL(INODE,1,ISCAL)=0.9999999
END IF
END DO
END DO
END DO
END DO
END IF

Next the droplet diameter is set in the user array USRD DP, which is referred to in the
Fortran as SCAL(INODE,1,ISCDP). In the present form of the model the droplet size
is set to a constant in all the cells; the constant is set in UBCND and the array is filled with
the value of the droplet diameter in USRSRC as is demonstrated in the next Fortran
segment. If the user was going to implement a dynamic droplet model in the Fortran, the
droplet function should be set in the following loop.
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C***********************************************************************
C ********************* CALCULATE THE DROPLET DIAMETER *****************
C***********************************************************************
DO N=1,UNB
CALL LENGTH(UBNAME(N),20,NUMCHA)
CALL IPREC(UBNAME(N)(1:NUMCHA),'BLOCK','CENTERS',IPT,ILEN,JLEN,
&KLEN,CWORK,IWORK)
DO K = 1, KLEN
DO J = 1, JLEN
DO I = 1, ILEN
INODE = IP(I,J,K)
INODES = IPNODN(INODE,5)
INODEN =IPNODN(INODE,2)
IFACE=IPFACN(INODE,5)
!CFX
UWGTS=WFACT(IFACE)
!THE
IFACE=IPFACN(INODE,2)
!CFX
UWGTN=WFACT(IFACE)
!THE
UBCSP = INT(SCAL(INODE,1,ISCCI))

NUMBER FOR THE SOUTH FACE
SOUTH INTERPOLATING FACTOR
NUMBER FOR THE NORTH FACE
NORTH INTERPOLATING FACTOR

SCAL(INODE,1,ISCDP) = UDIAP
END DO
END DO
END DO
END DO

Next the source term involving the slip velocity is set in the volume fraction equation.
The slip velocity equation is given by
5/ 7
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and the source term that appears in the volume fraction equation is given by

S = − ρm

∂ rα rβ ρ β 
uS 

∂x i  ρ m


(4)

One note should be made here concerning the boundedness of the volume fraction as it
relates to the slip velocity. It is found that the formulation given by
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is very useful in ensuring boundedness by allowing any values of volume fraction above
one or less than zero to be corrected during the course of the outer iterations in the solver.
The nomenclature as is used in Eq. (5) and Eq. (6) is as follows: V is the cell volume, A
is the area normal to the slip velocity, r is the volume fraction of the light phase, ∆t is the
time step used in the discretisation, and β is the boundedness parameter that the user sets
as USBND in UBCND. Subscripts s and n refer to the south and north faces on a control
cell and the subscript i refers to the cell in question, with i+1 indicating a cell located
above cell i and i-1 indicating a cell below cell i . It can be seen by comparing Eq. (5) and
Eq. (6) that the correction provided by these equations is conservative in that it can only
spatially redistribute the volume fraction, not destroy or produce it.
Another issue that may be of some concern to the user involves how the flux due to the
slip velocity is calculated in the vertical direction when the grids are non-orthogonal. The
solution to this problem is facilitated by the fact that CFX stores the three area compents
on each of the six faces. Hence when the flux due to the slip velocity is calculated, in the
vertical direction, only the area component normal to the vertical direction is used.
It should also be mentioned that if the user wants to set different relationships for the slip
velocity it should be done in the following loop where the source terms are set in the
volume fraction equation.
C***********************************************************************
C********************* SCALAR EQUATION SOURCE TERM *********************
C***********************************************************************
IF((CALIAS.EQ.'LIGHTPHASE VF').AND.(NITER.GE.USADD)) THEN
DO N=1,UNB
CALL LENGTH(UBNAME(N),20,NUMCHA)
CALL IPREC(UBNAME(N)(1:NUMCHA),'BLOCK','CENTERS',IPT,ILEN,JLEN,
&KLEN,CWORK,IWORK)
DO K = 1, KLEN
DO J = 1, JLEN
DO I = 1, ILEN
INODE = IP(I,J,K)
INODES = IPNODN(INODE,5)
INODEN =IPNODN(INODE,2)
UBCSP = INT(SCAL(INODE,1,ISCCI))
C VERTICAL AREA AND INTERPOLATING FACTORS
IFACE=IPFACN(INODE,5)
USRAS=AREA(IFACE,2)
!THE SOUTH AREA
UWGTS=WFACT(IFACE)
!THE SOUTH INTERPOLATING FACTOR
IFACE=IPFACN(INODE,2)
USRAN=AREA(IFACE,2)
!THE NORTH AREA
UWGTN=WFACT(IFACE)
!THE NORTH INTERPOLATING FACTOR
C CALCULATE THE VALUES OF STUFF AT THE SOUTH FACE
IF((UBCSP.EQ.1).OR.(UBCSP.EQ.2).OR.(UBCSP.EQ.4)) THEN
!INTERPOLATE DROPLET DIAMETER
UDIAPS=(1.-UWGTS)*SCAL(INODE,1,ISCDP)+(UWGTS)*SCAL(INODES,1,2)
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!INTERPOLATE THE DEN AND SCALAR
UTHETS = (1.-UWGTS)*SCAL(INODE,1,ISCAL)+
&(UWGTS)*SCAL(INODES,1,ISCAL)
UDENS = (1.-UWGTS)*DEN(INODE,1)+(UWGTS)*DEN(INODES,1)
!SLIP VELOCITY
USLIPS=(4*(URHOW-URHOF)*9.81)/(3*18*UVISF)*UDIAPS*UDIAPS*
&((1.-UTHETS)**UEXPN1)*(UTHETS**UEXPN2)
END IF
IF(UBCSP.EQ.5) THEN
!SET ZERO DERIVATIVE CONDITION IF BOUNDARY IS OUTLET OR INLET
UDIAPS = SCAL(INODE,1,ISCDP)
UTHETS = SCAL(INODE,1,ISCAL)
UDENS = DEN(INODE,1)
USLIPS=(4*(URHOW-URHOF)*9.81)/(3*18*UVISF)*UDIAPS*UDIAPS*
&((1.-UTHETS)**UEXPN1)*(UTHETS**UEXPN2)
END IF
IF((UBCSP.EQ.3).OR.(UBCSP.EQ.0)) THEN
!SET EQUAL TO ZERO IF BOUNDARY IS A WALL
UDIAPS=0.0
UTHETS=0.0
UDENS=0.0
USLIPS=0.0
END IF
C CALCULATE THE VALUES OF STUFF AT THE NORTH FACE
IF((UBCSP.EQ.1).OR.(UBCSP.EQ.3).OR.(UBCSP.EQ.5)) THEN
!INTERPOLATE DROPLET DIAMETER
UDIAPN=(1.-UWGTN)*SCAL(INODE,1,ISCDP)+(UWGTN)*SCAL(INODEN,1,2)
!INTERPOLATE THE DEN AND SCALAR
UTHETN = (1.-UWGTN)*SCAL(INODE,1,ISCAL)+
&(UWGTN)*SCAL(INODEN,1,ISCAL)
UDENN = (1.-UWGTN)*DEN(INODE,1)+(UWGTN)*DEN(INODEN,1)
!INTERPLOLATE SLIP VELOCITY
USLIPN=(4*(URHOW-URHOF)*9.81)/(3*18*UVISF)*UDIAPN*UDIAPN*
&((1.-UTHETN)**UEXPN1)*(UTHETN**UEXPN2)
END IF
IF(UBCSP.EQ.4) THEN
UDIAPN=SCAL(INODE,1,ISCDP)
UTHETN = SCAL(INODE,1,ISCAL)
UDENN = DEN(INODE,1)
USLIPN=(4*(URHOW-URHOF)*9.81)/(3*18*UVISF)*UDIAPN*UDIAPN*
&((1.-UTHETN)**UEXPN1)*(UTHETN**UEXPN2)
END IF
IF((UBCSP.EQ.2).OR.(UBCSP.EQ.0)) THEN
UDIAPN=0.0
UTHETN=0.0
UDENN=0.0
USLIPN=0.0
END IF
C LIMIT THE SCALAR SOURCE TO GIVE BOUNDED VOLUME FRACTIONS
C SOUTH SOURCE
IF((UBCSP.EQ.1).OR.(UBCSP.EQ.2).OR.(UBCSP.EQ.4)) THEN
USLS1=UTHETS*USRAS*USLIPS*(1.-UTHETS)*URHOW/MAX(UDENS,URHOF)
USLS2=USBND*(VOL(INODE)*(1.-SCAL(INODE,1,ISCAL)))/(DT)
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USLS3=USBND*(VOL(INODES)*(SCAL(INODES,1,ISCAL)))/(DT)
USSRC=MIN(USLS2,USLS3,MAX(0.0,USLS1))
END IF
IF(UBCSP.EQ.5) THEN
USLS1=UTHETS*USRAS*USLIPS*(1.-UTHETS)*URHOW/MAX(UDENS,URHOF)
USLS2=USBND*(VOL(INODE)*(1.-SCAL(INODE,1,ISCAL)))/(DT)
USSRC=MIN(USLS2,MAX(0.0,USLS1))
END IF
IF((UBCSP.EQ.3).OR.(UBCSP.EQ.0)) THEN
USSRC=0.0
END IF
C NORTH SOURCE
IF((UBCSP.EQ.1).OR.(UBCSP.EQ.3).OR.(UBCSP.EQ.5)) THEN
USLN1=UTHETN*USRAN*USLIPN*(1.-UTHETN)*URHOW/MAX(UDENN,URHOF)
USLN2=USBND*(VOL(INODEN)*(1.-SCAL(INODEN,1,ISCAL)))/(DT)
USLN3=USBND*(VOL(INODE)*(SCAL(INODE,1,ISCAL)))/(DT)
UNSRC=MIN(USLN2,USLN3,MAX(0.0,USLN1))
END IF
IF(UBCSP.EQ.4) THEN
USLN1=UTHETN*USRAN*USLIPN*(1.-UTHETN)*URHOW/MAX(UDENN,URHOF)
USLN3=USBND*(VOL(INODE)*(SCAL(INODE,1,ISCAL)))/(DT)
UNSRC=MIN(USLN3,MAX(0.0,USLN1))
END IF
IF((UBCSP.EQ.2).OR.(UBCSP.EQ.0)) THEN
UNSRC=0.0
END IF
C CALCULATE AND SET THE SOURCE INTO THE CFX SOURCE ARRAY
USRCS=DEN(INODE,1)*(USSRC-UNSRC)
SU(INODE,1)=SU(INODE,1)+USRCS
END DO
END DO
END DO
END DO
END IF

The source terms for the k and ε equations are set next in the Fortran in USRSRC. Since
these source terms require the density derivative in the vertical direction. The gradients
are calculated using the subroutine UGRDNT. This subroutine will calculate the gradient
of any quantity as follows:
UGRDNT(UPHI,UPHIP1,UPHIM1,UX,UXP1,UXM1,UWH,UWL,UGRD)
UPHI = VALUE OF VARIABLE AT CELL WHERE GRADIENT IS TO BE CALCULATED
UPHIP1 = VALUE OF VARIABLE AT HIGH CELL (J+1, K+1, ETC.)
UPHIM1 = VALUE OF VARIABLE AT LOW CELL (J-1, K-1, ETC.)
UX = COORDINATE AT CELL WHERE GRADIENT IS TO BE CALCULATED
UXP1 = COORDINATE AT HIGH CELL (J+1, K+1, ETC.)
UXM1 = COORDINATE AT LOW CELL (J-1, K-1, ETC.)
UWH = CFX WEIGHTING FACTOR AT HIGH FACE
UWL = CFX WEIGHTING FACTOR AT LOW FACE
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UGRD = THE GRADIENT WHICH IS RETURED BY UGRDNT

The gradient is calculated by interpolating for values of the variable and the coordinates
at the high and low faces defining the cell where the gradient is to be calculated. This is
done using linear interpolation as:
UXH =
UXL =
UPHIH
UPHIL

UX + UWH*(UXP1-UX)
UX - UWL*(UX-UXM1)
= (1.0-UWH)*UPHI + (UWH)*UPHIP1
= (1.0-UWL)*UPHI + (UWL)*UPHIM1

UGRD = (UPHIH-UPHIL)/(UXH-UXL)

For cells adjacent to boundaries the subroutine can still be used, it is just necessary to use
a one sided difference by setting
UPHI=UPHIP1
UPHI=UPHIM1

for a cell on a high boundary
for a cell on a low boundary

when the subroutine is called. The source term for the destruction of k is also limited in
that the Fortran will not allow the code to destroy more k than physically resides in a cell
and the source term is set to zero if k is zero.

C***********************************************************************
C *********************** K AND EPSILON SOURCE TERM ********************
C***********************************************************************
&

IF(
((CALIAS.EQ.'K'
).AND.(NITER.GE.UTADD))
.OR.
((CALIAS.EQ.'EPSILON').AND.(NITER.GE.UTADD))) THEN

C LOOP OVER THE CELLS
DO N=1,UNB
CALL LENGTH(UBNAME(N),20,NUMCHA)
CALL IPREC(UBNAME(N)(1:NUMCHA),'BLOCK','CENTERS',IPT,ILEN,JLEN,
&KLEN,CWORK,IWORK)
DO K = 1, KLEN
DO J = 1, JLEN
DO I = 1, ILEN
INODE = IP(I,J,K)
INODES = IPNODN(INODE,5)
!CFX
INODEN =IPNODN(INODE,2)
!CFX
IFACE=IPFACN(INODE,5)
!CFX
UWGTS=WFACT(IFACE)
!THE
IFACE=IPFACN(INODE,2)
!CFX
UWGTN=WFACT(IFACE)
!THE
UBCSP = INT(SCAL(INODE,1,ISCCI))

NUMBER FOR SOUTH NODE
NUMBER FOR NORTH NODE
NUMBER FOR THE SOUTH FACE
SOUTH INTERPOLATING FACTOR
NUMBER FOR THE NORTH FACE
NORTH INTERPOLATING FACTOR

C CALCULATE THE DENSITY DERIVATIVE IN THE VERTICAL DIRECTION
!DERIVATIVE FOR AN AVERAGE CELL
IF(UBCSP.EQ.1) THEN
CALL UGRDNT(DEN(INODE,1),DEN(INODEN,1),DEN(INODES,1),
& YP(INODE),YP(INODEN),YP(INODES),UWGTN,UWGTS,UDRDY)
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END IF
!DERIVATIVE FOR A CELL THAT IS NEXT TO A HIGH WALL OR BOUNDARY
IF((UBCSP.EQ.2).OR.(UBCSP.EQ.4)) THEN
CALL UGRDNT(DEN(INODE,1),DEN(INODE,1),DEN(INODES,1),
& YP(INODE),YP(INODEN),YP(INODES),UWGTN,UWGTS,UDRDY)
END IF
!DERIVATIVE FOR A CELL THAT IS NEXT TO A LOW WALL OR BOUNDARY
IF((UBCSP.EQ.3).OR.(UBCSP.EQ.5)) THEN
CALL UGRDNT(DEN(INODE,1),DEN(INODEN,1),DEN(INODE,1),
& YP(INODE),YP(INODEN),YP(INODES),UWGTN,UWGTS,UDRDY)
END IF
C CALCULATE THE K AND EPSILON SOURCE TERM
UVIS = VIS(INODE,1)
UDEN = MAX(URHOF,MIN(URHOW,DEN(INODE,1)))
UTE = TE(INODE,1)
UEPS = ED(INODE,1)
C AVOID DIVIDING BY ZERO (ASSUME IF K IS VERY SMALL SO IS EPSILON)
IF(UTE.GT.0.000001) THEN
UEOK = UEPS/UTE
END IF
IF(UTE.LT.0.000001) THEN
UEOK = 1.0
END IF
C CALCULATE K SOURCE (UNITS ARE (KG M^2/S^2)/S )
USRCK = UVIS*9.81*UDRDY/(UTPN*UDEN)
C LIMIT K SUCH THAT SOURCE CANNOT REMOVE TO MUCH RHO*K FROM A CELL
USRCKL = -0.99*UTE*UDEN/DT
USRCK = MAX(USRCKL,USRCK)
C CALCULATE EPSILON SOURCE (UNITS ARE (KG M^2/S^3)/S )
USRCE = 1.44*UEOK*(MAX(0.0,USRCK))
C SET THE SOURCE IN THE K EQUATION
IF((CALIAS.EQ.'K'
).AND.(NITER.GE.UTADD)) THEN
SU(INODE,1) = SU(INODE,1) + USRCK*VOL(INODE)
END IF
C SET THE SOURCE IN THE EPSILON EQUATION
IF((CALIAS.EQ.'EPSILON').AND.(NITER.GE.UTADD)) THEN
SU(INODE,1) = SU(INODE,1) + USRCE*VOL(INODE)
END IF
END DO
END DO
END DO
END DO
END IF

The mixture density equation is set in the CFX user subroutine, USRDEN. The following
code in USRDEN is used to implement the mixture density equation as a function of the
un-mixed phase densities and the local volume fraction.
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C****************** AREA FOR MIXTURE DENSITY EQUATION*******************
C
C SET THE NEW EQUATION OF STATE
CALL UBCND
CALL IPALL('*','*','BLOCK','CENTRES',IPT,NPT,CWORK,IWORK)
DO I=1,NPT
INODE = IPT(I)
DENN(INODE,1)=URHOF*SCAL(INODE,1,1)+URHOW*(1-SCAL(INODE,1,1))
DRHODP(INODE,1) = 0.0
END DO
CALL IPALL('*','*','PATCH','CENTRES',IPT,NPT,CWORK,IWORK)
DO I=1,NPT
INODE = IPT(I)
DENN(INODE,1)=URHOF*SCAL(INODE,1,1)+URHOW*(1-SCAL(INODE,1,1))
DRHODP(INODE,1) = 0.0
END DO
C **********************************************************************

More extensive details on the different arrays and utility routines that are unique to CFX
4.1 can be found in the CFX Users Manuel. Many of these routines are used quite
frequently in the Fortran that implements the SFST model.
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