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Abstrat
We ompute the ChekanovEliashberg ontat homology of what
we all the Legendrian losure of a positive braid (Denition 3.1). We
also onstrut an augmentation for eah suh link diagram. Then we
apply the tehniques established in the rst of this series of papers [K1℄
to a ertain natural loop in the spae L
′
of positive Legendrian (p, q)
torus knots to show that L
′
has a nontrivial fundamental group, whih
is mapped non-injetively into pi1(K) by the map indued by inlusion
(here, K is the spae of all smooth positive (p, q) torus knots). This is
the rst example that Legendrian and lassial knots behave dierently
at the level of one parameter families.
1 Introdution
We assume that the reader is familiar with [K1℄. Note however that
in this paper, we work in the original, Z2oeient version of Chekanov
Eliashberg theory; thus the formulas of Table 1, Theorem 3.2, and Remark
3.4 of [K1℄ have to be simplied aordingly. Namely, in the knot DGA, we
set t = 1 and redue all oeients modulo 2, and we redue the index of
eah generator modulo 2r. Thus the grading of the ontat homology also
beomes a Z2rgrading. In setion 2, we review the hain maps that dene
monodromies of loops. All the relevant theorems of [K1℄ hold in this redued
setting.
The main purpose of this paper is to prove Theorem 1.1 (whih almost
immediately implies Theorem 1.2 and Corollary 1.3) about torus knots. Be-
low we give an outline of the proof. However in setions 3, 4, and 5, we will
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work in the more general ase of positive links, whih turn out to have a nat-
ural Legendrian representative (see Figure 2) with remarkable properties (see
espeially Remark 4.3). While we hope that the onluding setions 6 and 7
(i.e., the omputation of the order of the monodromy, see below) will also be
suitably generalized to arbitrary positive links in future work, we do believe
that Theorem 3.7 (ontat homology) and Proposition 4.11 (augmentation)
are interesting on their own right, too.
Let us onsider the spae L
′
of positive Legendrian (p, q) torus knots,
where p, q ≥ 2 are relatively prime integers. In [EH℄, Etnyre and Honda
showed that the path-omponents of L
′
are ompletely lassied by their
ThurstonBennequin number tb and rotation number r (i.e. thatK, the spae
of smooth positive (p, q) torus knots, is Legendrian simple). In partiular,
aording to their lassiation, there is a single omponent L to whih the
maximal value tb = pq − p − q is assoiated (this one has rotation number
r = 0), and all other positive Legendrian (p, q) torus knots are stabilizations1
of this type.
In setion 3, we ompute the ChekanovEliashberg ontat homology H
of L, i.e. we nd all admissible diss in a Lagrangian diagram γ representing
a ertain knot L ∈ L. In setion 4, we introdue an augmentation ε of γ. (An
augmentation an be thought of as a Z2valued oyle on the DGA whih
is also a graded algebra morphism.) In setion 5, we dene an S1family
Ωp,q ⊂ L based at L. Let us denote its monodromy by µ : H(L) → H(L) and
let µ0 : H0(L) → H0(L) be the restrition of µ to the index 0 part of H(L).
In setion 6, we use a diret omputation to show that µp+q0 = idH0(L), i.e.
we show that the order of µ0 divides p+ q. This by itself implies nothing for
topology, but the formulas we develop are needed in setion 7, where we use
ε to prove that the order of µ0, and thus that of µ, is divisible by p + q. By
aomplishing all this, we will have established the following:
Theorem 1.1. The restrited monodromy µ0 of the loop Ωp,q has order p+q.
In partiular, µ is dierent from the identity automorphism. Note again
that the proof of this laim depends heavily on the augmentation that we
onstrut in setion 4.
Another observation about Ωp,q, based on results of Goldsmith [G℄ (whih
we also noted in the introdution of [K1℄), is that it has order 2p in pi1(K, L).
These fats ombined with Theorem 1.1 of [K1℄ yield that
1
A stabilization is the result of performing a Reidemeister I move on a Lagrangian
diagram.
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Theorem 1.2. The order of [Ωp,q] ∈ pi1(L, L) is either innite or divisible
by lcm{ 2p, p+ q } (whih is either p(p+ q) or 2p(p+ q)).
Let us point out again that by the theorem, [Ωp,q]
2p ∈ pi1(L, L) is non-
trivial, whih implies the
Corollary 1.3. There exist Legendrian knot types L so that for the or-
responding smooth knot type K ⊃ L, the homomorphism pi1(L) → pi1(K)
indued by the inlusion is not injetive.
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to thank Mi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2 Monodromy maps with Z2oeients
This is a summary of setion 3.1 of [K1℄, redued to the original Z2
oeient theory of Chekanov. I.e., we give a list of maps that, when ex-
tended from the generators to the DGA as algebra morphisms, beome the
hain maps that are used to dene holonomies and monodromies of (se-
quenes of) Reidemeister moves.
Please refer to Figure 1 and reall that in [K1℄ we denoted the DGA's of
the diagrams in the upper row by (A, ∂) and in the lower row, by (A′, ∂′).
The rossings not aeted by the moves are in an obvious one-to-one orre-
spondene. If x ∈ A is one of these, then the orresponding rossing in A′ is
denoted by x′.
Move III
a
: Let a 7→ a′, b 7→ b′, c 7→ c′, and x 7→ x′, where x is any other
rossing of the upper diagram.
Move III
b
: Let
a 7→ a′ + c′b′,
while other generators are mapped trivially: b 7→ b′, c 7→ c′, and x 7→ x′.
Move II
−1
: Let ∂(a) = b+ v (reall that v does not ontain neither a nor
b). Dene x 7→ x′, whih gives rise to the obvious re-labeling v 7→ v′. Then
let
a 7→ 0
b 7→ v′.
3
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Figure 1: Legendrian Reidemeister moves (of Lagrangian projetions). The
signs shown are Reeb signs.
Move II: Suppose that right after the move, the heights of the rossings
are
h(al) ≥ . . . ≥ h(a1) ≥ h(a) > h(b) ≥ h(b1) ≥ . . . ≥ h(bm),
and let
b′j 7→ ϕ(b
′
j) = bj
for all j = 1, . . . , m. Further2, write ∂(a1) =
∑
B1bB2bB3bB4b . . . BkbA,
where k ≥ 0; B1, B2, . . . , Bk ∈ T (b1, . . . , bm) are monomials; in the monomial
A ∈ T (b1, . . . , bm, b, a), every b fator is preeded by an a fator (i.e., the b
fator right before A is the last b before the rst a; if there is no a at all,
then it's just the last b in the word); and the sum is taken over all admissible
2
In this paper, eah time we ompute the holonomy of a Reidemeister II move, Propo-
sition 3.5 of [K1℄ applies. In other words, the rest of this setion is mainly inluded only
for ompleteness.
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diss with positive orner at a1. Then let
a′1 7→ ϕ(a
′
1) = a1 +
∑(
B1aB2bB3bB4b . . . BkbA
+B1vB2aB3bB4b . . . BkbA
+B1vB2vB3aB4b . . . BkbA
+B1vB2vB3vB4a . . . BkbA
+ . . .
+B1vB2vB3vB4v . . . BkaA
)
.
Finally, if the images ϕ(a′1), . . . , ϕ(a
′
i−1) are already known and ∂(ai) =∑
B1bB2bB3bB4b . . . BkbA, where B1, . . . , Bk ∈ T (b1, . . . , bm, a1, . . . , ai−1),
and A doesn't ontain any opy of b whih is not preeded by a opy of
a, then we let
a′i 7→ ϕ(a
′
i) = ai +
∑(
B¯1aB2bB3bB4b . . . BkbA
+B¯1vB¯2aB3bB4b . . . BkbA
+B¯1vB¯2vB¯3aB4b . . . BkbA
+B¯1vB¯2vB¯3vB¯4a . . . BkbA
+ . . .
+B¯1vB¯2vB¯3vB¯4v . . . B¯kaA
)
,
where B¯1, . . . , B¯k are obtained from B1, . . . , Bk by replaing eah symbol
aj ∈ { a1, . . . , ai−1 } by the orresponding polynomial ϕ(a
′
j).
3 Positive braid losures
Let us onsider a positive braid β on q strands, as on Figure 4. Label
the left and right endpoints of the strands from top to bottom with the rst
q whole numbers. The pair of left and right labels on eah strand takes the
form (i, σ(i)), where σ is the underlying permutation of β. Further, label the
rossings of the braid with a pair of numbers, the rst one the left label i of the
overrossing strand and the seond one the right label j of the underrossing
one. (Note that not all pairs of numbers between 1 and q our as labels of
rossings; for example, (i, σ(i)) never does for any i.)
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Denition 3.1. A positive braid β denes the front diagram of an oriented
Legendrian link as on the upper half of Figure 2 (orient eah strand of β
from left to right). We all this onstrution the Legendrian losure of β and
denote it by Lβ .
Note that the types of rossings are orretly determined by the slopes of
the branhes that meet there exatly beause the braid is positive. Applying
Ng's [Ng℄ onstrution of resolution to the front diagram, we obtain the
Lagrangian diagram γβ on the lower half of Figure 2.
In setion 2 of [K1℄, we omitted the modiations needed to dene the
invariants (suh as rotation and ThurstonBennequin numbers and ontat
homology itself) for oriented multi-omponent links. We inlude an informal
rundown here (see [Ng, setion 2.5℄ for more). The rotation number is the
sum of the rotations of the omponents. The ThurstonBennequin number is
still the writhe of the Lagrangian projetion; note that now, as opposed to the
ase of a single omponent, the orientation matters in its denition. There
is not a single distinguished grading of a link DGA, rather a family of so
alled admissible gradings. We onsider those introdued in [Ng℄ and not the
larger lass of gradings desribed in [Ch, setion 9.1℄. In the Z2oeient
theory, eah of these is dened modulo the greatest ommon divisor of the
Maslov numbers of the omponents (reall that the Maslov number is twie
the rotation number of a knot). Self-rossings of individual omponents have
the same well-dened index in any admissible grading. We will refer to suh
generators as proper rossings. Other rossings' indies have the same parity
in eah admissible grading. The parity of the index of any rossing oinides
with the sign in lassial knot theory.
The dierential ∂ is of index −1 with respet to eah admissible grading.
Contat homology is a well-dened invariant in the sense that if two diagrams
are Legendrian isotopi, then there is a one-to-one orrespondene between
their sets of admissible gradings and the orresponding ontat homologies
are isomorphi as graded algebras.
It is easy to alulate that the Legendrian losure of any positive braid
has rotation number r = 0 (in fat, every omponent has Maslov number
0). The ThurstonBennequin number is tb(Lβ) = (word length of β) − q.
The positive Legendrian (p, q) torus knot obtained as a speial ase is the
one with maximal ThurstonBennequin number p(q − 1) − q (see [EH℄ for
a lassiation of Legendrian torus knots). The (3, 2) torus knot onsidered
in [K1℄ arises from this onstrution, too. In fat, the unique Legendrian
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unknot with maximal ThurstonBennequin number tb = −1 [B, EF℄ is the
Legendrian losure of the trivial braid on a single strand.
In the ChekanovEliashberg DGA of γβ, the grading (any admissible grad-
ing) is integer-valued. The rossings am (m = 1, . . . , q) have index 1. The
rest of the generators are the rossings of β and they have index 0. In the
multi-omponent ase we should say instead that the grading that assigns
the index 0 to eah is admissible; from now on, we will always work with
this grading. These generators will be labeled by bi,j,t, where the integers
1 ≤ i, j ≤ q are the ones dened at the beginning of the setion. The
third label t is used to distinguish between multiple intersetions of strands,
enumerating them from left to right, as shown on Figure 3.
Sine ∂ lowers the index by 1,
∂(bi,j,t) = 0 for all i, j = 1, . . . , q and t.
In fat, there are no admissible diss whose positive orner is an index 0
rossing. The boundaries ∂(am), m = 1, . . . , q, are polynomials in the non-
ommuting variables bi,j,t only. Our next goal is to ompute these polynomi-
als.
The rst observation is that for all m = 1, . . . , q, there is an admissible
dis overing the teardrop-shaped region Tm right above am one. We'll all
it the m'th trivial dis. It ontributes 1 to ∂(am). The m'th trivial dis is
the only one that turns at the upward-faing positive quadrant at am. The
rest of the ontributions to ∂(am) ome from diss that turn at the positive
quadrant faing down.
Suppose f : Πk → R
2
xy is an admissible immersion with respet to the
projetion γ = γβ, with positive orner f(x
k
0) = am and so that it is dierent
from the m'th trivial dis. Fix points p1, . . . , pq on γ as shown on Figure 2.
Lemma 3.2. The urve f(∂Πk) doesn't pass through the points pm, . . . , pq.
Proof. In fat, if we denote the region of the omplement diretly under ai
by Ui, then f(Πk) is disjoint from Um+1, . . . , Uq, as well as from Tm, . . . , Tq.
To see this, rst shrink γ so that all areas and heights are smaller than εq−m,
where ε > 0 is to be hosen later. Then add bulges of equal area 1 to Tq and
Uq on the outside of the diagram (see Remark 2.8 of [K1℄). Next, add bulges
of area ε to Tq−1 and Uq−1 on their sides faing Uq. Continue all the way
until adding bulges of area εq−m−1 to Tm+1 and Um+1 on their sides faing
Um+2. The result is a Lagrangian projetion of the same link in whih, after
7
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Figure 2: Front and Lagrangian diagrams of the losure of a positive braid
8
PSfrag replaements
bi,j,1
bi,j,2
bi,j,3bp,r,1
bp,r,2
i
j
p
r
Figure 3: Labeling the rossings of a braid
the hoie of a small enough ε, the laim is obvious by Lemma 2.11 of [K1℄,
exept for the ase of Tm. But that follows from the easy observation that if
any admissible dis passes through pm so that loally, f(Πk) faes downward,
then f is the m'th trivial dis.
Reall that γ is oriented as shown on Figure 2. We have already noted that
apart from its positive orner whih is of index 1, f turns only at ertain index
0 rossings bi,j,t. By Lemma 2.10 of [K1℄, this implies that f is ompatible
with the orientation of γ. Therefore, as the orientation of f(∂Πk) agrees with
that of γ near the positive orner am, these orientations agree at all points
of ∂Πk. This last observation for example implies that f an't turn at the
downward faing negative quadrant at any of the bi,j,t's.
We may summarize our ndings about f so far as follows. The urve
f(∂Πk) starts at am, follows γ until it reahes the braid at the left endpoint
labeled m (while f extends this map toward Um). Then it travels through
the braid, possibly turning (left) at several rossings bi,j,t but always heading
to the right, until it reahes a right endpoint labeled i1 ≤ m. Then f(∂Πk)
limbs to ai1 and, unless i1 = m, beyond ai1 (note that f an't have a positive
orner at ai1) to pi1 , at whih point the extension f is toward Ui1+1. Then
f(∂Πk) desends bak to ai1 so that it doesn't turn at the negative orner.
So the proess repeats with (m, i1) replaed with (i1, i2) (where i2 ≤ m), and
so on until ic+1 = m for some c.
Denition 3.3. A nite sequene of positive integers is alled admissible if
for all s ≥ 0, between any two appearanes of s in the sequene there is a
number greater than s whih appears between them. For n ≥ 1, let us denote
by Dn the set of all admissible sequenes that are omposed of the numbers
1, 2, . . . , n− 1.
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For example, D1 = {∅ }, D2 = {∅, { 1 } }, and
D3 = {∅, { 1 }, { 2 }, { 1, 2 }, { 2, 1 }, { 1, 2, 1 } }.
By indution on n and observing the position of the unique maximal term in
the sequene, it is easy to prove that |Dn| = |Dn−1|
2 + |Dn−1|.
Proposition 3.4. For the admissible dis f as above, the sequene of inter-
mediate labels { i1, i2, . . . , ic } is an element of Dm.
Proof. There is an intuitive reason for the laim: if the index i was repeated
without the boundary of the dis limbing higher between the two our-
renes, then the disk would pinh o at ai. We shall give a more rigorous
proof using Blank's theorem (see [P℄, or the review in [Fr℄, from where we'll
borrow our terminology).
Let f˜ be a small generi perturbation of f . This has the orners rounded
so that f˜
∣∣
∂Πk
is an immersion; moreover, let us note that beause f(∂Πk)may
over parts of γ more than one, the omplement of f˜(∂Πk) typially ontains
more regions than that of f(∂Πk). We are going to apply Blank's theorem
to f˜
∣∣
∂Πk
. We extend rays from eah bounded omponent of R2 \ f˜(∂Πk) to
innity. If the region is not one of those obtained from the Ti (let us denote
these by T ′i ), or one of the small ones resulting from perturbation lose to
the ar bounding Ti, this an be done so that γ only intersets the ray in a
positive manner (i.e., if the ray is oriented toward ∞, then γ rosses from
the right side to the left side). By our observation on the ompatibility of
f , this implies that f˜(∂Πk) also intersets those rays positively. Let us draw
rays starting from the regions T ′1, . . . , T
′
q as on Figure 2. Label all rays, in
partiular label these last q with the symbols α1, . . . , αq.
The Blank word of the dis f˜ is obtained by traing f˜(∂Πk), starting from,
say, am, and writing down the labels of the rays we meet with exponents
±1 aording to positive and negative intersetions (we'll all these positive
and negative symbols or letters). A grouping of the Blank word is a set of
properly nested disjoint unordered pairs of the form {α, α−1 } so that eah
negative symbol is part of exatly one pair. Blank's theorem states that the
set of groupings of the Blank word is in a one-to-one orrespondene with
non-equivalent extensions of the immersion f˜
∣∣
∂Πk
to immersions of Πk.
As f˜ is suh an extension, a grouping exists and we laim that this implies
the Proposition. We delete labels dierent from the αs from the Blank word
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of f˜ and onentrate on the remaining word, whih also inherits a grouping
(note that most of the deleted labels only appeared positively anyway, exept
for ertain ones that belong to some regions that were the result of pertur-
bation). We'll all this the Blank word of f and denote it by Wf . Note that
if we only keep the negative letters α−1s from Wf , then the sequene of their
indies is exatly { i1, i2, . . . , ic }. In fat, Wf is deomposed into segments
S1, . . . , Sc ended by these negative symbols, and a nal segment S:
Wf =
S1︷ ︸︸ ︷
α1α2 . . . αi1−1α
−1
i1
·
S2︷ ︸︸ ︷
α1α2 . . . αi2−1α
−1
i2
· . . .
· α1α2 . . . αic−1α
−1
ic︸ ︷︷ ︸
Sc
·α1α2 . . . αm−1︸ ︷︷ ︸
S
.
We'll prove the following statements by indution on j:
(1) Eah opy of α−1m−j is paired in the grouping with a opy of αm−j whih
is loated to the right of it.
(2) None of the pairs {α−1m−j, αm−j } is nested in a pair {α
−1
m−l, αm−l } for any
l > j.
(3) Any two opies of α−1m−j are separated in Wf by a opy of α
−1
m−n for some
n < j.
The last statement of ourse diretly implies the Proposition.
The last letter of Wf is αm−1 and this is the only positive ourrene of
this letter. Hene (1) and (2) are obvious for j = 1. Also, sine a seond one
wouldn't nd a pair, there an be at most one opy of α−1m−1 in Wf , thus (3)
is vauously true for j = 1.
Assume that the statements hold for all j′ = 1, . . . , j − 1. To prove (1),
assume that a ertain opy α−1 of α−1m−j forms the pair P with a opy α of
αm−j , whih is to the left of it. Then, as α an't be part of the nal segment
S, it belongs to some Sb with last letter α
−1
ib
, where ib > m−j, i.e.m−ib < j.
This opy of α−1ib = α
−1
m−(m−ib)
is to the left of α−1, hene it is part of a pair
whih is nested inside P , whih ontradits the hypothesis (2) for j′ = m−ib.
To prove (2), suppose that a ertain pair {α−1m−j, αm−j } is nested in P =
{α, α−1 } where α has an index less than m− j. This opy of αm−j an't be
part of S beause it has a symbol with lower index (namely, α or α−1) to the
right of it. It is lear then that the rst negative letter after αm−j has index
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m − j′, whih is higher than m − j (i.e. j′ < j), and it is still nested in P .
Then so is the pair ontaining it, whih ontradits (2) for j′.
Finally for (3), assume the ontrary again, namely that there are two
opies of α−1m−j in Wf that are not separated by any higher index negative
symbol. Then the pair of the rst α−1m−j an not lie between them either,
beause it would be part of some Sb and then α
−1
ib
would separate. Thus, we
have two pairs of the form {α−1m−j, αm−j } nested in one another. But then
the positive symbol of the inner pair would be followed by some α−1ib , whih
is part of a pair that is nested in the outer pair, and that ontradits (2) for
j′ = m− ib.
Denition 3.5. Let 1 ≤ i, j ≤ q. The element Bi,j of the DGA of γβ is
the sum of the following produts. For eah path omposed of parts of the
strands of the braid β that onnets the left endpoint labeled i to the right
endpoint labeled j so that it only turns at quadrants faing up, take the
produt of the rossings from left to right that it turns at.
For example, Bi,j ontains the onstant term 1 if and only if j = σ(i).
We will need the following polynomials of the Bi,j:
Denition 3.6. Let q ≥ i > j ≥ 1 and let
Ci,j =
∑
{ i1,...,ic,j }∈Di
Bi,i1Bi1,i2Bi2,i3 . . . Bic−1,icBic,j .
Similarly, for 1 ≤ m ≤ q, let
Cm,m =
∑
{ i1,...,ic }∈Dm
Bm,i1Bi1,i2Bi2,i3 . . . Bic−1,icBic,m. (1)
Finally, for any i and j, let
Mi,j =
∑
{ i1,...,ic }∈Dmin{i,j}
Bi,i1Bi1,i2Bi2,i3 . . . Bic−1,icBic,j.
In partiular, for eah summand in Ci,j, j is the last element of the ad-
missible sequene but it may our elsewhere, too. For example, C1,1 = B1,1,
C2,1 = B2,1, and C3,1 = B3,1 + B3,2B2,1 + B3,1B1,2B2,1. Note also that
M1,j = B1,j , Mi,1 = Bi,1, Mm,m = Cm,m and Mi,i−1 = Ci,i−1, whenever
these expressions are dened.
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Theorem 3.7. ∂(am) = 1 + Cm,m. Consequently, the index 0 part H0(Lβ)
of the ontat homology H(Lβ) has a presentation where the generators are
the rossings of β and the relations are Cm,m = 1 for m = 1, . . . , q.
Proof. The 1 in the formula omes from the m'th trivial dis. We laim that
the rest of the ontributions add up to Cm,m. From Proposition 3.4 and the
paragraph preeding Denition 3.3, we know that there an't be any suh
terms other than the ones inluded in Cm,m. To see that all suh mono-
mials atually arise from admissible diss, we just need to nd those diss.
This an either be done by an indutive onstrution on c (for the indutive
step, remove the smallest number from the sequene), or by applying Blank's
theorem.
It is not lear whether H(Lβ) ontains any non-zero higher index part at
all (exept for the ase of the unknot, when the single index 1 rossing is a
non-nullhomologous yle). This is mainly why we only work with H0(Lβ)
in this paper. This diulty in handling ontat homology also underlines
the importane of the augmentation that we onstrut in the next setion.
4 Augmentations of braid losures
Denition 4.1. An augmentation of the Lagrangian diagram γ of a Legen-
drian link L is a subset X of its rossings with the following properties.
• All elements of X are proper rossings of L (i.e., intersetions of dier-
ent omponents are not allowed in X).
• The index of eah element of X in any admissible grading is 0 (in fat,
this requirement implies the previous one).
• For eah generator a, the number of admissible diss with positive
orner a and all negative orners in X is even.
The last requirement implies that the evaluation homomorphism (whih is
dened on the link DGA, and whih is also alled an augmentation) εX : A→
Z2 that sends elements of X to 1 and other generators to 0, gives rise to an
algebra homomorphism (εX)∗ : H(L) → Z2.
Example 4.2. Consider the right-handed Legendrian trefoil knot diagram on
Figure 4 of [K1℄. We laim that the set { b3 } is an augmentation. Indeed,
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the only two nonzero dierentials (see Example 2.14 of [K1℄ or the previous
setion) are ∂(a1) = 1+b1+b3+b1b2b3 and ∂(a2) = b2+b2b3+b1b2+b2b3b1b2,
and even these vanish after mapping b1 and b2 to 0 and b3 to 1.
Remark 4.3. Let us return to the front diagram in the upper half of Figure
2. Suh a diagram always has an admissible deomposition (or ruling) in the
sense of [Ch2℄: the only two values of the Maslov potential (even though it's
Zvalued) are 1 on the upper strands and 0 on the strands of the original braid
β, thus all rossings are Maslov, and we may delare all of them swithing (in
the multi-omponent ase, onsider only proper rossings). This gives rise to
a deomposition where the diss are nested in one another, so it's admissible.
The existene of a ruling implies (see [Ch2℄) that Lβ is not a stabilized
link type for any positive braid β. Also, by a theorem of Fuhs [Fu℄, it implies
that the diagram has an augmentation (note this is by no means unique). In
his proof, Fuhs onstruts an augmentation of a diagram whih is equivalent
to the original but has a lot more rossings. This means that the original
diagram an also be augmented: the pull-bak of an augmentation by a DGA
morphism, like the ones listed in setion 2, is again an augmentation.
In the ase of a braid losure, it would be impratial to pull bak Fuhs'
augmentation to the original diagram. Instead, we'll start from srath and
onstrut an augmentation of the Legendrian losure γβ of an arbitrary pos-
itive braid β. When seleting rossings into X , it will sue to work with
the braid itself, as illustrated on Figure 4, for the index 0 proper rossings of
γβ are all rossings of β. (We will all these the proper rossings of the braid
β.)
First, we assoiate an oriented graph to an arbitrary permutation σ ∈ Sq.
Let o be one of the yles of σ. Let us write the elements of o around the
perimeter of a irle in the yli order suggested by σ, direting an edge
from s to σ(s) for all s. (See Figure 4 for an example. The permutation on
the diagram is the one underlying the braid). If p is a non-maximal element
of o, then follow the yle in the forward diretion starting from p until it
hits the rst number in o whih is bigger then p. Let p+ be the number
immediately before that. In partiular, p+ ≤ p < σ(p+). Do the same in the
bakward diretion, resulting in the number p− suh that p− ≤ p < σ
−1(p−).
(For example, on Figure 4, 5 is an element of a 5yle o, with 5+ = 5 and
5− = 4.) Then, onnet p+ to p− by a direted hord of the irle and label
the hord by p. If p+ = p− = p, then instead, we attah a loop edge (labeled
p) at p to the graph. This will also be alled a hord. Draw this loop edge
14
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Figure 4: Construting an augmentation for the losure of a braid
inside the irle, right next to the perimeter, on the side of p where the
smaller of its two neighbors lies.
Denition 4.4. If p is non-maximal in its yle o, then the oriented loop Γp
that starts from p, goes along the irle of o to p+, then goes to p− on the
hord labeled p, then follows the irle again bak to p will be alled the loop
of p. If p¯ is the largest number in o, then let the loop of p¯ be the loop Γp¯
that travels around the original irle one.
Lemma 4.5. If p < r, then
(a) Γp doesn't ontain r
(b) the diss bounded by Γp and Γr are either disjoint or the latter ontains
the former.
In partiular, the |o| − 1 (oriented) hords obtained in the onstrution are
pairwise disjoint. They an't be parallel to the original edges and they dier
from eah other as well.
Proof. Chords dier from edges beause it's impossible that eah end of an
edge be smaller than the other end (a hord and an edge an be parallel in
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the non-oriented sense, as on Figure 4). The other statements follow from
(a) and (b). Statement (a) is obvious from the onstrution, and so is (b) if
r is maximal in o.
The direted ar of the irle strething from p− to p+ only ontains
numbers less than r. If this ar is disjoint from Γr, then of ourse so is Γp.
Otherwise, the whole ar must be ontained in Γr. From this, statement (b)
is lear, exept if the hord labeled p is a loop edge and either p = r+ or
p = r−. In the rst ase, σ(p) > r, but σ
−1(p) ≤ r, so (b) holds by the
onstrution of the loop edge. The other ase is handled analogously.
Denition 4.6. Let Γσ be the disjoint union of the graphs onstruted above
over all yles o of σ ∈ Sq. This oriented planar graph, with verties labeled
by the numbers 1, . . . , q, is alled the augmented graph of the permutation σ.
Lemma 4.7. For all p ∈ { 1, . . . , q }, the loop of p is the unique direted loop
in Γσ starting and ending at p so that the sequene of the verties (apart from
p) visited by it is in Dp.
Proof. It is enough to prove the statement for a onneted omponent asso-
iated to a yle o. The loop Γp has the required property for all p, beause
all the verties visited by it are less than p and no repetition ours.
We have to rule out the existene of other loops. Sine σ(p+) and σ
−1(p−)
are larger than p, by the disjointness statement in Lemma 4.5, all loops in
question are trapped in the dis bounded by Γp (and this is obviously true
when p is maximal in o). Then by statement (b) of Lemma 4.5, apart from
edges of Γp, they may only ontain hords labeled by numbers less than p.
Now, if the hord labeled by s ourred in the loop and s < p was the
smallest suh number, then beause p is not on Γs, the sequene of verties
on Γs would appear as a subsequene of the original vertex sequene of the
loop. In that ase, s would be repeated in the sequene without the two
ourrenes separated by a larger number, whih is a ontradition.
The following edge reversal lemma, whih we will need in setion 7, an
be proven very similarly.
Lemma 4.8. For any 1 ≤ p < r ≤ q so that σ(r) = p, if p is the seond
largest vertex (after r) along Γr, then there is a unique oriented path in
Γσ from p to r so that the sequene of the intermediate verties is in Dp.
Otherwise, there is no suh path.
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Denition 4.9. Let Y be a set of rossings of the positive braid β. By
the graph realized by Y we mean the oriented graph with verties 1, . . . , q so
that a direted edge onnets i to j if and only if Bi,j
∣∣
Y
= 1. Here, Bi,j is
as in Denition 3.5 and by Bi,j
∣∣
Y
we mean the element of Z2 obtained by
substituting 1 for elements of Y and 0 for other generators in Bi,j.
Lemma 4.10. Let σ be the underlying permutation of β and Y a set of
proper rossings of β. If the graph realized by Y agrees with the augmented
graph Γσ of σ, then Y is an augmentation of the Legendrian losure of β.
Proof. Assume the two graphs do agree. Then by Lemma 4.7, exatly one of
the summands of Cm,m (see equation (1)) ontributes 1 to the sum Cm,m
∣∣
Y
,
namely the one that belongs to the sequene of verties on Γm. Therefore by
Theorem 3.7, Y is an augmentation.
Next, based on Γσ, we onstrut a andidate X , and then we will use
Lemma 4.10 to prove that it's an augmentation. Loosely speaking, the edges
of Γσ onneting s to σ(s) are always realized, even by the empty set. To
realize the hord labeled p, we'll selet the rossing bp+,p−,1 into X . We an
do this beause it always exists: p+ ≤ p < σ
−1(p−) (for left labels) and
p− ≤ p < σ(p+) (for right labels), therefore the strand onneting p+ to
σ(p+) always meets the strand onneting σ
−1(p−) to p−. If there were more
than one points with the rst two labels p+, p−, we ould have seleted any
of them
3
; we used the third label 1 for onreteness and for ease in the proof
of Theorem 7.1. On Figure 4, we marked the seleted rossings and labeled
them with the label of the hord that they realize.
Proposition 4.11. The set
X = { bp+,p−,1 | p ∈ { 1, . . . , q } is not a maximal element of a yle of σ }
is an augmentation of the Legendrian losure of the positive braid β with
underlying permutation σ.
In partiular, for a pure braid β, the empty set is an augmentation. In
other words, the DGA of the Legendrian losure of a pure braid is augmented,
i.e. the boundary of eah generator is a polynomial without a onstant term.
If β is not pure, then X 6= ∅, hene εX 6= 0, and it follows that H(Lβ) 6= 0.
3
For instane, the rossing b3 of Example 4.2 is denoted by b1,1,2 in the general labeling
system.
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Figure 5: A situation that we have to rule out
Proof. It is lear from the onstrution that all the rossings in X are proper.
By Lemma 4.10, it sues to prove that the graph G realized by X is the
graph Γσ. For this, the hief laim is that no two points of X are onneted
with a part of a strand so that it arrives at both points from above. In other
words, the situation of Figure 5 an not arise: there is no pair of numbers
p, r so that σ(r+) = p−. Indeed, then we'd have r < σ(r+) = p− ≤ p and
similarly, p < σ−1(p−) = r+ ≤ r, whih would be a ontradition.
We know then that any path that is to ontribute a non-zero summand
to a ertain Bi,j
∣∣
X
an have at most one orner, whih of ourse has to be
in X . So in the disussion before the Proposition we exhausted all suh
ontributions: paths with no orners are responsible for the edges and paths
with one orner are responsible for the hords of Γσ. So indeed, G = Γσ.
Remark 4.12. Let β be the standard positive braid whose Legendrian losure
is a positive (p, q) torus link (the braid used to produe Figure 2 is an ex-
ample with p = 5 and q = 4). If we apply our onstrution to it, we nd an
interesting onnetion of the resulting augmentation to the Eulidean algo-
rithm. We mention this here without proof; we will only need a small part
of the statement in setion 7 whih is hidden in the proof of Proposition 7.3.
Let us denote the quotients and residues in the Eulidean algorithm (with
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Figure 6: The augmentation of a (p, q) torus link implements the Eulidean
algorithm; on the diagram, p = 11 and q = 26.
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input p and q) as follows:
p = k−1q + r0 (0 ≤ r0 < q)
q = k0r0 + r1 (0 ≤ r1 < r0)
r0 = k1r1 + r2 (0 ≤ r2 < r1)
r1 = k2r2 + r3 (0 ≤ r3 < r2)
.
.
.
rl−3 = kl−2rl−2 + rl−1 (0 ≤ rl−1 < rl−2)
rl−2 = kl−1rl−1 + rl (0 ≤ rl < rl−1)
rl−1 = klrl + 0.
(Of ourse, rl = gcd{ p, q }.) The points of the augmentation X are arranged
in bloks of the following sizes: (k0− 1) bloks of size r0; k1 bloks of size r1;
k2 bloks of size r2 and so on until the last kl bloks of size rl. If we draw
the diagram of the braid as on Figure 6, every blok an be viewed as the
diagonal of a square, and the squares an in turn be seen to be plaed inside
a p×q retangular box so that they realize a `graphi implementation' of the
Eulidean algorithm.
5 A loop of positive links
Let Lβ be the Legendrian losure of the positive braid β. Then there
exists a natural losed loop in the onneted omponent Lβ of the spae of
Legendrian links that ontains Lβ , as follows. Let us write β = λ1 . . . λw as
a produt of the braid group generators. On Figure 7, we show through an
example how Lβ an be hanged into the Legendrian losure of the onjugate
braid that results from moving the rst fator λ1 to the end of the word: if
λ1 is a half-twist of the m'th and (m + 1)'st strands of the braid, then one
interhanges the m'th and (m+ 1)'st strands above the braid. On Figure 8,
the same path Φλ1 is shown, but in the Lagrangian projetion. Note that
the index 1 rossings am and am+1 trade plaes. (The notation used on the
diagram for the index 0 rossings is the one that we will introdue below for
the speial ase of torus links.) The Lagrangian diagrams of the endpoints
are learly obtained by resolution of the orresponding fronts. However,
we will not prove that the paths themselves agree, too (up to homotopy).
Instead, we will ontent ourselves with heking (using Theorem 4.1 of [K1℄)
20
Figure 7: A path that orresponds to onjugating a braid, viewed in the front
projetion. The moves are similar to those in Figure 1 of [K1℄.
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that the four Reidemeister moves on Figure 8 are onsistent, and thereafter
use the Lagrangian onstrution as our denition of Φλ1 . (There are no
suh onsisteny issues with Reidemeister moves of fronts, but we need the
Lagrangian diagrams to ompute holonomies.)
Theorem 5.1. The sequene of Reidemesiter moves in Figure 8, dening
Φλ1, is onsistent.
Proof. This is a generalization of Example 4.2 of [K1℄. Isotope the diagram
just like in the proof of Lemma 3.2. Then by hoosing a small enough ε, the
height h(am+1) will dominate the expression whose positivity is needed (by
Theorem 4.1 of [K1℄) in order for the rst move (whih is a Reidemeister II
move) to be onsistent. To arry out the III
b
move that follows, we need
to isotope the seond diagram from the top so that what remains from the
region Um+2 after the rst move has larger area than the vanishing triangle.
This an be ahieved by the same trik (this time, moving away the `outer'
q−m−1 strands). Next, the newborn triangle needs to be blown up so that
it has larger area than the triangle whih is due to vanish in the seond III
b
move (whih is the third move altogether). For this, the same trik with the
bulges still works: apply it to the q −m− 1 outer strands and the one that
rosses itself at am. Finally, the exat same argument guarantees that the
fourth move, of type II
−1
, is onsistent too.
Let us use the formulas of setion 2 to ompute the holonomy µ1 of Φλ1
(f. Example 3.4 of [K1℄). More preisely, we will ompute the ation of µ1 on
the index 0 rossings whih generate the index 0 ontat homology H0(Lβ).
In the rst move, two new rossings appear; let us denote the one with index
0 by4 cm,σ(m+1),1 and the one with index 1 by atemp. The old index 0 rossings
are not aeted by this move (i.e., the holonomymaps them identially). This
is true by Proposition 3.5 of [K1℄: for index reasons, the boundary of any
index 0 rossing is 0. It is easy to see that the following two triangle moves
don't aet the old index 0 rossings, either. In the fourth, Reidemeister II−1
move however the rossing bm,σ(m+1),1 (together with atemp) vanishes, and its
image in the holonomy beomes the polynomialM ′m+1,m = C
′
m+1,m. We used
primed symbols to remind us that these are to be omputed with respet to
the onjugated braid. The fat that for eah admissible dis that turns at the
4
In other words, let it inherit the labels of the rossing that is being moved to the other
end of the braid. This is what we've done in Figure 8 too, exept that there, a dierent
notation is used for index 0 rossings.
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orresponds to onjugating a braid, viewed in the La-
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tion. The individual Reidemeister moves do not 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to those in Figure 7.
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positive quadrant at a
temp
that faes away from bm,σ(m+1),1, the intermediate
sequene of labels (of other index 1 generators through whih the boundary
of the admissible disk passes) doesn't ontain any number larger than m an
be shown just like in the proof of Lemma 3.2. The fat that the sequene is
admissible follows by an argument very similar to the proof of Proposition
3.4. Finally, the fat that eah suh admissible sequene does ontribute
the said terms an be established as in the proof of Theorem 3.7. We have
proven:
Proposition 5.2. The holonomy µ1 of Φλ1 maps eah rossing of the braid
identially exept the rst one from the left, whih is mapped to the polynomial
M ′m+1,m = C
′
m+1,m (if the rst rossing is between the m'th and (m + 1)'st
strands). This expression is to be omputed as in Denition 3.6, with respet
to the onjugate braid λ2λ3 . . . λwλ1.
Now, it is lear that the onatenation Ωβ = Φλ1 . . .Φλw is a losed loop
in Lβ and by denition, its monodromy is the omposition of holonomies
µw ◦ . . . ◦ µ1, followed by a re-labeling to restore the original labels. Namely,
eah symbol c labeling an index 0 rossing needs to be hanged bak to b;
in fat, ai would have to be hanged to aσ(i), but beause we only onern
ourselves with H0(Lβ), this an be ignored.
6 |µ0| divides p+ q
The last two setions of the paper ontain the proof of Theorem 1.1. The
argument works for any p, q exept when q divides p (the ase of a pure
braid), or p divides q. The reason why we don't laim Theorems 1.1 and 1.2
for multi-omponent torus links is that in [K1℄, we only proved Theorems
3.2 and 3.8 (and thus Theorem 1.1) for knots. (However, the extension of
those proofs should only be a matter of hanging the formalism to that of
link ontat homology.)
Let us revisit the loop Ωp,q of Legendrian (p, q) torus knots dened in
the introdution of [K1℄. As the braid β is now omposed of p periods, the
general loop desribed in setion 5 is the p-fold onatenation of another,
and the latter is easy to identify as homotopi
5
to Ωp,q. In partiular, by
Theorem 3.8 of [K1℄, the `full' monodromy takes the form µp, where µ is the
5
Beause we'll omit the rigorous justiation of this fat, the reader may treat the new
desription of Ωp,q as the denition.
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monodromy of Ωp,q. From now on, we will onentrate on this map µ, and
espeially on its restrition µ0 to the index 0 part of the ontat homology
of the standard torus link diagram γ (shown on Figure 2), representing the
base point L.
We will adjust our notation to this speial situation. The rossings of β
will be indexed with two integers (as opposed to three), namely bm,n (m =
1, . . . , q − 1, n = 1, . . . , p) will denote the m'th rossing ounted from the
top in the n'th period of the braid. Note that in the denition of µ, after a
full period of the braid has been moved from the left end to the right end,
a re-labeling takes plae, too: the seond label of eah rossing in the other
(p−1) periods is redued by 1, and the labels cm,1 in the now last period are
hanged to bm,p.
Proposition 6.1. The monodromy µ of the loop Ωp,q of Legendrian torus
links ats on the index 0 generators as follows:
µ(bm,n) =
{
bm,n−1 if 2 ≤ n ≤ p
Cq,m if n = 1
.
Proof. The laim is lear for those rossings not in the rst period: by Propo-
sition 5.2, they are only aeted, and in the desribed way, by the re-labeling.
The rest of the statement will be proven by indution on q −m. When this
value is 1, i.e.m = q−1, this is just the statement of Proposition 5.2 (the on-
jugate braid in this ase is the original β again, and the re-labeling hanges
C ′q−1+1,q−1 into Cq,q−1). Assume the statement holds for bq−1,1, . . . , bm+1,1.
Right after the onjugation that removes it from the left end of the braid,
the image of bm,1 is M
′′
m+1,m, omputed with respet to the braid after this
onjugation. This an be re-written (by grouping terms with respet to the
rst fator in the produt) as
M ′′m+1,m = bm+1,1M
′
m+1,m + bm+2,1M
′
m+2,m + . . .+ bq−1,1M
′
q−1,m +M
′
q,m,
where the terms labeled M ′ on the right are to be omputed in the braid
indiated by the box in Figure 8. Note however that by Denition 3.6, the
same expressions are obtained if we use the whole braid β (before re-labeling).
If we apply the holonomies of the remaining q − 1−m onjugations and the
re-labeling to this expression, we get (by the indutive hypothesis)
µ(bm,1) = Cq,m+1Mm+1,m+Cq,m+2Mm+2,m+. . .+Cq,q−1Mq−1,m+Mq,m = Cq,m.
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The last equality is true beause the middle expression is exatly what results
if we group terms in Cq,m with respet to the last label in the admissible
sequene whih is more than m.
Proposition 6.2. In the ontat homology ring H(L), we have:
µ(Bi,j) =


Bi−1,j−1 +Bi−1,qbj−1,p if i, j ≥ 2
Bi−1,q if i ≥ 2 and j = 1
bj−1,p if i = 1 and j ≥ 2
, (2)
µ(Ci,j) =
{
Ci−1,j−1 if j ≥ 2
Mi−1,q if j = 1
, (3)
and
µ(Mi,j) = Mi−1,j−1, whenever i, j ≥ 2. (4)
We omitted B1,1 and Ci,i beause they (and hene their images) are equal
to 1 in the ontat homology. Reall also that Mi,1 = Bi,1 and M1,j = B1,j .
Proof. When i ≥ 2, none of the terms in Bi,j ontains any of b1,1, . . . , bq−1,1,
so they only need to be re-labeled. This means that all rossings that the
path through the braid whih generated the term turned at, are shifted to the
left by a unit. This operation hanges the entry point from the one labeled i
to the one labeled i− 1. If j = 1, then the shifted path an be ompleted by
the overrossing strand of the last period of the braid, whih shows that the
re-labeled expression is a summand in Bi−1,q. Moreover, all suh summands
are obtained in this way exatly one. When j ≥ 2, the re-labeling results in
a summand of Bi−1,j−1, but not all suh are obtained: we miss ontributions
from paths that turn at the rossing (the last one on the strand with right
endpoint j − 1) bj−1,p. Hene the orretion term in the top row of (2) (note
that the paths turning at bj−1,p are exatly those that would otherwise have
arrived at q).
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When i = 1 and j ≥ 2, we have
µ(B1,j) = µ(b1,1B2,j + b2,1B3,j + . . .+ bq−1,1Bq,j +R)
= Cq,1(B1,j−1 +B1,qbj−1,p) + Cq,2(B2,j−1 +B2,qbj−1,p) + . . .
+ Cq,q−1(Bq−1,j−1 +Bq−1,qbj−1,p) + µ(R)
= Cq,1B1,j−1 + Cq,2B2,j−1 + . . .+ Cq,q−1Bq−1,j−1
+ (Cq,1B1,q + Cq,2B2,q + . . .+ Cq,q−1Bq−1,q)bj−1,p
+Bq,j−1 +Bq,qbj−1,p
= Cq,j−1 + Cq,j−1Cj−1,j−1 + Cq,qbj−1,p = Cq,j−1 + Cq,j−1 + bj−1,p
= bj−1,p.
Here, R is the sum of the ontributions to B1,j that don't ontain rossings
of the rst period. These terms only have to be re-labeled and that an be
done just like in the argument above for Bi,j when i ≥ 2. In the sum of sums
Cq,1B1,j−1 + Cq,2B2,j−1 + . . .+ Cq,q−1Bq−1,j−1 +Bq,j−1,
we re-grouped the terms; those with an admissible sequene of labels formed
Cq,j−1, and the rest, where j−1 was repeated `illegally,' formed Cq,j−1Cj−1,j−1.
Note that by the now proven (2), for all i, j ≥ 2, µ(Bi,j + Bi,1B1,j) =
Bi−1,j−1. Therefore, when i > j ≥ 2,
µ(Ci,j) = µ

 ∑
{ i1,...,ic,j }∈Di
Bi,i1Bi1,i2Bi2,i3 . . . Bic−1,icBic,j


= µ


∑
{ j1, . . . , jd, j } ∈ Di
j1, . . . , jd ≥ 2
(Bi,j1 +Bi,1B1,j1)(Bj1,j2+Bj1,1B1,j2) . . .
(Bjd−1,jd +Bjd−1,1B1,jd)(Bjd,j +Bjd,1B1,j)


=
∑
{ j1, . . . , jd, j } ∈ Di
j1, . . . , jd ≥ 2
Bi−1,j1−1Bj1−1,j2−1 . . . Bjd−1−1,jd−1Bjd−1,j−1
= Ci−1,j−1.
As a onsequene of this and (2), for all i ≥ 2,
µ(Ci,1) = µ
(
Bi,1 +
i−1∑
j=2
Ci,jBj,1
)
= Bi−1,q +
i−1∑
j=2
Ci−1,j−1Bj−1,q = Mi−1,q.
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Finally, when 2 ≤ i < j,
µ(Mi,j) = µ
(
Bi,j +
i−1∑
k=1
Ci,kBk,j
)
= Bi−1,j−1 +Bi−1,qbj−1,p +Mi−1,qbj−1,p
+
i−1∑
k=2
Ci−1,k−1(Bk−1,j−1 +Bk−1,qbj−1,p)
= Mi−1,qbj−1,p +
(
Bi−1,j−1 +
i−1∑
k=2
Ci−1,k−1Bk−1,j−1
)
+
(
Bi−1,q +
i−1∑
k=2
Ci−1,k−1Bk−1,q
)
bj−1,p
= Mi−1,qbj−1,p +Mi−1,j−1 +Mi−1,qbj−1,p
= Mi−1,j−1,
and when i > j, the argument is very similar to the one we gave for Ci,j.
Theorem 6.3. The order of the (restrited) monodromy µ0 = µ
∣∣
H0(L)
of the
loop Ωp,q of Legendrian (p, q) torus knots divides p+ q.
Proof. This is a straightforward omputation, generalizing the rst para-
graph of the proof of Proposition 3.7 of [K1℄. Consider the generator bm,p
(m = 1, . . . , q− 1). By Proposition 6.1, the rst p iterations of µ at on it as
follows:
µ(bm,p) = bm,p−1, µ
2(bm,p) = bm,p−2, . . . , µ
p−1(bm,p) = bm,1, µ
p(bm,p) = Cq,m.
Then by (3) of Proposition 6.2, the next m iterations are as follows:
µp+1(bm,p) = Cq−1,m−1, . . . , µ
p+m−1(bm,p) = Cq−m+1,1, µ
p+m(bm,p) = Mq−m,q.
Now by (4), the next q −m− 1 iterations are
µp+m+1(bm,p) = Mq−m−1,q−1, . . . , µ
p+q−1(bm,p) = M1,m+1.
Finally, beause M1,m+1 = B1,m+1, (2) yields
µp+q(bm,p) = bm,p.
Beause bm,n is on the orbit of bm,p for all n = 1, . . . , p, we see that µ
p+q
is
idential on all of the degree 0 generators.
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7 (p+ q) divides |µ0|
Theorem 7.1. The sum p + q divides the order of the monodromy µ.
In the proof of Theorem 6.3, we desribed expliitly the (p + q)-element
orbit of eah index 0 generator bm,n (altogether q− 1 orbits). Reall that all
of those orbits ontain a bsequene bm,p, . . . , bm,1 of length p, a Csequene
Cq,m, . . . , Cq−m+1,1 of length m and an Msequene Mq−m,q, . . . ,M1,m+1 of
length q − m. (Reall also that these expressions are yles in the hain
omplex A, but we really mean the homology lasses represented by them.)
It sues to nd a suitable one among these orbits and show that it isn't
periodi by any period shorter than p+q. The way we will ahieve this is the
evaluation of the augmentation ε = εX (see Proposition 4.11) on elements of
the orbit, and proving that the resulting sequene of 0's and 1's, whih we
will all the 0-1sequene of the orbit, has no suh shorter period. In fat,
we laim the following, from whih Theorem 7.1 follows immediately:
Proposition 7.2. If q > p but p ∤ q, the 0-1sequene S of the orbit of bp,p
onsists of p onseutive 0's and q onseutive 1's. If q < p but q ∤ p, then
the same holds for the orbit of b[p (mod q)],p.
In the latter ase, we will denote the value 1 ≤ [p (mod q)] ≤ q − 1 by
r0. For the rest of the setion, either this value r0 or p, as the ase may be,
should be substituted form in the formulas for the b, C, andMsequenes.
Note that if q | p, the said orbit doesn't even exist (if q > p and p | q, then
its 0-1sequene onsists only of 1's).
Reall that X was onstruted so that the graph realized by X was the
augmented graph of the underlying permutation σ of the braid. Hene, this
oriented graph Γσ has adjaeny matrix [εX(Bi,j)] and therefore it ontains
all the information we need to evaluate the algebra homomorphism ε = εX on
the polynomial expressions of the C and Msequenes. We will only need
to refer to the atual braid in the ase of the bsequene. In our situation,
σ(i) = [(i− p) (mod q)], i = 1, . . . , q.
When q < p, we ould equivalently write σ(i) = [(i − r0) (mod q)]. This
explains why our hoie of orbit in Proposition 7.2 is reasonable: both in
the Csequene and in the Msequene the two lower indies are always the
endpoints of an edge of Γσ, but they are listed in the reverse order. So when
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we evaluate ε on these polynomials, what we need to examine is whether the
given edge of the graph an be reversed, i.e. if it is part of an oriented loop
(and how many loops) with an admissible sequene of verties.
We will re-state and prove Proposition 7.2 in a more detailed version.
Proposition 7.3. The orbit speied in Proposition 7.2 ontributes 0's and
1's to the sequene S as follows.
(1) If 2p ≤ q but p ∤ q (hene in fat 2p < q), then we have
p opies of 1︷ ︸︸ ︷
bp,p, . . . , bp,1;
p opies of 1︷ ︸︸ ︷
Cq,p, . . . , Cq−p+1,1;
p opies of 0︷ ︸︸ ︷
Mq−p,q, . . . ,Mq−2p+1,q−p+1,
q−2p opies of 1︷ ︸︸ ︷
Mq−2p,q−p, . . . ,M1,p+1 .
(2) If 2p > q but q > p, then the sequene is
2p−q opies of 0︷ ︸︸ ︷
bp,p, . . . , bp,q−p+1,
q−p opies of 1︷ ︸︸ ︷
bp,q−p, . . . , bp,1;
p opies of 1︷ ︸︸ ︷
Cq,p, . . . , Cq−p+1,1;
q−p opies of 0︷ ︸︸ ︷
Mq−p,q, . . . ,M1,p+1 .
(3) If q < p, q ∤ p, and 2r0 < q, then we get
p−r0 opies of 0︷ ︸︸ ︷
br0,p, . . . , br0,r0+1,
r0 opies of 1︷ ︸︸ ︷
br0,r0, . . . , br0,1;
r0 opies of 1︷ ︸︸ ︷
Cq,r0, . . . , Cq−r0+1,1;
q−2r0 opies of 1︷ ︸︸ ︷
Mq−r0,q, . . . ,Mr0+1,2r0+1,
r0 opies of 0︷ ︸︸ ︷
Mr0,2r0, . . . ,M1,r0+1 .
(4) Finally, if q < p, q ∤ p, and 2r0 ≥ q, then we have
p−q+r0 opies of 0︷ ︸︸ ︷
br0,p, . . . , br0,q−r0+1,
q−r0 opies of 1︷ ︸︸ ︷
br0,q−r0, . . . , br0,1;
r0 opies of 1︷ ︸︸ ︷
Cq,r0, . . . , Cq−r0+1,1;
q−r0 opies of 0︷ ︸︸ ︷
Mq−r0,q, . . . ,M1,r0+1 .
Proof. bsequene. In ase (1), all numbers 1 ≤ j ≤ p are so that j <
[(j + p) (mod q)] = j + p and j < [(j − p) (mod q)]. This means that
j+ = j− = j, i.e. that there is a loop edge attahed to j in Γσ. It is easy to
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hek that in the onstrution of X , the rossing that realizes this loop edge
is exatly bp,j.
In ase (2), we similarly nd loop edges but only attahed to the numbers
1, . . . , q − p. These are realized by the rossings bp,1, . . . , bp,q−p. For the
rossings bp,q−p+1, . . . , bp,p, we nd that their seond labels in the system that
we used to label rossings of general braids in setion 3 are also q−p+1, . . . , p.
These numbers an not be the endpoints of a hord beause the numbers
preeding them in the permutation (namely, 1, . . . , 2p− q) are smaller than
them. Therefore these rossings are indeed not seleted into X .
In ases (3) and (4), rst note that the rossings br0,q+1, . . . , br0,p have
third labels greater than 1 in the labeling system of setion 3, so they never
get seleted into X . Neither do br0,r0+1, . . . , br0,q, beause their `old' rst
labels are r0 +1, . . . , q and these are taken to the smaller values 1, . . . , q− r0
by σ (i.e., they'll never be the startpoint of a hord). After this, the rest of
the bsequene an be sorted out just like in the rst two ases.
Csequene. Here the laim is that it always ontributes only 1's to S.
This is beause i > σ−1(i) = [(i + p) (mod q)] implies ε(Ci,[(i+p) (mod q)]) =
1. Indeed, sine it is preeded in the permutation by a smaller number,
i an't be the endpoint of a hord, only of the single edge oming from
σ−1(i). So there is a unique term in Ci,[(i+p) (mod q)] that ontributes 1 to
ε(Ci,[(i+p) (mod q)]), namely the one whih, when multiplied by B[(i+p) (mod q)],i
on the right, produes the term orresponding to the unique loop desribed
in Lemma 4.7.
Msequene. All the four laims in this ase follow from Lemma 4.8.
Note in partiular that if we allowed p | q in ase (1), then j − p would be
the seond largest vertex on Γj for all j = p+1, . . . , q, and therefore the rst
p elements of the Msequene wouldn't be mapped to 0 by ε. However if
p ∤ q, then the rst number x after the sequene j, j − p, j − 2p, . . . `wraps
around' the irle Zq is dierent from j. If x is also smaller than j (and this
will be the ase exatly when j = q, q − 1, . . . , q − [q (mod p)] + 1), then it
falls between j and j − p, so j − p is not seond largest in Γj. If x is larger
than j, then it is reognized as what we alled σ(j+) in setion 4. But then
there exists a hord in Γσ, starting from j+, and ending at the element j− of
Γj. This j− is by onstrution suh that [(j−+p) (mod q)] > j. But beause
p < q/2, if we assume that j > q− p, then this is only possible if j− + p > j,
i.e. if j− > j − p. This again means that in these ases, j − p is not seond
largest on Γj . This proves the laim about the rst part of the Msequene.
Finally, if j ≤ q − p (whih implies j− = j), then Γj only visits the positive
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elements of the arithmeti progression j, j − p, j − 2p, . . . (i.e., there is no
wrapping around) and j − p is obviously seond largest among these. Cases
(2), (3) and (4) an be handled similarly.
Note that this was a generalization of the middle paragraph in the proof
of Proposition 3.7 of [K1℄; there, we used the augmentation X = { b3 }.
Thus onludes the proof of Theorem 7.1, whih in turn implies that the
monodromy invariant introdued in [K1℄ is non-trivial.
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