In this paper, we consider the problem of tracking a solution of a reference parabolic equation by a solution of another equation. A stable algorithm based on the extremal shift method is proposed for this problem. The algorithm is designed to work on a sufficiently large time interval where both equations operate.
Introduction
In this paper, the problem of tracking of a trajectory a parabolic equation subject to an unknown disturbance is considered. Tracking control problems for distributed parameter systems has attracted considerable attention recently. They have been investigated, for example, by Grimble and Johnson (1988) , Sontag (1990) , Pandolfi and Priola (2005) , or Prodan et al. (2013) . Methods for solving similar problems are presented, in particular, within the theory of positional control (Krasovskii and Subbotin, 1988) .
Here, we study the tracking problem on an infinite time interval.
The framework considered has one peculiarity. It is assumed that the current states of a given control system and an etalon system (influenced by an uncontrollable disturbance) are observed with small errors. This assumption implies the impossibility to track precisely the trajectory of the etalon system by that of the given control system. Taking into account this aspect, we construct a feedback control algorithm stable with respect to informational noise and computational errors. This algorithm is based on the method of extremal shift from the theory of positional differential games. Prototypes of the tracking problem on an infinite time interval for dynamical systems described by ordinary As is known, for any x 0 ∈ X, and u(·) ∈ L ∞ (T ; U ), there exists a unique weak solution x(·; 0, x 0 , u(·)) ∈ C(T ; X) of Eqn. (1) of the form (2).
The problem under consideration may be formulated in the following way. Equation (1) is influenced by an unknown control u(t) ∈ P . Here, P ⊂ U is a bounded closed set, some control resource (a set of instantaneous restrictions on the control). At discrete, frequent enough times τ i ∈ T (i = 1, 2, . . .), the phase state x(τ i ) of (1) is inaccurately measured. The results of these measurements, i.e., elements ξ h i ∈ X, satisfy the inequalities |ξ
where ν h i ∈ (0, 1) stands for a level of informational error at the moment τ i , and the number h ∈ (0, 1) characterizes the measurement accuracy. Along with Eqn. (1), there is an additional equation of the same form,
with an initial state y(0) = y 0 . In what follows, we call it the etalon equation. The solution y(·),
of this equation is generated by a control 
We assume that the initial states x 0 , y 0 satisfy the relation
The problem considered in the paper consists in the following: It is necessary to design a real-time algorithm that, using the results of measurements ξ (1) in such a way that the deviation of y(·) from x(·) (on the interval T ) is arbitrarily small provided the measurement accuracy h is small enough. We assume that the algorithm should be stable with respect to informational noise and computational errors. In what follows, the solution of Eqn. (1) generated by the control
For a bounded interval, this problem can be solved using the constructions from the works of Osipov (2009 ), Maksimov (2002 2012; 2013) , Blizorukova et al. (2001) , or Kapustyan and Maksimov (2014) . Note that the algorithms proposed in these works are oriented to a finite time interval. As its length is increased, the computational and measurement errors are accumulated. Algorithms that are free from this disadvantage were considered by Maksimov (2011) as well as Kryazhimskiy and Maksimov (2011) for systems of ordinary differential equations, and by Maksimov (2014) for a parabolic equation. A functional-analytic representation of the solution was used in the latter case. Here, we apply the semigroup representation of solutions.
Let for every h ∈ (0, 1) a family Δ h of partitions of the half-axe [0, +∞) by times τ h,i be fixed:
Here, δ i (h) is the diameter of the i-th step of the family Δ h , i.e., the distance between the times τ h,i+1 and τ h,i . Note that the latter equality in (7) shows that the moments τ h,i cover the whole interval T . In what follows, by Ξ(x(·), h) we denote the set of all piecewise constant functions ξ
, satisfying the inequalities (3). In turn, by Ξ(y(·), h) we denote the set of all piecewise constant functions ψ h (·) :
Below, we assume that the following condition is fulfilled.
Condition 1 . The norm |·| 2 (equivalent to the norm |·| X ) is introduced in the space
The norm | · | 2 is generated by some inner product (·, ·) 2 .
Below, as is often done, we identify the space X with the dual space X * .
As a criterium for the deviation of the solution x h (·) of Eqn. (1) 
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Solution algorithm
Before describing an algorithm for solving the problem in question, we formulate two conditions.
Condition 2 .
The family of partitions Δ h given by (7) and the values of measurement errors ν h i are such that the following relations are valid:
Condition 3 . The inequality
Condition 2 substantially means that the noise signals implemented in the observation channel are subject to the constraints of smallness of their mean values over the whole time interval T . Remark 1. Conditions 2 and 3 hold, for example, if
In this case
and the inequalities (3) take the form
Before the algorithm starts, we fix a value h ∈ (0, 1), a family {ν
, and a partition Δ h (see (7)). The work of the algorithm is decomposed into identical steps. At the i-th step carried out on the time interval [τ i , τ i+1 ), the following operations are fulfilled. First, at the time t = τ i , the phase states x h (τ i ) and y(τ i ) of Eqns.
(1) and (4) are measured; i.e., the elements ξ h i ∈ X and ψ h i ∈ X with the properties (3) and (5) are found. Then, a function u h (·) (Lebesque measurable or piecewise continuous) satisfying the inequality
is calculated. Here d = const > 0 is an a priori fixed constant and B * is the adjoint operator,
Then the control u h (t) is fed onto the input of Eqn.
(1) during the interval [τ i , τ i+1 ). Thereby, at the moment τ i , the program control u h (τ ), τ ∈ [τ i , τ i+1 ), is calculated. Under the action of this control, the phase trajectory of Eqn. (1) passes from the state x h (τ i ) to the state
for all ϑ ≥ 0, where
and b 1 is a constant which is independent of ϑ and whose closed form can be written explicitly.
). Let us estimate the variation of the functional
on the time interval T . For t ∈ δ i , we have
see (2). Thus, by virtue of (8), for all i = 0, 1, . . ., the estimate
is valid. Here
In addition, by taking into account the ω-dissipativity of the semigroup X (t), for all i, we have
It is easily seen that
In turn, by virtue of the inequalities
we get
Taking into account the rule of forming the control u h (·) (see (9)), we obtain
where d * > 0 is a constant whose closed form can be written explicitly. From (14) and the last inequality, we get
Combining (12)- (15), we conclude the estimate
Thus, for all i = 0, 1, . . ., we get
Therefore, by (6)-(11), we have
From (16), by taking into account Conditions 2 and 3 and the latter inequality, we obtain (for all i = 0, 1, . . .)
which implies (10). The proof of the theorem is complete.
Let the set of instantaneous restrictions on the control have the following form:
where P 1 is a given bounded and closed set. Let also the control v(t) on the right-hand side of Eqn. (4) have the following structure:
In this case, it is natural to choose the control u = u h (·) on the right-hand side of Eqn.
(1) of the same structure as the control v(·). Thus, the controls are finite vector functions with values in the m-dimensional Euclidean space. Set
Here, the vector u
where, as above,
Remark 2.
As can be seen from the above rule of forming the control u h (·) (see (17) and (18)), this control is a piecewise constant function with discontinuities at the nodes of the partition Δ h .
Let the solution of Eqn. (4) generated by the control v(·) remain in a bounded domain; i.e., let the following condition be fulfilled. 
Bω j 2 .
Then the assertion of Theorem 1 holds if the control u h (·) is calculated by formulas (17) and (18). In this case,
Proof. Taking into account Condition 4, we conclude that
From (19), using (17), we obtain
Thus, instead of the inequality (15), we have the inequality (20). Consequently, in lieu of the inequality (16), we obtain
Hence, we derive the assertion of the theorem. The proof is complete.
Under some additional conditions on the semigroup X (t), the calculation procedure for the control u h (τ ), τ ∈ [τ i , τ i+1 ), can be simplified. Let us proceed with the description of these conditions. Condition 5 . The semigroup X (t) possesses the following property. For any bounded set X * ⊂ X, there exist numbers δ * ∈ (0, 1) and 
where
Then the assertion of Theorem 2 is valid if
Proof. Indeed, by Condition 5, we get
Hence, instead of the inequality (19), we have
From (22) it follows that
Therefore, on account of (23) and (24), we get
Hence, we obtain the assertion of the theorem. This completes the proof.
Example
Consider the differential-functional equatioṅ
with the initial condition y( 0 : l] , and B 0 are constant n × n and n × m matrices, respectively. The elements of the matrix function
and the norm | · | X induced by this inner product. Equation (25) (see Banks and Kappel, 1979; Bernier and Manitius, 1978) generates the C 0 -semigroup of bounded linear operators X (t), t ≥ 0, defined as follows. Let s 0 (·) be the unique solution on T of the matrix equation
with the initial condition s 0 (t) = E (the n × n identity matrix) for
is the characteristic function of the interval [a, b] , and the operator F : X → X is defined by the rule
Then (Bernier and Manitius, 1978, p. 903 )
In this case, the operator A is given by the relations (Bernier and Manitius, 1978 , Assertion 2.1) 
Let y(·; 0, {ϕ 0 , ϕ 1 (·)}, u(·)) be the unique solution of Eqn. (25) in the sense of Caratheodory, and let x(·; 0, x 0 , u(·)) be the weak solution of the abstract differential equation (1), where
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is valid.
In the space X, we define the norm | · | 2 as follows:
The inner product corresponding to this norm is of the form
In this case (Bernier and Manitius, 1978, Lemma 2.3,) , the semigroup X (t), t ∈ T , of form (26) is ω-dissipative. In addition,
Here, the symbol | · | * denotes the Euclidean norm of a matrix. It can be easily verified that (Maksimov, 2002 , see Lemma 2.1.8,), the semigroup X (t), t ∈ T , of the form (26) satisfies Condition 5 for γ(δ) = δ 1/2 . In addition, in the inequality (22) we have 
Numerical example
In this section we present a numerical example. Consider the equation 
