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We study fractional Josephson effect in a particle-number conserving system consisting of a quasi-
one-dimensional superconductor coupled to a nanowire or an edge carrying e/m fractional charge
excitations with m being an odd integer. We show that, due to the topological ground-state degener-
acy in the system, the periodicity of the supercurrent on magnetic flux through the superconducting
loop is non-trivial which provides a possibility to detect topological phases of matter by the dc
supercurrent measurement. Using a microscopic model for the nanowire and quasi-one-dimensional
superconductor, we derived an effective low-energy theory for the system which takes into account
effects of quantum phase fluctuations. We discuss the stability of the fractional Josephson effect
with respect to the quantum phase slips in a mesoscopic superconducting ring with a finite charging
energy.
PACS numbers: 74.50.+r, 73.21.Hb, 71.10.Pm, 74.78.Fk
I. INTRODUCTION
Josephson effect, a hallmark of the macroscopic quan-
tum coherence, has played a crucial role in the re-
search and applications of superconductivity, both con-
ceptually and practically since its discovery [1–5]. Re-
cently, it has been recognized that Josephson effect
can also reveal the topological aspects of superconduc-
tivity, most notably the 4pi-periodic ac Josephson ef-
fect [6, 7] in one-dimensional class D topological super-
conductors [6–11], as well as in time-reversal-invariant
generalizations [12, 13]. The doubling of the periodic-
ity is tied to the existence of non-trivial excitations -
localized Majorana zero-energy modes (MZMs) at the
opposite ends of a topological superconductor. The pres-
ence of the zero-modes allows for the coherent charge e
tunneling processes between two superconductors. This,
in turn, leads to the doubling of the flux periodicity as
compared to the conventional Josephson effect involving
charge 2e (Cooper-pair) tunneling.
In the last five years there has been a surge of re-
search interest in topological superconductors [9–11, 14–
28]. Apart from the fundamental importance, the search
for Majorana zero-modes and other non-Abelian quasi-
particles is fueled by the prospects of topological quan-
tum information processing [29–34]. Recent theoretical
breakthrough indicating that Majorana-based topolog-
ical phases can be accessed in heterostructures involv-
ing a semiconductor nanowire coupled to a conventional
s-wave superconductor [10, 11] has sparked a signifi-
cant experimental activity on this subject [19–27, 35–
37]. Apart from Ref. [20], most of the aforementioned
experiments, however, have been focusing on the zero-
bias peak anomaly associated with presence of the zero-
energy modes [38–48].
Fractional Josephson effect provides perhaps the sim-
plest setup where the non-Abelian nature of the Majo-
rana zero modes are manifested. The stability of this
effect under various realistic situations (i.e. energy split-
ting, disorder, multiple bands, quasiparticle poisoning)
have been extensively studied in literature [49–61]. The
standard approach to understand the Josephson effect is
based on BCS mean-field theory, where the U(1) parti-
cle number conservation is spontaneously broken. How-
ever, due to the mesoscopic nature of the experimental
setups in engineering topological superconductors, quan-
tum phase fluctuations may play an important role. In-
deed, charging energy is at the heart of many meso-
scopic superconducting devices such as superconducting
qubits. Furthermore, charging energy is important for
topological quantum computing schemes with Majorana
zero modes [33, 34, 62–67]. There have been several
works that take into account quantum phase fluctua-
tions in a phenomenological way [55, 57, 68–71]. How-
ever, a microscopic theory of fractional Josephson effect
is still lacking. In this work, we start from a microscopic
model of helical nanowires coupled to a fluctuating one-
dimensional s-wave superconductor introduced in Ref.
[72]. Although there is no long-range superconducting
order, there are still Majorana zero modes and a related
topological degeneracy when two or more nanowires are
coupled to the same quasi-one-dimensional superconduc-
tor (QSC) [72, 73]. We study the Josephson effect within
this model and find that fractional Josephson effect sur-
vives quantum fluctuations. However, the splitting of
the ground state degeneracy as well as the hybridization
between different topological sectors changes and now be-
comes power-law dependent on the system size. In order
to show that we consider instanton tunneling events be-
tween different topological sectors. We find that phase
slip events at weak links caused by the spatial inhomo-
geneities (e.g. impurities) in the quasi-one-dimensional
superconductor are responsible for the power-law decay
with length of the ground-state energy splitting. Fi-
nally, we calculate the periodicity of the Josephson cur-
rent on magnetic flux through the ring, see Fig. 1 for
the proposed setup. It has been previously believed that
one needs to perform an ac measurement to detect 4pi-
periodicity of the supercurrent [6, 7] which might be quite
challenging due to parity switching processes (quasiparti-
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FIG. 1. Proposed setup to study Josephson effect in particle-
number conserving system. a) The nanowire is coupled to
a quasi-one-dimensional superconductor forming a loop with
the circumference L. The four Majorana zero modes γ1,2,3,4
are located at x = L− l− l′, L− l′, 0, l respectively. The dis-
tance between γ2 and γ3 is l
′ and the distance between γ1 and
γ2 is l, same as the distance between γ3 and γ4. A magnetic
flux f pierces through the loop and induces the supercurrent
flow in the loop. The periodicity of the supercurrent on flux
allows one to probe topological properties of the system. In
the case of parafermion proposals, the Luttinger liquid corre-
sponds to, for example, an edge of a two-dimensional Abelian
fractional quantum Hall system.
cle poisoning)[9, 10] as well as Landau-Zener transitions
to the quasiparticle continuum [57, 74] which together
put constraints on the appropriate time window for per-
forming the experiment, see below. In this paper, we
show that by suitably designing the experimental system,
one can avoid the aforementioned problems and may be
able to detect 4pi-periodicity in the dc experiments.
Our approach based on Luttinger liquid formalism
allows one to extend our theory to the recently pro-
posed systems hosting parafermionic zero modes [75–
77]. In this case, we consider an edge of two-dimensional
Abelian fractional quantum Hall system properly coupled
to QSC. Our main conclusions discussed above for the
Majorana case remain also valid for parafermions, and we
show how to probe topological properties of parafermions
in the dc measurements, see Fig. 1.
The paper is organized as follows. We begin with the
qualitative discussion section II where we explain our re-
sults using a simplified toy model which captures some
main aspects of the fractional Josephson effect. This
model, however, does not take into account supercon-
ducting quantum phase slips. In order to treat quan-
tum fluctuations properly, one needs to develop a differ-
ent formalism using Abelian bosonisation technique. For
pedagogical reasons, we first review Josephson effect in
a Luttinger liquid coupled to a bulk s-wave (Sec. III A)
and p-wave (Sec. III B) superconductors, and discuss the
mechanisms for the change of a periodicity with magnetic
flux in these two systems. Next, in Sec. III C we review
the fractional Josephson effect in the parafermion sys-
tems by considering an edge of a two-dimensional Abelian
fractional quantum Hall system at the filling fraction
ν = 1/m coupled to a bulk superconductor. In Sec. IV,
we present our main results for Josephson effect in a
number-conserving setup and discuss the dependence of
the ground-state energy of the system on magnetic flux.
Finally, the effect of quantum phase fluctuations on the
flux periodicity of the Josephson current is discussed in
Sec. V. Some technical details are presented in the Ap-
pendix A.
II. QUALITATIVE DISCUSSION OF MAIN
RESULTS
First, we discuss fractional Josephson effect using the
simple model involving bulk superconductor with the
long-range order. Let us consider the setup shown in
Fig. 1. There are four Majorana zero modes γ1,2,3,4 re-
siding at the ends of the 1D topological superconductors,
and the corresponding effective low-energy Hamiltonian
reads
H= iEJγ2γ3 cos
Φ
2
+iδE12γ1γ2+iδE34γ3γ4+iδE14γ1γ4.
(1)
Here EJ is the 4pi Josephson coupling at the junction due
to the hybridization between Majorana modes γ2 and γ3,
δEij are the energy splittings between Majorana modes
γi and γj which are exponentially small with the distance
between them Lij : δEij ∝ exp(−Lij/ξij) with ξij being
the superconducting coherence length in the correspond-
ing segment. It is important to notice that δEij , in par-
ticular δE14, are independent of the magnetic flux due to
the large superfluid stiffness of the bulk superconductor.
We now review the physics of the ac Josephson ef-
fect [6, 7]. For pedagogical reasons, it is useful to assume
that δE14 → 0 and δE12 = δE34. In the thermody-
namic limit δE12 → 0, the spectrum of Andreev levels is
given by ±EJ cos(Φ/2) where different states correspond
to even/odd fermion parity of the modes at the junction.
If the fermion parity is preserved over the time evolution
of the superconducting phase Φ from 0 to 2pi, one can
see that the system ends up in the excited states, and
thus the Josephson current through the junction will be
4pi periodic. If we take into account finite-size effects,
one can show that Andreev levels do not quite cross at
Φ = pi due to the exponentially small splitting energy
δE12, see Fig. 2. Nevertheless, provided the evolution of
the phase Φ(t) = αt is fast enough (i.e. α  δE12), the
fermion parity of Andreev levels will be approximately
preserved, and one may still hope to detect 4pi Joseph-
son effect in ac measurements. This phenomenon was
dubbed as Fractional ac Josephson effect.
It was shown recently [9, 10, 57, 74] that in order to
understand the dynamics of the Andreev bound states,
which is important for the experimental detection of the
fractional ac Josephson effect, one also needs take into
account relaxation processes due to quasiparticle poison-
ing as well as Landau-Zener transitions to the quasipar-
3FIG. 2. Fractional ac Josephson effect. The spectrum of
the two Andreev bound states corresponding to different
fermion parity is hybridized at Φ = pi by the exponentially-
small energy splitting δE12. Diabatic passage through the
avoided level-crossing allows one to follow fixed fermion par-
ity state and to detect the 4pi Josephson effect in ac mea-
surements. The rate of the superconducting phase advance
is constrained by the parity relaxation (quasiparticle poison-
ing) and Landau-Zener transition rates defined by 1/τQP and
1/τLZ, respectively.
ticle continuum, see Fig. 2. The former corresponds to
parity relaxation processes due to the presence of stray
non-equilibrium quasiparticles whereas the latter repre-
sents the Landau-Zener transitions during the diabatic
passage. Roughly speaking, the rate at which the phase
Φ is ramped should be fast compared to the splitting
energy at the avoided crossing at Φ = pi, and fermion
parity relaxation rate due to non-equilibrium quasiparti-
cles. On the other hand, the sweep rate of Φ cannot be
too fast, otherwise unwanted Landau-Zener transitions
into continuum at, for example, Φ = 2pi would become
significant. Another relevant timescale τR is associated
with the superconducting phase relaxation dynamics due
to the resistive environment in which the Josephson junc-
tion is embedded and, as such, depends on the specific
experimental setup [57, 74]. Overall, experimental ob-
servation of the fractional ac Josephson effect is quite
challenging because one needs to know a priori the afore-
mentioned timescales.
We now discuss a new experiment for the detection
of the fractional Josephson effect using the ground-state
properties of the system. Let us consider a mesoscopic
ring shown in Fig. 1, in which the global fermion parity
Pˆ = γ1γ2γ3γ4 is fixed either by an appreciable charg-
ing energy or by galvanically isolating the nanowire-
superconductor system so that external electron tunnel-
ing (quasiparticle poisoning) is prohibited energetically.
Next we assume that the distances L12 and L34 are much
larger than the superconducting coherence length ξ so
that δE12 = δE34 → 0. (Otherwise, the flux periodicity
of the current in the ring is 4pi due to the coherent sin-
gle electron tunneling, similar to the persistent currents
in non-superconducting mesoscopic rings [78], regardless
whether the system is in the topologically trivial or non-
trivial phase.) Using the constraint on global fermion
parity γ1γ4 = −Pγ2γ3, the effective two-level Hamilto-
nian can be written in terms of fermion parity at the
junction iγ2γ3 = 1− 2n with n = 0, 1:
HP=1 = −
(
EJ cos
Φ
2
+ δE14
)
(2n− 1). (2)
Without δE14, the ground-state energy of the system is
2pi-periodic with Φ. However, when δE14 is finite, the
ground state energies at Φ = 0 and Φ = 2pi are clearly
different, see Fig. 3, and, thus, the supercurrent in the
ring is not 2pi-periodic anymore as discussed in details
in Sec.V. In other words, we predict that provided the
charging energy of the ring and the splitting energy δE14
are sufficiently large, one should be able to detect 4pi-
periodic Josephson effect in the dc measurements. We
note that a crucial requirement of our proposal is that
global fermion parity is fixed. In the opposite case (i.e.
global fermion parity is not conserved), the ground state
becomes 2pi-periodic, see Fig. 3c.
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FIG. 3. Schematic dependence of the many-body energy spec-
trum on magnetic flux (in units of SC flux quantum) for fixed
overall fermion parity (a) P = 1 and (b) P = −1, and (c) fluc-
tuating fermion parity. Red(blue) lines correspond to even
(odd) fermion parity at the junction. (c) The case when
fermion parity is not conserved. One can notice that the
ground state energy (solid black line) is 2pi-periodic.
So far we have completely neglected the superconduct-
ing phase slips which are important in mesoscopic struc-
tures. In order to take into account quantum phase fluc-
tuations properly, we will use the bosonisation technique
which is well-suited for the problem at hand. We will
show that quantum phase slips affect the level crossing
between different fermion parity states (i.e. the splitting
energy E12 becomes power-law dependent with the sys-
tem size) and, as such, are detrimental for the fractional
ac Josephson effect. On the other hand, quantum phase
slips are relatively innocuous in the context of the frac-
tional dc Josephson effect, and our microscopic results
using the bosonisation technique are in qualitative agree-
4ment with those obtained using the simple toy model
above.
III. JOSEPHSON EFFECT IN LUTTINGER
LIQUIDS
In this section we first review Josephson effect in a
spinful Luttinger liquid coupled to a conventional s-wave
superconductor [79–82] and obtain the spectrum of An-
dreev states as a function of superconducting phase dif-
ference across the junction. Next, we discuss a spin-
less Luttinger liquid coupled to spinless p-wave super-
conductors [83]. The latter supports Majorana zero-
energy modes which are ultimately responsible for the
change of fundamental periodicity of the Josephson cur-
rent. Finally, we will review Josephson effect in more
exotic structures involving parafermions.
A. Josephson effect in a Luttinger liquid coupled
to an s-wave superconductor.
Let us consider Luttinger liquid coupled to two bulk
s-wave superconductors with the superconducting phase
difference Φ. After integrating out the superconducting
degrees of freedom, the effective Hamiltonian for the sys-
tem becomes (~ = c = 1)
H = HNW +
∫
dx (∆(x)ψ↑(x)ψ↓(x) + H.c.) (3)
HNW =
∫
dxψ†σ(x)
(
− ∂
2
x
2m∗
−µ
)
σσ′
ψσ′(x)
where m∗ and µ are the effective mass and chemical po-
tential. One can introduce magnetic field into the Hamil-
tonian(3) via minimal coupling −i∂x → −i∂x + eA and
then gauge it away so that it only appears in the super-
conducting pairing potential. Thus, the induced super-
conducting pair potential ∆(x) is given by
∆(x) =

∆0 x < 0
0 0 < x < l
∆0e
−iΦ x > l
. (4)
We will assume ∆0 > 0 in the following. In a ring ge-
ometry, see Fig. 1, the phase difference Φ can be related
to the magnetic flux through the loop Φ = 2pif/f0 with
f being the flux piercing the ring and f0 =
hc
2e is the SC
flux quantum.
We now perform standard bosonization procedure for
spinful fermions using the convention [84]:
ψr,σ =
1√
2pia
e
− i√
2
[(rφρ−θρ)+σ(rφσ−θσ)] (5)
where r = ± and σ = ± for right/left-moving fermion
with ↑ / ↓ spin, and a the lattice cutoff. The effective
Hamiltonian now reads
H =
∫
dx
∑
µ=ρ,σ
vµ
2pi
[Kµ(∂xθµ)
2 +K−1µ (∂xϕµ)
2]
−
∫
x<0
dx
∆0
2pia
cos(
√
2θρ) cos
√
2ϕσ
−
∫
x>l
dx
∆0
2pia
cos(
√
2θρ − Φ) cos
√
2ϕσ (6)
Assuming that ∆0 is large, the proximity-induced terms
constrain the values of θρ and ϕσ to the minima of the
cosine potential in the corresponding bulk superconduc-
tors
θρ(x < 0) = 0 and θρ(x > l) =
piJˆρ+Φ√
2
(7)
ϕσ(x < 0) = 0 and ϕσ(x > l) =
piNˆσ√
2
, (8)
where Jˆρ =
∑
r,s rNr,s and Nˆσ =
∑
r,s sNr,s with Nr,s
being the zero momentum component of the density op-
erator with spin s and chirality r. Thus, the problem has
been effectively reduced to solving for the modes of Lut-
tinger liquid subject to the above boundary conditions.
Note that the allowed integer values for the operators Jˆρ
and Nˆσ have to obey certain constraints (superselection
rules): (−1)Jˆρ = (−1)Nˆσ which immediately follows from
Eq. (6).
We now expand the bosonic fields in terms of the nor-
mal modes satisfying the above boundary conditions:
ϕρ(x) =
√
2ϕ(0)ρ +
√
Kρ
∑
n>0
1√
n
cos
pinx
l
(anρ + a
†
nρ)
θρ(x) =
piJρ + Φ√
2
x
l
+
i√
Kρ
∑
n>0
1√
n
sin
pinx
l
(a†nρ − anρ).
ϕσ(x) =
piNσ√
2
x
l
+ i
√
Kσ
∑
n>0
1√
n
sin
pinx
l
(a†nσ − anσ)
θσ(x) =
√
2θ(0)σ +
1√
Kσ
∑
n>0
1√
n
cos
pinx
l
(anσ + a
†
nσ).
Here an and a
†
n are the annihilation and creation opera-
tors for particle-hole excitations, satisfying the canonical
commutation relation [amµ, a
†
nν ] = δmnδµν . The opera-
tors ϕ
(0)
ρ and θ
(0)
σ represent the zero modes of the cor-
responding fields satisfying the commutation relations
[ϕ
(0)
ρ , Jˆρ] = i and [θ
(0)
σ , Nˆσ] = −i. Using the above
normal-mode expansion, one can find the energy of the
system:
E(Nσ, Jρ) = pi
4
vσ
Kσl
N2σ +
pi
4
vρKρ
l
(
Jρ +
Φ
pi
)2
+
∑
µ=ρ,σ
∑
k>0
ωµ(k)
(
nµ(k) +
1
2
)
, (9)
5where ωµ(k) = vµ
pik
l and nµ(k) = 〈a†µaµ〉. One can no-
tice that the partition function for the system factorizes
into the product of the zero modes Z0 and finite-energy
excitations Zn: Z = Z0Zn with only Z0 being dependant
on the flux Φ
Z0 =
∑
Nσ,Jρ∈Z
e−βE(Nσ,Jρ). (10)
Clearly, the sector with odd Nσ is gapped out which
constraints the values of Jρ to be even. Thus, the flux-
dependent ground-state energy of the system becomes
Eg(Φ) = min
m∈Z
piKρvρ
l
(
m+
Φ
2pi
)2
. (11)
Finally, one can obtain the expression for Josephson cur-
rent using
IJ(Φ) = 2
∂Eg(Φ)
∂Φ
(12)
One can see that the ground-state energy and the Joseph-
son current through the junction are 2pi-periodic which
is consistent with the previous studies of the Josephson
effect in s-wave superconductors[79].
B. Fractional Josephson effect in topological
p-wave superconductors.
Next, we consider a case of topological p-wave super-
conductors and study Josephson effect in the presence of
Majorana zero modes. Realistically a “spinless nanowire”
can be engineered in spin-orbit-coupled spin-1/2 quan-
tum wires subject to an external Zeeman field [10, 11].
The spinless nanowire is then proximity-coupled to a bulk
s-wave superconductors at x < 0 and x > l. The Hamil-
tonian for the “spinless nanowire” reads:
HNW =
∫
dxψ†σ(x)
(
− ∂
2
x
2m∗
−µ+iασy∂x+Vzσz
)
σσ′
ψσ′(x),
HP =
∫
dx [∆(x)ψ↑ψ↓ + h.c.] . (13)
where α is the strength of the spin-orbit Rashba interac-
tion and Vz is the Zeeman splitting, and superconducting
pairing is defined in Eq.(4). When chemical potential
µ < Vz, the nanowire is effectively spinless. The elec-
tron tunneling between the NW and the SC leads to the
proximity effect described by the Hamiltonian HP. The
superconducting pairing potential ∆0 is assumed to be
a static classical field and quantum fluctuations of the
superconducting phase are neglected.
Assuming that Zeeman gap is large, one performs stan-
dard bosonization procedure to find the effective Hamil-
tonian to be equivalent to a spinless nanowire coupled to
spinless p-wave superconductors:
H =
∫
dx
v
2pi
[K(∂xθ)
2 +K−1(∂xϕ)2] (14)
− ∆P
2pia
(∫
x<0
dx cos 2θ +
∫
x>l
dx cos(2θ − Φ)
)
.
The superconducting phase difference across the junction
is Φ. We assume the superconducting pairing potential
is large (i.e. ∆P is relevant and flows to strong coupling
under the renormalization group flow) and gaps out the
Luttinger liquid in the region x < 0 and x > l. In this
limit, the values of θ are constraint to the minima of the
cosine potential imposing the following boundary condi-
tions for the LL in the region 0 < x < l:
θ(0) = 0 and θ(l) =
Φ + 2piJˆ
2
. (15)
where Jˆ = NR −NL with Nr being the zero momentum
component of the density operator with chirality r. One
can expand the bosonic fields in terms of normal modes
satisfying the boundary conditions:
ϕ(x) = ϕ(0) +
√
K
∑
n>0
1√
n
cos
pinx
l
(an + a
†
n)
θ(x) =
Φ + 2piJˆ
2
x
l
+
i√
K
∑
n>0
1√
n
sin
pinx
l
(a†n − an).
(16)
Here an and a
†
n are annihilation and creation opera-
tors for particle-hole excitations, satisfying the canonical
commutation relation [am, a
†
n] = δmn; ϕ
(0) is the zero
mode of the ϕ field and is conjugate to Jˆ : [ϕ(0), Jˆ ] = i.
After substituting (16) into the effective Hamiltonian for
the junction, one finds
H =
pivK
2l
(
Jˆ +
Φ
2pi
)2
+
∑
n>0
vpin
l
(
a†nan +
1
2
)
, (17)
One can now easily find the flux dependent part of the
ground state energy
Eg(Φ) = min
J∈Z
pivK
2l
(
J +
Φ
2pi
)2
(18)
We remind that different parity of J = NR − NL ac-
tually corresponds to different parity of electron num-
ber operator N = NR + NL. If electron number in the
junction is conserved, J should be restricted to either
even or odd sectors, i.e. J = 2m + 1−(−1)
N
2 . Thus,
the ground state energy as well as the current are 4pi-
periodic: Eg(Φ) = Eg(Φ + 4pi). On the other hand,
if there are processes allowing to change the fermion
parity in the junction, the ground-state energy is 2pi-
periodic. In practice, one should define the time scale as-
sociated with such processes τP . When t τP (dc limit),
the Josephson current in spinless superconductors is 2pi-
periodic and, in this sense, is similar to the Josephson
6 
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FIG. 4. Ground state energy of a spinless Josephson junction
(black thick line) as a function of the phase difference. Each
parabolic curve corresponds to distinct values of J(solid lines
correspond to even J and dashed ones are odd).
effect in conventional s-wave superconductors. However,
if measured at t τP (ac limit), the fundamental period-
icity of the Josephson current is 4pi, and, thus, one could
distinguish between the topological (spinless p-wave) and
non-topological (spinful s-wave) junctions. This is why
this phenomenon in the literature was “coined” as frac-
tional ac Josephson effect [6, 7].
C. Fractional Josephson effect in parafermion
systems.
We now review fractional Josephson effect in the pres-
ence of parafermionic zero modes. Instead of a spin-
less Luttinger liquid discussed above in the Majorana
context, we now consider gapless edge modes of a frac-
tional topological insulator, or the counter-propagating
edge modes along a trench in a ν = 1m Laughlin state.
The fundamental excitations in this case are fractional-
ized quasiparticles characterized by the fields ϕ and θ
satisfying the following commutation relations:
[ϕ(x), θ(x′)] =
ipi
m
Θ(x− x′). (19)
with m > 1. The effective Hamiltonian for the edge reads
H =
vm
2pi
∫
dx[K(∂xθ)
2 +K−1(∂xϕ)2]. (20)
The physical electron operators in this effective theory
are given by ψR/L =
1√
2pia
e−im(±ϕ−θ), and, thus, the
proximity-induced superconductivity due to spinless p-
wave superconductor for x < 0 and x > l can be taken
into account using the following effective Hamiltonian:
H∆ =− ∆P
2pia
(∫
x<0
dx cos 2mθ +
∫
x>l
dx cos(2mθ − Φ)
)
(21)
Assuming that ∆P is large, we once again consider Lut-
tinger liquid Hamiltonian confined in the region 0 < x < l
subject to the boundary conditions:
θ(0) = 0 and θ(l) =
Φ + 2piJˆ
2m
. (22)
Following similar analysis as in the previous section, we
find the normal mode expansion for the fields θ and ϕ is
given by
ϕ(x) = ϕ(0) +
√
K
m
∑
n>0
1√
n
cos
pinx
l
(an + a
†
n)
θ(x) =
Φ + 2piJˆ
2m
x
l
+
i√
Km
∑
n>0
1√
n
sin
pinx
l
(a†n − an).
The fields θ(x) and ϕ(x) should satisfy the commuta-
tion relations (19) and have fundamental periodicity of
2pi. The latter imposes a constraint on the values of J
requiring that J = 2mk + nJ . After substituting above
expressions for θ(x) and ϕ(x) into Eq.(20), the ground-
state energy for the system is given by
Eg(Φ) = min
k
2pivK
ml
(
k +
nJ
2m
+
Φ
4pim
)2
(23)
where nJ ∈ Z2m labels different topological sectors. One
can see that ground state energy is 4pim periodic Eg(Φ) =
Eg(Φ + 4pim).
IV. FRACTIONAL AC JOSEPHSON EFFECT IN
NUMBER-CONSERVING SYSTEMS
So far we have included superconductivity at the mean
field level neglecting quantum phase fluctuations, which
is appropriate when a nanowire is coupled to bulk super-
conductors. In other words, this approximation implies
that the particle number is not conserved corresponding
to the grand canonical ensemble. In mesoscopic struc-
tures, however, particle number fluctuations might be
suppressed by the charging energy, and, thus, it is inter-
esting to investigate Josephson effect in particle number
conserving systems. Given that particle number and su-
perconducting phase are conjugate variables, one needs
to take into account strong quantum fluctuations of the
superconducting phase in particle number conserving sys-
tems (canonical ensemble). This fact is particularly im-
portant in one-dimensional systems, where U(1) symme-
try can not be spontaneously broken due to the Mermin-
Wagner theorem. Therefore, in the following we con-
sider the fractional Josephson effect in a model where a
nanowire is coupled to the quasi-long-range ordered su-
perconductor (QSC) with strongly fluctuating SC phase.
We now consider an attractive Hubbard model, where
the spin backscattering caused by the electron interac-
tion is marginally relevant and flows to strong coupling,
resulting in the formation of the Luther-Emery phase [85]
with a finite spin gap but no charge gap, and therefore
can be thought as a one-dimensional analogy of an s-wave
7superconductor. After the bosonization, the Hamiltonian
for the superconducting wire reads
HSC = H
(ρ)
SC +H
(σ)
SC (24)
H
(ρ)
SC =
vρ
2pi
∫
dx
[
Kρ(∂xθρ)
2 +K−1ρ (∂xφρ)
2
]
(25)
H
(σ)
SC =
v
2pi
∫
dx
[
Kσ(∂xθσ)
2 +K−1σ (∂xφσ)
2
]
(26)
− 2|U |
(2pia)2
∫
dx cos(2
√
2ϕσ)
where vF , a and U are the Fermi velocity, the effective
cutoff length and the interparticle interaction potential,
respectively. The physics of this quasi-long-range super-
conducting wire can be understood in terms of fluctu-
ating Cooper pairs having algebraically-decaying corre-
lations. The cosine term in Eq. (26) is marginally rele-
vant so that the spin field ϕσ is pinned to the classical
minima, opening a spin gap ∆s ∝ e−
pivσ
|U| in the QSC. As
shown below, spin gap is crucial for our construction since
it prohibits single-electron tunneling to the QSC at low
energies. Thus, Cooper pair tunneling is the dominant
tunneling process between the nanowire and the super-
conductor. One can relate the parameters of the above
model for the Luther-Emery phase to that of a quasi-1D
superconductor: Kρ = 2pi
√
Awρsκ and vρ =
√
Awρs/κ
with Aw, ρs and κ being the cross-sectional area of the su-
perconductor, the superfluid stiffness and the compress-
ibility, respectively.
Our theoretical model also involves the Hamiltonian
for the nanowire HNW (13), in which we once again as-
sume that the Zeeman field is large so that the nanowire
is in the “spinless regime” with only the lowest band oc-
cupied. The nanowire and the QSC are coupled by the
single particle tunneling term:
HT = t
∑
σ
∫
dx (ψ†σησ + h.c.). (27)
Here ψσ and ησ are electron annihilation operators in the
nanowire and QSC, respectively. After the bosonization,
we arrive at following Hamiltonian:
H = HNW(θ, ϕ) +H
(ρ)
SC (θρ, ϕρ) +H
(σ)
SC (θσ, ϕσ) +HT .
(28)
Given that single-electron tunneling into the supercon-
ducting wire is suppressed due to the presence of the spin
gap ∆s, the dominant contribution to the low-energy ef-
fective action comes from pair tunneling. The perturba-
tive expansion in t to second order leads to the following
imaginary-time action
SPH =−t2
∑
σ
∫
dxdτdx′dτ ′ (29)[
ψ†σ(x, τ)ψ
†
−σ(x
′, τ ′)ησ(x, τ)η−σ(x′, τ ′)+h.c.
]
.
Given that the spin field ϕσ orders as a result of the last
term in Eq. 26, the dual field θσ is strongly disordered,
and its correlation function decays exponentially:
〈e− i√2 θσ(x,τ)e i√2 θσ(0,0)〉 ∼ ae
−∆svσ
√
x2+v2στ
2√
x2 + v2στ
2
. (30)
This allows us to simplify the action (29) and make a
local approximation
SPT≈− ∆P
(2pia)2
∫
dτ
∫
dx cos
(
2θ −
√
2θρ
)
, (31)
which is valid in the long-time limit |τ − τ ′|  ∆−1s .
Here the Cooper pair tunneling amplitude ∆P is given
by ∆P ∼ t2∆s
αpF√
(αpF )2+V 2z
. The derivation above can be
straightforwardly generalized to the case of fractional-
ized Luttinger liquid discussed in Sec. III C where the
index m corresponds to a specific edge theory, i.e. m = 1
represents Majorana case whereas m > 1 corresponds to
a specific parafermion model. After some algebra, one
finds that the effective action for the tunneling between
QSC and LL now reads
SPT≈− ∆P
(2pia)2
∫
dτ
∫
dx cos
(
2mθ −
√
2θρ
)
. (32)
We also notice that for m > 1, it is not physical to
consider a finite fractionalized liquid since it exists on
the edge of a 2D system which has no boundaries. We
therefore have to induce a distinct gap on the edge to ter-
minate the paired topological regions e.g by a backscat-
tering term ψ†RψL + h.c, which becomes cos 2mϕ after
bosonization. We assume this is the case for m > 1 in
the following discussion.
Finally, one arrives at the effective Hamiltonian for the
system of interest:
H = HNW +H
ρ
SC +HPT (33)
HNW =
v
2pi
∫
dx[K(∂xθ −A)2 +K−1(∂xϕ)2]
HρSC =
vρ
2pi
∫
dx[Kρ(∂xθρ −
√
2A)2 +K−1ρ (∂xϕρ)
2]
HPT = −∆P
2pia
∫
dx cos(2mθ −
√
2θρ).
Here we also introduced the vector potential A due to
the out-of-plane magnetic field, see Fig.1. Henceforth,
we assume that Cooper-pair tunneling term is large so
that it “locks” the phase difference between the edge
modes/nanowire and the QSC 2mθ −√2θρ. [86].
Following Ref. 72, we now review the topological de-
generacy in the wires/edge proximity-coupled to QSC.
Given that the total number of electrons is conserved,
the minimal setup with topologically protected ground-
state degeneracy involves four domain walls (i.e. two sep-
arated nanowires) coupled to the same QSC, see Fig.1.
In the topological regions, Θ = θ − θρ√
2m
are pinned to
8the classical minima and we denote its value in the first
and second wire by Θ1 and Θ2, respectively. Naively, the
pair tunneling leads to superficially (2m)2-fold degener-
ate ground state manifold: (Θ1,Θ2) =
pi
m (n1, n2), n1,2 ∈{0, 1, . . . , 2m−1}. However, one needs to be more careful
and study the moduli space of the phase variables. In-
deed, since the two wires are coupled to the same QSC,
we are allowed to make a global gauge transformation
θρ → θρ + 2pi, which leaves the ground state invariant.
This shows that we need to make the following identifi-
cation: (n1, n2) ∼ (n1 + k, n2 + k), k ∈ Z. Therefore, we
can fix Θ1 = 0, and different ground states are labeled
by Θ2 and we have 2m-fold ground state degeneracy.
We now study Josephson current for the setup shown
in Fig. 1. We consider a ring of length L with 0 ≤ x < L,
and assume that the nanowire covers [0, l]∪ [L− l− l′, L],
and the QSC covers [0, L − l′] with l′ being the length
of the junction. Using this coordinate system, the four
Majorana zero modes γ1, γ2, γ3, γ4 in Fig. 1 are located at
x = L−l−l′, L−l′, 0, l respectively. The vector potential
can be chosen to be A = fL where f is the magnetic flux
threading the loop. We first perform the following gauge
transformation to eliminate the vector potential from the
Hamiltonian:
ησ(x)→ ησ(x)e− iΦx2L ,
ψ(x)→
{
ψσ(x)e
− iΦx2L L− l − l′ ≤ x < L
ψσ(x)e
− iΦ(x+L)2L 0 ≤ x ≤ l
(34)
where Φ = 2pif/f0 with f being the magnetic flux pierc-
ing the ring and f0 =
hc
2e . It can be readily checked that
this transformation is continuous at x = 0 and, thus,
fermion operators are single-valued everywhere (i.e. this
transformation does not introduce a branch cut in the
fermionic fields).
However, the pair tunneling terms are affected in a
nontrivial way and change under gauge transformation
as
η†↑η
†
↓ψψ →
{
η†↑η
†
↓ψψ L− l − l′ ≤ x ≤ L− l′
eiΦη†↑η
†
↓ψψ 0 ≤ x ≤ l.
(35)
Upon standard bosonization, the modified pair tunneling
terms are given by
HPT = −∆P
2pia
∫ l
0
dx cos(2mθ −
√
2θρ − Φ)
− ∆P
2pia
∫ L−l′
L−l−l′
dx cos(2mθ −
√
2θρ) (36)
Assuming that ∆P term is large, one can approximate
the phase difference θ− θρ√
2m
by its values at the minima
of the cosine potential:
θ − θρ√
2m
=
{
0 L− l − l′ ≤ x ≤ L− l′
χ 0 ≤ x ≤ l, (37)
where χ = Φ+2piJˆ2m and J ∈ Z. As discussed in Sec. III C,
J mod 2m is a conserved quantity, corresponding to dif-
ferent superselection sectors.
We now calculate the ground state energy and its de-
pendence on the magnetic flux f . It is convenient to inte-
grate out ϕ and ϕρ fields and write the partition function
in terms of the imaginary-time effective action.
S =
∫ β
0
dτ
[ ∫ L+l
L−l−l′
dx
mK
2piv
[(∂τθ)
2 + v2(∂xθ)
2]
+
∫ L−l′
0
dx
Kρ
2pivρ
[(∂τθρ)
2 + v2ρ(∂xθρ)
2]
− ∆P
2pia
∫ l
0
dx cos(2mθ −
√
2θρ − Φ)
− ∆P
2pia
∫ L−l′
L−l−l′
dx cos(2mθ −
√
2θρ)
]
(38)
It is easy to see that the system is gapless in particle-
number conserving setup contrary to the previous case
discussed in Sec.III. Indeed, the combination of the fields
2mθ+
√
2θρ is free to fluctuate. Given that the combina-
tion of the fields 2mθ−√2θρ is pinned in the topological
regions, one can integrate them out. As a result, we can
impose the following constraint:
1√
2m
∂τ/xθρ = ∂τ/xθ. (39)
Thus, the problem reduces to that of an inhomogeneous
single-component Luttinger liquid:
S =
∫ L
0
dxdτ
K˜(x)
2piv˜(x)
[
(∂τ θ˜)
2 + v˜2(x)(∂xθ˜)
2
]
(40)
where the phase field θ˜ is defined as
θ˜ =
{
1√
2m
θρ 0 < x < L− l′
θ L− l′ ≤ x ≤ L (41)
The Luttinger parameters K˜(x) and velocity v˜(x) are
given by:
v˜(x) =

v+ 0 < x < l or L− l − l′ < x < L− l′
v L− l − l′ < x < L
vρ l < x < L− l − l′
,
(42)
and
K˜(x) =

K+ 0 < x < l or L− l − l′ < x < L− l′
mK L− l − l′ < x < L
2m2Kρ l < x < L− l − l′
(43)
with v+,K+ being
K+ =
√
K2ρ +
K2
4m2
+
KKρ
2m
(
v
vρ
+
vρ
v
)
, (44)
v+ =
√
vvρ
vK + 2mvρKρ
vρK + 2mvKρ
. (45)
9In order to calculate partition function, one needs to
specify boundary conditions for the field θ˜ at x = 0 and
x = L − l′. Since QSC terminates at these points, the
appropriate boundary conditions are
∂xθρ(x) = 0 for x = 0, L− l′. (46)
The field θ should be continuous at x = 0, L− l′ so that
there are no singularities in the effective action.
θ(x−) = θ(x+) for x = 0, L− l′. (47)
In terms of the field θ˜, these boundary conditions trans-
late to
θ˜(L− l + 0+, τ) = θ˜(L− l − 0+, τ)
θ˜(0+, τ) = θ˜(0−, τ)− χ,
(48)
where we used Eq.(7). Thus, the modified field θ˜ satis-
fies twisted boundary conditions at x = 0. We should
also include winding numbers of θ˜ in the imaginary-time
direction:
θ˜(x, β) = θ˜(x, 0) + 2pimM. (49)
However, one needs to be careful about the values of M .
Because of the pair tunneling term, M must be an integer
to preserve the periodicity of θρ. It is easy to see that to
minimize the action, we can write
θ˜(x, τ) =
2pimM
β
τ + θ˜(x), (50)
and the action evaluates to
S =
2pim2
β
∑
i
Kili
vi
M2 + β
∫ L
0
dx
K˜(x)v˜(x)
2pi
(∂xθ˜)
2.
(51)
Now one can minimize the action (51) for a fixed χ.
Since K(x), v(x) are piecewise constant, the action is
minimized by piecewise-linear θ˜. To calculate partition
function, one needs to find the stationary solution (i.e.
∂τ θ˜ = 0) satisfying the following constraints. To sim-
plify the notations, we define x0 = 0, x1 = l, x2 =
L − l − l′, x3 = L − l′, x4 = L as the locations of the
interfaces where v and K are discontinuous and the field
θ(xi) are given by
θ˜(x0) = 0 ≡ θ0
θ˜(xi) = θi, 1 ≤ i ≤ 3
θ˜(x4) = χ ≡ θN .
(52)
Since we restrict ourselves to the space of piecewise linear
functions, θ˜ is then uniquely specified once all the values
at {xi}3i=0 are determined. Thus, the action we want to
minimize is given by
S[{θi}] = β
2pi
N∑
i=1
viKi
li
(θi − θi−1)2. (53)
where li = xi − xi−1 and β is the inverse temperature.
After minimizing above expression with respect to
θ˜(xi) = θi, 1 ≤ i ≤ 3, the minimum of the action is
given by
Smin =
2pim2Cloop
β
M2 +
2piβ
m2Lloop
(
J +
Φ
2pi
)2
. (54)
where J = 2mk + nJ with k ∈ Z and nJ being a num-
ber corresponding to different topological sectors, i.e. for
m = 1 this number simply denotes fermion parity. The
total inductance of the loop Lloop =
∑4
i=1
li
viKi
is simply
given by the sum of all individual inductances (induc-
tors in series rule), and the total capacitance Cloop =∑4
i=1
Kili
vi
. The partition function is obtained by sum-
ming over k:
Z =
∑
k,M
exp
[
− 2pim
2Cloop
β
M2
− 2piβ
m2Lloop
(
k +
nJ
2m
+
Φ
4pim
)2 ]
.
(55)
Now we use the Poisson summation formula to rewrite
the sum over M :∑
M
exp
(
− 2pim
2Cloop
β
M2
)
=
∑
N
exp
(
− piβ
2m2Cloop
N2
)
.
(56)
Therefore, we obtain the ground-state energy for the sys-
tem in a fixed N, J sector (here we restored the units):
EN,Jg (Φ) =
pie2
2m2Cloop
N2 + min
J∈Z
2f20
pim2Lloop
(
J +
Φ
2pi
)2
.
(57)
Eq. (57) is one of the main results of this paper showing
that for m = 1 the ground state energy is still 4pi peri-
odic provided fermion parity is conserved. We can now
recover the previous results obtained for a bulk supercon-
ductor. Indeed, with the increase of the number of trans-
verse channels Nch in the QSC, quantum fluctuations are
suppressed. In the limit Kρ ∝ Nch → ∞, the capaci-
tance and inductance for the loop become Cloop → ∞
and Lloop ≈ l′vmK , and, thus, we recover the results of
Sec. III C. Since J and N commute, the first term is just
an additive constant corresponding to different particle
number in the ring which is assumed to be fixed hence-
forth.
V. TOPOLOGICAL DEGENERACY SPLITTING
An important aspect of a topological phase is its
ground-state degeneracy. In a finite-size system, the de-
generacy is lifted by certain instanton events which con-
nect different topological sectors. In the case of a bulk
superconductor, such events can be understood in term
of the overlap of the MZM wave functions. In the inter-
acting system considered here the splitting calculation
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FIG. 5. Illustration of degeneracy splitting processes. (a)
electron tunneling between two nanowires through the QSC.
(b) quasiparticle tunneling across the topological region. (c)
Electron backscattering in the QSC.
becomes more subtle. One can identify the processes
which are present in the BdG formalism and the ones
that are not, i.e. generated by quantum fluctuations.
Possible sources of the topological degeneracy splitting
can be classified into three types, see Fig. 5: (a) electron
tunneling between the nanowires through the QSC, (b)
quasiparticle tunneling across the topological region, (c)
splitting caused by electron backscattering in the QSC.
The splitting process (a) is due to the virtual tunnel-
ing of a single electron through the QSC between the
topological wires (depicted in Fig. 5 as the process (a)).
We obtain this term in the perturbative expansion of the
action in the single-fermion tunneling amplitude t:
HS2 = −2t
2
∆s
e−∆s|x−x
′|/vF (58)
× cos
[
mθ(x′)− θρ(x
′)√
2
+mθ(x)− θρ(x)√
2
− Φ
2
]
× cos
[
mϕ(x) +
ϕρ(x)√
2
−mϕ(x′)− ϕρ(x
′)√
2
]
where x, x′ are the ends of the nanowire at x = l and
x′ = L− l − l′, see Fig.1. Using Eq. (37), one finds that
HS2 is given by HS2 = δEa cos(piJ) with
δEa= −2t
2
∆s
exp
(
−∆s|x−x
′|
vF
− 1
4Kρ
log
∣∣∣∣x−x′a
∣∣∣∣) . (59)
Here we used the fact that ϕ(x) and ϕ(x′) are pinned
by the boundaries. For nanowires this is imposed by the
boundary conditions at the ends of the nanowire whereas
for parafermion setup the induced backscattering terms
cos 2mϕ effectively pin fields ϕ(x) and ϕ(x′), see Refs.
75–77 for more details.
The splitting of the ground state degeneracy due to
the tunneling of a fundamental topological charge can
be obtained by the instanton calculation corresponding
to a process that tunnels between two degenerate vacua,
for example, |θ − θρ√
2m
= 0〉 and |θ − θρ√
2m
= pim 〉. This
process can be intuitively understood as the process of
a hc2e vortex encircling just the nanowire region, shown
as process (b) in Fig. 5. The instanton corresponding
to such an event is homogeneous in space resulting in
the splitting δE1 ∼ exp
(
− 4
√
K
pim
l
ξ
)
where l is the length
of the nanowire segment as shown in Fig. 5 and ξ =
 
2⇡
E( )
EJ
 E3
 E2  a
b +  Ec
FIG. 6. Ground-state energy dependance on magnetic flux Φ
through the loop for m = 1. Instanton tunneling processes
δEb and δEc lead to the hybridization between different topo-
logical sectors whereas δEa process results in even-odd effect.
v/∆P . Such a process essentially shifts J by 1, and can be
incorporated into the low energy Hamiltonian as HS1 =
δEb|J〉〈J + 1|+ h.c..
We now discuss electron backscattering effects which
generate process (c). Consider, for example, electron
backscattering in the QSC given by the Hamiltonian
Himp =
∑
i
vi
∫
dx δ(x− xi) cos
√
2ϕρ(x). (60)
One can see that
√
2ϕρ creates a kink of pi in the dual field
θρ√
2
, and therefore can be thought as a phase slip event.
Indeed, a 2pi phase slip created in the phase field
√
2θρ
can be intuitively understood as an hc2e vortex tunneling
across the QSC. Such vortex measures the fermion parity
in the topological nanowire plus an underlying QSC [87],
causing a splitting of the ground state degeneracy. Since
vortex actually measures the charge of the encircled re-
gion, see Fig. 5, such a process is associated with the
effective charging energy of the enclosed region involv-
ing both the nanowire as well as the QSC. We note that
impurity scattering in the pair tunneling region is sup-
pressed. Therefore, we consider the effect of impurities
outside of this region. The details of the splitting calcula-
tion are presented in Appendix A. Here we simply discuss
our main results. To simplify the instanton calculation,
we consider the system shown in Fig. 5 with two impuri-
ties at the positions x1 and x2. Impurity backscattering
in the QSC leads to the following splitting energy
Hc = δEc|J〉〈J + 1|+ h.c. (61)
where the energy δEc scales as a power-law of the system
size. This is an important consequence of quantum fluc-
tuations: topological ground-state degeneracy does not
scale exponentially as in the case of a bulk superconduc-
tor but rather as a power-law. In the limit Kρ  K,
the splitting energy becomes δEc ∝ v1v2|x1 − x2|1−Kρ .
If we replace an impurity at x2, for example, by the
hard-wall boundary, the splitting energy is given by
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FIG. 7. Schematic plot of the supercurrent and inductance
of the ring as a function of the magnetic flux Φ. Observables
such as supercurrent and inductance develop 4pi periodicity
once δEa is finite. Red (dashed) and blue(solid) lines corre-
spond to δEa = 0 and δEa/EJ = 0.1, respectively.
δEc ∝ v1|x1 − x2|1−Kρ/2 which is simply determined by
the scaling dimension of the cos
√
2ϕρ operator, see Ref.
72.
Next, we consider impurity scattering in the nanowire
described by the following Hamiltonian:
HNWimp =
∑
i
vi
∫
dx δ(x− xi) cos 2mϕ(x) (62)
One can notice that an operator ei2mϕ(x) acting on the
ground state, characterized by the field θ− = θ−θρ/
√
2m,
shifts θ− by 2pim and, therefore, does not induce any
transitions between degenerate ground states.
In summary, we have derived low energy theory for
the superconducting loop structure shown in Fig. 1. The
corresponding Hamiltonian can be written as
Heff =
(
EJ
(
J +
Φ
2pi
)2
+ δEa(−1)J
)
|J〉〈J |
+ (δEb + δEc)|J〉〈J + 1|+ h.c., (63)
where J = 2mk + nJ and EJ =
2f20
pim2Lloop
. The spectrum
of the system is shown in Fig. 6. One can see that there
are two types of non-commuting splitting terms. The
processes described by δEb and δEc splitting energies re-
sult in the hybridization between different J and J + 1
sectors and, thus, open a gap at the avoided level cross-
ings. This is not surprising since fractional excitations
have an associated charge e/m, and thus charging en-
ergy inducing vortex tunneling can distinguish between
different topological sectors and couple them. On the
other hand, we have a process causing the splitting en-
ergy δEa which lifts the degeneracy between even and
odd J-sectors. In particular, in m = 1 case the split-
ting energy δEa distinguishes between even and odd par-
ity sectors and restores 4pi periodicity of the fractional
Josephson effect, see Fig. 6. The results obtained via
the bosonization analysis of a microscopic Hamiltonian
agrees well at the qualitative level with the simple effec-
tive Hamiltonian (1) subject to the total fermion parity
constraint, see Sec.II.
VI. CONCLUSIONS
In this paper we study Josephson effect in mesoscopic
superconducting structures and focus on the contribution
to the supercurrent due to the presence of Majorana zero-
energy modes or more exotic parafermionic modes. In the
former case, coherent single electron tunneling across the
Josephson junction is allowed due to ground state degen-
eracy and results in the 4pi-periodic (fractional) contribu-
tion to the Josephson current. Previously, it was believed
that fractional Josephson effect may only be accessed in
ac measurements [7] which might be quite challenging in
realistic experimental settings [74]. Here we show that
one might be able to detect this anomalous periodicity
with magnetic flux in mesoscopic superconducting rings
using dc measurements in which the flux through the
ring is changed adiabatically, and, therefore, to avoid the
aforementioned issues.
The system we consider here consists of a quasi-
one-dimensional superconductor (no long-range order)
coupled to a nanowire or an edge carrying e/m frac-
tional charge excitations with m being an odd integer.
Using bosonization technique and instanton analysis,
we derive an effective low-energy Hamiltonian for the
system by taking into account instanton events which
couples different topological sectors, see Eq. (63).
We show that quantum phase fluctuations lead to a
power-law dependence of the splitting energy with the
distance. This is to be contrasted with the splitting
energy in long-range-ordered superconductors which
scales exponentially with the system size. We calculate
the periodicity of the supercurrent on magnetic flux
piercing the superconducting loop and show that, by
properly designing mesoscopic ring, one should be able
to measure 4pi-periodic component of the supercurrent
in dc experiments. We believe that our proposal is
within the experimental reach and provide here detailed
recipe for measuring fractional dc Josephson effect in
mesoscopic systems:
• fabricate a mesoscopic ring with approximate di-
mensions of 100nm in diameter and 10µm circum-
ference such that the charging energy of the ring
is much larger than the dilution fridge tempera-
ture. The circumference of the ring should be much
larger than the superconducting coherence length
which is estimated to be of the order of 100nm (i.e.
L12, L34  ξ), see Fig.1.
• bring the outer ends of a semiconducting nanowire
within the superconducting coherence length ξ so
that there is an appreciable splitting energy δE14
(for L14 <∼ ξ, the splitting energy δE14 can be of
the order of p-wave gap).
• measure the supercurrent in the ring using, for ex-
ample, SQUID [88] or torque [89, 90] magnetom-
etry technique. We estimated the supercurrent in
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the ring to be of the order of 10nA which should
be within experimental reach.
• the semiconductor nanowire should be designed in
such a way so that one can drive topological quan-
tum phase transition with an in-plane magnetic
field (for example, U -shape nanowire). In the triv-
ial phase (e.g. at zero magnetic field B = 0),
the ground state energy exhibits 2pi-periodic de-
pendence on the external flux whereas in the non-
trivial phase the flux periodicity should be 4pi.
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Appendix A: Degeneracy splitting due to quantum phase slips
In this Appendix, we calculate the topological degeneracy splitting due to quantum phase slips. To be concrete,
we consider quantum phase slips generated by impurity backscattering. For simplicity, we consider the geometry
shown in Fig.5 where the impurities are located at the positions x1 and x2, just outside the pair-hopping region. For
simplicity, we consider m = 1 case. The corresponding Hamiltonian then reads
Himp = v1 cos
√
2ϕρ(x1) + v2 cos
√
2ϕρ(x2). (A1)
We now compute the amplitude M for the instanton tunneling between the minima of cos(2θ−√2θρ) in the interval
x1 < x < x2 :
M =
〈
θ − θρ√
2
= pi
∣∣∣e−HT ∣∣∣θ − θρ√
2
= 0
〉
T→∞
, (A2)
where H is the total Hamiltonian including Himp. This amplitude can be calculated using a path integral with the
appropriate boundary conditions:
Z =
∑
k1,k2∈Z
∫
DϕDθ δ (θ−(x, 0)− pi(2k1 + 1)) δ (θ−(x, T )− 2pik2) e−
∫
dτdx(L+Limp) (A3)
where θ−(x, τ) = θ(x, τ)− θρ(x,τ)√2 and
L = i
pi
∂xϕρ∂τθρ +
i
pi
∂xϕ∂τθ +
v
2pi
[K−1(∂xϕ)2 +K(∂xθ)2] +
vρ
2pi
[K−1ρ (∂xϕρ)
2 +Kρ(∂xθρ)
2]
− ∆p
2pia
Θ(x− x1)Θ(x2 − x) cos[2θ(x)−
√
2θρ(x)], (A4)
Limp = [v1δ(x− x−1 ) + v2δ(x− x+2 )] cos
√
2ϕρ(x, τ). (A5)
Here the pairing tunneling term is non-zero in the interval x1 < x < x2 which defines the topological wire segment.
In the limit Kρ > 2 when backscattering is irrelevant, we can calculate partition function perturbatively in vi
Z =
∫
DϕD′θ e−
∫
dτdxL =
∫
DϕDθ
(
1 +
v1v2
2
∫
dτ1dτ2 cos
√
2ϕρ(x
−
1 , τ1) cos
√
2ϕρ(x
+
2 , τ2) + · · ·
)
e−
∫
dτdxL0 .
(A6)
Here D′θ denotes integration with the δ function constraints, see Eq.(A3). Using the identity
cos
√
2ϕρ(x
−
1 , τ1) cos
√
2ϕρ(x
+
2 , τ2) =
1
4
∑
s1,s2=±1
ei
√
2s1ϕρ(x
−
1 )ei
√
2s2ϕρ(x
+
2 ), (A7)
one finds that the effective action for ϕρ is given by
S[ϕρ] =
∫
dxdτ
[
i
pi
∂xϕρ∂τθρ +
vρ
2pi
K−1ρ (∂xϕ)
2
]
+ i
√
2
[
s1ϕρ(x
−
1 , τ1) + s2ϕρ(x
+
2 , τ2)
]
. (A8)
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After integrating out ϕ, the effective action becomes
S[ϕρ] =
∫
d2q
(2pi)2
[
i
pi
ωkϕρ(q)θρ(−q) + vρk
2
2piKρ
ϕρ(q)ϕρ(−q) +
√
2i(s1e
iq·x1 + s2eiq·x2)ϕρ(q)
]
=
∫
d2q
(2pi)2
[
vk2
2piKρ
ϕρ(q)ϕρ(−q) + i
(
ωk
pi
θρ(−q) +
√
2s1e
iq·x1 +
√
2s2e
iq·x2
)
ϕρ(q)
]
,
(A9)
where q = (k,w),x = (x, τ) and the inner product q · x = kx− ωτ . We can now integrate out ϕρ to find
S[θρ] = −
∫
d2q
(2pi)2
piKρ
2vρk2
∣∣∣∣ωkpi θρ(q) +√2s1e−iq·x1 +√2s2e−iq·x2
∣∣∣∣2
=
Kρ
2pivρ
∫
d2q
(2pi)2
∣∣∣∣∣ωθρ(q) +
√
2pis1
k
e−iq·x1 +
√
2pis2
k
e−iq·x2
∣∣∣∣∣
2
=
Kρ
2pivρ
∫
dτdx
[
∂τθρ +
√
2pis1Θ(x− x1)δ(τ − τ1) +
√
2pis2Θ(x− x2)δ(τ − τ2)
]2
(A10)
Next, we integrate out ϕ and obtain the following effective action:
Ls1s2 [θρ, θ] =
Kρ
2pi
[
1
vρ
(
∂τθρ +
√
2pis1Θ(x1 − x)δ(τ − τ1) +
√
2pis2Θ(x2 − x)δ(τ − τ2)
)2
+ vρ(∂xθρ)
2
]
+
K
2pi
[
1
v
(∂τθ)
2 + v(∂xθ)
2
]
− ∆p
2pia
Θ(x− x1)Θ(x2 − x) cos
[
2θ(x)−
√
2θρ(x)
]
. (A11)
Combining all the terms together, the partition function now reads
Z =
∫
DθρD′θ
(
e−S0 +
v1v2
8
∫
dτ1dτ2
∑
s1s2
e−Ss1s2 + · · ·
)
. (A12)
The calculation of the first term
∫ D′θDθρe−S0 reproduces the splitting energy δE1, see Sec.V. We will focus here on
the second term and calculate the contribution of the classical field configuration minimizing the action Ss1s2 . One
can notice that the the quadratic action of θρ contains δ function in τ . Therefore, in order to get a finite action θρ
field must have a discontinuity at τ1 and τ2. Indeed, let us write θρ as
θρ = θ˜ρ −A(x),A(x) =
√
2pi[s1Θ(x1 − x)Θ(τ − τ1) + s2Θ(x2 − x)Θ(τ − τ2)], (A13)
where θ˜ρ(x, τ) is a now smooth field as far as time dependence is concerned. Notice that in doing so we have introduced
a jump in the spatial profile of θρ at x1 and x2. The discontinuity at these points has to be carefully taken into account
by considering an inhomogeneous problem since the pairing field also has jumps at x1 and x2. However, in the limit
when the length of the topological region is large, the bulk energy gives dominant contribution and thus the boundary
effects can be ignored.
Next, we rewrite the action using the new fields:
Ls1s2 [θρ, θ] =
Kρ
2pi
[
1
vρ
(∂τ θ˜ρ)
2 + vρ(∂xθ˜ρ − ∂xA)2
]
+
K
2pi
[
1
v
(∂τθ)
2 + v(∂xθ)
2
]
− ∆p
2pia
Θ(x− x1)Θ(x2 − x) cos
[
2θ(x)−
√
2θ˜ρ(x)
]
.
(A14)
In the domain x1 < x < x2, the combination θ− θ˜ρ/
√
2 is pinned and one can use the relation ∂x/τθ = ∂x/τ θ˜ρ/
√
2 to
simplify the calculation. Thus, within this space of field configurations, the corresponding partition function can be
evaluated exactly
Zv1v2 =
v1v2
4
∫
dτ1dτ2
∫
Dθ˜ρ e−Seff (A15)
Seff [θ] =
∫
dτdx
1
2pi
[(
Kρ
vρ
+
K
2v
)
(∂τ θ˜ρ)
2 + vρKρ(∂xθ˜ρ − ∂xA)2 + vK
2
(∂xθ˜ρ)
2
]
(A16)
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We can now evaluate the path integral and calculate the dependence of this term on L = x2 − x1. Let us look closer
at the term (∂xθ˜ −A)2:∫
dxdτ (∂xθ˜ρ − ∂xA)2 =
∫
dτ
∫
dx
[
(∂xθ˜ρ)
2 − 2
√
2pi(∂xθ˜ρ)(x1, τ)Θ(τ−τ1) + 2
√
2pi(∂xθ˜ρ)(x2, τ)Θ(τ−τ2) + (∂xA)2
]
(A17)
For our purpose, it is sufficient to consider large L limit and neglect the boundary conditions for θ˜ which does not
affect the scaling of the action with L. Therefore, we neglect the divergent boundary term (∂xA)2 in Eq.(A17) which
is simply an artifact of our approximation. The effective partition function in the momentum space becomes
Seff =
∫
dkdω
(2pi)2
{
1
2pi
[(
Kρ
vρ
+
K
2v
)
ω2 +
(
vρKρ +
vK
2
)
k2
]
|θ˜ρ(q)|2 +
√
2vρKρ
k
ω
(s1e
iq·x2 +s2eiq·x1)θ˜ρ(q)
}
. (A18)
It is clear that the correlation function is vanishing for s1 = s2. Therefore, in the following we set s1 = 1, s2 = −1.
After integrating out θ˜ field, one finds∫
Dθ˜ρ e−Seff=exp
(
−
∫
dkdω
4pi
v2ρv+K
2
ρk
2
K+ω2(ω2 + v2+k
2)
|eiq·x2 − eiq·x1 |2
)
=C1 exp
(
− v
2
ρK
2
ρ
2v2+K+
ln
[
v2+|τ1−τ2|2+|x1−x2|2
a2
])
,
(A19)
where a is a UV cutoff and C1 is the numerical prefactor. Finally, the contribution to the partition function reads
Zs1s2 =
v1v2C1
8
∫
dτ1dτ2
(
a2
v2+|τ1 − τ2|2 + |x1 − x2|2
) v2ρK2ρ
2v2
+
K+ ∼ v1v2Ta
v+
1
|x1 − x2|
v2ρK
2
ρ
v2
+
K+
−1
(A20)
Following standard calculation, see Ref. [91], in order to obtain the energy splitting, we need to take into account
multiple instanton processes corresponding to multiple insertions of jumps of θ˜ρ. In the end, one finds that the energy
splitting is given by
δE ∼ v1v2a
v+
1
|x1 − x2|
v2ρK
2
ρ
v2
+
K+
−1
, (A21)
and is power-law dependent on the system size. In the limit Kρ  K, v+ ≈ vρ and K+ ≈ Kρ, so the splitting energy
becomes δE ∝ L1−Kρ . Note that the boundary of a QSC can be represented as a strong impurity, say, at x2 which
effectively cuts off the superconductor at this point. In this case, the fluctuations of the phase ϕρ at x2 are suppressed,
and the splitting is given by scaling dimension of cos
√
2ϕρ(x1) [72], i.e. δE ∝ |x1 − x2|1−Kρ/2 at Kρ  K.
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