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RELATIVE TWISTED HOMOLOGY AND COHOMOLOGY
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KEIJI MATSUMOTO
Abstract. We introduce relative twisted homology and cohomology groups
associated with Euler type integrals of solutions to Lauricella’s system FD(a, b, c)
of hypergeometric differential equations. We define an intersection form be-
tween relative twisted homology groups and that between relative twisted co-
homology groups, and show their compatibility. We prove that the relative
twisted homology group is canonically isomorphic to the space of local solu-
tions to FD(a, b, c) for any parameters a, b, c. Through this isomorphism, we
study FD(a, b, c) by the relative twisted homology and cohomology groups and
the intersection forms without any conditions on a, b, c.
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1. Introduction
There are many generalizations of the Gauss hypergeometric differential equa-
tion. It is known that Lauricella’s system FD(a, b, c) given in (2.2) is the simplest
regular integrable system with multiple independent variables x1, . . . , xm, where
each of (a, b, c) = (a, b1, . . . , bm, c) is a complex parameter. This system is of rank
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2 KEIJI MATSUMOTO
m+ 1, and local solutions to this system admit the path-integral representations of
Euler type in (2.4). By separating
u(t) = u(t, x) = tb1+···+bm−c(t− x1)−b1 · · · (t− xm)−bm(t− 1)c−a
and ϕ0 = dt/(t−1) from the integrand in (2.4), we have twisted homology and coho-
mology groups as in [AK, §2]. We array the exponents of u(t) at 0 = x0, x1, . . . xm, xm+1 =
1 and xm+2 =∞ as
(1.1) α = (α0, α1, . . . , αm, αm+1, αm+2) =
( m∑
i=1
bi − c,−b1, . . . ,−bm, c− a, a
)
,
which satisfy
m+2∑
i=0
αi = 0.
Under a non-integral condition α ∈ (C − Z)m+3, several properties of FD(a, b, c)
are studied by twisted homology and cohomology groups, for details refer to [AK],
[CM], [KY], [M2], [OT], [Y2] and the references therein. Moreover, the monodromy
representation of FD(a, b, c) is studied in [M3] under mild conditions. These studies
are based on the key fact that the space Solx(a, b, c) of local solutions to FD(a, b, c)
around x is canonically isomorphic to that of sections of the trivial vector bundle
over a small neighborhood of x with fiber consisting of the twisted homology group,
where x is a point in the complementX of the singular locus of FD(a, b, c). However,
in case of α ∈ Zm+3, this key fact does not hold since the dimension of the twisted
homology group is different from the rank of FD(a, b, c).
In this paper, we remove the non-integral condition α ∈ (C − Z)m+3 from the
studies above by extending twisted homology and cohomology groups. As our
extension of the twisted homology group, we introduce a relative twisted homology
group H1(T,D;L), where the space T = Tx is a subset of the complex projective
line P1 consisting of points at which u(t)ϕ0 is a locally single-valued holomorphic 1-
form, the relative set D = Dx is the intersection of T and x˜ = {0, x1, . . . , xm, 1,∞},
L = Lx is the local system associated with u(t), and they depend on the parameters
and the variables of FD(a, b, c). We show that H1(T,D;L) is m + 1 dimensional
for any parameters a, b, c, in particular, this property holds in the case α ∈ Zm+3.
By aligning points x1, . . . , xm in convenient order, we give its basis (γ
u
1 , . . . , γ
u
m+1)
in both two cases α /∈ Zm+3 and α ∈ Zm+3.
We have a relative twisted cohomology groupH1(T,D;L) as the dual ofH1(T,D;L).
We define H1alg(T,D;L), H1C∞(T,D;L) and H1C∞V (T,D;L) as the first cohomology
groups of relative twisted de Rham complexes consisting of rational k-forms, smooth
ones and those with certain vanishing property, respectively. We show that they
are canonically isomorphic to H1(T,D;L) through the pairing
〈ϕ, γu〉 =
∫
γ
u(t)ϕ,
where ϕ ∈ H1∗ (T,D;L) (∗ = alg, C∞, C∞V ) is represented by a 1-form, and γu ∈
H1(T,D;L) is represented by a 1-chain γ on which a branch of u(t) is assigned.
We utilize the canonical isomorphisms among these relative twisted de Rham co-
homology groups several times in this paper.
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This pairing is extended to that between sections of the trivial vector bundles
over a small neighborhood of x with fibers H1∗ (T,D;L) and H1(T,D;L). For sim-
plicity, the spaces of sections of these trivial vector bundles are denoted by the same
symbols H1∗ (T,D;L) and H1(T,D;L) as their fibers. We show that the map
ϕ0 : H1(T,D;L) 3 γu 7→ 〈ϕ0, γu〉 =
∫
γ
u(t)ϕ0 ∈ Solx(a, b, c)
is isomorphic for any parameters a, b, c. This key fact enables us to study FD(a, b, c)
by the relative twisted homology and cohomology groupsH1(T,D;L) andH1∗ (T,D;L).
In our proof of the key fact, we consider
∂j〈ϕ0, γu〉 = ∂
∂xj
〈ϕ0, γu〉 (1 ≤ j ≤ m).
For the pairing 〈φ, γu〉 between sections φ ∈ H1C∞V (T,D;L) and γ
u ∈ H1(T,D;L),
we have
∂j〈φ, γu〉 =
∫
γ
(
u(t, x)∂j(φ)+∂j(u(t, x))φ
)
=
∫
γ
u(t, x)
(
∂jφ+
∂ju(t, x)
u(t, x)
φ
)
= 〈∇jφ, γu〉,
where ∇j = ∂j − ∂ju(t, x)
u(t, x)
= ∂j − αj
t− xj . We can regard ∇j as an action on
H1C∞V
(T,D;L). However, it cannot act directly on H1alg(T,D;L) and H1C∞(T,D;L)
since their coboundary groups are not kept invariant under this action. It acts on
H1alg(T,D;L) andH1C∞(T,D;L) through the canonical isomorphismsH1alg(T,D;L) '
H1C∞V
(T,D;L) and H1C∞(T,D;L) ' H1C∞V (T,D;L), respectively.
Let D∨ be the set of poles of the multivalued 1-form ϕ0u(t), T∨ be the com-
plement of x˜ − D∨ in P1 and L∨ be the local system associated with 1/u(t). We
have the relative twisted homology and cohomology groups H1(T
∨, D∨;L∨) and
H1∗ (T
∨, D∨;L∨), where ∗ is alg, C∞, C∞V and the blank. We define the inter-
section form Ih between H1(T∨, D∨;L∨) and H1(T,D;L) by a similar way in
[KY, §1.4]. We also define the intersection form Ic between H1C∞V (T,D;L) and
H1C∞V
(T∨, D∨;L∨) by ∫∫
T∩T∨
ϕ ∧ ψ,
where ϕ ∈ H1C∞V (T,D;L) and ψ ∈ H
1
C∞V
(T∨, D∨;L∨). This double integral con-
verges by the vanishing property of 1-forms ϕ and ψ. We can extend it to the
intersection form Ic between H1C∞(T,D;L) and H1C∞(T∨, D∨;L∨) by utilizing the
canonical isomorphisms between the relative twisted cohomology groups. We gener-
alize the evaluation formula of Ic in [CM, Theorem 1] so that it is valid without the
condition α ∈ (C − Z)m+3. By using this formula, we give bases of H1C∞(T,D;L)
and H1C∞(T
∨, D∨;L∨), which are dual to each other.
We show the compatibility of the pairings between relative twisted homology
and cohomology groups and the intersection forms Ih and Ic. Our proof is ele-
mentary one based on Stokes’ theorem. This compatibility yields relations between
period matrices and intersections matrices with respect to any bases of H1(T,D;L),
H1C∞(T,D;L), H1(T∨, D∨;L∨) and H1C∞V (T
∨, D∨;L∨). These are regarded as gen-
eralizations of results in [CM, §3].
A Pfaffian system and the monodromy representation of FD(a, b, c) are stud-
ied by the intersection forms Ic and Ih under the condition α ∈ (C − Z)m+3 in
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[M2]. By using the relative twisted cohomology and homology groups and the in-
tersection forms Ic, Ih, we express a connection matrix of a Pfaffian system and
circuit matrices of FD(a, b, c) for any parameters a, b, c. We study invariant sub-
spaces of H1C∞V
(T,D;L) under the actions ∇1, . . . ,∇m and those of H1(T,D;L)
under the monodromy representation. We show that if a parameter αi belongs to
Z, then such a non-trivial subspace of H1C∞V (T,D;L) and that of H1(T,D;L) exist.
Consequently, the monodromy representation of FD(a, b, c) is trivial if and only if
α ∈ Zm+3 and the number of the set D is equal to 1 or m+ 2.
Other than those introduced here, it is conceivable that there are many appli-
cations of the relative twisted homology and cohomology groups to various studies
of FD(a, b, c), for examples, the connection problem of local solutions, the study of
difference equations for parameters, reduction formulas, etc. The author expects
that the relative twisted homology and cohomology groups make progress in study
of systems of hypergeometric differential equations.
2. Lauricella’s system FD(a, b, c)
In this section, we prepare facts on Lauricella’s hypergeometric system FD(a, b, c)
by referring [IKSY, §9.1] and [Y1, §6]. Lauricella’s hypergeometric series FD(a, b, c;x)
is defined by
FD(a, b, c;x) =
∑
n∈Nm0
(a,
∑m
i=1 ni)
∏m
i=1(bi, ni)
(c,
∑m
i=1 ni)
∏m
i=1(1, ni)
m∏
i=1
xnii ,
where x1, . . . , xm are complex variables with |xi| < 1 (1 ≤ i ≤ m), a, b =
(b1, . . . , bm) and c are complex parameters, c /∈ −N0 = {0,−1,−2, . . . }, and
(bi, ni) = bi(bi + 1) · · · (bi + ni − 1). It admits an Euler type integral:
(2.1)
Γ (c)
Γ (a)Γ (c−a)
∫ ∞
1
u(t, x)ϕ0, u(t, x) = t
∑
i bi−c(t−1)c−a
m∏
i=1
(t−xi)−bi , ϕ0 = dt
t−1
where the parameters a and c satisfy 0 < Re(a) < Re(c).
The differential operators
xi(1− xi)∂2i + (1− xi)
j 6=i∑
1≤j≤m
xj∂i∂j + [c− (a+ bi + 1)xi]∂i − bi
j 6=i∑
1≤j≤m
xj∂j − abi,
(1 ≤ i ≤ m)(2.2)
(xi − xj)∂i∂j − bj∂i + bi∂j , (1 ≤ i < j ≤ m)
annihilate the series FD(a, b, c;x), where ∂i =
∂
∂xi
(1 ≤ i ≤ m). Lauricella’s
system FD(a, b, c) is defined by the ideal generated by these operators in the ring of
differential operators with rational function coefficients C(x1, . . . , xm)〈∂1, . . . , ∂m〉.
Though the series FD(a, b, c;x) is not defined when c ∈ −N0, the system FD(a, b, c)
can be defined even in this case. It is a regular holonomic system of rank m + 1
with singular locus
(2.3)
S =
{
x ∈ Cm
∣∣∣ m∏
i=1
[xi(1− xi)]
∏
1≤i<j≤m
(xi − xj) = 0
} ∪ (∪∞i=1{xi =∞}) ⊂ (P1)m.
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We set
X = (P1)m − S = {(x1, . . . , xm) ∈ Cm | ∏
0≤i<j≤m+1
(xj − xi) 6= 0
}
,
where x0 = 0 and xm+1 = 1. We introduce a notation
x˜ = (x0, x1, . . . , xm, xm+1, xm+2) = (0, x1, . . . , xm, 1,∞) = (0, x, 1,∞)
for x ∈ X. Let Solx(a, b, c) be the vector space of solutions to FD(a, b, c) on a small
simply connected neighborhood W (⊂ X) of x. It is called the local solution space
to FD(a, b, c) around x, and it is m+ 1 dimensional. If a 1-chain γ satisfies certain
vanishing properties for its boundary then the integral
(2.4)
∫
γ
u(t, x)ϕ0
gives an element of Solx(a, b, c). We remark that it happens that this integral
degenerates into the zero solution.
3. Relative twisted homology groups
Recall that
α = (α0, α1, . . . , αm, αm+1, αm+2) =
(−c+∑
i=1
bi,−b1, . . . ,−bm, c−a, a
)
,
m+2∑
i=0
αi = 0,
where a, b1, . . . , bm and c are the parameters of Lauricella’s FD belonging to C. We
fix α and x ∈ X. We divide the index set I = {0, 1, 2, . . . ,m,m + 1,m + 2} of α
into two disjoint subsets
IZ = {i ∈ I | αi ∈ Z}, IZc = {i ∈ I | αi /∈ Z}.
Moreover, we divide IZ into two disjoint subsets
(3.1) Iϕ0N0 = {i ∈ IZ | ordxi(u(t)ϕ0) ≥ 0}, I
ϕ0
−N = {i ∈ IZ | ordxi(u(t)ϕ0) < 0},
where u(t) and ϕ0 are in the integral (2.1), and ordxi denotes the order of zero of
meromorphic functions or 1-forms at t = xi. We remark that though we have
{αi | i ∈ IZ} = {αi ∈ α | αi ∈ Z}, {αi | i ∈ IZc} = {αi ∈ α | αi /∈ Z},
it happens that
{αi | i ∈ Iϕ0N0 }  {αi ∈ α | αi ∈ N0 = {0, 1, 2, · · · }},
{αi | i ∈ Iϕ0−N} ! {αi ∈ α | αi ∈ −N = {−1,−2,−3, . . . }},
since we count the order of zero by not the function u(t) but the 1-form u(t)ϕ0.
We set #Iϕ0N0 = r, #I
ϕ0
−N = s, #IZc = m+ 3− r − s, and
Iϕ0N0 = {i1, . . . , ir}, I
ϕ0
−N = {ir+1, . . . , ir+s}, IZc = {i0, ir+s+1, . . . , im+2}.
If the set IZc is empty, then neither I
ϕ0
N0 nor I
ϕ0
−N is empty since the total sum of the
orders of zeros of u(t)ϕ0 is −2; in this case we regard the set Iϕ0−N as
{i0, ir+1, . . . , ir+s−1} (s = m+ 3− r, r > 0, s > 0).
We define a subspace T of P1 and a subset D in T by
T = Tx = P1 − {xi | i ∈ IZc ∪ Iϕ0−N} = P1 − {xi0 , xir+1 , . . . , xr+s, xr+s+1, . . . , xim+2},
D = Dx = {xi | i ∈ Iϕ0N0 } = {xi1 , . . . , xir}.
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Note that the space T consists points at which u(t)ϕ0 is a locally single-valued
holomorphic 1-form. We set B = Bx = {xi0 , xir+s+1 , . . . , xim+2} ⊂ T c if IZc 6= ∅.
Let L = Lx be the locally constant sheaf on T = Tx defined by u(t) = u(t, x).
We define Ck(T ;L) by the C-vector space of twisted k-chains which are finite lin-
ear combinations of k-simplices in T on which branches of u(t) are assigned. Let
Ck(D;L) be the subspace defined by the restrictions of elements in Ck(T ;L) to D:
Ck(D;L) = Ck(T ;L)|D.
It is clear that
C1(D;L) = C2(D;L) = 0.
Since the space C0(D;L) is generated by xi ∈ D with the germ u(t)|xi of a branch
u(t) at t = xi, we have
dim C0(D;L) = r.
Here note that the germ u(t)|xi is non-zero even in the case u(xi) = 0. The space
of relative twisted k-chains is defined by the quotient
Ck(T,D;L) = Ck(T ;L)/Ck(D;L).
We have the boundary operator ∂u : Ck(T ;L)→ Ck−1(T ;L) by extending
∂u(µu(t)|µ) = (∂µ)u(t)|∂µ
linearly, where µu(t)|µ is a twisted k-chain given by a k-simplex µ in T and a branch
u(t)|µ of u(t) on µ, ∂ is the usual boundary operator, and u(t)|∂µ is the restriction
of the branch u(t)|µ to ∂µ. We have an exact sequence of chain complexes
(3.2) 0 −→ C•(D;L) −→ C•(T ;L) −→ C•(T,D;L) −→ 0,
where the boundary operators of C•(D;L) and C•(T,D;L) are naturally induced
from ∂u on C•(T ;L). We define Hk(D;L), Hk(T ;L) and Hk(T,D;L) by the k-th
homology groups of the complexes C•(D;L), C•(T ;L) and C•(T,D;L), respectively.
We call Hk(T,D;L) the k-th relative twisted homology group. We have an exact
sequence
(3.3)
0 −→ H2(D;L) −→ H2(T ;L) −→ H2(T,D;L)
∂u−→ H1(D;L) −→ H1(T ;L) −→ H1(T,D;L)
∂u−→ H0(D;L) −→ H0(T ;L) −→ H0(T,D;L) −→ 0.
Here an element of Hk(T,D;L) is represented by a k-chain `u(t)|` ∈ Ck(T ;L) with
its boundary in Ck−1(D;L), and the connection map ∂u is naturally defined by the
boundary operator as
Hk(T,D;L) 3 `u(t)|` 7→ ∂`u(t)|∂(`) ∈ Ck−1(D;L) =
{
0 if k = 2,
H0(D;L) if k = 1.
Theorem 3.1. For any parameters α, we have
H0(T,D;L) = H2(T,D;L) = 0, dimH1(T,D;L) = m+ 1.
Proof. By the definition, it is easy to see that H2(T ;L) = 0. Since H2(D;L) =
H1(D;L) = 0, we have H2(T,D;L) ' H2(T ;L) = 0 by the exact sequence (3.3).
Since T is connected, the map H0(D;L) → H0(T ;L) in the exact sequence (3.3)
is surjective. Thus the kernel of the surjective map H0(T ;L)→ H0(T,D;L) is the
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whole space H0(T ;L), which means H0(T,D;L) = 0. The exact sequence (3.3)
reduces to
(3.4) 0 −→ H1(T ;L) −→ H1(T,D;L) ∂
u
−→ H0(D;L) −→ H0(T ;L) −→ 0.
Thus we have
dimH1(T ;L)− dimH1(T,D;L) + dimH0(D;L)− dimH0(T ;L) = 0.
Note that dimH0(D;L) = r and
dimH1(T ;L)− dimH0(T ;L) = −dimH2(T ;L) + dimH1(T ;L)− dimH0(T ;L)
=− χ(T ) = −(2− (m+ 3− r)) = m+ 1− r,
where χ(T ) denotes the Euler number of T . Hence we have dimH1(T,D;L) = m+1.

Remark 3.2. The quotient space H1(T,D;L)/H1(T ;L) is isomorphic to the
image of the map ∂u in (3.4). It coincides with the kernel of the surjective map
H0(D;L) → H0(T ;L) in (3.4). If α ∈ Zm+3 then H0(T ;L) is one dimensional,
otherwise H0(T ;L) = 0. Thus we have
dimH1(T,D;L)/H1(T ;L) = r˜ =
{
r if α /∈ Zm+3,
r − 1 if α ∈ Zm+3.
We call an element γu ∈ H1(T,D;L) satisfying 0 6= ∂u(γu) ∈ H0(D;L) a relative
cycle, which represents a non-zero element of the quotient spaceH1(T,D;L)/H1(T ;L).
We give m+ 1 elements of H1(T,D;L). We take a base point x˙ ∈ X so that
(3.5)
xi0 < xi1 < · · · < xim+2 = xm+2 =∞ if m+ 2 ∈ IZc ,
−∞ = xm+2 = xi1 < · · · < xim+2 < xi0 if m+ 2 ∈ Iϕ0N0 ,
xir+s+1 < · · · < xim+2 < xi0 < xi1 < · · · < xir+s = xm+2 =∞ if m+ 2 ∈ Iϕ0−N.
We choose a base point t˙ in the upper half space HT of T . Let `ij (0 ≤ j ≤ m+ 2)
be a path from t˙ to xij via HT . Let 	ij (0 ≤ j ≤ m+ 2) be a loop starting from t˙,
approaching to xij in HT , turning once around xij positively, and tracing back to
t˙; see Figure 3.
xi0 xir+s+1 xim+2  
_t
xir+1 xir+s      xirxi1
	i0 	im+2
	ir+s+1	ir+s	ir+1
`i1 `ir
Figure 1. Chains and relative chains
We fix a branch of u(t) on HT by the assignment 0 < arg(t − xi) < pi (0 ≤ i ≤
m+ 1) for t ∈ HT .
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We consider two cases: (1) α /∈ Zm+3; (2) α ∈ Zm+3.
(1) In this case, we have αi0 , αir+s+1 , . . . , αim+2 /∈ Z, αi1 , . . . , αir , αir+1 , . . . , αir+s ∈
Z, and xi1 , . . . , xir ∈ D. We set
(3.6) γuj =

`uij −
	ui0
1− λi0
if 1 ≤ j ≤ r,
	uij if r + 1 ≤ j ≤ r + s,
	uij −
1− λij
1− λi0
	ui0 if r + s+ 1 ≤ j ≤ m+ 1.
(2) In this case, we have xi1 , . . . , xir ∈ D, and r + s = m+ 3. We set
(3.7) γuj =
{
`uij+1 − `ui1 if 1 ≤ j ≤ r − 1,
	uij+1 if r ≤ j ≤ r + s− 2 = m+ 1.
Theorem 3.3. The elements γu1 , . . . , γ
u
m+1 form a basis of H1(T,D;L).
Proof. In the case (1), it is shown in [M3, §3] that γur+1, . . . , γum+1 form a basis
of H1(T ;L). Since the image γuj (1 ≤ j ≤ r) under the map ∂u is a non-zero element
of H0(D;L) given by the point t = xij with the germ u(t) at xij , γu1 , . . . , γur are
linearly independent and they do not belong to H1(T ;L). Hence γu1 , . . . , γum+1 form
a basis of H1(T,D;L).
In the case (2), we see that γur , . . . , γ
u
m+1 form a basis of H1(T ;L) similarly to
the case (1). Recall that
dimH0(D;L) = r, dimH0(T ;L) = 1, dim ∂u(H1(T,D;L)) = r − 1
in this case. In the images ∂u(γu1 ), . . . , ∂
u(γur−1) ∈ H0(D;L), the 0-chain xij+1
(1 ≤ j ≤ r − 1) appears only in ∂u(γuj ), γu1 , . . . , γur−1 are linearly independent, and
they do not belong to H1(T ;L). Hence γu1 , . . . , γum+1 form a basis of H1(T,D;L). 
4. Relative twisted cohomology groups
We define Hk(T,D;L), Hk(T ;L) and Hk(D;L) by the k-th cohomology groups
of the cochain complexes C•(T,D;L), C•(T ;L) and C•(D;L), which are the dual
complexes of chain complexes in (3.2). We call Hk(T,D;L) the k-th relative twisted
cohomology group. Since cochain complexes satisfy
0 −→ C•(T,D;L) −→ C•(T ;L) −→ C•(D;L) −→ 0,
we have an exact sequence
(4.1) 0 −→ H0(T ;L) −→ H0(D;L) −→ H1(T,D;L) −→ H1(T ;L) −→ 0.
By Theorem 3.1, we have the following corollary.
Corollary 4.1. For any parameters α, we have
H0(T,D;L) = H2(T,D;L) = 0, dimH1(T,D;L) = m+ 1.
We give three kinds of relative twisted de Rham cohomology groups isomorphic
to Hk(T,D;L) in this section. We define a twisted exterior derivative ∇t by d+ω∧,
where
ω = d log u(t, x) =
m+1∑
i=0
αidt
t− xi .
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Let Ωk(x˜) (k = 0, 1, 2) be the vector space of rational differential k-forms with
poles only on entries of x˜ = (0, x1, . . . , xm, 1,∞). We define subspaces of Ωk(x˜) by
Ω0(T,D;L) = {f(t) ∈ Ω0(x˜) | ordxi(u(t) · f(t)) ≥ 1 for any xi ∈ D},
Ω1(T,D;L) = {ϕ(t) ∈ Ω1(x˜) | ordxi(u(t) · ϕ(t)) ≥ 0 for any xi ∈ D},
Ω2(T,D;L) = 0.
Note that d(u(t) · f(t)) = u(t) · ∇tf(t) and that if ∇tf(t) is not identically 0 then
ordxi(∇tf(t)) = ordxi(f(t)) − 1 for 0 ≤ i ≤ m + 2. Thus we see that ∇tf(t) ∈
Ω1(T,D;L) for any f(t) ∈ Ω0(T,D;L). We define relative twisted algebraic de
Rham cohomology groups by
H0alg(T,D;L) = ker(∇t : Ω0(T,D;L)→ Ω1(T,D;L)),
H1alg(T,D;L) = Ω1(T,D;L)/∇t(Ω0(T,D;L)),
H2alg(T,D;L) = 0.
Proposition 4.2. We have
H0alg(T,D;L) = 0, dimH1alg(T,D;L) = m+ 1.
Proof. Since
ker(∇t : Ω0(x˜)→ Ω1(x˜)) =
{
0 if α /∈ Zm+3,
〈u(t)−1〉 if α ∈ Zm+3,
and u(t) · u(t)−1 = 1 does not vanish at xi ∈ D 6= ∅ in the case α ∈ Zm+3, we have
H0alg(T,D;L) = 0 for any α.
We have a short exact sequence of complexes of sheaves
0 −→ Ω0T (D;L) −→ Ω0T (L) −→
⊕
xi∈D
C · xi −→ 0
↓ ↓ ∇t ↓ ∇t ↓ ∇t ↓
0 −→ Ω1T (D;L) −→ Ω1T (L) −→ 0 −→ 0,
where ΩkT (D;L) and ΩkT (L) are sheaves over T satisfying
H0(ΩkT (D;L)) = Ωk(T,D;L),
H0(ΩkT (L)) = Ωk(T ;L) = {ϕ ∈ Ωk(x˜) | ordxi(u(t) · ϕ(t)) ≥ 0 for any xi ∈ D},
and C · xi denotes the skyscraper sheaf at xi. As in [EV, Appendix], it induces a
long exact sequence of hypercohomology groups
0 −→ H0(Ω•T (D;L)) −→ H0(Ω•T (L)) −→ H0(
⊕
xi∈D
C · xi)
−→ H1(Ω•T (D;L)) −→ H1(Ω•T (L)) −→ 0.
Since T is an affine space, the cohomology groups H1(ΩkT (D;L)) and H1(ΩkT (L))
vanish. As in [EV, Appendix], hypercohomology groups reduce to
Hj(Ω•T (D;L)) =Hj(H0(Ω•T (D;L))) = Hjalg(T,D;L),
Hj(Ω•T (L)) =Hj(H0(Ω•T (L))) = Hjalg(T ;L)
=
{
ker(∇t : Ω0(T ;L)→ Ω1(T ;L)) if j = 0,
Ω1(T ;L)/∇t(Ω0(T ;L)) if j = 1.
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Hence we have an exact sequence of cohomology groups
(4.2) 0 −→ H0alg(T ;L) −→ H0alg(D;L) ∇t−→ H1alg(T,D;L) −→ H1alg(T ;L) −→ 0,
where H0alg(D;L) = H0(
⊕
xi∈D
C · xi). Note that
dimH0alg(T ;L)− dimH0alg(D;L) + dimH1alg(T,D;L)− dimH1alg(T ;L) = 0.
Since
dimH0alg(D;L) = #D = r, dimH0alg(T ;L)−dimH1alg(T ;L) = χ(T ) = −m−1+r,
we have dimH1alg(T,D;L) = m+ 1. 
Remark 4.3. Though the rational 1-form ω satisfies ω = ∇t(1), the constant
function 1 does not belong to Ω0(T,D;L) in general, ω is not always the zero of
H1alg(T,D;L). Refer to Theorem 6.4 for details.
Theorem 4.4. The space H1alg(T,D;L) is dual to H1(T,D;L) by the integral
(4.3) 〈ϕ, γu〉 =
∑
i
ci
∫
µi
u(t)|µiϕ ∈ C.
Here an element H1alg(T,D;L) is represented by ϕ ∈ Ω1(T,D;L), and an element
γu of H1(T,D;L) is represented by
∑
i ciµ
u
i ∈ C1(T,D;L), where ci ∈ C and µui
denotes a 1-simplex µi on which a branch u(t)|µi of u(t) is assigned.
Proof. Since the integral (4.3) converges, there is a linear map fromH1(T,D;L)
to C given by
ϕ : H1(T,D;L) 3 γu 7→ 〈ϕ, γu〉 ∈ C
for any element ϕ ∈ H1alg(T,D;L). We show the map
 : H1alg(T,D;L) 3 ϕ 7→ ϕ ∈ H1(T,D;L)∗
is bijective, where H1(T,D;L)∗ denotes the dual space of H1(T,D;L) isomorphic
to H1(T,D;L). Though we can show it by applying the five lemma to the ex-
act sequences (4.2) and (4.1), we give a direct proof. Since dimH1(T,D;L) =
dimH1alg(T,D;L) = m + 1 by Theorem 3.1 and Proposition 4.2, we have only to
show that  is injective. Suppose that ϕ is an element of the kernel of . This means
that
〈ϕ, γuj 〉 = 0 (1 ≤ j ≤ m+ 1),
where (γu1 , . . . , γ
u
m+1) is the basis of H1(T,D;L) given in (3.6) or (3.7). By the
exact sequence (4.2), H1alg(T,D;L) is regarded as the direct sum of H1alg(T ;L) and
∇t(H0alg(D;L)). Since the spaces H1alg(T ;L) and H1(T ;L) are dual to each other
and 〈ϕ, γuj 〉 = 0 for γuj ∈ H1(T ;L), ϕ belongs to ∇t(H0alg(D;L)). Thus there exists
f(t) ∈ Ω(x˜) such that ∇t(f(t)) = ϕ. We consider two cases (1) α /∈ Zm+3 and (2)
α ∈ Zm+3.
(1) α /∈ Zm+3. In this case, we have
0 = 〈ϕ, γuj 〉 = 〈∇tf(t), γuj 〉 =
[
u(t)f(t)
]
t=∂(γj)
= u(xij )f(xij ),
where γuj (1 ≤ j ≤ r) is a relative cycle with topological boundary xij ∈ D. This
means that f belongs to Ω0(T,D;L) and ϕ is the zero of H1alg(T,D;L).
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(2) α ∈ Zm+3. In this case, we have
0 = 〈ϕ, γj〉 = 〈∇tf(t), γj〉 =
[
u(t)f(t)
]
∂(γj)
= u(xij+1)f(xij+1)− u(xi1)f(xi1),
for 1 ≤ j ≤ r−1, where γj is the relative cycles with topological boundary consisting
of xij+1 , xi1 ∈ D. In this case, H0alg(T ;L) is a 1-dimensional space spanned by
1/u(t), which satisfies ∇t(1/u(t)) = 0. Since the element f(t) − f(xi1)u(xi1)/u(t)
satisfies
∇t(f(t)− f(xi1)u(xi1)/u(t)) = ϕ,
[
u(t) · (f(t)− f(xi1)u(xi1)/u(t))]
t=xij
= 0
for any xij ∈ D, it belongs to Ω0(T,D;L) and ϕ is the zero of H1alg(T,D;L).
Therefore the map  : H1alg(T,D;L)→ H1(T,D;L)∗ is injective for any α. 
By Theorem 4.4 together with Proposition 4.2 yields the following.
Corollary 4.5. The relative twisted algebraic de Rham cohomology group Hkalg(T,D;L)
is canonically isomorphic to Hk(T,D;L).
Let Ek(x˜) (k = 0, 1, 2) be the vector space of C∞-differential k-forms on T −D.
We define subspaces of Ek(x˜) (k = 0, 1, 2) by
E0(T,D;L) = {f(t) ∈ E0(x˜) | u(t) · f(t) is C∞ on Ui, lim
t→xi
u(t) · f(t) = 0 for any i ∈ Iϕ0N0 },
Ek(T,D;L) = {ϕ(t) ∈ Ek(x˜) | u(t) · ϕ(t) is C∞ on Ui for any i ∈ Iϕ0N0 } (k = 1, 2),
EkV (T,D;L) = {ϕ(t) ∈ Ek(x˜) | u(t) · ϕ(t) is identically 0 on Vi for any i ∈ Iϕ0N0 ∪ IZc},
where Ui and Vi are sufficiently small neighborhood of xi satisfying Vi ⊂ Ui. We
define relative twisted (C∞ de Rham) k-th cohomology groups HkC∞(T,D;L) and
HkC∞V
(T,D;L) as the k-th cohomology groups of the complexes
E0(T,D;L) ∇t−→ E1(T,D;L) ∇t−→ E2(T,D;L) ∇t−→ 0,
E0V (T,D;L) ∇t−→ E1V (T,D;L) ∇t−→ E2V (T,D;L) ∇t−→ 0,
respectively, i.e.,
HkC∞(T,D;L) = ker(∇t : Ek(T,D;L)→ Ek+1(T,D;L))/∇t(Ek−1(T,D;L)),
HkC∞V (T,D;L) = ker(∇t : E
k
V (T,D;L)→ Ek+1V (T,D;L))/∇t(Ek−1V (T,D;L)).
Theorem 4.6. The natural inclusions
Hkalg(T,D;L) ↪→ HkC∞(T,D;L), HkC∞V (T,D;L) ↪→ H
k
C∞(T,D;L).
are isomorphisms. The relative twisted cohomology groups Hkalg(T,D;L), HkC∞(T,D;L)
and HkC∞V
(T,D;L) are canonically isomorphic to Hk(T,D;L). In particular,
H0C∞(T,D;L) = H0C∞V (T,D;L) = 0, H
2
C∞(T,D;L) = H2C∞V (T,D;L) = 0,
dimH1C∞(T,D;L) = dimH1C∞V (T,D;L) = m+ 1.
Proof. Let EkT (D;L) and EkTV (D;L) be sheaves over T satisfying
H0(EkT (D;L)) = Ek(T,D;L), H0(EkTV (D;L)) = EkV (T,D;L),
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respectively. The natural inclusions
ΩkT (D;L) ↪→ EkT (D;L), EkTV (D;L) ↪→ EkT (D;L)
induce quasi isomorphisms between complexes of sheaves
Ω•T (D;L)→ E•T (D;L), E•TV (D;L)→ E•T (D;L)
with differential ∇t. As in [EV, Appendix], we have isomorphisms of hypercoho-
mology groups
Hj(Ω•T (D;L)) ' Hj(E•T (D;L)) ' Hj(E•TV (D;L)).
Since EkT (D;L) and EkTV (D;L) are fine sheaves, Hj(EkT (D;L)) = Hj(EkTV (D;L)) = 0
for j ≥ 1. Thus we have
Hjalg(T,D;L) = Hj(Ω•T (D;L)) ' Hj(E•T (D;L)) = Hj(H0(E•T (D;L))) = HjC∞(T,D;L),
' Hj(E•TV (D;L)) = Hj(H0(E•TV (D;L))) = HjC∞V (T,D;L).
The rest can be obtained from Proposition 4.2 and Corollary 4.5. 
Here we give an expression of the inverse
(4.4) ıD : H
1
C∞(T,D;L)→ H1C∞V (T,D;L)
of the natural inclusion by following [M1, §4]. For any element ϕ ∈ E1(T,D;L),
there exists a C∞ function fi(t) around xi (i ∈ Iϕ0N0 ∪ IZc) such that ∇t(fi) = ϕ and
fi(xi) = 0 for xi ∈ D. It admits the expression
fi(t) =

1
u(t)
∫ t
xi
u(t)ϕ if xi ∈ D,
1
(λi − 1)u(t)
∫
	i(t)
u(t)ϕ if xi ∈ B,
where 	i(t) is a positively oriented circle with center xi and terminal t. In case of
ϕ ∈ Ω1(T,D;L), fi is a meromorphic function around xi and admits the Laurent
expansion at xi. Though fi is defined locally, the function∑
i∈Iϕ0N0 ∪IZc
hi(t) · fi(t)
can be regarded as defined on T , and it belongs to E0(T,D;L), where hi is a C∞
function on T satisfying
(4.5) hi(t) =
{
1 if t ∈ Vi,
0 if t ∈ U ci ,
for xi ∈ Vi ⊂ Ui. The element
(4.6) ϕ−∇t
( ∑
i∈Iϕ0N0 ∪IZc
hi(t) · fi(t)
)
belongs to E1V (T,D;L) and represents ıD(ϕ) ∈ H1C∞V (T,D;L).
We will give a basis of H1C∞(T,D;L) in §6.
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5. Relative twisted dual homology groups
We set
T∨ = P1 − {xi | i ∈ IZc ∪ Iϕ0N0 } = P1 −
{ {xi0 , xi1 , . . . , xir , xir+s+1,...,xim+2} if IZc 6= ∅,
{xi1 , . . . , xir} if IZc = ∅,
D∨ = {xi | i ∈ Iϕ0−N} =
{ {xir+1 , . . . , xir+s} if IZc 6= ∅,
{xi0 , xir+1 , . . . , xir+s−1} if IZc = ∅.
Remark 5.1. Note that T∨ (resp. D∨) is different from the space T ′ (resp. D′)
defined by the differential 1-form
ϕ0
u(t, x)
=
dt
u(t, x)(t− 1)
as in §3. For an example, in the case m = 1 and u(t) = t0(t− x1)0(t− 1)0 = 1, we
have
T = P1 − {1,∞}, D = {0, x1}, T∨ = P1 − {0, x1}, D∨ = {1,∞},
since u(t)ϕ0 =
dt
t− 1 . On the other hand, T
′ and D′ defined by ϕ0/u(t) as in §3
are
T ′ = P1 − {1,∞} = T, D′ = {0, x1} = D,
since 1/u(t) = u(t) = 1.
Let L∨ be the locally constant sheaf defined by 1/u(t). We define Ck(T∨;L∨)
by the vector space of finite linear combinations of k-simplices in T∨ on which a
branch of u(t)−1 is assigned. As in the previous section, we have an exact sequence
of chain complexes
0 −→ C•(D∨;L∨) −→ C•(T∨;L∨) −→ C•(T∨, D∨;L∨) −→ 0
with the boundary operator
∂u
−1
: `u(t)
−1|` 7→ ∂(`)u(t)−1|∂(`) ,
which induces an exact sequence of the twisted homology groups:
(5.1)
0 −→ H1(T∨;L∨) −→ H1(T∨, D∨;L∨) ∂
u−1
−→ H0(D∨;L∨) −→ H0(T∨;L∨) −→ 0.
By Theorem 3.1, H1(T
∨, D∨;L∨) is m+ 1 dimensional for any α.
We define the intersection form between H1(X
∨, D∨;L∨) and H1(X,D;L) as
follows.
Definition 5.2 (The intersection form). Let elements γu ∈ H1(X,D;L) and
δu
−1 ∈ H1(X∨, D∨;L∨) be represented by∑
i
ciµ
u
i ∈ C1(T,D;L),
∑
j
djν
u−1
j ∈ C1(T∨, D∨;L∨),
where ci, dj ∈ C, and µi and νj are 1-simplices in T and T∨, respectively. We
suppose that if µi ∩ νj 6= ∅ then µi and νj intersect transversely at a point pij . The
intersection form Ih is defined by
Ih(δu−1 , γu) = −
∑
pij∈νj∩µi
(dj · ci)× [νj · µi]pij × (u−1|νj (pij) · u|µi(pij)),
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where [νj · µi]pij (= ±1) is the topological intersection number of µi and νj at pij ,
and u|µi(pij) and u−1|νj (pij) are the values of u|µi(t) and u−1|νj (t) at pij .
Remark 5.3. If α ∈ (C − Z)m+3 then Ih(δu−1 , γu) is equal to the intersection
number γu · δu−1 defined in [AK, §2.3.3] and [Y2, §4.7]. Pay your attention to the
layout of γu and δu
−1
in our intersection form Ih and to the construction of the
intersection matrix H in Proposition 5.4. There is an advantage of our setting in
the study of twisted period relations in §7.
We give m+ 1 elements δu
−1
1 , . . . , δ
u−1
m+1 of H1(X
∨, D∨;L∨).
(1) In the case α /∈ Zm+3,
(5.2) δu
−1
j =

− 	u−1ij if 1 ≤ j ≤ r,
`u
−1
ij
− 	
u−1
im+2
1− λ−1im+2
if r + 1 ≤ j ≤ r + s,
	u−1ij −
1− λ−1ij
1− λ−1im+2
	u−1im+2 if r + s+ 1 ≤ j ≤ m+ 1.
(2) In the case α ∈ Zm+3,
(5.3) δu
−1
j =
 − 	
u−1
ij+1
if 1 ≤ j ≤ r − 1,
`u
−1
ij+1
− `u−1i0 if r ≤ j ≤ r + s− 2 = m+ 1.
Proposition 5.4. The intersection matrix H =
(Ih(δu−1i , γuj ))1≤i≤m+1
1≤j≤m+1
is as
follows.
(1) In the case α /∈ Zm+3, it is
Er O OO Es H32
O O H33
 , H32 =
λir+s+1 − 1 · · · λim+1 − 1... ... ...
λir+s+1 − 1 · · · λim+1 − 1
 ,
H33 =

λir+s+1 − 1 (λir+s+2 − 1)(1− λ−1ir+s+1) · · · (λim+1 − 1)(1− λ−1ir+s+1)
0 λir+s+2 − 1 · · · (λim+1 − 1)(1− λ−1ir+s+2)
... O
. . .
...
0 0 · · · λim+1 − 1
 ,
where Er is the unit matrix of size r.
(2) In the case α ∈ Zm+3, it is the unit matrix Em+1.
The elements δu
−1
1 , . . . , δ
u−1
m+1 form a basis of H1(X
∨, D∨;L∨).
Proof. We can easily evaluate Ih(δu−1h , γui ) with following variations of branches
of u(t) and u(t)−1. The regularity of the intersection matrix shows that δu
−1
1 , . . . , δ
u−1
m+1
is a basis of H1(X
∨, D∨;L∨). 
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6. Relative twisted dual cohomology groups
The relative twisted dual cohomology group Hk(X∨, D∨;L∨) is defined as the
dual space ofHk(X
∨, D∨;L∨). We define three complexes Ω•(T∨, D∨;L∨), E•(T∨, D∨;L∨),
and E•V (T∨, D∨;L∨) by changing the roles in Ω•(T,D;L), E•(T,D;L) and E•V (T,D;L)
as
T → T∨, D → D∨, u(t)→ 1/u(t), ∇t → ∇∨t = d− ω∧;
that is,
Ω0(T∨, D∨;L∨) = {f(t) ∈ Ω0(x˜) | ordxif(t)/u(t) ≥ 1 for any xi ∈ D∨},
Ω1(T∨, D∨;L∨) = {ϕ(t) ∈ Ω0(x˜) | ordxiϕ(t)/u(t) ≥ 0 for any xi ∈ D∨},
E0(T∨, D∨;L∨) = {ϕ(t) ∈ E0(x˜) | f(t)/u(t) is C
∞ on Ui
lim
t→xi
f(t)/u(t) = 0 for any i ∈ Iϕ0−N},
Ek(T∨, D∨;L∨) = {ϕ(t) ∈ Ek(x˜) | ϕ(t)/u(t) is C∞ on Ui for any i ∈ Iϕ0−N} (k = 1, 2),
EkV (T∨, D∨;L∨) = {ϕ(t) ∈ Ek(x˜) | ϕ(t) is identically 0 on Vi for any i ∈ Iϕ0−N ∪ IZc}.
We have relative twisted de Rham dual cohomology groups
Hkalg(T
∨, D∨;L∨), HkC∞(T∨, D∨;L∨), HkC∞V (T
∨, D∨;L∨),
as the k-th cohomology groups of the complexes Ω•(T∨, D∨;L∨), E•(T∨, D∨;L∨),
and E•V (T∨, D∨;L∨), respectively. There is a natural pairing betweenH1(X∨, D∨;L∨)
and H1C∞(T
∨, D∨;L∨) (resp. H1alg(T∨, D∨;L∨) and H1C∞V (T
∨, D∨;L∨)) defined by
(6.1) 〈δu−1 , ψ〉 =
∫
δ
ψ
u(t)
for δu
−1 ∈ H1(X∨, D∨;L∨) and ψ ∈ H1C∞(T∨, D∨;L∨). Here note that the layout
of δu
−1
and ψ in this pairing is different from that in (4.3). As is shown in §4,
Hk(X∨, D∨;L∨) is canonically isomorphic to Hkalg(T∨, D∨;L∨), HkC∞(T∨, D∨;L∨)
and HkC∞V
(T∨, D∨;L∨).
Definition 6.1 (Intersection form between H1(T,D;L) and H1(T∨, D∨;L∨)).
The intersection form Ic between H1(T,D;L) and H1(T∨, D∨;L∨) is defined by
Ic(ϕ,ψ) =
∫∫
T∩T∨
ϕ ∧ ψ
for ϕ ∈ H1C∞V (T,D;L) and ψ ∈ H
1
C∞V
(T∨, D∨;L∨).
Though the supports of ϕ ∈ H1C∞V (T,D;L) and ψ ∈ H
1
C∞V
(T∨, D∨;L∨) are not
necessarily compact, ϕ ∧ ψ is a C∞ 2-form with a compact support included in
P1−⋃m+2i=0 Vi. Thus the intersection form Ic(ϕ,ψ) is well-defined. Even in the case
where ∫∫
T∩T∨
ϕ ∧ ψ
is not well-defined for elements ϕ ∈ H1C∞(T,D;L) and ψ ∈ H1C∞(T∨, D∨;L∨),
Ic(ϕ,ψ) is always defined by elements ϕ′ ∈ E1V (T,D;L) and ψ′ ∈ E1V (T∨, D∨;L∨)
cohomologous to ϕ and ψ as elements of H1C∞(T,D;L) and H1C∞(T∨, D∨;L∨),
respectively. In particular, we have the following.
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Theorem 6.2. The isomorphisms ıD in (4.4) and
ıD∨ : H
1
C∞(T
∨, D∨;L∨)→ H1C∞V (T
∨, D∨;L∨)
induce the intersection form between H1alg(T,D;L) and H1alg(T∨, D∨;L∨), which is
expressed as
Ic(ϕ,ψ) = Ic(ıD(ϕ), ıD∨(ψ)) =
∫∫
T∩T∨
ıD(ϕ) ∧ ıD∨(ψ)
=2pi
√−1
∑
i∈Iϕ0N0
Resxi(fi · ψ)−
∑
i∈Iϕ0−N
Resxi(gi · ϕ) +
1
2
∑
i∈IcZ
Resxi(fi · ψ − gi · ϕ)
 ,
where ϕ ∈ H1alg(T,D;L), ψ ∈ H1alg(T∨, D∨;L∨), ∇tfi = ϕ around xi for i ∈
IZc ∪ Iϕ0N0 , fi(xi) = 0 for i ∈ I
ϕ0
N0 , ∇∨t gi = ψ around xi for i ∈ IZc ∪ I
ϕ0
−N, gi(xi) = 0
for i ∈ Iϕ0−N, and Resxi(η) denotes the residue of a meromorphic 1-form η at t = xi.
Proof. By the expression (4.6), we see that the support of ıD(ϕ) ∧ ıD∨(ψ) is
included in the closure of
m+2⋃
i=0
(Ui−Vi). The restriction of ıD(ϕ)∧ ıD∨(ψ) to Ui−Vi
becomes as follows:
i ∈ Iϕ0N0 ⇒ (ϕ−∇t(hifi)) ∧ ψ = −d(hifi) ∧ ψ = −d(hifiψ),
i ∈ Iϕ0−N ⇒ ϕ ∧ (ψ −∇∨t (higi)) = −ϕ ∧ d(higi) = d(higiϕ),
i ∈ IZc ⇒ (ϕ−∇t(hifi)) ∧ (ψ −∇∨t (higi))
= d(−hifiψ + higiϕ) +∇t(hifi) ∧∇∨t (higi)
= d(−hifiψ + higiϕ) + (fidhi + hiϕ) ∧ (gidhi + hiψ)
= d(−hifiψ + higiϕ) + (hidhi) ∧ (fiψ) + (giϕ) ∧ (hidhi)
= d
(
hi(−fiψ + giϕ)
)
+
1
2
d
(
h2i (fiψ − giϕ)
)
.
Thus we have∫∫
Ui−Vi
ıD(ϕ) ∧ ıD∨(ψ)
=

∫∫
Ui−Vi
−d(hifiψ) =
∫
∂Vi
fiψ, if i ∈ Iϕ0N0 ,∫∫
Ui−Vi
d(higiϕ) =
∫
∂Vi
−giϕ, if i ∈ Iϕ0−N,∫∫
Ui−Vi
d
(
(1− hi
2
)hi(−fiψ + giϕ)
)
=
∫
∂Vi
1
2
(fiψ − giϕ), if i ∈ IZc ,
by Stokes’ theorem, since hi is identically 1 on ∂(Vi) and identically 0 on ∂(Ui).
Apply the residue theorem to the integrals along ∂Vi. 
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Remark 6.3. Since Resxi(fi · ψ) = Resxi(−gi · ϕ) for i ∈ IZc , we have
Ic(ϕ,ψ) = 2pi
√−1
 ∑
i∈Iϕ0N0 ∪IZc
Resxi(fi · ψ)−
∑
i∈Iϕ0−N
Resxi(gi · ϕ)

= 2pi
√−1
∑
i∈Iϕ0N0
Resxi(fi · ψ)−
∑
i∈Iϕ0−N∪IZc
Resxi(gi · ϕ)
 .
We give (m+ 2) elements ϕi,m+2 (0 ≤ i ≤ m+ 1) of H1C∞(T,D;L) by
ϕi,m+2 =

αidt
t− xi if αi 6= 0,−u(xi)dhi(t)
u(t)
if αi = 0,
(0 ≤ i ≤ m),
(6.2)
ϕm+1,m+2 = ϕ0 =
dt
t− 1 .
We check that ϕi,m+2 ∈ E1(T,D;L) for 0 ≤ i ≤ m + 1. If xi (0 ≤ i ≤ m) belongs
to D, then αi = 0 or αi ∈ N, and we can see that u(t)ϕi,m+2 is smooth around
xi in both cases. If xm+1 = 1 belongs to D, then αm+1 ∈ N and u(t)ϕm+1,m+2 is
holomorphic around xm+1 = 1. If xm+2 = ∞ belongs to D, then αm+2 ∈ N, and
u(t)ϕi,m+2 (0 ≤ i ≤ m+ 1) is smooth around xm+2 =∞, since ϕi,m+2 has a simple
pole at t =∞ or vanishes identically around t =∞. Note that if αi = 0 then u(t)
is non-zero holomorphic around t = xi. Thus ϕi,m+2 belongs to E1(T,D;L) in any
cases. It is clear that ∇tϕm+1,m+2 = 0 and ∇tϕi,m+2 = 0 for αi 6= 0. For αi = 0,
we have
∇tϕi,m+2 = −u(xi)∇t
( 1
u(t)
· dhi(t)
)
= −u(xi)
((∇t 1
u(t)
)∧ dhi(t) + d(dhi(t))
u(t)
)
= 0
since ∇t 1
u(t)
= 0. Thus ϕi,m+2’s represent elements of H
1
C∞(T,D;L).
We also give (m+ 2) elements ψ0,i (1 ≤ i ≤ m+ 2) of H1C∞(T∨, D∨;L∨) by
ψ0,i =
dt
t− xi −
dt
t
(1 ≤ i ≤ m),
ψ0,m+1 =

αm+1
(
dt
t− 1 −
dt
t
)
if αm+1 6= 0,
u(t)dhm+1(t)
u(1)
if αm+1 = 0,
(6.3)
ψ0,m+2 =
{
−αm+2 dt
t
if αm+2 6= 0,
u(t)dhm+2(t) if αm+2 = 0.
As shown previously, we can check that ψi,m+2 ∈ H1(T∨, D∨;L∨) for 1 ≤ i ≤ m+2.
Here we use the property ∇∨t u(t) = 0.
Theorem 6.4. (1) For 1 ≤ i, j ≤ m+ 1, we have
Ic(ϕi,m+2, ψ0,j) = 2pi
√−1δ[i,j],
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where δ[i,j] denotes Kronecker’s symbol. In particular, ϕi,m+2’s and ψ0,i’s
(1 ≤ i ≤ m+ 1) are bases of H1C∞(T,D;L) and H1C∞(T∨, D∨;L∨), respec-
tively.
(2) We have
Ic(ϕ0,m+2, ψ0,j) = −2pi
√−1 (1 ≤ j ≤ m), Ic(ϕ0,m+2, ψ0,m+1) = −2pi
√−1αm+1.
In particular, there is a linear relation
ϕ0,m+2 +
m∑
i=1
ϕi,m+2 + αm+1ϕm+1,m+2 = ω +
∑
i∈Iϕ0N0 ,αi=0
ϕi,m+2 = 0
as elements of H1C∞(T,D;L), and m+ 1 elements
ϕ0,m+2, . . . , ϕi−1,m+2, ϕi+1,m+2, . . . , ϕm+1,m+2 (1 ≤ i ≤ m)
are linearly independent.
(3) We have
Ic(ϕi,m+2, ψ0,m+2) = −2pi
√−1αi (1 ≤ i ≤ m), Ic(ϕm+1,m+2, ψ0,m+2) = −2pi
√−1.
In particular, there is a linear relation
m∑
i=1
αiψ0,i + ψ0,m+1 + ψ0,m+2 = ω +
∑
i∈Iϕ0−N,αi=0
ψ0,i = 0
as elements of H1C∞(T
∨, D∨;L∨).
Proof. (1) In case of αi 6= 0, we use Remark 6.3. At least one of differential
equations ∇tf(t) = ϕi,m+2 or ∇∨t g(t) = ψ0,j admits a meromorphic local solution
fk(t) or gk(t) around xk (0 ≤ k ≤ m + 2). If fk(t) (or gk(t)) is a solution, then it
satisfies
ordxkfk(t) = 1 + ordxkϕi,m+2(t) (or ordxkgk(t) = 1 + ordxkψ0,j(t)).
Since ϕi,m+2 and ψ0,j admit simple poles only on t = xi,∞ and on t = 0, xj ,
if i 6= j then Resxkfk(t)ψ0,j = 0 or Resxkgk(t)ϕi,m+2 = 0 holds. Thus we have
Ic(ϕi,m+2, ψ0,j) = 0 for i 6= j. In case of i = j = k, if fi(t) (or gi(t)) is a solution,
then it takes a form
fi(t) =
{
1 +O(t− xi) if 1 ≤ i ≤ m,
1
αm+1
+O(t− 1) if i = m+ 1,
(
or gi(t) =
{ − 1αi +O(t− xi) if 1 ≤ i ≤ m,−1 +O(t− 1) if i = m+ 1, )
where O denotes Landau’s symbol. The intersection number Ic(ϕi,m+2, ψ0,i) is
equal to 2pi
√−1 times Resxkfk(t)ψ0,j or −Resxkgk(t)ϕi,m+2; it becomes 2pi
√−1 in
both cases.
In case of αi = 0 (1 ≤ i ≤ m), note that
ϕi,m+2 ∧ ψ0,j = −u(xi)dhi(t) ∧ ψ0,j
u(t)
= −u(xi)d
(
hi(t)
ψ0,j
u(t)
)
,
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and that its support is the closure of Ui − Vi. By Stokes’ theorem and the residue
theorem, we have
Ic(ϕi,m+2, ψ0,j) =
∫∫
Ui−Vi
ϕi,m+2 ∧ ψ0,j = −u(xi)
∫
∂(Ui−Vi)
hi(t)
ψ0,j
u(t)
= u(xi)
∫
∂Vi
ψ0,j
u(t)
= 2pi
√−1 · u(xi) · Resxi
ψ0,j
u(t)
=
{
2pi
√−1 if i = j,
0 if i 6= j.
Here note that u(t) is non-zero holomorphic around xi by αi = 0. In case of
αm+1 = 0, we can similarly show.
Since H1C∞(T,D;L) and H1C∞(T∨, D∨;L∨) are m+ 1 dimensional, ϕi,m+2’s and
ψ0,j ’s are bases of these spaces.
(2) We can evaluate the intersection number similarly to (1). We can express ϕ0,m+2
as a linear combination:
ϕ0,m+2 = c1ϕ1,m+2 + · · ·+ cmϕm,m+2 + cm+1ϕm+1,m+2.
By comparing Ic(ϕ0,m+2, ψ0,j) with
Ic(
m+1∑
i=1
ciϕi,m+1, ψ0,j),
we have c1 = · · · = cm = −1 and cm+1 = −αm+1. Thus we obtain the linear
relation. This relation is also obtained by the property that
∇t
(
1−
∑
i∈Iϕ0N0
u(xi)
hi(t)
u(t)
)
is the zero of H1C∞(T,D;L). In fact, since
1−
∑
i∈Iϕ0N0
u(xi)
hi(t)
u(t)
∈ E0(T,D;L), ∇t1 = ω,
∇t
(
u(xi)
hi(t)
u(t)
)
= u(xi)hi(t)∇t
( 1
u(t)
)
+ u(xi)
dhi(t)
u(t)
= u(xi)
dhi(t)
u(t)
,
we have
0 = ∇t
(
1−
∑
i∈Iϕ0N0
u(xi)
hi(t)
u(t)
)
= ω −
∑
i∈Iϕ0N0
u(xi)
dhi(t)
u(t)
= ω +
∑
i∈Iϕ0N0 ,αi=0
ϕi,m+2.
Here note that u(xi) = 0 for i ∈ Iϕ0N0 with αi 6= 0.
For 1 ≤ i ≤ m, ϕi,m+2 can be expressed as a linear combination of the others,
we have the linear independence of the m+ 1 elements.
(3) We can show the claims similarly to (2). 
Remark 6.5. (1) By Theorem 6.4 (2), them+1 elements ϕ0,m+2, ϕ1,m+2, . . . , ϕm,m+2
are linearly dependent if αm+1 = 0.
(2) By Theorem 6.4 (3), them+1 elements ψ0,1, . . . , ψ0,i−1, ψ0,i+1 . . . , ψ0,m+1, ψ0,m+2
are linearly dependent if αi = 0 for 1 ≤ i ≤ m.
20 KEIJI MATSUMOTO
Proposition 6.6. (1) If αi = 0 for 0 ≤ i ≤ m then ϕi,m+2 is cohomologous
to
∇t
( j 6=i∏
j∈Iϕ0N0
( t− xj
xi − xj
)1−αj) ∈ Ω1(T,D;L)
as elements of H1C∞(T,D;L).
(2) Suppose that one of αm+1 and αm+2 is 0. If αi = 0 (i = m + 1,m +
2) then ψ0,i is cohomologous to −ω ∈ Ω1(T∨, D∨;L∨) as elements of
H1C∞(T
∨, D∨;L∨).
(3) If αm+1 = αm+2 = 0 then ψ0,m+1, ψ0,m+2 are cohomologous to
∇∨t
(1− xj
t− xj
)
, ∇∨t
( t− 1
t− xj
) ∈ Ω1(T∨, D∨;L∨)
as elements of H1C∞(T
∨, D∨;L∨), respectively, where j is an element of
IZc ∪ Iϕ0N0 .
Proof. (1) If αi = 0 then
〈ϕi,m+2, γu〉 =
∫
γ
u(t)u(xi)
dhi(t)
u(t)
=
[
u(xi)hi(t)
]
∂(γ)
.
Thus it vanishes for γu ∈ H1(T,D;L) such that xi /∈ ∂γ, and becomes u(xi) for
γu ∈ H1(T,D;L) with a path γ ending at xi. On the other hand, we have
〈∇t
( j 6=i∏
j∈Iϕ0N0
( t− xj
xi − xj
)1−αj)
, γu〉 =
∫
γ
u(t)∇t
( j 6=i∏
j∈Iϕ0N0
( t− xj
xi − xj
)1−αj)
=
[
u(t)
j 6=i∏
j∈Iϕ0N0
( t− xj
xi − xj
)1−αj]
∂γ
.
The last term vanishes for γu ∈ H1(T,D;L) such that xi /∈ ∂γ, and becomes u(xi)
for γu ∈ H1(T,D;L) with a path γ ending at xi. Here we regard ( t− xm+2
xi − xm+2
)1−αm+2
as 1 when m+ 2 ∈ Iϕ0N0 . Hence ϕi,m+2 is cohomologous to this algebraic 1-form as
elements of H1C∞(T,D;L).
(2) The assertion is obvious from Theorem 6.4 (3).
(3) If αm+1 = αm+2 = 0 then we have lim
t→∞u(t) = 1,[1− xj
t− xj
]
t=1
= 1,
[1− xj
t− xj
]
t=∞
= 0,
[ t− 1
t− xj
]
t=1
= 0,
[ t− 1
t− xj
]
t=∞
= 1,
〈γu−1 , ψ0,m+1〉 =
∫
γ
1
u(t)
u(t)dhm+1(t)
u(1)
=
[hm+1(t)
u(1)
]
∂(γ)
,
〈γu−1 ,∇∨t
(1− xj
t− xj
)
〉 =
∫
γ
1
u(t)
∇∨t
(1− xj
t− xj
)
=
[ 1
u(t)
· 1− xj
t− xj
]
∂(γ)
,
〈γu−1 , ψ0,m+2〉 =
∫
γ
1
u(t)
u(t)dhm+1(t) =
[
hm+2(t)
]
∂(γ)
,
〈γu−1 ,∇∨t
( t− 1
t− xj
)
〉 =
∫
γ
1
u(t)
∇∨t
( t− 1
t− xj
)
=
[ 1
u(t)
· t− 1
t− xj
]
∂(γ)
.
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Note that if xk ∈ D∨ (0 ≤ k ≤ m) then αk ∈ −N and 1/u(xk) = 0. Hence we have
〈γu−1 , ψ0,m+1〉 = 〈γu−1 ,∇∨t
(1− xj
t− xj
)
〉, 〈γu−1 , ψ0,m+2〉 = 〈γu−1 ,∇∨t
( t− 1
t− xj
)
〉,
which yield the assertion. 
7. Twisted period relations
In this section, we show the compatibility of the pairings between relative twisted
homology and cohomology groups and the intersection forms Ih and Ic.
Theorem 7.1. The intersection form Ic is compatible with Ih through the iso-
morphisms H1(T,D;L) ' H1(T∨, D∨;L∨) and H1(T∨, D∨;L∨) ' H1(T,D;L).
Proof. By the perfectness of the pairing between H1(T,D;L) and H1(T,D;L),
and that of Ih between H1(T,D;L) and H1(T∨, D∨;L∨), there exists an isomor-
phism
(7.1) κ : H1(T,D;L)→ H1(T∨, D∨;L∨)
such that
〈ϕ, γu〉 = Ic(ϕ, κ(γu))
for any ϕ ∈ H1(T,D;L). We show that this isomorphism also satisfies
Ih(δu−1 , γu) = 〈δu−1 , κ(γu)〉
for any δu
−1 ∈ H1(T∨, D∨;L∨).
For a twisted cycle 	ui (i ∈ Iϕ0−N) and any element ϕ ∈ H1C∞V (T,D;L), we have
〈ϕ,	ui 〉 =
∫
∂Vi
u(t)ϕ =
∫∫
Ui−Vi
u(t)ϕ ∧ dhi(t) =
∫∫
T∩T∨
ϕ ∧ ζ∨i = Ic(ϕ, ζ∨i ),
where ζ∨i = ∇∨t (u(t)hi(t)) = u(t)dhi(t) ∈ H1C∞V (T,D;L). Thus we have κ(	
u
i ) =
ζ∨i . For δ
u−1
j ∈ H1(T∨, D∨;L∨) (1 ≤ j ≤ m+ 1) given in (5.2) or (5.3), we have
〈δu−1j , κ(	ui )〉 = 〈δu
−1
j , ζ
∨
i 〉 =
∫
δj
ζ∨i
u(t)
=
∫
δj
dhi(t) =
[
hi(t)
]
∂(δj)
= Ih(δu−1j ,	ui ).
Let γu ∈ H1(T,D;L) be represented by a path γ connecting xi and xj (i, j ∈
IZc ∪Iϕ0N0 ) with a branch of u(t) on it. Though we consider a small circle with center
xi for xi ∈ B in our construction of a basis of H1(T,D;L), we may ignore it since
ϕ ∈ H1C∞V (T,D;L) is identically 0 around xi. We define a C
∞ function hγ(t) on
P1 − γ satisfying
hγ(t) =
{
1 if Vγ ,
0 if U cγ ,
where open sets Vγ ⊂ Uγ are in the right side of γ with respect to its orientation,
see Figure 2. We define ζ∨γ ∈ E1(T∨, D∨;L∨) by
ζ∨γ = ∇∨t (u(t)hγ(t)) = u(t)dhγ(t) + hγ(t)∇∨t (u(t)) = u(t)dhγ(t).
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Figure 2. Regions with respect to a twisted cycle γu
Here note that u(t) = u|γ(t) is a (single valued) branch on Uγ , u(t)hγ(t) can be
regarded as single valued on T∨ − γ, and ζ∨γ is extended to 0 on γ and it is C∞ on
T∨. Then we have∫∫
T∩T∨
ϕ ∧ ζ∨γ =
∫∫
Uγ
ϕ ∧ ζ∨γ =
∫
∂Uγ
−(u(t)hγ(t)) · ϕ =
∫
γ
u(t)ϕ = 〈ϕ, γu〉,
by Stokes’ theorem since
− d((u(t)hγ(t)) · ϕ) = −(du(t)hγ(t) + u(t)dhγ(t)) ∧ ϕ− (u(t)hγ(t))dϕ
=ϕ ∧ u(t)dhγ(t)− u(t)hγ(t)(ω ∧ ϕ+ dϕ) = ϕ ∧ ζ∨γ − u(t)hγ(t)∇tϕ = ϕ ∧ ζ∨γ .
Thus we have κ(γu) = ζ∨γ .
Let δu
−1
± be elements of H1(T
∨, D∨;L∨) with paths δ+ and δ− intersecting γ
with topological intersection number +1 and −1, respectively. We assume that the
branches u|δ±(t)−1 on δ± satisfy u|γ(p±) ·u|δ±(p±)−1 = 1 at the intersection points
p± = γ ∩ δ±. We have∫
δ±
u|δ±(t)−1ζ∨γ =
∫
δ±∩Uγ
u|δ±(t)−1u(t)dhγ(t) =
[
hγ(t)
]
∂(δ±∩Uγ) = ±1,
which means that 〈δu−1± , κ(γu)〉 = Ih(δu
−1
± , γ
u). 
Let (γu1 , . . . , γ
u
m+1),
t(ϕ1, . . . , ϕm+1),
t(δu
−1
1 , . . . , δ
u−1
m+1) and (ψ1, . . . , ψm+1) be
any bases of H1(T,D;L), H1C∞V (T,D;L), H1(T
∨, D∨;L∨), and H1C∞V (T
∨, D∨;L∨),
respectively. We define four matrices by
Φ =
(〈ϕi, γuj 〉)1≤i≤m+1
1≤j≤m+1
, Ψ =
(
〈δu−1i , ψj , 〉
)
1≤i≤m+1
1≤j≤m+1
,
H =
(
Ih(δu−1i , γuj )
)
1≤i≤m+1
1≤j≤m+1
, C = (Ic(ϕi, ψj))1≤i≤m+1
1≤j≤m+1
.
Theorem 7.2. The matrices Φ,Ψ, H and C satisfy a twisted period relation
(7.2) H = ΨC−1Φ (⇔ C = ΦH−1Ψ).
Proof. Let K be the representation matrix of κ in (7.1) with respect to the
bases (γu1 , . . . , γ
u
m+1) and (ψ1, . . . , ψm+1) of H1(T,D;L) and H1C∞V (T
∨, D∨;L∨).
Then the matrix K satisfies
(κ(γu1 ), . . . , κ(γ
u
m+1)) = (ψ1, . . . , ψm+1)K.
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Since
Ic(ϕi, κ(γuj )) = 〈ϕi, γuj 〉, 〈δu
−1
i , κ(γ
u
j )〉 = Ih(δu
−1
i , γ
u
j ),
we have
Φ = t(ϕ1, . . . , ϕm+1) · (γu1 , . . . , γum+1) = t(ϕ1, . . . , ϕm+1) · (κ(γu1 ), . . . , κ(γum+1))
= t(ϕ1, . . . , ϕm+1) · (ψ1, . . . , ψm+1)K = CK,
H = t(δu
−1
1 , . . . , δ
u−1
m+1) · (γu1 , . . . , γum+1) = t(δu
−1
1 , . . . , δ
u−1
m+1) · (κ(γu1 ), . . . , κ(γum+1))
= t(δu
−1
1 , . . . , δ
u−1
m+1) · (ψ1, . . . , ψm+1)K = ΨK,
where ϕi · γuj , ϕi · ψj , δu
−1
i · γuj and δu
−1
i · ψj are regarded as 〈ϕi, γuj 〉, Ic(ϕi, ψj),
Ih(δu−1i , γuj ) and 〈δu
−1
i , ψj〉, respectively. By eliminating K from these, we obtain
the twisted period relation. 
Example 7.3. We give examples of twisted period relations for m = 2.
(1) α0 = α1 = · · · = α4 = 0.
In this case, we have u(t) = 1, ω = 0, ∇t = d, I = IZ = {0, 1, . . . , 4}, IZc = ∅,
Iϕ0N0 = {0, 1, 2}, I
ϕ0
−N = {3, 4}, T = P1 − {1,∞} = C − {1}, D = {0, x1, x2},
T∨ = P1 − {0, x1, x2} and D∨ = {1,∞}. We array xi (0 ≤ i ≤ 4) as
0 = x0 < x1 < x2 < x3 = 1 < x4 =∞.
We give bases of H1(T,D;L), H1alg(T,D;L), H1(T∨, D∨;L∨) and H1alg(T∨, D∨;L∨)
as
(	u3 , `u1 − `u0 , `u2 − `u0 ),
 ϕ0∇t(t)
∇t(t2)
 ,`u
−1
4 − `u
−1
3
	u−11
	u−12
 , (∇∨t (−1t ), dtt(t− x1) , dtt(t− x2)
)
.
Then the period matrices Φ,Ψ and the intersection matrices H,C become
Φ =
2pi√−1 log(1− x1) log(1− x2)0 x1 x2
0 x21 x
2
2
 , H =
−1 0 00 −1 0
0 0 −1
 ,
Ψ =

1 − log(1− x1)
x1
− log(1− x2)
x2
0
2pi
√−1
x1
0
0 0
2pi
√−1
x2
 , C = −2pi
√−1
1 0 00 1 1
0 x1 x2
 ,
which satisfies (7.2).
(2) α0 = α1 = α2 = 0, α3 = 1, α4 = −1.
In this case, we have u(t) = t − 1, ω = dt
t− 1 , ∇t = d +
dt
t− 1∧, ϕ0 = ∇t(1), I =
IZ = {0, 1, . . . , 4}, IZc = ∅, Iϕ0N0 = {0, 1, 2, 3}, I
ϕ0
−N = {4}, T = P1 − {∞} = C, D =
{0, x1, x2, x3}, T∨ = P1 − {0, x1, x2, 1} and D∨ = {∞}. Note that H1(T ;L) = 0.
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We give bases ofH1(T,D;L), H1alg(T,D;L), H1(T∨, D∨;L∨) andH1alg(T∨, D∨;L∨)
by
(`u0 − `u3 , `u1 − `u3 , `u2 − `u3 ),
 ϕ0∇t(t− 1)
∇t(t− 1)2
 ,	u
−1
0
	u−11
	u−12
 , (dt
t
,
dt
t− x1 ,
dt
t− x2 ).
Then the period matrices Φ,Ψ and the intersection matrices H,C become
Φ =
−1 x1 − 1 x2 − 11 (x1 − 1)2 (x2 − 1)2
−1 (x1 − 1)3 (x2 − 1)3
 , H =
−1 −1
−1
 ,
Ψ = 2pi
√−1

−1
1
x1 − 1
1
x2 − 1
 , C = −2pi√−1
 1 1 1−1 x1 − 1 x2 − 1
1 (x1 − 1)2 (x2 − 1)2
 ,
which satisfy (7.2).
8. The isomorphism between H1(T,D;L) and Solx(a, b, c)
Let x vary in a small simply connected domain W in X. We have trivial vector
bundles ∏
x∈W
H1(Tx, Dx;Lx),
∏
x∈W
H1∗ (Tx, Dx;Lx),
where ∗ is alg, C∞, C∞V and the blank. We can extend the pairing 〈ϕ, γu〉 to that
between sections of these trivial vector bundles. Hereafter, we identify the spaces
of local sections of these trivial vector bundles with the fibers H1∗ (T,D;L) and
H1(T,D;L) at x ∈W by the local triviality.
The partial differential operator ∂j =
∂
∂xj
(1 ≤ j ≤ m) acts on 〈ϕ, γu〉 for
ϕ ∈ H1C∞V (T,D;L) and γ
u ∈ H1(T,D;L) as
∂j〈ϕ, γu〉 =
∫
γ
∂j(u(t)ϕ) =
∫
γ
u(t, x)(∂jϕ+
∂ju(t, x)
u(t)
ϕ) = 〈∇jϕ, γu〉,
where ∇j denotes the operator
∂j +
∂ju(t, x)
u(t)
= ∂j +
−αj
t− xj
in C(t, x1, . . . , xm)〈∂1, . . . , ∂m〉. The operator ∂j induces a linear transformation ∇j
on H1C∞V
(T,D;L).
Though the identity
∂j〈ϕ, γu〉 = 〈∇jϕ, γu〉
holds for any element ϕ ∈ E1(T,D;L) and any element γu inH1(T ;L) ⊂ H1(T,D;L),
the operator ∇j cannot act directly on the spaces
H1alg(T,D;L), H1C∞(T,D;L),
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since Ω0(T,D;L) and E0(T,D;L) are not kept invariant under the action of ∇j .
In fact, in case of αj = 1 and αi /∈ Z (0 ≤ i ≤ m+ 2, i 6= j), ω = ∇t(1) is the zero
of H1C∞(T,D;L) by limt→xj u(t) · 1 = 0 by αj = 1. However
∇j(ω) = ∇j∇t(1) = ∇t∇j(1) = ∇t( −1
t− xj ) =
i 6=j∑
0≤i≤m+1
−αi
(t− xj)(t− xi) ∈ E
1(T,D;L)
is not the zero of H1C∞(T,D;L) since limt→xj u(t) ·
−1
t− xj 6= 0.
By using the isomorphism ıD : H
1
C∞(T,D;L) → H1C∞V (T,D;L), we define an
action
(8.1) ∇j ◦ ıD : H1C∞(T,D;L)→ H1C∞V (T,D;L) ↪→ H
1
C∞(T,D;L)
on H1C∞(T,D;L). Similarly, we have an action on H1alg(T,D;L) defined by the com-
position of ∇j ◦ ıD and the canonical isomorphism H1C∞(T,D;L)→ H1alg(T,D;L).
These actions are simply denoted by ∇j .
Lemma 8.1. Let φ0 be an element of H
1
C∞V
(T,D;L) cohomologous to ϕ0 =
ϕm+1,m+2 =
dt
t− 1 as elements of H
1
C∞(T,D;L). Then ∇jφ0 is cohomologous
to
αjϕm+1,m+2 − ϕj,m+2
xj − 1 =

−αjdt
(t− xj)(t− 1) =
αj
xj − 1
( dt
t− 1 −
dt
t− xj
)
if αj 6= 0,
∇t
(hj(t)
u(t)
· u(xj)
xj − 1
)
=
u(xj)
xj − 1∇t
(hj(t)
u(t)
)
if αj = 0,
as elements of H1C∞(T,D;L).
Proof. Note that
φ0 = ϕ0 −
∑
i∈Iϕ0N0 ∪IZc
∇t(hi(t)fi(t)),
where fi(t) is a single valued meromorphic function on Ui satisfying ∇t(fi(t)) = ϕ0
and fi(xi) = 0 for i ∈ Iϕ0N0 . Since ∇j∇t = ∇t∇j and ∂jhi(t) = 0 on Vk for any
k ∈ Iϕ0N0 ∪ IZc , we have
∇jφ0 = −αjdt
(t− xj)(t− 1) −
∑
i∈Iϕ0N0 ∪IZc
∇t∇j(hi(t)fi(t))
=
−αjdt
(t− xj)(t− 1) −
∑
i∈Iϕ0N0 ∪IZc
[
∇t
(
∂jhi(t) · fi(t)
)
+∇t
(
hi(t)∇jfi(t)
)]
=
−αjdt
(t− xj)(t− 1) −
∑
i∈Iϕ0N0 ∪IZc
∇t
(
hi(t)∇jfi(t)
)
.
Here note that ∂jhi(t) · fi(t) ∈ E0C∞V (T,D;L) ⊂ E
0
C∞(T,D;L). It is easy to see that
hi(t)∇jfi(t) belongs to E0C∞(T,D;L) for i ∈ IZc . For i ∈ Iϕ0N0 , if
lim
t→xi
u(t) · ∇jfi(t) = 0
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then hi(t)∇jfi(t) belongs to E0C∞(T,D;L). Since ordxi(∇jϕ0) = ordxi(
−αj
(t− xj)(t− 1)) ≥
−1 and ∇jfi(t) satisfies ∇t(∇jfi(t)) = ∇jϕ0, we have ordxi∇jfi(t) ≥ 0. Note also
that ordxiu(t) ≥ 0 for any i ∈ Iϕ0N0 . Thus if ordxiu(t) > 0 or ordxifi(t) > 0
then ∇t
(
hi(t)∇jfi(t)
)
is the zero of H1C∞(T,D;L). If Iϕ0N0 3 i 6= j,m + 1 then
ordxifi(t) > 0, if I
ϕ0
N0 3 i = j, αj > 0 then ordxju(t) > 0, and if I
ϕ0
N0 3 i = m + 1
then ordxm+1u(t) > 0 by ordxm+1(u(t)ϕ0) ≥ 0. Hence if αj 6= 0 then∑
i∈Iϕ0N0 ∪IZc
∇t
(
hi(t)∇jfi(t)
)
is the zero of H1C∞(T,D;L) and ∇tφ0 is cohomologous to
−αjdt
(t− xj)(t− 1) . If αj = 0
then ∑
i∈Iϕ0N0 ∪IZc
∇t
(
hi(t)∇jfi(t)
)
is cohomologous to ∇t
(
hj(t)∇jfj(t)
)
. In this case, fj(t) admits an integral repre-
sentation
1
u(t)
∫ t
xj
u(t′)dt′
t′ − 1 .
Here note that an integral
1
u(t)
∫ t
p
u(t′)dt′
t′ − 1
is a solution to ∇tf(t) = ϕ0 for any starting point p, and that p should be xj by
the vanishing property at t = xj for the condition hj(t)fj(t) ∈ E0(T,D;L). Hence
we have
∇jfj(t) = ∇j
(
1
u(t)
)
·
∫ t
xj
u(t′)dt′
t′ − 1 +
1
u(t)
· ∂j
(∫ t
xj
u(t′)dt′
t′ − 1
)
=
1
u(t)
−u(xj)
xj − 1 ,
since u(t) is independent of xj . Therefore, ∇j(φ0) is cohomologous to ∇t
(hj(t)
u(t)
·
u(xj)
xj − 1
)
as elements of H1C∞(T,D;L) in the case αj = 0. 
Theorem 8.2. The space of sections of the trivial vector bundle H1(T,D;L)
around x is isomorphic to the space Solx(a, b, c) of local solutions to FD(a, b, c)
around x ∈ X by the map
ϕ0 : H1(T,D;L) 3 γu 7→ 〈ϕ0, γu〉 =
∫
γ
u(t)ϕ0 ∈ Solx(a, b, c).
Proof. By similar way to [Y1, §6.4], we can show that ϕ0(γu) = 〈ϕ0, γu〉 is
a local solution to FD(a, b, c) around x ∈ X for any γu ∈ H1(T,D;L). Since
H1(T,D;L) and Solx(a, b, c) are m + 1 dimensional, we show that the map ϕ0 is
surjective. Let γui (1 ≤ i ≤ m + 1) be the basis of H1(T,D;L) given in (3.6) or
(3.7). Since
〈ϕ0, γi〉 = 〈φ0, γi〉, ∂j〈φ0, γi〉 = 〈∇jφ0, γi〉 = 1
xj − 1 〈αjϕ0 − ϕj,m+1, γi〉,
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for 1 ≤ i ≤ m+ 1 and 1 ≤ j ≤ m, the Wronskian
∣∣∣∣∣∣∣∣∣
〈φ0, γu1 〉 · · · 〈φ0, γum+1〉
∂1〈φ0, γu1 〉 · · · ∂1〈φ0, γum+1〉
...
. . .
...
∂m〈φ0, γu1 〉 · · · ∂m〈φ0, γum+1〉
∣∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣∣
〈ϕ0, γu1 〉 · · · 〈ϕ0, γum+1〉
〈α1ϕ0−ϕ1,m+2, γu1 〉
x1 − 1 · · ·
〈α1ϕ0−ϕ1,m+2, γum+1〉
x1 − 1
...
. . .
...
〈αmϕ0−ϕm,m+2, γu1 〉
xm − 1 · · ·
〈αmϕ0−ϕm,m+2, γum+1〉
xm − 1
∣∣∣∣∣∣∣∣∣∣∣∣
=
(−1)m
(x1 − 1) · · · (xm − 1)
∣∣∣∣∣∣∣∣∣
〈ϕm+1,m+2, γu1 〉 · · · 〈ϕm+1,m+2, γum+1〉
〈ϕ1,m+2, γu1 〉 · · · 〈ϕ1,m+2, γum+1〉
...
. . .
...
〈ϕm,m+2, γu1 〉 · · · 〈ϕm,m+2, γum+1〉
∣∣∣∣∣∣∣∣∣
does not vanish by the perfectness of the pairing between the relative twisted ho-
mology and cohomology groups and Theorem 6.4. Hence 〈ϕ0, γi〉 (1 ≤ i ≤ m + 1)
are linearly independent as functions in x1, . . . , xm, and the map ϕ0 is surjective. 
9. Invariant subspaces of H1C∞V
(T,D;L) under partial differentials
Proposition 9.1. The space
∇tE0(T ;L) = {ϕ ∈ H1C∞V (T,D;L) |
∃f ∈ E0(T ;L) s.t. ϕ = ∇tf}
is invariant under the action ∇j (j = 1, . . . ,m), where
E0(T ;L) = {f(t) ∈ E0(x˜) | u(t) · f(t) is C∞ on Ui for any i ∈ Iϕ0N0 }.
This space is spanned by ∇t
(hi(t)
u(t)
)
for i ∈ Iϕ0N0 . If α ∈ Zm+3 then they satisfy∑
i∈Iϕ0N0
∇t
(hi(t)
u(t)
)
= 0.
The dimension of this space is
r˜ =
{
r if α /∈ Zm+3,
r − 1 if α ∈ Zm+3, (r = #D).
Each 1-dimensional span of ∇t
(hi(t)
u(t)
)
is invariant under the action ∇j (j =
1, . . . ,m).
Proof. Note that if D is empty then ∇tE0(T ;L) = 0, since ∇t(f) is the zero of
H1C∞(T,D;L) ' H1C∞V (T,D;L) in this case. Let ϕ be any element of ∇tE
0(T ;L).
Then there exists f ∈ E0(T ;L) such that ϕ = ∇tf . Note that ∇jϕ belongs to
E1V (T,D;L) and admits an expression
∇jϕ = ∇j(∇tf) = ∇t(∇jf).
Since ϕ vanishes identically around xi ∈ B ∪ D, f is identically 0 around xi ∈ B
and f takes a form g(x)/u(t) around xi ∈ D, where g(x) is a function independent
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of t. This local property of f is preserved under ∇j by
∇j
(g(x)
u(t)
)
= g(x)∇j 1
u(t)
+
∂jg(x)
u(t)
=
∂jg(x)
u(t)
,
∇tE0(T ;L) is invariant under the action ∇j (j = 1, . . . ,m). We also see that this
space is spanned by
∇t
(hi(t)
u(t)
)
=
dhi(t)
u(t)
, i ∈ Iϕ0N0 .
We show that if α ∈ Zm+3 then they satisfy the linear relation∑
i∈Iϕ0N0
∇t
(hi(t)
u(t)
)
= 0.
Under this condition, 1/u(t) becomes single valued on T and satisfies ∇t(1/u(t)) =
0. Thus this linear combination is equal to
−∇t 1
u(t)
+
∑
i∈Iϕ0N0
∇t
(hi(t)
u(t)
)
= ∇t
(
− 1
u(t)
+
∑
i∈Iϕ0N0
hi(t)
u(t)
)
.
Since (
− 1
u(t)
+
∑
i∈Iϕ0N0
hi(t)
u(t)
)
u(t) = −1 +
∑
i∈Iϕ0N0
hi(t)
vanishes identically around xi ∈ D, the function − 1
u(t)
+
∑
i∈Iϕ0N0
hi(t)
u(t)
belongs to
E0V (T,D;L) and its ∇t-image is the zero of H1C∞V (T,D;L). Hence we have the
linear relation, and the claim on the dimension of this space.
Note that
∇j dhi(t)
u(t)
= ∇t∇j hi(t)
u(t)
= ∇t
(
hi(t)∇j 1
u(t)
+
∂jhi(t)
u(t)
)
= ∇t ∂jhi(t)
u(t)
is cohomologous to 0, since ∂jhi(t) vanishes identically around xi ∈ B ∪ D for
1 ≤ j ≤ m. Thus we have
∇j
(
g(x)
dhi(t)
u(t)
)
=
dhi(t)
u(t)
∂jg(x) + g(x)∇j dhi(t)
u(t)
=
(
∂jg(x)
) · dhi(t)
u(t)
,
which means that each 1-dimensional span of ∇t
(hi(t)
u(t)
)
is invariant under the ac-
tion ∇j (1 ≤ j ≤ m). 
Corollary 9.2. The space ∇tE0(T ;L) coincides with
H1(T ;L)` = {ϕ ∈ H1C∞V (T,D;L) | 〈ϕ, γ
u〉 = 0 for any γu ∈ H1(T ;L) ⊂ H1(T,D;L)}.
Proof. For any elements ϕ = ∇tf ∈ ∇tE0(T ;L) and γu ∈ H1(T ;L), we have
〈ϕ, γu〉 = 〈∇tf, γu〉 = 〈f, ∂uγu〉 = 0,
which yields that ∇tE0(T ;L) ⊂ H1(T ;L)`. Since they are of same dimension, they
coincide. 
RELATIVE TWISTED (CO)HOMOLOGY GROUPS 29
Remark 9.3. Since the spaces H1alg(T,D;L), H1C∞(T,D;L) and H1C∞V (T,D;L)
are canonically isomorphic to H1(T,D;L), the subspaces
{ϕ ∈ H1alg(T,D;L) | 〈ϕ, γu〉 = 0 for any γu ∈ H1(T ;L)},
{ϕ ∈ H1C∞(T,D;L) | 〈ϕ, γu〉 = 0 for any γu ∈ H1(T ;L)},
{ϕ ∈ H1C∞V (T,D;L) | 〈ϕ, γ
u〉 = 0 for any γu ∈ H1(T ;L)}
are isomorphic to one another.
For the relative twisted dual homology and cohomology groups, we have trivial
vector bundles ∏
x∈X
H1(T
∨, D∨;L∨),
∏
x∈W
H1∗ (T
∨, D∨;L∨),
over a simply connected domain W in X, where ∗ is alg, C∞, C∞V and the blank.
We can regard the natural pairing
〈δu−1 , ψ〉 =
∫
δ
ψ
u(t)
between H1(T
∨, D∨;L∨) and H1C∞V (T
∨, D∨;L∨) as that between the spaces of lo-
cal sections of these trivial vector bundles. As mentioned previously, the partial
differential operator ∂j induces a linear transformation
∇∨j = ∂j −
∂ju(t, x)
u(t)
= ∂j +
αj
t− xj
on H1C∞V
(T∨, D∨;L∨), H1C∞(T∨, D∨;L∨) and H1alg(T∨, D∨;L∨). It also acts on
Ic(ϕ,ψ) as
∂jIc(ϕ,ψ) =
∫∫
T∩T∨
[
∂j(u(t)ϕ) ∧ ψ
u(t)
+ u(t)ϕ ∧ ∂j ψ
u(t)
]
=
∫∫
T∩T∨
u(t)∇j(ϕ) ∧ ψ
u(t)
+
∫∫
T∩T∨
u(t)ϕ ∧ ∇
∨
j (ψ)
u(t)
(9.1)
=Ic(∇jϕ,ψ) + Ic(ϕ,∇∨j ψ),
where ϕ ∈ H1C∞V (T,D;L) and ψ ∈ H
1
C∞V
(T∨, D∨;L∨).
Corollary 9.4. Suppose that k ∈ Iϕ0−N. Then the space
(u(t)dhk(t))
⊥ = {ϕ ∈ H1C∞V (T,D;L) | Ic(ϕ, u(t)dhk(t)) = 0}
is invariant under the action ∇j (j = 1, . . . ,m), and
dim(u(t)dhk(t))
⊥ =
{
m+ 1 if α ∈ Zm+3,#(Iϕ0−N) = 1,
m otherwise.
The space (u(t)dhk(t))
⊥ coincides with
(	uk)` = {ϕ ∈ H1C∞V (T,D;L) | 〈ϕ,	
u
k〉 = 0}.
Proof. Let ϕ be any element of (u(t)dhk(t))
⊥. By (9.1), we have
∂jIc(ϕ, u(t)dhk(t)) = Ic(∇jϕ, u(t)dhk(t)) + Ic(ϕ,∇∨j (u(t)dhk(t))) = 0
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for 1 ≤ j ≤ m. Since
∇∨j (u(t)dhk(t)) = ∇∨j ∇∨t (u(t)hk(t)) = ∇∨t ∇∨j (u(t)hk(t))
=∇∨t (hk(t)∇∨j (u(t)) + u(t)∂jhk(t)) = ∇∨t (u(t)∂jhk(t)),
and ∂jhk(t) vanishes identically around xi for i ∈ Iϕ0−N, ∇∨j (u(t)dhk(t)) is the
zero of H1C∞V
(T∨, D∨;L∨). Hence we have Ic(∇jϕ, u(t)dhk(t)) = 0 and ∇jϕ ∈
(u(t)dhk(t))
⊥.
By the perfectness of Ic, if u(t)dhk(t) is not the zero of H1C∞V (T
∨, D∨;L∨) then
∇jϕ ∈ (u(t)dhk(t))⊥ is m dimensional. We show that u(t)dhk(t) degenerates only
the case α ∈ Zm+3 and Iϕ0−N = {k}. In this case, we have
∇∨t (u(t)hk(t)) = ∇∨t (u(t)(hk(t)− 1))
by ∇∨t u(t) = 0. Since Iϕ0−N = {k} and u(t)(hk(t) − 1) vanishes identically around
xk, it belongs to E0V (T∨, D∨, L∨), which means that ∇∨t (u(t)(hk(t)−1)) is the zero
of H1C∞V
(T∨, D∨;L∨). Except in this case, we can make a relative cycle δu−1 by
`u
−1
k , it satisfies 〈δu
−1
, u(t)dhk(t)〉 = 1. Thus u(t)dhk(t) is different from the zero
of H1C∞V
(T∨, D∨;L∨).
We have shown in Proof of Theorem 7.1 that 〈ϕ,	uk〉 = Ic(ϕ, (u(t)dhk(t))) which
yields that (u(t)dhk(t))
⊥ = (	uk)`. 
10. The Gauss-Manin connection and a Pfaffian system of FD(a, b, c)
Let {Wn}n∈N be an open covering of X, where Wn are small simply connected
domain in X. By patching the trivial vector bundles∏
x∈Wn
H1C∞(Tx, Dx;Lx),
∏
x∈Wn
H1C∞(T
∨
x , D
∨
x ;L∨x ),
we have local systems
H1(L) =
⋃
n∈N
∏
x∈Wn
H1C∞(Tx, Dx;Lx), H1(L∨) =
⋃
n∈N
∏
x∈Wn
H1C∞(T
∨
x , D
∨
x ;L∨x )
over X.
Lemma 10.1. We can extend the local sections ϕi,m+2 in (6.2) and ψ0,i in (6.3)
to global sections of H1(L) and H1(L∨), respectively. The spaces H1(L) and H1(L∨)
admit the structure of a trivial vector bundle over X. The sections ϕi,m+2’s and
ψ0,i’s (1 ≤ i ≤ m + 1) form a frame of H1(L) and that of H1(L∨), respectively.
They are dual to each other with respect to the intersection form Ic.
Proof. It is obvious that ϕi,m+2 and ψ0,i are global sections for αi 6= 0. In
case of αi = 0, we can regard ϕi,m+2 = u(xi)dhi/u(t) as a global section of H1(L)
since u(xi)/u(t) is single valued in a tubular neighborhood of t = xi. By Theo-
rem 6.4 (1), we see that ϕi,m+2’s and ψ0,i’s are dual frames ofH1(L) andH1(L∨). 
Remark 10.2. We cannot regard local systems⋃
n∈N
∏
x∈Wn
H1(Tx, Dx;Lx),
⋃
n∈N
∏
x∈Wn
H1(T∨x , D
∨
x ;L∨x )
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as vector bundles over X, since their monodromy representations are not trivial in
general.
Note that
dx〈ϕ, γu〉 =
m∑
i=1
dxi ∧ ∂i〈ϕ, γu〉 =
m∑
i=1
dxi ∧ 〈∇iϕ, γu〉
for local sections ϕ ∈ H1C∞(T,D;L) and γu ∈ H1(T,D;L), where dx is the exterior
derivative on the space X, and ∇i means the operator given in (8.1). Thus the
Gauss-Manin connection on the vector bundle H1(L) is expressed as
∇x =
m∑
i=1
dxi ∧∇i : ϕ 7→
m∑
i=1
dxi ∧∇i(ϕ),
which is a map from the space of local sections of H1(L) to that of the tensor
product of the holomorphic cotangent bundle over X and H1(L).
We have also the dual connection
∇∨x =
m∑
i=1
dxi ∧∇∨i : ϕ 7→
m∑
i=1
dxi ∧∇∨i (ϕ)
on the dual vector bundle H1(L∨) of H1(L) with respect to the intersection form
Ic.
In this section, we express the connection ∇x by the intersection form Ic, and
represent its connection matrix with respect to a frame of H1(L), which can be
regarded as that of a Pfaffian system of FD.
Let H1C(L) and H1C(L∨) be the C-spans of ϕi,m+2 and ψ0,i (1 ≤ i ≤ m + 1),
respectively. By Theorem 6.4 (2),(3), we have
ϕ0,m+2 ∈ H1C(L), ψ0,m+2 ∈ H1C(L∨).
Lemma 10.3. For 1 ≤ i ≤ m, we have
∇i(ϕm+1,m+2) = −ϕi,m+2 − αiϕm+1,m+2
xi − 1
and
∇i(ϕj,m+2) = −αjϕi,m+2 − αiϕj,m+2
xi − xj (0 ≤ j ≤ m, j 6= i).
Proof. The first identity is essentially shown in Lemma 8.1. We show the
second identity. In case of αiαj 6= 0 (0 ≤ j ≤ m), we have
∇i(ϕj,m+2) = −αi
t− xi ·
αjdt
t− xj =
−αiαj
xi − xj
(
dt
t− xi −
dt
t− xj
)
= −αjϕi,m+2 − αiϕj,m+2
xi − xj .
In case of αi 6= 0, αj = 0, we have
∇i(ϕj,m+2) = ∇i(−u(xj)dhj
u(t)
) = −∇i∇t(u(xj)hj
u(t)
) = −∇t∇i(u(xj)hj
u(t)
)
=−∇t
(
u(xj)hj∇i( 1
u(t)
) +
1
u(t)
∂i(u(xj)hj)
)
= −∇t
(hj∂i(u(xj)) + u(xj)∂i(hj)
u(t)
)
.
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Here note that ∇i(1/u(t)) = 0. Since ∂i(hj) is identically zero around xk (0 ≤ k ≤
m+ 2), ∇tu(xj)∂i(hj)
u(t)
is the zero of H1C∞(T,D;L). Thus ∇i(ϕj,m+2) is equal to
−∂i(u(xj))∇t( hj
u(t)
) = αi
u(xj)
xj − xi
dhj
u(t)
=
αi
xi − xj ϕj,m+2
as elements of H1C∞(T,D;L).
In case of αi = 0, αj 6= 0, By following Proof of Lemma 8.1, we have
∇iϕj,m+2 = −αidt
(t− xi)(t− xj) −
∑
k∈Iϕ0N0 ∪IZc
∇t
(
hk(t)∇ifk(t)
)
= −∇t
(
hi(t)∇ifi(t)
)
=−∇t
(
hi(t)∇i
( 1
u(t)
∫ t
xi
αju(t
′)dt′
t′ − xj
))
= ∇t
(hi(t)
u(t)
αju(xi)
xi − xj
)
= − αj
xi − xj ϕi,m+2,
where fk(t) is a holomorphic solution to ∇t(f(t)) = ϕj,m+2 around xk (k ∈ Iϕ0N0 ∪
IZc).
In case of αi = αj = 0, we have
∇i(ϕj,m+2) = −∇i
(
∇t
(u(xj)hj(t)
u(t)
))
= −∇t
(
∇i
(u(xj)hj(t)
u(t)
))
= −∇t
(∂i(u(xj)hj(t))
u(t)
)
.
Since ∂iu(xj) = 0 by αi = 0, the numerator of the last term reduces to
∂i(u(xj)hj(t)) = hj(t)∂iu(xj) + u(xj)∂ihj(t) = u(xj)∂ihj(t),
which vanishes identically around xk (0 ≤ k ≤ m + 2). Hence ∇i(ϕj,m+2) is the
zero of H1C∞V
(T,D;L). 
By Lemma 10.3 together with Theorem 6.4 (2), we can define linear transforma-
tions
(10.1) Ri,j : H1C(L) 3 ϕ 7→ lim
xi→xj
(xi − xj)∇i(ϕ) ∈ H1C(L)
for 1 ≤ i ≤ m and j = 0, . . . , i − 1, i + 1, . . . ,m + 1, and decompose the operator
∇i into
(10.2) ∇i =
j 6=i∑
0≤j≤m+1
Ri,j
xi − xj .
Lemma 10.4. The eigenvalues of Ri,j are 0 and αi + αj. If αi = αj = 0 then
Ri,j is the zero map. Otherwise, the 0-eigenspace of Ri,j is m dimensional and an
(αi + αj)-eigenvector of Ri,j is given by
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(10.3)
ϕi,j =

αjϕi,m+2 − αiϕj,m+2 =

αiαj(
dt
t− xi −
dt
t− xj ) if j ≤ m,αi 6= 0, αj 6= 0,
αi
u(xj)dhj(t)
u(t)
if j ≤ m,αi 6= 0, αj = 0,
αj
−u(xi)dhi(t)
u(t)
if j ≤ m,αi = 0, αj 6= 0,
0 if j ≤ m,αi = 0, αj = 0,
ϕi,m+2 − αiϕm+1,m+2 =

αi(
dt
t− xi −
dt
t− 1) if j = m+1, αi 6= 0,
−u(xi)dhi(t)
u(t)
if j = m+1, αi = 0,
where ϕi,m+2 are given in (6.2).
Remark 10.5. (1) Note that ϕj,i = −ϕi,j for 1 ≤ i, j ≤ m, i 6= j. We set
ϕ0,i = −ϕi,0, ϕm+1,i = −ϕi,m+1.
(2) If αi +αj = 0 and αiαj 6= 0 then the 0-eigenspace of Ri,j is m dimensional
and this space includes ϕi,j . In this case, Ri,j is not diagonalizable.
Proof. We fix i and j satisfying 1 ≤ i ≤ m, 0 ≤ j ≤ m + 1 and j 6= i. For
0 ≤ k ≤ m+ 1, k 6= i, j, we have
∇i(ϕk,m+2) =

−αkϕi,m+2 − αiϕk,m+2
xi − xk if 0 ≤ k ≤ m,
−ϕi,m+2 − αiϕm+1,m+2
xi − 1 if k = m+ 1,
by Lemma 10.3. Thus we have
lim
xi→xj
(xi − xj)∇i(ϕk,m+2) = 0,
which means that ϕk,m+2 is a 0-eigenvector of Ri,j . By Theorem 6.4 (2), the
dimension of the 0-eigenspace of Ri,j is greater than or equal to m. Since we have
ϕi,m+2 = −
k 6=i∑
0≤k≤m
ϕk,m+2 − αm+1ϕm+1,m+2
by Theorem 6.4 (2), ϕi,j is expressed as
ϕi,j =
 −(αi + αj)ϕj,m+2 −
k 6=i,j∑
0≤k≤m
αjϕk,m+2 − αjαm+1ϕm+1,m+2 if j < m+ 1,
−(αi + αm+1)ϕm+1,m+2 −
∑k 6=i
0≤k≤m ϕk,m+2 if j = m+ 1.
By Lemma 10.3, we have
lim
xi→xj
(xi − xj)∇i(ϕi,j) = −(αi + αj)(−αjϕi,m+2 + αiϕj,m+2) = (αi + αj)ϕi,j ,
lim
xi→1
(xi − 1)∇i(ϕi,m+1) = −(αi + αm+1)(−ϕi,m+2 + αiϕm+1,m+2) = (αi + αm+1)ϕi,m+1.
Thus ϕi,j is an (αi + αj)-eigenvector of Ri,j .
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If αi + αj = 0 and αiαj 6= 0 then ϕi,j is different from the zero vector and it
belongs to the 0-eigenspace of Ri,j . By Lemma 10.3,
Ri,j(ϕj,m+2) =
{ −αjϕi,m+2 + αiϕj,m+2 = −ϕi,j if 0 ≤ j ≤ m, j 6= i,
−ϕi,m+2 + αiϕm+1,m+2 = −ϕi,m+1 if j = m+ 1,
Ri,j is not the zero map. Since the 0-eigenspace of Ri,j is m dimensional, any
element ϕ ∈ H1C(L) is expressed as a linear combination of ϕj,m+2 and elements of
the 0-eigenspace of Ri,j . Thus Ri,j(ϕ) is a scalar multiple of ϕi,j , which belongs to
the 0-eigenspace of Ri,j . Hence R2i,j is the zero map and the set of eigenvalues of
Ri,j consists of 0.
If αi = αm+1 = 0 then ϕi,m+1 is different from the zero vector. Thus the 0-
eigenspace of Ri,m+1 is m + 1 dimensional, which means that Ri,m+1 is the zero
map. If αi = αj = 0, 0 ≤ j ≤ m, j 6= i then ϕi,j degenerates to the zero vector. In
this case, ϕj,m+2 satisfies
Ri,j(ϕj,m+2) = −ϕi,j = 0
by αi = αj = 0, it is a 0-eigenvector of Ri,j . Hence the 0-eigenspace of Ri,j is
m+ 1 dimensional, and Ri,j is the zero map. 
Theorem 10.6. The linear transformation Ri,j in (10.1) is expressed by the
intersection form Ic as
Ri,j : H1C(L) 3 ϕ 7→
−1
2pi
√−1Ic(ϕ,ψi,j)ϕi,j ∈ H
1
C(L),
where ϕi,j are given in (10.3) and
ψi,j =

−ψ0,i = dt
t
− dt
t− xi if j = 0,
ψ0,j − ψ0,i = dt
t− xj −
dt
t− xi if 1 ≤ j ≤ m, j 6= i,
(10.4)
ψi,m+1 = ψ0,m+1 − αm+1ψ0,i =

αm+1
( dt
t− 1 −
dt
t− xi
)
if αm+1 6= 0,
u(t)dhm+1(t)
u(1)
if αm+1 = 0.
Here ψ0,i are given in (6.3). The Gauss-Manin connection ∇x restricted to H1C(L)
is expressed as
∇x(ϕ) =
m∑
i=1
j 6=i∑
0≤j≤m+1
dxi
xi − xj ∧Ri,j(ϕ) =
∑
0≤i<j≤m+1
dxi − dxj
xi − xj ∧Ri,j(ϕ)
=
−1
2pi
√−1
∑
0≤i<j≤m+1
dxi − dxj
xi − xj ∧ Ic(ϕ,ψi,j)ϕi,j ,
where ϕ ∈ H1C(L) and dx0 = dxm+1 = 0.
Remark 10.7. (1) The kernel of Ri,j is
(ψi,j)
⊥ = {ϕ ∈ H1C(L) | Ic(ϕ,ψi,j) = 0}.
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(2) If αi + αj 6= 0 then Ri,j admits the expression
Ri,j : ϕ 7→ (αi + αj) Ic(ϕ,ψi,j)Ic(ϕi,j , ψi,j)ϕi,j ,
which is invariant under non-zero scalar multiples of ϕi,j and ψi,j . We can
see that ϕi,j is an (αi + αj)-eigenvector of Ri,j by this expression.
(3) Any section ϕ(x) of H1(L) can be expressed as
m∑
i=1
ci(x)ϕi,m+2,
where ci(x) are holomorphic functions on X. Its image under ∇x is
∇xϕ(x) =
m∑
i=1
[ci(x)∇xϕi,m+2 + (dxci(x))ϕi,m+2].
Proof. We set
R′i,j : ϕ 7→
−1
2pi
√−1Ic(ϕ,ψi,j)ϕi,j
and study its eigenspaces. By Lemma 10.1 together with (10.3) and (10.4), we have
Ic(ϕk,m+2, ψi,j) = 0
for 0 ≤ k ≤ m+ 1, k 6= i, j and
Ic(ϕi,j , ψi,j) = −2pi
√−1(αi + αj).
Thus ϕk,m+2’s belong to the 0-eigenspace ofR′i,j and ϕi,j is an (αi+αj)-eigenvector
ofR′i,j unless αi = αj = 0. Hence if αi+αj 6= 0 then the eigenspaces ofRi,j coincide
with those of R′i,j , and this means that Ri,j = R′i,j . If αi +αj = 0, αiαj 6= 0, then
we have seen that Ri,j(ϕj,m+2) = −ϕi,j in Proof of Lemma 10.4. In this case, we
have
R′i,j(ϕj,m+2) = −ϕi,j
by
Ic(ϕj,m+2, ψi,j) = 2pi
√−1;
hence Ri,j = R′i,j holds. If αi = αj = 0 then Ri,j is the zero map. In this case, if
j ≤ m then ϕi,j is the zero vector and R′i,j is the zero map; otherwise, ϕi,m+1 is
an eigenvector of R′i,m+1 of eigenvalue αi + αj = 0, and R′i,m+1 is the zero map.
Therefore, Ri,j = R′i,j holds for any case.
By the expression of Ri,j and ϕj,i = −ϕi,j , ψj,i = −ψi,j for i 6= j, Rj,i coincides
with Ri,j . We can unite dxi
xi − xjRi,j and
dxj
xj − xiRj,i to
dxi − dxj
xi − xj Ri,j . 
Corollary 10.8. Let Ri,j be the representation matrix of the linear transfor-
mation Ri,j with respect to the frame t(ϕ1,m+2, . . . , ϕm,m+2, ϕm+1,m+2) of H1(L).
Then it admits an expression
Ri,j = −wi,jvi,j ,
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where
vi,j =

α0ei − αie0 = (αi, . . . ,
i-th
α0 + αi, . . . αi, αiαm+1) if j = 0,
αjei − αiej = (0, . . . , i-thαj , . . . ,−j-thαi , . . . , 0) if 1 ≤ i < j ≤ m,
ei − αiem+1 = (0, . . . ,
i-th
1 , . . . , 0,−αi) if j = m+ 1,
wi,j =

− tei = t(0, . . . ,
i-th−1, 0, . . . , 0) if j = 0,
tej − tei = t(0, . . . ,
i-th−1, . . . ,
j-th
1 , . . . , 0) if 1 ≤ i < j ≤ m,
tem+1 − αm+1ei = t(0, . . . ,
i-th−αm+1, . . . , 0, 1) if j = m+ 1,
and vj,i = −vi,j, wj,i = −wi,j. Here ek (1 ≤ k ≤ m + 1) is the k-th unit row
vector of size m+ 1, and e0 = (−1, . . . ,−1,−αm+1). The Gauss-Manin connection
is represented as
∇x t(ϕ1,m+2, . . . , ϕm,m+2, ϕm+1,m+2) = R(x) t(ϕ1,m+2, . . . , ϕm,m+2, ϕm+1,m+2),
where
R(x) =
∑
0≤i<j≤m+1
dxi − dxj
xi − xj Ri,j .
Proof. We identify elements
ϕ =
m+1∑
k=1
vkϕk,m+2 ∈ H1(L), ψ =
m+1∑
k=1
wkψ0,k ∈ H1(L∨),
with a row vector v = (v1, . . . , vm, vm+1) and a column vector w =
t(w1, . . . , wm, wm+1),
respectively. Since
Ic(ϕ,ψi,j) = 2pi
√−1 · v · wi,j , ϕi,j = vi,j · t(ϕ1,m+2, . . . , ϕm,m+2, ϕm+1,m+2),
we have
Ri,j(ϕ) = v · (−wi,jvi,j) · t(ϕ1,m+2, . . . , ϕm,m+2, ϕm+1,m+2),
which means Ri,j = −wi,jvi,j . 
Corollary 10.9. (1) The dual connection ∇∨x on H1(L∨) is expressed as
∇∨x (ψ) =
1
2pi
√−1
∑
0≤i<j≤m+1
dxi − dxj
xi − xj ∧ Ic(ϕi,j , ψ)ψi,j ,
where ψ ∈ H1(L∨), dx0 = dxm+1 = 0 and ϕi,j and ψi,j are given in (10.3)
and (10.4), respectively.
(2) Let R∨i,j be the representation matrix of the linear transformation
R∨i,j(ψ) =
Ic(ϕi,j , ψ)ψi,j
2pi
√−1
with respect to the frame (ψ0,1, . . . , ψ0,m, ψ0,m+1) of H1(L∨). Then it coin-
cides with −Ri,j in Corollary 10.8.
Remark 10.10. (1) Since T 6= T∨ in general, we cannot regard the dual
connection ∇∨x as the Gauss-Manin connection for the parameter −α.
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(2) The matrixRi,j in Theorem 10.6 acts on the frame
t(ϕ1,m+2, . . . , ϕm,m+2, ϕm+1,m+2)
of H1(L) from the left, on the other hand, the matrix −Ri,j in Corollary
10.9 acts on the frame (ψ0,1, . . . , ψ0,m, ψ0,m+1) of H1(L∨) from the right.
Proof. Since Ic(ϕ,ψ) is independent of x1, . . . , xm for ϕ ∈ H1C(L) and ψ ∈
H1C(L∨), we have
0 = dxIc(ϕ,ψ) = Ic(∇xϕ,ψ) + Ic(ϕ,∇∨xψ)
by (9.1). Thus ∇∨x admits a decomposition
∇∨x =
∑
0≤i<j≤m+1
dxi − dxj
xi − xj ∧R
∨
i,j ,
and each R∨i,j satisfies
Ic(ϕ,R∨i,j(ψ)) = −Ic(Ri,j(ϕ), ψ).
Array the identities for ϕk,m+2’s and ψ0,l’s for 1 ≤ k, l ≤ m+ 1 as(
Ic(ϕk,m+2,R∨i,j(ψ0,l))
)
1≤k≤m+1
1≤l≤m+1
= −
(
Ic(Ri,j(ϕk,m+2), ψ0,l)
)
1≤k≤m+1
1≤l≤m+1
.
Since
(. . . ,R∨i,j(ψ0,l), . . . ) = (. . . , ψ0,l, . . . )R∨i,j ,

...
Ri,j(ϕk,m+2)
...
 = Ri,j

...
ϕk,m+2
...
 ,
we have an identity(
Ic(ϕk,m+2, ψ0,l)
)
1≤k≤m+1
1≤l≤m+1
R∨i,j = −Ri,j
(
Ic(ϕk,m+2, ψ0,l)
)
1≤k≤m+1
1≤l≤m+1
.
By the duality Ic(ϕk,m+2, ψ0,l) = 2pi
√−1δ[k,l], R∨i,j = −Ri,j is obtained.
Since the set of eigenvalues of Ri,j consists of 0 and αi+αj , that of R
∨
i,j consists
of 0 and −(αi + αj). The identity
R∨i,jwi,j = (wi,jvi,j)wi,j = wi,j(vi,jwi,j) = wi,jIc(ϕi,j , ψi,j) = −(αi + αj)wi,j ,
means that wi,j is a −(αi + αj)-eigenvector of R∨i,j , i.e., ψi,j is a −(αi + αj)-
eigenvector of R∨i,j . Since vi,jw = Ic(ϕi,j , ψ) for ψ = w1ψ0,1 + · · ·+wm+1ψ0,m+1, if
Ic(ϕi,j , ψ) = 0 then R∨i,jw = (wi,jvi,j)w = 0 i.e., R∨i,j(ψ) = 0. Hence if αi + αj 6= 0
then the −(αi + αj)-eigenspace of R∨i,j is spanned by ψi,j and the 0-eigenspace of
R∨i,j is
{ψ ∈ H1C | Ic(ϕi,j , ψ) = 0}.
Therefore, R∨i,j admits the expression
R∨i,j(ψ) = −(αi + αj)
Ic(ϕi,j , ψ)
Ic(ϕi,j , ψi,j)ψi,j =
1
2pi
√−1Ic(ϕi,j , ψ)ψi,j .
If αi + αj = 0, then we can get this expression by case study in Proof of Theorem
10.6. 
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A Pfaffian system of FD(a, b, c) is a first order differential equation
(10.5) dxF(x) = Ξ(x)F(x)
of a vector-valued unknown function F(x) = t(f0(x), f1(x), . . . , fm(x)) equivalent
to the system FD(a, b, c). Here, f0(x) is supposed to be a local solution to FD(a, b, c)
and each fi(x) (1 ≤ i ≤ m) is given by an action of O(X)〈∂1, . . . , ∂m〉 on f0(x),
where O(X) is the ring of holomorphic function on X. Each entry of the connection
matrix Ξ(x) in (10.5) belongs to the space Ω1(X) of holomorphic 1-forms on X,
and the integrability condition
dxΞ(x) = Ξ(x) ∧ Ξ(x)
holds.
Since 〈ϕm+1,m+2, γu〉 is a local solution to FD(a, b, c) for any local section γu ∈
H1(T,D;L) and ∂i〈ϕm+1,m+2, γu〉 = 〈∇iϕm+1,m+2, γu〉, we obtain a Pfaffian sys-
tem of FD(a, b, c) from the Gauss-Manin connection by relating F(x) to our frame of
H1(L) (in other words, by determining a Gauss-Manin vector introduced in [GM]).
Theorem 10.11. Let f0(x) be a local solution to FD(a, b, c). We define a vector
valued function F(x) = t(f0(x), f1(x), . . . , fm(x)) by
fi(x) = (xi − 1)∂if0(x) (1 ≤ i ≤ m).
Then F(x) satisfies a Pfaffian system
dxF(x) = Ξ(x)F(x),
where
Ξ(x) = PR(x)P−1, P =

0m 1
−Em
α1
...
αm
 ∈ GLm+1(C).
Proof. There exists γu ∈ H1(T,D;L) such that
f0(x) = 〈 dt
t− 1 , γ
u〉.
By Lemma 8.1 together with (6.2), we have
∂if0(x) = 〈∇i dt
t− 1 , γ
u〉 = 1
xi − 1 〈αiϕm+1,m+2 − ϕi,m+2, γ
u〉.
Thus we can identify F(x) with
P t(ϕ1,m+2, . . . , ϕm,m+2, . . . , ϕm+1,m+2).
Since the matrix P is independent of x1, . . . , xm, the connection matrix Ξ(x) is
obtained by PR(x)P−1. 
Corollary 10.12. Let f0(x) be a local solution to FD(a, b, c). A vector valued
function f(x) = t(f0(x), ∂1f0(x), . . . , ∂mf0(x)) satisfies a Pfaffian system
dxf(x) = Θ(x)f(x),
where
Θ(x) = Q(x)Ξ(x)Q(x)−1+[dxQ(x)]Q(x)−1, Q(x) = diag
(
1,
1
x1 − 1 , . . . ,
1
xm − 1
)
.
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Proof. Since f(x) = Q(x)F(x), it satisfies
dxf(x) = [dxQ(x)]F(x) +Q(x)dxF(x)
=[dxQ(x)Q(x)
−1]Q(x)F(x) +Q(x)Ξ(x)Q(x)−1Q(x)F(x)
=[dxQ(x)Q(x)
−1]f(x) +Q(x)Ξ(x)Q(x)−1f(x) = Θ(x)f(x);
we have this corollary. 
11. The monodromy representation of FD(a, b, c)
By patching the trivial vector bundles∏
x∈Wn
H1(Tx, Dx;Lx)
for an open covering {Wn}n∈N of X, we have a local system
H1(L) =
⋃
n∈N
∏
x∈Wn
H1(Tx, Dx;Lx)
of rank m+ 1 over X. We take a base point x˙ ∈W0 ∈ {Wn}n∈N so that
(x˙0, x˙1, . . . , x˙m, x˙m+1, x˙m+2) = (0, x˙1, . . . , x˙m, 1,∞)
are aligned as in (3.5) for a fixed parameter α. By the continuation of any section
of the trivial vector bundle H1(T,D;L) =
∏
x∈W0
H1(Tx, Dx;Lx) along a path in X
from x˙ to any point x′ ∈ X, we have a linear isomorphism from H1(Tx˙, Dx˙;Lx˙) to
H1(Tx′ , Dx′ ;Lx′). In particular, for a loop ρ in X with terminal x˙, we can make the
continuation ρ∗(γu) of any section γu ∈ H1(T,D;L). The linear transformation
Mρ : H1(T,D;L) 3 γu 7→ ρ∗(γu) ∈ H1(T,D;L)
is called the circuit transformation of H1(T,D;L) along ρ, and the homomorphism
M : pi1(X, x˙) 3 ρ 7→ Mρ ∈ GL(H1(T,D;L))
is called the monodromy representation of H1(L). Thanks to Theorem 8.2, we
can study the monodromy representation of FD(a, b, c) as that of the local system
H1(L).
We give generators of pi1(X, x˙). We set
Cp(x˙) = {(x˙1, . . . , x˙p−1, xp, x˙p+1, . . . , x˙m) | xp ∈ C} (1 ≤ p ≤ m),
which are lines in Cm passing through x˙. For distinct indices 1 ≤ p ≤ m and
0 ≤ q ≤ m+ 1, let ρp,q be a loop in X ∩Cp(x˙) starting from xp = x˙p, approaching
to x˙q via the upper half space in Cp(x˙), turning x˙q once positively, and tracing
back to x˙p. It is known that pi1(X, x˙) is generated by the loops ρp,q, where 0 ≤ p <
q ≤ m+ 1, (p, q) 6= (0,m+ 1), and ρ0,p is regarded as the loop ρp,0 in X ∩ Cp(x˙).
Theorem 11.1. The circuit transformation Mp,q =M(ρp,q) is expressed as
γu 7→ γu − Ih(δu−1p,q , γu)γup,q,
where γup,q and δ
u−1
p,q are given in Table 1.
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γup,q δ
u−1
p,q conditions on p, q
`uq − `up 0 q ∈ Iϕ0N0
	uq 	u
−1
p p ∈ Iϕ0N0 , q ∈ I
ϕ0
−N
1
1−λq 	
u
q −`up (1− λq) 	u
−1
p q ∈ IZc
− 	up − 	u
−1
q q ∈ Iϕ0N0
0 `u
−1
q − `u
−1
p p ∈ Iϕ0−N, q ∈ Iϕ0−N
− 	up −λq 	u
−1
q −(1− λq)`u
−1
p q ∈ IZc
`uq − 11−λp 	up −(1− λp) 	u
−1
q q ∈ Iϕ0N0
	uq (1− λp)`u
−1
q + λp 	u
−1
p p ∈ IZc , q ∈ Iϕ0−N
1
1−λq 	
u
q − 11−λp 	up −λq(1− λp) 	u
−1
q +λp(1− λq) 	u
−1
p q ∈ IZc
Table 1. γup,q and δ
u−1
p,q
Remark 11.2. (1) Our proof of this theorem is based on [M3, Theorem 5.4],
in which
γ−αı(p)ı(q) = (λ
−1
p − 1)γ−αı(q) − (λ−1q − 1)γ−αı(p)
should be multiplied by (−1).
(2) For αp /∈ Z, we have
lim
t→xp
∫
−→˙
tt
u(t)φ0 =
1
1− λp
∫
	p
u(t)ϕ0
where φ0 = ıD(ϕ0) ∈ H1C∞V (T,D;L), and
−→˙
tt denotes the segment from t˙
to t. Thus we can regard 11−λp 	
u
p as `
u
p . Under the limit as αp converges
to an integer such that xp ∈ D, we see that this regard is valid. Similarly,
1
1−λ−1p 	
u−1
p can be regarded as `
u−1
p if αp is a non-integer or an integer
such that xp ∈ D∨. For examples, 11−λq 	uq − 11−λp 	up can be regarded as
`uq − `up for p, q ∈ Iϕ0N0 ∪ IZc , and −λq(1 − λp) 	u
−1
q +λp(1 − λq) 	u
−1
p can
be regarded as (1− λp)(1− λq)(`u−1q − `u
−1
p ) for p, q ∈ Iϕ0−N ∪ IZc .
(3) In case of p ∈ Iϕ0−N or q ∈ Iϕ0−N, the cycles γup,q and δu
−1
p,q are given by the
multiplications( ∏
i∈{p,q}∩Iϕ0−N
(1− λi)
) · ( 1
1− λq 	
u
q −
1
1− λp 	
u
p
)
,
( ∏
i∈{p,q}∩Iϕ0−N
1
1− λi
) · (− λq(1− λp) 	u−1q +λp(1− λq) 	u−1p )
with the regard in (2). For examples, in case of p ∈ IZc and q ∈ Iϕ0−N, they
are
	uq −
1− λq
1− λp 	
u
p , −
λq(1− λp)
1− λq 	
u−1
q +λp 	u
−1
p
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regarded as 	uq and (1 − λp)`u
−1
q + λp 	u
−1
p , respectively; in case of p, q ∈
Iϕ0−N, they are
(1− λp) 	uq −(1− λq) 	up ,
1
1− λ−1q
	u−1q −
1
1− λ−1p
	u−1p ,
regarded as 0 and `u
−1
q − `u
−1
p , respectively.
(4) Note that
Ih(δu−1p,q , γup,q) = 1− λpλq
for any αp, αq. If it does not vanish, then Mp,q is the complex reflection
γu 7→ γu − (1− λpλq)
Ih(δu−1p,q , γu)
Ih(δu−1p,q , γup,q)
γup,q
with respect to Ih.
(5) Suppose that one of p and q is in Iϕ0N0 and the other is in I
ϕ0
−N, and con-
sider the limit xp → xq in the upper half space HT of T . Then either
γup,q is a vanishing cycle of H1(T,D;L) or δu
−1
p,q is that of H1(T
∨, D∨;L∨),
but not both occur at the same time. Though the circuit transformation
Mp,q is characterized by vanishing cycles as xp → xq in the other cases of
parameters, it is not true in this case.
Proof. The circuit transformationMp,q is studied in [M3, Theorem 5.4] except
the case one of p and q is in Iϕ0N0 and the other is in I
ϕ0
−N. In this case, we may assume
that p ∈ Iϕ0N0 and q ∈ I
ϕ0
−N. We see that the 1-eigenspace of Mp,q is
(	u−1p )⊥ = {γu ∈ H1(T,D;L) | Ih(	u
−1
p , γ
u) = 0},
since we can select 1-chains representing any element γu ∈ (	u−1p )⊥ so that they
are not involved in the movement of xp and xq caused by ρp,q. Thus the linear
transformation Mp,q is characterized by its image of γ′u ∈ H1(T,D;L) satisfying
Ih(	u−1p , γ′u) = −1 and its 1-eigenspace (	u
−1
p )
⊥. By tracing the deformation of
γ′u along ρp,q, we can see that
Mp,q(γ′u) = γ′u+ 	uq .
On the other hand, we have
γu − Ih(δu−1p,q , γu)γup,q = γu
for any γu ∈ (	u−1p )⊥, and
γ′u − Ih(δu−1p,q , γ′u)γup,q = γ′u+ 	uq
since γup,q =	uq , δu
−1
p,q =	u
−1
p , Ih(	u
−1
p , γ
u) = 0 and Ih(	u−1p , γ′u) = −1. Hence
Mp,q(γu) coincides with γu − Ih(δu−1p,q , γu)γup,q for any γu ∈ H1(T,D;L). 
Corollary 11.3. With respect to the basis (γu1 , . . . , γ
u
m+1) of H
1(T,D;L) given
in (3.6) or (3.7), the representation matrix Mp,q of Mp,q is expressed as
Mp,q = Em+1 −Hyp,qzp,q,
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where the basis t(δu
−1
1 , . . . , δ
u−1
m+1) of H
1(T∨, D∨;L∨) is given in (5.2) or (5.3),
the intersection matrix H with respect to t(δu
−1
1 , . . . , δ
u−1
m+1) and (γ
u
1 , . . . , γ
u
m+1) is
given in Proposition 5.4, and yp,q and zp,q are column and row vectors satisfying
γup,q = (γ
u
1 , . . . , γ
u
m+1)yp,q, δ
u−1
p,q = zp,q
t(δu
−1
1 , . . . , δ
u−1
m+1).
Proof. Let y be a column vector satisfying
γu = (γu1 , . . . , γ
u
m+1)y
for any γu ∈ H1(T,D;L). Since Ih(δu−1p,q , γu) = zp,qHy, we have
Mp,q(γu) = γu − Ih(δu−1p,q , γu)γup,q = (γu1 , . . . , γum+1)
(
y − (zp,qHy)yp,q
)
= (γu1 , . . . , γ
u
m+1)
(
Em+1 − yp,qzp,qH
)
y.
Hence the representation matrix Mp,q is obtained. 
Example 11.4. We give examples of circuit matrices Mp,q for m = 3.
(1) α0, α5 /∈ Z, α1, α2 ∈ N0, α3, α4 ∈ −N.
In this case, we have T = P1 −{0, x3, 1,∞}, D = {x1, x2}, λ1 = λ2 = λ3 = λ4 = 1,
λ5 = λ
−1
0 (6= 1). We have H = E4, and list yp,q, zp,q and Mp,q in Table 2.
(2) α0, α3, α4, α5 /∈ Z, α1 ∈ N0, α2 ∈ −N.
In this case, we have T = P1 − {0, x2, x3, 1,∞}, D = {x1}, λ1 = λ2 = 1, λ5 =
λ−10 λ
−1
3 λ
−1
4 (6= 1). The intersection matrix becomes
H =

1 0 0 0
0 1 λ3 − 1 λ4 − 1
0 0 λ3 − 1 (1− λ−13 )(λ4 − 1)
0 0 0 λ4 − 1
 .
It is easy to express γup,q as a linear combination of γ
u
1 , . . . γ
u
4 , To express δ
u−1
p,q as
a linear combination of δu
−1
1 , . . . δ
u−1
4 , we express
1
1−λ−15
	u−15 − 11−λ−10 	
u−1
0 (re-
garded as `u
−1
0,5 ) in terms of them. Let `
u−1
0,5 be expressed as (z1, . . . , z4)
t(δu
−1
1 , . . . , δ
u−1
4 ).
Then we have
(z1, . . . , z4)H = (Ih(`u−10,5 , γu1 ), . . . , Ih(`u
−1
0,5 , γ
u
4 )) =
( λ−10
λ−10 − 1
, 0,
(1− λ3)λ−10
λ−10 − 1
,
(1− λ4)λ−10
λ−10 − 1
)
,
and
(z1, . . . , z4) =
( λ−10
λ−10 − 1
, 0,
(1− λ3)λ−10
λ−10 − 1
,
(1− λ4)λ−10
λ−10 − 1
)
H−1,
`u
−1
0,5 = (
1
1− λ0 , 0,
−1
1− λ0 ,
−1
(1− λ0)λ3 )
t(δu
−1
1 , . . . , δ
u−1
4 ).
We list yp,q, zp,q and Mp,q in Table 3.
Theorem 11.5. If there exists an integral parameter αi, then the monodromy
representation of FD(a, b, c) is reducible. In particular, if α ∈ Zm+3 and #(Iϕ0N0 ) = 1
or #(Iϕ0N0 ) = m+2 then the monodromy representation of FD(a, b, c) becomes trivial.
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p, q yp,q zp,q Mp,q
0, 1

1
0
0
0
 (1− λ0, 0, 0, 0) diag(λ0, 1, 1, 1)
0, 2

0
1
0
0
 (0, 1− λ0, 0, 0) diag(1, λ0, 1, 1)
0, 3

0
0
1
0
 (1, 1, 1− λ0, 0)

1 0 0 0
0 1 0 0
−1 −1 λ0 0
0 0 0 1

1, 2

−1
1
0
0
 (0, 0, 0, 0) E4
1, 3

0
0
1
0
 (−1, 0, 0, 0)

1 0 0 0
0 1 0 0
1 0 1 0
0 0 0 1

1, 4

0
0
0
1
 (−1, 0, 0, 0)

1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 1

2, 3

0
0
1
0
 (0,−1, 0, 0)

1 0 0 0
0 1 0 0
0 1 1 0
0 0 0 1

2, 4

0
0
0
1
 (0,−1, 0, 0)

1 0 0 0
0 1 0 0
0 0 1 0
0 1 0 1

3, 4

0
0
0
0
 (0, 0,−1, 1) E4
Table 2. List of yp,q, zp,q and Mp,q for α0, α5 /∈ Z, α1, α2 ∈ N0,
α3, α4 ∈ −N.
Proof. (1) α /∈ Zm+3.
Suppose that αi ∈ Z. If i ∈ Iϕ0−N then the 1-dimensional span 〈	ui 〉(⊂ H1(T ;L) ⊂
H1(T,D;L)) is invariant under any circuit transformation. If i ∈ Iϕ0N0 then the space
H1(T ;L) is a non-zero proper subspace of H1(T,D;L) and it is invariant under any
circuit transformation.
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p, q yp,q zp,q Mp,q
0, 1

1
0
0
0
 (1− λ0, 0, 0, 0) diag(λ0, 1, 1, 1)
0, 2

0
1
0
0
 (1, 1− λ0,−1,−λ−13 )

1 0 0 0
−1 λ0 λ0(λ3 − 1) λ0(λ4 − 1)
0 0 1 0
0 0 0 1

0, 3

0
0
1
1−λ3
0
 (1− λ3, 0, λ0λ3 − 1, 1− λ−13 )

1 0 0 0
0 1 0 0
−1 0 λ0λ3 λ0(λ4 − 1)
0 0 0 1

1, 2

0
1
0
0
 (−1, 0, 0, 0)

1 0 0 0
1 1 0 0
0 0 1 0
0 0 0 1

1, 3

−1
0
1
1−λ3
0
 (−(1− λ3), 0, 0, 0)

λ3 0 0 0
0 1 0 0
1 0 1 0
0 0 0 1

1, 4

−1
0
0
1
1−λ4
 (−(1− λ4), 0, 0, 0)

λ4 0 0 0
0 1 0 0
0 0 1 0
1 0 0 1

2, 3

0
−1
0
0
 (0,−(1− λ3),−λ3, 0)

1 0 0 0
0 λ3 1− λ3 0
0 0 1 0
0 0 0 1

2, 4

0
−1
0
0
 (0,−(1− λ4), 0,−λ4)

1 0 0 0
0 λ4 (1− λ3)(1− λ4) 1− λ4
0 0 1 0
0 0 0 1

3, 4

0
0
−1
1−λ3
1
1−λ4
 (0, 0, λ3(1− λ4),−λ4(1− λ3))

1 0 0 0
0 1 0 0
0 0 λ3λ4 − λ3 + 1 1− λ4
0 0 (1− λ3)λ3 λ3

Table 3. List of yp,q, zp,q and Mp,q for α0, α3, α4, α5 /∈ Z, α1 ∈
N0, α2 ∈ −N.
(2) α ∈ Zm+3.
If #(Iϕ0N0 ) 6= 1 and #(I
ϕ0
N0 ) 6= m+2 then there is an invariant subspace under any cir-
cuit transformation as studied in (1). If #(Iϕ0N0 ) = 1 then xi1 ∈ D and H1(T,D;L)
is generated by m+ 1 twisted cycles 	ui2 , . . . ,	uim+2 , which are element-wise invari-
ant under any circuit transformation since u(t) is single valued. If #(Iϕ0N0 ) = m+ 2
then the space T is P1 − {xi0}, which is simply connected. Hence the monodromy
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representation of FD(a, b, c) becomes trivial. 
Acknowledgment
The author expresses his gratitude to Professor Tomohide Terasoma for valuable
discussions and instructions about several cohomology groups.
References
[AK] Aomoto K. and Kita M. translated by Iohara K., Theory of Hypergeometric Functions ,
Springer Monographs in Mathematics, Springer Verlag, Now York, 2011.
[CM] Cho K. and Matsumoto K., Intersection theory for twisted cohomologies and twisted Rie-
mann’s period relations I, Nagoya Math. J., 139 (1995), 67–86.
[EV] Esnault H. and Viehweg E. Lectures on vanishing theorems, DMV Seminar, 20. Birkha¨user
Verlag, Basel, 1992.
[GM] Goto Y. and Matsumoto K., Pfaffian equations and contiguity relations of the hypergeo-
metric function of type (k+ 1, k+ n+ 2) and their applications, Funkcial. Ekvac. 61 (2018),
315–347.
[IKSY] Iwasaki K., Kimura H., Shimomura S. and Yoshida M., From Gauss to Painleve´, -A
modern theory of special functions-, Aspects of Mathematics, E16. Friedr. Vieweg & Sohn,
Braunschweig, 1991.
[KY] Kita M. and Yoshida M., Intersection theory for twisted cycles, Math. Nachr., 166 (1994),
287304.
[M1] Matsumoto K., Intersection numbers for logarithmic k-forms, Osaka J. Math., 35 (1998),
873–893.
[M2] , Monodromy and Pfaffian of Lauricella’s FD in terms of the intersection forms of
twisted (co)homology groups, Kyushu J. Math., 67 (2013), 367–387.
[M3] , The monodromy representations of local systems associated with Lauricella’s FD,
Kyushu J. Math. 71 (2017), 329–348.
[OT] Orlik P. and Terao H., Arrangements and hypergeometric integrals, Second edition. MSJ
Memoirs, 9, Mathematical Society of Japan, Tokyo, 2007.
[Y1] Yoshida M., Fuchsian Differential Equations, Aspects of Mathematics, E11., Vieweg & Sohn,
Braunschweig, 1987.
[Y2] , Hypergeometric functions, my love, -Modular interpretations of configuration
spaces-, Aspects of Mathematics E32., Vieweg & Sohn, Braunschweig, 1997
(Matsumoto) Department of Mathematics, Faculty of Science, Hokkaido University,
Sapporo 060-0810, Japan
E-mail address: matsu@math.sci.hokudai.ac.jp
