Existence of reaction-diffusion-convection waves in unbounded strips is proved in the case of small Rayleigh numbers. In the bistable case the wave is unique, in the monostable case they exist for all speeds greater than the minimal one. The proof uses the implicit function theorem. Its application is based on the Fredholm property, index, and solvability conditions for elliptic problems in unbounded domains.
Reaction-diffusion-convection waves
There is a principal difference between vertically propagating fronts and fronts propagating in any other direction. In the first case, if the Rayleigh number is sufficiently small, then there is no convection. If it is sufficiently large, a convective reaction-diffusion front appears as a result of a bifurcation. This means that the reaction-diffusion front without convection is still a solution of the problem with convection but it is unstable.
If the front is not vertical but propagates in another direction, then the solution without convection exists only for R = 0. For any R = 0, a pure reaction-diffusion front cannot exist. Therefore the natural question is as follows: suppose that for R = 0 there is a reaction-diffusion front. Is there a reaction-diffusion-convection front for R = 0 and sufficiently small? An answer to this question could be given by the implicit function theorem. However it is not directly applicable to travelling waves because the linearized problem has a zero eigenvalue. This is also the reason why solutions invariant with respect to translation are not generically structurally stable. A small perturbation of the system can result in disappearance of solutions.
In this work, we show how to apply the implicit function theorem to such problems. It will allow us in particular to prove existence of reaction-diffusion waves with convection. This construction is based on the theory of elliptic problems in unbounded domains: Fredholm property, index, solvability conditions.
We consider the reaction-diffusion equation or system coupled with the Navier-Stokes equations under the Boussinesq approximation in the stream function -vorticity formulation: Here the components of the vector θ correspond to the temperature and to the concentrations, ψ is the stream function, ω the vorticity, u = ∂ψ/∂y is the horizontal component of the velocity, v = −∂ψ/∂x is its vertical component, x is the coordinate along the axis of the 2D strip, y is the orthogonal variable, P and R are positive parameters. The gravity acts along the y-direction. We consider the no-flux boundary conditions for the temperature and free-surface boundary conditions for the velocity: if it exists, is unique up to translation in space. In the monostable case, where F (0) > 0, F (1) < 0, the waves are not unique and exist for a half-closed bounded or unbounded interval of wave speeds. The main result of this work concerns the existence of reaction-diffusion-convection waves for small R. Theorem 1.1. Suppose that in the bistable case problem (1.5 ) has a solution. Then for all R sufficiently small problem (1.1)- (1.4) has a solution for some c that depends on R.
In the monostable case problem (1.1)- (1.4) has a solution for all R sufficiently small and for all c for which problem (1.5) 
has a solution (see Remark 4.2 at the end of Section 4).
The proof of this theorem is based on the application of the implicit function theorem. For this we need the invertibility of the linearized operator. To prove it we study properties of elliptic operators in unbounded domains. We verify that the operators under consideration satisfy the Fredholm property and compute their index. In the bistable case the index equals zero while the dimension of the kernel of the operator is positive because of the zero eigenvalue related to the invariance of solutions with respect to translation in space. Therefore the codimension of the image of the operator has also a positive dimension. This means that there are some solvability conditions that should be satisfied. We show that these solvability conditions can be formulated in terms of solutions of the homogeneous formally adjoint problem. The explicit form of solvability conditions and some spectral properties of the linearized operator allow us to prove that if the operator is linearized also with respect to the unknown wave speed, then it is invertible, and the implicit function theorem is applicable.
In the monostable case, the index of the operator is positive, and the number of solvability conditions can be zero. In this case we do not need to vary the wave speed to satisfy the solvability conditions. Existence of reaction-diffusion-convection waves in this case is proved for a fixed speed.
The contents of the paper are as follows. In the next section, we recall some results on the existence of waves for reaction-diffusion systems that will be used below. In Section 3, we discuss the structural stability of families of solutions. We show how the Fredholm property of elliptic operators, their index, and solvability conditions allow the application of the implicit function theorem. It is illustrated with some reaction-diffusion problems. In the last section, this approach is used to study existence of reaction-diffusionconvection waves.
Existence of reaction-diffusion waves
2.1. 1D waves. Consider first the scalar equation
where
In the bistable case, that is, if F (0) < 0, F (1) < 0, if the wave with the limits at infinity
exists, then it is unique. The wave may exist or not depending on the function F. In the simplest case, where
for some a ∈ (0,1), the wave exists. In the general bistable case, there exists a minimal system of waves that can contain a single wave, a finite, or even infinite number of waves [16] .
In the monostable case, where F (0) > 0, F (1) < 0, if a wave exists for some c, then waves exist for all values of c from some interval [c 0 ,c 1 ), where c 1 can be finite or infinite. In the simplest case, where F(u) is positive for u ∈ (0,1), the waves exist for all c ≥ c 0 . In the general case, waves may not exist. In this case, we should consider systems of waves.
These results are generalized for monotone systems where 
Multidimensional waves.
We consider the parabolic system of equations
..,x m ), x 1 is the variable along the axis of the cylinder, x = (x 2 ,...,x m ) is the variable in the section Ω of the cylinder, the domain Ω is bounded and has a boundary of the class C 2+δ with some positive δ, a(x ), b j (x ) are smooth diagonal matrices,
where a i are diagonal elements of the matrix a, F = (F 1 ,...,F n ) is a smooth vector-valued function. On the boundary ∂Ω of the cylinder we consider the boundary conditions
where φ(x ) ∈ C 2+δ (Ω) depends only on the variable in the section of the cylinder.
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Travelling wave solution of the problem (2.5), (2.7) is a solution of the form
where c is an unknown constant, the wave velocity. This function is a solution of the problem
(2.9)
We assume that for n > 1, the nonlinearity F satisfies the following condition:
This condition means that we can use comparison theorems for the systems under consideration. For n = 1, there are no additional conditions and the comparison theorems are also applicable. The systems of this type arise in numerous applications (see [16] ). We look for the travelling waves having limits at infinity: 11) where the functions w ± are solutions of the problem in the section of the cylinder 12) where ∆ is the Laplace operator with respect to the variables in the section of the cylinder. We recall the classification of the problems according to the stability of solutions w + and w − . We consider the eigenvalue problem for the corresponding linearized equation
If all eigenvalues of both operators L + and L − are in the left half-plane, then it is socalled bistable case. If for one of them there are eigenvalues in the right half-plane and for another one all eigenvalues have negative real parts, it is the monostable case. Finally, in the unstable case both operators have eigenvalues in the right half-plane. As it is well known (see [16] ), properties of travelling waves are different in these three cases.
(1) Bistable case. In this section, we consider the problem a∆w + c ∂w ∂x 1 + F(w) = 0, (2.14)
The constant c, the wave velocity, is unknown and should be found together with the function w as a solution of the problem. We consider travelling waves having limits at infinities: 16) where w + (x ) and w − (x ) are given vector-valued functions,
The functions w + (x ) and w − (x ) are solutions of the equation in the section of the cylinder
where ∆ is the Laplace operator in the section of the cylinder, ∂G is the boundary of G.
Theorem 2.1. Let system (2.14) be monotone, let the matrix F (0) be irreducible, and let w + and w − be stable solutions of (2.18) . Suppose that all solutions v(x ) of problem (2.18) satisfying the inequality
are unstable. Then there exists a unique monotone in x 1 travelling wave, that is, a constant c and a classical solution w(x) of (2.14), (2.15) satisfying (2.16).
The proof of this theorem can be found in [15] . The following representation takes place:
Here, a i are the diagonal elements of the matrix a, F i and ρ i are the elements of the vectors F and ρ, respectively, K is the class of functions continuous with second derivatives, decreasing in x 1 , satisfying the boundary conditions, and such that
In 1D case, a similar representation was obtained in [16] . Suppose now that there exists a stable solution w 0 of problem (2.18) satisfying the inequality 
The proof of this theorem can be found in [15] . Suppose that c + ≥ c − . Then it follows from Theorem 2.2 that the wave [w + ,w − ] does not exist. Similarly to the results in the 1D case [16] , we can consider ordered systems of waves.
A system of waves consisting of two waves as above is called ordered if c + ≥ c − . A similar definition can be given for a system of any finite number of waves. In particular, a system which consists of one wave is ordered by definition.
For the scalar equation, the minimal systems of waves mentioned above are ordered. In the bistable case, the ordered system of waves is unique. The principal difference of system of equations is that the ordered system of waves may be nonunique [18] . Theorem 2.2 implies that if there exists one stable intermediate solution of (2.18) , then an ordered system of waves exists and consists of one wave (if c + < c − ) or of two waves (if c + ≥ c − ). This result may be generalized for the case of a finite number of stable intermediate solutions of (2.18) as it was done in the 1D case.
(2) Monostable case. We make the following assumptions on the solutions w + and w − of the problem (2.9), (2.11).
Assumption 2.3.
The functions w ± belong to C (2+δ) (Ω ) and the following inequality
holds.
Assumption 2.4.
There are no other solutions of the problem (2.9), (2.11) satisfying the inequality
Assumption 2.5. There exists a sequence of functions {v n (x )} uniformly bounded in C (2+δ) (Ω ) satisfying the inequality (2.25) and the following conditions:
(2.27) 
the derivative ∂ρ/∂x 1 is negative, and the normal derivative
in the direction of the outer normal is also negative. For c < c 0 such solutions do not exist.
The proof of this theorem can be found in [15] .
Structural stability of families of solutions of operator equations

Structural instability.
Consider an operator A(u) acting from a Banach space E to another Banach space F. Suppose that it is continuous, and that it has a Fréchet derivative A (u)v : E → F for all u in a neighborhood of some u 0 ∈ E. We assume that A (u) is a bounded operator that satisfies the Fredholm property. We denote by α the dimension of its kernel, β the codimension of its image, κ = α − β its index. They can depend on the point u about which the operator is linearized. Let the equation
have a family of solutions u(h) ∈ E, where h = (h 1 ,...,h k ) is a vector-valued parameter. Suppose next that for any h in a neighborhood of some value h 0 ,
where v j are some elements from E, which we assume for simplicity to be different from each other. Then
that is, the operator A (u(h 0 )) has a zero eigenvalue with the multiplicity greater than or equal to k. We consider next a perturbed problem
where B(u) : E → F is a continuous operator that has a Fréchet derivative. Suppose that (3.5) has a family of solutions u(h, ) such that
for some w(h) ∈ E. Substituting (3.6) into (3.5), we obtain
This means that the equation
has a solution. On the other hand, since we assume that the operator A (u(h)) satisfies the Fredholm property, it is solvable if and only if
where φ j are some linearly independent functionals from the space F * dual to F. For a given index κ of the operator,
then the number of solvability conditions is positive. We can chose an operator B such that the solvability conditions (3.10) are not satisfied. Hence the assumption about the existence of the family of solutions u(h, ) leads to contradiction. In other words, we obtain that a small perturbation of the operator can lead to disappearance of the family of solutions. Thus, family of solutions of operator equations are not generally structurally stable. Condition (3.11) means that the dimension of the manifold of solutions is greater than the index of the operator. On the other hand, it is well known [11] that the dimension of the manifold of solutions of an operator equation A(u) = f with a Fredholm operator A equals the index of the operator if f is a regular point. Hence (3.11) corresponds to the case where 0 is not a regular point of the operator A.
Example 3.1. Consider the operator
acting from C 2+δ (R) to C δ (R). Let the function F(u) satisfy the following conditions:
Then there exists a solution u 0 (x) of the problem
It is invariant with respect to translation: any function u 0 (x + h), h ∈ R is also a solution.
Therefore there exists a one-parameter family of solutions. The index of the linearized operator A (u 0 ) equals zero [5] . Thus, the dimension of the family of solutions is greater than the index. The linearized operator
is selfadjoint. The eigenfunction of the formally adjoint operator (A (u 0 )) * = A (u 0 ) corresponding to the zero eigenvalue coincides with the eigenfunction of the operator A (u 0 ) corresponding to the zero eigenvalue, that is, with u 0 (x). Therefore the equation
is solvable if and only if
However, the function u 0 (x) is odd. Therefore for any g(u), 18) and the solvability condition is satisfied. This does not prove yet that the family of solutions persists under a perturbation of the nonlinearity because we have obtained the solvability condition as a necessary condition.
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However it can be easily proved directly that if a perturbation is sufficiently small, then a one-parameter family of solutions still exists.
This example is not in contradiction with the general construction described above. In this particular case, any autonomous perturbation satisfies the solvability condition. A nonautonomous perturbation may not satisfy it.
Example 3.2. Consider the same problem as above except that we assume in addition that 19) and that the limits of the solution at infinity are different:
It is well known (see [16] ) that this problem has a solution if and only if
Therefore a small perturbation of F such that the integral becomes different from zero leads to disappearance of the family of solutions.
Problems with parameter.
Consider an operator A(u,c, ) depending on a vectorvalued parameter c = (c 1 ,...,c m ) and on a parameter . It is defined on the space E 2 = E 1 × R, where E 1 = E × R m , with the image in F. We assume that the operator A is continuous with respect to (u,c, ). We will find conditions that would allow us to apply the implicit function theorem. Suppose that the equation where A u and A cj are the partial Fréchet derivatives with respect to u and c j , respectively. We suppose that the operator A u (u(h 0 ),c 0 ,0) satisfies the Fredholm property with α being the dimension of its kernel, β the codimension of the image, and κ its index. We will discuss the solvability conditions for the equation
assuming that α and κ are given. We rewrite this equation in the form
A cj u h 0 ,c 0 ,0 c j .
We consider below some cases interesting for applications. This system is solvable with respect toc j for any f if and only if the matrix P i j = φ i (A cj (u(h 0 ),c 0 ,0)) has the rank k. We suppose that this condition is satisfied. Then (3.24) is solvable for any f ∈ F. Moreover, it has a k-dimensional family of solutions
where τ j are constants andc is fixed. Denote by ψ j , j = 1,...,k linearly independent functionals from E * such that 
Then the restriction L 0 of the operator L to the subspace E 0 1 is invertible. Therefore we can apply the implicit function theorem for the restriction A 0 (u,c, ) of the operator A(u,c, ):
Thus we have proved the following theorem. This theorem provides structural stability of the family of solutions for an arbitrary but fixed h 0 . This means in particular that the perturbation of the operator can depend on h 0 . In this case, c may also depend on h 0 . Therefore we obtain a manifold (u (h 0 ),c (h 0 )) of solutions in E 1 . It lies in the neighbourhood of the manifold (u 0 (h 0 ),c 0 (h 0 )), and it does not generally belong to a subspace c = const.
Another conclusion from Theorem 3.3 is that to provide structural stability of kdimensional manifold of solutions, we need k free parameters, that is, k parameters that are not a priori given and that are chosen to solve the problem.
If we look for a solution of the equation
for a given c, then we should consider the equation
Then for any c min < c < c max there exists a solution of (3.33) and, consequently, of (3.32).
Since c max and c min are continuous functions of , then solutions of (3.33) persist under a small perturbation, though the corresponding value of h is not necessarily continuous with respect to . If the perturbation does not depend on h, then c max = c min .
182 Reaction-diffusion-convection waves is solvable for any f ∈ F. Therefore we do not need to linearize the operator A(u,c, ) with respect to c. We consider it as acting from E to F for c 0 fixed. We have the following theorem. Here a is a constant matrix, c is a constant. Problems of this type describe travelling wave solutions of parabolic systems. Suppose that for some c = c 0 there exists a solution of this system with the limits at infinity
The solution of this problem is invariant with respect to translation in space. Therefore there exists a 1D family of solutions u 0 (h). Consider the operator
Here u 0 is a solution of the problem (3.39)-(3.40) for some given value of h, C k+δ 0 (R) denotes the space of functions equal to zero at infinity. The essential spectrum of the operator A , that is, the set of complex λ where the operator A − λ does not satisfy the Fredholm property is given by the algebraic equation
Here E is the identity matrix.
(1) Bistable case. Suppose that (3.42) does not have solutions for any nonnegative real λ. Then the operator A is Fredholm with the zero index. It has a zero eigenvalue. If it is simple, then the linearized system
has a solution if and only if
where v(x) is a solution of the homogeneous formally adjoint problem
Here the superscript T denotes the transposed matrix. Therefore the problem linearized with respect u and c,
is solvable for any f . Indeed,
by virtue of the simplicity of the zero eigenvalue, and c can be chosen to satisfy the solvability condition. Consider the perturbed operator
where g(0,x) = 0. Then A 0 (0) = 0. In the space E = C 2+δ (R) we define a subspace E 0 = {u ∈ E, φ(u) = 0}, where φ is a functional that is different from zero at the eigenfunction u 0 corresponding to the zero eigenvalue of the linearized operator A . We can put, for example,
where u 1 denotes the first component of the vector u. In the second case we take into account that u 0 (x) = 0, x ∈ R. Applying the implicit function theorem we obtain that the equation
has a family of solutions (u h ,c h ) for all sufficiently small. For the scalar equation and for the monotone systems the principle eigenvalue is simple, and condition (3.47) is satisfied. Otherwise it should be assumed.
(2) Monostable case. In the monostable case, the index of the linearized operator is positive. If the codimension β of its image equals zero, then the problem
is solvable for any f . Therefore perturbed problem (3.48) has a family of solutions u h for c = c 0 and all sufficiently small. For the scalar equation, it can be verified that β = 0. For systems of equations it is not known whether β = 0 or it can be positive. The latter case seems to be not very probable. If β = 1, then the solvability condition can be satisfied by linearization with respect to c. For β > 1, it cannot be done. We note that if α > 0 and β = 0, then the dimension of the root space is necessarily greater than the dimension of the kernel. Indeed, if u 0 belong to the kernel of an operator L, then Lu 0 = 0. On the other hand, equation Lu = u 0 has a nonzero solution. Therefore, the equation L 2 u = 0 has a nonzero solution different from u 0 .
(3) Reduction of systems. Here, we consider the situation where we reduce the system to the scalar equation or to a system with less equations. We will restrict ourselves to the system of two equations If the nonlinearity F corresponds to the bistable case, and there exists a solution u 0 (x) of the equation
then for sufficiently small there exists a solution of system (3.52) close to (u 0 (x),0). This follows from the solvability of the linearized system
We use here the fact that the second component of the solution for = 0 equals zero, and g u (u 0 (x),0) = 0. Then the second equation in the linearized system does not contain c, and it is solvable for any f 2 . From the first equation we find c to satisfy the solvability condition. It is solvable for any f 1 .
The same approach may be not applicable for the system
For = 0 the linearized system has the form
We have only one free parameter c to satisfy two solvability conditions. Therefore the linearized system is not solvable for any f 1 and f 2 . It can be verified that perturbed system (3.55) may not have solutions.
In the monostable case, we do need to linearize the operator with respect to c:
The solvability conditions are satisfied. Therefore system (3.55) has solutions for c = c 0 and sufficiently small. In the mixed case,
where the nonlinearity F is bistable and G is monostable, the linearized system
is solvable for any f 1 and f 2 . Indeed, we first choose c to satisfy the solvability condition in the first equation. The second equation is solvable for any right-hand side. Therefore the perturbed system has a solution with a variable c.
Existence of reaction-diffusion-convection waves
In this section, we study existence of convective fronts described by reaction-diffusionconvection system of equations in unbounded horizontal layers. We will see below that this case is essentially different in comparison with the case of vertically propagating fronts studied in [12, 13] . We consider the model where a reaction-diffusion system is coupled with the Navier-Stokes equations written in the stream function-vorticity formulation:
Here T is the temperature of the mixture, Ψ is the stream function, and ω the vorticity; κ is the thermal diffusivity, P is the Prandtl number, and R is the Rayleigh number describing the intensity of free convection. The velocity
This system of equations is considered in the domain
with the boundary conditions
The free-surface boundary condition for the velocity can be written in terms of the stream function and vorticity as follows:
4.1. Bistable case. Existence and uniqueness of waves depend on stability properties of zeros of the source term F. In the bistable case both points u = 0 and u = 1 are stable stationary points of the equation
The equation
has a stationary travelling wave solution that has the form
where c is an unknown wave velocity. Because of the Neumann boundary condition it can be a 1D planar wave. This solution has the limits at infinity:
where F(θ ± ) = 0. The function θ(x) satisfies the equation
Moreover this solution is also a travelling wave solution of system of equations (4.1) with v = 0 and R = 0. In a vertical layer, this stationary solution exists and is stable as long as R < R critical ; then a supercritical bifurcation occurs and this solution is no more stable while a stable convective travelling wave solution bifurcates. In this case, the principal real eigenvalue is negative when R < R critical and it becomes positive when R passes its critical value.
However there exist no stationary travelling wave solutions for problem (4.1)-(4.5) with v = 0 and R = 0 if the domain is not vertical. This makes the main difference between this work and the vertical domain case. The transition from the nonconvective solution for R = 0 to a convective solution for R = 0 does not occur through a bifurcation. In fact, it is the same branch of solutions.
A travelling wave solution of problem (4.1)-(4.5) is a solution of the form
It satisfies the system of equations 12) with the boundary conditions
We introduce the spaces of functions
(4.14)
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To get rid of the invariance of solutions with respect to translation in space we consider the subspace E Θ 1 of the space E 1 :
A function φ ∈ C (2+δ) (Ω) such that lim x→±∞ φ = θ ± and φ(x 0 ) = (θ + + θ − )/2 is introduced to work in a space of functions that equal zero at infinity. We can put φ = θ, where θ(x) is the solution of (4.10), and represent T as T = φ + Θ, where Θ ∈ E Θ 1 . Then we define the product spaces We consider now the operator linearized with respect to (u,c) about the solution of system without convection, that is, u 0 = (θ(x),0,0) ∈ E, c 0 ∈ R, and R = 0: 18) acting from E × R to Z. It should be shown that it satisfies the Fredholm property, that its index equals zero, and that the kernel is empty. Then its invertibility in the subspace E Θ × R will follow. We introduce the corresponding limiting operator L ± : E → Z to study the Fredholm property of the operator L: It can be easily shown that the problem L ± u = 0 has only zero solution. Therefore the operator L is normally solvable with a finite-dimensional kernel [21] . It remains to study M. Belk et al. 189 solvability for the problem L(u,c) = ( f ,g,h) where f ,g,h ∈ C (δ) (Ω). We will solve each equation one after another.
The Its solution is unique up to a constant factor, and positive [14, 20] . Therefore for any g ∈ C (δ) (Ω) there exists a solution (u,c) of the equation
This proves the solvability of problem (4.22) . Thus the operator L : E Θ × R is invertible. This proves the applicability of the implicit function theorem and Theorem 1.1 in the bistable case.
Monostable case.
We consider now the monostable case which provides different properties of solutions for the stationary problem. We suppose that the wave speed is fixed, c = c * , where c * is some value such that c * > 2 κF (θ + ). We will also impose some additional condition on the width l of the strip (see Remark 4.2).
We consider now the problem linearized with respect to u about the solution u 0 = (θ(x),0,0) ∈ C (2+δ) is a Fredholm operator with a positive index [5] . We will show that the codimension of its image equals zero, that is, there are no solvability conditions. The corresponding homogeneous adjoint problem is 
