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Space robot armAbstract Cooperative target identification is the prerequisite for the relative position and orienta-
tion measurement between the space robot arm and the to-be-arrested object. We propose an on-
orbit real-time robust algorithm for cooperative target identification in complex background using
the features of circle and lines. It first extracts only the interested edges in the target image using an
adaptive threshold and refines them to about single-pixel-width with improved non-maximum sup-
pression. Adapting a novel tracking approach, edge segments changing smoothly in tangential
directions are obtained. With a small amount of calculation, large numbers of invalid edges are
removed. From the few remained edges, valid circular arcs are extracted and reassembled to obtain
circles according to a reliable criterion. Finally, the target is identified if there are certain numbers of
straight lines whose relative positions with the circle match the known target pattern. Experiments
demonstrate that the proposed algorithm accurately identifies the cooperative target within the
range of 0.3–1.5 m under complex background at the speed of 8 frames per second, regardless of
lighting condition and target attitude. The proposed algorithm is very suitable for real-time visual
measurement of space robot arm because of its robustness and small memory requirement.
 2015 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In space station, robot arms1–4 are used to reach out from space
shuttles to deploy, maneuver and capture payloads. For
instance, they deploy and capture satellites, support spacewalk-
ing astronauts and help assemble the space station. All of these
performances consist of three stages: object capturing, moving
and releasing. During the capturing and releasing process, the
Fig. 2 Cooperative target.
1452 Z. Wen et al.space robot arm keeps calculating its relative position and ori-
entation to the to-be-captured object and adjusting its moving
path. As shown in Fig. 1, a cooperative target5,6 and a
to-be-arrested device are fixed on the object; a visual sensor
(hand-eye camera) and an arresting device are placed on the
space robot arm. The hand-eye camera takes images of the
cooperative target, calculates their relative position and orien-
tation using visual measurement methods and then transfers
it to the POS (position and orientation) between the arresting
and to-be-arrested device. According to the POS parameters,
the moving path of the space robot arm is planned.
In order to precisely control the moving trajectory, the
camera must calculate the POS between the arm and the object
on orbit and in real-time. The initial step of POS calculation is
identifying the cooperative target on the object. However, in
order to guarantee the flexibility of the robot arm, the size
and weight of the hand-eye camera are limited. Therefore,
the chips inside the camera, including DSPs (Digital Signal
Processors), FPGA (Field Programmable Gate Array) and
MCU (Micro Controller), should also have limited size and
weight. Performing in outer space, the chips in the camera
must have low power supply, resist radiation and high-speed
particles and endure large temperature range (lower than
minus 100 to more than 120 C). Chips meeting these require-
ments have lower speed and less memory storage than civil
products.7 Hence, the minimization of computational cost in
target identification is a constant focus. Another obstacle is
that the target background is complex. Various objects may
appear in the background, including planet, star, spaceship
and tool box. In day-light, the target is probably backlighted
and the light intensity may be too weak, too strong or uneven.
The metal on the space robot arm, satellite or spaceship is
likely to generate glittering spots in the image.
Fig. 2 represents the cooperative target we use to calculate
the relative POS parameters. It is painted by two flat paints,
one black as the background and one white as the foreground.
The pattern in the foreground consists of a ring, three lines and
three dots. The ring and lines are designed for identification.
Because circles rarely appear in outer space, the ring reduces
the misidentification rate of the target. The dots are for POS
measurement. Make point O the target center and column
OA with dot A on its top is perpendicular to the target plane.
Dots A, B and C consist of an isosceles triangle, with A as the
vertex. Using the image coordinates of the centroids of the
three dots, the POS between the space robot arm and the
object is calculated by perspective-three-point (P3P) algorithm.
Using the characteristics of circle and lines, we propose an
on-orbit real-time robust algorithm that identifies this cooper-
ative target in complex background. The proposed algorithmFig. 1 Space robot arm capturing an object.first extracts the interested single-pixel-width edges using an
adaptive threshold and improved non-maximum suppression.
The memory amount is substantially decreased because a large
number of irrelevant edges are ignored in this step. Then it fol-
lows a novel tracking algorithm to cluster pixels which change
smoothly in tangential directions. According to a reliable crite-
rion, the circles are retrieved with a small amount of computa-
tion and time. Then we set up two different sized square
boundaries around each circle and detect straight lines in their
complement areas. Finally, the cooperative target is identified
if there are certain numbers of straight lines whose relative
positions with the circle match the known target pattern.
The proposed algorithm works in real-time and has a high
accuracy rate. Regardless of lighting condition, distance and
target attitude, it accurately identifies the target in complex
background. Most importantly, it uses a very small amount
of memory and can be easily deployed on DSPs. Therefore,
it is very suitable for real-time robotic applications, such as
POS measurement of space robot arm and robotic arms’
manipulating objects on a production line.
2. Related work
During the middle 20th century to the early 21st century, var-
ious cooperative targets are used in space by different coun-
tries. Advance video guidance sensor (AVGS)8,9 is the most
widely used cooperative target on orbital vehicles by the Uni-
ted States of America. To identify it, two lasers of different
wavelengths are used to illuminate the target. One passes
through the filter in front of the retro-reflectors on the target
and generates the foreground image; the other is absorbed
by the filters and produces the background image. Then the
foreground image subtracts the background image thresholds
the result, leaving an image with only the target’s retro-
reflectors visible. AVGS determines the retro-reflectors’ cen-
troids and calculates the target’s pose by solving the
perspective-N-point problem. However, it is not suitable for
visual measurement of space robot arm because of the huge
size of AVGS. And its requirement of two lasers as the illumi-
nation sources increases the burden of hardware design of the
hand-eye camera. When the Chinese Tiangong-1 performed
docking with the Spaceships Shenzhou, 9 and 10, a cross target
was used. In manual mode, it was identified by human eye; in
automatic mode, it was identified using a laser and radar sys-
tem. In only visual light, a cross target can be easily misiden-
tified because lines appear constantly in outer space. And
because the target is two-dimensional, it cannot be used to
measure the six degrees of freedom (DOF) POS between an
object and the space robot arm. Japanese Engineering Test
Satellite-7(ETS-VII)10 used a three-point non-coplanar marker
On-orbit real-time robust cooperative target identification in complex background 1453and a two-point marker. The six parameters of relative
position and orientation are measured from the three-point
marker, while five parameters except yaw information are
measured from two-point marker. However, their recognition
process depends on commands from the ground.
Two of the main steps in identifying a target are feature
extraction and supervised machine learning. Most popular fea-
ture detection methods include scale invariant feature trans-
form (SIFT),11 Histogram of oriented gradient (HOG)12 and
wavelet transform (WT).13 Widely used machine learning
methods include neutral network, Markov random field and
support vector machine. It is practical to perform machine
learning off-line on the ground to obtain the feature vector
of the cooperative target in Fig. 2, but it is unpractical to
extract features using the above methods on-orbit in real time
in outer space. The computational amount is the barrier,
because the storages of hardware14 that tolerate radiation,
high-speed particles, large temperature range and low-power
supply are limited. Detecting symmetry15 can be another
approach, but it is far from real-time. The computational cost
is huge because the gradient product transform calculates the
symmetry score of every point from a minimum radius to a
maximum radius. And the method fails to detect the target if
the chosen parameter which indicates the radius of the symme-
try region is much larger than the actual value.
To identify the target in Fig. 2, we use a combination of cir-
cle and lines, and circle detection is the key. Traditionally, the
most popular circle detection techniques are based on the
famous circle Hough transform (CHT); however, these tech-
niques are very slow and memory-demanding and produce
many false detections. To overcome the limitations of the clas-
sical CHT-based methods, many variants have been proposed
including randomized HT16, GPU rasterizer17 and local vot-
ing.18 All these methods try to correct different shortcomings
of CHT but are still memory-demanding and slow to be of
any use in real-time applications. Apart from the CHT-based
methods, there are several circle detection algorithms based
on other methods including clonal selection algorithm
(CSA)19, center clustering20 and electro-magnetism optimiza-
tion21, but they are still far from being real-time. The authors’
research group proposes a real-time robust algorithm for circle
detection based on the circle-fitting technique presented by WuFig. 3 Architecture of thJianping.22 The new algorithm has a lower false detection rate,
a higher detection speed and a smaller memory amount.
3. Overview of the proposed algorithm
The general idea of the proposed algorithm is to identify circles
in the image and then identify the target by selecting the one
that has straight lines beside the circle.
As presented in Fig. 3, it follows several steps to recognize
the cooperative target in a given image. First, a 5  5 Gaussian
filter with d= 1.0 is hired to reduce noises. Then, it extracts
edges by adaptive thresholding and improved non-maximum
suppression. The adaptive thresholding keeps only the inter-
ested edges and ignores a large amount of irrelevant edges in
the background. The improved non-maximum suppression
refines the edges to mostly single-pixel-width. Taking advan-
tage of the circular edge’s smooth change in tangential direc-
tion, a unique edge tracking method is performed. Then we
detect circles by invalid edge removal, valid arc extraction
and circle reassembly. A large number of invalid edges are
removed by applying the principle that the mid-
perpendiculars of two chords on the same circle intersect at
the center of the circle. According to a reliable validation cri-
terion, valid circular arcs are extracted and reassembled.
Acquiring the circles, we identify the target by choosing the
correct circle. Two different sized square boundaries are set
around each circle according to its radius and center. We
detect lines in the complement area of the two squares by
adopting least square line fitting. The cooperative target is
identified if there are certain numbers of lines whose relative
positions with the circle match the known target pattern.
The following sections will discuss the main steps of the
proposed algorithm in detail.
3.1. Edge extraction
The background of the cooperative target is complex. When
the lighting condition, background or distance varies, the
amount and strength of the edges in the image are different.
Take lighting condition for instance. As shown in Fig. 4, both
of the amount and strength of the edges grow as the lightinge proposed algorithm.
Fig. 4 Images of cooperative target under different lighting conditions.
Fig. 5 Gradient magnitude histogram.
1454 Z. Wen et al.intensity increases. Fig. 5 shows the gradient magnitudes his-
togram of the Gaussian-smoothed images 1, 2, 3, 4 in Fig. 4.
Peak 1, the largest peak appears near the origin and corre-
sponds to smooth areas. After Peak 1, the curves continue to
fluctuate, and generate the second largest peak Peak 2, the
third largest peak Peak 3 and other smaller peaks. After Peak
3, the curves gradually decrease and approach approximately 0
when the gradient magnitude becomes 35. With the increase of
the illumination intensity, the fluctuations after the largest
peak decrease and the overall distributions of the histogram
become more average.
For the cooperative target identification, we aim to keep the
target edge while removing other irrelevant edges in the back-
ground. As shown in image 1 in Fig. 4, the strengths of the tar-
get edges are weaker than those of the edges in the background
due to uneven illumination intensity. From Fig. 4, it is clear
that excessive irrelevant edges appear when the lighting is
strong, thus leading to the increase of time and storage capac-
ity in the subsequent steps. Therefore, the key of edge extrac-
tion is to remain the edges of interest.
The well-known Canny23 algorithm thinks that the propor-
tion of edge pixels in a given image belongs to a certain inter-
val, hence detecting excessive irrelevant edges. We calculate the
gradient magnitude using Sobel operator, use an adaptive
threshold to extract rough edges and then use improved non-
maximum suppression to refine the edges. The adaptive thresh-
old saves the target edges and removes a large amount of use-
less background edges; the improved non-maximum
suppression has better refining effects. Fig. 6 gives a compar-
ison of the edges obtained from Fig. 4 by Canny and our edge
extraction algorithm.
As shown in Fig. 6(a), most of the edges extracted cvCanny
are not single-pixel-width; the number of edges increases
rapidly as the lighting becomes stronger. Fig. 6(b) shows that
the edges generated using the proposed edge extraction algo-rithm are mostly single-pixel-width. In each of the 4 lighting
conditions, the target edges remain clear, whereas the number
of background edges is relatively smaller than that of cvCanny.
The adaptive thresholding and the improved non-maximum
suppression are explained in detail as follows.3.1.1. Adaptive thresholding
Having performed Gauss smoothing and edge strength calcu-
lation, the gradient magnitude of each pixel g(x, y) is obtained:
gðx; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g2x þ g2y
q
ð1Þ
where gx and gy are the gradient of pixel (x, y) in X direction
and Y direction, respectively.
As shown in Fig. 5, the majority of the pixels in a given
image have low gradient magnitudes and the probability shows
a decreasing trend as the magnitude increases. Therefore, as
shown in Fig. 7, we non-uniformly discretize the gradient mag-
nitude percentage histogram. Make Gmax and Gmin the largest
and smallest gradient magnitude in a given picture. The
magnitude of an image can be divided into several non-
uniform intervals: [Gi+1, Gi] (i= 0, 1, . . ., n), where G0 = Gmax
and Gi+1 = (Gi + Gmin)/2 (i= 1, 2, 3, . . ., n); therefore, the
probability of each interval Hi (i= 0, 1, . . ., n) can be
calculated.
Let Hedge be the percentage of pixels that would be classi-
fied as edges and Hsmooth the smooth areas. Hedge and Hsmooth
are determined by Hi (i= 0, 1, . . ., n):
Hedge ¼
X3
i¼0
Hi
Hsmooth ¼ 1
X5
i¼0
Hi
8>><
>>:
ð2Þ
As mentioned in Section 1, the target is painted by two flat
paints. The reflectivity of the white paint is above 60%, and
that of the black one is under 10%. Because of such diffuse
reflection, the gradient magnitudes of the target edges are rel-
atively strong. It is clear from Fig. 7 that G4 is a medium strong
gradient-magnitude. According to the values of Hedge and
Hsmooth, an adaptive gradient-magnitude threshold is chosen
by multiplying different coefficients with G4.
As shown in Table 1, the highest threshold is chosen when
the proportions of the edge pixels Hedge are greater than 20%
and those of the smooth pixels are lower than 70%. In these
situations, the gradient magnitude distributions are similar to
the green curve in Fig. 5. It indicates that the target edges
are quite strong, hence we multiply G4 with a high coefficient
as the threshold. The case 7 in Table 1 indicates that more than
Fig. 6 Edge maps using cvCanny and the proposed algorithm.
Fig. 7 Discretization of gradient magnitude.
Table 1 Gradient-magnitude threshold choosing criterion.
Case Hsmooth Hedge TG
1 2[0, 0.7) 2[0.2, 1] 2G4
2 2[0.1, 0.2) 1.8G4
3 2[0, 0.1) 1.6G4
4 2[0.7, 0.9) 2[0.2, 1] 1.4G4
5 2[0.1, 0.2) 1.2G4
6 2[0, 0.1) G4
7 2[0.9, 1) 2[0, 0.1] 0.8G4
Fig. 8 Dividing diagram along gradient direction.
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10% pixels have relatively strong magnitude gradients. That
means the target edges have medium gradient magnitudes as
Image 1 in Fig. 4. Therefore, the lowest threshold is chosen.
Given an image, an adaptive threshold TG is calculated
using Table 1 and pixels whose gradient-magnitudes are
greater than TG are extracted as edges.
3.1.2. Improved non-maximum suppression
In order to generate single-pixel-width edges, an improved
non-maximum suppression method has been proposed. Its
basic idea is to change the weighting coefficients of the com-
paring points to obtain local maximum. As shown in Fig. 8,
we divide all the edge pixels into 4 cases according to their gra-
dient in X direction gx and Y direction gy.
Let the current edge pixel be (x, y) and its gradient magni-
tude be g(x, y). In each of the 4 cases, we choose different 4
pixels in the 8 neighborhood of (x, y) as comparing points.
Make gi (i 2 [1, 4]) the gradient magnitude of the comparing
points and w a weighted coefficient which will be mentioned
later.In Table 2, both coefficient k1 and k2 are at the interval of
(0, 1]. Edges become thinner as their values decrease and will
be broken if they decrease to a certain extent.
Let w be the weighted coefficient, g12 be the weighted aver-
age values of g1 and g2, and g34 be the weighted average value
of g3 and g4. Using Eq. (3), we obtain the values of g12 and g34.
g12 ¼ wg1 þ ð1 wÞg2
g34 ¼ wg3 þ ð1 wÞg4

ð3Þ
Table 2 Values for magnitude gradient of comparing points and weighted coefficient in 4 cases.
Case Gradient value Parameter value
gx gy |gy|/|gx| g1 g2 g3 g4 w
1 >0 <0 g(x+ 1, y+ 1) g(x+ 1, y) g(x  1, y  1) g(x  1, y) k2|gy|gx|
2 >0 >0 g(x  1, y  1) g(x, y  1) g(x+ 1, y+ 1) g(x, y+ 1) k1|gx|gy|
3 <0 >0 g(x+ 1, y  1) g(x, y  1) g(x  1, y+ 1) g(x, y+ 1) k1|gx|gy|
4 <0 <0 g(x+ 1, y  1) g(x+ 1, y) g(x  1, y+ 1) g(x  1, y) k2|gy|gx|
1456 Z. Wen et al.If the gradient magnitude of the current pixel g(x, y) is greater
than both g12 and g34, this point is defined as a true edge pixel
and is remained; otherwise, the point is not an edge pixel and
removed.
As shown in Fig. 9(a), using the convolution of 2-
dimensional Gauss template and a perfect circle as the original
image, Fig. 9(b) and Fig. 9(c) are the results obtained by algo-
rithm in Ref. 24 and the proposed algorithm, respectively.
Fig. 9(d) and Fig. 9(e) are the local images of Fig. 9(b) and
Fig. 9(c). The edges obtained by the traditional method are
wider. Most edges are not single-pixel-width, especially on
left-top, left-bottom, right-top and right-bottom. However, most
of the edges obtained by our algorithm are single-pixel-width.
3.2. Edge tracking
After edge extraction, we cluster the edge pixels. As shown in
Fig. 10(a), the arc on the target is no longer complete when the
column in the target center blocks part of the arc. Fig. 10(b) is
the edges extracted from Fig. 10(a) and Fig. 10(c) is the local
image of Fig. 10(b). From the two red circles in Fig. 10(c), it
is clear that the inner and outer edges of the ring on the target
are connected into one edge because of the occlusion. Circular
edges change smoothly in tangential directions; hence, a novel
edge tracking technique is proposed to break the edges at the
points which change abruptly in tangential directions.
Fig. 10(d) shows the result of edge tracking using the proposed
method and Fig. 10(e) is the local image. It is clear from
Fig. 10(e) that our tracking strategy disconnects the edge
where the arc is blocked, therefore reducing the difficulty of
subsequent circle detection. (In order to show the trackingFig. 9 Results of different non-m
Fig. 10 Blocking of arresults more clearly, the first and last points of each edge is
not drawn in Fig. 10(d) and Fig. 10(e).) The following
describes the steps of our edge tracking strategy in detail.
For each edge point P(x, y), we define that its adjacent
points are in the 8 directions as shown in Fig. 11. Based on this
definition, our edge tracking follows the steps as below to clus-
ter edge pixels:
Step 1. Find the start point. Start at the left-top of the given
image and search the first untracked edge pixel from left to
right, from up to down. This point is the top of an edge and
is denoted as StartP.
Step 2. Find the second. Search the next untracked edge
point in the 0–3 directions of StartP, because direction 4–
7 have already been searched in Step 1. If a new point is
found, we define it as SecondP; if not, delete StartP because
it is an isolated pixel and turn to Step 1.
Step 3. Track point by point. Make CurrentP the current
point, SeachDir the searching direction from the last point
to CurrentP and Avedir the average value of the search
directions of last n points. As shown in Fig. 12, search
for the next edge point still on SearchDir that is direction
D1. If there is no untracked edge point, look for one clock-
wise from direction D2 to D7 in turn; however, do not
search in those directions, if the difference between Avedir
and search direction is greater than 2 and more than a
minimal pixel length, say, 10 pixels have been tracked from
StartP to CurrentP. If an untracked edge point is found on
the required directions as above, pass the coordinate value
of this point to CurrentP and turn to Step 3. If not, turn to
Step 4 because the edge has ended.aximum suppression methods.
c by target column.
Fig. 11 Eight directions from P(x, y) to its adjacent points.
Fig. 13 Schematic of invalid edges removal.
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longer than ten pixels, output the coordinates of all the
points on the edge from StartP to the end.
3.3. Circle detection
After clustering edge pixels, circles in the image are identified
with a very small amount of computational cost by 3 steps. Ini-
tially, a large amount of invalid edges are easily removed using
the principle that the mid-perpendiculars of two chords on the
same circle intersect at the center of the circle. Then each of the
remained edges is split into two halves and fitted into a circle
respectively. If the fitting results of the two halves are similar,
the edge is identified as a circular one. Lastly, we reassemble
the edges that belong to the same circle. Each of the three steps
will be discussed in detail in the following section.
3.3.1. Invalid edge removal
As shown in Fig. 13, edge E is split into E1 and E2 from the
middle. P1, P2 and P3 are the first point, midpoint and last
point of E1 respectively; P4, P5 and P6 are the first point, mid-
point and last point of E2 respectively. l1 is the mid-
perpendicular of chord P1P2, and l2 is that of chord P2P3. l1
and l2 intersect at point Pc1, and the Euclidean distance
between Pc1 and P2 is Rc1. l3 is the mid-perpendicular of chord
P4P5 and l4 is that of chord P5P6. l3 and l4 intersect at point Pc2
and the Euclidean distance between Pc2 and P5 is Rc2.
If edge E is an ideal circular edge, Pc1 and Pc2 will overlap
at the center of the circle, and both Rc1 and Rc2 will be equal to
the circle’s radius. In actual situation, Pc1 and Pc2 do not coin-
cide in the center of the circle, but are very close to each other.
Likewise, Rc1 and Rc2 are approximately the same as the
radius.
Assuming that n is the length of edge E and {(xi, yi), i 2 [1,
n]} denotes the coordinates of the pixels on edge E, the coordi-
nates of P1 to P6 are shown in Table 3. Symbol b c in Table 3
means rounding down, i.e. byc is the largest integer that does
not exceed y.
Using the above coordinates, the linear equations of l1, l2, l3
and l4 areFig. 12 Point by point edge tracking directions.l1 : y ¼ a1xþ b1 a1 ¼  xP1xP2yP1yP2 ;

b1 ¼ 12 yP1 þ yP2  a1ðxP1 þ xP2 Þ
 
l2 : y ¼ a2xþ b2 a2 ¼  xP2xP3yP2yP3 ;

b2 ¼ 12 yP2 þ yP3  a2ðxP2 þ xP3 Þ
 
l3 : y ¼ a3xþ b3 a3 ¼  xP4xP5yP4yP5 ;

b3 ¼ 12 yP4 þ yP5  a3ðxP4 þ xP5 Þ
 
l4 : y ¼ a4xþ b4 a4 ¼  xP5xP6yP5yP6 ;

b4 ¼ 12 yP5 þ yP6  a4ðxP5 þ xP6 Þ
 
8>>>>>>>>>>>>><
>>>>>>>>>>>>:
ð4Þ
where ai (i 2 [1, 4]) and bi (i 2 [1, 4]) are the slope and intercept
of li, respectively.
If l1 and l2 are collinear, i.e. the angle between them is smal-
ler than 10 then l1 is approximately parallel to l2. Hence E is
not a circular edge because the intersection of l1and l2 is too far
away. Likewise, E is not a circular edge if l3 and l4 are colli-
near. If l1 and l2 are not collinear and neither are l3 and l4,
Pc1, Pc2, Rc1 and Rc2 are calculated:
ðxPc1 ; yPc1Þ ¼  b1b2a1a2 ; a1xPc1 þ b1
 
;
Rc1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxP2  xPc1Þ2 þ ðyP2  yPc1Þ2
q
ðxPc2 ; yPc2Þ ¼  b3b4a3a4 ; a3xPc2 þ b3
 
;
Rc2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxP5  xPc2Þ2 þ ðyP5  yPc2Þ2
q
8>>>><
>>>>:
ð5Þ
Define parameters S1, S2, S to describe the similarities
between Pc1, Rc1 and Rc2, Pc2:
S¼S1 S2¼ 12jRc1Rc2j
Rc1þRc2
 	
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxPc1 xPc2 Þ2þðyPc1 yPc2 Þ2
q
Rc1þRc2
0
@
1
A
ð6Þ
For a perfect circle, parameters S1, S2 and S are all equal to 1.
Therefore, if S1, S2 2 (0, 1] and S 2 (k3, 1], where {k3 2 R|
k3 > 0, k3 < 1}, E is likely to be a circular edge. We save
the edges that meet these requirements and remove those that
do not. In this way, a large amount of invalid edges are
removed with a small amount of time and calculation.
3.3.2. Valid arc extraction
Each of the remained edge E is divided into E1 and E2 from the
middle, as shown in Fig. 14. Then we use least square fitting
method to fit E1 into a circle, and E2 likewise. Pc1 and Rc1
are the center and radius of E1 respectively; Pc2 and Rc2 are
the center and radius of E2 respectively. If the fitting results
of E1 and E2 are similar, the entire edge E is fitted to a circle.
Table 3 Coordinates of P1–P6.
Point P1 P2 P3 P4 P5 P6
Coordinate ðxP1 ; yP1 Þ ðxP2 ; yP2 Þ ðxP3 ; yP3 Þ ðxP4 ; yP4 Þ ðxP5 ; yP5 Þ ðxP6 ; yP6 Þ
Value (x1, y1) (xbn/4c, ybn/4c) (xbn/2c, ybn/2c) (xbn/2c+1, ybn/2c+1) (xb3n/4c, yb3n/4c) (xn, yn)
Fig. 14 Schematic of valid edges extraction.
1458 Z. Wen et al.Pc and Rc are its center and radius, respectively. Take an edge
E as an example and the circle fitting procedure is shown in
Fig. 14.
Make n the length of edge E. For each point (xi, yi), i 2 [1,
n] on E, the following equation stands:
ðx xPcÞ2 þ ðy yPcÞ2 ¼ R2c ð7Þ
Make a= 2xPc, b= 2yPc, c = xPc2 + yPc2Rc2, hence
another form of the above equation is
x2 þ y2 þ axþ byþ c ¼ 0 ð8Þ
The fitting results are obtained by calculating the values of
a, b and c. Therefore, we set up an objective function F(a, b, c):
Fða; b; cÞ ¼
Xn
i¼1
ðx2i þ y2i þ axi þ byi þ cÞ
2 ð9Þ
When F(a, b, c) reaches its minimum, the corresponding values
of a, b and c are the best choice. Hence, we calculate the partial
differentials of F(a, b, c) to a, b and c respectively and let all the
results be 0:
@F
@a
¼
Xn
i¼1
2ðx2i þ y2i þ axi þ byi þ cÞxi ¼ 0
@F
@b
¼
Xn
i¼1
2ðx2i þ y2i þ axi þ byi þ cÞyi ¼ 0
@F
@c
¼
Xn
i¼1
2ðx2i þ y2i þ axi þ byi þ cÞ ¼ 0
8>>>>><
>>>>>>:
ð10Þ
Using elimination method, we derive the following results:
a ¼ T2T5  T3T4
T1T4  T22
b ¼ T1T5  T2T3
T22  T1T4
c ¼ 
Xn
i¼1
ðx2
i
þy2
i
Þ þ a
Xn
i¼1
xi þ b
Xn
i¼1
yi
n
8>>>>><
>>>>>:
ð11Þ
where coefficients Ti (i = 1, 2, . . ., 5) are
T1 ¼ n
Xn
i¼1
x2i 
Xn
i¼1
xi
Xn
i¼1
xi
T2 ¼ n
Xn
i¼1
xiyi 
Xn
i¼1
xi
Xn
i¼1
yi
T3 ¼ n
Xn
i¼1
x3i þ n
Xn
i¼1
xiy
2
i 
Xn
i¼1
ðx2i þ y2i Þ
Xn
i¼1
xi
T4 ¼ n
Xn
i¼1
y2i 
Xn
i¼1
yi
Xn
i¼1
yi
T5 ¼ n
Xn
i¼1
x2i yi þ n
Xn
i¼1
y3i 
Xn
i¼1
ðx2i þ y2i Þ
Xn
i¼1
yi
8>>>>>>>>>>><
>>>>>>>>>>>:
ð12ÞThe center point and radius of the fitted circle are calcu-
lated from a, b and c:
ðxPc ; yPcÞ ¼ 
a
2
;  b
2
 	
Rc ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2 þ b2  4c2
p
2
8>><
>>:
ð13Þ
A relative standard deviation is defined as below to indicate
the computational accuracy:
rc ¼ 1
Rc
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
jðxi  xPcÞ2 þ ðyi  yPcÞ2j
n
vuuut
ð14Þ
If rc < k4Rc where k4 is a constant and k4 2 (0, 1), it means
that the edge points fall around the circle defined by center
Pc and radius Rc closely, and E is likely to be a circular edge.
If not, E is not likely to be a circular edge.
If both the standard deviations of E1 and E2 meet the above
requirement, use Eq. (6) to calculate the similarity coefficients
S1, S2 and S. If S1, S2 2 (0, 1] and S 2 [k5, 1] where constant
k5 2 (0.7, 1), E1 and E2 belong to the same circle. Then the final
results, center Pc and radius Rc, are obtained by fitting the
entire edge E using least square fitting method.
3.3.3. Circle reassembly
Some of the above extracted valid arcs belong to the same cir-
cles, because an entire arc is probably divided into several sec-
tions at the edge extraction or clustering stage. Use Eq. (6) to
obtain these edges and reassemble them to a bigger pixel clus-
ter, then calculate the new fitting results using Eq. (13). This
will eliminate duplicate circle information and results in more
accurate parameters for the circle.
Next, some of the unwanted circles are removed if they
meet either of the following 2 conditions:
1. The ratio of the radius of the fitted circle to the width of the
target image is bigger than 1/5 or less than 1/100. This is
because that the distance between the target and the
hand-eye camera is in the range of [0.3, 1.5] m.
On-orbit real-time robust cooperative target identification in complex background 14592. The length of the edge is less than 1/4 of its fitted circle’s
perimeter. The arc on the target is a complete circle under
most circumstances; hence we do not identify minor arcs
as circles.3.4. Target identification
Even through circles rarely appear in space station, it is not
practical to identify the cooperative target only by circle detec-
tion. We improve the accuracy of target identification by
detecting the straight lines on the target. The line detection is
first assisted by boundary setting.
3.4.1. Boundary setting
For each detected circle, two differently sized square bound-
aries are set around it as shown in Fig. 15. Once the coopera-
tive target is manufactured, the physical sizes of the circle, lines
and dots are known. Here some symbols are defined to
describe them. Make R the inner radius of the ring with W
as its width, D the distance between the target center and the
end of the lines and D a constant determined by the size of
the target. By applying the circle detection algorithm described
in Section 3.4, we can easily obtain the circle parameters in a
given target image. They are radius Rc and circle center (xPc,
yPc).
We set up two boundaries using the above parameters, and
(x1, y1) to (x4, y4) are denoted to describe their positions in the
image. (x1, y1) and (x2, y2) are the left top of the larger and
smaller boundaries respectively; (x3, y3) and (x4, y4) are the
right bottom of the smaller and larger boundaries respectively.
According to the pinhole camera model, each point in the
world coordinate is projected on the image plane. Therefore,
the values of (x1, y1) to (x4, y4) are obtained according to geo-
graphical relationships:
ðx1;y1Þ ¼ xc  RcR ðD DÞ cos 45; yc  RcR ðD DÞ sin 45

 
ðx2;y2Þ ¼ xc  RcR ðRþWÞ; yc  RcR ðRþWÞ

 
ðx3;y3Þ ¼ xc þ RcR ðRþWÞ; yc þ RcR ðRþWÞ

 
ðx4;y4Þ ¼ xc þ RcR ðD DÞ cos 45; yc þ RcR ðDDÞ sin 45

 
8>><
>>:
ð15Þ3.4.2. Line detection
In the complement area of the two squares, we perform edge
tracking and save the edges whose lengths are larger than
k6Rc, where {k6 2 R| k6 > 0, k6 < 1}. Fig. 16 displays the
ideal tracking results. The solid lines are the edges tracked in
the complement area, while the dashed lines are the edges out-Fig. 15 Schematic diagram of coordinate calculation.side that area. Then edges in the complement area are fitted
into straight lines using least square fitting method. For each
edge, we calculate rL and d using Eq. (16), which are the rela-
tive standard deviation of the fitting results and the Euclidean
distance from the lines to the circle center respectively.
rE ¼
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
ðyiaxibÞ2
n
vuut
Rc
d ¼ jyc  axc  bjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ a2p
8>>>><
>>>>:
ð16Þ
If the distance d is smaller than k7Rc, where k7 is a constant
and {k7 2 R| k7 > 0, k7 < 1}, it means that the edge is close
to circle center. If the deviation rE is less than 1, it means
the edge is a straight line. An edge that meets both require-
ments is identified as a straight line on the target.
As shown in Fig. 16 and Fig. 4 straight lines, No. 1–4, are in
the complement areas of the 2 boundaries in ideal situation;
however, in actual situation, it is not the case. Illumination
may be uneven, too strong or too week. Glittering spots may
appear in the target image. The straight lines may be jagged
when looked closely because of the manufacturing. Therefore,
straight lines on the target are probably broken or curved due
to various reasons. A figure is identified as the cooperative tar-
get if 2–6 such lines are found.
4. Experiments
In order to validate the target recognition algorithm, we con-
ducted experiments from 3 aspects: circle detection, line detec-
tion and target recognition.
4.1. Circle detection
We fixed the cooperative target on the to-be-arrested device.
The hand-eye camera on the space robot arm took the images
of the target as the distance between them varies from 1.5 m to
0.3 m. Fig. 17(a) shows the original target images when the dis-
tances are at 1.5 m, 0.9 m, 0.6 m and 0.3 m respectively. Fig. 17
(b)–Fig. 17(d) demonstrate the performance of 3 different cir-
cle detection algorithms on these target images. The running
times were measured in a PC with a 3.4 GHz Intel (R) Core
(TM) i3-2130 CPU and 1.96G SDRAM. The size of each
image is 1024  1024 pixels.
As shown in Fig. 17(b), cvHough detected a small amount of
circles in each image, whereas a false circle was detected in the
second image. FromFig. 17(c), it is clear that the algorithm pro-
posed by Wu Jianping16 detected more than 10 circles in each
image anda large proportion of circles are false. Fig. 17(d) showsFig. 16 Edges in complement area of two boundaries.
1460 Z. Wen et al.the detection results obtained by our algorithm. It detected the
ring on the target accurately and ignored a large number of
the circles in the background. No false circle was detected.
Table 4 dissects the running time of the proposed circle
detection algorithm for each image in Fig. 17 and we compares
it with cvHoughCircles and the algorithm proposed in Ref.22.
Clearly, our algorithm runs real-time for hand-eye camera
input sizes of 1024  1024 with much of the time spent on edge
detection and clustering of edge pixels rather than circle detec-
tion. The proposed algorithm is approximately 1.33 times fas-
ter than cvHoughCircles and 1.96 times faster than the
algorithm proposed by Wu Jianping.Fig. 17 Circle detection result4.2. Line detection
Having obtained the center and radius of each detected circle
in a given image, we set up two square boundaries around each
circle as mentioned in Section 4.1. Take the third image in
Fig. 17(a) as an example; two circles were detected as shown
in Fig. 18(a) and Fig. 18(b) is its local image. Table 5 gives
the parameters of the 2 detected circles as well as the left-top
and right-bottom corners of the 2 squares beside each circle.
Fig. 18(c) shows the enlarged image of edges detected in the
complement of the 2 different sized squares. Clearly, there
are 10 edges near circle No. 1 and 2 edges near circle No. 2.s with different algorithms.
Table 4 Dissection of running time with different circle detection algorithms.
Distance (m) The proposed circle detection algorithm (ms) cvHoughCircles (ms) Wu Jianping’ algorithm (ms)
Edge detection Edge tracking Circle detection Total
1.2 21.7 9.5 4.8 36.1 42.8 78.2
0.5 22.1 9.7 4.7 36.4 47.4 62.5
0.4 21.8 8.8 4.1 34.7 46.3 63.3
0.3 21.6 10.2 5.2 36.9 54.6 78.6
Fig. 18 Straight line detection results.
Table 5 Parameters of detected circles and two squares near them.
Pixel
Circle Center Radius (x1, y1) (x2, y2) (x3, y3) (x4, y4)
No. 1 (370.3, 456.0) 49.2 (279.2, 366.2) (309.5, 396.5) (430.5, 517.5) (460.8, 547.8)
No. 2 (560.5, 641.4) 9.1 (543.2, 625.2) (548.8, 630.8) (571.2, 653.2) (576.8, 658.8)
Fig. 19 Recognition results of different distances (distance: 1.5 m, 0.9 m, 0.6 m, 0.3 m).
On-orbit real-time robust cooperative target identification in complex background 1461Using the criterion mentioned in Section 3.4.2, 4 straight lines
were discovered near circle No. 1 and none near circle No. 2, as
shown in Fig. 18(d). Therefore, circle No. 1 was identified as
the cooperative target. For this image, it took 13.4 ms to per-
form Gauss smoothing; 34.7 ms to detect circles and 4.8 ms to
detect the straight lines near circles. In total, it took 53.0 ms for
our algorithm to recognize the cooperative target.
4.3. Cooperative target recognition
To test the robustness of the proposed algorithm, we designed
the experiments from 3 different aspects: distance, lighting
condition and target attitude. Each experiment lasted 3.5 h
with the frame rate set at 8 FPS. No frame was lost during
all the experiments; hence, 100800 frames of images have been
processed in each experiment.In the first experiment, the cooperative target was fixed on
the to-be-arrested device and the hand-eye camera on the space
robot arm took the target images as the distance between them
varies from 1.5 m to 0.3 m. Fig. 19 shows the recognition
results when the distance is at 1.5 m, 0.9 m, 0.6 m and 0.3 m,
respectively. The overall recognition accuracy is at 98.7%.
For the second experiment, the cooperative target and the
hand-eye camera remained relatively static. During the 3.5 h,
we occasionally changed the lighting condition by switching
on or off the fluorescent lamps on the ceiling and opening or
closing the curtains. Fig. 20 shows the recognition results of
the cooperative target when the lighting intensity is very low,
low, medium and high. The total accuracy rate of this experi-
ment is a little lower than the first one, at 97.5%.
The last experiment was aimed at measuring the perfor-
mance of the proposed algorithm as the attitude of the
Fig. 20 Recognition results with different lighting conditions (light intensity: very low, low, medium, high).
Fig. 21 Recognition results when position and orientation of target vary.
1462 Z. Wen et al.cooperative target changes. The relative distance between the
target and the hand-eye camera varied from 0.3 m to 0.6 m
because of the change of attitude. Fig. 21 demonstrates the
recognition results when the target is of different attitudes.
From the first and the second image in Fig. 21, it is clear that
the proposed algorithm recognized the target when the ring on
the target was partially blocked. Even though the ring on the
second image became an ellipse due to the target attitude,
our algorithm still recognized the target accurately. In the last
two images of Fig. 21, the target turned 15 counterclockwise
and 30 clockwise respectively. Due to our straight line detec-
tion strategy, the rotation of the target did not affect the recog-
nition results. In this experiment, 98.5% of the identification
results were correct.
5. Conclusion
(1) An edge extraction algorithm has been proposed. Using
an adaptive threshold, it extracts only the interested
edges and largely reduces the memory amount, and the
edges are mostly single-pixel-width due to improved
non-maximum suppression.
(2) A novel tracking approach is proposed to cluster the
pixels that change smoothly in tangential directions.
(3) With a small amount of calculation and storage, circles
are detected accurately and in real-time.
(4) Using two square boundaries set around each circle to
help detecting lines increases the line detection speed.
(5) A cooperative target identification algorithm is pro-
posed. Regardless of lighting condition and target atti-
tude, it accurately identifies the target within the
distance of 0.3–1.5 m under complex background at
the processing speed of 8 frames per second. It is practi-
cal and effective for visual measurement of space robot
arm and can be easily applied to real-time industrial
robotic applications.Acknowledgement
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