In this work we present a monocular visual odometry (VO) algorithm which leverages geometry-based methods and deep learning. Most existing VO/SLAM systems with superior performance are based on geometry and have to be carefully designed for different application scenarios. Moreover, most monocular systems suffer from scale-drift issue. Some recent deep learning works learn VO in an end-to-end manner but the performance of these deep systems is still not comparable to geometry-based methods. In this work, we revisit the basics of VO and explore the right way for integrating deep learning with epipolar geometry and Perspective-n-Point (PnP) method. Specifically, we train two convolutional neural networks (CNNs) for estimating single-view depths and twoview optical flows as intermediate outputs. With the deep predictions, we design a simple but robust frame-to-frame VO algorithm (DF-VO) which outperforms pure deep learningbased and geometry-based methods. More importantly, our system does not suffer from the scale-drift issue being aided by a scale consistent single-view depth CNN. Extensive experiments on KITTI dataset shows the robustness of our system and a detailed ablation study shows the effect of different factors in our system.
I. INTRODUCTION
The ability for an autonomous robot to know its whereabouts and its surroundings is of utmost importance for tasks such as object manipulation and navigation. Vision-based localisation and mapping is often the preferred choice due to factors such as low cost and power requirements, and it can provide useful complementary information to other sensors such as IMU, GPS, laser scanners, etc. Two broad types of visual localisation methods are: Visual Odometry -the main focus area of this work -and Simulataneous Localisation and Mapping (SLAM). VO methods are useful when the (6DoF) motion of the robot relative to its previous state is of main interest, while visual SLAM is more suited when an accurate robot trajectory and map of the environment are required, and the latter also involves closing loops and relocalizing the robot when tracking is lost and it is re-visiting the same environment again. Moreover, VO is an integral part of SLAM for inter-frame tracking, and more accurate odometry reduces overall drift in localisation, and minimises the need for loop closure and global refinement of the camera trajectory.
Pure multi-view geometry-based VO is reliable and accurate under favourable conditions, such as when there is sufficient illumination and texture to establish correspondence, sufficient overlap between consecutive frames, and when majority of the visible scene is static (few moving objects). Having an accurate estimation of translation scale All authors are with the School of Computer Science, at the University of Adelaide, and Australian Centre for Robotic Vision per-frame is crucial for any monocular VO/SLAM system. However, pure geometry-based VO/SLAM suffer from the scale drift issue. Resolving scale drift usually relies on keeping a scale consistent map for map-to-frame tracking, performing an expensive global bundle adjustment for scale optimization or additional prior assumptions like constant camera height from the known ground plane. Moreover, most monocular systems suffer from a single depth-translation scale ambiguity issue, which means the predictions (structure and motion) are up-to-scale. Recently deep learning based methods have made possible end-to-end learning of camera motion from videos [1] - [5] , or prediction of pose with respect to a scene from a single view [6] - [8] . Also, learning from data allows the deep networks to give predictions associated with real world scale, which solves the scale ambiguity issue. While these learnt systems enable camera tracking/localisation in challenging conditions, these systems fail to provide the reliablility and accuracy of pure geometry based methods in those conditions that favour geometry-based algorithms.
In this work we revisit the basics of geometry-based VO and explore the right way of incorporating deep learning into it. A simple and robust frame-to-frame VO algorithm, named DF-VO, incorporating deep predictions ( Fig. 1) is proposed. We extensively compare our system against both deep learning methods and geometry methods. Moreover, we conduct a detailed ablation study for evaluating the effect of different factors in our system.
II. RELATED WORK
Geometry based VO: Camera tracking is a fundamental and well studied problem in computer vision, with different pose estimation methods based on multiple-view geometry been established [9] [10] . Early work in VO dates back to the 1980s [11] [10] , with a successful application of it in the Mars exploration rover in 2004 [12] , albeit with a stereo camera. Two dominant methods for geometry based VO/SLAM are feature-based [13] - [15] and direct methods [16] , [17] . The former involves explicit correspondence estimation, and the latter takes the form of an energy minimisation problem based on the image color/feature warp error, parameterized by pose and map parameters. There are also hybrid approaches which make use of the good properties of both [18] - [20] . One of the most successful and accurate full SLAM systems using a sparse (ORB) feature-based approach is ORB-SLAM2 [13] , along with DSO [16] , a direct keyframe-based sparse SLAM method. VISO2 [15] on the other hand is a feature-based VO system which only tracks against a local map created by the previous two frames. All of these methods suffer from the previously mentioned issues (including scale-drift) common to monocular geometry-based systems, which we show our proposed method addresses.
Deep learning for VO: For supervised learning, Agrawal et al. [21] propose to learn good visual features from a egomotion estimation task, in which the model is capable for relative camera pose estimation. Wang et al. [22] propose a recurrent network for learning VO from videos. Ummenhofer et al. [23] and Zhou et al. [24] propose to learn monocular depth estimation and VO together in an end-to-end fashion by formulating structure from motion as a supervised learning problem. Dharmasiri et al. [25] train a depth network and extend the depth system for predicting optical flows and camera motion. Recent works suggest that both tasks can be jointly learnt in a self-supervised manner using a photometric warp loss to replace a supervised loss based on ground truth. SfM-Learner [1] is the first self-supervised method for jointly learning camera motion and depth estimation. SC-SfM-Learner [5] is a very recent work which solves the scale inconsistent issue in SfM-Learner by enforcing depth consistency. Some prior work like, UnDeepVO [26] and Depth-VO-Feat [2] , solve the both scale ambiguity and inconsistency issue by using stereo sequences in training, which address the issue of metric scale. [3] , [4] also incorporate optical flow in their joint training framework.
The issue with the above learning-based methods is that they don't explicitly account for the multi-view geometry constraints that are induced due to camera motion during inference. In order to address this, recent works have been proposed to combine the best of learning and geometry to varying extent and degree of success. CNN-SLAM [27] fuse single-view CNN depths in a direct SLAM system, and CNN-SVO [28] initialize the depth at a feature location with CNN provided depth for reducing the uncertainty in the initial map. Yang et al. [29] feed depth predictions into DSO [16] as virtual stereo measurements. Li et al. [30] refine their pose predictions via pose-graph optimisation. In contrast to the above methods, we effectively utilize CNNs for both single-view depth prediction and correspondence estimation, on top of standard multi-view geometry to create a simple yet effective VO system.
III. DF-VO: DEPTH AND FLOW FOR VISUAL ODOMETRY
In this section, we revisit traditional pose estimation methods including epipolar geometry-based and PnP-based methods. We then follow up on the integration of these methods with our learned CNN outputs (Alg.1).
A. Traditional Visual Odometry a) Epipolar Geometry: Given an image pair, (I 1 , I 2 ), the basic method for estimating the relative camera pose is solving essential matrix, E. When 2D-2D pixel correspondences (p 1 , p 2 ) between the image pair are formed, epipolar constraint is employed for solving the essential matrix. Thus, relative pose, [R, t], can be recovered [31] - [33] .
where K is the camera intrinsics. Typically, the 2D-2D pixel correspondences are formed either by extracting and matching salient feature points in the images, or by computing optical flow. However, solving essential matrix for camera pose has some well-known issues.
• Scale ambiguity: translation recovered from essential matrix is up-to-scale. • Pure rotation issue: recovering R becomes unsolvable if the camera motion is pure rotation. • Unstable solution: the solution is unstable if the camera translation is small. b) PnP: Perspective-n-Point (PnP) is a classic method for solving camera pose given 3D-2D correspondences. Suppose the observed 3D points of view 1 and the observed projection in view 2 (X 1 , p 2 ) are given, PnP can be deployed for solving the camera pose by minimizing the reprojection error,
In order to establish the 3D-2D correspondences, we need to (1) estimate the 3D scene structure, (2) match 3D points to 2D pixels by matching features.
B. Deep Predictions for Correspondence
Suppose we have two deep models, M d and M f , for single-view depth estimation and two-view optical flow estimation respectively. Given an image pair, (I i , I i−1 ), M f is employed to estimate the dense optical flow, which gives 2D-2D correspondences. However, the CNN optical flows are not accurate for all the pixels. The accuracy of the 2D-2D correspondences is significant for estimating accurate relative pose. In order to filter out the optical flow outliers, we estimate both forward and backward optical Algorithm 1 DF-VO: Depth and Flow for Visual Odometry Require: Depth-CNN:
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| as a measure to choose good 2D-2D correspondences. We choose optical flows with the least flow inconsistency F to form the best-N 2D-2D matches, (P i , P i−1 ), for estimating the relative camera pose. Comparing to traditional feature-based method, which only use salient feature points for matching and tracking, any pixel in the dense optical flow can be a candidate for tracking. Moreover, tranditional features usually gather visual information from local regions while CNN gathers more visual information (large receptive field) and higher level contextual information, which gives more accurate and robust estimations. We can further estimate 3D structure w.r.t view-i by estimating single-view depths from M d . Knowing the 2D-2D matches and the 3D positions of view-i, 3D-2D correspondences can be built.
C. Deep Predictions for Visual Odometry
Given D i and (P i , P i−1 ), 2D-2D and 3D-2D correspondences can be established. We can solve the relative camera pose either by solving PnP (3D-2D) or essential matrix (2D-2D). Unfortunately, the current state-of-the-art (SOTA) single-view depth estimation methods are still insufficient for recovering accurate 3D structure for accurate camera pose estimation, which is shown in Table II .
On the other hand, optical flow estimation is a more generic task and the current SOTA deep learning methods are accurate and with good generalization ability. Therefore, we can use the 2D-2D matches for solving essential matrix and recovering camera motion instead. Nevertheless, as we mentioned in Sec.III-A, solving essential matrix from twoview carries some well-known issues. We show that we can avoid/resolve the issues by leveraging deep predictions. a) Scale ambiguity: Translation recovered from essential matrix is up-to-scale. However, we can use the CNN depths D i as a reference for scale recovery. First, [R,t] are recovered from solving essential matrix. Then, triangulation is performed for (P i , P i−1 ) to recover up-to-scale depths D i . A scaling factor can be estimated by comparing (D i , D i ). b) Unsolvable/Unstable solution: Pure rotation causes unsolvable essential matrix while small camera motion is an ill-conditioned issue. In order to avoid these two issues, we apply two condition checks. (1) Average flow magnitude: we solve essential matrix only when the average flow magnitude is larger than a certain threshold,δ f = 5, which avoids small camera motion which comes with small optical flows. (2) Check for cheirality condition: There are 4 possible solutions for [R,t] by decomposing E. In order to find the correct unique solution, cheirality condition, i.e. the triangulated 3D points must be in front of both cameras, is checked to remove the other solutions. We further use the number of points satisfying cheirality condition as a reference to determine if the solution is stable.
If the above conditions are not satisfied, the 3D-2D correspondences are used to estimate the camera motion by solving PnP instead. To increase the robustness of the proposed pipeline, we wrap the following steps in RANSAC loops, including essential matrix estimation, scaling factor estimation, and PnP.
IV. CNN TRAINING FRAMEWORK
In this section, we present the deep learning networks and training frameworks we used for learning single-view depths and optical flows.
A. Single-View Depth Network
Depending on the availability of data (monocular/stereo videos, ground truth depths), different depth models can be trained. Throughout the work, we use a standard fully convolutional encoder-decoder network with skip-connections [34] [35] to predict depths.
The most trivial way of training the depth model is using supervised learning [36] - [42] but ground truth depths are not always available for different application scenarios. Recent works have suggested that learning single-view depths (and camera motions) in a self-supervised manner is possible using monocular sequences [1] , [5] or stereo sequences [43] [44] [2] [35] . Instead of using ground truth supervisions, the main supervision signal in the self-supervised frameworks is photometric consistency across multiple-views.
In this work, we follow [35] for training depth models using monocular sequences and stereo sequences. For selfsupervised training, we jointly train the depth network and a pose network by minimizing the mean of the following perpixel objective function over the whole image. The per-pixel loss is where [λ ds , λ dc ] are loss weightings. L pe is the photometric error by computing the difference between the reference image I i and the synthesized view I i j from the source image I j , where j ∈ [i − n, i + n, s]. [i − n, i + n] are neighbouring views of I i while s is stereo pair if stereo sequences are used in training. As proposed in [35] , instead of averaging the photometric error over all source images, [35] applies minimum to overcome the issues related to out-of-view pixels and occlusions.
where α = 0.85, f w (.) is a warping function. K is the camera intrinsics. D i and T i j are predicted from depth network and pose network respectively. h 1 (.) establish the reprojection from view-i to view-j.
L ds is an edge-aware depth smoothness for regularization. [5] , which constrains the depth consistency across multiple views. As depth predictions are consistent across different views, the scale inconsistency issue is resolved.
Using the rigid scene assumption as the cameras move in space over time we want the predicted depths at view-i to be consistent with the respective predictions at view-j. This is done by correctly transforming the scene geometry from frame-j to frame-i much like the image warping. Specifically, we adopt the inverse depth consistency proposed in [45] .
Inspired by [35] , instead of averaging the depth consistency error over all source views, we use minimum to avoid occlusions and out-of-view scenes.
B. Optical Flow Network
Many state-of-the-art deep learning based methods for estimating optical flow have been proposed [46] - [50] . In this work, we choose LiteFlowNet [48] as our backbone for M f as it is fast, lightweight, accurate and it has good generalization ability. LiteFlowNet consists of a two-stream network for feature extraction and a cascaded network for flow inference and regularization. We refer readers to [48] for more details. Even though LiteFlowNet [48] is trained with synthetic data (Scene Flow) [46] , it shows good generalization ability on real data. In this work, we mainly use the LiteFlowNet model trained in Scene Flow. However, we also show that a self-supervised training/finetuning can be performed which helps the model better adapt to unseen environments. Similar to the self-supervised training of the depth network, the optical flow network is trained by minimizing the mean of the following per-pixel loss function over the whole image,
Different from Eqn. 5, h 2 (.) takes optical flow and establish the correspondences between view-i and view-j. We also regularize the optical flow to be smooth using an edge-aware flow smoothness loss L f s (.). Similar to Meister et al. [50] , we estimate both forward and backward optical flow and constrain the bidirectional predictions to be consistent with the loss L f c .
V. EXPERIMENTS AND EVALUATIONS
In this section we describe the details of the experimental evaluation of our method. Due to space limitation, we mainly analyze our VO system on KITTI dataset [51] , [52] and present indoor results in supplementary video. We compare our system with prior arts on VO estimation. Additionally, we perform a detailed analysis to show the effect of different factors affecting the VO performance.
KITTI Odometry dataset contains 11 driving sequences (stereo sequences) with publicly available ground truth camera poses. Following [1] , we train our depth network and finetune our flow network on sequences 00-08. The dataset contains 36,671 training pairs, [I i , I i−1 , I i+1 , I i,s ].
A. Implementation Details
We train our network with the PyTorch [53] framework. All self-supervised experiments are trained using Adam optimizer [54] for 20 epochs. For KITTI, images with size 640x192 are used for training. Learning rate is set to 10 −4 for the first 15 epochs and then is dropped to 10 −5 for the remainder. 
B. Visual Odometry Evaluation
We compare our VO system with pure deep learning methods [1] 1 [2] [5], geometry-based methods including DSO [16] , VISO2 [15] , ORB-SLAM2 [55] (w/ and w/o loopclosure) and CNN-SVO [28] . The quantitative comparison is summarized in Table I 2 . We also show a qualitative comparison in Fig.2 . ORB-SLAM2 occasionally suffers from tracking failure or unsuccessful initialization. We run ORB-SLAM2 three times and choose the run with the least trajectory error.
To have a more detailed analysis, we adopt some common evaluation criteria. KITTI Odometry criterion evaluates possible sub-sequences of length (100, 200, ..., 800) meters and report the average translational error t err (%) and rotational errors r err ( • /100m). Absolute trajectory error (ATE) measures the root-mean-square error between predicted camera poses [x, y, z] and ground truth. Relative pose error (RPE) measures frame-to-frame relative pose error. Since most of the methods are monocular method, which lacks a scaling factor to match with real-world scale, we scale and align (7DoF optimization) the predictions to the ground truth ) is still a monocular VO system. We show that our method outperforms pure deep learning methods and VISO2 by a large margin in all metrics. However, one interesting result for deep learning methods is that, All methods failed for tracking in Seq.01 except the deep models, which shows that deep models can be used as a complement to geometry methods with careful design in the future to overcome the failure mode for geometry methods. Also, our method shows better relative pose estimation when compared to ORB-SLAM2. For long sequence evaluation, ORB-SLAM2 shows less rotation drift r err but higher translation drift t err due to scale drift issue. In Fig.2 , ORB-SLAM2(w/o LC) shows scale drift issue and sometimes the issue can be resolved by loop closure detection. We use scale consistent depth predictions for scale recovery which mitigates the issue in most monocular VO/SLAM systems. As a result, our method shows less translation drift over long sequences. More importantly, our method shows consistently smaller RPE which allows our system to to a robust module for frame-to-frame tracking. Table II shows an ablation study on our VO system. We evaluate the effect of different components in our system by changing a variable in the Reference Model consisting of: predictions are not accurate enough to establish accurate 3D-2D matches, only using PnP performs worse than the full algorithm, which relies more on 2D-2D matches. b) Depth model: We train three depth models with monocular or stereo sequences. For monocular experiments, depth models with and without depth consistency term, λ dc = [5, 0] , are trained and used for depth estimation. The result shows that with scale-consistent depth predictions, Mono-SC model performs on par with the model trained with stereo sequences. However, both monocular models still have the scale ambiguity issue while Stereo Train. does not. c) Flow model: Even LiteFlowNet is trained with synthetic data but it still shows good generalization ability from synthetic to real. With self-supervised finetuning, the model adapts to driving sequences better and gives better VO result. d) Matches: Forward-backward flow consistency as a measure to choose good 2D-2D matches is proposed. To prove the effectiveness of the the flow consistency, we uniformly sample matches from the optical flows and compare the result against that using flow consistency. e) Image resolution: At inference time, simply increasing the image size to full resolution, the optical flow network predicts more accurate correspondences which helps the relative pose estimation.
C. Ablation Study

VI. CONCLUSION
In this paper, we have presented a robust monocular VO system leveraging deep learning and geometry methods. We explore the integration of deep predictions with classic geometry methods. Specifically, we use optical flow and single-view depth predictions from deep networks as an intermediate outputs to establish 2D-2D/3D-2D correspondences for camera pose estimation. We show that the deep models can be trained in a self-supervised manner and we explore the effect of different training schemes. Depth models with consistent scale can be used for scale recovery, which mitigates the scale drift issue in most monocular VO/SLAM systems. Instead of learning a complete VO system in an end-to-end manner, which does not perform competitively to geometry-based methods, we think that (1) integrating deep predictions with geometry-based methods can gain the best from both domains; (2) deep VO models can be used as a complement in standard VO/SLAM system when they fail. A future work will be turning the proposed system into a map-to-frame tracking system to further improve the tracking performance.
