Comments on social media are very diverse, in terms of content, style and vocabulary, which make generating comments much more challenging than other existing natural language generation (NLG) tasks. Besides, since different user has different expression habits, it is necessary to take the user's profile into consideration when generating comments. In this paper, we introduce the task of automatic generation of personalized comment (AGPC) for social media. Based on tens of thousands of users' real comments and corresponding user profiles on weibo, we propose Personalized Comment Generation Network (PCGN) for AGPC. The model utilizes user feature embedding with a gated memory and attends to user description to model personality of users. In addition, external user representation is taken into consideration during the decoding to enhance the comments generation. Experimental results show that our model can generate natural, human-like and personalized comments.
the platform can also benefit from the increasing interactive rate.
Despite its great applicability, the AGPC task faces two important problems: whether can we achieve it and how to implement it? The Social Differentiation Theory proposed by Riley and Riley (1959) proved the feasibility of building a universal model to automatically generate personalized comments based on part of users' data. The Individual Differences Theory pointed by Hovland et al. (1953) answers the second question by introducing the significance of users' background, which inspires us to incorporating user profile into comments generation process. More specifically, the user profile consists of demographic features (for example, where does the user live), individual description and the common word dictionary extracted from user's comment history. There are few works exploring the comments generation problem. Zheng et al. (2017) first paid attention to generating comments for news articles by proposing a gated attention neural network model (GANN) to address the contextual relevance and the diversity of comments. Similarly, Qin et al. (2018) introduced the task of automatic news article commenting and released a large scale Chinese corpus. Nevertheless, AGPC is a more challenging task, since it not only requires generating relevant comments given the blog text, but also needs the consideration of the diverse users' background.
In this paper, we propose a novel task, automatically generating personalized comment based on user profile. We build the bridge between user profiles and social media comments based on a large-scale and high-quality Chinese dataset. We elaborately design a generative model based on sequence-to-sequence (Seq2Seq) framework. A gated memory module is utilized to model the user personality. Besides, during the decoding process, the model attends to user description to enhance the comments generation process. In addition, the vocabulary distribution of generated word is adapted by considering the external user representation.
Our main contributions are as follows:
• We propose the task of automatic generating personalized comment with exploiting user profile.
• We design a novel model to incorporate the personalized style in large-scale comment generation. The model has three novel mechanisms: user feature embedding with gated memory, blog-user co-attention, and an external personality expression.
• Experimental results show that the proposed method outperforms various competitive baselines by a large margin. With novel mechanisms to exploit user information, the generated comments are more diverse and informative. We believe that our work can benefit future work on developing personalized and human-like NLG model.
Personalized Comments Dataset
We introduce the dataset as follows:
Data Preparation We collect short text posts from Weibo, one of the most popular social media platform in China, which has hundreds of millions of active users. Each instance in the dataset has province, city, gender, age, marital status, individual description of user's, comment added by user and homologous blog content. Figure 1 visually shows a sample instance. We tokenized all text like individual description, comment and blog content into words, using a popular python library Jieba 2 . To facilitate the model to learn valid information from the dataset, we removed @, url, expressions in the text, and unified Chinese into simplified characters. Discrete variables such as province, city, gender and marital status were treated uniformly by one-hot coding. To ensure the quality of text, we filtered out samples with less than two words in the variable of comment and blog content. Besides, in order to learn userspecific expression habits, we retain users with 50 or more records. The resulting dataset contains
UID: 215803

Age: 24
Birthday: 1994-01-21
Gender: Female
Province: Shanghai
City: NULL
Individual Description:
Practice makes prefect Blog:
The doctor prescribed the new medicine which let my stomach uncomfortable. If only everything were a dream.
Comment:
Everything will be ok. 
Data Statistics
We split the corpus into training, validation and testing set according to the microblog. To avoid overfitting, the records of the same microblog will not appear in the above three sets simultaneously. Table 1 displays the detail sample size of user, comment and blog about training set, validation set and testing set. Each user in the resulting dataset has an average of 56 samples. The average lengths of blog post, comment and individual description are 50, 11 and 9 words, respectively. The particular statistics of each experimental dataset are shown in Table 2 . Figure 2: Personalized comment generation network
Personalized Comment Generation Network
Given a blog X = (x 1 , x 2 , · · · , x n ) and a user profile U = {F, D}, where
denotes the user's numeric feature (for example, age, city, gender) and
that is coherent with blog X and user U . Figure 2 presents an overview of our proposed model, which is elaborated on in detail as follows.
Encoder-Decoder Framework
Our model is based on the encoder-decoder framework of the general sequence-to-sequence (Seq2Seq) model (Sutskever et al., 2014) . The encoder converts the blog sequence X = ( (Hochreiter and Schmidhuber, 1997) :
The decoder takes the embedding of a previously decoded word e(y t−1 ) and a blog context vector c X t as input to update its state s t :
where [·; ·] denotes vector concatenation. The context vector c X t is a weighted sum of encoder's hidden states, which carries key information of the input post (Bahdanau et al., 2014) . Finally, the decoder samples a word y t from the output probability distribution as follows
where W o is a weight matrix to be learned. The model is trained via maximizing the log-likelihood of ground-truth Y * = (y * 1 , · · · , y * n ) and the objective function is defined as
User Feature Embedding with Gated Memory
To encode the information in user profile, we map user's numeric feature F to a dense vector v u through a fully-connected layer. Intuitively, v u can be treated as a user feature embedding denotes the character of the user. However, if the user feature embedding is static during decoding, the grammatical correctness of sentences generated may be sacrificed as argued in Ghosh et al. (2017) . To tackle this problem, we design an gated memory module to dynamically express personality during decoding, inspired by Zhou et al. (2018) . Specifically, we maintain a internal personality state during the generation process. At each time step, the personality state decays by a certain amount. Once the decoding process is completed, the personality state is supposed to decay to zero, which indicates that the personality is completely expressed. Formally, at each time step t, the model computes an update gate g u t according to the current state of the decoder s t . The initial personality state M 0 is set as user feature embedding v u . Hence, the personality state M t is erased by a certain amount (by g u t ) at each step. This process is described as g
where ⊗ denotes element-wise multiplication. Besides, the model should decide how much attention should be paid to the personality state at each time step. Thus, output gate g o t is introduced to control the information flow by considering the previous decoder state s t−1 , previous target word e(y t−1 ) and the current context vector c X t
By an element-wise multiplication of g o t and M t , we can obtain adequate personality information M o t for current decoding step
Blog-User Co-Attention
Individual description is another important information source when generating personalized comments. For example, a user with individual description "只爱朱一龙" (I only love Yilong Zhu 3 ), tends to writes a positive and adoring comments on the microblog related to Zhu. Motivated by this, we propose Blog-user co-attention to model the interactions between user description and blog content. More specifically, we encode the user's individual description
We can obtain a description context vector c D t by attentively reading the hidden states of user description,
where e tj is a alignment score (Bahdanau et al., 2014) . Similarly, we can get the blog content vector c X t . Finally, the context vector c t is a concatenation of c X t and c D t , in order provide more comprehensive information of user's personality
Therefore, the state update mechanism in Eq.(2) is modified to
3 A famous Chinese star.
External Personality Expression
In the gated memory module, the correlation between the change of the internal personality state and selection of a word is implicit. To fully exploit the user information when selecting words for generation, we first compute a user representation r u t with user feature embedding and user description context.
where W r is a weight matrix to align user representation dimention. The final word is then sampled from output distribution based on the concatenation of decoder state s t and r u t as
where Wõ t is a learnable weight matrix.
Experiments
Implementation
The blog content encoder and comment decoder are both 2-layer bi-LSTM with 512 hidden units for each layer. The user's personality description encoder is a single layer bi-LSTM with 200 hidden units. The word embedding size is set to 300 and vocabulary size is set to 40,000. The embedding size of user's numeric feature is set to 100. We adopted beam search and set beam size to 10 to promote diversity of generated comments. We used SGD optimizer with batch size set to 128 and the learning rate is 0.001.
To further enrich the information provided by user description, we collected most common k words in user historical comments (k = 20 in our experiment). We concatenate the common words with the user individual description. Therefore, we can obtain more information about users' expression style. The model using concatenated user description is named PCGN with common words (PCGN+ComWord).
Baseline
We implemented a general Seq2Seq model (Sutskever et al., 2014) and a user embedding model (Seq2Seq+Emb) proposed by Li et al. (2016) as our baselines. The latter model embeds user numeric features into a dense vector and feeds it as extra input into decoder at every time step. 
Evaluation Result
Metrics: We use BLEU-2 (Papineni et al., 2002) and METEOR (Banerjee and Lavie, 2005) to evaluate overlap between outputs and references. Besides, perplexity is also provided.
Results:
The results are shown in Table 3 . As can be seen, PCGN model with common words obtains the best performance on perplexity, BLEU-2 and METEOR. Note that the performance of Seq2Seq is extremely low, since the user profile is not taken into consideration during the generation, resulting repetitive responses. In contrast, with the help of three proposed mechanism (gated memory, blog-user co-attention and external personality expression), our model can utilize user information effectively, thus is capable of generating diverse and relevant comments for the same blog. Further, we conducted incremental experiments to study the effect of proposed mechanisms by adding them incrementally, as shown in Table 4 . It can be found that all three mechanism help generate more diverse comments, while bloguser co-attention mechanism contributes most improvements. An interesting finding is that external personality expression mechanism causes the decay on perplexity. We speculate that the modification on word distribution by personality influence the fluency of generated comments.
Related Work
This paper focuses on comments generation task, which can be further divided into generating a comment according to the structure data (Mei et al., 2015) , text data (Qin et al., 2018) , image (Vinyal et al., 2015) and video (Ma et al., 2018a) , separately.
There are many works exploring the problem of text-based comment generation. Qin et al. (2018) contributed a high-quality corpus for article comment generation problem. Zheng et al. (2017) proposed a gated attention neural network model (GANN) to generate comments for news article, which addressed the contextual relevance and the diversity of comments. To alleviate the dependence on large parallel corpus, Ma et al. (2018b) designed an unsupervised neural topic model based on retrieval technique. However, these works focus on generating comments on news text, while comments on social media are much more diverse and personal-specific.
In terms of the technique for modeling user character, the existing works on machine commenting only utilized part of users' information. Ni and McAuley (2018) proposed to learn a latent representation of users by utilizing history information. Lin et al. (2018) acquired readers' general attitude to event mentioned by article through its upvote count. Compared to the indirection information obtained from history or indicator, user features in user profile, like demographic factors, can provide more comprehensive and specific information, and thus should be paid more attention to when generating comments. Sharing the same idea that user personality counts, Luo et al. (2018) proposed personalized MemN2N to explore personalized goal-oriented dialog systems. Equipped with a profile model to learn user representation and a preference model learning user preferences, the model is capable of generating high quality responses. In this paper, we focus on modeling personality in a different scenario, where the generated comments is supposed to be general and diverse.
Conclusion
In this paper, we introduce the task of automatic generating personalized comment. We also propose Personality Comment Generation Network (PCGN) to model the personality influence in comment generation. The PCGN model utilized gated memory for user feature embedding, bloguser co-attention, and external personality representation to generate comments in personalized style. Evaluation results show that PCGN outpeforms baseline models by a large margin. With the help of three proposed mechanisms, the generated comments are more fluent and diverse.
