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Abstract
In this thesis, proppant transport and the conductivity of proppant-packed hydraulic fractures are
studied via the implementation of a numerical approach which couples the lattice Boltzmann method
(LBM) to the discrete element method (DEM).
Recent growth in the production of oil and gas from shales, and to lesser extent gas from coal
seams, can be attributed to the successful application of hydraulic fracturing. However, contemporary
numerical models of fluid injection and proppant transport are based on empirical approximations of
the suspension as a continuous medium and, in some cases, experimental data. Assumptions related to
Stokes drag on particles and a lumped suspension viscosity are not valid under practical conditions,
while experiments provide limited information that can be used in predictions. To provide reliable
predictions and further improve operation efficiency, an accurate modelling approach has become
increasingly important.
In this research, a particle-scale computational model is implemented to provide fundamental new
insights on proppant injection by exploring the relationship between fluid and proppant properties,
fracture network geometries, and evolving deformable fracture boundaries. This represents a direct
numerical simulation (DNS) approach for problems at the small to intermediate scale. In the developed
model, a two-relaxation-time (TRT) collision operator is applied to improve the accuracy and stability
of the LBM modelling. The particulate proppant phase is modelled by the DEM. For the two-phase
fluid-particle system, the LBM and DEM are coupled via an improved partially saturated method
(PSM) to provide two-way hydrodynamic coupling.
This project starts with the testing and improvement of the coupled LBM-DEM framework.
Validations are presented through a range of flow configurations, including sphere packs, duct flows,
and settling spheres, with good accuracy and convergence observed. Results also show that the
improved model exhibits reasonable viscosity-independence, which has been reported to be one of the
main concerns of many LBM applications. In the case of fluid flow past a single sphere, the fluctuation
of error in drag coefficient can be restricted within 1 % when changing the LBM relaxation parameter,
τ , from 0.53 to 1.0. This feature of the improved LBM-DEM framework allows for more flexibility in
choosing the simulation parameters, which simultaneously improves the applicability of the numerical
approach.
The developed model is then applied to aspects of hydraulic fracturing modelling, focusing on the
numerical rheometry of dense particle suspensions, which is often characterised by semi-empirical
models. In this project, the developed model aims at capturing the shear-dependent behaviour of the
suspensions by computing the effective suspension viscosity and the hydrodynamic and mechanical
reactions from the suspensions. The results are validated and compared to the semi-empirical expres-
sions for the effective viscosity observed in particle suspensions. This study also demonstrates the
impact of solid volume fraction on shear-dependent behaviour of the suspensions.
To provide practical predictions to the industry, the influence of proppant embedment on fracture
conductivity is then investigated. The investigation starts with the replication of a numerical model in
which the Hertz elastic contact theory is applied to characterise the interaction between the fracture
surface and proppant. A fracture permeability diameter is generated to find the optimal proppant
concentration under various confining stresses, at which the maximum fracture permeability can
be reached. In order to ensure the accuracy and veracity of the research, an elastoplastic model is
developed, in which the finite element modelling is utilised to generated the fracture geometry after
proppant embedment. The resultant fracture permeability diagram is then used to predict the well
production using a set of theoretical solutions, highlighting the significant impact of proppant injection
during hydraulic fracturing.
This project demonstrates the potential of the improved LBM-DEM model in providing fundamen-
tal new insights on the shear-dependent behaviour of suspensions and enhancement of well productivity
by proppant injection. As potential extensions to the current model, future developments including
non-Newtonian fluids, upscaling modelling, and random proppant distribution across the fracture
surface are expected.
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Chapter 1
Introduction
Since its emergence in the 1940’s, hydraulic fracturing has become one of the most popular and successful
techniques for the stimulation of unconventional gas reservoirs. The hydraulic fracturing process is recognised
as a multi-phase, multi-scale, and multi-physics industrial problem and reliable prediction of the efficacy of a
fracturing treatment is difficult. The influence of several factors including the properties of the injected fluid
and proppant, the effect of branching fractures and proppant-fracture interaction are still not fully understood.
Due to the complexity of underground formations, it is difficult to fully capture all the mechanisms of proppant
injection in fracture networks with experiments. Consequently, an effective and accurate numerical approach
has become increasingly important to the unconventional oil and gas industry for the purpose of understanding
and predicting the hydraulic fracturing process. However, many of the current conventional fluid dynamics
(CFD) models are based on coarse assumptions and empirical approximations, including treating the particle
suspension as a continuous medium. In light of these shortcomings, the lattice Boltzmann method (LBM) and
the discrete element method (DEM), which have displayed tremendous potential in the detailed characterisation
of fluid and proppant flow in fractures, are applied to this work. By coupling the LBM to the DEM through an
improved partially saturated method (PSM), the direct numerical simulation (DNS) of small to intermediate
scale fracture flow scenarios can be undertaken.
1.1 Hydraulic Fracturing
The first hydraulic fracturing (commonly referred to as fracking treatment is recognised to have been performed
on a gas well in the United States in 1947. Since then, hydraulic fracturing has become a common treatment
to stimulate oil and gas reservoirs. As shown in Fig. 1.1, a complete hydraulic fracturing operation involves
the high-pressure injection of an engineered particle suspension, comprised of the base fluid and high-strength
particles referred to as proppant, into a wellbore. This induces artificial fractures in the reservoir in the vicinity
of the well to help improve the formation permeability. After the fractures are formed, the base fluid is removed
and the proppant remains in the fractures to keep the aperture open, thus improving gas productivity. In addition,
development of hydraulic fracturing has resulted in improved interactions between natural and induced fractures
such as those found in coal seams in order to improve the overall productivity.
The design of the suspending fluid is one of the most significant components in a hydraulic fracturing
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Figure 1.1: A schemtic diagram of a hydraulic fracturing operation. Graph: Al Granberg
treatment. The fluid should have the ability to generate artificial fractures as well as transport the proppant over
long distances in the formation. A common composition of fracking fluids comprises 85− 95% of carrying
fluid, 3−14% of proppant, and approximately 1% of chemical additives which enhance the carrying abilities of
the base fluid. Fluid viscosity and density are two factors that can affect the fracture generation and proppant
transport. Low-viscosity fluids are commonly injected at high rates with low proppant concentration to generate
narrow fractures. To minimise the impact of tip screen-out (i.e. the bridging of the injected particles in the
fracture), the injection rates have to be sufficiently high for proppant transport. Fluids with high viscosity are
injected at low rates to carry highly concentrated proppant to generate wider fractures. Various density categories
of fracking fluids including water-based fluids, oil-based fluids and foam fluids have been widely applied in
practice, depending on the formation properties. In general, water-based fluids are appropriate for a large number
of unconventional gas reservoirs, while foam fluids can be used to assist with fracking low-pressure zones. After
the treatment, a proportion of the fracking fluid is flowed back to the well, either to be recycled for further
treatments or to be disposed of. The rest remains in the formation, having been lost due to fluid leak-off.
One important factor in hydraulic fracturing is proppant embedment, which affects the long-term permeability
of the induced fractures and the productivity of the reservoir. An appropriate proppant concentration must be
selected to ensure the optimal conductivity of the fracture, noting that excessive proppant may cause fracture
blockage. In addition, an ideal proppant should have sufficient mechanical strength to withstand the closure
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stress of the reservoir in order to keep the fractures open. Rapid developments in materials engineering have
expanded the range of available proppant from commonly-used sand and ceramics to polymer coated particles [5]
with higher strength. Traceable proppant has also been applied to the industry [6]. The size distribution of the
proppant is also of great importance to proppant selection. Large proppant particles are typically placed in the
large fractures near the wellbore, while small proppant particles are transported to more remote locations to keep
small fractures open. However, in some cases large proppant particles can settle near the opening of the small
fractures which causes channel blockage and reduces fracture conductivity. In order to avoid such issue, Khanna
et al. [7] suggested a graded proppant injection technique, in which the proppant is sequentially injected with
increasing size and decreasing concentration [8].
Originally targeted at enhancing the permeability of low-permeability formations such as coal seams and
shales, the hydraulic fracturing technology has been extended to be applied to some high-permeability reservoirs
whose permeabilities can reach up to 2 Darcys [9, 10]. During the second half of the 20th century, hydraulic
fracturing was utilised in 70% of the gas reservoir exploitation in North America [9]. According to the statistics
provided by the Commonwealth Scientific and Industrial Research Organisation (CSIRO), hydraulic fracturing
has been widely applied to the coal seam gas (CSG) wells in Australia and the number of well completions can
be counted in millions around the world.
1.2 Literature Review on Modelling Methods
As the power of computational hardware has grown, numerical modelling has played an increasingly important
role in the understanding and prediction of the hydraulic fracturing process. However, it still remains a challenge
for engineers and researchers to develop a comprehensive framework to accurately and effectively simulate
the hydraulic fracturing process. Even in the most basic description, the modelling of hydraulic fracturing
comprises three complicated aspects, namely the deformation of the fracture surface due to the injected fluid, the
rheology of the fluid and proppant within the stimulated zone, and the fluid-driven fracture propagation [11].
Individually, numerical models have been developed and validated for each of these aspects [12]. For example,
in the context of fracture propagation modelling, the first significant contribution (known as known as the PKN
model) emerged in the 1950’s [13, 14]. Based on the same state of 2D plane strain, the KGD model [15, 16] was
developed almost at the same time. Both PKN and KGD models are still sometimes put into practice, while
in most cases pseudo-3D (P3D) models are chosen for their efficiency and low computational cost [11]. It is
worth mentioning that all the fracture propagation models mentioned above have already taken the fluid loss
into consideration, whether approximately or through further extensions. This issue of fluid leak-off is further
discussed in the following section.
1.2.1 Proppant Transport and Settlement
During a hydraulic fracturing treatment, the injected fluid and proppant particles play a significant role in keeping
the induced fractures open, thus enhancing the well performance. As a result, the trajectory of the proppant
and its settlement behaviour are major factors in a successful operation [17]. Both experimental analysis and
numerical simulations have been performed to predict the transport and settlement of proppant, as it is the key to
the conductivity of the artificial fractures after hydraulic fracturing, thus determining the productivity of the
stimulated reservoir [18]. The transport and settling of proppant in fractures are usually resolved by dealing
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with fluid flow of the slurry (i.e. the mixed continuum of the fluid and proppant) instead of solving equations
individually for the two components [11].
The movement of the mixed continuum is governed by a convection equation expressed as,
∂ (aw)
∂ t
+5· (awvp) = 0, (1.1)
where a is the proppant concentration, w is the fracture width and vp is the velocity vector of the proppant.
In the research by Mobbs and Hammond [19], a parameter termed the buoyancy number was introduced
to model the proppant transport with gravity-driven vertical movement. The buoyancy number was defined as
the ratio of the typical convection velocity to the mean axial flow velocity. Larger buoyancy number indicated
stronger convection mechanism. The simulation results of the non-uniformly distributed proppant across the
fracture width were compared with those from a special case where the proppant were uniformly distributed. In
the latter case, all the proppant were assumed to migrate rapidly to the centreline of the fracture, thus forming
a close-packed flow. Consequently, slightly stronger transport rate and greatly enlarged settling rate were
witnessed in the sheet flow. On the contrary, good vertical motions were observed in the homogeneous slurry
comprising of fluid and proppant. In the recent work by Dontsov and Pierce [20], the newly developed model
was able to track the generation and the growth of the plug-in process of the proppant in the fracture tip region,
including the tip screen-out. The results also showed that the proppant tends to form a rigid assembly, whose
size was dependent on the particle concentration, near the centre during transport. However, as the gravitational
movement of the proppant induced asymmetry, this model was unable to capture this feature as it was based on
the assumption of uniform pressure over the entire height of the fracture.
Generally, the settling velocity of the proppant is governed by Stokes law,
vp,st =
(ρp−ρ)gdp
18µ
, (1.2)
where ρp and ρ are, respectively, the particle density and fluid density, g is the acceleration due to gravity, dp is
the diameter of the particle, and µ is the dynamic viscosity of the fluid.
As an improvement, the viscosity term is replaced by the viscosity of the slurry, instead of using the viscosity
of the base fluid. This modified viscosity is given by,
µslurry = µ0 (1−a/a∗)B , (1.3)
where µ0 is the effective viscosity of the fluid, a∗ is the saturated concentration of the proppant, B is a negative
coefficient which is usually chosen between -3 to -1 in accordance with experimental data [21]. It can be
observed that the computational viscosity increases with the rise in proppant concentration. However, one
problem with this model is that as the concentration reaches some limit, the slurry would begin to act more like
a solid than a fluid, which would be inappropriate [11].
Gadde et al. [22] proposed several modifications for the modelling of proppant settling in ungelled fracturing
fluids, accounting for factors comprising of inertial effects, proppant concentration, fracture width and turbulence.
In their study, the rheology of the mixture was controlled by the fluid viscosity and proppant concentration.
Meanwhile, higher fluid velocities took the turbulence effects into consideration. In addition, the inertial effects
were induced by the increase in the relative velocities between the fluid and the particles. Regarding the results
and conclusions, smaller fracture widths, higher proppant concentration, and smaller particle sizes resulted in
smaller settling velocities, while the turbulence effects cause higher settling velocities.
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Asadi et al. [18] conducted experiments using a High Pressure Simulator (HPS) to study the settling of
proppant under both static and dynamic conditions. In this study, the power law model was applied for the
fluid flow. It was observed that the proppant settling velocity is nonlinearly dependent on the fluid shear rate.
Meanwhile, the settling rate depended on the type of fluid used. The settling rate increased with the rise in shear
rate of borate-crosslinked guar gel, while it decreased in linear guar gel as the shear rate increased. The study by
Liu and Sharma [23] investigated various factors which could affect the proppant settling velocity. The most
dominant factor was found to be the proppant size which led to the wall effects. The effect of fracture walls as
well as their roughness was reported to be more significant for more viscous fluids. When the size of the particle
became more comparable with the fracture width, severe reduction was observed in the settling rate due to an
increase of the wall effects. As an ideal approach to validating the numerical results, such experimental research
on proppant transport and settling could provide better instructional guidelines in the selections of the fracturing
fluid and proppant properties.
1.2.2 Fracking Fluid Modelling
Besides the mechanical behaviour of the fractured formation and proppant transport, another significant part of
the hydraulic fracturing process is the characterisation of the flow comprising the fracturing fluid and proppant
through the porous media. Several aspects of the base fluid have been demonstrated to affect the hydraulic
fracturing process such as the viscosity, pH, and the concentration of the solvent [24]. With the inclusion of
moving particles, conventional simulation techniques based on finite element and finite volume solutions of the
Navier-Stokes equations with moving boundaries, face a number of challenges. Continuously generating the
newly adapted mesh according to the changing geometry brings extensive computational cost, especially in three
dimensions [25].
During the hydraulic fracturing process, the flow regime can be divided into three categories, namely flow in
a single fracture, flow in the porous medium, and fluid leak-off which denotes the fluid loss from the induced
fractures to the natural formation [12]. Conventionally, the fluid flow within a single fracture is described by
Poiseuille flow, considering that the fracture width is small compared to the fracture length [26].
The governing equation of the fluid flow is given by,
q =−w
3
µ
∂ p
∂x
, (1.4)
where q is the flow rate and p is the fluid pressure, w and µ remain the fracture width and dynamic viscosity of
the fluid, respectively.
Under the assumption that the fluid is incompressible, the fluid flow satisfies the local volume conservation
law, which is expressed as,
∂w
∂ t
+
∂q
∂x
= 0, (1.5)
Substituting Eq. (1.4) into Eq. (1.5) results in the Reynolds equation,
∂w
∂ t
+g =
1
µ
∂
∂x
(
w3
∂ p
∂x
)
. (1.6)
The above equations were numerically tested by Bunger et al. [27] and Adachi and Detournay [26]. Both
studies were conducted in the 2D fracture propagation case under plane strain conditions, in which the moving
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meshes and tip behaviours were taken into consideration. Having proposed semi-analytical asymptotic solutions
to the problem as the final remarks, the numerical simulations yielded first-order accuracy.
A modified version of Eq. (1.6) in the case of 2D fluid flow in a planar fracture under elastic medium
conditions was derived by Adachi et al. [11]. The modified equation is written as,
∂w
∂ t
=5
[
w3
12µ
(5p− pg)
]
+δ (x,y)Q, (1.7)
where δ (x,y) is the Dirac delta function, while Q denotes the source injection rate.
Expanding the fluid flow scale from a single fracture to a porous medium, the governing equation of the
fluid flow is given by Darcy’s law, which is written as,
u =−
(
k
µ
)
(5p− pg) , (1.8)
where u is the Darcy velocity and k is the permeability of the formation. However, this equation is based on
the assumption that the porous matrix is isotropic, which is not usually true. To make it more applicable and
practical, the pressure p should be replaced by p˜ which is calculated from the harmonic average equation.
Meanwhile, the scalar permeability, k, should be modified to a tensor quantity [28]. Consequently, Eq. (1.8) is
modified as,
u =−k · 5p˜
µ
. (1.9)
Combining the conservation of mass and Darcy’s law results in the conventional linear diffusion equation,
which is written as,
52 p˜
µ
=
ϕ
k
∂ p
∂ t
, (1.10)
where ϕ is the matrix porosity.
Generally, the conventional numerical simulations are based on the assumption that the fracture is sufficiently
long and is saturated with fracking fluid. Hence the following boundary conditions are satisfied at the injection
point,
q(0, t) = Q/2H, (1.11a)
and,
p(0, t) = p f , (1.11b)
where H is the average reservoir layer height where the fracture is located.
At the tip of the fracture, the boundary conditions are described as,
w(x, t) = q(x, t) = 0. (1.12)
Before the injection of the fracturing fluid, the pressure distribution within the reservoir is assumed to be
constant, which is,
p(x,0) = p∞,0 < x < ∞. (1.13)
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In many of the numerical simulations, it is also assumed that a zero flux condition is satisfied around the
surface of the fracture, which is expressed by the terms in Eq. (1.7),
w3
12µ
~n · (5p− pg) = 0, (1.14)
where~n represents the outward normal vector to the fracture perimeter. However, this boundary condition is not
applicable to a comprehensive numerical simulation where the fluid leak-off is taken into consideration.
1.2.3 Fluid Leak-Off in Hydraulic Fracturing
During a hydraulic fracturing treatment, the fracturing fluid flows to produce artificial fractures, while some of
the fluid leaks into the natural formation through the fracture face due to the net fracture pressure. Such fluid
loss is termed the fluid leak-off, which has drawn great attention from researchers and engineers as it could
be a dominant factor affecting the fracture geometry and the efficiency of the hydraulic fracturing treatment.
If not adequately controlled, the leak-off fluid could exceed 70% of the injected fluid volume. In some high-
permeability reservoirs with more natural fractures, this fraction could even reach 90% [11, 29]. Hence it is
important to involve the fluid leak-off in hydraulic fracturing simulations.
The first attempt was taken by Carter, who proposed the well-known Carter model in the 1950’s [30]. In its
most simplified form, the Carter model can be calculated as,
gL (x, t) =
CL√
t− t (x) , (1.15)
where gL is the leak-off rate, CL is termed the leak-off coefficient, t (x) stands for the time at which the fracture
reaches the position, x, and t is the total operation time.
Taking the fluid leak-off term into consideration, the conservation law which is expressed by Eq. (1.5) is
modified as,
∂w
∂ t
+
∂q
∂ t
+
CL√
t− t (x) = 0. (1.16)
Theoretically, this model can be classified into three regimes. First, when fracturing fluid flows past the
fracture face, the deposition of the dense particles would form a so-called filter cake, which is a thin layer with
low permeability. Second, the filtrate process in which the fluid penetrates the filter cake, which is also defined as
the growth of an invaded zone. Third, the fluid flows into the reservoir zone, which is also termed the uninvaded
zone [10, 31–34].
Based on the 1D diffusion process, the classical time-dependent Carter model has its limitations due to the
assumptions involved, which are listed as,
• the flow of the leak-off fluid is linear and orthogonal to the fracture face,
• the width of the fracture and the pressure therein are uniform,
• the properties of the fluid and formation are constant.
Although having been used as the standard model in many cases [27, 35, 36], an extensive number of extensions
have been made to overcome the drawbacks of the Carter model. As an example, the exploration of pressure-
dependent leak-off [34, 37–39] which incorporates the change in pressure drop across the three zones mentioned
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before is a good supplement to the original model. In addition, Hagoort et al. [40] observed the existence of an
obvious leak-off component along the direction of the fracture, which could be decreased by larger injection
rates. Hence the 2D model [41] and 3D model [42, 43] were proposed to account for non-orthogonal leak-off
mechanisms. In the 3D leak-off model by Dean and Schimit [44], great progress was made to allow the porosity
of the formation to change according to the fluid pressure during the fracking process. This flexible model was
able to characterise the increased leak-off effect due to enhanced porosity and permeability.
In the recent research of Yarushina [10], the compaction and decompaction of the formation including the
pore compressibility and porosity-dependent permeability were first taken into consideration, thus generating
a more comprehensive model for pressure-dependent leak-off. Regarding the aspect of fluid properties, the
non-Newtonian extensions which are mostly based on the power-law fluid model with a moving boundary
between the invaded zone and reservoir region have been developed [34, 45]. In another study by Mikhailov
et al. [46], the fracking fluid used was modelled as shear-thinning fluid, while the leak-off fluid was assumed
to be Newtonian. However, Yi and Peden [34] emphasised that such an assumption would result in erroneous
leak-off and proper composition should be chosen for the leak-off fluid to ensure a reasonable leak-off prediction.
Research has shown that the volume of the leak-off fluid could be controlled by increasing the viscosity of the
fracturing fluid [29, 46], thus improving the efficiency of the hydraulic fracturing treatment. However, another
consideration of the high friction resistance of both the equipment and the formation should be taken at the same
time (i.e. increased pumping power requirements), which would restrain the viscosity at a certain range [29].
1.2.4 Non-Newtonian Modelling of Fracking Fluids
In the case of a Newtonian fluid, the constitutive relationship between the shear stress, τs, and strain rate, γ˙ , is
expressed as,
τs = µγ˙, (1.17)
where µ is the fluid viscosity.
In many industrial applications such as hydraulic fracturing, the complex particle suspensions show non-
Newtonian behaviour [47]. Meanwhile, as introduced in Section 1.1, common fracking fluids contain supplemen-
tary chemical additives, which also contributes to the shear-dependent viscosity of the overall fracking fluid [28].
Consequently, it is convenient to treat the fracking fluids as a Non-Newtonian fluid in some cases. In order to
provide more reliable and more practical information for the industry, the extensions for non-Newtonian fluids
have drawn attention during the last two decades, the majority of which focuses on power law fluids.
In the case of a power law fluid, the viscosity is a function of the local strain rate, which is calculated as,
µ = µ0 (γ˙)n−1 , (1.18)
where µ0 is the consistency constant and n denotes the power law index. The cases in which n < 1 correspond
to shear-thinning fluids, while in the cases of n > 1 the fluid shows shear-thickening behaviour. With n = 1, a
Newtonian fluid is recovered.
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To model the power law fracking fluids in a 2D planar fracture, Adachi et al. [11] modified Eq. (1.7) as
follows,
∂w
∂ t
=5 [D(w, p)(5p− pg)]+δ (x,y)Q, (1.19)
in which,
D(w, p) = N
′
w(2n+1)/n |(5p− pg)|(1−n)/n , (1.20)
N
′
=
(
n
2n−1
)(
1
2n+1K ′
)1/n
, (1.21)
and,
|(5p− pg)|=
√(
∂ p
∂x
−ρgx
)2
+
(
∂ p
∂x
−ρgy
)2
. (1.22)
where K
′
is the consistency parameter, and gx and gy are, respectively, horizontal and vertical components of the
gravity vector. It is worth mentioning that if one takes n = 1 and K
′
= µ , Newtonian fluid flow can be recovered.
Considering the fluid leak-off term as an additive to Eq. (1.19), the Non-Newtonian modelling of the power
law fracking fluids is expressed as,
∂w
∂ t
=5 [D(w, p)(5p− pg)]+δ (x,y)Q− CL√
t− t (x) −2S0δ [t− t (x,y)] , (1.23)
where S0 represents the initial rapid leak-off volume before the filter cake is formed around the perimeter of the
fracture.
For the purpose of modelling the fluid leak-off mechanism, Torok and Advani [48] implemented a model
where the reservoir was originally saturated with Newtonian fluid before the injection of the Non-Newtonian
fracking fluid. During the process of hydraulic fracturing operation, the reservoir fluid was pushed in a piston-
like manner. Consequently, the fluid in the reservoir could be divided into two regions. One was the natural
reservoir fluid and the other was the marching fracking fluid. This model required additional continuity boundary
conditions of both pressure and velocity at the interface of the two fluids at x = a(t), which is written as,
p1 [a(t) , t] = p2 [a(t) , t] , (1.24)
and,
[
− k
µ
∂ p1
∂x
]n/1
=− k
µr
∂ p2
∂x
, (1.25)
where µr is the viscosity of the original reservoir fluid.
The position of the interface is tracked by,
[
− k
µ
∂ p1
∂x
]1/n
x=a(t)
= φ
da
dt
. (1.26)
However, for a comprehensive numerical simulation, these non-linear integral boundary condition equations
must be solved numerically, which is non-trivial.
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To compute the power law fluid velocity in the fracture, Darcy’s law should be modified by introducing the
power law exponent, n, which is written as,
u =− 1
2µ0
(
nφ
1+3n
)n(8k
φ
)(n+1)/2
(5p− pg) , (1.27)
while the pressure distribution inside the fracture is calculated as,
52 p
(
∂ p
∂x
)(1−n)/n
= nφ
(µ
k
)1/n ∂ p
∂ t
. (1.28)
Again, Newtonian fluid flow can be recovered when n = 1.
1.3 Project Scope and Research Significance
The rheology of fracking fluids has a significant influence on the performance of a hydraulic fracturing treatment.
Meanwhile, the modelling of the hydraulic fracturing process is a multi-phase problem which is affected
by various factors, including the natural formation properties, the injection rate, the fluid type, the proppant
properties, and the interactions between the fluid and proppant. All of these factors should be appropriately
considered for a high-fidelity simulation, which brings considerable computational difficulties. In addition,
the Non-Newtonian modelling approaches focus on the global behaviour of the fracking fluid and treat the
fluid and particles as a continuum. Therefore, the non-Newtonian models are not able to accurately capture
the hydrodynamic interactions between fluid and particles, and the interactions between particles. In light of
the rapid growth of hydraulic fracturing and its complexities, an efficient and accurate numerical approach is
required to understand the interaction of fluids and particles in hydraulic fractures.
Therefore, the aim of this research is to use a direct numerical simulation strategy to investigate the
hydrodynamic interaction of proppant and fluid in hydraulic fractures at the particle scale.
To support the aim of this research, the following objectives have been listed as:
• Implement and validate a computational model for fluid-particle coupling and compare the results with
the existing models (which have known problems);
• Verify and improve the implemented model to overcome the existing computational issues of the approach
(i.e. the viscosity-dependence and time stepping);
• Apply the improved computational model to a particle-scale shear box to characterise the shear-dependent
rheology of particle suspensions, at varying solid volume fraction and shear rate;
• Apply the improved computational model to a small-scale model of a fracture, and use it to investigate
the permeability of the fracture under the influence of proppant embedment;
• Use the fracture permeability results to predict the performance of hydraulic fracturing in well productivity
enhancement using a semi-analytical solution from the literature.
The successful completion of this project will provide new fundamental insights on the behaviour of
hydraulic fracturing fluids. The modelling of the fluid and proppant injection in the fracture network can
provide particle-scale knowledge of hydraulic fracturing as well as the utilisation of the natural fractures. The
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outcomes of this research will assist with the selection of fluid and proppant properties as well as an optimal
distribution of proppant in fractures, leading to a more accurate and more reliable modelling of hydraulic
fracturing. Consequently, these theories and predictions could be modified or improved to better serve the
industry, contributing to optimal hydraulic fracturing treatment planning, considering both the cost and the
benefit.
The need for the research and development of predictive tools which are capable of both informing the
public debate and guiding operations has been made clear by governments and universities around the world. By
addressing this urgent need, this project will help demonstrate that natural gas production can be undertaken in a
safe and sustainable fashion, address public concerns related to the industry, and maximise its economic benefit.
1.4 Modelling Approach to This Project
During the last two decades, simulations of the hydraulic fracturing process and the search for an alternative
approach of the conventional computational fluid dynamics (CFD) have attracted considerable interest from
researchers. Having emerged as a powerful approach to simulate the behaviour of fluid flows, the lattice
Boltzmann method (LBM) [49–51], which was originally proposed in the 1980’s, is now applied to a range of
problems, including hydrodynamics, thermal and multiphase flows, flows in porous media and characterisations
of turbulences [52]. As an improvement of the general lattice gas automata (LGA), the LBM uses density
distribution functions as the primary variable. Instead of treating the fluid as a continuous medium, the LBM
uses a regular grid to discretise the fluid domain. Hence, the fluid is modelled as a group of particles which are
only allowed to move to their adjacent lattice nodes or stay at rest. Furthermore, the fluid flow is simulated
by tracking the evolution of the fluid particle distributions. By updating the density distribution functions
and thus calculating the macroscopic properties of the fluid with each time step, macroscopic flow regimes
can be simulated. This straightforward and explicit time-stepping approach shows great advantages over the
conventional CFD technique, including high space-time resolution, good flexibility for parallel computations,
and robustness when dealing with complex geometries [53].
In many LBM based multi-phase simulations, the interactions between suspended particles are either ignored
or to some extent treated in a simplified pattern. However, to obtain more accuracy in many practical problems,
such interactions must be taken into consideration. To resolve the fluid-particle system, the discrete element
method (DEM) [54] has been employed to model the behaviour of the solid particles. Originally aimed at solving
geotechnical applications, the DEM treats the granular system as an assembly of rigid elements, usually with
simple geometric entities such as spheres. Governed by Newton’s second law, the dynamic interactions of the
discrete elements are characterized by their overlap and contact force. Normally the discrete system is solved by
an explicit central difference time integration scheme, which is somewhat consistent with the LBM [53]. This
explicit nature in both methods provides the opportunity for a coupled LBM-DEM solution procedure to resolve
the fluid-particle system.
Firstly proposed by Cook et al. [55], the LBM-DEM approach has displayed tremendous potential in the
detailed characterisation of fluid and proppant flow in fractures. Fig. 1.2 illustrates the straightforward mapping
of multiple spheres to a regular LBM grid, which reveals one of the advantages of the coupled LBM-DEM. As
an extension, the partially saturated method (PSM) [56] has been introduced into the LBM-DEM framework
to model the interactions between the fluid and moving particles, which is applied to the current research.
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The direct numerical simulations of small to intermediate scale fracture flow scenarios have already validated
the framework in abundant 2D models [25, 55, 57–59]. While the LBM was originally developed mainly for
laminar flows, as the Reynolds number increases, the fluid exhibits turbulent behaviour. To tackle this issue,
Yu et al. [60] incorporated a turbulence model which is based on Large Eddy Simulation (LES) [61] into the
LBM-DEM framework by adding a viscosity term which is calculated from the sub-grid turbulence model. Later
the LBM-DEM framework was also extented to 3D applications [53, 62–65].
In this project, the modelling of the complex, consolidated particle suspensions will employ the DEM to
represent the particles and the LBM to represent the base fluid in the suspensions. Hydrodynamic coupling
between the LBM and DEM will be undertaken using a form of immersed boundary, known as the partially
saturated method (PSM). Direct numerical simulation (DNS) of small-scale flow configurations can be used to
determine the influence of fracture geometry and fluid and particle properties on proppant injection.
Figure 1.2: The straightforward mapping of spherical discrete elements to the LBM grid.
Within the scope of industrial applications, especially in hydraulic fracturing treatments, the fluid flows
usually show non-Newtonian behaviours when polymers and or colloids are contained [47]. To fulfil this practical
requirement, extensions to the LBM framework for non-Newtonian fluid flows are well developed [52, 66–70]..
in which a power-law model is applied. Further improvements and modifications have been made to address
the limitations of the power law model, such as the truncated power law model [71]. Another popular non-
Newtonian fluid model is the Bingham yield-stress model [72]. However, limited work has been published for
the Bingham plastics within the scope of LBM simulations [73–76]. Nevertheless, the non-Newtonian extensions
to LBM-DEM simulations have been widely applied to provide more accurate and practical results.
1.5 Thesis Layout
This thesis consists of six chapters. In addition to this introductory chapter, Chapter 2 presents a detailed
description of the numerical framework applied to this project. The fundamental knowledge of both the LBM
and DEM is introduced, such as the lattice geometries and relaxation process of the LBM and the contact laws
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and basic formulation of the DEM. In Section 2.3, various fluid-solid boundary conditions are introduced and
compared.
In Chapter 3, computational issues related to LBM-DEM coupling (e.g. viscosity-dependence and time
stepping) are introduced and discussed. The performance of the implemented two-relaxation-time (TRT) PSM
is firstly tested and compared with a published flow configuration. A modified PSM solid weighting function
is then proposed to minimise the viscosity-dependence, followed by tests through a range of benchmark flow
problems which have analytical solutions for validation. Comparisons are also made with the BGK collision
operator, highlighting the improvement of the implemented TRT-PSM framework.
Chapter 4 and Chapter 5 present applications of the improved LBM-DEM framework proposed in Chapter 3
in hydraulic fracturing modelling. Numerical modelling of particle suspensions is demonstrated in Chapter 4.
A flow rheometer is simulated to study the rheology of shear-dependent flow, for which experimental-based
empirical solutions are available for comparison. In Chapter 5, analysis of propped fractures is presented,
investigating the influence of proppant embedment on fracture conductivity and well performance with different
proppant concentrations and varying confining stresses.
The outcomes of this research are summarised in Chapter 6, along with the potential directions of future
work.

Chapter 2
Numerical Modelling of Particle Suspensions
In this research, the modelling of complex, consolidated particle suspensions will employ the lattice Boltzmann
method (LBM) to represent the base fluid and the discrete element method (DEM) to represent the particles.
Hydrodynamic coupling between the LBM and DEM will be undertaken using a partially saturated method
(PSM). Current research on the numerical rheometry of fluids and granular suspensions will be extended to
capture the rheology of both the suspensions and the base fluid.
2.1 The Lattice Boltzmann Method
The origin of the LBM can be traced to the lattice gas automata (LGA) which was proposed by Hardy et
al. [77, 78] in the 1970’s. In the original LGA model (i.e. the HPP model), a 2D square lattice was used,
on which each fluid node had four discrete velocity components. The model was constructed as a simplified,
molecular dynamic models in which space is discretised by a symmetric lattice, time is discretised by an explicit
time-stepping scheme, and velocity is discretised by a limited number of lattice-dependent components. The
fluid flow is then simulated through the stream-collide process which is mathematically expressed as,
ni (x+ ei∆t, t+∆t) = ni (x, t)+Ωi, (2.1)
where x is the position of the node and Ωi is the operator describing the collision process. The Boolean variable,
ni (x, t), can be 0 or 1, representing the number of particle variables moving to the discrete velocity ei.
Understanding that the lattice symmetry of the HPP model was not sufficient to capture the hydrodynamic
behaviour of the gas, Frisch et al. [79] proposed an improved model (i.e. the FHP model), in which a triangular
lattice with hexagonal symmetry was utilised, allocating each lattice node with six velocity components. The
work by Frisch et al. [79] also highlighted the importance of lattice symmetry to the recovery of the Navier-Stokes
equations. Based on the FHP model, the continuous Navier-Stokes equations were recovered for the first time
from the LGA model, which built a good foundation for the development of the LBM.
During the past few decades, the LBM [49–51] has emerged as a powerful numerical method for fluid
modelling. In conventional computational fluid dynamics (CFD) the fluid domain is defined as a continuum, in
which the macroscopic properties, such as velocity and pressure, are obtained by discretising and solving the
Navier-Stokes equations. In the LBM, however, the fluid domain is discretised at the mesoscopic scale where
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the primary variables are density (or particle) distribution functions, fi, of the fluid nodes. By constructing
simplified kinetic models which incorporate microscopic to mesoscopic processes, the LBM focuses on the
average macroscopic behaviour of the fluid nodes in the system, so that the model exhibits the same macroscopic
behaviours as the classical hydrodynamic models [80]. During each iteration of the LBM, two processes, namely
the collision and streaming, are performed. Collision redistributes the distribution functions that arrive at each
node and then streaming propagates the redistributed functions to their neighbour nodes. The macroscopic
properties are then calculated from the moments of the distribution functions at a lattice node. In the macroscopic
limit it has been shown that the lattice Boltzmann equation (LBE), which is the governing equation in the LBM,
recovers the Navier-Stokes equations in the near-incompressible limit under the condition of low computational
Mach number [50].
Compared to conventional CFD approaches, the LBM has a number of advantages. In most LBM ap-
plications, a regular orthogonal grid is implemented. Although irregular grids [81–85] are also available for
modelling, they are not within the scope of the current work. In addition, the collision process only requires
local nodal computations while the streaming process can be performed in a straightforward manner by index
shifting operations. The above features make the LBM an ideal approach for parallel computations, particularly
for large-scale simulations. Meanwhile, many of the boundary conditions are implemented also using local
procedures, enabling the LBM to incorporate particles and complex boundaries, which is ideal for numerical
modelling of particle suspensions in hydraulic fractures.
2.1.1 The Lattice Boltzmann Equation
As an extension to Eq. (2.1), the lattice Boltzmann equation (LBE) is expressed as,
fi(x+ ei∆t, t+∆t)− fi(x, t) =Ωi, (2.2)
where fi is the density distribution function which is a real variable representing the probable amount of fluid
density moving in a discrete direction at each node at each timestep. Ωi is the collision operator, which controls
the rate of relaxation of the density distribution function towards its equilibrium in the ith lattice direction.
It is sometimes convenient to rewrite the LBE in a simplified version which highlights the streaming process,
f i(x+ ei∆t, t+∆t) = f+i (x, t) , (2.3)
in which f+i (x, t) is the post-collision density distribution function which is calculated through the collision
process,
f+i (x, t) = fi (x, t)+Ωi, (2.4)
Fig. 2.1 presents the discretisation of a simple fluid domain and the location of the density distribution
functions. Following collision, the streaming process moves the fi to each of the neighbouring nodes in the
velocity directions. From a mathematical perspective, the ordering of the streaming and collision processes within
each timestep is not important, as the streaming process only requires index shifting without any calculations,
which can also be observed from Eq. (2.3).
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Figure 2.1: A schematic diagram of a discretised LBM domain showing (left) the density distribution
functions after collision which are (right) then streamed to their respective neighbouring nodes [3].
The macroscopic properties of the fluid (i.e. the density, ρ , and velocity, u) are calculated as,
ρ =∑
i
fi, (2.5)
ρu =∑
i
fiei, (2.6)
at each lattice node at each time step. The pressure, p, is calculated directly from the fluid density,
p = c2sρ, (2.7)
where cs = c/
√
3 is the fluid speed of sound and c = ∆x/∆t is the lattice speed.
It is worth pointing out here that that the link between the LBE and the Navier-Stokes equations is dependent
on, amongst other things, the small velocity limit (i.e. the maximum macroscopic velocity, umax, should be
much less than the lattice speed, c). This can be interpreted in terms of the computational Mach number of a
simulation,
Ma =
umax
cs
, (2.8)
where it is required that Ma << 1 to ensure reasonable numerical accuracy and stability.
The kinematic viscosity of the fluid (in physical units), ν , is calculated as a function of the lattice spacing,
∆x, the relaxation parameter, τ , and the timestep, ∆tLBM,
ν =
1
3
(
τ− 1
2
)
∆x2
∆tLBM
, (2.9)
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which can be rearranged for the calculation of the timestep,
∆tLBM =
1
3
(
τ− 1
2
)
∆x2
ν
. (2.10)
2.1.2 The Lattice Geometries
As stated in Section 2.1, for the LGA models, a minimum lattice symmetry is required to ensure isotropy of
the velocity tensors and recovery of the Navier-Stokes equations from the kinetic model. The same geometry
requirement also applies to the LBM. In general, the LBM geometry can be distinguished into 2D and 3D
lattices.
2D
Various options are available for spatial discretisation in two dimensions, including hexagonal lattices (D2Q6,
D2Q7) and orthogonal lattices (D2Q5, D2Q8, D2Q9).
As shown in Fig. 2.2(a), the difference between the D2Q6 and D2Q7 lattices is the null velocity, e0, in the
latter, which represents a rest density distribution function at each node. In the hexagonal D2Q7 lattice, the
discrete velocity vectors are expressed as,
ei
 0 (i = 0)e(cos(pi(i−1)3 ) ,sin(pi(i−1)3 )) (i = 1,2,3,4,5,6) . (2.11)
In an identical manner, the D2Q9 lattice has an additional null velocity component compared to the D2Q8
lattice, which is shown in Fig. 2.2(b), and the vectors which describe these discrete velocities are,
ei

0 (i = 0)
e
(
cos
(
pi(i−1)
2
)
,sin
(
pi(i−1)
2
))
(i = 1,2,3,4)
√
2 e
(
cos
(
pi(i−5)
2 +
pi
4
)
,sin
(
pi(i−5)
2 +
pi
4
))
(i = 5,6,7,8)
. (2.12)
It has been shown that the D2Q9 lattice, in which the orthogonal grid is used, has revealed significantly
better accuracy over the D2Q6 and D2Q7 lattices [86].
3D
To simulate fluid flows in three dimensions, Fig. 2.3 illustrates the D3Q15 (Fig. 2.3(a)) and D3Q27 (Fig. 2.3(b))
models which also incorporate the null velocity, e0, in the discrete velocity set.
The discrete velocity set ei can be written as,
ei

(0,0,0) (i = 0)
e(±1,0,0) ,e(0,±1,0) ,e(0,0,±1) (i = 1, ...,6)
e(±1,±1,±1) (i = 7, ...,14)
, (2.13)
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Figure 2.2: LBM domain discretisations in 2D: (a) D2Q6 (left) D2Q7 (right) and (b) D2Q8 (left)
D2Q9 (right).
for the D3Q15 model and,
ei

(0,0,0) (i = 0)
e(±1,0,0) ,e(0,±1,0) ,e(0,0,±1) (i = 1, ...,6)
e(±1,±1,0) ,e(±1,0,±1) ,e(0,±1,±1) (i = 7, ...,18)
e(±1,±1,±1) (i = 19, ...,26)
, (2.14)
for the D3Q27 model.
The lattice discretises the fluid domain into a regular Cartesian (or hexagonal) grid, with nodes spaced at
a distance, ∆x. The density distribution functions, fi, exist at each node and, in the case of the D3Q27 lattice,
propagate along 26 velocity directions (there is one rest density distribution function, f0, with zero velocity).
In general, the increase in the number of discrete velocities improves the accuracy of the LBM. However, it
also comes with an increased computational cost. As a result, it is important to balance the accuracy and
computational expense when choosing the lattice geometry.
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Figure 2.3: LBM domain discretisations in 3D decomposed to their orthogonal and diagonal compo-
nents: (a) D3Q15 and (b) D3Q27.
2.1.3 The Relaxation Process and Collision Operators
The relaxation (i.e. collision) process redistributes the density distribution functions that arrive at each node at
each timestep. This process is local, which means that only the density distribution functions arriving at the
particular node are taken into consideration. This feature highlights the parallel nature of the LBM, which makes
it an ideal approach to solve large-scale problems. The collision operator, Ωi, should satisfy the conservation
laws at each node, which is expressed as,
∑Ωi = 0, (2.15)
for mass conservation and,
∑Ωiei = 0, (2.16)
for momentum conservation.
The most popular model used in the LBM is the Bhatnagar-Gross-Krook (BGK) model [87] with a single
relaxation time approximation in the collision operator. However, when simulating fluid flow through porous
media, the permeability, which should be an intrinsic property of the formation, becomes viscosity-dependent
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[63]. Such instability is also reported in other works [88, 89]. This issue, and others, was addressed in part by
dHumieres [90] via the development of the multiple-relaxation-time (MRT) model. In the MRT, a number of
relaxation times are applied to moments of the density distribution functions, and a form of this model is applied
in this research. The MRT model exhibits superior numerical stability and accuracy over the BGK model at
the expense of greater computational cost. Nevertheless, it is still thought to be worthwhile especially when
turbulence and non-Newtonian rheology emerge as important issues in the simulation [52]. In order to obtain
improved accuracy and stability while maintaining reasonable computational expense, the two-relaxation-time
(TRT) collision operator [91] was developed, which is applied to most of the simulations presented in this thesis.
The Single-Relaxation-Time Bhatnagar-Gross-Krook Model
To date, the BGK collision operator remains the most widely-used in the LBM, where it is defined as,
ΩBGKi =−
1
τ
[
fi(x, t)− f eqi (x, t)
]
, (2.17)
where τ is the relaxation parameter, which controls the rate at which fi approaches its equilibrium value.
The equilibrium density distribution functions, f eqi , are typically defined as a small velocity expansion of the
Maxwell-Boltzmann equilibrium and expressed as,
f eqi = ωiρ
[
1+
3
c2
(ei ·u)+ 92c4 (ei ·u)
2− 3
2c2
(u ·u)
]
, (2.18)
in which ωi is the weighting factor. For the D2Q9 lattice,
ω0

4/9 (i = 0)
1/9 (i = 1,2,3,4)
1/36 (i = 5,6,7,8)
. (2.19)
For the lattices that are used in this work,
ω0

2/9 (i = 0)
1/9 (i = 1, ...,6)
1/72 (i = 7, ...,14)
, (2.20)
for the D3Q15 model, and,
ω0

8/27 (i = 0)
2/27 (i = 1, ...,6)
1/54 (i = 7, ...,18)
1/216 (i = 19, ...,26)
, (2.21)
for the D3Q27 model.
In the BGK model, it is assumed that the density distribution functions at each node relax at a single rate.
However, this may cause instability in the cases where the momentum exchange and energy exchange during
the relaxation process do not propagate at the same pace [92]. To overcome this issue, several modified BGK
collision operators have been proposed such as the ellipsoidal statistical model [93].
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The Multiple-Relaxation-Time Model
As discussed in Section 2.1.3, the hydrodynamic interaction of fluids and solids becomes viscosity-dependent
when using a BGK-LBM formulation [4, 63]. The MRT collision operator [90] can help mitigate this problem,
while also providing improved numerical stability and accuracy. In an MRT-LBM formulation, the density
distribution functions, | fi(x, t)〉, are transformed into moment space, |mi(x, t)〉, relaxed towards equilibrium, and
then transformed back to velocity space. The conversion from velocity to moment space can be written as,
|mi(x, t)〉= M | fi(x, t)〉 , (2.22)
in which M is the transformation matrix. For the D3Q15 lattice which is used in Chapter 3, M is written as,
M =

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
−2 −1 −1 −1 −1 −1 −1 1 1 1 1 1 1 1 1
16 −4 −4 −4 −4 −4 −4 1 1 1 1 1 1 1 1
0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1
0 −4 4 0 0 0 0 1 −1 1 −1 1 −1 1 −1
0 0 0 1 −1 0 0 1 −1 1 −1 −1 1 −1 1
0 0 0 −4 4 0 0 1 −1 1 −1 −1 1 −1 1
0 0 0 0 0 1 −1 1 −1 −1 1 1 −1 −1 1
0 0 0 0 0 −4 4 1 −1 −1 1 1 −1 −1 1
0 2 2 −1 −1 −1 −1 0 0 0 0 0 0 0 0
0 0 0 1 1 −1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 −1 −1 −1 −1
0 0 0 0 0 0 0 1 1 −1 −1 −1 −1 1 1
0 0 0 0 0 0 0 1 1 −1 −1 1 1 −1 −1
0 0 0 0 0 0 0 1 −1 −1 1 −1 1 1 −1

. (2.23)
and |mi(x, t)〉 is the vector of moments,
|mi(x, t)〉= {ρ,e,ε, jx,qx, jy,qy, jz,qz, pxx, pww, pxy, pyz, pxz,mxyz} . (2.24)
In reference to Eq. (2.2), the MRT collision operator can be written as,
ΩMRTi =−M−1S
[|mi(x, t)〉− ∣∣meqi (x, t)〉] , (2.25)
where
∣∣meqi (x, t)〉 is the vector of equilibrium moments and S is a diagonal matrix of relaxation times. The
components of S can be chosen in a number of different ways, and used to tune model performance against
stability and accuracy criteria. For example, in the studies presented in Ref. [90] where the D3Q15 lattice was
used, S was defined as,
S = diag(0,s1,s2,0,s4,0,s4,0,s4,s9,s9,s11,s11,s11,s14) , (2.26)
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in which the relaxation parameters were s1 = 1.6, s2 = 1.2, s4 = 1.6 and s14 = 1.6. s9 and s11 were related to
the kinetic viscosity, ν , and were calculated as,
ν =
1
3
(
1
s9
− 1
2
)
=
1
3
(
1
s11
− 1
2
)
. (2.27)
In another study published by Pan et al. [4] where a D3Q19 lattice was utilised, S was defined as,
S = diag(0,se,sε ,0,sq,0,sq,0,sq,sν ,spi ,sν ,spi ,sν ,sν ,sν ,sm,sm,sm) . (2.28)
Two sets of relaxation parameters were listed and studied in Ref. [4], which were defined as,
sν =
1
τ
=
2
(6ν+1)
,se = sε = spi = sm = sq = 8
(
2− sν
8− sν
)
, (2.29a)
for Set A and,
se = sε = spi = sν =
1
τ
,sm = sq = 8
(
2− sν
8− sν
)
, (2.29b)
for Set B. Detailed investigation and comparison of the two sets of relaxation parameters can be found in Ref. [4].
The Two-Relaxation-Time Model
In this work, a two-relaxation-time (TRT) version [91] of the MRT collision operator is employed, in which
two separate eigenvalues, λe and λo, of the linearised collision operator are applied to the symmetric (even) and
anti-symmetric (odd) components of
∣∣mneqi (x, t)〉. In this work, these are chosen as,
λe = sν =
1
τ
, (2.30a)
and,
λo = sm = 8
(
2− sν
8− sν
)
, (2.30b)
which results in the collision matrix being defined as,
S = diag(0,sν ,sν ,0,sm,0,sm,0,sm,sν ,sν ,sν ,sν ,sν ,sν ,sν ,sm,sm,sm) . (2.31)
The relationship between the relaxation rates in the TRT collision operator has been studied extensively
[91, 94, 95] and linked by what is often referred to as the magic parameter,
Λ=
(
1
sν
− 1
2
)(
1
sm
− 1
2
)
. (2.32)
Several values of Λ, including 1/4, 3/16, 1/6, and 1/12, have been proposed and tested (see [91] and [95]
for further details). Here Λ is chosen as 3/16 to satisfy requirements on numerical stability and the accurate
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reproduction of the no-slip boundary location for flow around particles [95]. This also ensures consistency with
Eqs. (2.30a) and (2.30b).
To simplify the computation, one can decompose any pair of density distribution functions with opposite
velocities (which is referred to as a link) into its symmetric (even) and anti-symmetric (odd) components, which
is expressed as,
feven =
1
2
( fi+ f−i) , f eqeven =
1
2
(
f eqi + f
eq
−i
)
, (2.33)
and,
fodd =
1
2
( fi− f−i) , f eqodd =
1
2
(
f eqi − f eq−i
)
, (2.34)
where −i denotes the opposite direction of i. For the rest density distribution function, f0even = f0 and f0odd = 0.
Hence, the TRT collision operator can be written as,
ΩT RTi =−sν ( feven− f eqeven)− sm
(
fodd− f eqodd
)
. (2.35)
Without transforming the density distribution functions into the momentum space, the TRT collision operator
costs similar computational expense to the BGK model, while maintaining an improved accuracy and numerical
stability.
2.1.4 Forcing Terms in the LBM Formulation
In most of the studies presented in this thesis, the fluid is driven by the application of a body force, G. To add the
forcing term to the LBE, Buick and Greated [96] proposed four methods based on the principle of momentum
increment rather than velocity modification.
In Method 1, the equilibrium density distribution functions are modified by adding the gravitational potential,
−ρ5φ . It was stated that this method was only applicable when the density gradient was sufficiently small.
When applying a body force to the fluid, a momentum increment, −5 (ρu) = G is generated at each
timestep. Hence, in Method 2 the resultant fluid momentum at the current timestep is calculated as the average
of the values before and after collision,
ρv = ρu+
1
2
G. (2.36)
With the use of Method 2, the equilibrium density distribution functions are calculated using an equilibrium
velocity, u∗, which is calculated as,
ρu∗ = ρu+ τG. (2.37)
It is obvious that this method relaxes the density distribution functions towards the equilibrium that has included
the momentum increment induced by the body force.
In Method 3, an additional forcing term is incorporated in the collision operator, which is then written as,
Ω
′
i =Ωi+
D
bc2
G · ei, (2.38)
where D is the dimension of the case and b is the number of discrete velocities.
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In Method 4, the equilibrium density distribution functions are again calculated using the equilibrium
velocity, u∗, but in a different form, which is written as,
u∗ = u+
G
2ρ
, (2.39)
and the LBE is modified by adding an additional forcing term,
fi(x+ ei∆t, t+∆t)− fi(x, t) =Ωi+ 2τ−12τ
D
bc2
G · ei. (2.40)
It can be observed that Method 4 is a combination of Method 2 and Method 3 with the coefficients chosen to
ensure the correct form of the Navier-Stokes equations in the continuum limit.
It should be noted that Buick and Greated proposed these methods for the purpose of considering gravity
in the simulations. Similar to Eq. (2.8), it is required that Gz << c2s , in which z is the extent of the simulation
in the direction of G. In their study, Method 1 was found to be able to simulate Poiseuille flow. However, it
performed less well than the other three with the presence of a density gradient, even when the gradient was
considerably small. Within the compressibility limit, Methods 2, 3 and 4 exhibited good agreement with theory
when the non-linear term of the Navier-Stokes equations was zero. When the non-linear term became non-zero,
Method 4 was an optimal choice over the other two methods.
In another study, Strack and Cook [62] proposed a similar method to Method 3, in which an additional
term is added to the post-collision operator, f+i (x, t). Here f
++
i (x, t) is used to represent the post-processed,
post-collision operator where the forcing term is incorporated. Hence f++i (x, t) is calculated as,
f++i (x, t) = f
+
i (x, t)+AGei, (2.41)
where A is a coefficient calculated as,
A =
1
Kc2
, (2.42)
in which K = 6 for the D2Q9 model and K = 10 for the D3Q15 model.
With the appearance of the forcing term, Eq. (2.3) is modified as,
f i(x+ ei∆t, t+∆t) = f++i (x, t) , (2.43)
which describes the streaming process of the LBM.
2.1.5 Numerical Accuracy and Stability of the LBM
As stated in Section 2.1.1, to ensure reasonable numerical accuracy, it is required that Ma << 1. Studies [97]
have shown that second order accuracy can be obtained in space and time by the LBM at low Mach numbers.
This means that, when keeping the kinetic viscosity, ν (as shown in Eq. (2.9)) as a constant, the error decreases
quadratically with ∆x. On the other hand, the error will also decrease quadratically with ∆t, if ∆x remains a
constant.
In the LBM, the H-theorem cannot be guaranteed during the simulation. Therefore, the LBM is not
unconditionally stable. Qian et al. [98] presented detailed stability analyses for the D2Q9 and D3Q15 models. In
their study, the mean flow velocity was required to be below a maximum value which was a function of several
parameters including cs, τ and wave number of perturbations, to obtain numerical stability.
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2.2 The Discrete Element Method
The DEM was originally proposed by Cundall and Strack [54] to simulate the mechanical behaviour of
discontinuous media such as rock. In its classical form, a discrete system is considered as an assembly of distinct
elements which are treated as rigid bodies. The mechanical interaction of the discrete elements is characterised
by their small overlap and resultant contact forces (i.e. soft contact model).
2.2.1 Introduction
For each discrete element, the governing equations for translational and rotational movements are written as,
mx¨+Cx˙ = Fc+F f +mg, (2.44)
Jθ¨ = Tc+T f , (2.45)
respectively, where m and J are the mass and moment of inertia of the particle, and C is a viscous damping term.
The terms F and T denote the forces and torques acting on the particle, respectively, for both hydrodynamic
fluid-particle interactions, [·] f , and mechanical particle-particle interactions, [·]c. Other forces, such as those
arising from electrostatic [99] and electromagnetic interactions [100], can be included in a similar manner.
During each timestep in the DEM, a global contact detection is carried out to generate a list of potential
interactions for every particle. Each contact pair (see Fig. 2.4) is then checked for overlap and, if found to be in
contact, locally resolved for normal and tangential forces according to the contact model and interaction law
employed. Following the calculation and summation of all forces and torques present, the kinematic properties
of the particles (i.e. acceleration, velocity, and location) are updated via Eqs. (2.44) and (2.45).
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Figure 2.4: A contact pair of two circular elements in the DEM [3].
Critical to the implementation of the DEM is timestep selection. To ensure contact stability, ∆tDEM is
typically required to be no greater than a critical value, ∆tcr, which is based on the Courant-Friedrichs-Levy
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(CFL) condition [101] given that an explicit central difference integration scheme is employed to solve the
dynamic DEM equations. For a dynamic DEM system where the linear contact model is applied, the critical
timestep is expressed as,
∆tDEM ≤ ∆tcr = 2λ
√
m
kn
(√
1+ζ 2 −ζ
)
, (2.46)
where ζ is the critical damping coefficient and λ is a scaling parameter. On its own, the CFL constraint is often
insufficient to maintain stability and so it is suggested that λ is selected within the range of 0.1 to 0.3 [25].
2.2.2 Contact Models and Interaction Laws
In its most simple form, the normal contact force, Fn between two particles can be described using a linear
model,
Fn = knδ , (2.47)
where kn is the normal contact stiffness and δ is the overlap of particle boundaries. For the elastic contact of
spheres in 3D, a Hertz contact model can be used,
Fn =
4E∗
√
R∗
3
δ 2/3 =
4E∗
3R∗
a3, (2.48)
where E∗ and R∗ are the effective Young’s modulus and effective radius, respectively, and a is defined as the
contact radius,
a =
√
R∗δ . (2.49)
Further details of the Hertz model, along with a discussion of tangential force resolution, can be found in the
work of Han and collaborators [102, 103].
2.3 The Characterisation of Fluid-Solid Boundary Conditions
Boundary conditions and initial conditions are essential for fluid modelling as they constrain the solution of the
flow. Implementation of boundary conditions in the LBM is an important task owing to the fact that one has to
translate given information from macroscopic variables to density distribution functions, fi, which is the primary
variable in the LBM.
2.3.1 The Bounce-Back Method
At the macroscopic scale, the interaction between fluid and particles should obey the no-slip boundary condition.
In this situation, the fluid adjacent to the particle boundary has the same velocity as the boundary. For static
particles and walls, this can be well-approximated in the LBM by using the simple bounce-back scheme (SBB),
which is expressed as,
f−i(x, t+∆t) = fi(x, t), (2.50)
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where −i denotes the opposite direction of i. Fig. 2.5 shows the schematic diagram of the bounce-back boundary
condition in a 2D case. To ensure the no-slip effect, no tangential velocity exists along the fluid-solid interface.
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Figure 2.5: A schematic diagram of the bounce-back boundary condition at time t (left) and time t+1
(right). Remake from Fig. 2.4 in [3].
In some cases, the effective hydrodynamic boundary is located halfway between the solid boundary node
and its most adjacent fluid node. More generally, however, the exact location of the boundary depends on the
outline of the solid obstacle and the computational viscosity. The use of SBB can only achieve second order
convergence when the hydrodynamic boundary is located exactly halfway between the fluid and solid nodes
(e.g. flow between straight walls that are aligned with the underlying lattice). Otherwise the convergence of the
scheme is only first order [53, 104].
2.3.2 The Modified Bounce-Back Methods
To characterise the boundary condition between the fluid and a moving particle, Ladd [105] proposed a modified
bounce-back boundary condition, namely the link bounce-back method (shown in Fig. 2.6), to accommodate the
movement of the particle. This method is based on the momentum exchange between the fluid and solid nodes.
By assuming the fluid fills up the entire inner space of the particle, both nodes on the either side of the solid
boundary are treated in the same manner, which simplified the computation.
For a given link between the fluid and solid nodes, the link bounce-back rule is governed by,
f−i(x, t+∆t) = fi(x, t)−αiei ·vb, (2.51)
where αi = 6ωiρ/c2. the velocity of the middle point of the link, vb, is calculated by,
vb = vc+ω× rc, (2.52)
in which vc and ω are, respectively, the translational and angular velocities of the moving particle, rc is the
distance from the centre of the particle to the middle of the link.
The hydrodynamic force and torque acting on the solid particle from the given link can be calculated by,
Fi = 2ei [ fi(x, t)−αiei ·vb]/∆t, (2.53)
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Figure 2.6: A schematic diagram of the link bounce-back boundary condition.
Ti = rc×Fi. (2.54)
Summing all the components of the hydrodynamic forces and torques from every link, the total hydrodynamic
impact on the solid particle can be computed as,
Ft =∑
i
Fi, (2.55)
Tt =∑
i
Ti. (2.56)
However, the link bounce-back method has severe drawbacks which are mainly revealed in two aspects.
First, mass transfer is allowed through the solid boundary which may have effects on the inertia, thus affecting
the numerical accuracy [106]. Second, the movement of the particle would produce continuous phase change in
the boundary nodes in an on-off pattern, which could induce severe oscillation to the resultant forces [107].
To more accurately describe solid boundaries on the underlying lattice, several other improved forms of fluid-
solid boundary conditions have been developed. These include the linearly interpolated bounce-back scheme
(LIBB), the quadratically interpolated bounce-back scheme [108] (QIBB), and multi-reflection [109] (MR)
bounce-back. However, the interpolated schemes are more complicated to implement than SBB as they require
information from more than one additional fluid node between the two neighbouring solid nodes. To reduce the
number of the additional fluid nodes required in interpolated boundary conditions, Chun and Ladd [88] proposed
an equilibrium interpolated (EI) scheme in which the interpolation is applied to the equilibrium distribution
functions only. The EI scheme was found to be second-order accurate and viscosity-independent with only one
additional fluid node needed.
Studies [4, 88, 110] have shown that, of the boundary implementations discussed here, the MR scheme is
the most accurate and independent of viscosity. The LIBB and the QIBB schemes have a stronger dependence
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on viscosity than the SBB scheme. Moreover, the SBB scheme and the later-proposed modified bounce-back
scheme [105, 111] are not able to accurately compute the hydrodynamic force on the interface, especially when
simulating moving particles. In this scenario the computed force and torque may experience fluctuation as the
boundary nodes are remapped in a discrete manner at each timestep [107].
2.3.3 The Partially Saturated Method
To solve the problem of fluctuating forces, Noble and Torczynski [56] proposed a boundary condition for
partially saturated computational cells, which is often referred to as the partially saturated method (PSM). In this
approach, the LBE is modified so that nodes in the vicinity of the hydrodynamic boundary are processed using
an interpolated combination of conventional relaxation and fluid-solid momentum exchange. This facilitates
nodes either solely or partially covered by the solid obstacle to be treated in the same manner.
When using the PSM, the MRT-LBE is modified as,
| fi(x+ ei∆t, t+∆t)〉− | fi(x, t)〉=−M−1SM(1−β )(| fi(x, t)〉−
∣∣ f eqi (x, t)〉)+βΩmi , (2.57)
where β is a solid weighting function dependent on the local solid volume fraction, γ , and Ωmi is the PSM
collision operator that accounts for the fluid-solid interactions in the local nodal cell. In the original work of
Noble and Torczynski [56], two forms of Ωmi were introduced. The first was based on the bounce-back of the
non-equilibrium part of the density distribution function and defined as,
Ωmi = f−i (x, t)− fi (x, t)+ f eqi (ρ,us)− f eq−i (ρ,u) , (2.58)
where us denotes the velocity of the solid node in the subsequent timestep. The second form of Ωmi is computed
from the superposition of the equilibrium density distribution functions at the solid boundary and a term of the
deviation of the current density distribution function from its equilibrium. This is known as the superposition
collision operator and given by,
Ωmi = f
eq
i (ρ,us)− fi (x, t)+
(
1− ∆t
τ
)[
fi (x, t)− f eqi (ρ,u)
]
. (2.59)
Holdych [112] modified the non-equilibrium bounce-back operator in Eq. (2.58) by replacing the fluid
density equilibrium term in the reflected direction by the solid equilibrium, resulting in,
Ωmi = f−i (x, t)− fi (x, t)+ f eqi (ρ,us)− f eq−i (ρ,us) . (2.60)
In its simplest form, the solid weighting function is calculated directly as the solid coverage ratio of the cell,
β = γ, (2.61)
which is illustrated in Fig. 2.7.
In testing, the superposition collision operator was found to perform well with Eq. (2.61), while the non-
equilibrium reflection forms of Ωmi require a more complex τ-dependent solid weighting function. One form
proposed by Noble and Torczynski [56],
β =
γ(τ−0.5)
(1− γ)+(τ−0.5) , (2.62)
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Figure 2.7: Evaluation of the solid coverage ratio, γ , in the partially saturated method. Remake from
Fig. 3.4(a) in [3].
was empirically designed to minimise the viscosity-dependent slip which is intrinsic to boundary conditions
based on bounce-back.
To complete the definition of the PSM, the total hydrodynamic force and torque acting on the solid obstacle
can be obtained by,
F f = c∆x
[
∑
n
(
βn∑
i
Ωmi ei
)]
, (2.63)
T f = c∆x2
[
∑
n
(xn− xc)×
(
βn∑
i
Ωmi ei
)]
. (2.64)
It is worth mentioning that when no solid obstacle is present in the lattice cell, the PSM for fluid–solid
interaction can recover the standard LBE with γ = 0. In cases where multiple solid obstacles are mapped to the
same LBM cell, a sub-grid-scale condition is applied [113]. This can occur when discrete elements approach or
engage in contact, with the latter allowing slight overlap of boundaries. Consequently Eq. (2.57) is modified and
expressed as,
| fi(x+ ei∆t, t+∆t)〉− | fi(x, t)〉=−M−1SM(1−∑
d
βd)(| fi(x, t)〉−
∣∣ f eqi (x, t)〉)+∑
d
βdΩmi , (2.65)
where βd is the solid weighting function for each obstacle, d, depending on their local solid fractions, respectively.
Meanwhile, us in the PSM collision operator is calculated by the weighted average of the obstacle velocities.
2.4 Summary
This chapter has presented an introduction to the numerical methodologies used in this thesis, i.e. the coupled
LBM-DEM framework using the PSM. As an ideal alternative approach for the conventional CFD methods to
model fluid flow, the LBM is suitable for particle suspension modelling due to its high computational efficiency
32 CHAPTER 2. NUMERICAL MODELLING OF PARTICLE SUSPENSIONS
and straight-forward mapping of solid obstacles. The application of a Cartesian grid ensures a reasonable
computational expense without requiring the remeshing process or a moving mesh, which occur in many
other methods such as the finite element method (FEM) and the finite volume method (FVM). In addition, the
implementation of the TRT collision operator is expected to improve the computational accuracy and stability
over the most commonly used BGK collision operator, at similar computational costs. Meanwhile, the DEM
is an effective approach to the modelling of discrete solid elements, particularly for the large amount of solid
particles in this project. The PSM allows for an accurate characterisation of solid boundaries on the LBM
grid, which makes the coupling of the LBM and the DEM more efficient. All these features make the coupled
LBM-DEM an ideal approach to study fluid-particle interaction in hydraulic fractures.
Chapter 3 - Improved Coupling of the LBM-DEM Using the PSM
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Chapter 3
Improved Coupling of the LBM-DEM Using
the PSM
The viscosity-dependence of boundary conditions in the LBM has attracted significant interest in literature. Past
research has shown that the drag, and consequently permeability, predictions of the LBM exhibit viscosity-
dependence when used with certain boundary conditions such as bounce-back or interpolated bounce-back, and
this is most pronounced when the BGK collision operator is employed. Numerous boundary conditions (as
introduced in Section 2.3) have been proposed to reduce this viscosity-dependence, many of which, however,
require additional computational cost.
In the context of the LBM-DEM numerical framework, the issue of viscosity-dependence is also related
to explicit time integration as the two methods are run in parallel. In an ideal situation, both methods would
propagate with an identical timestep size. Otherwise, a sub-cyling technique is required to allow several DEM
iterations to be performed within one LBM timestep. However, the number of sub-cycles has certain constraints
to avoid fluctuation of the hydrodynamic interactions. Under these circumstances, it is of great importance that
the parameters that determine the LBM timestep have as little impact as possible on numerical accuracy.
As a potential solution to fluid-solid boundary conditions, the viscosity-dependence of the TRT-PSM scheme
has to date remained unexplored. Therefore, an investigation on the viscosity-dependence of the TRT-PSM
formulations will firstly be demonstrated in this chapter, using flow past a periodic array of spheres as the
benchmark problem. A modified solid weighting function is then proposed to address the viscosity-dependence
exhibited by the TRT-PSM scheme. Further studies using other flow configurations will also be presented to
investigate the performance of the improved LBM-DEM coupling approach.
3.1 Computational Issues of the LBM-DEM Coupling
A range of collision operators (see Section 2.1.3) and boundary conditions (see Section 2.3) are now available for
the formulation of an LBM model. Within the context of simulating particle suspensions, the single-relaxation-
time BGK collision operator [87] along with a simple bounce-back scheme (SBB) remains the most popular
combination. However, several shortcomings of BGK-LBM formulations have been widely reported in the
literature, including poor stability and accuracy, particularly at low viscosities or high Reynolds number. Another
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significant computational issue is the viscosity-dependence of boundary conditions, which highlights the impact
of the computational viscosity, ν , on simulation results. It was reported by Zou and He [114] that when
using SBB for hydrodynamic boundaries, the exact location of the no-slip interface becomes a function of the
relaxation parameter (i.e. computational viscosity), and as such cannot be interpreted as halfway between a
fluid and boundary node. The use of a MRT collision operator [90] can overcome some of the deficiencies of
BGK-LBM formulations. However, the exact location of the no-slip boundary still depends on the computational
viscosity [104]. Consequently, the viscosity-dependence, which can further be translated to a time stepping issue
for the LBM-DEM coupling framework, has severely influenced the robustness and applicability of the model.
3.1.1 Cell Decomposition Technique in the PSM
From the introduction of the PSM in Section 2.3.3, it can be concluded that the PSM only requires local
computation to enforce the hydrodynamic coupling of the fluid and solid. This maintains the inherent locality of
the LBM. With the present implementation of the LBM, it is possible to incorporate complex obstacle geometries
and a large number of particles in simulations, which is ideal for hydraulic fracturing modelling.
In the context of dense particle suspensions, particularly for particles of various sizes, the choice of lattice
spacing, ∆x, can cause conspicuous difference in the numerical accuracy. As shown in Fig. 3.1, ∆x should be
chosen according to the diameter of the smallest particle. Based on the testing results in this study, it is suggested
that at least four lattice spacings are required to be covered by the particle diameter to ensure a reasonable
accuracy. However, in the cases where the difference in particle size is significant, the computational cost will
be considerably high.
Figure 3.1: Mapping of particles of different sizes to the LBM grid.
To tackle this issue, a cell decomposition technique, which is shown in Fig. 3.2 is applied in this project
for the calculation of solid coverage ratio. In this technique, the nodal cell is decomposed into n2subcell identical
subcells such that the side length of a subcell ∆xsubcell = ∆x/nsubcell .
It is notable that this technique is only required to be applied to the fluid-solid boundary cells where solid
is present. It can be time consuming when nsubcell increases for the purpose of a more accurate solid coverage
evaluation. However, the computational cost is acceptable when compared to the implementation of a finer grid
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Figure 3.2: Cell decomposition technique for calculating solid coverage of a cell.
where the number of nodes increases quadratically with the lattice. In most of the studies presented in this thesis,
nsubcell is set to three to obtain accuracy while keeping the computational cost within a reasonable range.
3.1.2 Viscosity-Dependence of the LBM
Fig. 3.3 plots the results obtained by Pan et al. [4], who found that when simulating fluid flow through a
porous medium, the calculated permeability, which is a physical property of the medium itself, changed with the
computational viscosity. This represents a significant issue for a range of LBM applications, beyond porous
media and suspension flows. Although it was also found that viscosity-dependence was reduced by using
an MRT collision operator, the accuracy of the permeability predictions was dependent on the use of higher-
order boundary conditions such as quadratically-interpolated (QIBB) or multi-reflection (MR) bounce-back.
Other improvements [88, 108, 109] have been made to better describe fluid-solid boundaries on the underlying
lattice but, like the QIBB and MR conditions, many of the improved boundary conditions require non-local
computations which increase computational costs. Conversely, the use of a PSM for fluid-solid boundaries,
such as that proposed by Noble and Torczynski [56], is attractive. The introduction to the LBE of the solid
volume fraction in a cell improves the precision with which the no-slip boundary is represented. Validation in
the literature [57, 62, 115] has shown that the technique is also capable of accurately computing the momentum
exchange between fluids and solids using only local computations.
It is worthwhile to note that that Prestininzi et al. [116] recently presented an alternate interpretation of the
viscosity-dependence of boundary conditions in BGK-LBM formulations. In this work, the authors show that
the issue can be overcome when the Knudsen number, Kn, is kept small and constant. However, to keep Kn
constant at varying relaxation parameter requires adjustment of the grid resolution, which is impractical in most
engineering simulations (e.g. fully resolving the flow through small and tortuous pore networks, or around a
suspended particle) due to limitations on memory and processor time. Further, the LBM is most often employed
to mimic the Navier-Stokes equations, where the Knudsen number should have no effect on the results. To
account for it in such simulations would be paradoxical.
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Figure 3.3: The normalised permeability, κ∗, at varying computational viscosity for flow past a
body-centred-cubic array of spheres. Remake from Fig. 4a in [4].
3.1.3 Time Stepping of the LBM-DEM Coupling
Two independent timesteps are utilised in the implemented LBM-DEM framework, namely ∆tLBM and ∆tDEM.
As shown in Eq. (2.10), the former is explicitly calculated as a function of τ , ∆x, and ν , while Eq. (2.46) shows
that the latter is limited by the material properties of the discrete element(s).
In cases where ∆tLBM < ∆tDEM, the simulation timestep can simply be chosen as ∆tLBM. This requires the
DEM timestep to be conservatively reduced even further with respect to the stability limit. In this scenario the
physical magnitude of both timesteps is equivalent and both algorithms evolve at the same rate per step.
Conversely, in cases where ∆tLBM > ∆tDEM , sub-cycling is employed to perform a number of DEM timesteps
within one LBM timestep. The ratio between the two timesteps, Rsub = ∆tLBM/∆tDEM , is integerised to calculate
the number of DEM sub-cycles per LBM timestep, nsub =CEILING(Rsub). Thus the new DEM timestep is
calculated as,
∆t∗DEM =
∆tLBM
nsub
. (3.1)
There exists certain practical limits on the number of sub-cycles used in LBM-DEM simulations. In
the implemented LBM-DEM framework, the boundary nodes and the hydrodynamic loadings of the discrete
elements are kept unchanged during the sub-cycling process. Therefore, the solid boundary cannot cross more
than one grid spacing before it is remapped at the next LBM timestep to avoid fluctuation in the hydrodynamic
response [53, 115].
In the present work, ∆x is selected as a compromise between accuracy and computational cost, while ν
is prescribed by the physical properties of the fluid. In formulations where hydrodynamic drag is viscosity-
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dependent the value of τ is constrained to some certain range, typically as close to one as possible. As a result,
there is little scope for the adjustment of τ to modify ∆tLBM to more efficiently synchronise it with ∆tDEM.
This is central to the motivation of this study, which aims to identify an LBM formulation that uses a local,
viscosity-independent boundary implementation, thereby providing greater flexibility in the coupling of the two
explicit schemes.
3.2 Modified Solid Weighting Function in PSM
Based on the computational issues discussed in Section 3.1, it would be beneficial to the construction of
LBM-DEM models if the relaxation parameter, τ , could be used (within other constraints) as a free parameter
that allows the optimal choice of the LBM timestep from the perspective of coupling to the DEM. This is
not possible, however, as the choice of τ and the associated computational viscosity has implications for the
precision of hydrodynamic coupling, as already discussed. Instead, τ is often prescribed a value of one when
using BGK-LBM formulations with boundary conditions based on bounce-back, which minimises error but
renders timestep coupling awkward. Although increasing the grid resolution can help mitigate these problems,
this is not computationally efficient, especially for large-scale simulations involving millions of nodes, or more.
Therefore, the aim of this work is to define a choice of LBM collision operator and boundary conditions which
reduces the dependence of hydrodynamic coupling on computational viscosity, and maintains the locality of
operations offered by boundary conditions based on the bounce-back principle. This will allow greater flexibility
in the choice of relaxation parameter and LBM timestep, and result in more efficient coupling of time integration
with the DEM.
Previous studies [88, 117] have shown that, for boundary conditions based on the bounce-back principle,
the slip velocity is actually second-order with respect to τ . Therefore, a generalised form of Eq. (2.62) is
proposed here in an attempt to address the O
(
τ2
)
component of the slip velocity and further reduce the
viscosity-dependence of the PSM for moving boundaries,
β =
γ∑b b(τ−0.5)b
(1− γ)+∑b b(τ−0.5)b
. (3.2)
This is herein referred to as the modified solid weighting function [1]. The empirical nature of the function
means that the summation index, b, can be chosen to best suit the boundaries modelled. A sensitivity analysis of
the free parameter, b, is presented in Section 3.3.1 to determine an optimal value for the studies included in this
work. Obviously, Eq. (3.2) can be used to recover the original solid weighting function, Eq. (2.62), when b = 1.
3.3 Validation and Testing of the Improved LBM-DEM Frame-
work
The coupled LBM-DEM framework with partially saturated boundaries was tested in its original form, with a
TRT collision operator, and then with the modified solid weighting function proposed in Section 3.2. Accuracy
and convergence results based on the flow profile and hydrodynamic forces are presented for a range of test
cases. For each simulation set, a BGK collision operator case has been included for comparison with the TRT
implementation.
40 CHAPTER 3. IMPROVED COUPLING OF THE LBM-DEM USING THE PSM
3.3.1 Flow Past a Periodic Array of Spheres
The first test case investigated was the flow past a periodic array of spheres. This was undertaken to determine
the viscosity-dependence of different combinations of PSM collision operators and solid weighting functions,
when used in conjunction with a TRT collision operator. These combinations are listed as follows:
1. Non-equilibrium bounce-back collision operator (Eq. (2.58)) with the solid coverage ratio weighting
function (Eq. (2.61));
2. Non-equilibrium bounce-back collision operator (Eq. (2.58)) with τ-dependent weighting function (Eq.
(2.62));
3. Superposition collision operator (Eq. (2.59)) with τ-dependent weighting function (Eq. (2.62));
4. Holdych collision operator (Eq. (2.60)) with τ-dependent weighting function (Eq. (2.62)).
The model was constructed using a fully periodic cubic domain with a side length of 20. A sphere was
fixed at the centre of the domain, with its radius prescribed to result in a solid volume fraction of 0.1250. This
facilitated direct comparison with the results of Zick and Homsy [118]. The fluid was driven by a body force in
the x-direction, and the computational Mach number was kept at a constant value of 0.001 for all test cases. For
each case the relaxation parameter, τ , was prescribed and converted to kinematic fluid viscosity, ν , via Eq. (2.9).
For a simple-cubic (SC) periodic array of spheres, the drag coefficient is calculated as,
K =
FD
6piρνrUs
, (3.3)
where FD is the drag force on a single sphere, r is the sphere radius, and Us is the superficial velocity in the
domain in the flow direction. The superficial velocity in the x-direction is calculated as,
Us =
1
nxnynz
∑
x,y,z
(1− γ)ux, (3.4)
where nx, ny, and nz are the number of nodes in each dimension and ux is the x-direction velocity.
The drag coefficient was calculated for varying relaxation parameter, τ , and compared to the reference value,
K∗ = 4.292. Fig. 3.4 plots the normalised drag coefficient, K/K∗, against the fluid viscosity for the combinations
listed above. The results show that all of the PSM formulations exhibit some dependence on the computational
viscosity, even after the inclusion of a TRT collision operator. This is most prominent at larger viscosities. The
non-equilibrium bounce-back operator with the solid coverage ratio weighting function (i.e. Combination 1),
and the superposition operator with the τ-dependent weighting function (i.e. Combination 3), both show strong
dependence on viscosity. The latter is the most inaccurate across all tested values of viscosity. The performance
of the non-equilibrium bounce-back operator improved when used with the τ-dependent weighting function
(i.e. Combination 2), whereas the Holdych collision operator with the τ-dependent weighting function (i.e.
Combination 4) also performed well. Both of these results showed that the use of a TRT collision operator could
significantly reduce the viscosity-dependence of the PSM, when compared to the BGK collision operator (results
included in Fig. 3.4 for comparison). Based on these findings, and the fact that it demonstrated the greatest
accuracy at low viscosity, the non-equilibrium bounce-back collision operator combined with the τ-dependent
weighting function (i.e. Combination 2) was chosen as the basis for the remaining simulations in this study.
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Figure 3.4: The normalised drag coefficient, K/K∗, at varying computational viscosity, ν , for the BCC
model.
To test the performance of the modified solid weighting function proposed in Section 3.2, a sensitivity
analysis of the summation index, b, was first undertaken. During this test, Eq. (2.58) was implemented in
conjunction with Eq. (3.2) and tested using the same simple cubic (SC) array. The results are presented in
Fig. 3.5(a). The results from Combination 2, which is equivalent to b = 1, are included for comparison. It can
be seen that the modified solid weighting function has eliminated the dependence on viscosity in the range
ν < 0.1, which corresponds to 0.5 < τ < 0.8, with b≥ 3, and is more accurate than the original definition of
the function. This result provides additional flexibility in the choice of relaxation parameter when trying to
couple the timesteps of the LBM and DEM. Fig. 3.5(a) also indicates that increasing the value of b improves
the accuracy and further eliminates the viscosity-dependence, which expands the range of applicable relaxation
parameters. However, at least for the cases presented in this work, limited improvement was made with b> 4. As
a result, b = 4 was selected as the optimal value for the remaining simulations in this study. Fig. 3.5(b) plots the
modified solid weighting function at varying viscosity and b = 4 and contrasts it to the original solid weighting
function. This highlights the greater influence of the modified solid weighting function as the computational
viscosity increases.
To further test the modified solid weighting function, the spatial convergence was investigated using the same
SC simulation. Fig. 3.6 graphs the normalised drag coefficient against the computational viscosity at different
grid resolutions, with N representing the number of the grid spacings along each side of the cubic domain. The
same data is then presented in Fig. 3.7 as the convergence of the relative error of the drag coefficient at varying
relaxation parameter.
It can be seen in Fig. 3.6(a) that when the original solid weighting function is applied, increasing the
grid resolution reduces the relative error but does not eliminate the viscosity-dependence. However, when
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Figure 3.5: Performance of the modified solid weighting function, including (a) the normalised drag
coefficient, K/K∗, at varying computational viscosity, ν , for the SC model with varying summation
index, b, and (b) a comparison of the modified (with markers) and original (no markers) solid weighting
function at b = 4 and under varying solid coverage, γ , and computational viscosity.
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Figure 3.6: The normalised drag coefficient, K/K∗, at varying computational viscosity, ν , for the SC
model with increasing lattice resolution, N, using (a) the original solid weighting function (Eq. (2.62))
and (b) the modified solid weighting function (Eq. (3.2)).
44 CHAPTER 3. IMPROVED COUPLING OF THE LBM-DEM USING THE PSM
10−2 10−1
10−4
10−3
10−2
10−1
100
N−2
N−3
Relative Grid Size
D
ra
g
C
oe
ffi
ci
en
t-
R
el
at
iv
e
E
rr
or
τ = 0.60
τ = 0.80
τ = 1.00
τ = 1.50
τ = 2.00
(a)
10−2 10−1
10−4
10−3
10−2
10−1
100
N−2
N−3
Relative Grid Size
D
ra
g
C
oe
ffi
ci
en
t-
R
el
at
iv
e
E
rr
or
τ = 0.60
τ = 0.80
τ = 1.00
τ = 1.50
τ = 2.00
(b)
Figure 3.7: Convergence of the relative error of the drag coefficient against relative grid size when
using (a) the original solid weighting function (Eq. (2.62)) and (b) the modified solid weighting
function (Eq. (3.2)).
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the modified solid weighting function is employed, as shown in Fig. 3.6(b), the results exhibit viscosity-
independence at computational viscosities in the range ν < 0.1. For both weighting functions, it can be seen that
the prediction of drag coefficient increases with increasing lattice resolution, converging to a value just above
the reference solution.
An interesting finding observed from Fig. 3.7 is that the order of convergence with the relative grid size
changes with the relaxation parameter, τ . Approximately second-order convergence is exhibited at τ = 2, which
is equivalent to ν = 0.5 in this case. The apparent order of convergence rises to three and even higher as τ
decreases, until finally the results exceed the reference solution. This results in increasing error with increasing
lattice resolution, and is more prominent for the modified solid weighting function (Fig. 3.7(b)) than it is for the
original weighting function (Fig. 3.7(a)). Although the modified solid weighting function converges to an error
of approximately 1%, the wide range of viscosity independence makes it a significant improvement over the
original form.
To allow direct comparison of the TRT-PSM formulation, with the modified solid weighting function, to
other fluid-solid boundary conditions, the case of flow through a body-centred-cubic (BCC) array of spheres
was considered. The model was constructed as described in Pan et al. [4]. A BCC array of spheres with equal
radii of approximately 11.8 was located in a fully periodic cubic domain. The resolution used was 323, and the
flow was driven by a body force of 10−4, resulting in a Reynolds number of 0.22. The normalised permeability
results for the porous medium are presented in Fig. 3.8, along with reference results using the multi-reflection
(MR) and quadratically-interpolated bounce-back (QIBB) boundary conditions.
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Figure 3.8: The normalised permeability, κ∗, at varying computational viscosity for flow past a
body-centred-cubic array of spheres.
It can be clearly seen from Fig. 3.8 that the more complex MR boundary condition exhibits excellent
accuracy and is virtually viscosity-independent. While the PSM with the modified solid weighting function
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exhibits an error of approximately 2%, it is again viscosity independent in the range ν < 0.1, and performs better
than the original solid weighting function in both criteria. This is consistent with the results of the previous SC
tests.
3.3.2 Force on a Sphere in Stokes Flow
As a natural extension to the testing reporting in Section 3.3.1, the drag coefficient of a SC array of spheres
at different solid volume fractions was simulated. The model construction was similar to that of the previous
test. A sphere with varying radius was fixed at the centre of a fully periodic cubic domain with N = 30 in each
dimension. The fluid was driven by a body force of 10−4 in the x-direction and the relaxation parameter, τ , was
set to be 0.53. The simulation was kept running until the fluid flow reached steady state.
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Figure 3.9: Drag coefficient, K, against solid volume fraction of the periodic cell, φ , for different
TRT-PSM combinations. A BGK-PSM result has been included for comparison.
The results of the SC analysis at varying solid volume fraction are presented in Fig. 3.9, where it can
be observed that the TRT-PSM formulation with the modified solid weighting function achieved excellent
agreement with the reference values proposed by Zick and Homsy [118]. The relative drag coefficient errors of
the TRT-PSM with the modified solid weighting function were within 2% of the reference values for all solid
volume fractions simulated. Conversely, the BGK-PSM results deviated at high solid volume fractions. When
using different relaxation parameters, it was found that the error fluctuation of the TRT-PSM was between 3%
and 5%, depending on the solid volume fraction. When used with the modified solid weighting function, the
error fluctuation was restricted to within 1%, which provides further evidence of the improved performance of
the modified function. It should be noted that the solid volume of φ = pi/6≈ 0.524 represents the theoretical
packing limit of a SC array of spheres.
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3.3.3 3D Duct Flow
To test the modified solid weighting function in a lattice-aligned geometry, steady-state flow through a square
duct was simulated. Maier et al. [119] analysed this problem using both the D3Q15 and D3Q18 lattices with
periodic and pressure boundary conditions. Various factors including the Mach number and the driving force
were found to affect the rate of convergence to the analytical solution. Monotonic convergence was noticed
when using periodic boundaries with a constant Mach number for all test cases. However, when using pressure
boundaries, a saturation effect was reported, in which the error initially decreased but then increased with
increasing lattice resolution. The authors found that the velocity was over-predicted at low resolutions and was
under-predicted at high resolutions. This saturation effect is similar to what was observed in the convergence
behaviour reported in Section 3.3.1, where the calculated drag coefficient was underestimated at low resolutions
but increased to above the reference solution at high resolutions.
The quasi-parabolic axial velocity distribution for flow in a rectangular duct is given by the series approxi-
mation,
ux(y,z) =
16a2
ρνpi3
(−∂ p
∂x
) ∑
k=1,3,5,...
(−1)(k−1)/2[1− cosh(kpiz/2a)
cosh(kpib/2a)
]
cos(kpiy/2a)
k3
, (3.5)
in which −a≤ y≤ a and −b≤ z≤ b. It has been stated in the past that the LBM cannot exactly reproduce this
flow profile due to spatial discretisation errors [120]. In addition, results [119] have shown that the error in peak
velocity is the largest at an aspect ratio (the ratio of width to height of the cross-section) of one, which represents
a square duct. The duct flow approaches Poiseuille flow as the aspect ratio rises, while the error decreases.
To consider the worst-case geometry, the simulation was constructed using a square duct with height, width
and length of 4, 8, 10, 20, and 40 grid spacings. These correspond to lattice node counts of 5, 9, 11, 21, and
41 across the height and width of the duct, and ensure that a node is located at the centre of the cross-section.
Periodic boundaries were applied to the inlet and outlet, while the PSM boundary condition was utilised for the
four transverse boundaries of the duct. A body force of 10−5 was used to drive the fluid flow in the x-direction.
To minimise the impact of the Mach number on simulation results, the body force was adjusted according to the
grid spacing for each case to maintain a constant Mach number of 0.0023. The relaxation parameter was set to
be 0.55 for all test cases.
The duct simulation results are summarised in Fig. 3.10. The relative error of the maximum velocity at the
centre of the duct is shown in Fig. 3.10(a). The relative error of the flow profile is shown in Fig. 3.10(b), and is
presented in the form of the L2-Norm,
εL2 =∑
√
(uLBM−uA)2
u2A
, (3.6)
where uA is calculated using Eq. (3.5) and uLBM is captured from the simulation results. The error was calculated
using all of the lattice nodes in the duct which were common to each simulation. The slopes in Fig. 3.10 reveal
that approximately second-order convergence can be obtained for both the relative error in maximum velocity
and the L2-Norm error of the flow profile. It should be noted that the slope of the curve is greater than the
theoretical slope of the LBM, which is second-order accurate in space, however this might be attributed to errors
inherent in the reference solution.
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Figure 3.10: Convergence of the square duct flow simulations with increasing lattice resolution,
showing (a) the relative error of the maximum velocity and (b) the relative error of the velocity profile
in terms of the L2-Norm.
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3.3.4 Force on a Settling Sphere Between Two Parallel Plates
Thus far, the tests in this study have focused on flow past and through fixed solid obstacles. In order to test the
modified solid weighting function for cases in which the fluid-solid boundary can move across the lattice, a
heavy sphere settling between two parallel plates was simulated. The drag force acting on a settling sphere is
given by,
F =
−6piρνrUsphere
1−0.625(r/l)+0.1475(r/l)3−0.131(r/l)4−0.0644(r/l)5 , (3.7)
where r again is the sphere radius, l represents the distance from the sphere centre to the closer wall, and Usphere
is the sphere velocity.
The model construction followed the case described by Strack and Cook [62], where the BGK-PSM
formulation was implemented. Feng and Michaelides [121] presented a similar case where the the sphere was
fixed and a velocity boundary condition was applied to the infinite lateral boundaries. Here, the walls were
fixed and the sphere was allowed to settle under gravity. A schematic diagram of the simulation is shown in Fig.
3.11(a). The model was initialised with the sphere located between two walls that are 8r apart, and positioned
such that r/l = 0.5. The length and depth of the domain were set to be 64r to minimise the impact of the domain
size (see [62] for further details). Bounce-back conditions were applied to the walls while periodic conditions
were used for other two directions. The sphere was allowed to settle in the static fluid under a gravitational
acceleration of 10−4, which resulted in a Reynolds number of approximately 0.04. The simulation was run until
the velocity of the sphere reached steady state.
The settling sphere results are shown in Fig. 3.11(b), where the force can be seen to be converging at near
second-order with decreasing relative grid size (the grid spacing divided by the distance between the walls). It
can be seen that the TRT-PSM formulation with the modified solid weighting function is more accurate than the
BGK-PSM results of Strack and Cook [62]. Similar to the results shown in Section 3.3.3, the slope of the curve
exceeds the theoretical order of convergence of the LBM by a small amount, which is also reported by Strack
and Cook [62]. The approximate nature of the analytical solution may be one reason for that.
3.4 Summary
This chapter has presented improvements to the simulation of particle suspensions using the LBM-DEM coupling
approach. First, the benefit of using a TRT collision operator, instead of the popular BGK collision operator,
was demonstrated. Second, a modified solid weighting function for the PSM for fluid-solid interaction was
defined and tested. Results were presented for a range of flow configurations, including sphere packs, duct
flows, and settling spheres, with good accuracy and convergence observed. The improvements presented here
resulted in a range of computational viscosities, and therefore relaxation parameters, within which drag and
permeability predictions remain invariant. This allows for greater flexibility in using the relaxation parameter
to adjust the LBM timestep, which can subsequently improve synchronisation with the time integration of the
DEM. This has significant implications for the simulation of large-scale suspension phenomena, where the limits
of computational hardware persistently constrain the resolution of the LBM lattice.
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Figure 3.11: A sphere settling in a quiescent fluid between two parallel plates, including (a) a
schematic diagram of the simulation and (b) convergence of the force on the sphere with increasing
lattice resolution.
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Chapter 4
Numerical Rheometry of Dense Particle
Suspensions
The transport of dense particle suspensions is of interest in a broad variety of industries from drug development
to oil recovery. It is also of great importance to a more efficient hydraulic fracturing operation. However, the
rheology of such suspensions is often characterised by semi-empirical models which lack the flexibility required
to accurately capture the relevant phenomena in cases of arbitrary geometry.
Previous work in this field has focused on the development of constitutive equations to describe the effective
viscosity of the suspensions as a function of the solid volume fraction. Typically derived from experimental
data on fluid flow between parallel plates, the rheology specified by such expressions is often used to calibrate a
power-law based rheological model. However, work by Lyon and Leal [122] has shown that even in a relatively
simple Poiseuille flow situation the distribution of solid particulates is not uniform across the entire aperture.
This spatially varying solid volume fraction brings into question the applicability of constitutive equations to
fully describe suspension rheology.
In this chapter, the improved LBM-DEM framework is applied to numerically investigate the rheology of
dense particle suspensions. Using this coupled framework with the PSM, a 3D numerical Couette flow rheometer
was implemented, in which discrete element particles of different solid volumes are packed into a cubic lattice
Boltzmann domain which is periodic in the lateral directions. Using either shear stress or strain rate control, this
model then simulates the shear-dependent behaviour of the particulate suspensions. The resultant hydrodynamic
and mechanical reactions acting on the shearing plane are evaluated once the model has reached the steady state,
where these results are used to compute an effective suspension viscosity, µ f . The results from this analysis are
validated against several existing semi-empirical expressions. Meanwhile, comparison between the BGK and
TRT collision operators is also presented, highlighting the better performance of the TRT-PSM formulation.
4.1 Constitutive Modelling of Particle Suspensions
The rheology of non-Brownian particle suspensions is dependent on the quantity of solid inclusions by volume.
Conceptually, a suspension will behave as a simple fluid or as a granular material at low and high solid volume
fractions, φ , respectively. This is due to the fact that the constitutive behaviour of the suspension is characterised
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by stress contributions from the fluid and particulate phases. At low solid volume fractions (φ < 0.1) particle-
particle contact is rare, and particulates are simply advected by the fluid. At comparatively high solid volume
fractions (φ < 0.4) particle-particle contact is common and impacts upon the fluid’s ability to flow. There also
exists a limiting solid volume fraction, φm, at which the particulate inclusions become jammed and the fluid
must percolate through the void space.
In the case of a Newtonian fluid the relationship between shear stress, τs, and shear strain rate, γ˙ , is known
to be,
τs = µ f γ˙, (4.1)
where µ f is the fluid viscosity.
Singh and Nott [123] demonstrated experimentally that the apparent viscosity of particle suspensions is
dependent both on solid volume fraction and shear rate. As such, Eq. (4.1) is not sufficient to fully describe
the constitutive behaviour. Instead the combination of contributions from the fluid and particulate phases can
be described with a suspension balance model [124] in which the shear and normal stresses exerted by the
suspension are related to the shear strain rate so that,
τs = µ f µsγ˙, (4.2)
and,
p′ = µ f µnγ˙, (4.3)
where the terms µ f , µs, and µn, are the fluid, particle shear, and particle normal viscosities respectively.
The particle shear and normal viscosities are dimensionless and can be found by,
µs =
F
I
, (4.4)
and,
µn =
1
I
, (4.5)
in which F is the friction coefficient. I is the dimensionless viscous number, first proposed by Cassar et al. [125],
and is simply the ratio of fluid shear stress to particle normal stress,
I =
µ f γ˙
p′
. (4.6)
The viscous number characterises the relative impact of particle and fluid stresses on apparent viscosity.
Where I is low, viscous stresses exerted by the solvent are insignificant when compared with particle stress.
Conversely, in the case of a high value of I viscous stresses are dominant.
By considering the experimental data of Phillips et al. [126], Morris and Boulay [127] proposed expressions
for prediction of the viscous number and friction coefficient which are dependent only on the solid volume
fraction and two tuning parameters. Their expression for viscous number is given by,
I (φ) =
(
φm
φ −1
)2
Kn
(4.7)
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where comparison to Phillips et al. [126] determines the tuning parameter to be, Kn = 0.75. Morris and
Boulay [127] then use the viscous number to predict a friction coefficient,
F (I) = F1+ I+
5
2
φm
I
1
2
K
1
2
n
, (4.8)
with F1 = 0.133 and a jamming solid volume fraction of φm = 0.68.
An important consideration for these expressions is that the jamming solid volume fraction selected is above
the random close pack limit which has been found to be in the range, φrcp = 0.63−0.64. Additionally, since
Morris and Boulay [127] calibrated their expressions against the data of Phillips et al. [126], their validity should
be limited to low Reynolds number cases.
Building on the work of Morris and Boulay [127], Boyer et al. [128] carried out a series of experiments
using a custom built annular shear cell, also at low Reynolds numbers. Since they were interested in resolving
the relationship between particle pressure and friction coefficient, the annular shear cell was designed with a
porous top surface. Such a design allows the confining pressure to be imposed upon the suspension, though
the solid volume fraction is variable as a result. Another modification to their annular shear cell over a typical
shear cell rheometer was the addition of 0.5mm steel bars to the top and bottom surfaces. The spacing of these
steel bars was chosen to be consistent with the particle diameter, with the intention of better capturing the bulk
rheology of dense particle suspensions. By assuming a jamming solid volume fraction of φm = 0.585, the results
from this experimental analysis suggested that the scaling parameter Kn is unnecessary so that,
I (φ) =
(
φm
φ
−1
)2
. (4.9)
Considering this adjusted expression, Boyer et al. went on to propose the following equation to approximate
the friction coefficient,
F (I) = F1+
F2−F1
1+ I0I
+ I+
5
2
φmI
1
2 , (4.10)
where the tuning parameters are chosen to be F1 = 0.32, F2 = 0.7 and I0 = 0.005, to agree with their results.
The motivation behind the form of these equations for friction coefficient was to separate particle contact (or
mechanical) and hydrodynamic contributions to friction. Where the last two terms in Eq. (4.8) and Eq. (4.10)
represent the hydrodynamic contribution, and the preceding terms represent the contact contribution. In their
recent work, Lecampion and Garagash [124] propose that the expression of Boyer et al. [128] is erroneously
dominated by hydrodynamic contributions as the solid volume fraction approaches the limiting solid volume
fraction (φ → φm). They propose instead that the friction coefficient is more accurately represented by the
following expression where the first two terms represent the inter-particle contact contribution,
F (I) = F1+
φm
β
(
1− φ
φm
)
+
(
I+
(
5
2
φm+2
)
I
1
2
)(
1− φ
φm
)2
. (4.11)
This expression for friction coefficient is designed to be compatible with the expression for viscous number
proposed by Boyer et al. [128], and was calibrated against their experimental results.
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4.2 Approaches to Modelling Particle Suspensions
Numerical simulation of suspension rheometry requires, in the general case, the coupling of two simulation
techniques to represent the fluid and particulate phases individually. This has been explored by a variety
of authors using a number of techniques including classical application of time and space integration to the
Navier-Stokes and Newtonian motion equations, to the more recent dissipative particle dynamics and lattice
Boltzmann methods. Here a brief review of contemporary works and accompanying numerical methods is firstly
presented.
4.2.1 Stokesian Dynamics
The simplest numerical approach applied in the literature is that of Stokesian dynamics [129]. Of the techniques
discussed here, Stokesian dynamics is unique in that it does not explicitly consider the fluid phase. Instead,
hydrodynamic drag is applied to particles using the analytical expression under the Stokes flow regime. The
interaction between particles includes an additional lubricating force to include consideration of the strong
hydrodynamic forces exerted on approaching particles. Since no additional work is done to consider directly the
fluid phase, this method could be seen as computationally inexpensive, however the consideration of long range
particle interactions increases the computational expense of the particle phase significantly.
Sierous and Brady [130] applied Stokesian dynamics to the investigation of suspension rheometry. They
found that with their model they were able to correctly capture suspension rheology in the dilute regime
without needing to account for lubrication forces. In order to correctly capture the suspension rheology at high
concentrations, explicit treatment of lubrication forces was required. The authors do not comment on whether
shear dependent rheology was observed.
In a following study Sierous and Brady [131] applied Stokesian Dynamics to the study of uniformly sheared
suspensions, in which a pair-distribution function was determined to characterise the inter-particle contact.
Furthermore, the pair-distribution function clearly showed anisotropy in the microstructure between particles,
which caused non-Newtonian behaviour. However, their results showed a shear thickening behaviour, which
disagreed with the experimental study. The simple potential-like force description was not able to mimic the
shear-rate-dependent non-hydrodynamic inter-particle forces. In the work by Swan and Brady, [132, 133],
Stokesian Dynamics were applied to the investigation of particle suspensions between parallel walls. In these
studies, the hydrodynamic interactions were divided into near- and far-field components. A splitting parameter
was introduced to further distinguish the far-field hydrodynamic interactions into those mediated by both walls
and those mediated by a single wall. The splitting procedure caused an exponentially small error, as the
interactions mediated by both walls were reproduced while those mediated by a single wall were treated as a
superposition approximation. Stokesian Dynamics has also been extended to non-spherical particle suspensions,
where a modified lubrication tensor was developed to describe the interactions between multiple pairs of
overlapping particles [134].
4.2.2 Smoothed Particle Hydrodynamics
Smoothed particle hydrodynamics (SPH) is seen as a similar approach to dissipative particle dynamics (DPD), in
that they are both particle based methods. However, their respective interaction forces are fundamentally different.
SPH is a partition of unity method, in which particles are Lagrangian elements representing a continuum field.
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Where SPH differs from DPD is that the SPH formulation is a discretisation of the Navier-Stokes equation which
is therefore included explicitly, rather than being emergent. Despite this fundamental difference, the treatment of
boundary conditions is similar. In their work, Bian et al. [135] applied the frozen particle approach to represent
suspended particles in order to investigate the rheology of suspensions. A lubrication force correction, which was
solved by an implicit splitting integration scheme [136], was incorporated to account for the short-range forces
between particles. By shearing suspensions of spherical particles, Bian et al. [135] validated their approach by
comparing, favourably, to published constitutive expressions at a fixed shear rate. In contrast to the work of
Iwashita and Yamamoto [137], Bian et al. [135] found their model to exhibit shear thickening rheology. It should
be noted that the work of Bian et al. [135] was done in 2D only, which may be a source of observed differences.
Vazquez-Quesada et al. [138] extended the SPH model to 3D to simulate particle suspensions under shear
flow conditions. Results from the 3D SPH model were in good agreement with the literature for the solid volume
fraction, φ , up to 0.3. With the increase of φ , the deviation significantly grew up to 60% at the largest value
considered, which was 0.5. To better characterise particle interactions, Vazquez-Quesada and Ellero [139]
modified the lubrication force correction by incorporating both normal and tangential interparticle short-range
lubrication forces. Additional repulsive forces were also introduced to prevent overlapping between particles.
This modification successfully expanded the simulation results agreement up to φ = 0.35, while reducing the
deviation to 20% at φ = 0.5. It was also found that the suspension rheology was Newtonian at low solid
concentrations up to φ = 0.3. Weak shear-thickening behaviour was observed for larger solid volume fractions.
In another study, Vazquez-Quesada et al. [140] applied the 3D SPH model to investigate particle suspensions in
Non-Newtonian fluid. A hidden high-shear power law behaviour was introduced to the suspending fluid, resulting
in a strong shear-thinning effect of the overall suspension rheology. Even the original weak shear-thickening
behaviour where Newtonian fluid was applied turned to shear-thinning with the non-Newtonian fluid model. In a
recent study, Vazquez-Quesada and Ellero [141] extended the 3D SPH model to investigate particle suspensions
in a viscoelastic liquid, to which a coarse-grained fluid-particle model was applied. Test cases including single
particle rotation and migration, two-particle trajectories and multi-particle sedimentation were demonstrated.
4.2.3 The Finite Element Method
The finite element method (FEM) has been applied to direct numerical simulations of fluid-solid systems for
decades. One outstanding feature of this approach is that one can calculate both the status of the fluid field
and the particle velocities at the same time step. An arbitrary Lagrangian-Eulerian (ALE) technique [142] is
applied to handle the movement of the domain and to update the body-fitted mesh at each time step. A detailed
discussion on the criteria of the remeshing procedure can be found in [143]. Thogersen and Dabrowski [144]
introduced a 2D finite element model for particle suspensions to investigate the hydrodynamic limit and mixing
behaviour due to simple shear flow. It was found that the shear-induced self-diffusive behaviour of the fluid was
stronger than the particle phase. However, the particles were assumed to be fully lubricated throughout the study.
The simulation would stop whenever particle overlap was detected, which certainly added a limit to the particle
density as well as the strain rate that was applied.
Walter et al. [145] coupled an explicit finite element method with a boundary integral method to simulate
the motion of a spherical capsule enclosed by a membrane in simple shear flow. During each time step, the load
acting on the membrane was calculated using the deformation from the finite element method, thus the velocity
of the capsule could be determined from the obtained load using the boundary integral method. In this approach,
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a variational form of the sphere surface equilibrium equation was applied to overcome the topological problem
when using the local equilibrium equation. This approach was found to be appropriate to characterise fluid-solid
interactions especially for deformable solid particles and shell-like objectives. Matsunaga et al. [146] expanded
the coupled finite element and boundary element method to investigate the rheology of dense spherical capsule
suspensions. To account for the interactions between particles, a fine mesh was required to resolve the near-field
forces, while the far-field forces were coarse-grained by a multi-pole expansion [147], where a patch consisting
of a group of elements was applied to resolve the particle surface. Several validation cases were demonstrated
in the literature. However, this approach is still not computationally efficient due to large number of boundary
elements and the remeshing process.
4.2.4 Homogenisation Modelling
Chateau et al. [148] studied the behaviour of rigid particle suspensions in a yield-stress fluid using a homogeni-
sation approach, in which a representative element volume was defined to describe the suspension domain.
It was assumed that the fluid was homogeneous and the solid particles were isotropically distributed over
the domain. Avazmohammadi and Castaneda [149] extended this homogenisation approach to deformable
viscoelastic particle suspensions by the use of a deformation gradient tensor. In their studies, a shear-thinning
behaviour was observed as a result of the particle deformation under shear flow conditions. The homogenisation
approach has emerged as an appropriate method to capture the macroscopic behaviour of particle suspensions.
However, due to homogenisation and isotropic assumptions, the homogenisation cannot fully resolve the exact
suspension behaviour such as the particle interactions and distribution.
4.2.5 The Lattice Boltzmann Method
Within the scope of the LBM, one popular approach to characterise the fluid-solid boundary conditions is the
interpolated bounce-back (IBB) scheme. However, as stated in Section 2.3, these IBB schemes are not able to
accurately compute the hydrodynamic force on the interface, especially when simulating moving particles. In
this scenario the computed force and torque may experience fluctuation as the boundary nodes are remapped in
a discrete manner at each time step. To diminish the hydrodynamic force fluctuation, an efficient hydrodynamic
radius, which is greater than the actual sphere radius, was introduced to the LBM. Haddadi and Morris [150]
applied this scheme to study dilute sheared suspensions of neutrally buoyant spheres at low Reynolds numbers.
In this study, the hydrodynamic interaction between particles was calculated by the near-field lubrication force
and he particle velocity was obtained from a partitioned algorithm.
Another popular approach is to couple the LBM with the immersed boundary method (IBM) to treat
fluid-solid boundary conditions. In IBM, a set of discrete markers which are governed by Lagrangian dynamics
are used to describe the fluid-solid boundary geometry. Hence the fluid-solid interaction is modelled by an
additional forcing term on the fluid boundary node via the Dirac delta function. It is worth mentioning that the
IBM exhibits first-order accuracy, which is different to the bounce-back boundary conditions. Breugem [151]
implemented a direct forcing scheme in which a second-order midpoint rule was applied and thus improved
the IBM to second-order accuracy. In a more recent study, Zhou and Fan [152] incorporated the Runge-Kutta
scheme with inner steps in the IBM to achieve better accuracy when simulating rigid-particle-laden flows.
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In many of the LBM-based simulations, the hydrodynamic force acting on a moving particle is evaluated
by the momentum exchange method (MEM), in which the momentum changes between fluid nodes and fluid-
solid boundary nodes are summed up during bounce-back. However, studies [153, 154] have shown that the
conventional MEM is not locally Galilean invariant. Wen et al. [154] corrected the conventional MEM force
calculation by incorporating the relative velocity between the fluid population and the fluid-solid boundary to
achieve Galilean invariance. The new, Galilean invariant MEM has better simulation accuracy as well as a
clearer physical interpretation especially for the modelling of moving particles in fluids.
To evaluate the performance of various formulations of the LBM, Peng et al. [155] set up several benchmark
problems for analysis. It was concluded that all the tested interpolated bounce-back schemes were second-order
accurate, among which the quadratic interpolations were more accurate than the linear interpolations, with
weaker force fluctuations. Furthermore, the MEM with rigorous Galilean invariance yielded better accuracy
when calculating hydrodynamic force. Special attention was paid to the refilling process by Peng et al. [155]
and Shi et al. [156]. Many of the LBM simulations for particle suspensions treat the fluid-solid boundary as a
moving shell. Bounce-back is applied to both inside and outside nodes of the shell. Hence the hydrodynamic
force is affected by the momentum exchange on both sides. However, in some treatments, only the contribution
from outside the shell is considered when calculating the hydrodynamic force. Consequently when a particle
is in motion, some fluid nodes which are originally inside the particle would appear with unknown particle
distribution functions. This is called the refilling process. For simulations of complex flows with large amount
of moving particles, the refilled fluid nodes significantly affect the stability and accuracy. Comparisons of
different refilling schemes can be found in [155] and [156]. It was stated that the velocity-constrained normal
extrapolation refilling scheme provided the best stability and accuracy.
Johnson et al. [157] coupled the LBM with the DEM via the partially saturated method to study the shear-
thickening phenomenon of particle suspensions. Several parameters including the solid fraction, particle-wall
contact stiffness and inter-particle contact stiffness were investigated. It was found that the dilation was a key
observation during shearing, which was also a probable reason for the shear-thickening behaviour. Results also
showed that there existed a potential critical value for the applied shear stress to achieve shear-thickening. In
their study, shear-thickening was observed when the applied shear stress was less than 10kPa. However, due to
the lack of test cases, the suspension behaviour was unclear for shear stresses larger than 10kPa.
4.3 Numerical Rheometry in a Periodic Shear Cell
To validate the LBM-DEM coupling framework for suspension viscosity against the semi-empirical expressions
introduced in Section 4.1, a periodic shear cell rheometer was defined. The model domain was periodic in the
lateral x- and y-directions. Two discrete element platens were mapped to the z-boundaries, with the upper driven
by either a constant shear force or velocity and the lower kept static. In this investigation, the rheometer was
configured with a certain platen height, where the particulates in this case had a nominal radius of 100µm with a
standard deviation of 10µm. The models were run under both stress and strain rate control, where a stress of
τs = 15 Nm−2, or strain rate of γ˙ = 150 s−1, were respectively applied. A schematic diagram of the rheometer is
included in Fig. 4.1 for reference.
After the validation of suspension viscosity, the viscous number and friction coefficient of the suspension
were computed and compared with the semi-empirical expressions. In a more detailed analysis, the hydrodynamic
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Figure 4.1: A schematic diagram of the rheometer.
and mechanical contributions to the friction coefficient were evaluated separately. In addition, shear-dependent
behaviour of the suspension was also investigated, providing fundamental new insights to particle suspensions.
4.3.1 Model Setup
To minimise the impact of simulation parameters on the results, a set of sensitivity tests were firstly conducted,
where a rheometer of 0.004m × 0.002m × 0.0025m was set up. The upper platen was set at the height of
z = 0.002m to execute stress or strain rate control. The lattice spacing, ∆x, was chosen as 0.00005m, leading to
a total of 169,371 nodes. The kinetic viscosity ν was 10−4 m2/s and the relaxation parameter τ was 1, resulting
in an LBM timestep ∆tLBM = 4.17×10−6s. The DEM timestep, ∆tDEM , was set as the same as ∆tLBM to ensure
the coupling system executes stably. From these tests, an appropriate platen height was expected to be obtained
such that the platen surfaces do not heavily affect the physical property of the suspensions, e.g. viscosity. To
achieve this, a series of models where the platen height, Hz, was chosen as a function of the average particle
diameter, raverage, ranging from raverage to 10raverage.
The results are shown in Fig. 4.2, where the ratio of effective suspension viscosity to carrier fluid viscosity
(µr = µe f f /µ f ) is plotted against the platen height. The model shows that the viscosity ratio is relatively
consistent for a platen height above two particle diameters. Hence, the rheometer was configured with a platen
height of 10 nominal particle diameters in all cases presented in the following sections, while other simulation
parameters were kept the same as that stated in the previous paragraph.
4.3.2 Validation of Suspension Viscosity
The simulation results for effective viscosity were compared with the values computed from Eq. (4.8), Eq.
(4.10), and Eq. (4.11). For this comparison, the friction coefficients were computed using the viscous number
recovered from the computational model and calculated with Eq. (4.6). The effective viscosity suggested
by these expressions is then found by equating Eq. (4.1) and Eq. (4.2), as the product of the solid and fluid
viscosities so that,
µe f f = µ f µs. (4.12)
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Figure 4.2: Platen height Hz in average particle diameters raverage against viscosity ratio µr, at a solid
volume fraction of φ = 0.5.
The viscosity ratio, as the ratio of suspension viscosity to carrier fluid viscosity (µr = µe f f /µ f ), was then
computed and compared with the values calculated from the semi-empirical expressions.
Shown in Fig. 4.3 and Fig. 4.4 are the results from this modelling, where those shown in the former are taken
under strain rate control (γ˙ = 150 s−1) and the those in the latter are computed under stress control (τs = 15
Nm−2). The BGK results are included for a direct comparison.
The LBM-DEM results for viscosity ratio agree in general with the expected viscosity suggested by the
semi-empirical expressions, with quantitative agreement below a solid volume fraction of 40% (φ < 0.4) in both
control regimes, for both TRT and BGK collision operators. However, the TRT exhibits better accuracy and
numerical stability over the BGK, especially under strain rate control where the BGK was unstable in some
cases (e.g. φ = 0.2 and φ = 0.55). Under stress control, quantitative agreement is achieved with Morris and
Boulay up to a very dense solid volume fraction of 55% (φ ≈ 0.55), where agreement in this region is more
qualitative than that under strain rate control. Both TRT and BGK performed well in this regime.
The results obtained under strain rate control in Fig. 4.3 show a substantial difference between the expression
of Lecampion and Garagash and those of the other authors. In fact, Lecampion and Garagash designed their
expression to closely match the expression of Boyer et al. and tuned it to match their own experimental data. To
explain such difference, recall Eq. (4.11), in which Lecampion and Garagash use the solid volume fraction, φ ,
as a scaling parameter. However, this requires that there is a constant relationship between the viscous number I
and φ . However, this relationship is only applicable in the shear stress controlled models, which exhibit a much
lower strain rate than that applied in the strain rate controlled regime. In addition, in the work of Lecampion and
Garagash, it is also suggested that the experimental results of Boyer et al. are of better quality than those of
Phillips et al.. In the experiments by Phillips et al., the platen was smooth, and conducted under shear stress
control at a fixed vertical offset. This is in contrast to the experiments of Boyer et al., who used a rough platen
under both normal and shear stress control. The motivation behind such an experiment was to better capture the
bulk fluid behaviour.
The purpose of the studies presented in this section is to showcase the capability of the computational model
to reproduce the actual rheology of particle suspensions. The model itself is configured more closely to the
experiments of Phillips et al. and thus, the LBM-DEM results agree more closely with the expression proposed
by Morris and Boulay, Eq. (4.8). The results of the computational models deviate quickly when the solid volume
fraction exceeds 55% in both control regimes. This limitation is likely due to the stiffness of particle contact in
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Figure 4.3: Solid volume fraction against viscosity ratio under strain rate control using (a) TRT and (b)
BGK.
the discrete element model. At high solid volume fractions, the particle pressure increases exponentially. To
ensure that particles do not penetrate excessively in this case, the contact stiffness would have to be increased
proportionately. Whilst this is technically possible, the DEM timestep would be severely decreased, which has
implications for the LBM timstep and the wall time required for the model. It is expected that results for solid
volume fractions approaching the random close pack limit would improve drastically with a higher contact
stiffness, which will be presented in Section 4.3.6.
4.3.3 Validation of Viscous Number and Friction Coefficient
Shown in Fig. 4.5 are plots of the viscous number against the resultant friction coefficient in both control
regimes. Due to the large range of the results, Fig. 4.5(b) presents a closer look into the relationship between the
viscous number and friction coefficient within the low friction coefficient range, from 10−4 to 1.
Results show that the LBM-DEM results are in good agreement with Eq. (4.8) proposed by Morris and
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Figure 4.4: Solid volume fraction against viscosity ratio under stress control using (a) TRT and (b)
BGK.
Boulay, which is consistent with the results discussed in Section 4.3.2. This is also expected as the moving
platen implemented in the computational model was smooth, and not as rough as that used by Boyer et al.. It is
notable that qualitative agreement with all expressions is achieved across the entire range of viscous numbers,
ranging from 10−4 up to approximately 103.
4.3.4 Analysis of Hydrodynamic and Mechanical Contributions to Suspension
Friction Coefficient
In the experiments carried out with a rheometer, it is somewhat difficult to distinguish the hydrodynamic and
mechanical contributions to the shear and normal stresses acting on the moving platen. However, this is possible
in the numerical modelling with the use of the LBM-DEM coupling approach. In detail, the hydrodynamic
Fhydro and mechanical Fmech contributions to the friction coefficient can be calculated separately from the LBM
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Figure 4.5: Viscous number against friction coefficient under either strain rate or stress control.
and DEM modules. This is significant as Eq. (4.8), Eq. (4.10), and Eq. (4.11) are proposed using the principle
of combined hydrodynamic and mechanical contributions to the friction coefficient.
To compute the hydrodynamic and mechanical contributions to the friction coefficient, the following
equations are used,
Fhydro =
τLBM
p′
, (4.13)
for the hydrodynamic contribution and,
Fmech =
τDEM
p′
, (4.14)
for the mechanical contribution. τLBM and τDEM are the shear stresses acting on the moving rheometer platen
with from the viscous fluid and particles, respectively.
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Figure 4.6: Hydrodynamic and mechanical contributions to the friction coefficient.
The results are collated in Fig. 4.6, with the semi-empirical expressions included for comparison. It is worth
mentioning that the results presented in Fig. 4.6 are calculated from the stress control regime, which also enables
the verification of the LBM-DEM model against the shear stress which was applied to the platen.
An intuitive observation from Fig. 4.6 is that both contributions start to dramatically decrease when the solid
volume fraction exceeds 55%. This effect can be explained by the significant decrease in the platen velocity at
high solid volume fractions, as the platen is driven by a constant shear force.
In regard to the hydrodynamic contribution which is plotted in Fig. 4.6(a), the LBM-DEM results are in
good agreement with both Morris and Boulay and Boyer et al., despite a deviation from the expressions above
a solid volume fraction of 55%. As discussed in the previous sections, it is expected that this region would
improve with an increase in the DEM contact stiffness. For the mechanical contribution to friction coefficient,
the LBM-DEM results are in greatest agreement with the expression of Morris and Boulay. However, this level
of agreement ceases above a solid volume fraction of 55%. Again, an increase in the DEM contact stiffness
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would be expected to improve the agreement. It is worth noting that while there is little quantitative agreement
with the expression of Boyer et al., good qualitative agreement is achieved. The lack of quantitative agreement
with the expression of Boyer et al. is expected. The empirical expression suggests a higher contact friction which
is consistent with the fact that their platen had a rough surface, while the platen surface in the computational
model was geometrically smooth.
4.3.5 Shear-Dependent Rheology of Particle Suspensions
As shown in the semi-empirical expressions in Section 4.1, the viscous number, I, is only a function of the
the solid volume fraction, φ . Additionally, in the equations for friction coefficient, the viscous number is the
only variable as other terms are tuning parameters. Hence, these semi-empirical expressions are not able to
capture the shear-dependent rheology, which is commonly observed in particle suspensions. To explore the exact
rheology of the suspensions, a series of models at φ = 0.20 and φ = 0.55 with varying strain rates in the strain
rate control regime were implemented and tested. These solid volume fractions were chosen as they represent a
relatively sparse and dense packing of the particles, where the former case is dominated by hydrodynamic force,
and the latter by mechanical contacts. A schematic diagram of the velocity contour at these two solid volume
fractions is illustrated in Fig. 4.7 under a strain rate γ˙ = 50 s−1. It is clearly shown that a near-linear velocity
profile is generated at a dilute solid volume fraction of 0.20, while this effect is not obvious at a dense solid
volume fraction of 0.55.
The viscosity ratio of the suspensions is computed as for strain rates up to γ˙ = 180 s−1, and is plotted along
with the resultant viscous number in Fig. 4.8.
The simulation results show that, for sufficiently dense particle suspensions, generally a strongly shear
thinning rheology is observed, while the less dense model with a solid volume fraction of 20% did not exhibit
much shear dependence. However, it is interesting that at low strain rate range, shear-thickening rheology is
exhibited by both models. Similar behaviour is also reported by Johnson et al. [157], in whose study shear-
thickening was observed when the applied shear stress was less than 10kPa in dense particle suspensions
at φ = 0.45 and φ = 0.53. Their results are qualitatively consistent with the LBM-DEM results where the
effective shear stress is below 17kPa for the shear-thickening region. It is, however, difficult to find quantitative
explanations for this behaviour in the literature.
To further investigate such behaviour exhibited by the suspension models, the hydrodynamic and mechanical
contributions to the friction coefficient were computed and plotted in Fig. 4.9. Generally speaking, the curves
of the hydrodynamic contribution, Fhydro, are consistent with those of the viscous number. In regards to the
mechanical contribution Fmech, it is roughly a constant for φ = 0.20. However, dramatic increase is observed for
φ = 0.55 at the beginning of the shearing process, if the models are considered as a continuous test in which the
strain rate keeps increasing. Based on the understanding of the author, it is likely that under low shear stresses,
the distance between particles decreases, which results in a consolidated effect in the suspension, thus increasing
the effective viscosity. In other words, the fluid between the particles is extruded at the beginning of the shearing,
which weakens the lubrication effect and increases the friction between particles. When the applied shear stress
exceeds a certain threshold which can be characterised by the contact stiffness of the particles, the structure of
the suspension would quickly collapse, which leads to a shear-thinning rheology.
When looking at the variation of viscous number against strain rate, which is presented in Fig. 4.10, it is
clearly shown that the viscous number changes greatly at low strain rates in the Stokesian regime. At these low
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Figure 4.7: Velocity contour of particle suspensions at (a) φ = 0.20 and (b) φ = 0.55.
strain rates, the high solid volume fraction model is dominated by normal stresses, where the opposite is true
for the low solid volume fraction case. Both models tend to approach an asymptotic limit as the strain rate is
increased.
It can be observed that the empirical equations fail to capture the relationship between the viscous number
and strain rate. In the high particle concentration case, however, there is an intercept between the LBM-DEM
results and the empirical expressions. It is expected that the shear rate at these intercepts is representative of the
shear rates applied during the experiments of Boyer et al. [128] and Phillips et al. [126].
4.3.6 Duplication of the Experimental Conditions
So far, the results show that the LBM-DEM approach achieved the greatest agreement with the expression
proposed by Morris and Boulay among the three semi-empirical expressions. While there is qualitative agreement
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Figure 4.8: Shear dependence of (a) viscosity ratio and (b) viscous number.
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Figure 4.9: Hydrodynamic and mechanical contributions to the friction coefficient in shear-dependent
flow models.
with the experimental results of Boyer et al., quantitative agreement is only achieved in the hydrodynamic
contribution to the friction coefficient which is shown in Fig. 4.6(a). To resolve the difference between the
numerical model and the empirical expression proposed by Boyer et al., the geometry of the experimental
rheometer needs to be properly replicated, whose schematic diagram is shown in Fig 4.11.
The most significant difference between the numerical model (shown in Fig. 4.1 and the rheometer used
by Boyer et al. is the steel bars attached to the top platen of the rheometer, which make the platen surface
non-smooth. As a result, it can also be determined from Fig. 4.6(b) that the mechanical contribution computed
by Boyer et al. is much larger than the results from Morris and Boulay.
To address the roughness difference in platen surfaces and better capture the experimental phenomena,
the DEM friction coefficient, FDEM, which was 0.1 in the previous models, was increased to 0.5 to mimic
the textured platen. The results for viscosity ratio are plotted in Fig. 4.12, with the BGK results included for
comparison. Note that the results presented in this section are obtained under strain rate control where γ˙ = 150
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Figure 4.10: Shear dependence of the viscous number compared to semi-empirical expressions at (a)
φ = 0.20 and (b) φ = 0.55.
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Figure 4.11: A schematic diagram of the rheometer used by Boyer et al..
s−1.
With the increase of FDEM , an improved agreement has been exhibited by both the TRT and BGK collision
operators. As expected, the TRT results are of better accuracy over the BGK results. Quantitative agreement
is achieved up to a very dense solid volume fraction of φ = 0.65, which is a result that is rarely seen in the
literature.
For further validation of the improved numerical model, the relationship between the viscous number and
friction coefficient was investigated, which is shown in Fig. 4.13(a). Comparing to the results in Fig. 4.5(b), an
improved agreement is again obtained with a DEM contact friction coefficient of FDEM = 0.5.
As with the previous modelling results, the contributions of hydrodynamic and mechanical stresses to
the friction coefficient have been computed and are shown in Fig. 4.14. Unlike the previous results where
a decrease of platen velocity was present with high solid volume fractions, the mechanical contribution is a
constant under strain rate control where a constant velocity is applied to the platen. Much like the previous
results, the hydrodynamic contribution is in excellent agreement with the semi-empirical equations across the
entire range of solid volume fractions tested. The mechanical contribution is very close to the DEM contact
friction coefficient applied in the model and valued at 0.5.
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Figure 4.12: Solid volume fraction against viscosity ratio using (a) TRT and (b) BGK.
4.4 Summary
This chapter has presented the application of the improve LBM-DEM coupling approach in numerical modelling
of dense particle suspensions. A periodic shear cell rheometer was used to compare the coupled LBM-DEM
model to the empirical expressions for suspension viscosity. Discrete element particles were packed into a cubic
lattice Boltzmann domain which was periodic in the lateral directions. Using either shear stress or strain rate
control, the numerical model was used to simulate the shearing of the particulate suspension. The resultant
hydrodynamic and mechanical forces on the shearing plane were recovered once the model had reached steady
state, where these results were used to compute the effective suspension viscosity.
The results from this analysis were validated against existing empirical expressions. It was found that the
LBM-DEM model reached a packing limit between 0.60 and 0.65, which is a result that is rarely seen in the
literature. In addition, it was also found that the viscous number, I, was not only a function of the solid volume
fraction, but also depended on the shearing of the suspensions. Later in the shearing test, the numerical model
exhibited shear thickening under low shear stress, while exhibiting shear-thinning under high shear stress, at high
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Figure 4.13: Viscous number against friction coefficient using (a) TRT and (b) BGK.
solid volume fractions. Additionally, the coupled LBM-DEM framework presented a means of investigating the
dominant micromechanical features of the suspensions, as the hydrodynamic and mechanical forces could be
calculated separately in the computational model.
This study provides good understandings of the suspension flows by investigating several parameters
including solid volume fraction and shear rate. Furthermore, these observations can be used to characterise
the macroscopic behaviour of fracking fluids, which demonstrates the potential for large-scale modelling of
hydraulic fracturing.
72 CHAPTER 4. NUMERICAL RHEOMETRY OF DENSE PARTICLE SUSPENSIONS
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
10−1
100
101
102
103
φ
F
hy
dr
o
Boyer et al.
Morris and Boulay
Present
(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0
0.2
0.4
0.6
0.8
1
φ
F
m
ec
h
Boyer et al.
Morris and Boulay
Present
(b)
Figure 4.14: Solid volume fraction against viscosity ratio under strain rate control with a DEM contact
friction coefficient of FDEM = 0.5 using (a) TRT and (b) BGK.
Chapter 5
Numerical Modelling of Fluid Flow Around
Proppant in Hydraulic Fractures
Hydraulic fracturing aims to create high-conductivity fractures in formations to improve the recovery efficiency
of energy resources such as oil and gas. However, the fracture conductivity can be reduced significantly
by various factors such as proppant embedment, proppant breakage, residual fracture fluid, and long-term
creeping deformation of the formations. Proppant embedment occurs when proppant penetrates into the reservoir
formation due to the closure stress following the fracking operation, which leads to a decrease of fracture
aperture and significant conductivity loss, especially for the weakly consolidated sandstones and coalbeds.
Proppant embedment can result in a reduction of 10 to 60% in the fracture width with subsequent reduction of
productivity from oil and gas wells in weakly consolidated sandstone, while a 20% reduction in the fracture
width may lead to an approximately 50% decrease in fluid flow and recovery [158]. Consequently, it is important
to understand and model proppant embedment as it significantly affects the fracture conductivity as well as the
overall production from the hydraulic fracturing stimulation.
In this chapter, recent studies on the theoretical models for proppant embedment and fracture conductivity
will be comprehensively reviewed. The LBM model is firstly implemented to replicate the case where the Hertz
contact model is used to characterise the elastic contact between fracture walls and proppant. The fracture
permeability diagram is generated to analyse the impact of proppant embedment on fracture permeability
reduction under different stress conditions. Following that, the implemented computational model is then applied
to evaluate the fracture permeability under the influence of proppant embedment. To assist with this part of
study, Elfen, which is an advanced finite element-discrete element package developed by Rockfield Software
Ltd., is used for geometry generation of propped fractures. The fracture permeability results are then applied to
the mathematical model proposed by [159] for well productivity prediction.
5.1 Review of Studies on Fracture Conductivity
Numerous studies can be found in the literature regarding proppant embedment and fracture conductivity.
Among the earliest studies, Darin and Huitt [160] conducted an experiment to study the conductivity of propped
fractures by assuming that the proppant particles were uniformly embedded in the fractures. Their results showed
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that the conductivity of the fracture with a partial monolayer of a single large-size proppant was much higher
than the fracture with a proppant pack. A numerical model of the fracture conductivity was then derived by
modifying the Kozeny-Carman equation. However, this study was based on the assumption that the single,
large-size proppant was able to sustain the confining stress, which is not realistic in many industrial operations.
In the early 1980’s, Volk et al. [161] investigated various factors which affect proppant embedment including
proppant size, proppant concentration and distribution, rock type and fracture surface, and proposed empirical
equations based on experiment data. Lacy et al. [158] developed a new computer-controlled laboratory approach
to study propped fracture aperture and proppant embedment in weakly consolidated formations by taking water
saturation and gelled fluid leak-off into consideration. Besides the factors mentioned above, multilayer proppant
embedment was also investigated, where water saturation and formation cementation disintegration had critical
impact. In a recent study, Alramahi & Sundberg [162] developed a numerical model to calculate the conductivity
loss in normalised fracture as a function of the closure stress, where the fracture aperture data was taken directly
from the experimental results. The relationship between proppant embedment and the Young’s modulus of the
formation was also investigated, which allowed for an optimised selection of completion zones in shale gas or
oil formations.
Li et al. [163] derived a series of analytical models to calculate proppant embedment, proppant deformation,
the change in fracture aperture and fracture conductivity, with several assumptions including a homogeneous
fracture surface, even proppant paving in the fracture, a linear elastic model, and uniform proppant size
distribution. Both single-layer and multi-layer embedment patterns, which are illustrated in Fig. 5.1, were
simulated and analysed.
For the single-layer embedment model (Fig. 5.1(a)), the embedment depth, d, is calculated as,
d =
(3
8 Prs
)2/3
rs
[
2(C1+C2)
2/3− (2C1)2/3− (2C2)2/3
]
, (5.1)
where P is the contact force between the proppant and coalbed, rs is the proppant radius, ν and E are the
Poisson’s ratio and elastic modulus of the proppant and coalbed. Two parameters, C1 and C2 are defined as,
C1 =
1−ν21
E1
, (5.2)
and,
C2 =
1−ν22
E2
. (5.3)
The embedment depth for the multi-layer embedment model (Fig, 5.1(b)) can be computed as,
d = b0+b1
{
1.04h
(
H2σ0
)2/3 [
(C1+C2)
2/3− (C1)2/3
]
+D
σ0
E2
}
, (5.4)
in which b0 and b1 are correction factors that can be obtained by fitting with the experimental data, h denotes
the fracture aperture, H is a dimensionless distance coefficient, D is the thickness of the coalbed which is by
assumption identical for the both sides, and σ0 is the confining stress.
Consequently, a theoretical model for the evaluation of fracture conductivity was derived by Li et al. [163],
which is written as,
K f =
C0 f1 ( f1−0.74)
(
h f1−2rs f2−2D σ0C21−ν22
)
0.5 f 21
D21, (5.5)
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Figure 5.1: Schematic diagrams of numerical models of proppant embedment in coalbeds with (a)
single-layer proppant and (b) multi-layer proppant.
in which the two parameters, f1 and f2 are calculated as,
f1 = 1−2.08(σ0C1)2/3 , (5.6)
and,
f2 = 2.08(σ0C1+σ0C2)2/3−2.08(σ0C1)2/3 . (5.7)
This model indicates that the proppant embedment increases with the closure pressure, the proppant diameter
and the elastic modulus of the proppant, and decreases with the elastic modulus of the coalbed. The fracture
conductivity increases with the proppant diameter, the initial fracture aperture and the elastic modulus of the
coalbed and proppant, and decreases with the closure pressure.
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Recently, Hou et al. [164] improved the analytical models proposed by Li et al. [163] by incorporating the
creeping deformation of the rock using the Kelvin-Voigt model. The results of the analytical models agreed with
the experimental data, highlighting the significance of the proppant distribution pattern in the fractures. The
heterogeneous proppant placement was shown to result in higher fracture conductivity than the uniform proppant
distribution at low closure pressures. However, there exists a certain threshold pressure which is determined by
the proppant concentration, and opposite results can be obtained when exceeding the threshold pressure.
However, experimental studies and semi-empirical models have certain limitations and may not be suitable
for calculating fracture conductivity due to lack of generalisation. It is of great importance to develop effective
and accurate models to analyse fracture conductivity.
As the power of computers has grown, notable progress has been witnessed during the past decade in
the numerical modelling of proppant embedment and fracture conductivity. Zhang et al. [165] demonstrated
experimental and numerical studies to understand the impact of excessive proppant embedment on fracture
conductivity in shale. Their experiments were conducted using Barnett shale samples with representative rock
properties. The damage process was simulated in the laboratory by flowing water through the propped shale
fractures. Experimental results showed that the shale fracture surface softening after its exposure to water caused
a loss of up to 88% of the undamaged fracture conductivity, and the average embedment depth was larger when
exposed to water than those when exposed to gas. A computational fluid dynamics (CFD) model was also
implemented by Zhang et al. [165] to quantify the conductivity loss due to proppant embedment using the finite
volume method to solve the 3D Navier-Stokes equations. The CFD results showed that the first 10% of proppant
embedment volume could cause a conductivity reduction of 45 to 80% of the undamaged fracture conductivity.
With the same proppant volume loss due to embedment, the conductivity reduction was less in fractures with
multi-layer proppant, where the fracture conductivity depended more on the internal proppant rather than the
flow area adjacent to the fracture surface. Fracture propped by a monolayer of proppant experienced severe
conductivity loss due to large loss of flow area.
In another study, Zhang et al. [166] developed a new model which coupled the discrete element method
(DEM) to the CFD. In the developed model, the mechanical interaction between the proppant and fracture
surface was characterised by the DEM, and the fluid flow through proppant pack was modelled by the coupled
DEM-CFD. The fluid domain was discretised into rectangular fluid cells with several fluid particles involved.
The driving force acting on the fluid was then applied to those fluid particles to generate the fluid flow. The
DEM-CFD framework was validated by the Kozeny-Carman equation and laboratory studies. The results
showed that the fracture conductivity increased with the proppant concentration and proppant size, and decreased
with the closure stress and the degree of formation hydration which caused surface softening and proppant
embedment. The main drawback of this approach is that the coarse grid resolution of the fluid discretisation
cannot provide pore-scale understanding of the proppant embedment, which constraints the accuracy of the
modelling.
In many studies, the Hertz contact model is commonly used to model the proppant-fracture interaction.
For example, Zheng et al. [167] used the Hertz contact theory to calculate the fracture aperture. An analytical
expression of the fracture permeability was also derived based on the Kozeny-Carman equation. They applied
the model to investigate the effects of proppant distribution density and proppant pillar radius on the fracture
conductivity. Their results indicated that the fracture conductivity increased at first and then decreased rapidly
with the proppant distribution density. The conductivity factor reached the maximum value when the vertical
pillar spacing was equal to the horizontal spacing. In another study, Chen et al. [168] applied a transformed Hertz
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contact model with a power law model to the characterisation of proppant embedment and fracture deformation.
In this model, the effective stress and the embedment depth formed a power law relationship based on the
Oliver-Pharr indentation. A theoretical model for the permeability reduction was also derived. The results
showed that the power law relationship could better fit the experimental data, especially when the conventional
Hertz contact model became invalid in the cases where the embedment was large compared to the proppant size.
Besides the factors mentioned above, other factors which affect the proppant embedment and fracture
conductivity have also been investigated by researchers. Mueller et al. [169] studied the impact of fracture
surface hardness on proppant embedment. They concluded that the interaction between the fracking fluid and
fracture surface led to a reduction in surface hardness and therefore resulting in an increase in the embedment
depth. In the same study, a representative 20/40 mesh sand was used in numerical modelling to compare two
different types of proppant size distribution (i.e. the normal size distribution and the uniform size distribution).
Results showed that proppant size distribution had a significant impact on the fracture conductivity loss. The
normal size distribution resulted in larger displacement of the fracture surface, which consequently led to larger
reduction in fracture conductivity than the uniform size distribution. In another study, Zhang et al. [170, 171]
investigated the performance of surface modification treated (SMA) proppant. Analytical models were derived
to compute the SMA treated proppant embedment and fracture conductivity, with a visco-elastic Kelvin-Voigt
creeping deformation model incorporated in the models. Their results showed that when comparing to regular
proppant, the SMA treated proppant effectively reduced proppant deformation and embedment and thus benefited
fracture conductivity. However, it was also found that the SMA treated proppant required longer time for the
fracture conductivity to reach steady state than regular proppant, which may affect the economic benefit and
efficacy of the hydraulic fracturing operation.
In a most recent study, Tang et al. [172] demonstrated experimental and numerical evaluations to study
the proppant embedment at varying proppant coverage (i.e. the proppant covered area divided by the total
cross-section area of the sample). The experiment was set up using the Mount White sandstone rock formation
which was collected from New South Wales, Australia. The collected blocks were then cored into cylinders with
54mm diameter and 30mm height. A ceramic proppant used in the experiments, being one of the most commonly
used types of proppant. In the numerical model, the PARTICLE Flow Code 2D (PFC2D) was applied using the
discrete element method module. Their results showed that proppant embedment reduced with the proppant
concentration, and eventually reached steady state after 150% proppant coverage. It was explained that the extra
half layer of proppant helped make up the remaining space caused by particle movement to achieve a fully
covered proppant monolayer. Therefore, 150% coverage was thought to be the optimal proppant concentration
when considering the influence of proppant embedment. In addition, at high proppant coverage, greater proppant
embedment was observed for water-saturated fluid than oil-saturated fluid.
Proppant embedment as well as fines generation were recently observed and reported for two coals from
the Cooper Basin, Australia, based on laboratory conductivity cell testing [173]. They found that embedment
decreased with increasing coal rank (i.e. a proxy for hardness) and increased sphericity of the proppant used.
Finally, reduced fines migration generated from embedment was observed when smaller versus larger diameter
proppant (i.e. 30/50 vs. 20/40 mesh) was used in the testing.
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5.2 Replication of Fracture Permeability Modelling
The implemented TRT-PSM framework was firstly applied to replicate the fracture permeability analysis, where
Khanna et al. [174] used the CFD package of ANSYS to mimic the fluid flow through propped hydraulic fractures.
In this study, a simplified theoretical model was considered, in which the fracture deformation was elastic and
was governed by Hertz contact theory. With certain functions characterising the shape of the deformed fractures,
these functions were directly imported into the LBM code to generate the fracture boundaries and then mapped
to the underlying lattice of the LBM domain. No finite element modelling was required for the models shown in
this section.
Additionally, assumptions were made to further simply the modelling, which include uniform proppant
distribution within the fracture and a disregard of the coalbed cracking mechanism. These assumptions strictly
limited the applicability of the computational model. Nevertheless, this study was suitable as a benchmark
problem which could provide insight on proppant embedment and fracture conductivity loss. In the end, a
rough estimation of the optimal proppant concentration is presented, highlighting the influence of proppant
concentration on fracture permeability.
5.2.1 Elastic Deformation of the Propped Fracture
A schematic diagram of the propped fracture in the x-z plane is illustrated in Fig. 5.2. A remote confining stress,
σ0, is applied to this elastic space, which induces deformation of the fracture and squeezes the rigid particle
inside the fracture. The particles are assumed to be uniformly distributed across this monolayer such that the
distance between the adjacent particles equals to L. uz is the deformation of the fracture surface in the z-direction
and h is the fracture aperture.
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Figure 5.2: Elastic deformation of the propped fracture.
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Solutions to the geometry of this elastic contact model are available in the literature (more details can be
found in Ref. [175] for details). The radius of the contact zone, a, is calculated as,
a3 =
3
4
(
1−ν2)σ0
E
rsL2, (5.8)
where rs is the radius of the particle, ν is the Poisson’s ratio and E is the elastic modulus of the coal material.
The resultant displacement of the fracture surface is computed as,
u0 (r) =−
(
2a2− r2)
2rs
, (5.9a)
for r ≤ a and,
u0 (r) =− 1pirs
[(
2a2− r2)sin−1 a
r
+ r2
a
r
(
1− a
2
r2
)1/2]
, (5.9b)
for r > a, where r is the distance from the observation point to the contact point o.
However, besides u0, other neighbouring particles within the fracture also have an impact on the displacement
of the observation point (x,y). Under these circumstances, a region with a radius of R in the propped fracture
is taken into account, which is shown in Fig. 5.3. The highlighted region with a side length of L is called a
symmetry element which indicates the computational domain of the model.
The distance between point (x,y) and a neighbouring particle (iL, jL) is computed as,
ri j =
√
(iL− x)2+( jL− y)2 , (5.10)
where i and j are, respectively, the particle number in the x- and y-direction.
Substituting Eq. (5.10) into Eq. (5.9), the displacement at point (x,y) due to particle (iL, jL) can be obtained.
Hence, the cumulative displacement at point (x,y) due to all the particles within the region of radius R is
summarised as,
u1 =∑
i
∑
j
u0 (ri j)H (R− ri j) , (5.11)
in which H is the Heaviside step function. Additionally, the resultant vertical displacement of the fracture
surface is characterised by the elliptic integral which is given as,
u2 =
4
pi
(
1−ν2)σ0
E
R
∫ pi/2
0
√
1− x
2+ y2
R2
sin2θ dθ . (5.12)
Consequently, the total vertical displacement of the fracture surface at (x,y) can be computed by adding Eq.
(5.11) and Eq. (5.12),
uz (x,y) = u1+u2, (5.13)
and the fracture aperture at (x,y) is calculated as,
h(x,y) = 2(rs−uz (x,y)) . (5.14)
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Figure 5.3: The impact of the neighbouring proppant within the monolayer on fracture deformation at
point (x,y).
Eq. (5.14) was implemented in the computational model to generate the fracture opening profile. The
TRT-PSM kernel was then used to solve the fluid flow through the deformed fracture and to accurately capture
the shape of the fracture surfaces.
5.2.2 Numerical Modelling of Fracture Permeability
The purpose of this modelling was to investigate the dependence of fracture permeability on proppant concentra-
tion. It can be observed from Eq. (5.8) and Eq. (5.13) that for any given proppant size (rs) and spacing (L), the
fracture opening profile h(x,y) only depends on the remote confining stress, σ0, and material properties of the
coal (i.e. the Poisson’s ratio, ν , and the elastic modulus, E). To simplify the analysis, the affecting factors were
combined into one single parameter which was referred to as the dimensionless stress σd and was calculated as,
σd =
(
1−ν2)σ0
E
, (5.15)
to account for different stress conditions in these simulations.
The proppant radius rs was kept a constant for all cases that were simulated. The length of the computational
domain was equal to the particle spacing, L. The change in particle concentration was facilitated by changing
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ρp σd = 10−3 ∆x σd = 10−2 ∆x
0.057 0.044811 0.02 N/A N/A
0.067 0.036679 0.02 N/A N/A
0.1 0.021210 0.02 N/A N/A
0.167 0.010621 0.02 0.045460 0.02
0.2 0.008293 0.02 0.033351 0.02
0.25 0.006125 0.04 0.025873 0.02
0.3 0.004715 0.04 0.019609 0.02
0.35 0.003769 0.04 0.015708 0.02
0.4 0.003230 0.04 0.013245 0.04
0.5 0.002381 0.04 0.009778 0.04
0.6 0.001815 0.1 0.007380 0.04
0.67 0.001606 0.1 0.006501 0.04
0.8 0.001237 0.1 0.004953 0.04
1 0.000920 0.1 0.003637 0.05
Table 5.1: Maximum elastic displacement (mm) of the fracture surface and the corresponding ∆x (mm)
for varying particle concentration.
the particle spacing, L, which then controlled the particle aspect ratio, ρp. This was calculated as,
ρp =
2rs
L
. (5.16)
Periodic boundary conditions were applied to the lateral faces of the computational domain. Since the
normalised permeability, rather than the actual permeability value, was of interest, rs was set as a unit length of
1mm for simplicity, thus making the original fracture aperture 2mm. A body force, G, was applied to the fluid
domain to drive the flow. The fluid viscosity was also set to be unit value. To ensure the numerical accuracy and
stability of the simulations, the Mach number was kept below 10−2 to ensure a laminar flow condition and the
Reynolds number is of the order of 10−2 for all cases.
Fig. 5.4 illustrates a cross-section view of a simulation domain under a dimensionless confining stress
of σd = 10−2 for ρp = 0.2. It can be observed that substantial elastic deformation was caused by the remote
confining stress, resulting in an approximately 33% reduction of the initial fracture aperture. A summary of
the maximum displacement of the fracture surface, uz,max, is listed in Table 5.1. As expected, the maximum
displacement increased with the increase of remote confining stress and with the decrease of normalised particle
concentration. At ρp = 0.057, 0.067 and 0.1, the computed uz,max using Eq. (5.13) exceeded the radius of the
proppant, which indicated that the fracture is completely shut. Note that the listed data is the displacement of
fracture surface on one side and the total reduction in the fracture aperture needs to be doubled. Under these
circumstances, the lattice spacing, ∆x, needed to be selected carefully according to the exact displacement in
each of the simulation cases to ensure an accurate characterisation of the fracture surface. A summary of ∆x in
each case is also presented in Table 5.1.
The simulation was kept running until the fluid flow reached steady state. The fracture permeability, K f , was
then calculated using the equation,
K f =
Uµ
ρG
, (5.17)
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(a)
(b)
Figure 5.4: Particle embedment in elastically deformed fracture showing (a) fracture surface deforma-
tion with coal and particle shown in red and flow region in blue and (b) flow velocity contour with coal
and particle shown in blue and fluid in coloured contours.
where U is the flux across the cross-section area of the fracture. Afterwards, the computed permeability was
normalised against the permeability of an open channel whose aperture was equal to the diameter of the proppant
2rs.
The computed normalised fracture permeability is plotted in Fig. 5.5, against the normalised particle
concentration. The results obtained by Khanna et al. [7] using the CFD package of ANSYS were also incorporated
for direct comparison. It was shown that the LBM results agreed well with the CFD results. The upper envelope
corresponds to zero confining stress, under which no deformation is caused to the fracture surfaces. As expected,
the increase in confining stress caused dramatic permeability loss to the fracture. For every given value of the
confining stress, there existed a certain range of particle concentration, namely the optimal particle concentration,
which led to the maximum fracture permeability. The resultant optimal particle concentration increased with the
increase of confining stress. Meanwhile, it was also found that the permeability was more sensitive to the particle
concentration around the optimal concentration value than other values. In other words, the slope of the curve
was obviously larger near the optimal particle concentration and was smaller when approaching the maximum
and minimum particle concentrations. Lower particle concentration was not able to protect the fracture against
closure, while higher particle concentration was likely to cause hydraulic resistivity within the fracture. Hence,
5.3. NUMERICAL MODELLING OF FLUID FLOW IN HYDRAULIC FRACTURES: ELASTOPLASTIC
MODEL 83
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
σd = 0
σd = 10−2
σd = 10−3
Normalised Particle Concentration ρp
N
or
m
al
is
ed
Fr
ac
tu
re
Pe
rm
ea
bi
lit
y
K
f,
0
LBM
CFD
Figure 5.5: Fracture permeability diagram: the normalised fracture permeability against normalised
particle concentration under varying dimensionless confining stress, with elastic deformation.
it is significant to use the fracture permeability diagram to predict the ideal proppant concentration at different
stress conditions in order to maximise reservoir permeability and oil/gas productivity.
5.3 Numerical Modelling of Fluid Flow in Hydraulic Fractures:
Elastoplastic Model
In Section 5.2, a replicated study on fracture permeability, with the Hertz contact theory characterising the
interaction between the proppant and fracture surfaces as well as the deformation of the propped fractures, was
presented. However, coals are usually recognised as an elastoplastic material. Studies [163,164] have also shown
that proppant will be embedded into coalbeds by a certain depth under remote confining stress, as introduced in
Section 5.1. Hence, the elastic model has severe limitations when analysing the efficacy of a hydraulic fracturing
treatment in real cases. To improve the reliability and applicability of the proppant embedment model, the
fracture permeability modelling was then repeated using an elastoplastic model. In this section, the geometries
of deformed fractures were firstly generated using the finite element-discrete element modelling package, Elfen,
under varying confining stress and particle concentration. The obtained geometries were then imported into
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the LBM solver in order to investigate the fluid flow through the propped fractures. Consequently, the optimal
particle concentration using the elastoplastic model could be obtained by the use of the fracture permeability
diagram similar to Fig. 5.5.
5.3.1 Geometry Generation of the Propped Fractures
Fig. 5.6 graphs the original configuration of an elastoplastic model in Elfen, selecting ρp = 0.2 as an example.
In this 2D, axisymmetric model, the proppant radius was kept as a constant of 0.05mm. Based on the assumption
of uniform distribution of particles in the fracture, a single, axisymmetric, unit cell from the propped fracture
could be used, substantially improving the computational efficiency. The thickness of the coal was designed to
be thick enough to obtain a reasonable geometry of the propped fracture as well as to avoid formation breakage.
A loading, which was linearly increasing with time t, was applied to the top surface of the upper coalbed and the
bottom of the lower coalbed was constrained. The Young’s modulus was set to be 3GPa and the Poisson’s ratio
was 0.3 for the coal material.
Figure 5.6: The original configuration of a propped fracture model of ρp = 0.2 in Elfen.
The model was run for a total solution time of 10s, during which the computed dimensionless confining
stress using Eq. (5.15) increased from 0 at t = 0s, to 10−4 at t = 0.1s, to 10−3 at t = 1s, and to 10−2 at t = 10s.
Fig. 5.7 to Fig. 5.16 illustrate the contour plots of vertical displacement of the fracture as well as the proppant
embedment mechanism in all simulations from ρp = 0.1 to ρp = 1.0, for different stress conditions. The
numbers shown in these figures were normalised by 10 times the particle diameter. These figures clearly show
the proppant embedment and the reduction of fracture apertures under remote confining stress. Comparing Fig.
5.8(c) with Fig. 5.14(c), and Fig. 5.8(d) with Fig. 5.14(d), it is also shown that lower particle concentration is
not able to prevent the fracture against closure, while higher particle concentration can maintain the fracture
aperture but meanwhile reduces the effective channel width for fluid flow. In addition, comparing Fig. 5.8(d)
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with Fig. 5.4(a), substantial difference can be noticed between the elastic and elastoplastic models with the same
particle concentration of ρp = 0.2, under the same dimensionless confining stress of σd = 10−2. In the elastic
model, severe elastic deformation was generated due to remote confining stress, but the maximum deformation
was smaller than the proppant radius which maintains an open channel for fluid flow. While in the elastoplastic
model, the proppant was fully embedded into coalbeds and the fracture was completely shut.
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(a)
(b)
Figure 5.7: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.1 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2. (First part)
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(c)
(d)
Figure 5.7: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.1 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2. (Cont.)
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ρp σd = 10−4 ∆x σd = 10−3 ∆x σd = 10−2 ∆x
0.1 N/A 0.003125 0 N/A 0 N/A
0.2 0.090044 0.002 N/A 0.002 0 N/A
0.3 0.095137 0.00208 0.059012 0.00208 0 N/A
0.4 0.097163 0.00156 0.076454 0.00156 0 N/A
0.5 0.097981 0.00125 0.084115 0.00125 0 N/A
0.6 0.098367 0.00104 0.090332 0.00104 0 N/A
0.7 0.098798 0.00111 0.093404 0.00111 0.030393 0.00111
0.8 0.098958 0.00098 0.094623 0.00098 0.048349 0.00098
0.9 0.099234 0.00116 0.094729 0.00116 0.066209 0.00116
1 0.099275 0.00104 0.096403 0.00104 0.065664 0.00104
Table 5.2: Average fracture aperture (mm) of the elastoplastic model under various values of dimen-
sionless confining stress and the corresponding ∆x (mm)for varying particle concentration.
Of the greatest interest in these figures is the one shown in Fig. 5.8(c), in which the proppant was completely
embedded into coal. However, there still existed an open channel for fracking fluid to flow through. The fracture
aperture increased with the distance away from the proppant, which was in contrast to the elastic model where
the fracture aperture decreased with the distance away from the contact area. Fig. 5.17 graphs the principal
stress of the proppant embedment modelling for ρp = 0.2 under σd = 10−3. The stress concentrated around the
contact area which caused dramatic deformation in coal. The stretch area was less influenced by the proppant
embedment, thus maintaining a larger portion of the initial fracture aperture.
The average fracture aperture under varying dimensionless confining stress for each particle aspect ratio is
listed in Table 5.2, where 0 denotes closure of the fracture and N/A indicates irregular fracture shape such as the
one shown in Fig. 5.8(c). As expected, the average fracture aperture decreased with the remote confining stress
and increased with the normalised particle concentration. In addition, comparing the listed data in Table 5.2 that
in Table 5.1, the elastoplastic models suffered from larger deformation, which led to more dramatic reduction in
fracture permeability under the same stress conditions.
5.3.2 Numerical Analysis of Fracture Permeability
After the finite element modelling of the proppant embedment was finished, the obtained geometry was then
imported into the LBM solver based on the axisymmetric method, thus creating a 3D computational domain for
fluid. A D3Q27 lattice was used. The height of the fluid domain was set as 2rs = 0.1mm and the fluid viscosity
was set as the unit value of 1 in order to improve computational efficiency. For most of the elastoplastic models
that were simulated, the curvature of the deformed fracture surfaces could be neglected as if the proppant was
directly embedded into coal by a certain depth, as illustrated in Fig. 5.1(a). However, for those cases where
the fractures were subjected to irregular deformation such as the one shown in Fig. 5.8(c), additional treatment
was required to generate a geometry file according to the coordinates of the points on fracture surfaces. The
geometry files were then imported into the LBM solver to create the computational fluid domain. Fig. 5.18
presents a cross-section view of the velocity contour of the fluid flow through a propped fracture generated from
one of those special cases shown in Fig. 5.8(c). The values of ∆x in other simulation cases are presented in
Table 5.2. Different ∆x was selected according to the fracture aperture and deformation, which was consistent
with the elastic model. For example, a grid spacing of 0.002mm was selected for the case of ρp = 0.2, which
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(a) (b)
(c) (d)
Figure 5.8: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.2 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2.
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(a) (b)
(c) (d)
Figure 5.9: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.3 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2.
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(a) (b)
(c) (d)
Figure 5.10: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.4 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2.
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(a) (b)
(c) (d)
Figure 5.11: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.5 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2.
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(a) (b)
(c) (d)
Figure 5.12: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.6 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2.
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(a) (b)
(c) (d)
Figure 5.13: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.7 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2.
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(a) (b)
(c) (d)
Figure 5.14: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.8 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2.
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(a) (b)
(c) (d)
Figure 5.15: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.9 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2.
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(a) (b)
(c) (d)
Figure 5.16: Contour plot of the vertical displacement in elastoplastic finite element mdoelling of
proppant embedment for ρp = 1.0 under (a) σd = 10−4 (b) σd = 5 ∗ 10−4 (c) σd = 10−3 and (d)
σd = 10−2.
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Figure 5.17: Contour plot of the maximum principal stress in elastoplastic finite element mdoelling of
proppant embedment for ρp = 0.2 under σd = 10−3.
resulted in a total of approximately 3.27e06 nodes. The proppant embedment mechanism and fluid flow through
the residual fracture aperture were well characterised by the use of such a relatively fine grid.
Figure 5.18: A cross-section view of the fluid velocity contour in a propped fracture of ρp = 0.2 and
σd = 10−3.
The results are plotted in the fracture permeability diagram, as shown in Fig. 5.19. The results are qualita-
tively consistent with the results of elastic modelling. The resultant optimal particle concentration increased
with the increase of confining stress, and the permeability was more sensitive to the particle concentration
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around the optimal concentration value than other values. Comparing the elastoplastic model with the elastic
model, as shown in Fig. 5.20, more severe reduction in permeability was caused under the same dimensionless
confining stress. The fracture permeability diagram also indicates that the major elastoplastic deformation of
the fracture occurred when the dimensionless confining stress 10−4 < σd < 10−3, as there is a considerable gap
between these two curves. To improve the understanding of the influence of proppant embedment on fracture
permeability, more models under other dimensionless confining stress values were simulated to highlight the
relationship between the optimal particle concentration and remote confining stress. For the given coal properties
in this study, 10−2 was a critical dimensionless confining stress as more than 98% of the initial permeability was
lost due to elastoplastic deformation and proppant embedment, which indicates fracture closure.
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Figure 5.19: Fracture permeability diagram: the normalised fracture permeability against proppant
concentration under varying dimensionless confining stress.
Under certain effective stress, a large value of ρp corresponds to a large distance between packed particles
(or small particle concentration), which yields small fracture aperture due to surface deformation and, therefore,
low value of fracture permeability. Conversely, a very small value of ρp indicates dense packing of particles in
the fracture, and high resistance to the fluid flow, thus a small value of permeability. As a result, the permeability
diagram is non-monotonic and there exists an optimal value of ρp yielding the maximum permeability for each
effective stress condition.
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Figure 5.20: Comparison of the elastic and elastoplastic fracture permeability diagrams: the normalised
fracture permeability against proppant concentration under varying dimensionless confining stress.
5.4 Case Study for Well Productivity Enhancement by Proppant
Injection
The obtained fracture permeability diagrams were then applied to the prediction of well productivity enhancement
by proppant injection. The coal seam gas reservoir in Bowen Basin, Central Queensland, Australia was selected
for the present case study to investigate the influence of proppant injection and embedment on productivity. A
mathematical model proposed by Keshavarz et al. [159] was applied to this study for quantitative investigation.
An axisymmetric flow in well-reservoir system is considered in this analytical model. Fracture permeability
reduction due to particle straining is incorporated into the model. The main assumptions of the model include,
(1) particles and carrying water are incompressible, (2) fracture permeability depends on effective stress as an
exponential function, (3) velocities of particles and carrying water are equal, and (4) particle straining occurs if
the fracture aperture is equal to the particle size. During the injection of fracking fluids into a fracture reservoir,
the pressure-dependent permeability is calculated as,
K (p) = K0exp [3C fα (p− pres)] , (5.18)
where the reference permeability K0 corresponds to the reservoir pressure pres. C f and α are the fracture
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compressibility and Biot’s constant, respectively.
Based on Darcy’s law, the relationship between the axisymmetric flow rate in the fracture and the pressure
dependent permeability is then expressed as,
q =−2pirK (p)
µ
d p
dr
. (5.19)
Substituting Eq. (5.18) into Eq. (5.19), rearranging the variables and integrating the reservoir pressure at the
drainage radius, the pressure profile of the fractured area during production can be obtained, which is written as,
p(r,q) = pres+
1
3αC f
ln
[
1− 3αC f µq
2piK0
ln
r
re
]
. (5.20)
Consequently, combining Eq. (5.18) and Eq. (5.20) yields the permeability distribution within the fractured
area during production, which is,
K (r,q) = K0
[
1− 3αC f µq
2piK0
ln
r
re
]
. (5.21)
Furthermore, the well productivity index is derived by substituting Eq. (5.21) into Eq. (5.19) and integrating
pressure gradient from rw to re. The productivity index before proppant injection is written as,
PI0 =
qp
pres− pw =
−3αC f q
ln
[
1− 3αC f µq2piK0 ln
rw
re
] , (5.22)
and the productivity index after proppant injection is computed as,
PI =
qp
(pres− pst)+(pst − pw) . (5.23)
In this study, the reference permeability was set as K0 = 5.8mD and the corresponding reservoir pressure
was pres = 1000psi. An area with a drainage radius of re = 100m was selected for analysis.
Using Eq. (5.20), the resultant pressure distribution profiles during production process are plotted in Fig.
5.21, in which the black curve refers to the pressure distribution without hydraulic fracturing. The blue, red
and green curves represent the pressure distribution for stimulated areas with the radii of 0.01re, 0.03re and
0.05re. The pressure profiles of the stimulated areas are above that without stimulation. Therefore, the proppant
injection allowed for the same rate but at lower pressure drawdown, which contributes to the well productivity
enhancement. Additionally, the elastoplastic model led to larger pressure drawdown than the elastic model,
which was consistent with the results presented in the fracture permeability diagrams.
The permeability distribution profiles within the the stimulated area with a radius of 0.05re under varying
injection pressure is shown in Fig. 5.22. The fracturing pressure was set as p f r = 2400psi. The black curve
characterises the initial permeability profile before stimulation and the blue, red and green curves correspond to
the permeability distribution profiles under 0.7p f r, 0.8p f r and 0.9p f r. The curves clearly indicate the influence
of proppant injection on fracture permeability, with a maximum of approximately thirteen-times permeability
enhancement achieved by the elastic model and a five-times enhancement by the elastoplastic model near the
wellbore. Consequently, the higher the injection pressure, the greater the permeability enhancement. The
permeability decreased with the distance away from the wellbore, and the decreasing rate reduced as the distance
increased. Comparing the elastoplastic and elastic models, the latter led to greater permeability enhancement.
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Figure 5.21: Pressure distribution profiles for varying stimulated radius during production.
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Figure 5.22: Permeability distribution profile for a stimulated radius of rst = 0.05re under varying
injection pressure.
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The results for normalised well productivity index under varying injection pressure are plotted in Fig. 5.23
against stimulated radius. It can be observed that the productivity index increased with the stimulated area
and with the injection pressure. Meanwhile, the elastoplastic model yielded smaller productivity index when
comparing to the elastic model, which was a result of weaker permeability enhancement under the same stress
conditions. Nevertheless, both models were able to ensure at least a two-time of the initial productivity index
due to proppant injection.
0 1 2 3 4 5
·10−2
1
2
3
4
5
rst/re
P
I/
P
I 0
pin/p f r = 0.7, elastoplastic
pin/p f r = 0.7, elastic
pin/p f r = 0.8, elastoplastic
pin/p f r = 0.8, elastic
pin/p f r = 0.9, elastoplastic
pin/p f r = 0.9, elastic
Figure 5.23: Normalised well productivity index against stimulated radius under varying injection
pressure.
Finally, the influence of fracture compressibility on productivity index enhancement is presented in Fig.
5.24. Generally speaking, the higher the cleat compressibility, the larger the proppant that can be injected,
and consequently the higher the productivity index after stimulation. At the same cleat compressibility, the
elastoplastic model yielded smaller productivity index increase than the elastic model.
5.5 Summary
In the study presented in this chapter, elastoplastic finite element modelling of proppant embedment and lattice
Boltzmann modelling of fracture permeability have been used to investigate the effect of proppant embedment
on well production enhancement after proppant injection. Results of fracture permeability reduction factor
due to particle embedment were then applied to the mathematical model for well productivity prediction. The
LBM simulations for a range of particle embedment patterns revealed the nonlinear relationship between
fracture permeability and particle aspect ratio, under different stress conditions. Proppant injection resulted in
an increase in fracture permeability above the initial value, expanded the stimulated zone, and consequently
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Figure 5.24: Normalised well productivity index against stimulated radius for varying fracture com-
pressibility.
increased the productivity index. The impact of hydraulic fracturing on well productivity enhancement was
substantial, highlighting the importance of a proper proppant injection. Modelling results also indicated that
elastoplastic fracture deformation resulted in lower permeability and production enhancement, as compared to
the linear elastic deformation applied in previous models. Neglecting formation failure tended to overestimate the
production enhancement with proppant embedment. This represents an improvement to the analytical solution
from the Hertz elastic contact theory previously used to characterise the deformation of fracture surfaces.
As a final remark, the developed workflow is applicable to the assessment of potential stimulation outcomes
for a range of uncertain reservoir parameters. Better understanding and implementation of proppant injection
and placement can improve post-fracturing results in low-permeability coal intervals substantially.
Chapter 6
Conclusions
This thesis has presented the implementation and application of an improved computational framework which
couples the lattice Boltzmann method (LBM) and discrete element method (DEM) using the two-relaxation-time
(TRT) collision operator along with the modified partially saturated method (PSM). The implementation of
the TRT-PSM formulation successfully addressed several computational issues related to the LBM including
viscosity-dependence and synchronisation with the DEM. The modified LBM-DEM framework was then
applied in the investigation of numerical rheometry of dense particle suspensions, in which the behaviour of the
suspensions was studied in detail. Separating the hydrodynamic and mechanical contributions to the suspension
friction coefficient provided fundamental new insights on the suspension rheology. In Chapter 5, the TRT-PSM
formulation was applied in fracture permeability modelling, in which a commercial finite element package, Elfen,
was used as an assisting numerical tool to predict the elastoplastic fracture deformation under the influence of
proppant embedment. Consequently, fracture permeability charts were generated for further evaluation of well
productivity index in the case study.
6.1 Discussion of Results
Chapter 3 presented an improved framework for LBM-DEM modelling that uses the TRT collision operator and
the PSM [56] boundary condition with a new solid weighting function. While previous studies [53, 56, 62, 115]
have relied on the BGK collision operator, the TRT operator was used here as a means to address the issue of
viscosity-dependence in drag and permeability calculations. This was further improved by the definition of a
new, empirical function for weighting the PSM collision operator.
Results have shown that the TRT-PSM formulation exhibits significantly improved accuracy over the
BGK-PSM formulation. The modified solid weighting function was also demonstrated to provide a range of
computational viscosities, and therefore relaxation parameters, in which drag and permeability predictions are
constant. Flow past a periodic array of spheres, both simple-cubic (SC) and body-centred-cubic (BCC) packs,
were found to be suitable benchmark scenarios to test the different combinations of the PSM collision operator
and weighting function combinations. At low computational viscosities, errors were kept below 2% at modest
lattice resolutions. Further studies aimed at validating the hydrodynamic force calculation and the flow profile
revealed that the TRT formulation yields improved accuracy over the BGK formulation while maintaining the
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second-order convergence with the relative grid spacing.
Despite the improvements to the PSM boundary condition presented here, drag and permeability errors still
increase rapidly at higher computational viscosities (i.e. ν > 0.2). This may constrain some applications, however
the range of viscosity-independence presented here will suffice for the majority of LBM-DEM simulations
involving non-Brownian suspensions. The optimal value for the summation index, b, was found to be four for
the simulations presented in this study. Limited improvement was made with the further increase of b. However,
since the modified weighting function was proposed on an empirical basis, the choice of b may vary with the
exact problem that is simulated. Consequently, this should be considered in any future applications. Furthermore,
the simulations presented in this study are based on spherical obstacles. Non-spherical obstacles have not been
tested with the improved LBM-DEM framework. This is an objective of future research, along with the extension
to non-Newtonian fluids.
In Chapter 4, the implemented LBM-DEM framework was applied to numerical modelling of shear flow of
particle suspensions across a range of solid volume fractions. These models were representative of a Couette
rheometer, from which the platen velocity, shear stress and normal stress were measured at steady state. These
were used in turn to compute effective friction coefficients and viscosity ratios which have been compared to
empirically derived constitutive expressions.
Numerical results with a low contact friction coefficient were consistent with predictions made using the
expression for friction coefficient proposed by Morris and Boulay [127]. Following this validation of the
LBM-DEM computational model, the results were used to analyse the form of hydrodynamic and mechanical
contributions to friction coefficient in the constitutive expressions. The prediction of hydrodynamic contributions
from the constitutive equations of Morris and Boulay, and Boyer et al. [128], were in good agreement with the
presented model results. For a solid volume fraction less than 0.5, reasonable agreement was found with the
expression of Morris and Boulay for mechanical contribution. However, the constitutive equations of Boyer et
al., and Lecampion and Garagash [124], differed significantly from the computational model.
The difference in results from the LBM-DEM model, and the predictions of Boyer et al., and Lecampion
and Garagash, are expected to be the product of geometric differences between the computational model and
the rheometer used in experimentation. The rough rheometer surface in the experiments of Boyer et al. was
emulated by increasing the contact friction coefficient. On doing so, the computational model produced results in
agreement with their constitutive expression. This improved agreement is found not just in the overall suspension
viscosity, but also in the hydrodynamic and mechanical contributions to suspension friction coefficient.
Results of shear-dependent flow have indicated that the LBM-DEM model exhibited Newtonian behaviour for
dilute suspensions for a solid volume fraction of 0.2. While for a dense suspension with a solid volume fraction
of 0.55, shear-thickening was firstly observed from the suspension under low strain rate. With the increase of
strain rate, the computational model exhibited a strong shear-thinning behaviour, which was consistent with
many previous studies. Additionally, successful separation and evaluation of the hydrodynamic and mechanical
contributions to suspension friction coefficient provided a new approach to analysing shear-dependent behaviour
of the suspensions.
This validation work shows that the coupled LBM-DEM framework is able to accurately reproduce the
physics of particle suspensions, with the significant advantage of separating hydrodynamic and mechanical
phenomena. Such a model will be a powerful tool in designing novel suspension formulations to be used in
industry.
Finally, Chapter 5 included the results of fracture permeability modelling along with further analysis of well
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productivity, in which the significance of proppant injection was demonstrated. In this study, the work of Khanna
et al. [174], in which the Hertz contact theory was used to characterise the interaction between the fracture
surface and proppant, was firstly duplicated. The LBM results agreed well with the CFD results published by
Khanna et al. For every given value of the dimensionless confining stress, there existed an optimal particle
concentration which led to the maximum fracture permeability. The fracture permeability decreased with the
confining stress while the optimal particle concentration increased with the confining stress.
However, the elastic model had strict limitations. Several critical factors were not taken into account in
the model including the cracking and failure of coal, proppant embedment, and crushing. Nevertheless, it was
an ideal benchmark problem which provided fundamental understanding of the influence of confining stress
and particle concentration on fracture permeability. Meanwhile, the achieved agreement indicated that the
implemented TRT-PSM formulation was able to mimic the fluid flow through deformed fractures as well as to
evaluate pore-scale permeability.
The TRT-PSM scheme was then applied in the fracture permeability modelling using an elastoplastic model.
The finite element modelling provided a general methodology for predicting the elastoplastic deformation
of the fracture, thus generating the computational domain for the LBM modelling of fluids. The resultant
fracture permeability diagram was quantitatively consistent with the elastic model, in which the optimal particle
concentration increased with the dimensionless confining stress. However, significant quantitative difference
was exhibited by the elastoplastic model from the elastic model. The resultant fracture permeability was notably
smaller and the corresponding optimal particle concentration was higher than those of the elastic model under
the same stress condition. In addition, a larger gap between the permeability curves indicated the failure of the
coal in the plastic zone.
The fracture permeability results were then used for further evaluation of the well productivity index in a
case study for the Bowen Basin, Central Queensland, Australia. By the use of the analytical solutions proposed
by Keshavarz et al. [159], Fig. 5.21 to Fig. 5.24 clearly highlighted the influence of proppant injection and
embedment on well productivity enhancement. To summarise, the following conclusions can be drawn.
• The proppant injection and embedment effectively protected the fracture from closure, thus contributing
to the permeability enhancement of the stimulated area. The permeability enhancement decreased with
the distance away from the wellbore.
• Compared to elastic deformation of the coal fracture surface, elastoplastic deformation was less significant
outside the contact zone with the particle and the coal surface. However, the particle embedded more
deeply into the coal. This resulted in reduced fracture width and a decrease in fracture permeability under
certain closure stress conditions.
• Fracture permeability approached to zero at a very dense or a loose particle packing in coal fractures (i.e.
very large or small particle aspect ratios). An optimal value of particle aspect ratio yielded the maximum
permeability for each stress condition.
• The pressure profiles of the stimulation area were greater than that without stimulation, which allowed for
the same rate at lower pressure drawdown. The larger the stimulated radius, the better the performance of
the stimulation. Meanwhile, the proppant injection maintained a relatively stable pressure distribution
within the stimulated area.
108 CHAPTER 6. CONCLUSIONS
• The well productivity enhancement was sensitive to both the injection pressure and the physical property
of the fracture. According to the case study presented in Section 5.4, proppant injection led to an
approximately 2.3−4.5 times productivity index enhancement of the fractured well. Such enhancement
increased with the increase of the injection pressure and stimulated area and with the decrease of the
fracture compressibility.
The results have been presented and discussed in three chapters. First, the proposed modified solid weighting
function in the PSM allowed for an improve coupling of the LBM-DEM approach. Second, it was shown
that the LBM-DEM computational model was able to capture the numerical rheometry of dense particle
suspensions. The separation of hydrodynamic and mechanical contributions to suspension friction coefficient
provided fundamental new insights into the shear-dependent rheology of the suspensions. Finally, the fracture
permeability modelling and well productivity analysis have successfully demonstrated the potential of the
implemented LBM-DEM framework for applications in the industry context.
6.2 Future Research Outlook
This thesis has demonstrated the capability of the improved LBM-DEM coupling approach to model dense
particle suspensions and fluid flow through hydraulic fractures. However, during the validation and application
of the numerical framework, some issues have been identified, many of which arise from the assumptions of the
computational model. Therefore, opportunities for future research and development are outlined as follows.
6.2.1 Non-Newtonian Fluid Modelling
The characterisation of non-Newtonian fluids is of great interest in the oil and gas industry as granular suspensions
exhibit non-Newtonian behaviour. Within the scope of LBM modelling, numerous studies [47, 52, 66, 68, 74, 76,
176] can be found in the literature regarding non-Newtonian fluid modelling, which is usually utilised by varying
the relaxation parameter, τ , according to the characteristic rate of strain, e˙. However, as shown in Eq. (2.9), the
relationship between the involved parameters can make parameter selection difficult for non-Newtonian fluid
modelling when using the BGK collision operator. The modified solid weighting function, which was originally
designed for minimising the error fluctuation caused by parameter selection, offers a potential methodology for
tuning related parameters for certain applications.
6.2.2 Upscaling of the LBM-DEM approach for Particle Suspension Modelling
Reducing computational cost without sacrificing accuracy has always been a challenge in the context of numerical
modelling. Particularly for hydraulic fracturing where millions to billions of particles are involved, it is difficult
to perform a detailed industry-scale analysis of the entire reservoir. Therefore, it is of great significance to
develop an accurate upscaling law in the DEM for large-scale simulations. An appropriate upscaling law should
enable the use of larger discrete elements to replace a group of small elements, while ensuring such replacement
does not change the physical behaviour of the solid elements. On the other hand, a novel mapping technique
of the discrete elements to the underlying LBM grid can be considered as an alternative approach to reduce
computational cost.
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6.2.3 Propped Fracture Modelling with Random Proppant Distribution
The analyses on fracture permeability and well productivity enhancement in this thesis were demonstrated based
on several assumptions, one of which was the uniform distribution of particles in the fractures. However, the
proppant distribution can be complex under the influence of the carrying fluids. To obtain a more accurate and
reliable prediction, modelling of fractures with randomly distributed proppant or proppant clusters is worthwhile.
In addition, multi-layer proppant embedment as shown in Fig. 5.1(b) is another meaningful model for fracture
permeability analysis.
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