ABSTRACT Chromosomal structural changes known as copy number alterations-aberrations (CNAs) result in gains or losses in copies of deoxyribonucleic acid sections, which are typically associated with different types of cancer. An intensive noise inherent to modern technologies of CNAs probing often causes inconsistency between the estimates provided by different methods. Therefore, testing estimates by the confidence masks is recommended to guarantee an existence of genomic changes within certain regions. In known masks, jitter in the CNA's breakpoints is expected to be distributed with the skew Laplace law, which is sufficiently accurate when the segmental signal-to-noise ratio (SNR) exceeds unity. In this paper, we extend the confidence masks to low and very low SNRs often observed in subtle chromosomal changes. The modified masks employ several proposed approximations of the segmental noise variance as a function of the departure step from the candidate breakpoint. Because approximations are accurate in jitter computation only for specified SNR regions, we suggest using hybrid masks to achieve the maximum available accuracy. Confidence masks are tested experimentally by genome CNA profile data obtained using the single nucleotide polymorphism array.
I. INTRODUCTION
It is known that detection of structural aberrations called copy number alterations (CNAs) may be used to help diagnose a genetic disorder [1] , [2] in the deoxyribonucleic acid (DNA) of a genome present in all forms of life [3] , [4] . High-resolution techniques called next generation sequencing (NGS) have been developed to obtain the profiles of genetic structures. The NGS approach has generated an extensive development of the CNAs detection methods [7] - [9] at a resolution of 0.8-6 kb, which were recently reviewed in [10] . The single nucleotide polymorphism (SNP) arrays are nowadays one of the most efficient technologies for the CNAs identification [11] . Nevertheless, the CNAs data obtained using the SNP array and other technologies are still affected by several factors: 1) nature of biological material (tumor is contaminated by normal tissue, relative values and unknown baseline for copy number estimation), 2) technological biases (quality of material and hybridization/sequencing), and 3) intensive random noise [5] , [6] . Moreover, modern technologies do not allow for multiple probing of the same chromosome that makes statistical simulation the only tool to determine confidence limits for the CNAs estimates.
A simulated measurement of the CNAs with one breakpoint and two constant segments is exampled in Fig. 1a . Here, the a l and a l+1 segmental levels are contaminated with zero mean white Gaussian noise (WGN) [14] , [15] having the variances σ 2 l and σ 2 l+1 . The segmental signal-to-noise ratios (SNRs) in the lth and (l + 1)th segments are specified as in [13] , respectively,
where l = a l+1 − a l is the segmental difference, which corresponds to the breakpoint i l at n = 200. The factors described above do not grant a precise detection of i l .
Such a phenomenon is called ''jitter'' [16] , which denotes a deviation from the true breakpoint location and causes the detection uncertainty. In fact, the segmental levels are most accurately estimated by simple averaging between the breakpoints, which reduces the variance of the segmental noise by the number of the segmental probes that can be small for short segments. On the other hand, in spite of a certain progress in developing methods to refine the breakpoints [17] - [19] , detecting the true breakpoint location is often difficult due to high segmental variances. In view of that, the problem of denoising while preserving edges in stepwise signals and thereby estimate the CNAs with highest precision has been extensively studied during decades [20] - [23] . (2) , and MBA (dashed) is the modified Bessel function-based approximation proposed in [6] .
It has been shown in [25] that the skew Laplace distribution depicted in Fig. 1b as SkL can approximate the jitter distribution in the breakpoints [24] . It has also been shown [25] that the SkL allows for a sufficient accuracy only when the SNR values exceed unity. Otherwise, if the SNR is low, γ − l , γ + l < 1, and when it is extremely low, γ − l , γ + l 1, the SkL is inaccurate and improvements are required. That can be seen in Fig. 1b , where the experimentally measured distribution (circles) goes away from the SkL as the departure of |k| from the breakpoint location (k = 0) increases. That means that for low SNRs the SkL-based confidence masks will be insufficiently accurate and the actual breakpoint may appear beyond the region predicted for the given probability. In Fig. 1b , we show an approximation MBA derived in [6] based on the modified Bessel function as a preliminary improvement to the confidence masks. Note that data in Fig. 1a were simulated with no relation to the actual genomic position, i.e., the step k in not equivalent to the number of the basepairs.
In this paper, we propose and investigate several other approximations of the jitter distribution in the CNA's breakpoints for low and extra low SNRs. We use these approximations to specify the lower bound (LB) and upper bound (UB) confidence masks and suggest using the hybrid masks for predicting possible breakpoint locations and segmental levels with a highest precision. All confidence masks are experimentally tested by the SNP array data. The rest of the paper is organized as follows. In Section II, we discuss the jitter in the CNA breakpoints and errors in the jitter confidence limits caused by the SkL. A parametrization of the SkL distribution by the k-varying segmental noise variances is provided in Section III using several approximations. Experimental testing of the modified confidence UB and LB masks by the SNP array probing is provided in Section IV and conclusions can be found in Section V.
II. JITTER REPRESENTATION IN THE BREAKPOINTS
In view of large probe noise, jitter typically exists in all CNA breakpoints. When (γ 1 and, for the required high confidence probability, the actual breakpoint can be found tens of points apart to the left or to the right from the candidate one. In the latter case, the SkL becomes highly inefficient.
The following conjectures were made in [26] to arrive at the jitter distribution. Assume that a set of probes to the left of the breakpoint i l in Fig. 1a belongs to segment a l (event A l ) and a set of probes to the right of the breakpoint belongs to segment a l+1 (event B l ). The jitter probability is defined as the probability that one or more probes belong to another segment or event. It has been demonstrated in [26] that, under such a supposition, the jitter probability in the CNA breakpoints measured in WGN can be approximated with the discrete SkL probability density function (pdf) [27] ,
where 0
, and
where P(A l ) is the probability of event A l and P(B l ) is the probability of event B l . For our purpose, we now discuss Fig. 1 in more detail. The breakpoint i l and segments a l and a l−1 are detected here VOLUME 6, 2018 using the maximum likelihood (ML) estimator based on the ordinary least squares (OSL). The mean square error (MSE) produced by the ML estimator is minimized for the stepwise signal, in which a l , a l−1 , and i l are used as variables. The breakpoint location is detected when the MSE in the ML estimate reaches a minimum. In our simulation, the ML estimates were repeated 50 × 10 3 times for different noise realizations with constant SNR and then averaged. For each SNR value, a histogram was plotted as a number of the events in the k scale. To smooth ripples, such a procedure was repeated 9 times and the estimates were averaged. The histogram obtained in such a way was further normalized and accepted as an experimental jitter pdf, which is depicted in Fig. 1b with circles.
A. ERRORS OF SkL-BASED APPROXIMATION
An extensive analysis of the SkL pdf (2) in applications to jitter in the CNA-like signals measured in WGN has allowed making the following statements [26] . The SkL-based approximation (2) is:
• Acceptable when γ 1.
An overall conclusion that can be made following [13] , [25] is that the SkL-based approximation (2) fits only easily seen breakpoints. If chromosomal changes are not brightly pronounced, the SkL should not be used to make decisions about the CNAs structures [28] , [30] . Therefore more accurate approximations are required, which will be discuss next.
III. PARAMETRIZATION OF LAPLACE DENSITY
The SkL pdf (2) still can be applied in a parameterized form as follows. An increase in the discrete-step index k diminishes the effect of the segmental noise on jitter in the breakpoint. For example, noise at l − 10 has a smaller effect on i l that noise at l − 1. To provide the same effect of noise at any point l ± k on i l as required by the derivation of the SkL-based approximation [26] , the noise variances must be increased with k. That makes the variances, σ 2 l (k) and σ 2 l+1 (k), k-variant and the SkL pdf (2) parameterized with k. Because exact analytical functions are unavailable for σ 2 l (k) and σ 2 l+1 (k), in this paper we investigate them numerically and find reasonable approximations in the minimum MSE sense based on simulations.
To this end, we redefine the k-varying segmental SNRs as where
, where f l (k) is a function to be specified later.
A. SIMULATION OF JITTER DISTRIBUTION
Modern technologies do not allow for multiple probing of the same chromosome and simulation remains the only way to investigate jitter in the CNA breakpoints. The first relevant results were presented in [6] . Here, the MATLAB-based algorithm [6] was run using a computer based on Intel Core i5, 2.5 GHz. The computation time required to produce a histogram was about 12.7 hours. To make it possible to operate faster, in this paper we removed ''for'' cycles and did not save variables in RAM memory. Thereby, the computation time was significantly reduced and the jitter histogram computed with a higher accuracy in a wide range of k.
The modified algorithm is shown in Fig. 2 . Its left part (Fig. 2,A1 ) allows getting the jitter histogram. Here, x n is an idealized CNA signal with a single breakpoint at n = 200, ν n is a vector of WGN with the variance σ 2 corresponding to the given γ , and y n is the CNA probe. To find the ML estimate using OLS, the breakpoint location has been changed with respect to its actual position at n = 200 on −100 k 100 points. The output is taken when the likelihood reaches a maximum. Then the jitter histogram H k is computed and normalized to produce the discrete jitter pdf depicted as jitter_pdf k . To reduce errors, H k was created over 10 5 times repeated measurements. The simulated one-sided jitter distributions provided by the sub-algorithm A1 for equal segmental values of SNR are shown in Fig. 3 .
Referring to the necessity of estimating the CNAs with low segmental SNRs [5] and taking into account that the Laplace distribution (2) is sufficiently accurate when the SNR values exceed unity [6] , we next investigate jitter in the region of 0.1 γ
1.37. As can be seen in Fig. 4 , a decrease in the SNRs makes the actual jitter distribution less straight in the logarithmic scale and the SkL has thus limited applications for low segmental SNRs.
1) COMPUTATIONAL COMPLEXITY
In view of massive data and the necessity to average the estimates over a big number of runs, the algorithm A0 designed in [6] consumes large time. The modified algorithm A1 developed in this paper and shown in Fig. 2 is computationally VOLUME 6, 2018 TABLE 2. Typical MSEs produced by the algorithm designed in [6] and proposed algorithm given in Fig. 3 . Both algorithms are exploited using the SkL density (2) and (2) parameterized with (8), (9) and (10). much more efficient that is illustrated in Table 1 . In average, the algorithm A1 operates about 28 times faster than A0 and requires about 27 min to produce one histogram in Fig. 4 .
B. JITTER DISTRIBUTION APPROXIMATION
In this section, we provide three efficient approximations of the jitter distribution in the CNA breakpoints based on the modified Bessel function and a power function.
1) FIRST BESSEL-BASED APPROXIMATION
Testing several non-conventional functions has revealed that the modified Bessel equation K ν (x) of the second kind and fractional order ν = 0.5 is a good candidate to approximate the measured jitter histogram, because it is positive-valued for x(k) > 0, smooth, and decreases with x to zero. We use TABLE 3. SNR regions for MBA [6] , Laplace pdf (2), and (2) parameterized with (8), (9) , and (10) to detect the right jitter k − and the left jitter k + in the ML sense.
the following representation of K ν (x),
where x(k) is k-varying. Based on simulations, it has been found that the following parameterizing function makes the SkL pdf (2) accurate in fitting the jitter histogram for any k,
if to assign a = 0.6951 and b = −0.1296. In fact, k = 0 turns the parameterized SkL to (2) and, by γ detected by different masks in the CNA breakpoints of the 13th chromosomal sample ''BLC_B1_T37.txt'' in the 3σ sense with the confidence probability of P = 99.73%. The chromosome is associated with breast cancer and all values are given for Log 2 Ratio.
2) SECOND BESSEL-BASED APPROXIMATION
The second approximation was obtained employing the same Bessel function (7), but with another variable,
where
Testing (9) by simulations has shown that this function can produce more accuracy for certain values of SNR and that (8) can be more accurate otherwise, although both (8) and (9) can be applied to any k.
3) FUNCTIONAL APPROXIMATION
A simple approximation has appeared by using a power function of
where a = 0.436 and b = −0.1575. An analysis has shown that (10) is about 10 times more accurate than (8) and (9) when k > 1, but cannot be applied to k = 0 or k = 1. Functions (8) (dashed), (9) (solid), and (10) (circled and dotted) are sketched in Fig. 4 for γ = 0.1, 1.0, 5.0 in the range of 0 k 50. As can be seen, the proposed k-varying variances are consistent, but produce different errors in the k-domain. Note that an exact function σ 2 l (k) is still unavailable.
4) APPROXIMATION ERRORS
Based on the results illustrated in Fig. 3 , the jitter distribution can now be approximated by the SkL pdf (2) parameterized by (8)-(10) using the sub-diagram A2 in Fig. 2 . The approximation of the histogram jitter_pdf k obtained by subdiagram A1 in Fig. 2 has been provided iteratively by decreasing the approximation MSE produced by the parameterized SkL pdf in each cycle as represented in sub-diagram A2 in Fig. 2 . Thereby, several approximations were obtained for functions (8) - (10) . Table 2 summarizes typical approximation MSEs produced by the SkL pdf (2) and parameterized SkL pdf using k-varying noise variances (8) , (9) and (10) . As can be seen, the parametrization by (8), (9) , and (10) allow for much smaller errors than the SkL pdf (2) for low and extra low SNRs. One can see the goodness of fit in Fig. 5a and (2) and (2) parameterized with (8)- (10) exists for all k.
In turn, Fig. 5c and Fig. 5d sketch the approximations for a normal SNR of γ (2) is reasonably accurate when |k| < 5 and that the parameterized (2) should be used otherwise. An overall conclusion that comes up from this analysis is that the parameterized SkL pdf represents jitter in the CNA breakpoints with much more accuracy and should thus be used in the design of the confidence masks that we will discuss next.
C. IMPROVING CONFIDENCE UB AND LB MASKS
It follows from an analysis of errors produced by the proposed approximations that the most reliable results can be achieved if to develop the confidence masks worked out in [28] to be hybrid by using different approximations in diverse regions of the segmental SNRs.
Based on the MSEs produced by the approximations (Table 1 ), in Table 3 we select several segmental SNR regions, within which the MBA developed in [6] , SkL pdf (2), and SkL pdf (2) parameterized with (8), (9) , and (10) are most successful in detecting the right jitter k − and the left jitter k + in the minimum MSE sense. Table 3 suggests that for γ − l = γ + l and |k| 0, the SkL pdf (2) parameterized with (8) is most accurate in the SNR region of 0.9 . . . 1.37, while (9) gives a better accuracy in 0.1 . . . 0.9. The parametrization with (10) is also accurate when 0.1 < SNR < 1.37, but it cannot be applied to k = 0 and k = 1. When γ − l = γ + l , the MBA is preferable in the SNR region of 0.1 . . . 1.37 and (2) can be used otherwise for any step-index k.
It then follows that the best accuracy for the confidence UB and LB masks designed in [6] can be achieved if to make the masks hybrid. The difference between the hybrid masks and the basic ones [6] is in the parametrization of (2) and in the conditions introduced for the SNR values γ − l and γ + l . With such modifications, the basic masks can be used straightforwardly and we refer the reader to [6] for a detailed description of the basic algorithm. 
IV. APPLICATIONS TO SNP ARRAY PROBING
In this section, we experimentally test the parameterized SkL pdf (2) and several confidence masks by the SNP array-based CNAs probe data taken from the database BLC_BI_T31 available from the project GAP [5] . (2) parameterized by (10) and MBA [6] .
A. CONFIDENCE OF THE BREAKPOINT LOCATION
To emphasize again on a practical importance of the hybrid confidence masks, in Fig. 6 we examine a part of the 13rd chromosome [5] consisting of a single breakpoint i 5 [5] . The candidate breakpoint was detected using the ML estimator and then the ML estimates were tested by different masks based on the SkL pdf (2), SkL pdf parameterized with (10) , and the one proposed in [6] for the confidence probability of P = 99.73%. The MBA and (2) parameterized with (10) demonstrate in Fig. 6b more accurate approximations. Therefore, the regions of possible breakpoint locations produced by these approximations (Fig. 6a ) must be accepted as more realistic. As can be seen, these regions are wider than produced by the SkL pdf (2).
B. CHROMOSOME PROBING BY SNP ARRAY
We now apply the confidence masks to the estimates of the breakpoint locations in the complete chromosome 13th of the profile BLC_BI_T31 taken from the series of basal-like carcinomas (BLCs) available from the project GAP [5] . These series are included to the study of primary breast carcinomas (40 cases) and two cell lines measured on a 300K Illumina SNP-arrays (Human Hap300-Duo). The CNA profile is represented by the Log R ratios (LRRs) centered at zero for each sample. The estimates were obtained using the circular binary segmentation algorithm cghcbs [29] , which suggests that the chromosome has 59 segments and 58 breakpoints as shown in Fig. 7 .
It follows from Fig. 7 that the confidence intervals are wider for the segmental levels than for the breakpoints. Therefore, we supply this figure with Table 4 , in which the left jitter k − l and the right jitter k + l are estimated for the confidence probability P = 99.73% in the 3σ sense [28] . Here symbol ''−'' means that the jitter cannot be calculated by the masks. VOLUME 6, 2018 FIGURE 7. Probes (points), CNAs estimates (solid), and confidence regions (dashed) provided by the hybrid masks for the 13th chromosome taken from BLC _BI_T 37 of GAP [5] . The breakpoint locations are detected using the algorithm cghcbs [29] . Table 4 suggests that the masks often produce unequal jitter estimates and that the difference between the estimates can be in several points, as in the case of l = 7 or l = 27. Large jitter in i 1 , i 40 , i 43 , and i 44 was detected only by the MBA. But the MBA was unsuccessful in detecting any jitter in a larger number of the breakpoints such as i 8 , i 9 , i 14 , i 18 -i 20 , i 26 , i 48 -i 51 , i 57 , and i 58 , while other masks provided it with near similar errors. One can also notice that the extra low SNR values make the jitter unavailable for bounding by any of the masks, as in the cases of i 4 , i 5 , and i 41 .
Jitter computed by the hybrid masks is put to two last columns of Table 4 . Because the hybrid masks combine the most accurate outputs of the particular masks, the left and right jitter computed by the hybrid masks can be considered as most reliable. What the hybrid masks suggest is that jitter in the breakpoints of this chromosome ranges from 1 point to tens of points and thus an actual breakpoint may be found tens points apart from the candidate one provided by an estimator.
V. CONCLUSION
The confidence masks are intended to bound regions of existence for the CNA segments and breakpoints with a given confidence probability in the presence of intensive probe noise. The parametrization of the SkL density provided by several approximations of the k-varying segmental noise variance has demonstrated much higher accuracy in bounding the breakpoints jitter for a given probability. The parametrization has appeared to be especially efficient for low and extra low segmental SNR values, when the breakpoints cannot be localized visually. The hybrid confidence masks combining best outputs of the particular masks have demonstrated an ability to bound the jitter with a high accuracy for practically all segmental SNR values observed in chromosomal probing.
That was confirmed by testing the masks with a chromosome sample having 59 segments and 58 breakpoints and associated with breast cancer.
It has also been revealed that the left and right jitter in the breakpoints correlate each other. The parametrization of the SkL density can be provided with more accuracy if to account for the correlation properties of the k-varying segmental noise variances. This problem is now under investigation and we plan to report the results in near future.
