Grover presented the fixed-point search by replacing the selective inversions by selective phase shifts of π/3. In this paper, we investigate the convergence behavior of the fixed-point search algorithm with general but equal phase shifts for any number of iterations.
Introduction
Grover's quantum search algorithm is used to find a target state in an unsorted database of size N [1] [2] . The Grover's quantum search algorithm can be considered as a rotation of the state vectors in two-dimensional Hilbert space generated by the start (s) and target (t) vectors [2] . The amplitude of the target state increases monotonically towards its maximum and decreases monotonically after reaching the maximum [3] . This 1 The paper was supported by NSFC(Grants No. 60433050 and 60673034), the basic research fund of Tsinghua university NO: JC2003043.
2 email address:dli@math.tsinghua.edu.cn search algorithm is called the amplitude amplification algorithm. For the size N = 2 n of the database, quantum search algorithm requires O( √ N ) steps to find the target state. As mentioned in [4] [5], unless we stop when it is right at the target state, it will drift away. A fixed-point search algorithm was presented in [4] to avoid drifting away from the target state. The fixed-point search algorithm obtained by replacing the selective inversions by selective phase shifts of π/3, converges to the target state irrespective of the number of iterations. The main advantage of the fixed-point search with equal phase shifts of π/3 is that it performs well for small but unknown initial error probability and the fixed-point behavior leads to robust quantum search algorithms [4] . However, the target state is the limit state when the number of iterations tends to the infinite.
For readability, we introduce the fixed-point search algorithm as follows. In [4] the transformation
U , where U is any unitary operator, was applied to the start state |s ,
where |t stands for the target state. The transformation U R
U is denoted as Grover's the Phase-π/3 search algorithm in [6] .
Let us consider the fixed-point search algorithm with general but equal phase shifts as follows.
The transformation U R θ s U + R θ t U was called as the Phase-θ search algorithm and studied in [7] . It is enough to let θ be in [0, π] .
Note that if we apply U to the start state |s , then the amplitude of reaching the target state |t is U ts [2] , where ||U ts || 2 = 1 − ǫ. As indicated in [2] , in the case of database search, |U ts | is almost 1/ √ N , where N is the size of the database. Thus, ǫ is almost 1 − 1/N and ǫ is close to 1 for the large size of database.
Apply the operations U , R θ s , U + , R θ t , and U to the start |s and let D(θ) be the deviation of the state U R θ s U + R θ t U |s from the t state for any phase shifts of θ. The deviation D(θ) was reduced in [7] and is rewritten as follows.
where d = 1−2 cos θ 2(1−cos θ) . It was shown that D(θ) is between 0 and 1 in [7] . For the Phase-π/3 search algorithm,
In [8] , we explored the performance of the fixed-point search with general but different phase shifts for one iteration. In [7] , we discussed the performance of the fixed-point search with general but equal phase shifts for one iteration.
In this paper, we investigate convergence behavior of the fixed-point search with general but equal phase shifts for any number of iterations. It is useful for designing fixed-point search algorithms for different choices of the phase shift parameter θ. The following results are established in Section 2.
(1). The fixed-point search with equal phase shifts of θ ≤ π/2 converges to the target state.
(2). The fixed-point search with equal phase shifts of θ, where π/2 < θ ≤ arccos(−1/4), converges the target state with the probability of at least 80%.
(3). The fixed-point search with equal phase shifts of θ, where arccos(−1/4) < θ ≤ 2π/3, converges the target state with the probability of among 66.6% and 80%.
(4). The fixed-point search with equal phase shifts of θ, where 2π/3 < θ ≤ π, does not converge.
In section 3, we analyze the convergence rate for different values of θ. It is demonstrated that the Phase-π/3 is not always optimal and the convergence rate can be improved by choosing θ > π/3. In section 4, we
show that for the size N = 2 n of the database, O(n) iterations of the Phase-θ search can find the target state. However, as indicated in [4] , O(n) iterations of the Phase-θ search involve the exponential queries.
2 Convergence performance of the Phase-θ search for any number of iterations
Let ǫ 0 = ǫ and 0 < ǫ < 1. Then, from Eq. (3) one can obtain the following iteration equation
In this section, we discuss the convergence behavior of the Phase-θ search for any number of iterations. For the Phase-π/3 search, after recursive application of the basic iteration for m times, the failure probability (4) is the failure probability of the Phase-θ search algorithm after m iterations.
From inference [11] in [7] , Eq. (4) has the following fixed-points: 0, 1 (θ = 0), a, where a = cos θ/(cos θ−1) (θ = 0). In other words, if the sequence {ǫ m } in Eq. (4) has a limit then the limit must be 0, 1 or a. Clearly
To study the convergence performance for any number of iterations, we need the following results which are listed in the following paragraphs (A), (B), and (C).
(A). From Eq. (4), we obtain the following,
Eqs. (4) and (5) 
, and c =
. When ǫ i = a, b or c, ǫ i+l = a for any l > 0.
Note that b < d, a < d, and d < c.
(C). Let
Then, the derivative of f (x) is
From Eq. (8), (1) .
(1−cos θ) at r and a relative minimum 0 at d.
2.1 When 0 < θ ≤ π/2, for any ǫ 0 ∈ (0, 1), the Phase-θ search converges to the target state.
Note that 0 is an attractive fixed-point when 0 < θ < π/2 and 0 is also a semi-attractive fixed-point when [7] .
(1). 0 < θ ≤ π/3
For this case, d ≤ 0 and a < 0. In Eq. 2.2 When π/2 < θ < arccos(−1/4), the Phase-θ search converges the target state with the success probability of (1 − a) > 80%.
For the Phase-θ search, a < g < r < b < d < c. Note that a is an attractive fixed-point. See inference [11] in [7] . From Eq. (6), we have the following property.
Property 2.
(2.1). a < ǫ m ≤ g whenever a < ǫ m−1 < b;
The convergence region of the Phase-θ search (A). When ǫ 0 ∈ (0, c] and ǫ 0 = d, the deviation from the target state converges to the fixed-point a.
There are four cases. The argument is the following. 
From Eq. (9) we have the following property.
Property 3. 
2.4
When arccos(−1/4) < θ ≤ 2π/3, the Phase-θ search converges the target state with the success probability of (1 − a), where 66% ≤ (1 − a) < 80%.
For the Phase-θ search, b < r < a < g < d < c. Note that a is an attractive fixed-point when arccos(−1/4) < θ < 2π/3 and 1/3 is a semi-attractive fixed-point when θ = 2π/3. See inference [11] in [7] . From Eq. (6),
we have the following property. There are seven cases. We argue them as follows. 
Next consider that
. That is, a < ǫ 1 < g. It turns to case 2.
Case 5. r < ǫ 0 < a. Since f ′ (x) < 0 when r < x < a, a < ǫ 1 < g. It turns to case 2.
Case 6. g < ǫ 0 < d. Since f ′ (x) < 0 when g < x < d and a < g, 0 < ǫ 1 < f (g) < a. Then, it turns to cases 1, 3, 4, 5. 2.5 2π/3 < θ ≤ π, the Phase-θ search does not converge.
For the Phase-θ search, b < r < a < d < c. From Eq. (6), we have the following property. Clearly, the sequence {ǫ i } monotonically decreases from ǫ 0 to ǫ 6 . Note that after the sixth iteration, ǫ m oscillate around the fixed point 1/2.
A comparison of rates of convergence after any number of iterations
For the Phase-π/3 search, let the iteration equation be ǫ m (π/3) = (ǫ m−1 (π/3)) 3 , where ǫ m (π/3) is the failure probability of the Phase-π/3 search algorithm after m iterations. For the Phase-θ search, we can rewrite Eq.
, where the ǫ m (θ) is the failure probability of the Phase-θ search algorithm after m iterations. We want to compare the failure probability of the Phase-θ ( = π/3)
search algorithm with the one of the Phase-π/3 search after m iterations. It is known that the less the failure probability is, the faster the algorithm converges. By factoring,
We have the following results.
(1). π/3 < θ ≤ π Case 1. For large ǫ, the Phase-θ search converges faster than the Phase-π/3 search for m iterations until
In [7] , we show if In [7] , we show if ǫ 0 (θ) = ǫ 0 (π/3) = ǫ < (2). When 0 < θ < π/3, the Phase-π/3 search converges faster than the Phase-θ search for any ǫ for any number of iterations.
When ǫ 0 (θ) = ǫ 0 (π/3) = ǫ, in [7] we show ǫ 1 (θ) > ǫ 1 (π/3). Assume that ǫ m−1 (θ) > ǫ m−1 (π/3). From
Eq. (10), it is easy to see that ǫ m (θ) > ǫ m (π/3). Therefore, ǫ m (θ) > ǫ m (π/3) for any m. Hence, when 0 < θ < π/3, the Phase-π/3 search converges faster than the Phase-θ search for any ǫ for any number of iterations.
4 For any known ǫ, O(n) iterations can find the target state.
Assume that a database has N = 2 n states (items). Then a state (an item) is found with the probability of 1/N [2] . In other words, the failure probability ǫ = 1 − 1/N . It is known that the Phase-π/3 search converges the target state. In this section, we investigate how to use the fixed-point search to find the target state in a database when ǫ is known. As discussed in [4] , the fixed-point search is a recursive algorithm, therefore the number of queries grows exponentially with the number of recursion levels. For example, the Phase-π/3 search at i-level recursion involves q i = (3 i − 1)/2 queries [6] . This implies that O(n) iterations of the Phase-θ search involve the exponential queries.
4.1 When ǫ ≤ 3/4, only one iteration is needed to find the target state. Table (I). 
