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ABSTRACT Redundant manipulators play important roles in many industrial and service applications
by assisting people fulfill heavy and repetitive jobs. However, redundant manipulators are coupled highly-
nonlinear systems which exert difficulty of redundancy resolution computation. Conventional methods such
as pseudo-inverse-based approaches obtain the resolved joint angles from joint velocity level, which may
bring about more computational cost and may neglect joint velocity limits. In this work, a motion planning
method based on beetle antennae search algorithm (BAS) is proposed for motion planning of redundant
manipulators with the variable joint velocity limit. Such proposed work does not need to resolve the velocity
kinematics equation as the conventional methods do, and the proposed method can directly deal with the
forward kinematics equation to resolve the desired joint angles. The simulation and experiment on the
five-link planar manipulator and the Kuka industrial manipulator system demonstrate the efficiency of the
proposed method for motion planning of redundant manipulator, and reveal the reliable performance of
the BAS algorithm as compared with genetic algorithm (GA), particle swarm optimization (PSO), firefly
algorithm(FA) and quantum behaved particle swarm algorithm(QPSO) methods.
INDEX TERMS Kinematic control, beetle antennae search (BAS), redundant manipulator
I. INTRODUCTION
Redundant manipulators nowadays have been widely uti-
lized in many industrial and service applications. Different
from workers who manually perform industrial operations,
redundant manipulators have enormous and obvious advan-
tages by freeing people from heavy and repetitive labor and
replacing people to work in dangerous environments with
high reliability. As a comprehensive device of mechanical,
control, sensing and information processing disciplines, the
development level of redundant robots is an important factor
to measure the level of industrial automation in manufactur-
ing. Although redundant robot arms have been used in many
industrial scenes today, humans are still superior to robotic
arms in high-precision work such as the grinding of optical
lenses. Therefore, accurate control of redundant manipulators
is still essential to investigate.
In order to enable the redundant manipulators to achieve
accurate motion control performance, motion planning is
needed before imposing servo control of joint angle/position.
Taking advantage of redundancy, motion planning can be
promisingly achieved with more flexibility. Conventional
redundancy resolution methods mainly need to model the for-
ward kinematics equation first and perform inverse kinemat-
ics solving by computing the pseudo-inverse of the Jacobian
matrix in the level of joint velocity. However, such pseudo-
inverse based approach can not generalize the analytical
solution to the joint angle level, and other numerical methods
might be less computationally efficient. To throw further light
on this problem, some researches have conducted efficient
alternatives [1]–[17]. Among these works, computational
intelligence methods are demonstrated to avoid unnecessary
nonlinearity modeling and resolution in the analytic way. As
the redundancy resolution problem for motion planning can
be formulated as constrained optimization problems, these
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intelligent algorithms such as neural network (NN), genetic
algorithm (GA) and particle swarm optimization (PSO) were
applied to solve the constrained optimization problems [18]
[3]. NN has the characteristics of adaptive learning, which
can realize parallel distributed processing, with strong ro-
bustness and fault tolerance. GAs are often combined with
polynomial interpolation in robotic trajectory planning prob-
lems, with a small risk of falling into local optimal solutions
[19] [20]. However, GA itself needs to go through the process
of encoding, decoding, selection, crossover and mutation.
The operation time is difficult to guarantee all the time. The
PSO algorithm has the characteristics of a simple structure
and easy adjustment of parameters. For convex problems,
compared to GAs, the cross-variation operation of particle
swarms is not needed to perform, and the optimal solution
can be found with faster convergence [21]. Still, the PSO
needs to randomly generate a lot of particles when generating
next populations, which causes the convergence rate of the
algorithm decrease.
The beetle antennae search (BAS) algorithm is a new type
of computational intelligence algorithms which is applied in
scientific and engineering applications, e.g., geomechanics
analysis [22], network training [23], controller parameter
tuning in servo system [24], unmanned aerial vehicle path
planning [25], route planning [26], pattern classification [23],
power system [27], ship predictive collision avoidance [28],
bridge sensor placement [29], and investment portfolio prob-
lems [30]. Because of the excellent nonlinear optimization
ability, BAS can be regarded as a potential efficient optimizer
in robot applications. For instance, by the algorithm named
TPBSO (trajectory-planning beetle swarm optimization), the
point-to-point problem of redundant robotic arms on the
plane is solved [31]. BAORNN (beetle antennae olfactory
recurrent neural network) algorithm focuses on the combi-
nation of BAS and recurrent neural network, so as to achieve
motion planning of redundant robotic arms in three dimen-
sions. BAORNN also solves problems from the velocity layer
[32]. The basic principle of the BAS algorithm is as follows.
There is a beetle searching for food. When the beetle is
searching, it does not know where the object is, but feeds on
the strength of the food. The beetle has two long antennae.
If the smell received by the left antennae is larger than the
right side, the beetle will fly to the left side for the next
step. Otherwise it will fly to the right side. According to such
simple principle, beetle can effectively find food. Compared
with many NNs, BAS does not require a large number of
training samples, and its end position accuracy is guaranteed
due to its convergence principle. As comparison with GAs,
BAS’s search is more directional, which represents faster
convergence speed. Compared to PSO-based method, the
BAS algorithm does not have to have a large number of
particles to get an accurate trajectory.
In order to excavate the computation abilities of the beetles
to the greater extent, some researchers have proposed some
improved variants of the basic BAS algorithm to improve
its search efficiency, e.g., BAS with particle swarm opti-
mization (PSO) [33] and BAS with fallback [34]. Some
variants such as beetle swarm antennae search (BSAS) and
BAS without parameter tuning (BAS-WPT) have been used,
improving performances of the original basic BAS algorithm.
The BSAS mainly improves the number of beetles to enhance
the performance of a single iterative search, which means
releasing more virtual beetles at a time, but only one beetle is
moving in the search space. Different from that, the BAS-
WPT is a practical modification of BAS and corrects the
dependence of BAS on parameter adjustment and adds a
method of adding new or fused constraints-penalty functions.
In this work, in order to achieve accurate motion plan-
ning of redundant manipulators, a concise BAS algorithm
is proposed to solve the redundancy resolution issue. As
redundancy resolution and motion planning of redundant
robots encounter highly-coupled nonlinearity in forward and
inverse kinematics, and BAS has been shown to be an ef-
ficient algorithm for handling with such nonlinearity issues
appeared in other problems [35], [36]. Motivated by this
point, we would like to take advantage of the efficiency of
the BAS for motion planning of redundant manipulators. All
the joints of the redundant manipulator are considered to be
revolute joints, this paper mainly focuses on positioning of
the end-effector, and estimation and control of the orientation
of the end-effector is not considered in this work. During
manipulation in workspace, joints of redundant robots should
have dynamic motion limits to ensure safety therefore the
joint velocity should fall into variable limits. In this paper,
we focus on the proposing a practical BAS algorithm in
the kinematic control of redundant manipulator with variable
joint velocity limit.
To summarize, the main contributions of this paper are as
follows:
1) Unlike the conventional method for redundancy reso-
lution in velocity kinematics level, this work proposes
a BAS-based redundancy resolution method for motion
planning of the redundant manipulator in the joint angle
level by dealing with the forward kinematics equation
directly.
2) Different from TPBSO and BAORNN, which are also
used in the motion planning of redundant manipulators,
this paper uses a basic lightweight BAS and adds the
minimum number of iterations to ensure the conver-
gence ability, and successfully applies it to motion plan-
ning of 7-DOF redundant robotic arm.
3) Compared with other methods such as GA and PSO,
BAS possesses smaller data scales and is relatively con-
cise in programming and operation, making BAS easier
to transplant and suitable for platforms with limited
computing and storage resources.
Simulation and experimental validation are performed on a
five-link planar manipulator and the Kuka iiwa industrial
manipulator for verifying the efficiency of proposed BAS
method.
The remainder of this paper is organized as follows.
Section 2 introduces the problem formulation on motion
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FIGURE 1: The general diagram of BAS for motion planning.
planning of redundant manipulators. In Section 3, the detail
of the algorithm proposed for motion control of the redun-
dant manipulator in this paper is addressed. In Section 4,
the simulation results with discussions are presented, in the
meanwhile, the experimental results of verification on Kuka
industrial manipulator are presented. Section 5 concludes the
paper.
II. PROBLEM FORMULATION
In this section, we will present kinematic modeling of re-
dundant manipulators with variable joint velocity limit and
formulating of redundancy resolution problem, and propose
the optimization framework.
A. KINEMATICS MODELING OF REDUNDANT
MANIPULATOR
The forward kinematics of the redundant manipulator of
articular type with n joints can be modeled between the
motion of the joint angle and the end-effector, and its relation
between Cartesian space and joint space is governed by
p(t) = f(θ(t)) (1)
where p ∈ Rm denotes the position vector of the end-
effector, θ(t) ∈ Rn denotes the joint angle variable vector,
and f(·) denotes the nonlinear forward kinematics mapping
from joint space to Cartesian space [37]. As mentioned
above, all the joints of the redundant manipulator are con-
sidered to be revolute joints, this paper mainly focuses on
positioning of the end-effector, and estimation and control of
the orientation of the end-effector is not considered in this
work.
In order to resolve the desired joint angle from the target
position path pd(t) ∈ Rm of the end-effector of the redundant
manipulator, one has to formulate the following equation to
solve
pd(t) = f
−1(θ(t)) (2)
Such inverse kinematics solving problem needs to deal with
highly-coupled nonlinearity, and it is often difficult to obtain
the generalized analytic solution. Conventional redundancy
resolution formulation is to be done at the joint velocity level
by deriving corresponding velocity kinematics equation as
follows.
p˙ = Jθ˙ (3)
where J ∈ Rm×n denotes the Jacobian matrix which is
generated by J = ∂f/∂θ. Under such circumstance, to
resolve the joint angle, one has to obtain the resolved joint
angular velocity and make integration. Furthermore, solving
pseudo-inverse of J is always needed in this case. In this
paper, to get rid of such computation operation, we try to
directly solve the inverse kinematics equation to get the
desired joint angle variable. To resolve the joint angle, we
propose to optimize the following distance index
minimize o(pd(t), θ(t)) = ‖pd(t)− f(θ(t))‖2 (4)
Optimization formulation (4) is a time-varying nonlinear
minimization problem as the chained homogeneous matrices
make.
B. VARIABLE JOINT VELOCITY LIMIT
In many types of industrial environments, due to the lim-
itation of the workspace for manipulation, redundant ma-
nipulators’ end-effectors have to be restricted within spe-
cific spaces, which makes the joint angles of the redundant
manipulators limited with given ranges, i.e., for redundant
manipulators, the position of the end-effector is within the
following range
pmin < p(t) < pmax (5)
where pmin and pmax respectively denote the lower and
upper limits of the position vector p(t). With redundancy
resolution, the joint angles should be within the following
range
θmin < θ(t) < θmax (6)
where θmin and θmax are the limits of joints of the redundant
manipulator.
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Many factors make the movement modeling of the joints
of the redundant manipulators not ideal enough, such as the
uncertainty of the redundant manipulator system itself, the
unknown external environment, and the friction factor. To
pursue the accuracy of trajectory tracking, it is impossible
to ignore that the limit of the joint velocity might not be
constant. Therefore, it is indispensable to examine that the
joint limits may be time-varying or time-dependent during
different task segments. In this scenario, the lower and upper
bounds of the joint velocity are time-varying, i.e.,
θ˙min := θ˙min(t) and θ˙max := θ˙max(t)
which indicates that the joint velocity is time-varying. To
model the possible oscillation effect of the joint limits, we
propose the following constraints
θ˙min = −θ˙max = φ(t) = H +W sin(ωt) (7)
where H and W are scaling parameters for joint variable
limit, and ω denotes the oscillation frequency.
III. MOTION PLANNING BASED ON BAS ALGORITHM
The proposed BAS algorithm for motion planning of the
redundant manipulator is designed based on the following
procedure and configuration. The exploration space for the
beetle during searching is configured as the joint space of
the redundant manipulator, and left and right antennae of the
beetle are the two directions in every searching iteration. The
smell that the beetle can detect is configured as the position
tracking error of the end-effector of the redundant manipula-
tor. Different from other approaches to generate joint angle
trajectories off-line, the joint angle trajectory produced by
the proposed BAS algorithm may be feasible to configure for
real-time applications due to computational efficiency. The
proposed BAS algorithm for motion planning is designed by
the following procedures in the ensuing subsections.
A. GENERATING SEARCHING ANTENNAE FOR BEETLE
IN JOINT SPACE
To start with motion planning for the redundant manipulator,
the searching strategy of the beetle should be established
first. In every execution time instant t of the redundant
manipulator, there is the joint angle put into the search space
of the beetle. According to the principle of generating the
searching antennae, we propose to use the following joint
space direction generating law
θl(t) = R(θ(t) + λ(t)b) (8)
θr(t) = R(θ(t)− λ(t)b) (9)
where θl(t) ∈ Rn and θr(t) ∈ Rn are respectively left and
right antennae for searching the optimal joint angle by the
beetle,R(·) : Rn → Rn denotes the searching limit function,
θ(t) ∈ Rn denotes the current joint angle of the redundant
manipulator at time instant t, λ(t) ∈ R denotes the antenna
length/distance of the beetle as the exploration parameter, and
b ∈ Rn denotes the randomly-generated searching direction
Algorithm 1: The proposed BAS algorithm for re-
dundant motion planning with the variable joint limit
Input: The forward kinematics function f(θ(t)) of
the redundant manipulator; the desired path
pd(t) of the end-effector; optimal function
o(pd(t), θ(t)); parameters c1 and c2; minimal
iteration index n
Output: Optimally-resolved joint angle θ(t) for
motion control
1 t← 0; θ(0)←Initial joint angle
2 T ←Total time of motion
3 Ts ←The time sampling parameter
4 while t < TTs do
5 Initially generate δ(t) and λ(t) according to (12)
and (13)
6 for i <= n do
7 i) Generate a randomly-normalized vector
b ∈ Rn
8 ii) Compute antennaes θl(t) ∈ Rn and
θr(t) ∈ Rn with b according to formulas (8)
and (9)
9 iii) Make θl(t) and θr(t) within the
exploration limit based on (10)
10 iv) Calculate the fitness of the antennaes using
(7)
11 v) Determine the position of the ith beetle
using (11) and standardize it into the allowed
space with (10)
12 vi) Record the fitness and location of the
beetle
13 vii) Update the location of the beetle; i = i+ 1
14 end
15 Compare and select the beetle with best fitness
16 if the remaining best beetle is within the allowable
error band or better than the one of the last
iteration then
17 t← t+ Ts
18 Export the position of remaining beetle at time
instant t+ Ts
19 end
20 end
vector for the beetle. The entry of the mapping function
R(·) : Rn → Rn is r(·) : R → R with the motion limit
function as follows
r(θi(t)) =
 θi(t), θmin,i(t) < θi(t) < θmax,i(t)θmax,i(t), θi(t) > θmax,i(t)
θmin,i(t), θi(t) < θmin,i(t)
(10)
where θi(t) ∈ R is the ith element of the joint angle vector
θ(t) ∈ Rn.
4 VOLUME 4, 2016
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2020.3012564, IEEE Access
B. STATE UPDATE OF THE BEETLE IN SEARCHING
SPACE
After constructing the beetle for motion planning of the
redundant manipulator, according to the searching status of
the antennae, the position of the beetle is updated in searching
space. The updating rule is depicted by
θ
′
(t+ ∆t) =
R[θ(t)− δ(t)sgn(o(pd(t), θl(t))− o(pd(t), θr(t)))b]
(11)
where θ
′
(t + ∆t) ∈ Rn denotes the temporary updated
position, δ(t) denotes the motion step size of the beetle,
sgn(·) denotes the saturation sign function on the input z as
follows
sgn(z) =
 1, z > 00, z = 0−1, z < 0
Next, compute updated coordinates of the beetle in search-
ing space. After the beetle updates its motion state for n steps,
find the best optimal function o(pd(t), θ(t)) and choose the
corresponding θ
′
(t + ∆t) which might be configured as the
actual resolved joint angle θ(t + ∆t). In order to guarantee
the converge of tracking errors by the proposed algorithm, it
is still needed to evaluate whether the chosen θ
′
(t+ ∆t) can
guarantee the current error function value can be better than
the one in the previous step or the error can be controlled in
the error band.
C. STEP-SIZE AND ANTENNA EXPLORATION RANGE
PARAMETER UPDATING
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FIGURE 2: Comprehensive performance of motion planning
of the five-link manipulator with the variable joint velocity
limit by the proposed method.
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FIGURE 3: Comprehensive performance of motion planning
of the Kuka manipulator with the joint velocity limit by the
proposed method.
At the beginning stage of the exploration, the distance
between the targeted position and the current position of
the end-effector may be larger than the follow-up stages of
the exploration. In this case, the corresponding parameters
such as the step-size and antenna exploration range parameter
might be not optimal, so these parameters are required to
update as the updating of θ(t).
For the step size parameter δ(t) and the detection distance
parameter λ(t), they often need to be appropriately cho-
sen through necessary optimal computation. After absorbing
some of the experience of BAS-WPT [38] and BAORNN
[32], we define the updating law for δ(t) and λ(t) as follows
λ(t) = c1
√
o(pd(t− 1), θ′(t)) (12)
δ(t) = c2λ(t) (13)
where c1 and c2 are parameters for tuning the convergence
speed of the BAS algorithm, and c1 and c2 should be config-
ured properly to provide well-conditioned convergence ac-
cording to the time sampling parameter Ts. The overall steps
of the proposed algorithm for redundant motion planning
with the variable joint limit are presented in the flow chart
shown in Fig. 1 and the algorithm block.
The convergence of the basic BAS algorithm has been
proved in Theorem 1 of [39]. In Theorem 1, properly choos-
ing the step size can guarantee that the BAS algorithm is
asymptotic convergent with probability 1. For the redundant
resolution in this work, one can extend the proof of Theorem
1 in [39] and validate its convergence performance.
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(c) Convergence performance with n = 50 and the
computational time being 18.9 s.
FIGURE 4: Comparison of convergence with different times n of explorations n in joint angle resolution loops. Upper: position
tracking error of the end-effector; lower: resolved joint velocity.
IV. SIMULATION AND EXPERIMENT RESULTS
In this section, in order to verify and evaluate the perfor-
mance of the proposed BAS algorithm for motion planning,
the simulation and the experiment on the five-link planar
manipulator and Kuka iiwa industrial manipulator with the
desired tracking path being a circle are performed. The space
and time equation of circle path is
pd(t) = p0 +
D
2
cos(
2pit
T
)A+
D
2
sin(
2pit
T
)B (14)
where p0 ∈ R3 denotes the center of the circle path, D >
0 ∈ R denote the diameter of the circle, A ∈ R3 and B ∈ R3
denote parameter matrices projecting the circle in different
directions.
A. SIMULATION RESULTS
The simulation of the proposed BAS algorithm is performed
in MATLAB (2017b) platform in a personal computer with
the CPU being Intel i7-8500U. The task execution time
interval Ts is set as 0.2 s for the redundant manipulator to
reach the next sampled point of the trajectory solution, and
the total motion duration time is set as 30 s.
1) Simulation on the Five-link Planar Manipulator
The proposed BAS algorithm is firstly validated on the mo-
tion planning of the five-link planar manipulator without the
joint velocity limit configured. The parameters for the desired
circular path are p0 = [4 1 0]T m,D = 1.4 m,A = [1 0 0]T
and B = [0 1 0]T .
The proposed method is applied to motion planning of the
five-link planar manipulator with the variable joint velocity
limit. The joint velocity (speed) limits are set as θ˙min =
−0.2 − 0.004 sin(t) rad/s and θ˙max = 0.2 + 0.004 sin(t)
rad/s. Fig. 2 shows the comprehensive performance of motion
planning of the five-link planar manipulator with the joint
velocity limit based on the proposed BAS method. We can
observe that, the end-effector of the five-link planar manipu-
lator can track the desired circle path well with steady-state
position errors being around 2× 10−5 m. This demonstrates
that the proposed BAS method can work promisingly on
the redundancy resolution of the five-link planar manipulator
joint velocity limits considered. Especially, seen from Fig.
2(d), the resolved joint velocity can be always limited to the
joint velocity (speed) boundaries. All of these indicate that
the proposed BAS method can successfully work for motion
planning of the five-link planar manipulator with and without
variable joint velocity limits.
2) Simulation on the Kuka IIWA Industrial Manipulator
The proposed BAS algorithm is next validated on the motion
planning of the Kuka iiwa industrial manipulator with the
variable joint velocity limit. The parameters for the desired
circular path are p0 = [0.3 0.3 1.0]T m, D = 0.2 m,
A = [1 0 0]T and B = [0 1 0]T . The joint velocity
(speed) limits are set as θ˙min = −2 − 0.004 sin(t) rad/s and
θ˙max = 2 + 0.004 sin(t) rad/s (which is different from the
case of the five-link planar manipulator). Fig. 3 shows the
comprehensive performance of motion planning of the Kuka
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computational time being 32.2s.
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FIGURE 5: Performance comparison with different coefficient parameters c1. Upper: position tracking error of the end-effector;
lower: resolved joint velocity.
manipulator with the joint velocity limit by the proposed
BAS method. We could evidently see that, the end-effector of
the Kuka iiwa manipulator can track the desired circular path
well with the resolved joint angles calculated by the proposed
BAS method. Meanwhile, the variable joint velocity limits
can be always satisfied. The results demonstrate the proposed
method can work well on the Kuka industrial manipulator
from aspect of simulation.
3) Evaluation on the Performance with Different Parameters
Configured
This part focuses on the times of explorations required per
iteration for the beetle in the algorithm utilized, coefficient
parameter of the distance of detection λ(t) and coefficient
parameter of the step size δ(t). We analyze the meaning of
each parameter to the manipulator system and summarize
the general tuning rule for parameter adjustment. It is worth
noting that all evaluations and discussions are based on that
parameters are within reasonable limits.
a: Times of explorations of the beetle in each iteration n
The exploration times represents the search times of the
beetle in each joint angle resolution loop. The more times of
explorations need more computation costs, which makes the
execution time of the resolution loop longer. However, for the
BAS algorithm, the next resolution loop can not be entered
until the condition is met, where the condition is that the
updated optimization/fitness function is less than the previous
one or within the error band. The convergence speed of the
BAS algorithm can not be guaranteed when the number n is
small. A comparison of the convergence results is shown in
Fig. 4 with the same parameter pair c1 and c2 set.
It can be clearly seen from Fig. 4 that, when the number
of explorations n increases, the position tracking error of the
end-effector can faster converge to zero and the resolved joint
velocity can reach to the steady state with less oscillations.
That is to say the converge can be accelerated but more
computational costs are required when n increases.
b: Coefficient parameter c1 of the distance of detection λ(t)
As we mentioned, the coefficient parameter c1 of the explo-
ration distance represents the level of its exploration ability.
Based on (12), the size of c1 affects the speed of exploration
when the other parameters are the same. The simulation
results with different c1 are shown in Fig. 5. Obviously
choosing a larger coefficient parameter c1 will significantly
decrease the time of operations/computation. However, at the
same time, enlarging c1 will also make the joint velocity
oscillate rapidly for a longer time, making the body of the
manipulator tremble.
c: Coefficient parameter c2 of the step size δ(t)
The coefficient parameter c2 represents the size of the dis-
tance that the beetle moves after learning the direction. The
size of c2 directly determines the range of movement of the
beetle, because in a broad sense, if the step size of the beetle
is not large enough, the appropriate solution may can not be
reached if the number of times the beetle moves is the same.
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is 34.8s.
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FIGURE 6: Performance comparison with different coefficient parameters c2. Upper: position tracking error of the end-effector;
lower: resolved joint velocity.
Similar to c1, the increase in c2 also means an increase in
the search ability of the beetle which means shorter search
time. But at the same time, a stronger search capability also
means a larger oscillation range, and longer oscillation time.
4) Comparison with Other Typical Intelligent Algorithms
To demonstrate the superiority and practicability of the BAS
algorithm proposed in this paper, we also comparatively
present the performance results of the GA, the PSO, the
firefly algorithm (FA) [40] and the quantum behaved particle
swarm algorithm (QPSO) [41] for the same motion planning
problem. PSO and GA algorithms for comparison are from
the Matlab (R2017b) function library. We compare the per-
formances of the five methods in the following two cases, i.e.,
(1) comparison of accuracy under the same level of running
time, and (2) comparison of the running time under the same
level of precision or error band.
a: Comparison of Accuracy at the Same Level of Running
Time
We utilize five algorithms on the same platform to solve
motion planning of redundant manipulator with the same
variable joint velocity limit. The comparison of the motion
planning results at the same level of the running time of
GA, PSO and BAS is shown in Fig.7. Obviously, within
the same level of motion planning duration, the results of
the PSO and GA methods produce position errors of in the
level of 10−4 m and 10−3 m, while the position error by
the BAS method is at the level of 10−5 m. Even if there
TABLE 1: Comparison of average position errors of GA,
PSO, FA, QPSO and BAS methods.
Position error X direction (m) Y direction (m) Z direction (m)
GA 0.78± 0.25 0.10± 0.29 1.08± 0.42
×10−3 ×10−3 ×10−3
PSO 0.01± 0.22 0.04± 0.18 0.10± 0.18
×10−4 ×10−4 ×10−4
FA 0.02± 0.09 0.00± 0.11 0.03± 0.12
×10−4 ×10−4 ×10−4
QPSO 0.02± 0.08 0.01± 0.07 0.07± 0.27
×10−3 ×10−3 ×10−3
BAS 0.10± 0.04 0.04± 0.05 0.17± 0.05
×10−5 ×10−5 ×10−5
are performance fluctuations in computational time caused
by the different algorithms due to randomness of parameter
generator/configuration, we can clearly see that the proposed
BAS algorithm in this paper may show superiority in tracking
accuracy.
Furthermore, we performed multiple tests and calculated
the average errors of the three methods in three space dimen-
sions X , Y and Z in the steady state. The comparison results
for GA, PSO, FA, QPSO and BAS methods are shown in
Tab.1. It can be seen that the error of the BAS is significantly
smaller at a similar time in all the three dimensions.
b: Comparison of Running Time under the Same Level of
Accuracy
When the error level is of 10−3 m, it can be seen from the
Fig.8 that both the PSO and GA methods can not decrease
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FIGURE 7: Performance comparison of different algorithms with a running time of around 15s. Upper: position tracking error
of the end-effector; lower: resolved joint velocity.
oscillations of the joint velocity in a short time even in
the steady state, while the BAS method can force the joint
velocity much lower than the velocity limits. This demon-
strates that the BAS is more reliable in satisfying variable
joint limits. More importantly, the running time of the five
methods is shown in Tab.2. Clearly seen from this table, the
BAS method is much superior to the other four methods.
Specifically, the average running time of the BAS method is
0.53 ± 0.04 s, while the average running time of the GA,
PSO, FA and QPSO methods are respectively 25.0 ± 10.2 s,
5.0± 0.7 s, 6.9± 0.6 s and 6.1± 0.4 s.
B. EXPERIMENTAL VERIFICATION
After we validate the proposed BAS method for motion
planning of the five-link manipulator and Kuka industrial ma-
nipulator in simulation, we apply the proposed BAS method
on the motion control experiment on the real Kuka iiwa
industrial manipulator. The parameters of the proposed BAS
method follow the aforementioned configuration discipline.
In view of the performance comparison results in the previ-
ous simulation, as the BAS method has shown sufficiently
superiority than other four algorithm in tracking accuracy
and computational efficiency, we thus choose the superior
one (i.e., the BAS one) for experimental validation in the
Kuka robot system. The resolved joint angles data from the
BAS method are sent into the Kuka manipulator’s operation
system to perform path tracking control. The snapshots of
the experiment session on the Kuka manipulator are shown
in Fig. 9(a), and the tracked path reflected from the Kuka
manipulator’s operation system is shown by Fig. 9(b), which
TABLE 2: Comparison of convergence time in 25 tests
Algorithm GA PSO FA QPSO BAS
Test 1 18.7 s 4.5 s 7.5 s 6.0 s 0.52 s
Test 2 17.4 s 4.8 s 7.8 s 5.9 s 0.48 s
Test 3 27.0 s 4.1 s 7.5 s 6.5 s 0.54 s
Test 4 36.9 s 6.1 s 9.1 s 5.5 s 0.51 s
Test 5 17.8 s 4.5 s 7.1 s 5.7 s 0.60 s
Test 6 24.6 s 3.9 s 6.8 s 6.6 s 0.57 s
Test 7 35.6 s 4.1 s 6.3 s 5.7 s 0.67 s
Test 8 20.0 s 4.2 s 7.1 s 5.6 s 0.51 s
Test 9 10.4 s 5.1 s 6.9 s 6.4 s 0.53 s
Test 10 18.0 s 4.5 s 6.9 s 5.6 s 0.56 s
Test 11 22.7 s 5.2 s 6.5 s 6.2 s 0.52 s
Test 12 21.8 s 4.3 s 6.5 s 5.9 s 0.55 s
Test 13 31.6 s 6.0 s 6.8 s 6.4 s 0.50 s
Test 14 40.5 s 5.0 s 6.8 s 6.3 s 0.54 s
Test 15 14.5 s 5.3 s 6.4 s 5.8 s 0.55 s
Test 16 27.6 s 6.5 s 7.2 s 6.6 s 0.47 s
Test 17 42.6 s 4.5 s 6.9 s 6.2 s 0.56 s
Test 18 37.7 s 5.2 s 6.9 s 6.5 s 0.51 s
Test 19 11.0 s 5.8 s 6.6 s 6.4 s 0.49 s
Test 20 38.7 s 4.8 s 6.7 s 6.3 s 0.48 s
Test 21 26.4 s 7.0 s 6.7 s 6.4 s 0.53 s
Test 22 19.5 s 5.9 s 6.9 s 6.4 s 0.55 s
Test 23 40.0 s 5.3 s 6.8 s 6.5 s 0.53 s
Test 24 10.6 s 5.0 s 6.8 s 5.7 s 0.61 s
Test 25 15.8 s 4.9 s 7.0 s 6.7 s 0.53 s
Average 25.0 5.0 6.9 6.1 0.53
±10.2 s ±0.7 s ±0.6 s ±0.4 s ±0.04 s
is a circle as expected. For dynamic illustration, a supplement
video is provided as an attachment with the paper. From the
experimental results, we can see that the proposed method
can work promisingly in the motion planning task on the
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FIGURE 8: Performance comparison of different algorithms with precision unit of mm. Upper: position tracking error of the
end-effector; lower: resolved joint velocity.
(a) Snapshots of the Kuka industrial manipulator for drawing the circle based on the proposed BAS
method for redundancy resolution.
(b) The drawn circle reflected
from the Kuka industrial manipu-
lator’s operation system.
FIGURE 9: Experimental verification.
Kuka iiwa industrial manipulator system.
V. CONCLUSION
In this work, a novel motion planning method based on
BAS algorithm has been proposed for motion planning of
redundant manipulators with the variable joint velocity limit
considered. The proposed work does not need to resolve the
velocity kinematics equation as the conventional methods do
by dealing with Jacobian matrices, and it can directly resolve
in the level of forward kinematics equation to obtain the de-
sired joint angles. The simulation and experiment on the five-
link manipulator and the Kuka industrial manipulator system
have demonstrated the efficiency of the proposed method for
motion planning of redundant manipulator, and reveal the
reliable performance of the proposed algorithm. As com-
pared with other four computational intelligence methods,
i.e., the GA, PSO, FA and QPSO algorithms, the proposed
BAS method has stronger solving ability and occupies less
computational resources, which makes this method easy to
be transplanted and has the possibility to be deployed to the
manipulator control system.
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