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Introduction
A 6-degree-of-freedom (DOF) parallel manipulator, also sometimes called hexapod or parallel kinematic machine (PKM), is a closed-loop mechanism presenting very good performance in terms of accuracy, rigidity, and ability to manipulate large loads. [1] [2] [3] It has been extensively studied by virtue of its superior performance and widely utilized in motion simulators, isolation platforms, radio telescope, machine-tool industry, and so on. 4 As one of the key research issues in the parallel manipulator, the kinematics problem is closely related to the relations between the mechanism's position, velocity, acceleration, and mechanism parameters such as link lengths and angles, which are divided into two categories: an inverse kinematics problem (IKP) and forward kinematics problem (FKP). 5 The IKP, mapping the task space to joint space, consists of establishing the value of the joint coordinates corresponding to the endeffectors' configuration and is simple and straightforward, which is contrary to a serial manipulator. The FKP, mapping the joint space to task space, determines the final position and orientation based on a set of joint angles or lengths. Since the FKP is widely applied in the closed-loop control system to real-time estimate the pose of the end-effectors, many efforts have been made in solving FKP either in general cases or special cases. So far, the employed methodologies can be classified into four categories: analytical approaches, use of additional sensors or transducers, numerical methods, and neural network-based approaches. The analytical approaches include algebraic elimination method, 6, 7 Gro¨bner basis method, 8, 9 continuation method, 10 and interval analysis method. 11 The elimination and Gro¨bner basis method [6] [7] [8] [9] transformed nonlinear equations into a univariate polynomial of higher degrees solved with numerical technique. The continuation method and interval analysis method 10, 11 are actually numerical processes that can obtain the complete solution set. These analytical approaches are mathematically complicated, time-consuming, and limited to special configurations of parallel manipulators. The use of additional sensors or transducers needs to provide more geometry information of the parallel manipulator and hence can reduce the computation burden and guarantee a unique solution. 12, 13 However, the extra cost and difficulties in optimizing the numbers or locations of the sensors make this approach the least desirable method to solve the FKP. The numerical methods, solving the system of coupled nonlinear equations by numerical techniques, are widely applied in FKP regardless of the configurations of manipulators. The recently developed neural networkbased approaches, which consist of numerous interconnected neurons and can approximate a complex system without knowing its internal details, 14 have aroused researchers' attention, and many useful neural networks such as multilayer perceptron (MLP), 15, 16 radial basis functions (RBFs), 17,18 support vector machine (SVM), 19 and least-mean-squares (LMS) algorithm 20 have been successfully adopted. Despite the sophisticated ability of mapping the highly coupled nonlinear relations between the inputs and outputs, the neural network requires a large amount of sample data to ensure the reliability of the predicted result and crucial training process is usually time-consuming.
With consideration of generality, automation, and efficiency of these mentioned approaches, the numerical approaches are the most popular method for FKP in real-time systems. The most celebrated numerical method is Newton-Raphson (NR) iterative algorithm. 21, 22 However, the NR algorithm is very sensitive to the initial conditions, especially initial solutions far from the real solutions, and it may take very long to converge or even fail to converge at all. Moreover, the explicit computation of the Jacobian matrix in the systems of nonlinear equations is often very expensive and requires elaborate analytical derivation with respect to various configurations. To overcome these drawbacks, Wang and Chen 23 proposed the cyclic coordinate descent method, whose basic idea is to cyclically adjust the variables one by one until the objective function cannot be further reduced, to obtain good initial approximation at the first phase. Parikh and Lam 24 developed a hybrid strategy by employing a well-trained neural network to provide the output approximated solution as an initial guess for the NR algorithm, and therefore the NR algorithm can converge to the exact solution quickly and dependably. Yang et al. 25 adopted a monotonic descent operator in the traditional NR algorithm and updated operator by descent rules according to the computing results of each iteration to conquer the disadvantages of possible diverging with inappropriate initial solutions. However, in their researches, they mainly concentrated on the sensitivity of the initial conditions, computation efficiency and generality of the Jacobian matrix, which usually require detailed analytical analysis and vary from one configuration of parallel manipulator to another type, were not covered.
In this article, a Jacobian free monotonic descent (JFMD) algorithm is proposed to solve the forward kinematics of the notable 6-DOF parallel manipulator Stewart-Gough platform. The proposed JFMD algorithm employs a first-order Taylor series expansion to approximate the Jacobian matrix in a numerical way, which frees researchers from the cumbersome and timeconsuming analytical analysis to obtain the elaborate Jacobian matrix with respect to various configurations of parallel manipulators. Besides, a monotonic descent factor is added to prevent the divergence of the algorithm with a poor initial condition.
Kinematic analysis
A 6-DOF parallel manipulator under investigation is composed of a stationary base, a movable platform, six hydraulic cylinders with 12 universal joints, and six revolute joints, as shown in Figure 1 . Both sides of each hydraulic cylinder are connected to the fixed base and the movable platform by two universal joints. Figure 2 illustrates the definition of the coordinate frame for the parallel manipulator. The body frame O U ÀX U Y U Z U , with its origin O U at the geometric center of the platform, is fixed to the movable platform. The inertial frame O L ÀX L Y L Z L attached to the base coincides with the body frame while the manipulator is in the initial pose (also called the central configuration). The three translation motions of the body frame with respect to the inertial frame are defined as surge (q 1 ), sway (q 2 ), and heave (q 3 ) and the three rotational motions are denoted as roll (q 4 ), pitch (q 5 ), and yaw (q 6 ). Therefore, the generalized coordinate vector, whose elements are chosen to describe the position and orientation of the movable platform, can be written as
The geometric description of the ith cylinder in motion is depicted in Figure 3 , and the length vector of the ith cylinder l i can be written as
where t L = ½q 1 , q 2 , q 3 T is the translation vector of the platform with respect to the inertial frame, a U i is the position vector of the ith up gimbal point with respect to the body frame, b L i is the position vector of the ith base gimbal point with respect to the inertial frame, and R denotes the rotation matrix, which can be parameterized by Euler angles as follows 
where s( Á ) stands for sin ( Á ) and c( Á ) for cos ( Á ). Applying the Euclidean norm to equation (1) yields
where l i denotes the length of the ith cylinder. Defining a new function F i (F) = 0, such that
Writing equation (4) into matrix form generates the following system of nonlinear equations for the forward kinematics of the 6-DOF parallel manipulator
JFMD algorithm
To employ the proposed JFMD algorithm, expand F(F) at the given initial guess F 0 = ½q 10 , . . . , q 60 T by Taylor series and truncate the expansion at the first order, and the following linearized version of the nonlinear problem is obtained as follows
where J 2 R 6 3 6 is called the Jacobian matrix and can be expressed as
. . .
Setting the right-hand side of equation (6) to 0 and simplifying, the iterative sequence for finding the generalized coordinate vector F is given by
where k is the iterative step.
Equation (8) is the celebrated NR algorithm, which requires the Jacobian matrix of F to be nonsingular. In practical, during the design of a parallel manipulator, a rigorous check is conducted to avoid the singularity in the workspace, since the singularity might cause severe damage to the whole system. Therefore, it is reasonable to assume that the Jacobian matrix is always nonsingular. However, before implementing the NR algorithm in a real-time system, a detailed analytical analysis is needed to get the Jacobian matrix and the analysis varies from one configuration of parallel manipulator to another type, which is cumbersome and timeconsuming.
To solve this problem, the proposed JFMD algorithm forms the Jacobian matrix in a numerical way using a first-order Taylor series expansion approximation. To illustrate the approximating principle, the ith row and jth column of the Jacobian matrix of F from equation (7) can be denoted as
Defining an auxiliary function F i (F + h j e j ) where h j .0 is the perturbation parameter, e j is the jth vector of the canonical basis of R 6 , and then expanding the auxiliary function by Taylor series at F and dropping the terms of higher-order curvature concludes
Combining equations (9) and (10) and simplifying, the ith row and jth column of the approximated Jacobian matrix of F is expressed as
and then the approximated Jacobian matrix J app 2 R 6 3 6 can be obtained as follows
where J j is the jth column of the approximated Jacobian matrix, which is given by
Considering the accuracy of the approximated Jacobian matrix, it is immediately evident that the error is closely related to the perturbation parameter h. If this parameter is too large, the Jacobian matrix is poorly approximated, and conversely if it is too small, the error in the finite difference approximation can become excessive due to the floating-point round-off error of computers. Therefore, a balance should be made between the round-off and truncation error when choosing the suitable perturbation parameter. An empirical principle for the choice of h j is
where e mach is the machine epsilon. Substituting the Jacobian matrix in the NR algorithm by the approximated J app , the Jacobian free iterative algorithm can be written as
To overcome the drawbacks of might diverging with an initial guess far away from the solution, a monotonic descent factor r k 2 R(0\r k 1) is added to the Jacobian free iterative algorithm, which results in the JFMD algorithm
where r k denotes the descent factor of the kth iterative step and satisfies the following constraint
As for the computation of the descent factor r k , it starts from r k = 1. During each iterative step of the JFMD algorithm, check the validity of the constraint inequality (17) . If the constraint holds, keep the descent factor unchanged and step into the next iteration. Otherwise, continuously reduce the factor by half and recheck the inequality until the requirement is met, and then the descent factor is obtained as r k = 2 Àm , where m is the rechecking times in the corresponding step. The JFMD algorithm is terminated as one of the following two criterions is satisfied
where tol is the required computation tolerance, and N is the given maximum number of iteration.
Algorithm implementation
The implementation of the proposed JFMD algorithm is conducted on xPC target that enables to execute Simulink and Stateflow models on a target computer for rapid control prototyping, hardware-in-the-loop (HIL) simulation, and other real-time testing applications. The JFMD algorithm is programmed by MATLAB/Simulink on the host first and then is downloaded to the target for real-time execution. The programming of JFMD algorithm involves the following steps:
Step 1. Define the computation tolerance, maximum numbers of iteration, initial guess for the solutions, and machine epsilon.
Step 2. Compute F(F) with the given initial guess F 0 , and then check the termination criterion (18) . If criterion (18) is satisfied, output the initial guess as the final solution. Otherwise, continue the following steps.
Step 3. Calculate the six perturbation parameter h j with equation (14), and then compute six column vectors of the approximated Jacobian matrix with equation (13), respectively, to form the approximated Jacobian matrix.
Step 4. Set the monotonic descent factor r k = 1, and estimate F k + 1 by equation (16) . Check the descent criterion (17) , and if it is true, let the newly estimated F k + 1 be the initial solution of the next loop. Otherwise, reduce the descent factor by half and reestimate the next F k + 1 continuously until the descent criterion is met.
Step 5. Compute F(F) with the newly estimated initial solution F k + 1 , and then check the termination criterion (18) . If criterion (18) is satisfied, output the newly estimated F k + 1 as the final solution for the forward kinematics of the 6-DOF parallel manipulator. Otherwise, turn to Step 2 and continue the iterative loop.
Experiment and discussion
The initial guess of the solution is set as F 0 = ½0, . . . , 0 T , the required computation tolerance is tol = 1 3 10 À6 , the maximal number of iteration is 10, the machine epsilon is e mach = 1 3 10 À12 , sample time of the real-time system is 2 ms, and the ranges of the generalized motion are selected from a specified parallel manipulator limited by the following inequalities 
To effectively test the proposed JFMD algorithm, the estimation of the constant and random motion within limitation (19) is conducted. The verification of the JFMD algorithm consists of two phases. At the first phase, the actual lengths of the cylinders are calculated analytically by the inverse kinematics with a given generalized coordinate. At the second phase, the computed cylinder lengths are utilized as the inputs to estimate the current state, and then the estimated result is compared with the given coordinate to confirm the justification of the proposed algorithm. Table 1 shows the comparison results between the actual pose and estimated pose with JFMD and NR algorithm, respectively. As can be seen from the table, the maximum absolute error (mae) of translation motion and rotational motion with JFMD is 2:51 3 10 À7 m and 1:02 3 10 À7 rad, and that for NR is 3:13 3 10 À7 m and 1:05 3 10 À7 rad. Therefore, the estimated pose for constant motion by JFMD is consistent with traditional NR algorithm, and the estimated errors in positions and orientations are negligible for constant motion.
Since the parallel manipulator keeps changing its pose in real-time applications, it is necessary to evaluate the performance of the JFMD algorithm subject to varying movements. Hence, the given generalized coordinate is chosen as random signals within the motion limitation (19) . To analyze the effectiveness of JFMD, 1000 random sample poses are employed and six estimated pose errors of manipulator by JFMD are depicted in Figure 4 . As shown in Figure 4 , the maes of the three translation motions (surge, sway, and heave) are 4:16 3 10 À7 , 2:13 3 10 À7 , and 5:69 3 10 À7 m and of three rotational motions (roll, pitch, and yaw) are 5:28 3 10 À7 , 4:33 3 10 À7 , and 2:21 3 10 À7 rad, respectively. The mae of the generalized coordinate demonstrates that the accuracy of the JFMD algorithm is far enough for the estimation of 6-DOF parallel manipulators. The accuracy of the approximated Jacobian matrix, which is obtained by equations (12) and (13) , is crucial for the performance of the JFMD algorithm. To describe quantificationally the approximation error of the Jacobian matrix, the Frobenius norm is selected for the evaluation, and the Jacobian matrix error J err is defined as J err = J À J app F . By employing the error evaluation criterion, the error of the approximated Jacobian matrix is depicted in Figure 5 , and as can be seen from the figure, the maximal approximation error is 3:89 3 10 À10 , which presents an acceptable approximation accuracy. To further confirm the performance of the JFMD algorithm in practical, an electro-hydraulic 6-DOF parallel manipulator is utilized as shown in Figure 6 . The geometric parameters of the parallel manipulator are listed in Table 2 . Considering the fact that only the displacement of the cylinders can be simultaneously measured by the six embedded linear variable differential transformers (LVDTs), the JFMD algorithm is applied with the six measured cylinder lengths as its input to obtain the current pose, and then the cylinder lengths calculated by the inverse kinematics (equation (1)) with the estimated pose as its input are compared with the real-time measured lengths to justify the correctness of the JFMD algorithm. Two specified sinusoidal motions, the surge (0.175 m/1 Hz) and the roll (15°/ 1 Hz), are employed, respectively, to the platform, and the measured and estimated cylinder lengths are drawn in Figures 7 and 8 . As shown in Figures 7 and 8 , the estimated lengths by the JFMD algorithm are consistent with the highly measured ones, and the maximal estimation error for the specified sinusoidal inputs is 4:34 3 10 À7 and 4:95 3 10 À7 m. Therefore, the justification of the JFMD for practical application is proved.
Another key issue concerning the JFMD algorithm for real-time application is the execution time, and by the xPC real-time kernel, the medial execution time of the JFMD and NR algorithm is tested with the same initial guess and terminal tolerance. The results are 0:167 3 10 À3 and 0:422 3 10 À3 s, respectively. For applications of a real-time system with a 2-ms sampling, the computation efficiency of the proposed JFMD algorithm is tolerable, despite its longer execution time. Besides the execution time, the iteration number of convergence is considered in detail. To test the iteration numbers, 10,000 random given poses are employed with the required tolerance tol = 1 3 10 À6 . The experiment shows that iteration numbers of 3, 4, 5, and 6 occupy most of the random poses with 7.4%, 32.1%, 44.5%, and 14.8%, respectively. It should also be notable that the iteration number for JFMD is almost the same with NR algorithm because the error of approximated Jacobian matrix is negligible.
To verify the convergence of JFMD algorithm, an initial value F 0 = ½2 m, 2 m, 1 m, 608, 608, 608 T far away from the solution is adopted and the maximal absolute error is presented in Figure 9 . As shown in the figure, the NR algorithm diverges with an inappropriate initial, while the proposed JFMD algorithm is not that sensitive to the initial values and converges even with a poor initial value. Therefore, the JFMD algorithm can solve the forward kinematics of 6-DOF parallel manipulators effectively despite the inferior initial conditions.
Conclusion
A JFMD algorithm is developed to solve the forward kinematics of spatial parallel manipulator with respect to different manipulators. The JFMD algorithm can converge to a real root even with poor initial conditions. The proposed algorithm is programmed by MATLAB/Simulink and implemented on a real-time PC system with xPC target technology. The experimental results demonstrate the effectiveness and feasibility for the real-time forward kinematics of parallel manipulators in terms of accuracy, convergence, and execution time.
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