Dejean conjectured that the repetition threshold of a k-letter alphabet is k/(k −1), k = 3, 4. Values of the repetition threshold for k < 5 were found by Thue, Dejean and Pansiot. Moulin-Ollagnier attacked Dejean's conjecture for 5 ≤ k ≤ 11. Building on the work of Moulin-Ollagnier, we propose a method for deciding whether a given Sturmian word with quadratic slope confirms the conjecture for a given k. Elaborating this method in terms of directive words, we develop a search algorithm for verifying the conjecture for a given k. An implementation of our algorithm gives suitable Sturmian words for 7 ≤ k ≤ 14. We prove that for k = 5, no suitable Sturmian word exists.
Introduction
A square is a non-empty word of the form x x. At the beginning of the last century, Thue [17, 18, 3] showed that there are arbitrarily long words over a three-letter alphabet, not containing squares. Thue's results have found application in many areas of mathematics, including group theory, formal language theory, logic, semigroup theory, symbolic dynamics and ordered sets [1, 5, 10, 11, 14, 19] .
Brandenburg [4] introduced a useful formalism, the notion of a rational power x r for r not necessarily an integer. This notion is closely related to that of the period of a word. Let A be a finite alphabet, and let w be a word over A, w = w 1 w 2 w 3 . . . w n , where w i ∈ A for i = 1, 2, . . . , n. Let p be a positive integer. We say that w has period p if w i = w i+ p for i = 1, 2, . . . , n − p. In this case, we also say that w is an s power, where s = n/ p. For example, the word banana contains the periodic factor anana, which has period 2, and is a 5/2 power.
We denote the set of infinite sequences over A by A ω . For a given w ∈ A ω , consider the set P(w) of exponents of factors of w, that is, P(w) = {s : w contains a factor which is an s power }. Denote the supremum of these exponents in w by E(w) = sup P(w). How small can E(w) be? What is inf w∈A ω E(w)?
The infimum only depends on the size of A. Letting A k = {1, 2, . . . , k}, define the repetitive threshold function by RT (k) = inf w∈A ω k E(w). The value RT (k) measures the level to which repetition can be avoided over a k-letter alphabet. Work of Thue [17, 18, 3] showed that RT (2) = 2, while Dejean [9] proved that RT (3) = 7/4. The function RT (k) (defined slightly differently) was introduced by Brandenburg [4] in his study of the work of Thue and Dejean. With this formulation, the conjecture of Dejean is that
The fact that lim k→∞ RT (k) = 1 can be demonstrated in several ways, using results in [2, [6] [7] [8] , for example. It is easy to show that RT (k) ≥ k/(k − 1). To establish the conjecture for a given value of k > 4, it therefore suffices to exhibit an infinite word w k over A k with E(w k ) = k/(k − 1).
One way to generate infinite words is by iterating morphisms. A morphism of semigroups h is r + -power free if h(w) has a factor of exponent greater than r only if w does. Both Thue and Dejean proved their results by exhibiting specific r + -power free morphisms over the relevant alphabets, for r = 2 and r = 7/4. Brandenburg however, proved that such morphisms do not exist for k ≥ 4 [4] .
Progress on Dejean's conjecture was made by Pansiot and Moulin-Ollagnier. Pansiot necessarily introduced a different approach to generating words; he iterated a binary morphism to create an infinite binary word, and then produced a word over a larger alphabet via a particular map P k from {0, 1} * , through the symmetric group S k , into A * k . By giving an appropriate binary morphism, Pansiot [16] established Dejean's conjecture for k = 4.
Moulin-Ollagnier [15] extracted and clarified certain ideas from the approach of Pansiot. Again, he iterated binary morphisms. He determined some criteria for proper binary morphisms and by what seems to have been essentially a brute force search, found appropriate uniform binary morphisms for 2 ≤ k ≤ 11, and verified Dejean's conjecture for the new values k = 5, 6, . . . , 11.
In this paper, a much-studied infinite class of binary morphisms is examined with respect to Dejean's conjecture. This is the class of Sturmian morphisms. The best-known Sturmian word is the Fibonacci word F, generated by the morphism f given by f (0) = 1 and f (1) = 10. The word P k (F) has a very long prefix (for example, P k ( f 19 (0)), of length 10 945 + k) that avoids forbidden factors for alphabet sizes k = 9, 12, 15 and 30. Does the infinite word P k (F) avoid forbidden factors for these values of k?
In this article, we show that it is decidable for a given k and morphism-generated Sturmian word w whether P k (w) contains forbidden factors. The same is true if w is any Sturmian word of quadratic slope. In the example of the Fibonacci word F, our algorithm shows that P k (F) does in fact eventually contain forbidden factors for values k = 9, 12, 15 and 30. More positively, we give several examples of Sturmian morphisms which avoid forbidden factors; in fact, we give Sturmian constructions verifying Dejean's conjecture for k = 7, 8, . . . , 14. Thus, we extend the proven validity of Dejean's conjecture to k = 12, 13, 14.
Definitions and notation
For a positive integer k, let A k = {1, . . . , k}. When k is understood, we denote our alphabet by A. Since we work with binary alphabets, it is useful to have notation for binary complementation, 0 = 1, 1 = 0. If a ∈ A and w = w 1 w 2 . . . w n is a word over A with the w i ∈ A, then the symbols |w| and |w| a denote respectively the length n of w, and the number of occurrences of letter a in w. The reversal of w isw = w n w n−1 . . . w 1 . The word w is a palindrome if w =w. We say that w = w 1 w 2 . . . w n contains a transition in position i , 2 ≤ i ≤ n, if w i = w i−1 . Let n and m be positive integers such that m ≤ n and |w| ≥ n. We define w[m, n] = w m w m+1 . . . w n . If w is an infinite word, we write w[m, ∞] for w m w m+1 . . .. An infinite word w is recurrent if each of its factors occurs infinitely many times in it.
Dejean's conjecture and Pansiot's coding
Fix an alphabet A. A repetition is a pair ( p, e) of words in A * , where p = , and e is a left factor of pe: w = pe = ep . The exponent of the repetition is defined to be ρ( p, e) = |pe|/| p|. The words p and e are called the period and the excess of the repetition, respectively. A repetition ( p, e) is said to occur in a word u (or equivalently u contains repetition ( p, e)) if w = pe is a factor of u. Define the sequence {t k } ∞ k=2 by:
Dejean conjectured that the repetition threshold of the k-letter alphabet is t k . This means first that every long enough word on A k contains a repetition of exponent at least t k . Secondly, it means that there exist arbitrarily long words over A k such that repetitions occurring in them have exponent at most t k . The first part of the conjecture is easily proved for k ≥ 5. The task, then, is to construct an infinite word w over A k satisfying the second property. It is easily proved that w must satisfy the following property: any k − 1 successive letters of w are distinct. We call this the A repetition with excess length 9 and exponent 57/48 = 19/16 occurs in the first word, while a repetition with excess length 12 and exponent 51/39 = 17/13 occurs in the second one.
A repetition ( p, e) with |e| < k − 1 is called a short repetition, while a repetition with |e| ≥ k − 1 is called a kernel repetition. For instance, the repetitions of Example 3 are short repetitions and the repetitions of Example 4 are kernel repetitions. A repetition over the k-letter alphabet with exponent at most t k is called a legal repetition. A repetition which is not legal is a forbidden repetition. A word is forbidden if it contains a forbidden repetition. A word which is not forbidden is legal. For instance, the first repetition of Example 3 is a legal short repetition, while the second one is a forbidden short repetition; the first repetition of Example 4 is a legal kernel repetition, whereas the second one is a forbidden kernel repetition. In both examples, the first word is legal, while the second one is forbidden. The following lemma reveals an important property of kernel repetitions: 
Remark 3.3.
When we talk about short repetitions, we use p and e for the Pansiot word over A. However, from now on, when we talk about kernel repetitions, we use p and e for the binary code. In this case the exponent of the repetition in the corresponding Pansiot word is ρ( p, e) = (|e| + | p| + k − 1)/| p|. Since short repetitions do not correspond to binary repetitions, there is no danger of confusion.
Another way to study Pansiot's coding is to consider the following mapping from the set of sequences of k − 1 distinct letters of A k into S k , the set of permutations on A k , defined by
With this one-one mapping, Pansiot's coding corresponds to an action on the symmetric group: The translation coded by 0 corresponds to the action of σ 0 and the translation coded by 1 corresponds to the action of σ 1 , where
In this way a morphism of monoids σ k : {0, 1} * → S k is defined by
Since σ 0 and σ 1 generate S k , the morphism σ k is onto. The kernel of the morphism contains all binary words which code words having the same prefix and suffix of length k − 1. These are exactly the excesses of kernel repetitions. For instance, in Lemma 3.2, for any 1
The result of Lemma 3.1 in the language of these permutations is
The above identity may be proved for any w ∈ {0, 1} * by induction on |w|. Another result obtained using the morphism σ k is that for any w ∈ {0, 1} * there exists an integer N such that for all n ≥ N, the word coded by w n contains a forbidden kernel repetition. Let M = o(σ k (w)) be the order of σ k (w) in the symmetric group S k and let = |w|. Then, for any m, the word (w M , w m ) codes a kernel repetition with exponent
Using Pansiot's coding, solving the second part of Dejean's conjecture translates into constructing binary languages: To prove the conjecture for a given k it is enough to construct an infinite word on {0, 1} whose factors do not code forbidden repetitions. There are then arbitrarily long words on the k-letter alphabet with the desired property. These are the Pansiot words corresponding to finite factors of the infinite binary word.
Some properties of Sturmian words
Sturmian words have been heavily studied. We sketch a few of their properties. (See [12, 13] for more details.) A Sturmian word x is an infinite word over {0, 1} which has exactly n + 1 factors of length n for each non-negative integer n.
Denote the set of factors of a word x by F(x). A factor u of x is left special (respectively right special) if 0u, 1u ∈ F(x) (respectively u0, u1 ∈ F(x)). A factor is called bispecial if it is both left special and right special.
The slope of u, π(u), is defined to be the ratio of the number of 1's in u to its length, π(u) = |u| 1 /|u|. The slope of a Sturmian word is defined as the limit of the slopes of its prefixes. It is well known that for each factor u of a Sturmian word with slope α, |π(u) − α| ≤ 1/|u|; therefore −1 < |u| 1 − α|u| < 1 and
If x is Sturmian word, then F(x) has interesting properties: This set is balanced, which means that for any two elements u, v ∈ F(x) with |u| = |v|, we have ||u| 1 − |v| 1 | < 2. The set is palindromic; for any element u ∈ F(x), we also haveũ ∈ F(x). Moreover, it is known that F(x) depends only on the slope of x; we limit our study here to one word of each slope, the characteristic word.
Let {d n } ∞ n=1 be an integer sequence with d 1 ≥ 0, and
The characteristic word c α of slope α is given via the following recursive equations:
The set of left (right) special factors of a characteristic word is the set of (reversals of) its prefixes. The set of bispecial factors of a characteristic word is thus the set of its palindromic prefixes. A word s is a standard word if it appears as one of the s n in the recursive equations for c α for some choice of directive sequence {d n } ∞ n=1 .
In the sequel to this section, the directive sequence is considered as a given fixed sequence, and properties of the corresponding characteristic word c α are studied. We can specify which prefixes of c α are standard words: Each positive integer n has a unique representation
By Exercise 2.2.9 of [13] the n-th standard prefix of c α is u 2 , u 3 , . . . be the sequence of all bispecial factors of c α in order of increasing length. Then (see [12] , for example)
where w = is the word obtained by omitting the two rightmost letters of w. As in [13] , define
As in [12] , consider the following standard morphisms
and for any integer n of the form (3) define morphism μ n to be
with a = 0 if and only if i is odd; by induction one can prove that μ n (a) = s i−1 and μ n (a) = s n . Hence
Since the directive word δ α has no factor of form 0 ω or 1 ω , we have
To reformulate the definition of μ n , define the morphism Ψ : {0, 1} * → End({0, 1} * ) by
The range of Ψ is the set of all standard Sturmian morphisms. (See [13] .) We have μ n = Ψ (δ α [1, n] ). Using Eq. (6), as motivation define mapping S from the set of binary words to the set of standard words by
Then writing n as in (3), we have a prefix of S (v) . Therefore, S can be extended to infinite words by c α = S (δ α ) = lim n→∞ S (δ α [1, n] ). Thus S may be considered as a function from the set of finite or infinite binary words to the set of standard or characteristic words.
The occurrences of bispecial factors play a key role in studying Dejean's conjecture. Consider a palindromic prefix (i.e., a bispecial factor) u n+1 of c α . As in [12] , a return word of u n+1 is defined as a factor of c α beginning with the i -th occurrence of u n+1 and ending just before its (i + 1)-th occurrence, for some integer i . The word c α may be written as c α = r (1) r (2) . . ., where r (1) , r (2) We define a return factor of u n+1 to be a factor of c α which begins with the i -th occurrence of u n+1 and ends just before its j -th occurrence, for some integers i, j , with i < j . If v is a return factor of some u n+1 then for each m < n + 1, v is a return factor of u m . The following corollary is an immediate result of Lemma 4.1.
Corollary 4.2. Consider the characteristic word c α . The return factors of u n+1 are of the form μ n (w), where w is a factor of μ n −1 (c α ).
Given integer and the directive sequence {d n } ∞ n=1 , how long a prefix of c α is needed to capture all + 1 factors of length of c α ? The following lemma and the next corollary answer this question. Moreover, the following lemma classifies all |s n | + 1 factors of length |s n | of c α . (This is in fact Exercise 2.2.15 of [13] .) Lemma 4.3. The prefix s n+1 s n of c α contains all |s n |+1 different factors of length |s n | of c α . All these factors are conjugates of s n except the singular factor w n which is of the form w n = ap n a, where p n is the palindromic prefix of length |s n | − 2 of s n , and a = 0 if n is odd and a = 1 if n is even.
Let t > 0 be the minimum integer such that the word 0δ α [1, t] contains exactly n + 1 transitions. It is easily seen that S (δ α [1, t − 1]) = s n+1 and S (δ α [1, t]) = s n+1 s n . Thus we obtain the following corollary:
Corollary 4.4. Let r and t be two integers such that r < t and δ α [r, t] contains at least two transitions. Let v = S (δ α [1, r ]) and u = S (δ α [1, t]). Then for each ≤ |v|, u contains + 1 factors of length .
We mention that by Theorem 2.3.25 and Exercise 2.3.4 of [13] , the word c α is purely morphic if and only if δ α is purely periodic if and only if α is a Sturm number (i.e. α is a quadratic irrational number with 0 < α < 1 and 1/ᾱ < 1, whereᾱ is the conjugate of α). Using our notation, this situation may be formulated as follows. Suppose that for 1 ≤ i ≤ 2t, n i > 0 and n 2t +1 ≥ 0. Let
Clearly the slope of the corresponding characteristic word c α equals
Let f be a morphism of the form
In fact f = Ψ (γ ) = μ q where
By (7), c α is the fixed point of morphism f . The following lemma contains some interesting properties of f . (10)- (13). Then for each integer n the following hold: 
Lemma 4.5. Suppose that f , q, α, and γ are as in
(i) f μ n = μ n+q . (ii) A repetition (w, u
Proof. To obtain (i), note that
f μ n = Ψ (γ )Ψ (δ α [1, n]) = Ψ (γ δ α [1, n]) = Ψ (δ α [1, n + q]) = μ n+q . For (ii), first note that (v, u n ) is
Testing Sturmian words with quadratic slopes
In this section, we prove that for a given alphabet size k and a given purely morphic Sturmian word c α , it is decidable whether c α confirms Dejean's conjecture over the k-letter alphabet. For this, two subproblems must be solved:
1. When does a forbidden short repetition occur in c α ? 2. When does a forbidden kernel repetition occur in c α ?
The excess and the period of forbidden short repetitions are length-limited. The first problem thus has an easy solution. The bulk of the present section is dedicated to the second problem which is more difficult. We pass through several lemmas to arrive at the result of Lemma 5.4. The description of the algorithm follows this lemma. We give our results under the condition that c α is purely morphic; this casts our work as an extension of Moulin-Ollagnier's method. However, in Remark 5.5 we will see that the role of this condition is not so crucial: with very slight modifications everything remains true in a more general case when we consider characteristic words with quadratic slopes. 1, 1, 1, 1, 3, 1, . . .], c α does not contain any forbidden short repetition.
As mentioned in Section 1, the exponent of a kernel repetition ( p, e) in the binary code is equal to (| p| + |e| + k − 1)/ p. For a legal kernel repetition, then, 2 . In contrast to the set of forbidden short repetitions which is finite, the set of forbidden kernel repetitions is infinite and checking all such repetitions is impossible. Therefore, we take advantage of the technique reduction of kernel repetitions introduced in [15] . First we introduce some definitions: A = {(v, u n ) : for some n, v is a return factor of u n }. A n = {v : v is a return factor of u n }. We now concentrate on Sturmian words which are fixed points of a morphism f of form (12) . According to the lemma, it is enough to rule out repetitions (v, u n ) where v ∈ A n . Moreover, by Lemma 4.5(i), f (A n ) = A n+q . Generalizing [15] , the first step of a reduction process will be restricting ourselves to morphisms f satisfying the following algebraic conditions for some g ∈ S k :
For such a morphism f and for any w ∈ {0, 1} * , If f does not satisfy the algebraic conditions, it is a priori possible that only one of f (v) and v is a kernel word and the conclusion of above corollary is not true. In the lemma that follows, we prove that if f is a morphism of type (12) then one of its powers satisfies (14) . Define a relation f ∼ k h between binary morphisms f and h to hold if for some g ∈ S k :
It is evident that in this case, for any binary word w, f (w) is a kernel word if and only if h(w) is also. Lemma 5.3. Let Ψ be as defined in (8) .
(ii) For each γ ∈ {0, 1} * , there exists a positive integer κ ≤ (k!) 2 such that Ψ κ (γ ) satisfies the algebraic conditions (14) . Consequently for w = γ ω and for each integer i ≥ 0, we have
Replacing ξ by η, the same equations hold. Thus, using the hypothesis, we obtain the result. (ii) Define the mapping Θ from {0, 1} * to the finite group (1)) and consider the elements Θ (γ n ), n ≥ 0. Since S k * S k contains only finitely many non-conjugate elements, for some integers n 1 < n 2 , Θ (γ n 1 ) and Θ (γ n 2 ) fall in the same conjugacy class. This is equivalent to
. Using the first part, we obtain Ψ (γ n 2 −n 1 ) ∼ k Ψ ( ). This means that with κ = n 2 − n 1 , Ψ κ (γ ) satisfies the algebraic conditions (14), and by the first part, for any binary word v,
Thus, for each morphism f = Ψ (γ ) of the form (12), there exists a positive κ such that f κ satisfies the algebraic conditions (14) . Denote the minimum value of κ which satisfies this property by O k (γ ). The above proof naturally leads us to define morphisms ν n : {0, 1} * → S k by ν n = σ k μ n for n ≥ 0. Note that ν 0 = σ k and for n ≥ 1, ν n (a) = ν n−1 (a) and ν n (a) = ν n−1 (a)ν n−1 (a), where a = δ α (n). Using induction on n, we see that ν n (0) and ν n (1) generate S k . The proof of Lemma 5.3(ii) involves finding two values m 1 = n 1 |γ | and m 2 = n 2 |γ | such that μ m 1 ∼ k μ m 2 . In this situation, clearly the group morphism Π :
is a well-defined automorphism of S k . Finding the minimum value of κ in the above lemma is done by computing consecutive values of sequence Θ n = (ν n (0), ν n (1)). To perform this calculation, consider the initial value Θ 0 = (σ 0 , σ 1 ) and use the recursive equations for ν. This computation should be done until the minimum n > 0 is found such that q|n and Θ n = g −1 Θ 0 g for some g ∈ S k .
To take advantage of the reduction process obtained from Lemma 5.2, let f , q, and α be as in (11)- (13) . Without loss of generality we may suppose that f satisfies the algebraic conditions (14) . (Otherwise by Lemma 5.3, f can be replaced by f κ .) The correspondence explained in Lemma 5.2 is formulated using the mapping F : A → A given by
This means that each kernel repetition with bispecial excess is of the form F i (v, u n ), where i is a non-negative integer, 1 ≤ n ≤ q, and v is a return factor of u n . To find a relationship between the exponent of ( p, e) and that of F( p, e), define
Since
Then, taking our cue from Section 2.2.1 of [13] , we introduce a morphism Ω from binary words to square matrices generated by
By induction on |w| we may prove that
It is easy to see that if v = Ψ (w)(u) then
In this matrix formulation it is simple to check that if (v, u n ) occurs in c α with 1/2 ≤ α ≤ 2/3, k ≥ 6, and
In other words, the legality of F(v, u n ) is concluded from that of (v, u n ). This completes our reduction process: Sturmian words are presented neatly in terms of directive words. By Lemma 4.1(iii), to find all kernel factors of u n , it is enough to consider S δ α [n, ∞], but which prefix of this infinite word should be considered in our algorithm? Let
Using Corollary 4.4 we may find a prefix S δ α [1, m n ] which contains all factors of c α with length n . (Morphism Ω is helpful in this computation.) Using the derived word relative to u n , the return factors of u n can be found. Using Corollary 4.2, we may write c α in terms of μ n−1 (0) and μ n−1 (1) . As mentioned before, actually we work with a prefix of c α , so we may keep track of this using μ
We consider the presentation obtained as a binary word a = a 1 a 2 . . . a t over the alphabet
For a fixed n we check the conditions of Lemma 5.4. The prefix S δ α [1, m n ] contains all factors that should be checked. This corresponds to the following prefix of the derived word relative to u n−1 : μ
Computing this word helps us to write δ α [1, m n ] over the alphabet A. We define an integer valued function on A which maps each element to its length. Also we define another mapping τ : A → S k by τ (μ n−1 (0)) = ν n−1 (0) and τ (μ n−1 (1)) = ν n−1 (1) . We construct a word a = a 0 a 1 a 2 . . . a t over the alphabet set S k as follows: 
Remark 5.5. As before fix alphabet size k. Lemma 5.4 guarantees that it is decidable whether or not a characteristic word with a purely periodic directive word validates Dejean's conjecture. It is easy to see that the similar question about a characteristic word whose directive word is ultimately periodic (or equivalently, whose slope is a quadratic irrational) is decidable. Let δ α = βγ ω . For n ≥ |β| + 1, the derived words relative to u n and u n+|γ | are the same. For morphic words we defined mapping F to give an explicit correspondence between repetitions with excess u n−1 and u n+q−1 . To find a similar result in this case, let q = |γ |. For n ≥ |β|, we have μ 1, |β|+κq +i ] ). This helps us to reduce the necessary kernel repetition checks to a finite set of repetitions.
A search algorithm and some results
As mentioned at the end of Section 2, to prove Dejean's conjecture for a given alphabet size, say k, it is enough to construct an infinite binary word whose factors are all legal words (or equivalently whose factors all code legal k-letter words). The main goal of this section is to present an algorithm to search for such a word among purely morphic Sturmian words and to present the results of an implementation. This may be considered as an attempt to find the value of γ in (10) .
Before presenting the algorithm, we consider the case k = 5 where the non-existence of an appropriate Sturmian word is proved: Suppose that there exists a characteristic word For k ≥ 6 we try to construct the binary word γ of (10) in two steps: In the first step, using backtracking and short repetition test we find some candidates γ = uav, a ∈ {0, 1} satisfying the following conditions: Note that by (i) and (ii), using Corollary 4.4, we conclude that S (uav) contains + 1 factors of length for any ≤ k(k − 3). Hence by (iii), no forbidden short repetition occurs in S (uavu ) for any word u .
A simple observation helps us to prune the search space during the construction of γ : If S (γ ) contains a forbidden factor, then all binary words γ which contain γ as a prefix should be eliminated from consideration.
