Abstract. In this paper we prove that there are no hyperelliptic supersingular curves of genus 2 n − 1 in characteristic 2 for any integer n ≥ 2.
Introduction
An abelian variety is supersingular if it is isogenous over the algebraic closure of the base field to a product of supersingular elliptic curves, or equivalently, its Newton polygon is a straight line segment of slope 1/2. In this paper a curve is a smooth, projective and geometrically integral algebraic variety of dimension 1. A curve is supersingular if its Jacobian is a supersingular abelian variety. The Newton polygon of a curve is the Newton polygon of the Jacobian of the curve as an abelian variety (see [7] ). Note that any curve in characteristic p of genus 1 or 2 and of p-rank zero has its Newton polygon equal to a straight line segment of slope 1/2, and hence supersingular. For detailed discussions of statements in this paragraph please see the survey in [5, Appendix] and also see [6] .
Let F p be an algebraically closed field of characteristic p. Let HS g /F p denote the intersection of the supersingular locus with the open hyperelliptic Torelli locus in the moduli space of principally polarized abelian varieties of dimension g over F p (see [5, Appendix, A.11] ). It is well-known that dim HS 1 /F p = 0: For p = 2, there is exactly one supersingular elliptic curve given by y 2 −y = x 3 . For p > 2, an elliptic curve in Legendre form y 2 = x(x − 1)(x − λ) is supersingular if and only if λ is a root of the Hasse polynomial as in Theorem 4.1 (b) in [11, V.4] . There are finitely many of them. One knows that HS 2 /F p is an open subset of the supersingular locus, which is of dimension 1 (see [5] ). In particular, a hyperelliptic supersingular curve of genus 2 over F 2 is of the form y 2 − y = x 5 + c 3 x 3 for some c 3 ∈ F 2 (see [4, Section 2]). It was proved that HS 3 /F 2 is empty (see [6] ). Higher genera cases were considered in [12] [13] , where it was shown that dim HS 2 n /F 2 ≥ n for every n ≥ 1 and hyperelliptic curves over F 2 of the following form are supersingular:
There are also results on the intersection of the supersingular locus and the closed hyperelliptic Torelli locus (see [5, Appendix, A.11] ). Oort proved that for g = 3 this intersection is pure of dimension 1 for all p (see [6] ).
In [8] we have developed techniques to compute the first slope of Newton polygons of certain curves, and especially Artin-Schreier curves given by affine equations y p − y =f (x) wheref is a polynomial of degree d over F p where p does not divide d. The main theorem of [8] requires the condition that p > d. The delicate estimates there do not apply straightforwardly to small p. The present paper addresses on estimations in the case p = 2 with tools different from that in [8] . For p = 2 the Artin-Schreier curves are hyperelliptic so our results yield information of the stratification in the moduli of hyperelliptic curves (see Theorems 1.3 and 1.4). The techniques here are to be used to compute explicitly the moduli of hyperelliptic supersingular curves of low genera in characteristic 2 (see [9] ). Finally, it is interesting to note that the function fields of some hyperelliptic supersingular curves over F 2 are intimately related to constructing certain Mordell-Weil lattices in characteristic 2 (see [2] [3] [10] ).
For simplicity we abbreviate F for an algebraically closed field of characteristic 2 for the rest of this paper. Let X be a hyperelliptic curve over F of genus g and of 2-rank zero. By Deuring-Shafarevich formula (see [1, Corollary 1.8] , also Proposition 4.1), X has an affine equation
Denote by NP 1 (X) the first slope of the Newton polygon of X. One can observe that NP 1 (X) ≥ 1/g from basic properties of Newton polygons of abelian varieties. Our theorem below shows that this bound is way too big for Artin-Schreier curves in characteristic 2. For g ≥ 3 the sharp lower bound is NP 1 (X) ≥ 1/ log 2 (g + 1) + 1 (it is sharp in the sense that for every g ≥ 3 there is a X that achieves this lower bound). Comparing this to the sharp lower bound NP 1 (X) ≥ 1/(2g + 1) for p > d in [8] .
Write h = log 2 (g + 1) + 1 . Let X be a hyperelliptic curve over F given by an equation
This theorem will be proved in Section 3. If g = 2 n − 1 for some n ≥ 2 then we have g = 2 h−1 − 1 < 2 h − 2 and c 2 h −1 = c 2g+1 = 1 = 0. Thus Theorem 1.1 implies the following theorem. It stands in striking comparison to the existence of supersingular curves over F of every genus [13] . Theorem 1.2. For every integer n ≥ 2, there are no hyperelliptic supersingular curves over F of genus 2 n − 1.
Then, Theorems 1.3 and 1.4 below will be proved in Section 4. Theorem 1.3. For g ≥ 3 a generic hyperelliptic curve over F of genus g and 2-rank zero is not supersingular.
This upper bound of dim HS g /F can be achieved for g = 4.
Theorem 1.4. If g = 4 then X is supersingular if and only if X has an equation y 2 − y = x 9 + c 5 x 5 + c 3 x 3 for some c 5 , c 3 ∈ F . In particular, HS 4 /F is irreducible of dimension 2.
Remark 1.5. Normal forms of hyperelliptic supersingular curves of low genera (more precisely, for all g ≤ 9) are computed in an upcoming paper [9] . Acknowledgments. The second author thanks Carel Faber for a conversation which stimulated our computation and the research. It is a pleasure to thank Noam Elkies, Shuhong Gao and Daqing Wan for helpful discussions. In particular, we thank Bjorn Poonen for comments on an early version. The second author thanks MSRI.
2-adic box analysis
Let g ≥ 3. For any nonnegative integer m let (m) 2 denote the binary expansion of m, and let s(m) denote the sum of digits in (m) 2 . Let d = 2g + 1 and h = log 2 (g + 1) + 1 . Every hyperelliptic curve X over F of genus g and 2-rank zero has an affine equation
where c 
For nonnegative integers N and r define C r (N ) by the following power series expansion:
For the ease of formulation, we define C r (·) = 0 for all r < 0.
The following lemma is a direct application of the Key-Lemma in [8, Key-Lemma 3.5] for the case p = 2. In that paper the curve X/F is lifted to a curve over W (F ) given by the equation
, the x r -coefficients of the power series expansion of (2y − 1) [8] are exactly equal to the C r (N ) defined above.
Key-Lemma 2.1. Let λ be a rational number with 0
ii) Let 1 ≤ j ≤ g and 1 ≤ n 0 . Suppose that for all m ≥ 1 and 1 ≤ n < n 0 ,
suppose that for all m ≥ 2,
For any nonnegative integer r, let K r be the subset of Z d defined by (Note: the upper left corner t denotes transpose)
For ease of formulation we set 0 0 := 1, then we get by definition that
From the fact that ord 2 (m!) = m − s(m) one can derive that
Note that it is independent of N . In fact, all properties of the coefficients C r (N ) that we need in this paper do not depend on N . For this reason, in the rest of this paper we will drop the N from the notation, and simply write C r for these coefficients.
It is not hard to observe
We call the representation
This proves our assertion above. Since r = v≥0
. Now suppose the equality holds in (5). Then k 1,v = 0 or 1.
has to be equal to h. This proves 3). Lemma 2.3. Let notation be as above.
a) For every r ≥ 1 we have
b) For any integers b, b ≥ 0 we have
Proof. a) By Lemma 2.2 and (4) we have ord 2 (C r ) ≥ min k∈Kr s(k) ≥ s(r) h . b) For any positive integer t write γ t (k) for the sum of the entries in the t-th nonzero column (from the left) of k .
Then k consists of only 0 or 1 entries and each s(γ t (k)) = h by Lemma 2.2. Since g ≤ 2 h − 2, we have γ t (k) ≤ 2(2 h − 2) + 1 = 2 h+1 − 3. It follows that (γ t (k)) 2 has at most h + 1 digits, of which h digits are equal to 1, and at most one digit is equal to 0. Moreover, (γ t (k)) 2 cannot consist of h 1's followed by a 0. So the rightest b columns of k are zero. By removing those b zero columns of k we obtain k for k ∈ K r b . It is clear that s(k ) = b. Explicitly we have k = 2 b k for every = 1, . . . , d. By (4) we then have
This proves b). c) Now let k ∈ K r b with s(k) = b. Arguing as above, we observe that k consists of only 0 or 1 digits and each γ t (k) 2 has h many 1's with at most one 0 in between. The 0 can only occur if g = 2 h − 2. Indeed, if there is a 0 in between, then either (γ t−1 (k)) 2 or (γ t+1 (k)) 2 has to contribute a 1 at the corresponding position of (r b ) 2 . This situation can only happen if for µ = t or µ = t − 1 we have
. . , b, and in between any two consecutive nonzero columns there are h − 1 zero columns. It is then clear
This proves c).
Suppose that g = 2 h − 2. We argued above that either γ 1 (k) = 2 h − 1 or γ 1 (k) = 2 h+1 − 3. If γ 1 (k) = 2 h − 1 then we remove the leftest non-zero column from k . This way, one obtains k for k ∈ K r b−1 with s(k ) = b − 1. The relation between k and k is given by k = k − 2 (b−1)h for < 2 h − 1 and k = k for ≥ 2 h − 1. This gives a 1 − 1 correspondence between the two sets
If γ 1 (k) = 2 h+1 − 3 then we define k ∈ K r b−2 with s(k ) = b − 2 by removing the two leftest non-zero columns of k . In this case
This gives a 1 − 1 correspondence between the two sets
From (4) it now easily follows that
This proves d).
Proof of Theorem 1.1
Proof of Theorem 1.1. From Lemma 2.3 a) it follows that
h . This proves (I). From now on we assume NP 1 (X) > 1 h . For any integer n > 1 define
Consider λ n as a function in n, it is clear that λ n is monotonically decreasing and converges to 1 h as n approaches ∞. Choose n 0 such that λ n0 ≤ NP 1 (X) and such that n 0 + g − 1 is a multiple of h and such that g−1 h(n0−1) ≤ 1. For all 1 ≤ n < n 0 we have λ n0 ≤ λ n+1 = n+g−1 hn ; that is,
Therefore, for all m ≥ 1 and 1 ≤ n < n 0 one has
On the other hand, it follows that
Hence, for all m ≥ 2 one has
Thus the hypotheses of Key-Lemma 2.1 ii) are satisfied (for j = 1 and λ = λ n0 ), so we have
Now assume g < 2 h − 2, and apply this to Lemma 2.3 c). We get
Hence a 2 h+1 −1 ≡ 0 mod 2 by combining (7) and (8) . Thus c 2 h+1 −1 = 0. This proves (II).
Assume g = 2 h − 2. Define
Consider λ n as a function in n, it is monotonically decreasing to 1 h as n approaches ∞. Recall from above that n 0 + g − 1 is a multiple of h and λ n0 ≤ NP 1 (X). Now we may assume n 0 above is chosen large enough so that λ n0 ≤ NP 1 (X) and g−h h(n0−1) ≤ 1. Since for all n ≤ n 0 − 2 we have λ n0 ≤ λ n+2 , we get
It follows that for all m ≥ 1 and 1 ≤ n ≤ n 0 − 2 one has
On the other hand,
Therefore, for all m ≥ 2 one has
Hence the hypotheses of Key-Lemma 2.1 ii) are satisfied (for j = 2 h−1 , λ = λ n0 and the n 0 in the lemma equal to n 0 − 1). So we get
By Lemma 2.3 b), this implies
Recall from (7) we have
Put these together we get for b =
, we have
Assume a 3·2 h −1 ≡ 0 mod 2 or a 2 h −1 ≡ 0 mod 2. By applying (11) recursively for b = n0+g−1 h , . . . , 4, 3, and also by using (10) one gets for all b ≥ 1 that
When b = 1 we have
it follows that c 2 h −1 = 0. Apply this to the congruence of b = 2 one get
hence c 3·2 h−1 −1 = 0. This proves (III).
Moduli of hyperelliptic supersingular curves
The goal of this section is to prove Theorems 1.3 and 1.4, as an application of Theorem 1.1.
Proposition 4.1. Let X be a hyperelliptic curve over F of genus g and 2-rank zero. Let m < 2g be an odd integer, such that the binomial coefficient 2g+1 2 k m is odd for some k ≥ 0. Then there exists an equation for X of the form
with c 2g+1 = 1 and c m = 0. Moreover, there are only finitely many equations for X of this form.
Proof. As we have seen in the introduction, by Deuring-Shafarevich formula, X has an equation of the form y 2 − y =f (x) wheref (x) is a polynomial of degree d. By applying an obvious isomorphism of X we can assumef is monic and odd. From now on we writef (x) = g i=0 c 2i+1 x 2i+1 with c 2g+1 = 1. Any isomorphism between curves with an equation of the form (2) is of the form σ : (x, y) → (ζx + t 0 , y + h(x)) for some polynomial h(x) of degree ≤ g, some t 0 ∈ F and some d-th root of unity ζ. (This polynomial h(x) has nothing to do with the integer h defined in this paper.) We want to show that there exists a triple (t 0 , ζ, h(x)) such that σ sends X to y 2 − y =f (ζx + t 0 ) + h(x) 2 + h(x), where the polynomial on the righthand-side is odd in x and has its x m -coefficient vanishing. Also, we want to show that there are only finitely many such (t 0 , ζ, h(x)). Let t be a variable. Write out
σ is a non-constant function in t so that it vanishes after specializing t to one of finitely many t 0 ∈ F . Sincef σ (x) is odd, for i > g/2 we have h i = √ f 2i , and for 0 < i ≤ g/2 we have recursively
So by the hypothesis on m, there exists a k such that f 2 k m = 0. Let s be the biggest k with f 2 k m = 0. Then we have h 2 k m = 0 for all k ≥ s. We consider the cases s > 0 and s = 0 separately.
If s > 0 then h 2 s−1 m = √ f 2 s m . Recall that f 2 s m is odd, hence h 2 s−1 m ∈ F (t)\F (t). For any A ∈ F (t)\F (t) one has that √ A ∈ F (t)\F (t). By applying this s − 1 times one observes that h m ∈ F (t)\F (t).
If s = 0 then In both cases f m + h m is not constant. This finishes the proof.
Proof of Theorem 1.3. Let g ≥ 3 and let X be the genus g curve given by y 2 − y = x 2g+1 + x 2 h −1 where h = log 2 (g + 1) + 1 > 2 (as defined in Theorem 1.1). By the Deuring-Shafarevich formula (see [1] ) X has 2-rank zero, and from Theorem 1.1 is follows that NP 1 (X) = 1/h < 1/2, and hence X is not supersingular. So the generic genus g and 2-rank zero curve is not supersingular. By Proposition 4.1, any 2-rank zero hyperelliptic curve of genus g can be given by an equation of the form (12) with c 1 = 0. If the curve is supersingular then, by Theorem 1.1, c 2 h −1 = 0. If g = 2 h − 2 then we also have c 3·2 h−1 −1 = 0. So for g < 2 h − 2 (respectively, g = 2 h − 2) we can cover HS g /F 2 by the affine space 
