Abstmct -We reveal an equivalence relation between the construction of a new class of low density MDS array codes, that we call B-Code, and a combinatorial problem known as perfect one-factorization of complete graphs. We use known perfect one-factors of complete graphs to create constructions and decoding algorithms for both B-Code and its dual code. B-Code and its dual are optimal in the sense that (i) they are MDS, (ii) they have an optimal encoding property, i.e., the number of the parity bits that are affected by change of a single information bit i s minimal and (iii) they have optimal length. The existence of perfect one-factorizations for every complete graph with an even number of nodes is a 35 years long conjecture in graph theory. The construction of B-codes of arbitrary odd length will provide an affirmative answer to the conjecture.
I. INTRODUCTION
A common property of MDS array codes is that the encoding and decoding procedures use only simple X O R (ezclusive OR) and thus are more computationally efficient [l] . One important parameter of array codes is the update complexity, the average number of parity bits affected by a change of a single information bit in the codes. This parameter is particularly crucial when the codes are used in storage applications that need frequent updates of information.
In this paper, we present the B-Code, a new MDS array code of size n x 1 bits, where 1 = 2n or 2n + 1. B-Code is of column distance 3 and its dual code is of distance 1 -1. It achieves the lower bound of the update complexity. BCode also achieves the maximum length that MDS codes with optimal update property can have, which is called as optimal length here. In addition, parity bits of BCode are evenly distributed over all columns, and each parity bit requires the same amount of XOR operations, and thus the computation complexity for computing parity bits is balanced. Figure 1 shows, B6, the dual B-Code of length 6. It is represented as an array of information ( a1 through atr ) and parity bits as well as by a labeled graph in which every vertex corresponds to an information bit and each edge represents a parity bit summing the two information bits that are its vertices. The edges and vertices of the graph are labeled by the index of the column to which the corresponding information and parity bits belong. Be has distance 5 and can tolerate the erasure of 4 columns. Figure 1 (b) shows a decoding path for the erasure of columns 3 through 6. Use a 2 (from column 2) together with panty a2 + a3 (from column 1) to recover a3. Use the latter along with parity a3 + a4 (from column 2 ) to The novelty of this paper is to use the above new graph description of array codes and prove the equivalence of Bcode constructions to the problem of perfect one-factorizations of complete graphs [2]. The problem is to partition all the edges of a complete graph into disjoint sets such that 1) each set covers all vertices of the graph, and 2) union of any pair of the sets forms a Hamilton cycle. Results on perfect onefactorizations can be used to construct two infinite families of B-Codes. The existence of perfect one-factorizations for every complete graph with an even number of nodes is a 35-year-long conjecture in graph theory. A positive answer to it will provide B-code constructions of arbitrary length. On the other hand, the construction of B-codes of arbitrary odd length will provide an affirmative answer to the conjecture.
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