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Abstract
We consider the mean-field classical Heisenberg model and obtain detailed informa-
tion about the total spin of the system by studying the model on a complete graph and
sending the number of vertices to infinity. In particular, we obtain Crame´r- and Sanov-
type large deviations principles for the total spin and the empirical spin distribution
and demonstrate a second-order phase transition in the Gibbs measures. We also study
the asymptotics of the total spin throughout the phase transition using Stein’s method,
proving central limit theorems in the sub- and supercritical phases and a nonnormal
limit theorem at the critical temperature.
1 Introduction and summary of results
For many models of statistical mechanics, understanding their physical behavior starts with
understanding the behavior of the corresponding mean-field model–which not only suggests
how the physical model behaves, but also can predict rather precisely the physical behavior
in high dimensions. There are two main statistical mechanical models of ferromagnetism:
the simpler and better-understood Ising model, and the more realistic and more challenging
(classical) Heisenberg model, on a lattice of dimension d with a spin σi ∈ S2 at each lattice
site i, the spin configuration σ ∈ (S2)n having Hamiltonian energy in the absence of an
external field (anisotropy):
Hn(σ) = −
∑
i,j
Ji,j 〈σi, σj〉 .
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The nearest-neighbor Heisenberg model has constant interaction Ji,j = J for nearest neigh-
bors i and j, and no interaction Ji,j = 0 otherwise. The mean-field version of the Heisenberg
model has an averaged interaction Ji,j =
1
2n
for all i, j and can be understood as sending
the dimension d → ∞ or considering the lattice to be a complete graph on n vertices and
sending n→∞.
The related quantum Heisenberg model has nearest-neighbor interactions of spin matri-
ces, and in dimensions three and higher, there is a proof of a phase transition to long-range
order for the antiferromagnetic quantum Heisenberg model (Ji,j < 0 for neighbors i and
j) [4]. Such a result has been thus far intractable for the ferromagnetic quantum Heisen-
berg model as well as the classical Heisenberg model, but the mean-field classical model is
more amenable to rigorous analysis. In this article, we prove the existence of a second-order
phase transition for the mean-field classical Heisenberg model, deriving a number of precise
formulas and asymptotics for various physical quantities.
The simpler Ising model of ferromagnetism (the spins are +1 or −1) is better understood,
and our results parallel some recent developments for the mean-field version of the Ising
model, called the Curie-Weiss model. It is believed that the Curie-Weiss model accurately
describes the Ising model in dimensions greater than four, in the sense that they have the
same critical exponents of various physical quantities (e.g., total spin, free energy). The
total spin (appropriately normalized) in the Curie-Weiss model was shown by Ellis and
Newman [11] to have a Gaussian law in the non-critical regimes and law that converges to
the distribution with density proportional to e−x
4/12 at the critical temperature. Recently, it
was shown by Chatterjee and Shao [5] that the total spin at the critical temperature satisfies
a Berry–Esseen type error bound of order 1/
√
n for this non-central limit theorem. See also
[3, 9] for analogous results on the Curie-Weiss-Potts model with an arbitrary finite number
of discrete spins, and [2] for other related models.
There are a few results known for the Heisenberg model. In dimensions one and two,
the classical Heisenberg model with nearest-neighbor interactions has no symmetry breaking,
i.e., there is no phase transition to asymmetric macrostates above a critical temperature, e.g.,
[8]. By contrast, the classical Heisenberg model with long-range interactions or anisotropy
(an external magnetic field) has a phase transition in two dimensions and higher, see [15]
and references therein. And for classical, isotropic Heisenberg models with nearest-neighbor
interactions in three dimensions and higher, the existence of a phase transition was shown
using Fourier-based infrared bounds [13].
As for studying the mean-field classical Heisenberg model, the large-dimensional (d →
∞) limit of the nearest-neighbor model on Zd, with spins in S2, has the critical inverse
temperature βc = 3 [14]. Moreover, the large-dimensional limit is known to be a good
approximation for high-dimensional models (as in Landau’s theory of second order phase
transitions) in the sense that below the critical temperature, the total spin is zero for all d,
and above the critical temperature, the total spin has the correct (non-zero) limit as d→∞.
The results in this article for the isotropic classical mean-field (in the complete graph
sense) Heisenberg model include:
• Large deviation principles (LDPs) for the total spin and the empirical spin distribu-
tion for each inverse temperature β ∈ [0,∞) with explicit rate functions and relative
entropies. (Section 2)
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• Explicit formulas for the free energy and descriptions of the canonical macrostates and
the corresponding second-order phase transition. (Section 2)
• An LDP for the empirical spin distribution with respect to the microcanonical ensem-
ble, which has fixed energy, descriptions of the microcanonical macrostates and their
second-order transition. (Section 2)
• A central limit theorem in the subcritical phase for the total spin with the usual CLT
scaling
√
n, using Stein’s method. (Section 3)
• A CLT in the supercritical phase for the total spin with a more complicated scaling,
again using Stein’s method. (Section 4)
• A nonnormal limit theorem for the total spin at the critical temperature, with limiting
density of the squared length proportional to t5e−3ct
2
(Section 5), making use of a new
abstract Stein’s method result for the nonnormal approximation (Appendix).
2 The model and large deviations results
We consider the isotropic mean-field classical Heisenberg model on a finite complete graph
Gn with n vertices. That is, at each site of the graph is a spin living in Ω = S
2, so the state
space is Ωn = (S
2)n with Pn the n-fold product of the uniform probability measure on S
2.
For this model, the mean-field Hamiltonian energy Hn : Ωn → R is:
Hn(σ) := − 1
2n
n∑
i,j=1
〈σi, σj〉 .
The energy per particle is hn(σ) =
1
n
Hn(σ), and the canonical ensemble, or Gibbs measure,
is the probability measure Pn,β on Ωn with density (with respect to Pn):
f(σ) :=
1
Z
exp
(
β
2n
n∑
i,j=1
〈σi, σj〉
)
=
1
Z
e−βHn(σ) =
1
Z
e−nβhn(σ).
Here the partition function is Z = Zn(β) =
∫
Ωn
exp
(
β
2n
∑n
i,j=1 〈σi, σj〉
)
dPn.
The empirical measure µσ = µn,σ of the spins {σi} is defined to be the random measure
µn,σ :=
1
n
∑n
i=1 δσi on S
2. An interesting physical quantity is the total empirical spin, defined
by
Sn(σ) := n
∫
xdµσ(x) =
n∑
i=1
σi.
For a probability measure ν on S2, define the relative entropy of ν with respect to the
uniform probability measure µ by
H(ν | µ) :=
{∫
S2
f log(f)dµ if f := dν
dµ
exists;
∞ otherwise.
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Let M1(S
2) denote the probability measures on S2 with the weak-* topology, and also
define:
zn(β) :=
∫
Ωn
e−βhndPn and pn,β(B) :=
1
zn(β)
∫
B
e−βhndPn.
A question of significant interest is the behavior of the total spin as a function of the in-
verse temperature β in the Gibbs measures, so we begin by stating large deviations principles
(LDP) for the µn,σ, first a proposition for the noninteracting case β = 0, then a theorem for
general β, followed by an alternative formula for the free energy. The proposition is simply
a particular instance of Sanov’s theorem (see Theorem 6.2.10 of [7]).
Proposition 1. For Pn the n-fold product of uniform measure on S
2 and µn,σ =
1
n
∑n
i=1 δσi
as above, if Γ a Borel subset of M1(S
2),
− inf
ν∈Γ◦
H(ν | µ) ≤ lim inf
n→∞
1
n
logPn[µn,σ ∈ Γ] ≤ lim sup
n→∞
1
n
logPn[µn,σ ∈ Γ] ≤ − inf
ν∈Γ
H(ν | µ);
that is, the random measures µn,σ satisfy an LDP with rate function H(· | µ).
In particular, this says that the canonical macrostates E0 := {ν : H(ν | µ) = 0} at β = 0
are disordered since the rate function H(· | µ) achieves its minimum of 0 for the uniform
measure µ only. The positive β canonical macrostates are Eβ := {ν : Iβ(ν) = 0}, with Iβ
defined below. The following theorem identifies them abstractly; Theorem 7 below describes
them concretely.
Theorem 2. With notation as above, the µn,σ satisfy an LDP on M1(S
2) with rate function
Iβ(ν) := H(ν | µ)− β
2
∣∣∣∣
∫
S2
xdν(x)
∣∣∣∣
2
− ϕ(β), (1)
where the free energy ϕ(β) := − limn→∞ 1n log zn(nβ) = − limn→∞ 1n logZn(β) exists and is
given by
ϕ(β) = inf
ν∈M1(S2)
[
H(ν | µ)− β
2
∣∣∣∣
∫
S2
xdν(x)
∣∣∣∣
2
]
. (2)
Moreover, for every β > 0, every subsequence of Pn,β [µn,σ ∈ ·] has a further subsequence
converging weakly to Πβ, a probability measure on M1(S
2) concentrated on Eβ, i.e., Πβ(E
c
β) =
0. In the case that Eβ = {ν} for one ν ∈ M1(S2), then the whole sequence converges weakly
to δν.
The proof of Theorem 2 makes use of an argument due to Ellis, Haven and Turkington
(see Theorems 2.4 and 2.5 of [10]) in order to obtain an LDP for the empirical spins µn,σ in
the general case of β > 0, based on the result for the β = 0 (independent) case.
The analysis in the appendix leads to the following.
Theorem 3. The free energy ϕ has the formula (see Lemmas 21 and 22 in the Appendix):
ϕ(β) =
{
0, if β < 3,
Φβ(g
−1(β)), if β ≥ 3,
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where Φβ is defined by
Φβ(k) := log
(
k
sinh(k)
)
+ k coth(k)− 1− β
2
(
coth(k)− 1
k
)2
(3)
and
g(x) :=
x
coth x− 1/x = β.
In particular, the function ϕ and its derivative ϕ′ are continuous at the critical threshold
β = 3, so the phase transition is continuous, or second-order.
We remark that the critical value of β = 3 identified above agrees with the large-
dimensional limit of Kesten and Schonmann [14].
As a corollary of the Sanov theorem for the noninteracting case β = 0, or independently,
as a Crame´r theorem for random vectors on the sphere, one can prove the following Crame´r-
type LDP for the total spin Mn :=
1
n
∑n
i=1 σi.
Corollary 4. Let {σi}ni=1 be i.i.d. uniform random points on S2 ⊆ R3. The total spins Mn
satisfy an LDP with rate function I:
Pn (Mn ≃ x) ≃ e−nI(x),
where I(x) = c|x|−log
(
sinh(c)
c
)
= c coth(c)−1+log
(
c
sinh(c)
)
and c is defined by coth(c)− 1
c
=
|x|.
Remarks:
(a) The function g(y) = coth(y)− 1
y
is strictly increasing on (0,∞), so that the equation
above does uniquely define c as a function of |x|.
(b) Readers familiar with Crame´r’s theorem may expect to see the rate function simply
identified abstractly as the Legendre-Fenchel transform of the uniform measure on the
unit sphere. The explicit rate function I(x) above is indeed the Legendre-Fenchel
transform of the uniform measure on the sphere, although it takes some computation
to verify this. A proof of the formula as a consequence of Proposition 1 together
with further analysis of the relative entropy is sketched below, immediately after the
statement of Theorem 7. See also the analysis in the appendix of the free energy and
Equation (3).
This noninteracting Crame´r corollary has a companion result for the interacting β > 0
case, which is used in Sections 4 – 6.
Theorem 5. Let Pn,β be the Gibbs measure defined above, and letMn =Mn(σ) :=
1
n
∑n
i=1 σi.
Then for a Borel set Γ ∈ R,
− inf
x∈Γ◦
Iβ(x) ≤ lim inf
n→∞
1
n
logPn,β [βMn ∈ Γ] ≤ lim sup
n→∞
1
n
logPn,β [βMn ∈ Γ] ≤ − inf
x∈Γ
Iβ(x)
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where
Iβ(x) = c coth(c)− 1− log
(
sinh(c)
c
)
− β
2
∣∣∣∣coth(c)− 1c
∣∣∣∣
2
,
and c is the unique element of R+ such that |x| = coth(c)− 1
c
.
One can derive this explicit Crame´r-type LDP as a special case of Theorem 2 by con-
sidering the center of mass of µσ,n and using the computations below. Notice also that
Iβ(x) = Φβ(c) from (3), where x and c satisfy the above formula. This result can also be
proved directly by standard methods: the case β = 0 is Crame´r’s theorem for random vectors
on the sphere with rate function I = Iβ=0 (Corollary 4), and the general case follows from
Theorems 2.4 and 2.5 of [10], similar to the proof of Theorem 2.
The proof of Theorem 2, obtaining the LDP for the empirical measure of the spins
at positive β, proceeds by applying Theorems 2.4 and 2.5 of [10] to zn(β) and pn,β, and
identifying the hidden (Polish) space as M1(S
2), the set of Borel probability measures on
S
2 equipped with the weak-* topology. The hidden process is {µn,σ}∞n=1 as above, which
satisfies an LDP with rate function H(· | µ). The representation in question here is of the
energy per particle, rather than the Hamiltonian itself:
hn(σ) = − 1
2n2
n∑
i,j=1
〈σi, σj〉 = −1
2
〈∫
S2
xdµn,σ(x),
∫
S2
xdµn,σ(x)
〉
= −1
2
∣∣∣∣
∫
S2
xdµn,σ(x)
∣∣∣∣
2
;
we define h˜ : M1(S
2) → R by h˜(ν) := −1
2
∣∣∫
S2
xdν(x)
∣∣2. Note that the expression inside the
norm is simply the center of mass of the measure ν.
To identify the measures in Eβ explicitly, first observe that if f =
dν
dµ
then H(ν | µ) =∫
f log(f)dµ depends only on the value distribution of f ; that is, (roughly speaking) once
the values that f takes on the µ-frequency with which they are taken on are fixed, the first
term is determined. This is quite easy to see if f takes on only finitely many values: suppose
that f(x) =
∑n
i=1 ai1Ai(x) with the ai distinct and the Ai pairwise disjoint. Then
H(ν | µ) =
n∑
i=1
ai log(ai)µ(Ai),
and so H(ν | µ) depends only on the ai and the µ(Ai). More generally, it follows from
Fubini’s theorem that∫
f log(f)dµ =
∫ ∞
0
µ
[
f log(f) > t
]
dt−
∫ ∞
0
µ
[
f log(f) < −t]dt.
Once the value distribution of f is fixed, it is then easy to see that the expression∣∣∫ xdν(x)∣∣ is maximized for corresponding densities which are symmetric about a fixed pole
and decreasing as the distance from the pole increases. Consider, then, the case that f = dν
dµ
,
a density that is symmetric about the north pole and decreasing away from the pole. That
is, νg is the measure with density f(x, y, z) = g(z) which is increasing in z. Then
H(νg | µ) = 1
4π
∫ 2π
0
∫ π
0
g(cos(θ)) log[g(cos(θ))] sin(θ)dθdϕ
=
1
2
∫ 1
−1
g(x) log[g(x)]dx.
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By the same substitution,
∫
S2
vdνg(v) =

00
1

∫ 1
−1
xg(x)
2
dx.
The problem is thus to minimize
1
2
∫ 1
−1
g(x) log[g(x)]dx− β
2
(∫ 1
−1
xg(x)
2
dx
)2
for g : [−1, 1]→ R+ such that 12
∫ 1
−1 g(x)dx = 1 and g is increasing. Observe that
1
2
∫ 1
−1
g(x) log[g(x)]dx =
1
2
∫ 1
−1
g(x) log
[
g(x)
2
]
dx+ log(2) = −h
(g
2
)
+ log(2),
where h(ϕ) is the (usual) entropy of the density ϕ.
Now fix the value of
∣∣∫ xdν(x)∣∣ ∈ [0, 1] and minimize 1
2
∫ 1
−1 g(x) log[g(x)]dx over the
ν ∈M1(S2) corresponding to this value; this is a constrained entropy maximization problem,
for which known results (see Theorem 12.1.1 from [6]) imply:
Proposition 6. Consider the class of f : [−1, 1]→ R+ such that
• ∫ 1−1 f(x)dx = 1, and
•
∣∣∣∫ 1−1 xf(x)dx
∣∣∣ = c.
Then f ∗(x) = k1ek2x uniquely maximizes h(f) over the densities satisfying these conditions.
Now, to determine k1, k2, observe that for f
∗ to satisfy the first condition,
1 =
∫ 1
−1
k1e
k2xdx =
2k1 sinh(k2)
k2
,
and thus
k1 =
k2
2 sinh(k2)
.
For the second condition,
c = k1
∫ 1
−1
xek2xdx = k1
[
2 cosh(k2)
k2
− 2 sinh(k2)
k22
]
= coth(k2)− 1
k2
.
Take g∗ = 2f ∗; considering all c ∈ [0, 1] and requiring g∗ to be increasing corresponds to
considering all k2 ∈ [0,∞). In that case, we need to minimize
1
2
∫ 1
−1
g∗(x) log[g∗(x)]dx− β
2
c2
= log
(
k2
sinh(k2)
)
+ k2 coth(k2)− 1− β
2
(
coth(k2)− 1
k2
)2
=: Φβ(k2)
(4)
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over all k2 ∈ [0,∞). The problem has thus been reduced to a one-dimensional calculus
exercise, all of whose details are carried out in Section 7.1 of the Appendix. Those calcu-
lations lead to a critical value of the inverse temperature βc = 3, and to the fact that the
phase transition is a continuous one (2nd order in physics parlance). Below the transition,
the only macrocanonical state is the uniform distribution, and then increasing β across the
critical threshold, a spherically symmetric family of distributions with a preferred direction
appears. At first the direction is hardly preferred at all, but with increasing β the preferred
direction becomes more strongly preferred, so that in the zero temperature limit β → ∞,
the macrostates are point masses. More precisely, we have the following.
Theorem 7. (a) In the subcritical case, β ≤ 3, the expression (4) is minimized for k2 = 0,
and the corresponding k1 = 0, so that the minimizing function f
∗ = 1 and hence the
canonical macrostates in the subcritical case are uniform: Eβ = {µ}.
(b) In the supercritical case, β > 3, the minimizing k2 for the expression (4) is the unique
strictly positive solution to
x = β
(
coth(x)− 1
x
)
,
which moreover has limit limβ↓βc k2 = 0.
The macrostates Eβ are given by {νx}x∈S2, where νx is the probability measure with
density which is symmetric about the pole at x, with density gx : [−1, 1] → R in the
x-direction given by 2k1e
k2x with k2 as above.
The general result on constrained entropy maximization used above also gives a proof of
Corollary 4 from Proposition 1 as follows.
Proof of Corollary 4. Given xo ∈ R3 and ǫ > 0, take the set Γ in Proposition 1 to be{
ν ∈M1(S2) :
∣∣∫
S2
xdν(x)− xo
∣∣ < ǫ}. One must then consider
inf
{∫
f log(f)dµ :
∣∣∣∣
∫
S2
xf(x)dµ(x)− xo
∣∣∣∣ < ǫ
}
.
This is exactly the constrained entropy maximization problem addressed in Proposition 6
and the analysis which followed, from which the form of the rate function stated in Corollary
4 follows.
We conclude this section by giving a treatment of the microcanonical ensemble, in which
one fixes the energy per particle. The following result gives an LDP in that case using the
results of [10].
Proposition 8. Since in the i.i.d. case, the empirical measure of the spins µn,σ =
1
n
∑
δσi
satisfies an LDP with rate H(· | µ), we have the following:
(a) The energies h˜(µn,σ) and Hn satisfy LDPs with rate J , called the microcanonical en-
tropy, defined for a fixed value u of the energy by:
J(u) := inf{H(ν | µ) : ν ∈M1(S2), h˜(ν) = u}.
The free energy ϕ is a Legendre-Fenchel transform: ϕ(β) = infu∈R{βu+ J(u)}.
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(b) If u ∈ dom(J), define the microcanonical Gibbs measure by
P u,rn (A) :=
1
Zu
∫
A
1{Hn∈[u+r,u−r]}dPn,
where Zu :=
∫
S2
1{Hn∈[u+r,u−r]}dPn. Then for σ distributed according to P
u,r
n , µn,σ
satisfies an LDP with microcanonical rate function
Iu(ν) :=
{
H(ν | µ)− J(u), if − 1
2
〈ν, ν〉 = u;
∞, otherwise.
That is,
− inf
ν∈Γ◦
Iu(ν) ≤ lim
r→0
lim inf
n→∞
1
n
logP u,rn (µn,σ ∈ Γ) ≤ lim
r→0
lim sup
n→∞
1
n
logP u,rn (µn,σ ∈ Γ) ≤ − inf
ν∈Γ
Iu(ν);
(c) The microcanonical macrostates are
E
u := {ν : H(ν | µ) = J(u), h˜(ν) = u}.
Again, it suffices to restrict our attention to symmetric densities dν
dµ
, symmetric about a
pole with unit vector zˆ, i.e.,
∫
vdν(v) = czˆ, because symmetrizing about the z-axis reduces
relative entropy: Recall that dµ = dµz
dz
2
, where µz is the uniform measure on the circle
of radius
√
1− z2. Let f˜(z) := ∫ f(x, y, z)dµz(x, y), which is the symmetrized version of f
about the z-axis. Now, the function g(x) = x log(x) is convex, so by Jensen’s inequality,
f˜(z) log[f˜(z)] = g
(∫
f(x, y, z)dµz(x, y)
)
≤
∫
g(f(x, y, z))dµz(x, y)
=
∫
f(x, y, z) log[(f(x, y, z)]dµz(x, y).
Integrating both sides with respect to dz
2
shows that H(ν˜ | µ) ≤ H(ν | µ), where ν and ν˜ are
respectively the measures with densities f and f˜ .
We can compute J to be
J(u) = inf
{
H(ν˜ | µ) :
(
1
2
∫ 1
−1
xf˜(x)dx
)2
= −2u, 1
2
∫
f˜(x)dx = 1
}
,
and then simplify it using the previous result on maximizing entropy, with k2 solving coth k2−
1
k2
=
√−2u:
J(u) = log
(
k2
sinh k2
)
+ k2
√−2u.
The microcanonical entropy is
Iu(ν˜) = −h(f˜ /2) + log 2− J(u), if
(
1
2
∫ 1
−1
xf˜(x)dx
)2
= −2u.
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The domain of J is
(−1
2
, 0
]
, and the microcanonical macrostates Eu consist of rotations
to any direction of ν˜ with density
f˜ =
k2
sinh k2
ek2x, where coth k2 − 1
k2
=
√−2u.
In particular, E0 = {µ}, the completely disordered phase, and for energies close to zero
−1
2
≪ u < 0, there is the expansion J(u) ≃ −3u − 9
2
u2 + . . . , and k2 ≃ 3
√−2u. Thus the
microcanonical macrostates for small energy are Eu = {νx}x∈S2, where νx is the rotation of
ν˜ to the x direction, again a continuous transition to the ordered phase.
3 Limit theorems for the total spin
In each regime (subcritical, critical, supercritical), the total spin satisfies a limit theorem.
For convenience, we collect these results here; the proofs are in the subsequent three sections.
In the subcritical regime, there is the following multivariate central limit theorem.
Theorem 9. For β < 3, there is a constant cβ depending only on β such that for Wn =√
3−β
n
∑n
i=1 σi,
sup
g:M1(g),M2(g)≤1
|Eg(Wn)− Eg(Z)| ≤ cβ log(n)√
n
where M1(g) is the Lipschitz constant of g, M2(g) is the maximum operator norm of the
Hessian of g, and Z is a standard Gaussian random vector in R3.
The form of the theorem above may be slightly unfamiliar to some readers, so it seems
worth noting explicitly that for random vectors X and Y in Rd, the quantity
sup
g:M1(g),M2(g)≤1
∣∣Eg(X)− Eg(Y )∣∣
is a metric for the familiar topology of weak-star convergence together with convergence in
mean on the space of probability measures. We have stated the result in the form above
because the rate of convergence is probably sharp, up to the logarithmic factor. However, if
one prefers the more usual L1-Wasserstein distance as a metric for this topology, the analysis
in Section 4 yields the following rate of convergence for a multivariate limit theorem there.
The L1-Wasserstein distance has several equivalent definitions; the one most relevant to us
is the following: let X and Y be random vectors in Rn. Then the L1-Wasserstein distance
dW (X, Y ) between X and Y is defined by
dW (X, Y ) = sup
g:M1(g)≤1
∣∣Eg(X)− Eg(Y )∣∣,
where as above, M1(g) denotes the Lipschitz constant of g.
Theorem 10. For Wn constructed as above and Z a standard Gaussian random vector in
R
3,
dW (Wn, Z) ≤ cβ
n1/4
,
where cβ is a constant depending only on β.
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In the ordered regime, where β is large, the spins tend to align. Indeed, it follows from
the large deviations principle for Sn that |Sn| is close to k2nβ with high probability: apply
Theorem 5 with Γ a small interval around k2, and use the fact that k2 is the argmin of
Iβ. It is also true that Sn is a priori spherically symmetric, making any limiting point on
the sphere of radius k2n
β
equally likely. This makes the limiting situation in the ordered
regime (and at criticality, discussed below) quite different from that of the disordered regime
described above; rather than a limiting distribution for Sn about one deterministic point
(i.e., zero), one must consider the fluctuations of Sn about a spherically symmetric family
of possible limiting values. In the context of statistical mechanical models of this type (i.e.,
the Curie-Weiss or Curie-Weiss-Potts models), this situation has typically been treated by
conditioning on the limiting direction of the total spin, and then considering the conditional
fluctuations about that limit (see, e.g., [12]). Here we address this issue by treating instead
the fluctuations of the squared-length of the total spin; that is, we consider the random
variable
Wn :=
√
n

 β2
n2k22
∣∣∣∣∣
n∑
j=1
σj
∣∣∣∣∣
2
− 1

 . (5)
In Section 5 it is shown that Wn satisfies the central limit theorem stated below. Since the
distribution of the total spin 1
n
∑n
j=1 σj is rotationally invariant, this gives a complete picture
of its asymptotic behavior without making use of conditioning.
For technical reasons, the following result is given in terms of the so-called bounded-
Lipschitz distance between Wn and Z rather than in the Wasserstein distance; bounded-
Lipschitz distance is a metric for the topology of weak-star convergence of probability mea-
sures. The bounded-Lipschitz distance dBL(X, Y ) between random variables X and Y is
defined by
dBL(X, Y ) := sup
{∣∣∣Eh(X)− Eh(Y )∣∣∣ : ‖h‖∞ ≤ 1,M1(h) ≤ 1} , (6)
where ‖h‖∞ is the supremum norm of h and M1(h) is again the Lipschitz constant of h.
We note that the definition of bounded-Lipschitz distance is sometimes given in terms of
probability measures than random variables, but the two viewpoints are of course completely
equivalent since the definition above depends only on the distributions of X and Y .
Theorem 11. Let Wn be the recentered, renormalized norm squared of the total spin, as
defined in (5). There is a constant cβ depending only on β > 3 such that if Z is a centered
Gaussian random variable with variance
σ2 :=
4β2
(1− βg′(k2)) k22
[
1
k22
− 1
sinh2(k2)
]
,
for g(x) = coth(x)− 1
x
, then
dBL(Wn, Z) ≤ cβ
(
log(n)
n
)1/4
.
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In Section 6, we prove the following nonnormal limit theorem for the squared-length of
the total total spin at the critical temperature β = 3. Again, since the total spin is spherically
symmetric, this provides the limiting picture in the critical case.
Theorem 12. At the critical temperature β = 3, let Wn :=
c3|Sn|2
n3/2
, where c3 is such that
EWn = 1. Let X have density
p(t) =
{
1
z
t5e−3ct
2
t ≥ 0;
0 t < 0,
where c = 1
5c3
and z is a normalizing factor. Then there is a universal constant C such that
sup
‖h‖∞≤1, ‖h′‖∞≤1
‖h′′‖∞≤1
∣∣Eh(Wn)− Eh(X)∣∣ ≤ C log(n)√
n
.
Note: the quantity
sup
‖h‖∞≤1, ‖h′‖∞≤1
‖h′′‖∞≤1
∣∣Eh(Y )− Eh(X)∣∣
is a metric for the weak-star topology on random variables, so that the result above should
be viewed as a limit theorem with an explicit rate of convergence in this metric. As in
the subcritical case, one can employ a standard smoothing argument to obtain a rate of
convergence in a more familiar metric, in this case, the bounded-Lipschitz distance defined
above in Equation (6).
Theorem 13. For Wn and X as above, there is a universal constant C such that
dBL(Wn, X) ≤ C log(n)
n3/8
.
Remark: The reader may have noted that the limit theorem in the subcritical case can be
formulated in the L1-Wasserstein distance, whereas those in the critical and supercritical
cases are in the bounded-Lipschitz distance, which metrizes a slightly weaker topology. This
is a typical by-product of the technical differences between Stein’s method in multivariate
(as in the subcritical case) and univariate (as in the critical and supercritical cases) settings
and does not reflect essential differences.
4 The total spin in the subcritical phase
In this section we give proofs of Theorems 9 and 10, giving the limit theorem for Sn in the
disordered regime.
While it is not formally necessary, we find it helpful to give a heuristic computation of
the variance of the total spin Sn :=
∑n
i=1 σi before proceeding with rigorous proofs. Note
that each of the spins σi has a uniform marginal distribution, because the density of the
Gibbs measure is rotationally invariant. Also, E 〈σi, σi〉 = 1 for each i; moreover, by the
12
symmetry of the Gibbs measure, E 〈σi, σj〉 is the same for every pair i 6= j. Now, conditional
on {σj}j 6=1, the density of σ1 with respect to uniform measure on S2 is given by
1
Z1
exp
[
β
n
∑
j 6=1
〈θ, σj〉
]
,
where the normalization is Z1 =
∫
S2
exp
[
β
n
∑
j 6=1 〈θ, σj〉
]
dµ(θ). For fixed i ∈ {1, . . . , n}, let
σ(i) :=
∑
j 6=i σj . Note that dµ(θ) =
sinα
4π
dαdφ, where (α, φ) are spherical coordinates; Z1 is
therefore given by
Z1 =
1
4π
∫ 2π
0
∫ π
0
ec cos(α) sin(α)dαdφ =
sinh(c)
c
,
where c = β|σ
(1)|
n
. Now, from the conditional density above,
E
[
σ1
∣∣{σj}j 6=1] = 1
Z1
∫
S2
θ exp
[
β
n
∑
j 6=1
〈θ, σj〉
]
dµ(θ)
=
1
Z1
∫
S2
〈
θ,
σ(1)
|σ(1)|
〉(
σ(1)
|σ(1)|
)
exp
[
β
n
〈
θ, σ(1)
〉]
dµ(θ)
=
[
1
4πZ1
∫ 2π
0
∫ π
0
cos(α) sin(α)e
β|σ(1)| cos(α)
n dαdφ
](
σ(1)
|σ(1)|
)
=
[
coth
(
β|σ(1)|
n
)
− n
β|σ(1)|
](
σ(1)
|σ(1)|
)
.
It follows from Theorem 5 that if β < 3, then β|σ
(1)|
n
= o(1) with probability exponentially
close to one: take Γ = [a, b] for any a > 0, and recall (see Theorem 7) that if β < 3, then
Iβ(x) has its minimum value of zero only at x = 0. Expanding about zero gives that for x
small, coth(x)− 1
x
≈ x
3
, and so if β < 3, then
E
[
σ1
∣∣{σj}j 6=1] ≈ βσ(1)
3n
=
β
3n
∑
i 6=1
σi.
It follows by taking inner product of both sides with σ2 followed by expectation that
E 〈σ1, σ2〉 ≈ β
3n
E
〈∑
j 6=1
σj , σ2
〉
=
β
3n
[1 + (n− 2)E 〈σ1, σ2〉] ,
and thus
E 〈σ1, σ2〉 ≈ β
3n− β(n− 2) ≈
β
n(3− β) .
Finally,
E|Sn|2 = nE|σ1|2 + n(n− 1)E 〈σ1, σ2〉 ≈ 3n
3− β .
Theorem 9 is proved as an application of the following abstract normal approximation
theorem from [16].
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Theorem 14. Let (X,X ′) be an exchangeable pair of random vectors in Rd. Let F be a
σ-algebra with σ(X) ⊆ F, and suppose that there is an invertible matrix Λ, a symmetric,
positive definite matrix Σ, an F-measureable random vector R and an F-measureable random
matrix R′ such that
(a)
E
[
X ′ −X∣∣F] = −ΛX +R
(b)
E
[
(X ′ −X)(X ′ −X)T ∣∣F] = 2ΛΣ +R′.
Then for g ∈ C2(Rd),
∣∣Eg(X)− Eg(Σ1/2Z)∣∣ ≤M1(g)‖Λ−1‖op
[
E|R|+ 1
2
‖Σ−1/2‖opE‖R′‖H.S.
]
+
√
2π
24
M2(g)‖Σ−1/2‖op‖Λ−1‖opE|X ′ −X|3,
(7)
where M1(g) is the Lipschitz constant of g and M2(g) is the maximum operator norm of
Hess(g).
Theorem 14 is a version of Stein’s method of exchangeable pairs, introduced and devel-
oped in Stein’s book [19], and subsequently built upon by many researchers in many contexts.
One of the great virtues of the method is that it does produce limit theorems with explicit
error bounds, as we have indicated above.
The theorem itself may appear rather abstract and unmotivated; it is not obvious why
such conditions should lead to Gaussian behavior. Considering the univariate case for sim-
plicity, it may be helpful to note that if (X,X ′) were jointly Gaussian random variables and
also close, then they would be of the form (Z1,
√
1− ǫ2Z1 + ǫZ2) for Z1 and Z2 independent
Gaussian random variables and ǫ small. A quick computation shows that conditions (a) and
(b) would indeed hold in that case with R = 0 and R′ of order ǫ4. For further background
on Stein’s method, see [1].
In order to apply Theorem 14, one must construct an exchangeable pair (Wn,W
′
n). As is
frequently the case in this type of argument, the exchangeable pair will first be constructed
on the level of configurations, and then descend to the total spin. Given a fixed configuration
σ, construct a new configuration σ′ by letting I be distributed uniformly in {1, . . . , n} and
replacing σI by σ
′
I , distributed according to the conditional distribution of the I-th spin,
given {σj : j 6= I}, and defining σ′j := σj for j 6= I. This procedure is called the Gibbs
sampler. Then the total spin of the original configuration is Wn =
√
3−β
n
∑n
i=1 σi and the
total spin of the new configuration isW ′n =Wn(σ
′) = Wn−
√
3−β
n
σI+
√
3−β
n
σ′I . The following
lemma gives expressions for R,R′,Σ,Λ in the present context.
Lemma 15. For the exchangeable pair (Wn,W
′
n) as constructed above and Λ =
(
1−β
3
n
)
Id,
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(a)
E
[
W ′n −Wn
∣∣σ] = −ΛWn +R,
where
R = − β
3n2
Wn +
a
n3/2
n∑
i=1
[
coth
(
β|σ(i)|
n
)
− n
β|σ(i)| −
β|σ(i)|
3n
](
σ(i)
|σ(i)|
)
;
(b)
E
[
(W ′n −Wn)(W ′n −Wn)T
∣∣σ] = 2ΛR′,
with
R′ =
(
1− β
3
n
)[
1
n
n∑
i=1
3σiσ
T
i − Id
]
− 2β
3n2
WnW
T
n +
2β
3n4
n∑
i=1
σiσ
T
i
+
a2
n2
n∑
i=1
{[
2
3
− 2c coth (c)− 2
c2
]
Pi +
[
coth(c)
c
− 1
c2
− 1
3
]
P⊥i
−
[
coth(c)− 1
c
− c
3
]
(riσ
T
i + σir
T
i )
}
.
In particular, the matrix Σ of Theorem 14 is simply the identity.
The next lemma gives bounds for the quantities R and R′ identified above, from which
Theorem 9 follows.
Lemma 16. For (Wn,W
′
n) as constructed above and R,R
′ as in the previous lemma, there
is a constant cβ depending only on β, such that
(a) E|R| ≤ cβ log(n)
n3/2
;
(b) E‖R′‖H.S. ≤ cβn3/2 ;
(c) E|W ′n −Wn|3 ≤ cβn3/2 .
Theorem 9 now follows immediately from Theorem 14 and Lemmas 15 and 16. Theorem
10 follows from a standard smoothing argument, in which one takes a function which is as-
sumed only to be Lipschitz with Lipschitz constant 1 and convolves with a centered Gaussian
density of variance 1
t2
, then optimizes over t. Such an argument is carried out carefully in
Section 3 (see in particular Corollary 3.5) of [17].
Proof of Lemma 15. For notational convenience, let a :=
√
3− β.
For part (a), using the computation at the beginning of the section one has
E
[
W ′n −Wn
∣∣σ] = − a
n3/2
n∑
i=1
[
σi − E
[
σi
∣∣{σj}j 6=i]]
= −1
n
Wn +
a
n3/2
n∑
i=1
[
coth
(
β|σ(i)|
n
)
− n
β|σ(i)|
](
σ(i)
|σ(i)|
)
.
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Now, since β < 3, it is known that β|σ
(i)|
n
= o(1) with probability exponentially close to
1. We therefore use the expansion of coth(x)− 1
x
near zero to write
E
[
W ′n −Wn
∣∣σ] = −1
n
Wn +
(
a
3n5/2
n∑
i=1
∑
j 6=i
βσj
)
+
a
n3/2
n∑
i=1
[
coth
(
β|σ(i)|
n
)
− n
β|σ(i)| −
β|σ(i)|
3n
](
σ(i)
|σ(i)|
)
.
Note that
a
3n5/2
n∑
i=1
∑
j 6=i
βσj =
1
3n2
n∑
i=1
(
βWn − aβσi√
n
)
=
1
n
(
β
3
− β
3n
)
Wn.
The matrix Λ of Theorem 14 is thus
1−β
3
n
Id and
R = − β
3n2
Wn +
a
n3/2
n∑
i=1
[
coth
(
β|σ(i)|
n
)
− n
β|σ(i)| −
β|σ(i)|
3n
](
σ(i)
|σ(i)|
)
.
We now proceed to the proof of part (b). By the same considerations as above,
E
[
(W ′n −Wn)(W ′n −Wn)T
∣∣σ]
=
a2
n2
n∑
i=1
1
Zi
∫
S2
(θ − σi)(θ − σi)T exp
[
β
n
∑
j 6=i
〈σj , θ〉
]
dµ(θ)
=
a2
n2
n∑
i=1
1
Zi
∫
S2
[
θθT − σiθT − θσTi + σiσTi
]
exp
[
β
n
∑
j 6=i
〈σj , θ〉
]
dµ(θ).
Letting θ = θ1 + θ2, where θ1 is the projection of θ onto the direction of σ
(i) and θ2 is the
orthogonal complement, the first term of the ith summand is
1
Zi
∫
S2
[
θθT
]
exp
[
β
n
〈
σ(i), θ
〉]
dµ(θ) =
1
Zi
∫
S2
[
θ1θ
T
1 + θ2θ
T
2
]
exp
[
β
n
〈
σ(i), θ
〉]
dµ(θ), (8)
since the cross terms vanish by symmetry. To compute it, write ri =
σ(i)
|σ(i)| , so that θ1 =
〈θ, ri〉 ri, and θ1θT1 = |〈θ, ri〉|2 rirTi ; setting c := β|σ
(i)|
n
,
1
Zi
∫
S2
θ1θ
T
1 exp
[
β
n
〈
σ(i), θ
〉]
dµ(θ) =
1
Zi
(∫
S2
|〈θ, ri〉|2 exp [c 〈ri, θ〉] dµ(θ)
)
rir
T
i .
(Recall that rir
T
i is orthogonal projection onto the span of ri in R
3.) In spherical coordinates
(with ri playing the role of the north pole), the integral is then given by
1
4πZi
∫ 2π
0
∫ π
0
|cosα|2 exp [c cosα] sinαdαdφ.
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Evaluating and using the established formula for Zi yields
1
Zi
∫
S2
θ1θ
T
1 exp
[
1
n
〈
σ(i), θ
〉]
dµ(θ) =
c2 − 2c coth(c) + 2
c2
Pi,
where Pi is orthogonal projection onto ri.
Now, for the second half of (8), let (θx, θy) be a representation of θ2 in orthonormal
coordinates within r⊥1 . Note that ∫
S2
θxθye
c〈ri,θ〉dµ(θ) = 0
by symmetry. Expanding in polar coordinates,∫
S2
θ2ye
c〈ri,θ〉dµ(θ) =
1
4π
∫ 2π
0
∫ π
0
sin(α)3 cos(φ)2ec cos(α)dαdφ
=
1
4
∫ π
0
sin(α)3ec cos(α)dα
=
c cosh(c)− sinh(c)
c3
.
Of course, the value is the same when θ2y is replaced by θ
2
x, and thus
1
Zi
∫
S2
θ2θ
T
2 exp
[
β
n
〈
σ(i), θ
〉]
dµ(θ) =
c cosh(c)− sinh(c)
Zic3
P⊥i
=
[
coth(c)
c
− 1
c2
]
P⊥i ,
where P⊥i is the orthogonal projection onto r
⊥
1 .
Formulae for the middle terms follow from the computations above:
1
Zi
∫
S2
θσTi exp
[
β
n
〈
σ(i), θ
〉]
dµ(θ) =
[
coth(c)− 1
c
]
riσ
T
i .
The next term is just the transpose of this one.
Finally, the last term is trivial:
1
Zi
∫
S2
σiσ
T
i exp
[
β
n
〈
σ(i), θ
〉]
dµ(θ) = σiσ
T
i .
Collecting terms,
E
[
(W ′n −Wn)(W ′n −Wn)T
∣∣σ] = a2
n2
n∑
i=1
{[
1− 2c coth (c)− 2
c2
]
Pi +
[
coth(c)
c
− 1
c2
]
P⊥i
−
[
coth(c)− 1
c
]
(riσ
T
i + σir
T
i ) + σiσ
T
i
}
,
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where c = β|σ
(i)|
n
. Recall that if c = o(1) then coth(c)− 1
c
≈ c
3
. In this case,
E
[
(W ′n −Wn)(W ′n −Wn)T
∣∣σ] = a2
n2
n∑
i=1
{
1
3
Pi +
1
3
P⊥i −
c
3
(riσ
T
i + σir
T
i ) + σiσ
T
i
}
+R′′
=
a2
3n
Id+
a2
n2
n∑
i=1
σiσ
T
i −
a2c
3n2
n∑
i=1
(riσ
T
i + σir
T
i ) +R
′′, .
(9)
where the remainder term R′′ incurred in this approximation is
R′′ =
a2
n2
n∑
i=1
{[
2
3
− 2c coth (c)− 2
c2
]
Pi +
[
coth(c)
c
− 1
c2
− 1
3
]
P⊥i
−
[
coth(c)− 1
c
− c
3
]
(riσ
T
i + σir
T
i )
}
.
Observe further that, for the second-last term of (9), using ri =
σ(i)
|σ(i)| and c =
β|σ(i)|
n
yields
a2c
3n2
n∑
i=1
(riσ
T
i + σir
T
i ) =
a2β
3n3
n∑
i=1
∑
j 6=i
(σjσ
T
i + σiσ
T
j ) =
2β
3n2
WnW
T
n −
2a2β
3n3
n∑
i=1
σiσ
T
i .
Putting the pieces together,
E
[
(W ′n −Wn)(W ′n −Wn)T
∣∣σ]
=
(
3− β
3n
)[
Id+
1
n
n∑
i=1
3σiσ
T
i
]
− 2β
3n2
WnW
T
n +
2β
3n4
n∑
i=1
σiσ
T
i +R
′′.
Note that if X is uniformly distributed on the sphere, then if U ∈ O3,
E[XXT ] = E[UXUTUXTUT ] = UE[XXT ]UT ,
and thus E[XXT ] is a scalar matrix. Moreover, Tr (XXT ) = 1 since XXT is a rank-
one projection, and thus E[Tr (XXT )] = 1 and so since E[XXT ] is scalar, it follows that
E[XXT ] = 1
3
Id. That is, E[σiσ
T
i ] =
1
3
Id for each i. We therefore write
E
[
(W ′n −Wn)(W ′n −Wn)T
∣∣σ] = 2
(
1− β
3
n
)
Σ+R′,
as in Theorem 14, with Σ = Id and
R′ =
(
1− β
3
n
)[
1
n
n∑
i=1
3σiσ
T
i − Id
]
− 2β
3n2
WnW
T
n +
2β
3n4
n∑
i=1
σiσ
T
i +R
′′.
Note in particular that the expected value of the first term of R′ is zero.
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Proof of Lemma 16. Recall that Λ =
(
1−β
3
n
)
Id, and thus ‖Λ−1‖op = n1−β
3
.
Now, from Lemma 15,
R = − β
3n2
Wn +
a
n3/2
n∑
i=1
[
coth
(
β|σ(i)|
n
)
− n
β|σ(i)| −
β|σ(i)|
3n
](
σ(i)
|σ(i)|
)
.
Note that, while it was previously argued heuristically that E|Wn|2 ≈ 3, one can in fact
use the same argument together with the fact that coth(x) − 1
x
≤ x
3
(shown in the proof of
Lemma 21) to show that E|Wn|2 ≤ 3. It then follows that
β
3n2
E|Wn| ≤ β
3n2
√
E|Wn|2 ≤ β√
3n2
.
To estimate the second half of R, fix ǫ = ǫ(n) ∈ (0, 1) to be chosen later. For notational
convenience, let r(t) := coth(t)− 1
t
− t
3
; observe that if t ≤ ǫ then |r(t)| < bǫ2, where b is a
universal constant. Then the second half of R can be estimated as
a
n3/2
∣∣∣∣∣
n∑
i=1
[
r
(
β|σ(i)|
n
)](
σ(i)
|σ(i)|
)∣∣∣∣∣ ≤ an3/2
∣∣∣∣∣
n∑
i=1
[
r
(
β|σ(i)|
n
)](
σ(i)
|σ(i)|
)
1
(
β|σ(i)|
n
≤ ǫ
)∣∣∣∣∣
+
a
n3/2
∣∣∣∣∣
n∑
i=1
[
r
(
β|σ(i)|
n
)](
σ(i)
|σ(i)|
)
1
(
β|σ(i)|
n
> ǫ
)∣∣∣∣∣
≤ baǫ
2
√
n
+
a
n3/2
n∑
i=1
1
(
β|σ(i)|
n
> ǫ
)
,
(10)
making use of the fact that
∣∣r (β|σ(i)|
n
) ∣∣ ≤ 1 for any configuration σ. From the LDP for σ(i)
(i.e., Theorem 5),
P
[
β|σ(i)|
n
> ǫ
]
≤ C exp
[
−n
2
inf{Iβ(x) : x ≥ ǫ}
]
,
where
Iβ(x) = c coth(c)− 1− log
(
sinh(c)
c
)
− β
2
∣∣∣∣coth(c)− 1c
∣∣∣∣
2
,
and c is the unique element of R+ such that |x| = coth(c)− 1
c
. It is shown in the appendix
that Iβ(x) is increasing for β < 3, and thus inf{Iβ(x) : x ≥ ǫ} = Iβ(ǫ). Moreover, there is a
universal constant q > 0 such that for ǫ ∈ (0, 1), Iβ(ǫ) ≥ ǫ26
(
1− β
3
)− qǫ3. It follows that
P
[
β|σ(i)|
n
> ǫ
]
≤ C exp
[
−nǫ
2
12
(
1− β
3
)
+ nqǫ3
]
.
Choose ǫ = ǫ(n) such that ǫ2 = 12 log(n)
n(1−β3 )
. Then P
[
β|σ(i)|
n
> ǫ
]
≤ C′
n
, and so it follows from
from the bound in (10) that
a
n3/2
E
∣∣∣∣∣
n∑
i=1
[
r
(
β|σ(i)|
n
)](
σ(i)
|σ(i)|
)∣∣∣∣∣ ≤ baǫ
2
√
n
+
a√
n
P
[
β|σ(1)|
n
> ǫ
]
≤ cβ log(n)
n3/2
.
19
This completes the proof of part (a).
For part (b), recall from Lemma 15 that R′ is given by
R′ =
(
1− β
3
n
)[
1
n
n∑
i=1
3σiσ
T
i − Id
]
− 2β
3n2
WnW
T
n +
2β
3n4
n∑
i=1
σiσ
T
i
+
a2
n2
n∑
i=1
{[
2
3
− 2c coth (c)− 2
c2
]
Pi +
[
coth(c)
c
− 1
c2
− 1
3
]
P⊥i
−
[
coth(c)− 1
c
− c
3
]
(riσ
T
i + σir
T
i )
}
.
For x ∈ Rn, ‖xxT ‖HS = |x|2, and so
E‖WnW Tn ‖HS = E|Wn|2 ≤ 3
and
E‖σiσTi ‖HS = E|σi|2 = 1,
which quickly takes care of the middle two terms.
Estimating E‖ 1
n
∑n
i=1(3σiσ
T
i − Id)‖HS is a bit more involved. First, recall that ‖A‖HS =√
Tr (AAT ), and so by the Cauchy-Schwarz inequality,
E
∥∥∥∥∥ 1n
n∑
i=1
(3σiσ
T
i − Id)
∥∥∥∥∥
HS
≤ 1
n
√√√√ n∑
i,j=1
ETr
[
(3σiσTi − Id)(3σjσTj − Id)
]
.
Now,
ETr
[
(3σiσ
T
i − Id)2
]
= E
[
9Tr (σiσ
T
i σiσ
T
i )− 6Tr (σiσTi ) + Id
]
= 9E|σi|4 − 6E|σi|2 + 3 = 6.
Similarly, for i 6= j,
ETr
[
(3σiσ
T
i − Id)(3σjσTj − Id)
]
= 9E
[〈σi, σj〉2]− 3.
Observe that
E
[〈σ1, σ2〉2 ∣∣{σi}i 6=1] = σT2 E [σ1σT1 ∣∣{σi}i 6=1]σ2
= σT2
(
1
Z1
∫
S2
θθT exp
[
β
n
〈
θ, σ(1)
〉]
dµ(θ)
)
σ2
= σT2
([
1− 2c coth(c)− 2
c2
]
Pi +
[
c coth(c)− 1
c2
]
P⊥i
)
σ2,
where we have made use of the computation of expression (8) carried out earlier, and again
c = β|σ
(1)|
n
, Pi denotes orthogonal projection onto the span of σ
(1), and P⊥i denotes orthogonal
projection onto the orthogonal complement of the span of σ(1). Once again making use of
the fact that c = o(1) with high probability, and so coth(c)− 1
c
≈ c
3
− c3
45
,
E
[〈σ1, σ2〉2 ∣∣{σi}i 6=1] ≈ σT2
(
1
3
Id+
2c2
45
Pi − c
2
45
P⊥i
)
σ2 =
1
3
− c
2
45
+
c2
15
E
[
σT2 σ1σ
T
1 σ2
∣∣{σi}i 6=1] .
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Taking expectation of both sides yields
E
[〈σ1, σ2〉2] ≈ 1
3
+ E
[
− c
2
45
+
c2
15
〈σ1, σ2〉2
]
,
so that
ETr
[
(3σiσ
T
i − Id)(3σjσTj − Id)
] ≈ E [−c2
5
+
3c2
5
〈σ1, σ2〉2
]
.
The error incurred in this approximation (for each pair i 6= j) is
E
∣∣∣∣9σT2
([
2
3
− 2c coth(c)− 2
c2
− 2c
2
45
]
Pi +
[
c coth(c)− 1
c2
− 1
3
+
c2
45
]
P⊥i
)
σ2
∣∣∣∣ ≤ r1Ec3,
where r1 is a universal constant.
Now,
Ec2 =
β2
n2
∑
i,j>1
E 〈σi, σj〉 ≤ β
2
n2
[
n− 1 + (n− 1)(n− 2) β
n(3− β)
]
≤ 3β
2
n(3− β) ,
and one can then trivially also estimate that
Ec3 ≤ 3β
3
n(3− β) ,
and so
E
∥∥∥∥∥ 1n
n∑
i=1
(3σiσ
T
i − Id)
∥∥∥∥∥
HS
≤
√
6 + r2(β
2+β3)
(3−β)
n
.
The remaining term of the error R′ is what was called R′′ in the proof of Lemma 15, for
which the remainder from Taylor’s theorem also suffices:
E‖R′′‖HS ≤ a
2
n2
n∑
i=1
E
{∥∥∥∥
[
2
3
− 2c coth (c)− 2
c2
]
Pi
∥∥∥∥
HS
+
∥∥∥∥
[
coth(c)
c
− 1
c2
− 1
3
]
P⊥i
∥∥∥∥
HS
−
∥∥∥∥
[
coth(c)− 1
c
− c
3
]
(riσ
T
i + σir
T
i )
∥∥∥∥
HS
}
≤ c1(3− β)β
n3
n∑
i=1
E|σ(i)|
≤ c1
√
3(3− β)β
n3/2
,
for a universal constant c1, using the facts that ‖Pi‖HS, ‖P⊥i ‖HS and ‖riσTi ‖HS are all
bounded by
√
2 or better and that E|σ(i)| ≤
√
3n
3−β .
This completes the proof of part (b).
Finally, part (c) is trivial:
E|W ′n −Wn|3 =
a3
n3/2
E|σ′I − σI | ≤
8a3
n3/2
.
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5 The total spin in the supercritical phase
In order to obtain a proof of Theorem 11, we apply the following version of Stein’s abstract
normal approximation theorem (see [19], p. 35). The formulation below is essentially due to
Rinott and Rotar ([18], Thm 1.2), and is a univariate analog of Theorem 14 from the the
previous section.
Theorem 17. Let h : R → R be bounded with bounded derivative. Suppose that (W,W ′) is
an exchangeable pair and let F be a σ-field with respect to which W is measureable. Suppose
further that there is λ > 0 and an F-measurable random variable R such that
E[W ′ −W ∣∣F] = −λW +R.
Then if Z is a centered Gaussian random variable with variance σ2,
∣∣Eh(W )−Eh(Z)∣∣ ≤√π
2
‖h‖∞E|R|
λ
+2‖h‖∞E
∣∣∣∣σ2 − 12λE [(W ′ −W )2
∣∣F]∣∣∣∣+‖h′‖∞E|W ′ −W |34λ .
To apply Theorem 17 to Wn =
√
n
[
β2
n2k22
∣∣∣∑nj=1 σj∣∣∣2 − 1
]
, we construct an exchangeable
pair (Wn,W
′
n) using the Gibbs sampler as before; that is, define W
′
n by first replacing a
randomly chosen spin in {σi} according to its conditional distribution given the rest of the
spins. The following lemma contains the bounds needed to obtain Theorem 11 from Theorem
17; with them, the proof of Theorem 11 is immediate.
Lemma 18. For cβ a constant depending only on β, (Wn,W
′
n) as constructed above, and
g(x) = coth(x)− 1
x
,
(a) for λ = (1−βg
′(k2))
n
,
E
[
W ′n −Wn
∣∣σ] = −λWn +R and E|R| ≤ cβ log(n)
n3/2
;
(b) for σ2 = 4β
2
(1−βg′(k2))k22
[
1
k22
− 1
sinh2(k2)
]
,
E
∣∣∣∣σ2 − 12λE [(W ′n −Wn)2
∣∣σ]∣∣∣∣ ≤ cβ(log(n))1/4n1/4 ;
(c) E|W ′n −Wn|3 ≤ cβn3/2 .
Proof. First note that it is shown in the Appendix (Lemma 23) that βg′(k2) = β
(
1
k22
− 1
sinh2(k2)
)
<
1, so that for λ and σ2 as defined above are both strictly positive.
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Now,
E
[
W ′n −Wn
∣∣σ]
= − β
2
n5/2k22
n∑
i=1
[
2
∑
k 6=i
〈σi, σk〉 − E
[
2
∑
k 6=i
〈σi, σk〉
∣∣{σj}j 6=i
]]
= − 2β
2
n5/2k22


∣∣∣∣∣
n∑
i=1
σi
∣∣∣∣∣
2
− n

+ 2β2
n5/2k22
n∑
i=1
[
coth
(
β|σ(i)|
n
)
− n
β|σ(i)|
]
|σ(i)|
= −2
n
Wn − 2√
n
+
2β2
n3/2k22
+
2β2
n5/2k22
n∑
i=1
[
coth
(
β|σ(i)|
n
)
− n
β|σ(i)|
]
|σ(i)|.
(11)
For notational convenience, let g(x) := coth(x) − 1
x
. The first simplification to the
expression in (11) is to observe that |σ(i)| = |Sn − σi| is close to |Sn| for each i; the error
incurred by replacing each |σ(i)| with |Sn| is estimated as follows. First,∣∣∣∣g
(
β|σ(i)|
n
)
− g
(
β|Sn|
n
)∣∣∣∣ ≤ ‖g′‖∞
∣∣∣∣β|σ(i)|n − β|Sn|n
∣∣∣∣ ≤ ‖g′‖∞βn ,
since Sn − σ(i) = σi, which has length 1. It follows that
2β2
n5/2k22
n∑
i=1
E
[∣∣∣∣g
(
β|σ(i)|
n
)
− g
(
β|Sn|
n
)∣∣∣∣ |σ(i)|
]
≤ 2‖g
′‖∞β3
n3/2k22
,
since |σ(i)| ≤ n. Next, observe that
2β2
n5/2k22
n∑
i=1
E
[∣∣∣∣g
(
β|Sn|
n
)∣∣∣∣ ∣∣∣|σ(i)| − |Sn|∣∣∣
]
≤ 2‖g‖∞β
2
n3/2k22
,
and so
2β2
n5/2k22
n∑
i=1
E
[∣∣∣∣g
(
β|σ(i)|
n
)
|σ(i)| − g
(
β|Sn|
n
)
|Sn|
∣∣∣∣
]
≤ 2β
2
n5/2k22
n∑
i=1
E
[∣∣∣∣g
(
β|σ(i)|
n
)
− g
(
β|Sn|
n
)∣∣∣∣ |σ(i)|+
∣∣∣∣g
(
β|Sn|
n
)∣∣∣∣ ∣∣∣|σ(i)| − |Sn|∣∣∣
]
≤ 2‖g
′‖∞β3 + 2‖g‖∞β2
n3/2k22
;
that is,
E
[
W ′n −Wn
∣∣σ] = −2
n
Wn − 2√
n
+
2β2
n3/2k22
g
(
β|Sn|
n
)
|Sn|+R1, (12)
where E|R1| ≤ cβn3/2 .
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We next approximate g
(
β|Sn|
n
)
by a first-order Taylor polynomial, making use of the
LDP for |Sn| (Theorem 5). We have that
lim sup
n→∞
1
n
Pn,β
[∣∣∣∣ |Sn|n − k2β
∣∣∣∣ ≥ ǫ
]
≤ − inf
||x|− k2β |≥ǫ
Iβ(x), (13)
where
Iβ(x) = Φβ(y)− ϕ(β), Φβ(y) = y|x|+ log
(
y
sinh(y)
)
− β
2
|x|2,
and y is uniquely defined by
coth(y)− 1
y
= |x|.
Recall also that
ϕ(β) = inf
x≥0
Φβ(y) =
k22
2β
+ log
(
k2
sinh(k2)
)
.
It was moreover shown in the Appendix (Lemmas 22 and 23) that |x| = k2
β
corresponding to
y = k2 is the unique minimizing set for Φβ , and that Φβ(y) is decreasing as a function of |x|
on
[
0, k2
β
]
and increasing on
[
k2
β
,∞
)
. This means in particular that
inf
||x|− k2β |≥ǫ
Iβ(x) = min
{
Iβ
(
y
(
k2
β
+ ǫ
))
, Iβ
(
y
(
k2
β
− ǫ
))}
,
where by Iβ(y(t)) we mean the value that Iβ(y) takes on for all x with |x| = t and y defined
in terms of |x| as above.
Now, we know that Φβ(y) is minimized on |x| = k2β , so that Φ′β (k2) = 0. It is shown in
the Appendix (Lemma 23) that Φ′′β (k2) > 0, so that there is a constant Kβ such that
inf
||x|− k2β |≥ǫ
Iβ(x) ≥ Kβǫ2,
and so
Pn,β
[∣∣∣∣ |Sn|n − k2β
∣∣∣∣ ≥ ǫ
]
≤ e−Kβnǫ2.
Applying this estimate then yields
E
∣∣∣∣ 2β2n3/2k22
[
g
(
β|Sn|
n
)
− g (k2)− g′(k2)
(
β|Sn|
n
− k2
)]
|Sn|
∣∣∣∣
≤ 2β
2
n3/2k22
‖g′′‖∞ǫ2E
∣∣∣∣|Sn|1
(∣∣∣∣β|Sn|n − k2
∣∣∣∣ ≤ ǫ
)∣∣∣∣
+
2β2
n3/2k22
[
2‖g‖∞ + ‖g′‖∞(β + k2)
]
E
∣∣∣∣|Sn|1
(∣∣∣∣β|Sn|n − k2
∣∣∣∣ ≥ ǫ
)∣∣∣∣
≤ 2β
2
√
nk22
[
Cǫ2 + C ′e−Kβnǫ
2
]
,
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where we have also used the trivial estimate |Sn| ≤ n in the last line. Choosing ǫ2 = log(n)Kβn
gives that
E
∣∣∣∣ 2β2n3/2k22
[
g
(
β|Sn|
n
)
− g (k2)− g′(k2)
(
β|Sn|
n
− k2
)]
|Sn|
∣∣∣∣ ≤ cβ log(n)n3/2 ,
for some constant cβ depending only on β.
Combining this estimate with (12) and recalling that g(k2) =
k2
β
gives that
E
[
W ′n −Wn
∣∣σ] = −2
n
Wn +
2√
n
[
β|Sn|
nk2
− 1
]
+
2β2g′(k2)
n3/2k22
(
β|Sn|
n
− k2
)
|Sn|+R2, (14)
where E|R2| ≤ cβ log(n)n3/2 .
Now, observe that
|Sn| = nk2
β
√
1 +
Wn√
n
=
nk2
β
(
1 +
Wn
2
√
n
+R3
)
,
where |R3| ≤ C|Wn|
2
n
. This means that the second term of (14) is
Wn
n
+
2R3√
n
,
and E
∣∣∣2R3√n ∣∣∣ ≤ Cn3/2E|Wn|2 ≤ C log(n)n3/2 , using the LDP as above. Similarly,
2β2g′(k2)
n3/2k22
E
∣∣∣∣
(
β|Sn|
n
− k2
)
|Sn| − k2Wn
2
√
n
|Sn|
∣∣∣∣ ≤ cβn5/2E [|Wn|2|Sn|]] ≤ cβ log(n)n3/2 ,
and
2β2g′(k2)
n3/2k22
E
∣∣∣∣k2Wn2√n |Sn| −
√
nk22Wn
2β
∣∣∣∣ ≤ 2β2g′(k2)n3/2k22 E
[
Ck22|Wn|2
4β
]
≤ cβ log(n)
n3/2
,
again using that E|Wn|2 ≤ log(n). Combining these estimates with (14) yields
E
[
W ′n −Wn
∣∣σ] = −(1− βg′(k2))
n
Wn +R4, (15)
where again E|R4| ≤ cβ log(n)n3/2 . This completes the proof of part (a).
For part (b), observe that by definition,
E
[
(W ′n −Wn)2
∣∣σ] = β4
n4k42
n∑
i=1
E

(2∑
j 6=i
〈σ∗i − σi, σj〉
)2∣∣∣∣∣∣ σ, I = i


=
4β4
n4k42
n∑
i=1
∑
j,k 6=i
E
[
σTj (σ
∗
i − σi)(σ∗i − σi)Tσk
∣∣σ, I = i] .
(16)
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Now, E
[
(σ∗i − σi)(σ∗i − σi)T
∣∣σ, I = i] was already computed exactly in the β < 3 case, and
was found to be
E
[
(σ∗i − σi)(σ∗i − σi)T
∣∣σ, I = i] = {[1− 2ci coth (ci)− 2
c2i
]
Pi +
[
coth(ci)
ci
− 1
c2i
]
P⊥i
−
[
coth(ci)− 1
ci
]
(riσ
T
i + σir
T
i ) + σiσ
T
i
}
,
where ci =
β|σ(i)|
n
, ri =
σ(i)
|σ(i)| , and Pi is orthogonal projection onto ri.
Recall that
Pn,β
[∣∣∣∣β|σ(i)|n − k2(n− 1)n
∣∣∣∣ ≥ ǫ
]
≤ e−Kβnǫ2
and that
coth(k2)− 1
k2
=
k2
β
.
Using this above,
E
[
(σ∗i − σi)(σ∗i − σi)T
∣∣σ, I = i] = (1− 2
β
)
Pi +
1
β
P⊥i −
k2
β
(riσ
T
i + σir
T
i ) + σiσ
T
i +R
′
i
=
1
β
Id+
(
1− 3
β
)
Pi − k2
β
(riσ
T
i + σir
T
i ) + σiσ
T
i +R
′
i,
(17)
where
R′i =
(
g(ci)
ci
− 1
β
)
Id+
(
3g(ci)
ci
− 3
β
)
Pi −
(
g(ci)− k2
β
)(
riσ
T
i + σir
T
i
)
.
Ignoring the R′i for the moment and putting the main term of (17) into (16) yields
4β4
n4k42
∑
i
∑
j,k 6=i
[
1
β
〈σj , σk〉+
(
1− 3
β
)
σTj Piσk −
k2
β
(σTj riσ
T
i σk + σ
T
j σir
T
i σk) + σ
T
j σiσ
T
i σk
]
.
The first term is
4β3
n4k42
∑
i
∑
j,k 6=i
〈σj , σk〉 = 4β
3
n4k42
n∑
i=1
|σ(i)|2.
For the second term, note that σTj Piσk = Tr (σkσ
T
j rir
T
i ), and so∑
j,k 6=i
σTj Piσk = Tr
(
σ(i)[σ(i)]T rir
T
i
)
=
〈
σ(i), ri
〉2
= |σ(i)|2
and thus
4β4
n4k42
∑
i
∑
j,k 6=i
(
1− 3
β
)
σTj Piσk =
4β4
n4k42
(
1− 3
β
)∑
i
|σ(i)|2.
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Similarly, for the first half of the third term,
− 4β
3
n4k32
∑
i
∑
j,k 6=i
σTj riσ
T
i σk = −
4β3
n4k32
∑
i
|σ(i)| 〈σ(i), σi〉 ,
and the second half is the same. Finally,
4β4
n4k42
∑
i
∑
j,k 6=i
σTj σiσ
T
i σk =
4β4
n4k42
∑
i
〈
σi, σ
(i)
〉2
;
all together,
E
[
(W ′n −Wn)2
∣∣σ] = 4β4
n4k42
∑
i
[(
1− 2
β
)
|σ(i)|2 − 2k2
β
|σ(i)| 〈σi, σ(i)〉+ 〈σi, σ(i)〉2
]
+
4β4
n4k42
∑
i
∑
j,k 6=i
σTj R
′
iσk.
In order to apply Theorem 17, one must recognize in this expression a deterministic part
(which is then called 2λσ2, from which σ2 is then determined), plus a mean zero part. With
this motivation in mind, we write
E
[
(W ′n −Wn)2
∣∣σ]
=
4β4
n3k42
[
2
(
1− 2
β
)
(n− 1)2k22
β2
− 2n
2k42
β4
]
+
4β4
n4k42
∑
i
(
1− 2
β
)(
|σ(i)|2 − (n− 1)
2k22
β2
)
+
4β4
n4k42
∑
i
[
−2k2
β
(
|σ(i)| 〈σi, σ(i)〉− n2k32
β3
)
+
〈
σi, σ
(i)
〉2 − (1− 2
β
)
(n− 1)2k22
β2
]
+
4β4
n4k42
∑
i
∑
j,k 6=i
σTj R
′
iσk,
(18)
and define σ such that, to top order in n,
4β4
n3k42
[
2
(
1− 2
β
)
(n− 1)2k22
β2
− 2n
2k42
β4
]
= 2λσ2,
for λ = 1−βg
′(k2)
n
as above. Note that the top order in n of the expression inside the paren-
theses can be simplified to
2n2k22
β2
[
1− 2
β
− k
2
2
β2
]
=
2n2k22
β2

1− 2
(
coth(k2)− 1k2
)
k2
−
(
coth(k2)− 1
k2
)2
=
2n2k22
β2
[
1− cosh
2(k2)
sinh2(k2)
+
1
k22
]
=
2n2k22
β2
[
1
k22
− 1
sinh2(k2)
]
> 0,
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so defining σ in this way does in fact yield a strictly positive value of σ2 which depends only
on β and is independent of n.
Then to apply Theorem 17 it is necessary to estimate the expected absolute value of each
of the terms above (except the 2λσ2 part).
For the first term, it follows as before from the LDP for |σ(i)| that
E
∣∣∣∣|σ(i)|2 − (n− 1)2k22β2
∣∣∣∣ ≤ (n− 1)2 [ǫ+ e−Kβ(n−1)ǫ2] ;
taking ǫ =
√
log(n)
Kβ(n−1) shows that
E
∣∣∣∣|σ(i)|2 − (n− 1)2k22β2
∣∣∣∣ ≤ cβ√log(n)n3/2.
Next, observe that∣∣〈σi, σ(i)〉 |σ(i)| − 〈σi, Sn〉 |Sn|∣∣ ≤ ∣∣〈σi, σ(i)〉∣∣+ |Sn| ≤ 2n.
Moreover,
4β4
n4k42
E
∣∣∣∣∣
∑
i
2k2
β
(
|Sn| 〈σi, Sn〉 − n
2k32
β3
)∣∣∣∣∣ = 8β
3
n4k3
E
∣∣∣∣|Sn|3 − n3k32β3
∣∣∣∣ ≤ cβ
√
log(n)
n3/2
.
Now, using the same definitions for g, ci, ri and Pi as before,
E
[〈
σi, σ
(i)
〉2]
= E
[∑
j,k 6=i
σTj E
[
σiσ
T
i
∣∣{σℓ}ℓ 6=i]σk
]
= E
[∑
j,k 6=i
σTj
[(
1− 3g(ci)
ci
)
Pi +
g(ci)
ci
Id
]
σk
]
= E
[(
1− 2g(ci)
ci
)
|σ(i)|2
]
;
this explains the choice of constants in (18). Furthermore,
E
[∑
i
(〈
σi, σ
(i)
〉2 − (1− 2
β
)
(n− 1)2k22
β2
)]2
= nE
(〈
σ1, σ
(1)
〉2 −(1− 2
β
)
(n− 1)2k22
β2
)2
+ n(n− 1)E
(〈
σ1, σ
(1)
〉2 − (1− 2
β
)
(n− 1)2k22
β2
)(〈
σ2, σ
(2)
〉2 −(1− 2
β
)
(n− 1)2k22
β2
)
.
(19)
The first term will simply be estimated by cβn
5. For the second, first let σ(1,2) :=
∑
j>2 σj
and observe that∣∣∣E 〈σ1, σ(1)〉2 〈σ2, σ(2)〉2 − E 〈σ1, σ(1)〉2 〈σ2, σ(1,2)〉2∣∣∣ ≤ Cn3.
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Now,
E
〈
σ1, σ
(1)
〉2 〈
σ2, σ
(1,2)
〉2
= E
[∑
i,j>1
∑
k,ℓ>2
σTi σ1σ
T
1 σjσ
T
k σ2σ
T
2 σℓ
]
= E
[∑
i,j>1
∑
k,ℓ>2
σTi E
[
σ1σ
T
1
∣∣{σm}m>1]σjσTk σ2σT2 σℓ
]
= E
[(
1− 2g(c1)
c1
)
|σ(1)|2 〈σ2, σ(1,2)〉2
]
By the LDP for σ(1), we can replace g(c1)
c1
by 1
β
and |σ(1)| by (n−1)k2
β
, incurring an error of size
cβ
√
log(n)n7/2. At this point we are left with
E
[(
1− 2
β
)
(n− 1)2k22
β2
〈
σ2, σ
(1,2)
〉2]
.
We can now go back to σ(2) instead of σ(1,2) (with another loss of order n3), and therefore
replace the last expression with
E
[(
1− 2
β
)
(n− 1)2k22
β2
(
1− 2g(c2)
c2
)
|σ(2)|2
]
,
(using the expression for E[
〈
σi, σ
(i)
〉
] obtained above). One final application of the LDP for
σ(2) now means that, with loss of the same order as before, this expression is equal to(
1− 2
β
)2
(n− 1)4k42
β4
.
Using these approximations in (19) now yields
E
[∑
i
(〈
σi, σ
(i)
〉2 −(1− 2
β
)
(n− 1)2k22
β2
)]2
≤ cβ
√
log(n)n11/2,
and so
4β4
n4k42
E
∣∣∣∣∣
∑
i
(〈
σi, σ
(i)
〉2 − (1− 2
β
)
(n− 1)2k22
β2
)∣∣∣∣∣ ≤ cβ(log(n))1/4n−5/4.
Exactly the same sorts of arguments using LDP for σ(i) also imply that all the errors
from the R′i terms are smaller than those already accounted for.
Finally, part (c) is trivial:
E|W ′n −Wn|3 =
8β6
n9/2k62
E
∣∣∣∣∣
∑
j 6=I
〈σ∗I − σI , σj〉
∣∣∣∣∣
3
≤ 8β
6
n3/2k62
.
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6 The critical temperature
As in the previous section, we begin with an discussion of the correct normalization for Sn
in the current regime. Recall that the LDP for |Sn| (Theorem 5) implies in particular that
P
[
3|Sn|
n
> ǫ
]
≤ C exp
[
−n
2
inf{I3(x) : x ≥ ǫ}
]
,
where
I3(x) = c coth(c)− 1− log
(
sinh(c)
c
)
− 3
2
∣∣∣∣coth(c)− 1c
∣∣∣∣
2
,
and c is the unique element of R+ such that |x| = coth(c)− 1
c
. It is shown in the appendix
that I3(x) is increasing, and thus inf{I3(x) : x ≥ ǫ} = I3(ǫ). Moreover, there is a universal
constant r > 0 such that for ǫ ∈ (0, 1), I3(ǫ) ≥ rǫ4 (note in particular the difference from
the subcritical case). It follows that
P
[
3|Sn|
n
> ǫ
]
≤ C exp [−cnǫ4] .
for some constant c > 0, and so
E
[
3|Sn|
n
]
≤ ǫ+ 3C exp [−cnǫ4] .
Choosing ǫ4 = log(n)
cn
shows that E[|Sn|] ≤ C
4
√
log(n)
n3/4
. This at least suggests what turns out to
be the correct normalization for the total spin. In fact, one can use a modification of the
argument given in the beginning of section 4 to show that
E|Sn|2 = n + E
[
|Sn|2 − |Sn|
4
5n2
− 2|Sn|
2
n
+
2 · 35|Sn|6
945n4
+ lower order terms
]
,
from which it eventually follows that, to top order in n, there is a c3 such that
E|Sn|2 = n
3/2
c3
E|Sn|4 = 5n3.
The proof of the limit theorem for Wn =
C3|Sn|2
n3/2
is essentially via the so-called “density
approach” to Stein’s method introduced by Stein, Diaconis, Holmes and Reinert [20]; see
also the recent work of Chatterjee and Shao [5], with an application to the total spin of the
mean-field Ising model (i.e., the Curie-Weiss model). The following theorem provides the
framework we use for the approximation; the proof is given in Section 7.2 of the Appendix.
Theorem 19. Let (W,W ′) be an exchangeable pair of positive random variables. Suppose
there exists a σ-field F ⊇ σ(W ), F-measurable random variables R and R′ and k > 0
deterministic such that
E
[
W ′ −W ∣∣F] = 3k(1− cW 2)+R
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and
E
[
(W ′ −W )2∣∣F] = kW +R′.
Let X have density
p(t) =
{
1
z
x5e−
ct2
2 t ≥ 0;
0 t < 0.
Then there are constants C1, C2, C3 depending only on c such that for all h ∈ C2(R),
∣∣Eh(W )− Eh(X)∣∣ ≤ C1‖h‖∞
k
E|R|+
(
C2(‖h‖∞ + ‖h′‖∞)
k
)
E|R′|
+
(
C3(‖h‖∞ + ‖h′‖∞ + ‖h′′‖∞)
k
)
E|W ′ −W |3.
Within this framework, we proceed as before: recall that we have definedWn =
c3
n3/2
∑n
i,j=1 〈σi, σj〉 ,
and make an exchangeable pair (Wn,W
′
n) by replacing a random spin using the Gibbs sam-
pler. The following lemma gives the bounds needed to apply Theorem 19 in this setting.
Lemma 20. There is a universal constant C such that for (Wn,W
′
n) as constructed above,
k = 2c3
3n3/2
and c = 1
5c23
,
(a) E
[
W ′n −Wn
∣∣σ] = 3k (1− cW 2n) +R and E|R| ≤ C log(n)n2 ;
(b) E
[
(W ′n −Wn)2
∣∣σ] = kWn +R′, and E|R′| ≤ C log(n)n2 ;
(c) E|W ′n −Wn|3 ≤ C log(n)n9/4 .
The proof of Theorem 12 is now immediate. To prove Theorem 13, the same smoothing
argument as in the subcritical case can be carried out; again, see Section 3 of [17] for a
detailed example.
Proof of Lemma 20. For part (a),
E
[
W ′n −Wn
∣∣σ] = − c3
n5/2
n∑
i=1
[
2
∑
k 6=i
〈σi, σk〉 − E
[
2
∑
k 6=i
〈σi, σk〉
∣∣{σj}j 6=i
]]
= −2
n
Wn +
2c3
n3/2
+
2c3
n5/2
n∑
i=1
g
(
3|σ(i)|
n
)
|σ(i)|
(20)
just as in the supercritical case, again using the notation g(x) = coth(x) − 1
x
. Now, near
zero, g(x) = x
3
− x3
45
+O(x5). Using this above,
n∑
i=1
g
(
3|σ(i)|
n
)
|σ(i)| =
n∑
i=1
[ |σ(i)|2
n
− |σ
(i)|4
5n3
+O
( |σ(i)|6
n5
)]
.
Note that
1
n
n∑
i=1
|σ(i)|2 =
∑
j,k
〈σj , σk〉 − 2
n
∑
i,j
〈σi, σj〉+ 1 = n
3/2Wn
c3
− 2
√
nWn
c3
+ 1.
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Similarly,
− 1
5n3
n∑
i=1
|σ(i)|4 = −nW
2
n
5c23
+
4W 2n
5c23
− 4
∑
i 〈σi, Sn〉2
5n3
− 2Wn
5c3
√
n
+
Wn
5n3/2c3
+
1
5n2
.
Using these expressions in (20) yields
E
[
W ′n −Wn
∣∣σ] = 2c3
n3/2
− 2W
2
n
5c3n3/2
+R,
where
R = −4Wn
n2
+
8W 2n
5c3n5/2
+
CW 3n
n2c23
+
R˜(σ)
n5/2
,
C is a universal constant, and furthermore, R˜(σ) ≤ C almost surely. Note in particular the
cancellation of the 2
n
Wn terms, which is the crucial difference from the subcritical case, and
the reason that the limiting distribution of the total spin is not Gaussian for β = 3.
Recall that the LDP for µσ,n gives us that EWn,EW
2
n ,EW
3
n ≤ log(n), and so it follows
that E|R| ≤ C log(n)
n2
. This completes the proof of (a).
For part (b), from the definition as before,
E
[
(W ′n −Wn)2
∣∣σ] = c23
n4
n∑
i=1
∑
j,k 6=i
E
[
σTj (σ
∗
i − σi)(σ∗i − σi)Tσk
∣∣σ, I = i] . (21)
Now, E
[
(σ∗i − σi)(σ∗i − σi)T
∣∣σ, I = i] was computed exactly in the β < 3 case, and was found
to be
E
[
(σ∗i − σi)(σ∗i − σi)T
∣∣σ, I = i] = {[1− 2ci coth (ci)− 2
c2i
]
Pi +
[
coth(ci)
ci
− 1
c2i
]
P⊥i
−
[
coth(ci)− 1
ci
]
(riσ
T
i + σir
T
i ) + σiσ
T
i
}
,
where ci =
β|σ(i)|
n
, ri =
σ(i)
|σ(i)| , Pi is orthogonal projection onto ri, and P
⊥
i is orthogonal
projection onto the orthogonal complement of ri.
Recall that g(x) = coth(x)− 1
x
≈ x
3
for small x. Using this above,
E
[
(σ∗i − σi)(σ∗i − σi)T
∣∣σ, I = i] = 1
3
Id− ci
3
(riσ
T
i + σir
T
i ) + σiσ
T
i +R
′
i, (22)
where
R′i =
(
g(ci)
ci
− 1
3
)
Id−
(
g(ci)− ci
3
) (
riσ
T
i + σir
T
i
)
.
Ignoring the R′i for the moment and putting the main term of (22) into (21) yields
c23
n4
∑
i
∑
j,k 6=i
[
1
3
〈σj , σk〉 − ci
3
(σTj riσ
T
i σk + σ
T
j σir
T
i σk) + σ
T
j σiσ
T
i σk
]
.
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The first term is
c23
3n4
∑
i
∑
j,k 6=i
〈σj , σk〉 = c
2
3
3n4
n∑
i=1
|σ(i)|2.
The first half of the second term is
− c
2
3
3n4
∑
i
∑
j,k 6=i
ciσ
T
j riσ
T
i σk = −
c23
3n4
∑
i
ci|σ(i)|
〈
σ(i), σi
〉
= − c
2
3
n5
∑
i
|σ(i)|2 〈σ(i), σi〉 ,
and the second half is the same. Finally,
c23
n4
∑
i
∑
j,k 6=i
σTj σiσ
T
i σk =
c23
n4
∑
i
〈
σi, σ
(i)
〉2
;
all together,
E
[
(W ′n −Wn)2
∣∣σ] = c23
n4
∑
i
[
1
3
|σ(i)|2 − 2
n
|σ(i)|2 〈σi, σ(i)〉 + 〈σi, σ(i)〉2
]
+
c23
n4
∑
i
∑
j,k 6=i
σTj R
′
iσk
=
c23
n4
∑
i
[
2
3
|σ(i)|2 − 2
n
|σ(i)|2 〈σi, σ(i)〉
]
+
c23
n4
∑
i
∑
j,k 6=i
σTj R
′
iσk
=
2c23
3n3
(
|Sn|2 − |Sn|
2
n
+ 1
)
− 2c
2
3
n5
∑
i
|σ(i)|2 〈σi, σ(i)〉 + c23
n4
∑
i
∑
j,k 6=i
σTj R
′
iσk,
where the computation for E
[〈
σi, σ
(i)
〉2]
from the supercritical case has been used. Recall
that the main term should be kWn =
2c3Wn
3n3/2
and indeed it is. It is a routine collection of
arguments very similar to those in the previous sections to show that the remaining terms
are bounded in expectation by C log(n)
n2
.
Finally, part (c) is straightforward as usual:
E|W ′n −Wn|3 =
8c33
n9/2
E
∣∣∣∣∣
∑
j 6=I
〈σ∗I − σI , σj〉
∣∣∣∣∣
3
=
8c33
n9/2
E |〈σ∗I − σI , Sn − σI〉|3
≤ 8c
3
3
n9/2
[
8E|Sn|3 + 8
] ≤ C log(n)
n9/4
.
7 Appendix
7.1 Calculus of Φβ
Recall that the free energy is obtained by minimizing the function
Φβ(x) := log
(
x
sinh(x)
)
+ x coth(x)− 1− β
2
(
coth(x)− 1
x
)2
.
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In the following lemmas, we explicitly identify the minima for all β > 0, and obtain an
estimate used in the proof of Lemma 14.
Lemma 21. If β ≤ 3, then
inf
x≥0
{
log
(
x
sinh(x)
)
+ x
(
coth(x)− 1
x
)
− β
2
(
coth(x)− 1
x
)2}
= 0,
achieved only at x = 0.
Proof. We show first that the expression to be minimized is increasing. Differentiating the
expression in question yields[
sinh(x)
x
] [
sinh(x)− x cosh(x)
sinh2(x)
]
+
[
coth(x)− 1
x
]
+ x
[
1
x2
− 1
sinh2(x)
]
− β
[
coth(x)− 1
x
] [
1
x2
− 1
sinh2(x)
]
=
[
1
x2
− 1
sinh2(x)
] [
x− β
(
coth(x)− 1
x
)]
.
Expanding sinh(x) in a Taylor series,
sinh2(x) =
(
x+
∞∑
n=1
x2n+1
(2n+ 1)!
)2
> x2.
The problem is therefore reduced to showing that
x− β
(
coth(x)− 1
x
)
> 0,
or alternatively,
β <
x2
x coth(x)− 1 .
Clearly showing this for β = 3 suffices to prove the lemma. Rearranging yet again, this is
equivalent to showing that
coth(x)− 1
x
<
x
3
.
Expanding coth(x) in terms of e2x and rearranging terms, this is furthermore equivalent to
showing that (
1− x+ x
2
3
)
e2x > 1 + x+
x2
3
.
Expanding e2x in a Taylor series, the left-hand side of the inequality above is given by
1 + x+
x2
3
+
∞∑
n=3
xn
[
2n
n!
− 2
n−1
(n− 1)! +
2n−2
3(n− 2)!
]
= 1 + x+
x2
3
+
∞∑
n=3
2n−2xn
3n!
[(
n− 7
2
)2
− 1
4
]
.
34
It is easy to see that the n = 3 and n = 4 terms in the power series above are zero and that
the rest are all positive, thus completing the proof that the expression to be minimized is
increasing. Moreover, recall that limx→0 coth(x)− 1x = 0 and limx→0 xsinh(x) = 1, so
lim
x→0
{
log
(
x
sinh(x)
)
+ x
(
coth(x)− 1
x
)
− β
2
(
coth(x)− 1
x
)2}
= 0.
Lemma 22. For β > 3, there is a unique value of x ∈ (0,∞) which minimizes
log
(
x
sinh(x)
)
+ x
(
coth(x)− 1
x
)
− β
2
(
coth(x)− 1
x
)2
over [0,∞).
Proof. From the previous proof, we have that the derivative of the expression to be minimized
is [
1
x2
− 1
sinh2(x)
] [
x− β
(
coth(x)− 1
x
)]
∼ (3− β)x
9
,
for x near zero. For β > 3, it follows that x = 0 is a local maximum of the expression on
[0,∞). As x tends to infinity, the expression to be minimized is asymptotic to log(x), and
there is therefore at least one interior minimum. Since 1
x2
− 1
sinh2(x)
> 0, it must be the case
that at this interior minimum,
x− β
(
coth(x)− 1
x
)
= 0;
that is,
β =
x
coth(x)− 1
x
.
In fact, the function g(x) = x
coth(x)− 1
x
is strictly increasing on (0,∞), and this equation thus
uniquely determines x in terms of β. First observe that
g′(x) =
coth(x)− 2
x
+ x
sinh2(x)(
coth(x)− 1
x
)2 ,
and it thus suffices to show that
coth(x)− 2
x
+
x
sinh2(x)
> 0
for x > 0; multiplying through by x sinh2(x), one could equivalently show that
x sinh(x) cosh(x) + x2 − 2 sinh2(x) > 0.
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Using the identities sinh(x) cosh(x) = sinh(2x)
2
and sinh2(x) = cosh(2x)−1
2
, this is equivalent to
showing that
x
2
sinh(2x) + x2 − cosh(2x) + 1 > 0.
Expanding the left-hand side in Taylor series yields
∞∑
n=2
x2n
[
22n−1
2(2n− 1)! −
22n
(2n)!
]
=
∞∑
n=3
x2n22n−2
(2n)!
[2n− 4],
all of whose terms are indeed positive.
Lemma 23. Let k2 denote the unique value of x ∈ (0,∞) with
x− β
(
coth(x)− 1
x
)
= 0.
Then
β
(
1
k22
− 1
sinh2(k2)
)
< 1.
In particular, if
Φβ(x) := log
(
x
sinh(x)
)
+ x
(
coth(x)− 1
x
)
− β
2
(
coth(x)− 1
x
)2
,
then Φ′β(k2) = 0 and Φ
′′
β(k2) > 0.
Proof. Let
f(x) := x− β
(
coth(x)− 1
x
)
,
so that f(k2) = 0; as was shown in the previous proof, this uniquely defines k2 in terms of β.
Moreover, it was also shown that limx→0 f(x) = 0, limx→∞ f(x) =∞, and limx→0 f ′(x) < 0.
That is, f is initially decreasing from 0, and then becomes increasing eventually, crossing
the x-axis exactly once in (0,∞). It must therefore be that there is an x < k2 such that
f ′(x) = 0. Now,
f ′(x) = 1− β
(
1
x2
− 1
sinh2(x)
)
.
In fact, g(x) := 1
x2
− 1
sinh2(x)
is decreasing on (0,∞): observe first that
g′(x) = 2 coth(x) csch2(x)− 2
x3
,
and so the claim is true if coth(x) csch2(x) < x−3. By the definitions of the hyperbolic
trigonometric functions, this is equivalent to
4x3(e4x + e2x) < (e2x − 1)3.
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Expanding in power series, this is equivalent to
∞∑
n=3
4(4n−3 + 2n−3)
(n− 3)! x
n <
( ∞∑
n=1
(2x)n
n!
)3
=
∞∑
n=3

 ∑
i,j,k≥1
i+j+k=n
2n
i!j!k!

 xn.
Letting α := i− 1, β := j − 1, and γ = k − 1, the coefficient of xn on the right-hand side is
2n
(n− 3)!
∑
α,β,γ≥0
α+β+γ=n−3
(
n− 3
α, β, γ
)
=
2n
(n− 3)!3
n−3.
It is now easy to see that the coefficient of xn on the right-hand side is smaller than the one
on the left for each n ≥ 3, and so it is in fact true that g(x) := 1
x2
− 1
sinh2(x)
is decreasing on
(0,∞). It follows that f ′(x) is increasing on (0,∞), and so the previously identified x < k2
such that f ′(x) = 0 is in fact the only zero of f ′, and f ′(k2) > 0.
Now, recall from the proof of the previous lemma that
Φ′β(x) =
[
1
x2
− 1
sinh2(x)
] [
x− β
(
coth(x)− 1
x
)]
.
The value k2 was in fact determined by the fact that Φ
′
β(k2) = 0. Moreover,
Φ′′β(x) =
[
1
x2
− 1
sinh2(x)
] [
1− β
(
1
x2
− 1
sinh2(x)
)]
+
[
2 coth(x) csch2(x)− 2
x3
] [
x− β
(
coth(x)− 1
x
)]
,
and so
Φ′′β(k2) =
[
1
k22
− 1
sinh2(k2)
] [
1− β
(
1
k22
− 1
sinh2(k2)
)]
> 0
7.2 Proof of Theorem 19
This section is devoted to the proof of the abstract approximation theorem used in Section
6. For convenience, we recall the statement.
Theorem 19. Let (W,W ′) be an exchangeable pair of positive random variables. Suppose
there exists a σ-field F ⊇ σ(W ) and k > 0 deterministic such that
E
[
W ′ −W ∣∣F] = 3k(1− cW 2)+ E
and
E
[
(W ′ −W )2∣∣F] = kW + E ′.
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Let X have density
p(t) =
{
1
z
x5e−
ct2
2 t ≥ 0;
0 t < 0.
Then there are constants C1, C2, C3 depending only on c such that for all h ∈ C2(R),
∣∣Eh(W )− Eh(X)∣∣ ≤ C1‖h‖∞
k
E|E|+
(
C2(‖h‖∞ + ‖h′‖∞)
k
)
E|E ′|
+
(
C3(‖h‖∞ + ‖h′‖∞ + ‖h′′‖∞)
k
)
E|W ′ −W |3.
In any version of Stein’s method, a crucial component is the characterization of the
distribution of interest by a linear operator. The following lemma identifies the characterizing
operator for the random variable X defined above.
Lemma 24. Let Y be a positive random variable. Then Y has density
p(t) =
{
1
z
t5e−3ct
2
t ≥ 0;
0 t < 0.
if and only if
E
[
Y f ′(Y ) + 6(1− cY 2)f(Y )] = 0 (23)
for all f ∈ C1((0,∞)) such that ∫∞
0
f(t)t5e−3ct
2
dt <∞. That is, the characterizing operator
Tp for the distribution with density p is defined by
[Tpf ](x) = xf
′(x) + 6(1− cx2)f(x).
Not only is the random variable X characterized by the operator above, but this operator
is invertible on {h : Eh(X) = 0}, and the inverse has the following important boundedness
properties.
Lemma 25. Let h : R→ R be given. Suppose that
f = fh :=
1
tp(t)
∫ t
0
[
h(s)− Eh(X)]p(s)ds,
with p as above. Then [Tpfh](x) = h(x)− Eh(X) and
(a) ‖fh‖∞ ≤ 5‖h‖∞.
(b) ‖f ′h‖∞ ≤ 42
√
c‖h‖∞ + 3‖h′‖∞.
(c) ‖f ′′h‖∞ ≤ C1‖h‖∞+C2‖h′‖∞+C3‖h′′‖∞, where C1, C2, C3 are constants depending only
on c.
With these two lemmas, the proof of Theorem 19 is relatively straightforward.
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Proof of Theorem 19. Given h, let f be the solution to the Stein equation described above.
Then by exchangeability and the conditions on (W,W ′),
0 = E[(W ′ −W )(f(W ′) + f(W ))]
= E[(W ′ −W )(f(W ′)− f(W )) + 2(W ′ −W )f(W )]
= E[(W ′ −W )2f ′(W ) + E ′′ + 6k(1− cW 2)f(W ) + 2Ef(W )]
= E[kWf ′(W ) + E ′f ′(W ) + E ′′ + 6k(1− cW 2)f(W ) + 2Ef(W )].
Then
E[Wf ′(W ) + 6(1− cW 2)f(W )] = −1
k
E[E ′f ′(W ) + 2Ef(W ) + E ′′],
and
|E ′′| ≤ ‖f
′′‖∞
2
|(W ′ −W )|3.
The result is thus immediate from Lemma 25.
We conclude by giving the proofs of the key lemmas.
Proof of Lemma 24. If Y has the density above, then the fact that Y satisfies (23) is just
integration by parts.
For the reverse implication, one must solve the so-called Stein equation; i.e., given h :
(0,∞)→ R, find f = fh such that
tf ′(t) + 6(1− ct2)f(t) = h(t)− Eh(X),
where X has the density above. The solution f is given by
f(t) =
1
tp(t)
∫ t
0
[
h(s)− Eh(X)]p(s)ds
= − 1
tp(t)
∫ ∞
t
[
h(s)− Eh(X)]p(s)ds,
where p(s) := s
5
z
e−3cs
2
. Observe that
d
dt
[
tf(t)p(t)] = [f(t) + tf ′(t)]p(t) + tf(t)p′(t) = [h(t)− Eh(X)]p(t),
so that
h(t)− Eh(X) = f(t) + tf ′(t) + tf(t)p
′(t)
p(t)
= 6(1− ct2)f(t) + tf ′(t).
Here we have made use of the fact, frequently used below, that
tp′(t)
p(t)
= 5− 6ct2.
It is shown in the next lemma that f and f ′ are both bounded, and so if Y satisfies (23),
then if h is given and f solves the Stein equation,
Eh(Y )− Eh(X) = E [Y f ′(Y ) + 6(1− cY 2)f(Y )] = 0,
and so Y
d
= X.
39
Proof of Lemma 25. (a) By the first expression for fh, if t ≤ to :=
√
5
6c
, then
f(t) ≤ 2‖h‖∞
tp(t)
(∫ t
0
p(s)ds
)
≤ ‖h‖∞t
5
3zp(t)
≤ e
5/2‖h‖∞
3
≤ 5‖h‖∞.
By the second expression for fh,
|f(t)| ≤ 2‖h‖∞P[X ≥ t]
tp(t)
.
It is easy to show directly that P[X ≥ t] ≤ p(t)
6ct
(
1 + 2
3ct2
+ 2
9c2t4
)
, and so
|f(t)| ≤ 2‖h‖∞
6ct2
(
1 +
2
3ct2
+
2
9c2t4
)
≤ 84‖h‖∞
125
for t ≥ to. This completes the proof.
(b) Recall that, because f solves the Stein equation,
tf ′(t) = 6f(t)(ct2 − 1) + h(t)− Eh(X).
For t ≤ to, observe that
h(t)− Eh(X)− 6f(t) = h(t)− Eh(X)− 6
tp(t)
∫ t
0
[h(s)− Eh(X)]p(s)ds
=
6
tp(t)
∫ t
0
(
[h(t)− Eh(X)]s
5p(t)
t5
− [h(s)− Eh(X)]p(s)
)
ds.
Now,∣∣∣∣ 1tp(t)
∫ t
0
[h(t)− Eh(X)]
(
s5p(t)
t5
− p(s)
)
ds
∣∣∣∣
≤ 2‖h‖∞
tp(t)
∫ t
0
∣∣∣∣1− s5p(t)t5p(s)
∣∣∣∣ p(s)ds = 2‖h‖∞tp(t)
∫ t
0
∣∣∣1− e3c(s2−t2)∣∣∣ p(s)ds
≤ 2‖h‖∞ct2,
making use of the fact that p(s) ≤ p(t) in this range. Also,∣∣∣∣ 1tp(t)
∫ t
0
(
[h(t)− Eh(X)]− [h(s)− Eh(X)]
)
p(s)ds
∣∣∣∣
≤ ‖h
′‖∞
tp(t)
∫ t
0
(t− s)p(s)ds ≤ ‖h
′‖∞t
2
,
so that for t ≤ to,
1
t
∣∣∣h(t)− Eh(X)− 6f(t)∣∣∣ ≤ 12‖h‖∞cto + 3‖h′‖∞,
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and thus ∣∣f ′(t)∣∣ ≤ 6cto‖f‖∞ + 12‖h‖cto + 3‖h′‖∞
≤ 42cto‖h‖∞ + 3‖h′‖∞.
If t ≥ to, then ∣∣f ′(t)∣∣ ≤ 6ct|f(t)|+ 6‖f‖∞ + 2‖h‖∞
to
.
By the second expression for f ,
ct|f(t)| ≤ 2c‖h‖∞P[X ≥ t]
p(t)
≤ ‖h‖∞
3t
(
1 +
2
3ct2
+
2
9c2t4
)
,
making use again of the estimate P[X ≥ t] ≤ p(t)
6ct
(
1 + 2
3ct2
+ 2
9c2t4
)
. Taking to =
√
5
6c
as before and making some trivial simplifying estimates completes the proof of this
part.
(c) Differentiating both sides of the Stein equation gives that
tf ′′(t) = 12ctf(t) + (6ct2 − 7)f ′(t) + h′(t). (24)
If t ≤ to, then |12cf(t)| ≤ 5c‖h‖∞ and by the Stein equation, |6ctf ′(t)| ≤ 36c‖f‖∞ +
12c‖h‖∞ ≤ 192c‖h‖∞. Also by the Stein equation,
f ′(t) = 6f(t)
(
ct− 1
t
)
+
h(t)− Eh(X)
t
.
The first term can be absorbed into the existing bound, so that
|f ′′(t)| ≤ C‖h‖∞ + 1
t
∣∣∣∣h′(t) + 42f(t)− 7[h(t)− Eh(X)]t
∣∣∣∣ .
(From now on we will not bother to keep track of specific constants and their depen-
dence on c.) Now,
h′(t)− 7[h(t)− Eh(X)− 6f(t)]
t
= h′(t)− 42
t2p(t)
∫ t
0
(
[h(t)− Eh(X)]s
5p(t)
t5
− [h(s)− Eh(X)]p(s)
)
ds
= − 42
t2p(t)
∫ t
0
(
[h(t)− Eh(X)]s
5p(t)
t5
− [h(s)− Eh(X)]p(s)− (t− s)s
5h′(t)p(t)
t5
)
ds
= − 42
t2p(t)
∫ t
0
(
[h(t)− Eh(X)]e−3ct2 − [h(s)− Eh(X)]e−3cs2 − (t− s)h′(t)e−3ct2
)s5
z
ds.
Let H(t) := [h(t)− Eh(X)]e−3ct2 . Then
H ′(t) =
[
h′(t)− 6ct[h(t)− Eh(X)]]e−3ct2 ,
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and so the equation above becomes
h′(t)− 7[h(t)− Eh(X)− 6f(t)]
t
=
42
t2p(t)
∫ t
0
(
H(s)−H(t)− (s− t)H ′(t) + 6ct(t− s)[h(t)− Eh(X)]e−3ct2
)s5
z
ds.
It follows that∣∣∣∣h′(t)− 7[h(t)− Eh(X)− 6f(t)]t
∣∣∣∣ ≤ 42t2p(t)
[(
sup
s∈(0,t)
|H ′′(s)|
)(
t8
12z
)
+
ct8
z
[h(t)− Eh(X)]e−3ct2
]
.
Now,
H ′′(s) =
[
h′′(s)− 12csh′(s)− 6c(6cs2 − 1)[h(s)− Eh(X)]] e−3cs2,
so
sup
s∈(0,t)
|H ′′(s)| ≤ ‖h′′‖∞ + 12cto‖h′‖∞ + 24c‖h‖∞.
All together, this gives that for t ≤ to,
|f ′′(t)| ≤ C1‖h‖∞ + C2‖h′‖∞ + ‖h′′‖∞,
where C1, C2, C3 are constants depending only on c.
For t > to, it follows from (24) and estimates already carried out that
|f ′′(t)| ≤ 12c‖f‖∞ +
(
6ct+
7
to
)
|f ′(t)|+ ‖h
′‖∞
to
≤ C4‖h‖∞ + C5‖h′‖∞ + ct|f ′(t)|.
By the Stein equation,
ctf ′(t) = 6cf(t)(ct2 − 1) + ch(t)− cEh(X),
and
|c2t2f(t)| ≤ 2c
2t‖h‖∞P[X ≥ t]
p(t)
≤ c‖h‖∞
3
(
1 +
2
3ct2
+
2
9c2t4
)
,
and so finally
|f ′′(t)| ≤ C6‖h‖∞ + C4‖h′‖∞.
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