Abstract. Stockwell transforms as hybrids of Gabor transforms and wavelet transforms have been studied extensively. We introduce in this paper multi-dimensional Stockwell transforms that include multi-dimensional Gabor transforms as special cases. Continuous inversion formulas for multi-dimensional Stockwell transforms are proved.
Introduction
Let us recall that for a signal f in L 2 (R), the Gabor transform or the short-time Fourier transform G ϕ f of f with respect to a window ϕ in L 1 (R) ∩ L 2 (R) is defined by
for all b, ξ ∈ R. Let us note that
for all b, ξ ∈ R n , where ( , ) L 2 (R) is the inner product in L 2 (R), M ξ and T −b are the modulation operator and the translation operator given by (M ξ h)(x) = e ixξ h(x),
and (T −b h)(x) = h(x − b)
for all measurable functions h on R and all x in R. We call the function M ξ T −b ϕ the Gabor wavelet generated from ϕ by translation T −b and modulation M ξ . The usefulness of the Gabor wavelets in signal analysis is enhanced by the following resolution of the identity formula, which allows the reconstruction of a signal from its Gabor transform. Another way of looking at Theorem 1.1 is that for all f in L 2 (R), f = (2π)
The formula in Theorem 1.1 is also known as a continuous inversion formula for the Gabor transform.
In signal analysis, the term (G ϕ f )(b, ξ) gives the time-frequency content of a signal f at time b and frequency ξ by placing the window ϕ at time b. The drawback here is that a window of fixed width is used for all time b. It is more accurate and desirable if we can have an adaptive window that gives a wide window for low frequency and a narrow window for high frequency. That this can be done comes from familiarity with the wavelet transform that we now recall.
Let ϕ ∈ L 2 (R) be such that
whereφ is the Fourier transform of ϕ and is sometimes denoted by Fϕ. The convention that we use in this paper is that the Fourier transformf of a function f in L 1 (R n ) is defined bŷ f (ξ) = (2π)
−n/2
Such a function ϕ is said to satisfy the admissibility condition and is sometimes called the mother affine wavelet. The adjective affine comes from the connection with the affine group that is the underpinning of the wavelet transforms. See Chapter 18 of [16] in this connection. Let ϕ ∈ L 2 (R) be a mother affine wavelet. Then for all b in R and a in R\{0}, we define the affine wavelet ϕ b,a by
for all x in R. We note that ϕ b,a is generated from the function ϕ by translation and dilation. To put the formula in perspective, let b ∈ R and let a ∈ R\{0}. Then we see that the wavelet ϕ b,a can be expressed as
where D 1/a is the dilation operator defined by
for all measurable functions h on R and and all x in R. Let ϕ be a mother affine wavelet. Then the wavelet transform Ω ϕ f of a function f in L 2 (R) is defined to be the function on R × R\{0} by
for all b in R and a in R\{0}. The nucleus of the analysis of the wavelet transform is the following resolution of the identity formula, which is a continuous inversion formula. 
where
Remark 1.3. It can also be proved that a necessary condition for the continuous inversion formula to hold is that ϕ has to be a mother affine wavelet. Indeed, suppose that
exists for all f and g in L 2 (R). Then, letting f = g = ϕ, we get
which can be shown to be the same as
Details can be found in [5] and [16] .
The resolution of the identity formula leads to the reconstruction formula, which says that
for all f in L 2 (R). In other words, we have a continuous inversion formula for the signal f from a knowledge of its time-scale spectrum.
As in the case of the Gabor transform, there is a window ϕ b,a in the wavelet transform. Unlike the case of the Gabor transform, the window ϕ b,a is adjustable in the sense that it is narrow if the scale a is small and wide if the scale a is big. Now, let ϕ ∈ L 1 (R) ∩ L 2 (R). Then, combining the merits of the Gabor transform and the wavelet transform, the Stockwell transform S ϕ f with window ϕ of a signal f in L 2 (R) is defined by
for all b ∈ R and ξ ∈ R \ {0}. We note that for all f in L 2 (R), all b in R and all ξ in R\{0},
Here, the dilation operatorD ξ is defined by
for all x in R and all measurable functions h on R. Besides the modulation with respect to frequency ξ, a notable feature in the Stockwell transform is the normalizing factor in the dilation operator, which is | · | in lieu of | · | 1/2 as in the case of the wavelet transform, and is the mathematical underpinning of the absolutely referenced phase information in [13] formulated in Theorem 1.5. These features distinguish the Stockwell transform from the wavelet transform. Notwithstanding these differences, we have the following formula in [13] relating the Stockwell transform to the Morlet wavelet transform Ω ψ .
for all b ∈ R and ξ ∈ R \ {0}, where
for all x in R.
The Stockwell transform is closely related to the wave packet transform of Cordoba and Fefferman [4] , which also involves a combination of translations, modulations and dilations. It should also be mentioned that transforms closely related to the wavelet transforms and the metaplectic representation abound and can be found in the monographs [1, 7] , and the works [3, 14] .
Of particular importance in the Stockwell transform is the phase correction in the preceding formula given by e −ibξ , which is caused by the phase function e −ixξ inside the integral defining the Stockwell transform. It is crucial to note that this function picks out the frequency to be localized, but is not translated with respect to time b as is always done for the Morlet wavelet transform [9] . To see the full significance of this, we note that in real-life applications, signals f and windows ϕ are real-valued functions. Therefore information about the phase arg (S ϕ f )(b, ξ) of the Stockwell transform (S ϕ f )(b, ξ) at time b and frequency ξ comes from the term e −ixξ at time b = 0. But in the case of the Morlet wavelet transform, the phase information is obtained by referencing the windowed signal f with respect to e −i(x−b)ξ . This is precisely the absolutely referenced phase information in [13] and is responsible for the continuous inversion formula in Theorem 1.5 given later. Another point is that the Stockwell transform is reminiscent of the Morlet wavelet transform, but the applicability of the computational techniques available for the Morlet wavelet transforms is undermined by the inversion a = 1/ξ.
The Stockwell transform has recently been used in geophysics [6, 13] and in medical imaging [8, 18] . More recent applications in imaging are in [10, 11] . In view of its versatility, an attempt in understanding the mathematical underpinnings of the Stockwell transform is worthwhile. The following continuous inversion formula for the Stockwell transform can be found in [13] and [17] for the case when
where F −1 is the inverse Fourier transform and A is the time average operator given by
for all ξ in R and all measurable functions F on R × R, provided that the integral exists.
Another continuous inversion formula for the Stockwell transform akin to the continuous inversion formulas for the Gabor transform and the wavelet transform is given by the following theorem.
Remark 1.7. Theorem 1.6 tells us that every signal f can be resconstructed from its Stockwell spectrum by means of the formula
Using exactly the same argument given in Remark 1.3 for the wavelet transform, we see that a necessary condition for the continuous inversion formula to hold for the Stockwell transform is that
This means thatφ(−1) = 0 wheneverφ is continuous at −1. So, it is important to observe that the Gaussian window used exclusively for the Stockwell transform in the literature is not admissible.
We introduce in this paper n-dimensional Stockwell transforms, n > 1, and give the corresponding continuous inversion formulas analogous to Theorems 1.5 and 1.6 for the one-dimensional Stockwell transform. In view of the needs of analyzing data that depend on many parameters and of modern developments of physics in which dimensions more than four are envisaged, it is reasonable to expect that an n-dimensional multi-scale integral transform may be useful. The n-dimensional Stockwell transforms are also the basic ingredients of filters in the analysis of signals and images, also known as localization operators in [16] of which the mapping properties are studied in detail.
In Section 2 we define n-dimensional Stockwell transforms and we prove a resolution of the identity formula under some assumptions. In Section 3 we introduce the most simplistic n-dimensional Stockwell transforms, which are in fact n-dimensional Gabor transforms. We give for them the continuous inversion formula that is the analog of the one in Theorem 1.1 for one-dimensional Gabor transforms. In Section 4 we introduce the non-isotropic n-dimensional Stockwell transforms and give for them the continuous inversion formula. In a nutshell, we have modified through appropriate normalizations in the L 2 norm the Stockwell transform so that it becomes the Gabor transform in the preceding section. The results and examples in this section are known as special cases of reproducing formulas obtained from the metaplectic representation in Chapter 4 of [7] and in [3] . In Section 5 we give some examples of matrices that guarantee the resolution of the identity formula for the associated Stockwell transform. Some concluding comments are given in Section 6.
The results in this paper extend those for the two-dimensional Stockwell transforms in [12] .
Multi-Dimensional Stockwell Transforms
For all ξ ∈ R n , let A ξ be an invertible n × n matrix, i.e.,
Then the n-dimensional Stockwell transform S ϕ f of a signal f in L 2 (R n ) with respect to the window ϕ is given by
for all b in R n and all ξ in R n . We first note that the inversion formula in Theorem 1.5 for the multidimensional Stockwell transform S ϕ holds. Indeed, for all ξ ∈ R n ,
Thus,
where F −1 is the inverse Fourier transform and A is the operator given by
for all ξ in R n and all measurable functions F on R n × R n , provided that the integral exists. We note also that the n-dimensional Stockwell transform S ϕ can be written as
for all b ∈ R n and ξ ∈ R n , where
and M ξ , T −b and D A ξ are the modulation operator, the translation operator and the dilation operator given, respectively, by (M ξ ϕ)(x) = e ix·ξ ϕ(x),
for all x in R n . It is easy to see that for all η in R n ,
The Fourier transform of D A ξ ϕ is given in the following proposition.
t is the transpose of the inverse of the matrix A ξ .
for all b ∈ R n and ξ ∈ R n \ {0}, where
Proof. For all ξ in R n \ {0} and η in R n , we get
Thus, by Plancherel's formula, we obtain for all b in R n and ξ in R n \ {0},
as required.
We can now give a continuous inversion formula for the n-dimensional Stockwell transform.
Theorem 2.3. Let A ξ be a matrix such that
where ∂η ∂ξ is the Jacobian matrix of η with respect to ξ, (iii) there exists a vector v ∈ R n for which
Let S ϕ be the associated Stockwell transform, i.e.,
Then for every f and g in L 2 (R n ), we have
To give a proof of Theorem 2.3, we need the following lemma.
Lemma 2.4. Let A ξ be a matrix satisfying (i), (ii) and (iii) of Theorem 2.
Then by (ii), there exist positive functions f 1 , f 2 : R n → R such that for all ξ and η in R n ,
Using (iii),
Proof of Theorem 2.3. By Proposition 2.2, Lemma 2.4 and Plancherel's formula, we have
Multi-Dimensional Gabor Transforms
Let A be an invertible n × n matrix with real entries, and let ϕ be a function in
for all b, ξ in R n . It is easy to see that the preceding n-dimensional Stockwell transform in which the matrix A is independent of ξ in R n can be looked at as the n-dimensional Gabor transform. The following result is the analog of Theorem 1.1 for n-dimensional Gabor transforms.
Proof. By Proposition 2.2 and Plancherel's formula, we have
Multi-Dimensional Non-Isotropic Stockwell Transforms
For all ξ = (ξ 1 , ξ 2 , . . . , ξ n ) in R n with ξ j = 0 for j = 1, 2, . . . , n, we consider the diagonal matrix I ξ given by
for all b in R n and all ξ in R n \ {0}.
Proof. It is not hard to check that I ξ satisfies (i) and (iii) of Theorem 2.3, with
Furthermore, choosing η = I ξ −1 t ζ, then for all η in R n and all ξ in R n with It should be noted that Theorem 3.1 and hence Corollary 4.1 are simple consequences of the unitarity of the transform |det A| 1/2 S ϕ .
Special Matrices Related to the Stockwell Transforms
In this section we introduce a special class of matrices satisfying the hypotheses of Theorem 2.3.
Theorem 5.1. Let A ξ be a matrix such that
there exists a matrix P ∈ O(n, R) for which A ξ ζ = P A ζ ξ, (c) there exists a vector v ∈ R n for which
Let S ϕ the associated Stockwell transform, i.e.,
The proof is a direct consequence of the following lemma.
Lemma 5.2. Let A ξ be a matrix such that
there exists a matrix P ∈ O(n, R) for which A ξ ζ = P A ζ ξ.
Then A ξ satisfies (i) and (ii) of Theorem 2.3.
Proof. Clearly (a) implies (i), so it is sufficient to prove that (b) implies (ii). To do this, we want to show
It is easy to show that (a) implies that
In fact, using (a), we have
Let us set η = 1 |ξ| 2 A ξ ζ and notice that
Furthermore, by (b)
so, for all η in R n and ξ ∈ R n \ {0}, 
−2ξnξ1 |ξ|
and I is the n-dimensional identity matrix. At this point it is useful to prove that
To do this, first observe that rank C ξ = 1, C ξ is a symmetric matrix, so there exists only one nonzero eigenvalue. We can check that |ξ| 2 is the only nonzero eigenvalue associated to the eigenvector (ξ 1 , ξ 2 , . . . , ξ n ).
In fact
So, the eigenvalues λ 
Conclusions
We have given in this paper continuous inversion formulas for n-dimensional Stockwell transforms that include the n-dimensional Gabor transforms as special cases. The impetus for introducing these ndimensional analogs comes from the needs to deal with data that depend on many parameters and the future possibility to process images in modern physics in which dimensions more than four are being envisaged. The techniques in this paper should be studied and used with other techniques in, e.g., [2, 5, 15] . Furthermore, the Stockwell transforms, like the Gabor transforms, are the backbones of filters, also known as localization operators in [16] , which are of great interests in the analysis of signals and images.
