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Fundamental building blocks for unitary matrices and quantum
logic gates∗
Ted Hurley†
Abstract
A unitary matrix is shown to be a product of certain basic unitary matrices and the product is
unique up to order. A basic unitary matrix itself is a product of minimal basic matrices. A unitary
n× n matrix can be expressed as a product of at most n basic matrices. A basic matrix is defined
in terms of an idempotent matrix; the idempotent matrix used in the definition of a minimal basic
unitary matrix is a density matrix.
This gives builders for unitary matrices. Quantum logic gates are represented by unitary matrices
thus giving unique building material for quantum logic gates.
1 Introduction
A quantum logic gate is represented by a unitary matrix and quantum gates are the basis for quantum
information theory, see for example [6].
An n×n matrix U over C is a unitary matrix provided UU∗ = In where ∗ denotes complex conjugate
transposed. Here basic unitary matrices are defined and it is shown that a unitary matrix is the product
of (commuting) basic matrices and the product is unique up to order. An n× n unitary matrix may be
expressed as a product of at most n such basic matrices. Each basic matrix itself is a product of minimal
basic matrices with the same eigenvalue.
A basic matrix is formed from a symmetric idempotent matrix; symmetric here means symmetric
with respect to ‘complex conjugate transposed’. The symmetric idempotent in a minimal basic unitary
matrix has the form uu∗ for a unit column vector u and in a basic unitary matrix has the form
∑
uiu
∗
i
for unit column orthogonal vectors ui. An idempotent E in a basic matrix of the expression of the U as a
product of basic matrices satisfies UE = eiθE and the associated eigenvalue eiθ occurs with multiplicity
which is the rank of E; when the rank is 1 the basic matrix is minimal. Thus UE = eiθE expresses the
operation and E is an eigenmatrix of U with associated eigenvalue eiθ.
The matrix of a quantum gate is thus expressible as a product of basic unitary matrices and the
product is unique up to order. The minimal quantum gates are the minimal basic unitary matrices
which are formed in a specified way from an idempotent of rank 1.
Expressions for the well-known gates as basic matrices/gates are explicitly derived in section 4.
The idea of using these to be defined basic matrices for building unitary matrices/quantum gates is
based on methods derived in [2, 3] for constructing generators/builders for paraunitary matrices, and
paraunitary non-separable (entangled) matrices. 1
Quantum codes to specific requirements (to given rate and maximum possible error-correcting ca-
pability) are constructed in [4] and entanglement-assisted quantum error-correcting codes to required
specifications are derived in [5].
Say a quantum logic gate is a basic logic gate if its unitary matrix is a basic matrix; say a quantum
logic gate is a minimal logic gate if its unitary matrix is a minimal basic matrix. Unitary matrices are
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1
products of basic matrices in a unique way apart from order and basic matrices can be used to construct
unitary matrices; quantum logic gates are products of basic logic gates unique apart from order and basic
logic gates can be used for building logic gates in general.
Note that at most n minimal basic matrices, which are basic matrices, are required to build an n×n
unitary matrix giving and thus a quantum gate is the product of at most n minimal gates.
1.1 Further notation and background
Necessary background in algebra may be found in many algebra and linear algebra books. Background
on quantum information theory may be found in [6] and others.
R denotes a ring with identity IR; the suffix R may be omitted when a particular ring R is understood.
A mapping ∗ : R → R in which r 7→ r∗, (r ∈ R) is said to be an involution on R if and only if
(i) r∗∗ = (r∗)∗ = r, ∀r ∈ R, (ii) (a + b)∗ = a∗ + b∗, ∀a, b ∈ R, and (iii) (ab)∗ = b∗a∗, ∀a, b ∈ R.
Let R be a ring with involution ∗. An element a ∈ R is said to be symmetric, with respect to ∗, if
a∗ = a. An idempotent in R is an element E such that E2 = E. E,F are said to be orthogonal in R if
EF = FE = 0R. Then {E1, E2, . . . , Ek} is said to be a complete set of orthogonal idempotents in R if
each element is an idempotent, the Ei are mutually orthogonal and E1 +E2 + . . .+Ek = IR. The set is
further said to be symmetric if each Ei is symmetric (with respect to
∗).
Here we are working in the field of complex numbers C although many of the results work over other
fields or rings. For a ∈ C, a∗ denotes the complex conjugate of a and then A∗ denotes the complex
conjugate transposed of A for A ∈ Cn×m or A ∈ Cn. Now In denotes the identity n×n matrix; the suffix
n will be omitted when the size is clear. An n× n matrix is unitary (in C) if and only if UU∗ = In.
When using eiα it is understood that i is the complex number i =
√−1.
Column vectors u, v are orthogonal if u∗v = 0. Now n× n matrices are orthogonal if AB∗ = 0n×n =
BA∗; if A,B are symmetric this is the same as AB = 0n×n = BA. Note that vv∗ is a symmetric n× n
matrix when v is a column n×1 vector. When v is a unit vector (v∗v = 1) then vv∗ is also an idempotent
as then vv∗(vv∗)∗ = vv∗vv∗ = vv∗. Suppose v, w are orthogonal vectors. Then the matrices vv∗ and
ww∗ are orthogonal matrices as vv∗ww∗ = 0n×n since v∗w = 0.
See section 2.2 below for a summary of the general building construction. This then forms a basis in
which to study quantum information schemes.
2 Orthogonal idempotent matrices and unitary matrices
Unitary matrices are built from sums of complete symmetric orthogonal sets of idempotent matrices.
A proof may be found in for example [2, 3] and is reproduced here for its constructive nature which is
required subsequently.
The following lemma may be verified directly.
Lemma 2.1 Let {E1, E2, . . . , Ek} be a complete symmetric orthogonal set of idempotent matrices in
Cn×n and |αi| = 1. Then α1E1 + α2E2 + . . .+ αkEk is a unitary matrix.
Proposition 2.1 U is a unitary n×n matrix over C if and only if U = α1v1v∗1 +α2v2v∗2 + . . .+αnvnv∗n
where {v1, v2, . . . , vn} is an orthonormal basis of column vectors for Cn and αi ∈ C, |αi| = 1, ∀i. Further
the αi are the eigenvalues of U .
Proof: Suppose U = α1v1v
∗
1 + α2v2v
∗
2 + . . . + αnvnv
∗
n with {v1, v2, . . . , vn} an orthonormal basis and
|αi| = 1. Then Uv∗i = αiv∗i and so the αi are the eigenvalues of U . It follows from Lemma 2.1 that U is
unitary since {v1v∗1 , v2v∗2 , . . . , vnv∗n} is a complete symmetric orthogonal set of idempotents.
Suppose then U is a unitary matrix. It is known that there exists a unitary matrix P such that U =
PDP ∗ where D is diagonal with entries of modulus 1. Then P = (v1, v2, . . . , vn) where {v1, v2, . . . , vn} is
2
an orthonormal basis of column vectors forCn consisting of the columns of P andD = diag(α1, α2, . . . , αn)
with |αi| = 1 and the αi are the eigenvalues of U . Then
U = PDP ∗
= (v1, v2, . . . , vn)

 α1 0 ... 00 α2 ... 0... ... ... ...
0 0 ... αn




v∗
1
v∗
2
...
v∗n


= (α1v1, α2v2, . . . , αnvn)


v∗
1
v∗
2
...
v∗n


= α1v1v
∗
1 + α2v2v
∗
2 + . . .+ αnvnv
∗
n.
as required.

Note that the vi consist of the columns of P , vi is a unit eigenvector corresponding to the eigenvalue αi
and the vi are mutually orthogonal. Thus the expression for U can be found from the vi; the idempotents
consist of the viv
∗
i .
Hence unitary matrices are generated as sums of complete symmetric orthogonal sets of idempotents
formed from the diagonalising unitary matrix. The method of proof is constructive and gives a method
for writing a given unitary matrix U as a sum of such idempotents with the eigenvalues.
1. Find the eigenvalues, λ1, . . . , λn, of U . These all have modulus 1.
2. Find orthogonal unit vectors vi such that Uvi = λi. This is equivalent to finding a unitary matrix
P = (v1, . . . , vn) such that UP = PD where D = diag(λ1, . . . , λn). So P
∗UP = D which is
UP = PD.
3. By the argument of Proposition 2.1, U = λ1v1v
∗
1 + λ2v2v
∗
2 + . . .+ λnvnv
∗
n.
There may be simpler methods.
For example consider the real orthogonal/unitary matrix U =
(
cos θ sin θ
− sin θ cos θ
)
. This has eigenvalues
eiθ, e−iθ and P = 1√
2
(−1 i
−i 1
)
is a diagonalising unitary matrix. Take the columns v1 =
1√
2
(−1,−i)T, v2 =
1√
2
(i, 1)T of P and consider the complete orthogonal symmetric set of idempotents {E1 = v1v∗1 =
1
2
(
1 −i
i 1
)
, E2 = v2v
∗
2 =
1
2
(
1 i
−i 1
)}.
Then applying Proposition 2.1 gives
U = eiθE1 + e
−iθE2 =
1
2e
iθ
(
1 −i
i 1
)
+ 12e
−iθ ( 1 i
−i 1
)
,
which may be checked independently. The Ei are symmetric idempotents.
It is seen that
U = (I − E1 + eiθE1)(I − E2 + e−iθE2)
which gives U as a product of basic unitary matrices where these are defined in section 2.1.
2.1 Builders for unitary
Definition Say a matrix is basic if it of the form B = (I−E+eiθE) for a symmetric idempotent matrix
E.
The idempotent E of B is referred to as the idempotent involved in B.
First some results on idempotent matrices are required. Now trA denotes the trace of the matrix A
which is the sum of its diagonal elements.
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Lemma 2.2 Let E,F be orthogonal symmetric idempotent n× n matrices. Then
1. E + F is a symmetric idempotent matrix.
2. If E + F 6= I, then I − E − F is a symmetric idempotent matrix orthogonal to both E and F .
3. rank(E + F ) = rankE + rankF .
4. rank(I − E − F ) = n− rankE − rankF .
Proof: The proofs of the first two items are straight forward.
Proof of 3: It is known that rankE = trE for an idempotent matrix E, see for example [1]. Now
E + F is an idempotent and so rank(E + F ) = tr(E + F ) = trE + trF = rankE + rankF .
The proof of 4 is similar. 
More generally get the following.
Lemma 2.3 Suppose {E1, E2, . . . , Es} is a set of orthogonal symmetric idempotent matrices. Then
• (E1 + E2 + . . .+ Es) is an idempotent symmetric matrix.
• If (E1 + E2 + . . .+ Es) 6= I then I − (E1 + E2 + . . .+ Es) is an idempotent.
• rank = tr(E1 + E2 + . . .+ Es) = trE1 + trE2 + . . .+ trEs = rankE1 + rankE2 + . . .+ rankEs.
• rank(I − (E1 + E2 + . . .+ Es)) = n− rankE1 − rankE2 − . . .− rankEs
Proposition 2.2 Suppose E is a symmetric idempotent in Cn×n. Let B = I − E + eiθE be a basic
matrix. Then
1. B∗ = I − E + e−iθE, BB∗ = In and B is a unitary matrix.
2. I − E is a symmetric idempotent orthogonal to E.
3. rank(I − E) = n− rankE.
4. eiθ is an eigenvalue of B of multiplicity rankE; 1 is an eigenvalue of B of multiplicity (n− rankE)
(which may be zero).
Proof: The first two items are straight forward to prove.
For 3: By Lemma 2.2, since E and I −E are orthogonal, rank(I −E) + rankE = rank(I −E +E) =
rank I = n and so rank(I − E) = n− rankE.
For 4: Now (I − E + eiθE)E = eiθE and so eiθ is an eigenvalue of multiplicity ≥ rankE. Also
(I − E + eiθE)(I − E) = I − E and so 1 is an eigenvalue of multiplicity ≥ rank(I − E) = n − rankE.
Hence eiθ is an eigenvalue of multiplicity rankE and 1 is an eigenvalue of multiplicity rank(n− rankE).

Lemma 2.4 Suppose E,F are orthogonal symmetric idempotents. Then (I−E+eiθ1E)(I−F+eiθ2F ) =
(I − F + eiθ2F )(I − E + eiθ1E). In other words basic unitary matrices commute when the idempotents
involved are orthogonal.
Proposition 2.3 Let B = (I − E1 + eiθ1E1)(I − E2 + eiθ2E2) . . . (I − Ek + eiθkEk) where the Ej are
mutually orthogonal symmetric idempotent matrices and the eiθj are distinct. Then B has eigenvalue eiθj
occurring with multiplicity rankEj for j = 1, 2, . . . , k and has eigenvalue 1 occurring with multiplicity
(n− rankE1 − rankE2 − . . .− rankEk) (which may be 0).
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Proof: Now BEj = e
iθjEj as EiEj = 0 for i 6= j. Thus eiθj is an eigenvalue of B of multiplicity
≥ rankEj for each j = 1, 2, . . . k. Also B(I−
∑k
j=1) = I−
∑k
j=1 and so 1 is an eigenvalue of multiplicity
≥ n−∑ki=1 rank(Ek) (which may be 0). The result follows.

Lemma 2.5 Let {E1, E2, . . . , Ek} be mutually orthogonal symmetric idempotent matrices. Then (I −
E1+e
iθ1E1)(I−E2+eiθ2E2) . . . (I−Ek+eiθkEk) = eiθ1E1+eiθ2E2+. . .+eiθkEk+(I−E1−E2−. . .−Ek).
Definition Say a basic unitary matrix I −E + eiθE is a simple basic unitary matrix if the idempotent
E has rank 1.
Proposition 2.4 A symmetric idempotent E has rank 1 if and only if E = uu∗ for a unit column vector
u.
Proof: If E has the form uu∗ for a unit column vector u then clearly E is a symmetric idempotent of
rank 1. On the other hand if E is a symmetric idempotent of rank1 then E is of the form uu∗ for a unit
column vector u. This is shown in for example [2, 3] Proposition 4.5. 
The idempotents of rank 1 are what are called density matrices. A minimal basic is of the form
(I − E + eiθE) for E = uu∗ where u is a unit column vector and has rank 1.
Note Let I − E + eiθE and I − E + eiαE be basic unitary matrices with the same idempotent. Then
(I −E+ eiθE)(I −E+ eiαE) = I −E+ ei(θ+α)E. In some sense then a product of a minimal basic with
another minimal basic with same idempotent is another minimal basic. Any product of basics under
consideration has the basics with the same idempotent amalgamated. The minimality is expressed in
terms of the rank of the idempotent involved.
Proposition 2.5 A unitary matrix is the product of simple basic matrices where the idempotents involved
are orthogonal.
Proof: By Proposition 2.1 every unitary matrix is of the form U = eiθ1E1+ e
iθ2E2+ . . .+ e
iθnEn where
E1, E2, . . . , En is a complete orthogonal set of idempotents.
Now from Lemma 2.5, eiθ1E1 + e
iθ2E2 + . . .+ e
iθnEn = (I − E1 + eiθ1E1)(I − E2 + eiθ2E2) . . . (I −
Ek + e
iθkEk) − (I − E1 − E2 − . . . − Ek). However I − E1 − E2 − . . . − En = 0 as E1, E2, . . . , En is a
complete set of idempotents. 
Corollary 2.1 Every unitary matrix is the product of basic matrices each having different eigenvalues.
Proof: This follows since (I − E + eiθE)(I − F + eiθF ) = I − (E + F ) + eiθ(E + F )) for orthogonal
idempotents E,F .

The (I − Ej + eiθjEj) in the expression as a product of basic minimal basics commute from Lemma
2.4. In the case of the product of basic matrices the expression is unique apart from order – this is shown
below. The basics are formed by collecting the minimal basics with the same eigenvalue.
Proposition 2.6 A symmetric idempotent E has rank k if and only if E = u1u
∗
1 + u2u
∗
2 + . . . + uku
∗
k
for unit column mutually orthogonal vectors ui.
Proof: An outline proof is given. The result follows from Proposition 2.4 for k = 1. If the first
column of E is zero then the first row of E is zero and the result follows by induction. Suppose
then the first column w of E is non-zero and define u = w/|w| which is a unit column vector. Then
F = uu∗ is an idempotent of rank 1. Let E1 = E − F . Then E1 = E − F is an idempotent symmetric
matrix orthogonal to E which has first column and hence first row consisting of zeros. Let A be the
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(n − 1) × (n − 1) matrix with first column and first row of E1 omitted. Since F,E1 are orthogonal it
follows that rankF + rankE1 = rank(F + E1) = rankE and so E − F has rank(k − 1). Thus A is rank
(k − 1) symmetric idempotent matrix. Result then follows by induction.

Thus a basic unitary matrix is of the form (I − E + eiθ)E where E = u1u∗1 + u1u∗2 + . . .+ uku∗k for
unit column mutually orthogonal vectors ui. When k = 1 the basic unitary matrix is what is termed a
simple basic unitary matrix and its idempotent is of the form uu∗ and is termed a density matrix.
Proposition 2.7 Suppose the spaceW is generated by the unit orthogonal columns vectors {w1, w2, . . . , wk}
and by the unit orthogonal column vectors {v1, v2, . . . , vk}. Then
w1w
∗
1 + w2w
∗
2 + . . .+ wkw
∗
k = v1v
∗
1 + . . .+ vkv
∗
k.
Proof: Now
w1 = α11v1 + α12v2 + . . .+ α1kvk
w2 = α21v1 + α22v2 + . . .+ α2kvk
...
wk = αk1v1 + αk2v2 + . . .+ αkkvk
for some αij ∈ C.
In other words
(w1, w2, . . . , wk) = (v1, v2, . . . , vk)


α11 α21 . . . αk1
α12 α22 . . . αk2
...
...
...
...
α1k α2k . . . αkk

 (1)
Denote the matrix on the right (involving αij) by U .
Then
(w1, w2, . . . , wk)


w∗1
w∗2
...
w∗k

 = (v1, v2, . . . , vk)UU∗


v∗1
v∗2
...
v∗k

 (2)
Now by (1),
Ik =


w∗1
w∗2
...
w∗k

 (w1, w2, . . . , wk)
= U∗


v∗1
v∗2
...
v∗k

 (v1, v2, . . . , vk)U
= U∗U
Thus U∗U = Ik and hence UU∗ = Ik. Therefore by (2)
(w1, w2, . . . , wk)


w∗1
w∗2
...
w∗k

 = (v1, v2, . . . , vk)


v∗1
v∗2
...
v∗k


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and hence w1w
∗
1 + w2w
∗
2 + . . .+ wkw
∗
k = v1v
∗
1 + . . .+ vkv
∗
k.

Suppose now B = (1−E1+eiθ1E)(1−E2+eiθ2E2) . . . (1−Ek+eiθk) is a product of basic n×nmatrices.
Implicit in this is that if r = rankE1 + rankE2 + . . . rankEk < n then F = (I − E1 − E2 − . . .− Ek) is
a non-zero idempotent with eigenvalue 1 of multiplicity (n− r).
Lemma 2.6 Let E,F be orthogonal symmetric idempotent matrices. Then (I−E+eiθE)(I−F+eiθF ) =
(I − (E + F ) + (E + F )eiθ(E + F ))
Lemma 2.7 Let E be a symmetric idempotent. Then (I −E + eiθE)(I −E + eiαE) = I −E + ei(θ+α).
Lemma 2.6 shows that basics with the same eigenvalues can be collected together into a product of
basic unitary matrices that B = (1 − F1 + eiθ1)(1 − F2 + eiθ2F2)(. . .)(1 − Fl + eiθtFl) where the Fj are
idempotents and the θj are all different. We now show that except for the order such an expression is
unique. Each Fj in the product has the form w1w
∗
1 + w2w
∗
2 + . . .+ wkw
∗
k where k is the rank of Fj and
is also the multiplicity of the corresponding eigenvalue eiθj .
Proposition 2.8 Suppose U = (1 − E1 + eiθ1E1) . . . (1 − Ek + eiθk) = (1 − F1 + eiα1F1)(1 − F2 +
eiα2) . . . (1 − Fs + eiαsFs) where the Ej are idempotents of the form vjv∗j and the eiθj are distinct and
where the Fl are idempotents of the form wlw
∗
l and the e
αl are distinct. Then s = k and by reordering
Ft = Et, αt = θt.
Proof: Now U has eigenvalues eiθj occurring with multiplicity rankEj and eigenmatrix Ej and looking
at it another way has eigenvalues eiαk occurring with multiplicity rankFk. Thus e
iθ1 must equal eiαk
for some k. We may assume this k = 1 by reordering. Then rankE1 = rankF1. Now E1 = v1v
∗
1 +
v2v
∗
2 + . . .+ vtv
∗
t for orthogonal unit vj , (t = rankE1 = rankF1) and F1 = w1w
∗
1 +w2w
∗
2 + . . .+wtw
∗
t for
orthogonal unit vectors wj . Now by Proposition 2.7 E1 = F1. The result then follows by induction. 
2.2 Summary of builders:
A unitary matrix is a product of at most n basic unitary matrices and the product is unique except
for order; a quantum logic gate of order n is a product of at most n basic quantum logic gates and the
product is unique except for order. A basic matrix B is of the form B = I −E+ eiθE for an idempotent
matrix E which is given in the form E =
∑k
i=1 uiu
∗
i for mutually orthogonal unit column vectors ui.
When k = 1 the basic matrix is a minimal basic matrix which is termed a density matrix. In any case,
letting Ei = uiu
∗
i it is seen that B =
∏
i=1(I − Ei + eiθEi) giving the basic matrix B as the product of
minimal basic unitary matrices with the same eigenvalue. This forms a basis in which to study quantum
information schemes.
3 Build up from basics
A unitary matrix is built up from basic unitary matrices. It is desired to build up, construct, unitary
matrices from unit orthogonal vectors.
Proposition 3.1 Let {u1, u2, . . . , uk} be a set of orthogonal unit column vectors in Cn. Define E =
I−∑ki=1 uiu∗i . Then {u1u∗1, u2u∗2, . . . , uku∗k} is a complete orthogonal set of idempotents in Cn×n or else
{u1u∗1, u2u∗2, . . . , uku∗k, E} is a complete orthogonal set of idempotents in Cn×n.
Proof: Either E = 0 in which case {u1u∗1, u2u∗2, . . . , uku∗k} is a complete orthogonal set of idempotents
or else E 6= 0 in which case E is an idempotent orthogonal to each uiu∗i . Also E +
∑k
i=1 uiu
∗
i = I and
so the set {u1u∗1, u2u∗2, . . . , uku∗k, E} is a complete orthogonal set of idempotents.

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A unitary matrix can then be built as follows. Take a set of orthogonal unit column vectors
{v1, v2, . . . , vk} in Cn. Let E1 = v1v∗1 , then E1E1 = E1E∗1 = E1 and build (I−E1+eiθE1). Then let E2 =
v2v
∗
2 . Now E1E2 = v1v
∗
1v2v
∗
2 = 0 since v1, v2 are orthogonal and build (I−E1+eiθ1E1)(I−E2+eiθ2E2).
It’s possible to stop at this stage: Note if F = I − E1 − E2 then F is orthogonal to both E1, E2, F has
rank = n− rankE1 − rankE2 and (I − F + F ) = I (θ = 0) is the final unitary matrix in the build and
is omitted.
Suppose U = (I −E1 +α1E1)(I −E2 +α2E2) . . . (I −Ek +αnEk) is an expression of U as a product
of basic unitary matrices. Now (I − Ei + αiEi) when applied to Ei rotates it through θi and leaves all
other Ej alone, thus leaves the orthogonal complement of Ej alone.
After at most n steps the unitary (I − E1 + eiθ1E1)(I − E2 + eiθ2E2) . . . (I − Ek + eiθkEk) has been
built. If k < n then the eigenvalue 1 has appeared (at least) n− k times and is represented by I which
is not written.
Start off with an idempotent E of the form uu∗. Then build (I − E + eiθE. Then I − E = F is
also an idempotent orthogonal to E (assuming E 6= I). Then build (I − E + eiθ1E)(I − F + eiθ2F ). If
rankE1 +E2 = n we are finished. If not then E3 = I −E1−E2 is an idempotent orthogonal to both E1
and E2. Then build (I −E1 + eiθ1E1)(I −E2 + eiθ2E2)(I −E3 − eiθ3E3). Continue in this manner until
(I − E1 + eiθ1E1)(I − E2 + eiθ2E2) . . . (I − Ek − eiθkEk).
Nice sets of orthogonal unit vectors are obtained from roots of unity. Let {1, ω, ω2, . . . , ωn−1} be the
nth roots of unity generated by ω, ωn = 1, ωk 6= 1, 1 ≤ k < n . Define ui = 1√n (1, ωi, ω2i, . . . , ω(n−1)i)T
for i = 0, 1, . . . , n− 1. Then {u0, u1, . . . , un−1} is an orthogonal set of unit vectors. From this get
uiu
∗
i =
1
n


1 ω(n−1)i ω(n−2)i . . . ωi
ωi 1 ω(n−1)i . . . ω2i
...
...
...
...
...
ω(n−1)i ω(n−2)i ω(n−3)i . . . 1


Thus it is seen that uiu
∗
i is the circulant matrix with
1
n
(1, ωi, ω2i, . . . , ω(n−1)i)T as the first column.
A sum of the uju
∗
j is also a symmetric idempotent. For Ej = uju
∗
j a (simple) ‘gate’ may be defined by
I − Ej + eiθEj . It is showm in section 4 how well-known gates are defined in terms of such Ej .
For example when n = 6 this gives the orthogonal symmetric idempotents:
E0 =
1
6

 1 1 1 1 1 11 1 1 1 1 11 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1

 , E1 = 16


1 ω5 ω4 ω3 ω2 ω
ω 1 ω5 ω4 ω3 ω2
ω2 ω 1 ω5 ω4 ω3
ω3 ω2 ω 1 ω5 ω4
ω4 ω3 ω2 ω 1 ω5
ω5 ω4 ω3 ω2 ω 1

 , ....., E5 = 16


1 ω ω2 ω3 ω4 ω5
ω5 1 ω ω2 ω3 ω4
ω4 ω5 1 ω ω2 ω3
ω3 ω4 ω5 1 ω ω2
ω2 ω3 ω4 ω5 1 ω
ω ω2 ω3 ω4 ω5 1


In this case n = 6 there are simplifications to the powers of ω as for example ω3 = −1.
Basic matrices/‘gates’ may be built with the E0, E1, . . . , E5 and products of these give (unitary ma-
trices)/(quantum logic gates). Hadamard complex matrices may also be built from the unitary matrices.
Other applications will follow.
4 Open up the gates
Expressions as basic matrices for the common gates are found.
4.0.1 Hadamard gate
The unitary matrix of the the Hadamard Gate is H = 1√
2
(
1 1
1 −1
)
This has eigenvalues 1,−1. The corresponding unit eigenvectors are 1√
4−2
√
2
(
1√
2− 1
)
, 1√
4+2
√
2
(
1
−√2− 1
)
.
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Let P =

 1√4−2√2 1√4+2√2√
2−1√
4−2
√
2
−
√
2−1√
4+2
√
2

. Then P ∗HP = diag(1,−1). Denote the columns of P (in order) by
v1, v2. From construction in Proposition 2.1, H = λ1v1v
∗
1 + λ2v2v
∗
2 = v1v
∗
1 − v2v∗2 , since λ1 = 1, λ2 = −1
in this case.
Then after simplification:
v1v
∗
1 =
1
2
(
1 + 1√
2
1√
2
1√
2
1− 1√
2
)
= F , say.
v2v
∗
2 =
1
2
(
1− 1√
2
− 1√
2
− 1√
2
1 + 1√
2
)
= E, say.
Then H = v1v
∗
1 − v2v∗2 = F − E.
Therefore
H = (I − F + F )(I − E + eipiE) = (I − E + eipiE)
expresses H as a product of (minimal) basic unitary matrices.
Note HF = F,HE = eipiE expresses the gate actions; F is left alone and changes E to eipiE, which
is the rotation of E through pi.
4.0.2 Pauli gates
Pauli X-gate matrix is
(
0 1
1 0
)
. This has eigenvalues ±1. Applying the process of Proposition 2.1 to
this or just directly get(
0 1
1 0
)
=
(
1
2
1
2
1
2
1
2
)
−
(
1
2 − 12
− 12 12
)
= E − F , say.
Thus X =
(
0 1
1 0
)
= (I − F + eipiF )
Pauli Y-gate is Y =
(
0 −i
i 0
)
. Then get, by the process (Proposition 2.1) or directly,
(
0 −i
i 0
)
=
(
1
2
−i
2
i
2
1
2
)
−
(
1
2
i
2
− i2 12
)
= E − F , say.
Thus Y = I − F + eipiF where F =
(
1
2
i
2
− i2 12
)
Pauli Z-gate is Z =
(
1 0
0 −1
)
. Then
Z =
(
1 0
0 −1
)
=
(
1 0
0 0
)
−
(
0 0
0 1
)
= I − E + eipiE where E =
(
0 0
0 1
)
4.0.3 Phase shift
The Phase shift unitary matrix is Ph =
(
1 0
0 eiθ
)
This is Ph =
(
1 0
0 eiθ
)
=
(
1 0
0 0
)
+ eiθ
(
0 0
0 1
)
= E + eiθF for the symmetric idempotents E,F .
Thus
Ph = (I − F + eiθF )
where F =
(
0 0
0 1
)
expresses Ph as a minimal basic unitary matrix.
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4.0.4 NOT and Square root of NOT:
NOT gate is NOT =
(
0 1
1 0
)
. It has eigenvalues 1,−1. Let E = 12
(
1 −1
−1 1
)
. Then as before
NOT = (I − E + eipiE).
Also I − E + eipi2 E = 12
(
1 + i 1− i
1− i 1 + i
)
=
√
NOT .
Using E gives general basic unitary matrices (I −E+ eiθE). For example
√√
NOT = I−E+ eipi4 E.
4.0.5 Swap and Toffoli gates
The Swap gate has matrix Sw =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

. This has eigenvalues λ = 1, (three times) and λ = −1.
Letting E =


0 0 0 0
0 12 − 12 0
0 − 12 12 0
0 0 0 0

 it is easy, by applying the process or directly, to show that
Sw = I − E + eipiE.
Letting E =


0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1
2
− 1
2
0 0 0 0 0 0 − 1
2
1
2

 gives the Toffoli gate T = I − E + eipiE =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0

.
4.0.6 Square root of Swap
This has unitary matrix
√
Sw =


1 0 0 0
0 12 (1 + i)
1
2 (1 − i) 0
0 12 (1− i) 12 (1 + i) 0
0 0 0 1


The eigenvalues are 1 (three times) and i. An idempotent corresponding to i isE =


0 0 0 0
0 12 − 12 0
0 − 12 12 0
0 0 0 0

.
Then
√
Sw = I − E + iE = I − E + eipi2 E. This rotates E through pi2 .
This E occurs in Swap as well. Other gates may also be obtained from the E as in general I−E+eiθE.
For example I − E + eipi4 E could be considered as the ‘square root of square root of Swap’.
CNOT matrix is CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

. Let E =


0 0 0 0
0 0 0 0
0 0 12 − 12
0 0 − 12 12

. Then CNOT = I − E +
eipiE. The square root of this is I − E + eipi2 E.
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