I. INTRODUCTION
Precisely classifying tumors is crucial to cancer diagnosis and treatment, because targeting specific therapies to pathogenetically distinct tumor types is important for cancer treatment. Conventional classification methods, however, are unable to discriminate among tumors with similar histopathologic features as they rely on a variety of morphological, clinical, and molecular variables. Recently, microarray technologies have been developed that can simultaneously assess the level of expression of thousands of genes in colon, breast, and other tumors [1] , [2] . They may lead to a more complete understanding of the molecular variations among tumors and hence to a more reliable classification. From the pattern classification point of view, however, the gene expression data have an unusual characteristic of the huge number of genes relative to the number of tumor samples, which poses a challenge to the researchers and leads to several attempts to apply a variety of conventional techniques in pattern recognition. Especially, it is the more challenging problem to distinguish acute leukemias, whose appearance is highly similar. Many papers dealing with predictive discrimination of a leukemia dataset have been published [3] - [8] .
Furey et al. [4] used support vector machine (SVM) to classify the tissue samples with signal-to-noise ratio (SNR) for the feature selection method, resulting in the correct classification of 75.6% (8.3 misclassifications over the test data). Li et al. [5] carried out the model selection with the Akaike information criterion and the Bayesian information criterion with logistic regression to determine the number of genes that provide the best model. The best predictor was the single-gene logistic regression using and producing the recognition rate of 94.1% on the test data.
Ben-Dor et al. [6] used the nearest neighbor (recognition accuracy of 91.6%), SVM with quadratic kernel (94.4%) and AdaBoost (95.8%), and obtained good results. Gene selection with TNoM scoring improved the performance of the AdaBoost and the other classifiers. Dudoit et al. [7] used BSS/WSS term (the ratio of between-groups to within-groups sum of squares of gene expressions) to measure feature relevancy, and nearest-neighbor diagonal linear discriminant analysis and BoostCART were used as classifiers. Using 40 genes on the basis of BSS/WSS, the recognition accuracies of classifiers were above 95.0%. Nguyen et al. [8] also worked out this problem, using principal component analysis and partial least square to extract features and linear discriminant and quadratic discriminant analysis to classify the cancer samples, obtaining 82.4% 97.1% of recognition accuracy.
So far, most published papers on cancer classification have applied a single conventional technique, yet we still 0018-9219/02$17.00 © 2002 IEEE need a more sophisticated technique for this problem. In our previous work [9] , in order to assess the merits of several features and classifiers that are for the classification of leukemias based on gene expression data, we have compared the performance of seven feature selection methods and five classifiers that are well known in the field of data mining and pattern recognition. It turns out that some of the feature selection methods are correlated, and several classifiers also make the same mistakes on the particular samples. In this paper, we take it a step further to propose an efficient classification framework to enhance the classification performance by combining multiple classifiers with mutually exclusive features.
The idea behind a classifier ensemble with mutually exclusive features is to encourage a pair of classifiers to learn different aspects of training data, so that the ensemble of classifiers can search in a wide solution space. In order to classify the gene expression profile, we suggest a classifier ensemble composed of multiple classifiers and show the usefulness of mutually exclusive features.
The paper is organized as follows. Section II contains a brief introduction to the technology of DNA microarrays and the related works for multiple classifiers. The classifier ensemble with mutually exclusive features is described in Section III, and thorough experimental results with the leukemia dataset of Golub et al. [1] are presented in Section IV.
II. BACKGROUNDS

A. DNA Microarray
DNA arrays consist of a large number of DNA molecules spotted in a systemic order on a solid substrate. Depending on the size of each DNA spot on the array, DNA arrays can be categorized as microarrays, when the diameter of the DNA spot is less than 250 m, and macroarrays, when the diameter is bigger than 300 m. When the solid substrate is small, arrays are also referred to as DNA chips.
DNA microarrays contain thousands of individual DNA sequences printed in a high-density array on a glass microscope slide using a robotic arrayer (see Fig. 1 ). The relative abundance of these spotted DNA sequences in two DNA or RNA samples may be assessed by monitoring the differential hybridization of the two samples to the sequences on the array. For mRNA samples, the two samples are reverse-transcribed into cDNA, labeled using different fluorescent dyes mixed (red-fluorescent dye Cy5 and green-fluorescent dye Cy3). After the hybridization of these samples with the arrayed DNA probes, the slides are imaged using a scanner that makes fluorescence measurements for each dye. The log ratio between the two intensities of each dye is used as the gene expression data, shown as follows [10] - [12] : (1) where Int(Cy5) and Int(Cy3) are the intensities of red and green colors. Since at least hundreds of genes are put on the DNA microarray, it is helpful so that we can investigate the genome-wide information in short time. 
B. Related Works
Many researchers have been working on the ensemble of modular neural networks. According to the Osherson's definition, a neural network is said to be modular if and only if the following statement is satisfied [13] :
"The computation performed by the network can be decomposed into two or more subsystems that operate on distinct inputs without communicating with each other." After the notion of modular connectionist systems was first discussed in the mid-1980s by Barto and Hinton, Pollack proposed the cascaded backpropagation architecture [14] and Jacobs developed taxonomy for a class of modular hierarchical connectionist models (hierarchical mixture-of-experts, HME) [15] . Hampshire and Waibel proposed the Meta-Pi, which consists of a number of source-dependent subnetworks that are integrated by a combinational time-delay neural network [16] . Lincoln and Skrzypek proposed clustering multiple backpropagation networks [17] . Battiti and Colla suggested the concept of democracy to combine the outputs of different neural network classifiers [18] . These early examples have shown that integrating the multiple modules, often referred to as committee machines, could have enhanced the accuracy and generalization capacity.
Gutta et al. used multiple features of face images to train the ensemble of expert classifiers, in order to classify the gender, ethnic origin, and pose of face from the FacE REcognition Test (FERET) image database [19] . The proposed classifier, the hybrid of radial basis function (RBF) networks, gets Gaussian noise and 5 of geometric transformation put on the original image as the input features, as well as the original, and produced 93.3% correct of the gender classification over the 60 test sets.
Meanwhile, Liu et al. studied evolutionary learning of neural network classifiers with a negative correlation of classifiers [20] , [21] . They used a penalty term in error function based on correlations between neural networks, so that the classifiers learn to be negatively correlated. They have also shown that they can define the independent learning, often used in modular networks, as one of negative learning using the lambda term.
In this paper, multiple features are utilized to improve the classification accuracy of the classifier ensemble, focusing on the mutually exclusive features. Fig. 2 illustrates the basic idea of multiple classifiers with multiple features. Classification can be defined as the process to approximate I/O mapping from the given observation to the optimal solution. Generally, classification tasks consist of two parts: feature selection and classification. Feature selection is a transformation process of observations to obtain the best pathway to get to the optimal solution. Therefore, considering multiple features encourages obtaining various candidate solutions, so that we can estimate a more accurate solution to the optimal than any other local optima.
III. CLASSIFIER ENSEMBLE
When we have multiple features available, it is important to know which features should be used. Theoretically, it may be more effective for the classifier to use as many features as possible for the problems. However, many features may cause the redundancy of irrelevant information and result in the counter effect like over-fitting. Suppose is a set of nonlinear functions of transforming from the observation space to the feature space. When , the categorical information, , that holds can be expressed as (2) where is the number of elements of , is the dependency between the th and th elements of , is the area of feature space covered by the th element of , and and are constants. Therefore, it is more important to explore and utilize independent (or mutually exclusive) features so that the classifiers have a greater chance to get categorical information when learning, rather than increase the number of features we use. Correlation between feature sets can be induced from the distribution of features or from the mathematical analysis using statistics.
On the other hand, there exist many classification algorithms from the machine learning approach, but none of them is perfect, and, according to the environments in which the classifier is embedded, some algorithms work well and others do not. This is because the classifier searches in different solution space by the algorithms, parameters of algorithms, and features used. Once they work together, however, a set of classifiers can explore a wider solution space.
This configuration of classifiers (classifier ensemble) is different from that of heirarchical mixture of experts (HME) in that an element classifier of ensemble uses holistic features whereas HME uses partial information (subset of input space) when learning. Ensemble classifiers, therefore, are not modular, but they are still experts in their feature subsets.
We have applied this idea to a classification framework as shown in Fig. 3 . If there are features, we choose the most mutually exclusive features through the correlation analysis between possible combinations of features. Classifiers are trained using the features selected, and a combining module is accompanied to combine the outputs of these classifiers.
A. Feature Selection
For efficient classification, we need to find out the informative features from input observation. This can be done by statistical tools, similarity measures, or information-theoretical methods. These are methods to score how informative each feature is and contain categorical information, and we finally choose features from the top. There are three different approaches as follows.
Suppose that we have a training set where is the number of samples (input vector) and is the number of features (dimensionality of input vector). The th feature of samples, , can be expressed as (3) where is the data and . We want to know the locations of informative features out of . If it is pos- 
Cross analysis, such as Pearson (PR) and Spearman (SP) correlation coefficients, can measure the correlation between and . The coefficient can range from 1 to 1: a higher coefficient implies that is more correlated to .
The similarity between two variables can be thought of as the distance of those. Distance is a measure on how far the two vectors are located, and the distance between and implies how much is likely to the class . In this paper, we have adopted Euclidean distance (ED) and cosine coefficient (CC).
However, it is not always possible to know the ideal vectors for classes. Then, we have alternative ways to measure the relevance of feature using the frequency of satisfying condition under the categorical situations. Information gain (IG) and mutual information (MI) are good examples.
[For (9) and (10) , is the number of satisfying , is the number of features satisfying other than , and is the number of cases when s satisfying and occur simultaneously.] Moreover, the SNR (SN) measures features from the information of the distribution of features in each class. is composed of two parts: one from and the other from . When we calculate the mean and standard deviation from the distribution of gene expressions within their classes, the SNR of gene is defined as (13) . Table 1 summarizes the mathematical formula for feature selection methods.
From comparative experiments with feature selection methods, we get a set of informative features from the data. In order to choose mutually exclusive features, we have plotted the distribution of from pairs of feature selection methods. If the two features are mutually exclusive, the distribution will be in the ( ) direction, otherwise the ( ) direction.
B. Classification
Many promising machine learning algorithms have successfully been applied to classification problems. We have used multiplayer perceptron (MLP), SVM, and -nearest neighbor (KNN) as classifiers. Each classifier has been trained independently with the feature selection methods that are mutually exclusive.
MLP is commonly used in such fields as pattern recognition due to its powerful and stable learning algorithms [22] . The power of the backpropagation algorithm on MLP lies in two main aspects: local for updating the synaptic weights and biases and efficient for computing all the partial derivatives of the cost function with respect to these free parameters [23] .
The SVM introduced by Vapnic in 1995 is a method to estimate the function classifying the data into two classes [24] , [25] . The basic idea of SVM is to construct a hyperplane as the decision surface in such a way that the margin of separation between positive and negative examples is maximized. SVM achieves this by the structural risk minimization principle that is based on the fact that the error rate of a learning machine on the test data is bounded by the sum of the training-error rate and a term that depends on the Vapnik-Chervonenkis (VC) dimension.
Given a labeled set of training samples ( , ), where and is the associated label , the discriminant hyperplane is defined by (5) where is a kernel function and the sign of determines the membership of . Constructing an optimal hyperplane is equivalent to finding all the nonzeros. RBF (SVM and Linear (SVM kernels have also been used.
KNN extracts the closest vectors in the reference set based on similarity measures and makes the decision for the label of the input vector using the information of distribution and labels of neighbors. Pearson correlation has been used for the similarity measure. When we have an input and a reference set , the probability that may belong to class , , is defined as follows: (6) where Sim( is the similarity between and and is a bias term. 
C. Classifier Combination
A neural network combines the outputs of multiple classifiers in our system. Outputs of individual classifiers can be thought of as classification status values (CSVs), which contain information on answer patterns of classifiers. A neural network has (dimensionality of CSV) input nodes and output nodes. Using neural network, we can have the adaptivity of thresholds based on the entropy as opposed to ad hoc and hard thresholds [26] . For the comparison, majority voting has been also used [18] .
IV. EXPERIMENTS
A. Data Set
Dataset that we have used is a collection of expression measurements reported by Golub et al. [1] . Gene expression profiles have been constructed from 72 people who have either acute lymphoblastic leukemia (ALL) or acute myeloid leukemia (AML). Each person has submitted one sample of DNA microarray, so that the database consists of 72 samples. Each sample is composed of 7129 gene expressions, and finally the whole database is a 7129 72 matrix.
Thirty-eight samples are for training and the other thirty-four are for test of the classification. The training data has 27 ALL and 11 AML samples, whereas the test data has 20 ALL and 14 AML samples.
B. Gene Selection and Classification
Before the classification, we need to find out informative genes (feature) that are related to predict the cancer class out of 7129. In order to do this, each gene is scored based on the equations in Table 1 , and the 25 top-ranked genes are chosen as the feature of the input pattern. A gene in the training set is expressed as:
, since there exist 38 samples. Suppose that the first 27 numbers ( ) are from samples of ALL, and the other 11 ( ) are from AML. We define an ideal gene pattern which belongs to the ALL class, called , so that all numbers from the ALL samples are 1, and the others are 0. We have measured the correlation coefficient between and each gene expression pattern, when , which is the dimension of gene pattern.
For IG and MI, the condition is "if it is induced." The gene expression has positive values when the gene is more induced than the background condition and negative values when repressed. Therefore, we simply count the number of positive and negative gene expressions to get and . For the classifiers, we have used three-layered MLP with 5 15 hidden nodes, 2 output nodes, a learning rate of 0.03 0.5, and a momentum of 0.1 0.9.
is used for the RBF kernel of SVM and KNN uses . Additionally, a self-organizing map (SOM), decision tree (DT) and KNN with cosine coefficient similarity measure (KNN have been used for the comparison. SOM uses 2 2 5 5 maps with rectangular topology and a learning rate of 0.05. Quinlan's C4.5 has been adopted for DT. The parameters that produce the best results on the training set have been chosen. The final results are averaged by ten different runs.
C. Results
1) Single Classifier:
As the result of feature selection, in total 175 (25 7) genes, with overlap, are selected. Only three genes, g , , and , appear in three feature Table 2 Genes Chosen by More Than Two Methods. g , g , and g are Selected Three Times by the Feature Selection Methods and Remain Twice selection methods at the same time, which is very informative. However, only 30 genes appear in more than two feature selection methods as shown in Table 2 . This fact indicates that the gene expression profile database has relatively disjoint feature spaces, produced by seven feature selection methods illustrated in Section III-A. The classifiers trained on these feature subspaces would search for the optimal solution exclusively in the solution space. Table 3 shows the examples of frequent misclassification made by MLP, SVM , SVM , and KNN, which are single classifiers to be combined in ensemble. As can be seen, sample #66 was always missed by every feature selection method, as other papers addressed this problem [5] , [8] , except Euclidean distance. On the other hand, the Euclidean distance was successful in classifying sample #66, but always failed for sample #60. This implies that the Euclidean distance provides the classifiers with different categorical information.
The results of recognition rate on the test data with a single feature and classifier are as shown in Table 4 . Simply using 25 features, the MLP seems to have the best recognition rate among the classifiers on the average. A proportion correction of 97.1% is the best throughout all the classifiers and features. However, the performance of most classifiers seems to depend somewhat on the features they use. SVM , for example, has a recognition rate of 97.1% with Pearson's correlation, but 58.8% with information gain and mutual information, which is the worst. DT with Pearson correlation produces a recognition rate of 97.1% (one of the best cases in our experiments), but DT with information gain does not work for the classification at all (47.1%, the worst case). The mean and standard deviation of each classifier are shown in Fig. 4 .
The SNR and Pearson's correlation are the best among the feature selection methods, resulting in 94.1% and 90.0% on the average, respectively. Case (a) is the correlation between Pearson's correlation and Euclidean distance. Dots are distributed in negative direction. Genes ranked high in Pearson's correlation get low scores from the Euclidean distance, and vice versa. Therefore, the feature sets chosen by Pearson's correlation and Euclidean distance must be very disjoint, and the classifiers with these feature selection methods are trained in less dependent feature spaces.
Case (b) is the correlation between Pearson's correlation and SNR methods. Dots are distributed in a triangular form. We cannot observe the radical direction of the correlation. However, when we see around the part of the right vertex of the triangle, it seems to have a tendency that genes chosen by a feature selection method are devaluated by another, just as in case (a), leading to neutral correlation. Actually, most of the cases in the experiments show neutral correlations, and (b) is one typical example of this category.
Case (c) shows a positive correlation between Pearson's correlation and cosine coefficient methods. Genes selected by one method also appear in the list of top-ranking genes by another method. In this case, there must be many common genes between two feature sets, so that the ensemble classifiers will learn from highly correlated feature sets. Since two sets of classifiers are trained in mutually dependent feature spaces, it is hard to expect the performance improvement when the classifiers are combined by the ensemble method.
MLP, KNN, SVM , and SVM have been trained simultaneously from the same feature sets chosen by each feature selection method, and the outputs from this set of classifiers of two features [cases (a)-(c)] are combined by a neural network and majority voting. For the comparison, we have also combined the outputs of classifiers trained using all features. Fig. 6 is the result of the ensemble classifiers. Cases (a)-(c) are investigated and we have also combined all the features for the comparison. Case (a) produces the best recognition rates (100% with a neural network and 97.1% with the voting method). Case (b) also produces relatively high rates. Case (c) and "all feature," however, turn out to be bad, which implies that combining mutually exclusive features is efficient, producing much higher performance than the case when all features are considered. This clearly shows that the suggested framework works and we can obtain better classification performance by combining mutually exclusive sets of classifiers learned from a pair of less dependent features, even when we use a simple combination with majority voting.
D. Discussion
It is well known that distinguishing acute leukemias is one of the challenging problems in bioinformatics area be- Fig. 6 . Results of ensemble classifiers. Case (a) produces high recognition rates in both combining schemes, outperforming cases (b) and (c) and the one when all features are used. This shows that the ensemble classifier trained in mutually exclusive feature spaces is the most efficient.
Table 5
Relevant Works on the Leukemia Dataset cause the appearance is highly similar, and there have been many papers published with different features and classification methods as shown in Table 5 . As can be seen, the performance varies significantly depending on the features and classifiers used, and our classifier is the best. However, it is hard to assess the merit of the classifier ensemble in the absence of a comprehensive comparative study with different datasets.
Some of the well-known datasets include lymphoma data 1 and colon data. Lymphoma data contain 4026 genes across 47 samples, of which 24 are referred to as germinal center B-like DLBCL and 23 as activated B-like DLBCL. The original colon data contain the expression levels of 2000 genes across 62 samples, of which 40 are tumor tissue and 22 normal tissue [27] . In order to assess the real value of the proposed, we will be conducting the same experiments with those datasets.
V. CONCLUDING REMARKS
In order to predict the cancer class of patients, we have illustrated a classification framework that combines a pair of classifiers using the correlation information of seven feature selection methods. We have shown the usefulness of this framework with leukemia gene expression data. Experimental results show that the feature sets that are mutually exclusive yield high recognition result.
