A central limit theorem for the realized volatility of a one-dimensional continuous semimartingale based on a general stochastic sampling scheme is proved. The asymptotic distribution depends on the sampling scheme, which is written explicitly in terms of the asymptotic skewness and kurtosis of returns. Conditions for the central limit theorem to hold are examined for several concrete examples of schemes. Lower bounds for mean squared error and for asymptotic conditional variance are given, which are attained by using a specific sampling scheme.
Introduction
The realized volatility, which is defined as the sum of squared log-returns, is a popular statistic in the context of high-frequency data analysis. As is well-known, if we assume that an asset logprice process is a continuous semimartingale, then the realized volatility is a consistent estimator of the quadratic variation of the semimartingale as the sampling frequency of price data goes to infinity. This consistency holds in a general nonparametric setting, even if the sampling scheme is stochastic. Here, by a sampling scheme, we mean a sequence of increasing stopping times τ = {τ j } with 0 = τ 0 < τ 1 < · · · < τ j < · · · .
We suppose that available price data are given as (τ j , X τ j ) for j = 0, 1, . . . , N T [τ ] for a stopping time T , where X = {X t } is the log-price process and is the number of data which are obtained in the time interval [0, T ]. For tick data, called ultrahigh-frequency data by Engle [4] , we can consider the τ j to be transaction times or quote-revision times. In such a case, as long as we are considering a stock with liquidity, the durations τ j+1 −τ j will be very small, so we can expect the realized volatility
to be a reliable estimator of the quadratic variation X T . The asymptotic theory of the realized volatility and related statistics has been well-developed for the equidistant sampling case τ j = j/n with n → ∞; see Jacod and Protter [14] , Barndorff-Nielsen and Shephard [2] , and Barndorff-Nielsen et al. [1] among others. Deterministic but non-equidistant cases were treated in Mykland and Zhang [21] , and Barndorff-Nielsen and Shephard [3] . In terms of discretization of a process, more general sampling schemes could be considered. In the context of methods of simulation of stochastic systems, Newton [22] , Milstein and Tretyakov [20] , and Kushner and Dupuis [19] considered stochastic schemes based on space discretization. Also in the statistical context, Genon-Catalot et al. [8] studied parameter estimation for an increasing process based on passage times. For the realized volatility, Fukasawa [5, 6] proved a central limit theorem with such a stochastic sampling scheme which is defined in terms of passage times of X . Just for the Black-Scholes model, Fukasawa [7] extends the result to a general stochastic sampling scheme. Very recently, a class of random sampling schemes was studied by Hayashi et al. [11] . Our aim in this article is to treat more general sampling schemes in a general one-dimensional continuous semimartingale setting. In addition, we discuss optimality of a sampling scheme.
The importance of incorporating the information content of the durations into the estimation of the volatility has been recognized through empirical studies with GARCH type modeling such as that of Engle [4] . For example, variances of returns are found to be negatively influenced by long durations between trades. Nevertheless, there have been few studies on the asymptotic behavior of realized volatility based on stochastic sampling schemes. We will show that the asymptotic distribution is determined by asymptotic skewness and kurtosis of returns; this simple fact was not recognized until Fukasawa [7] appeared. In particular, we will see that a negative relation between variance and duration reduces the mean squared error of the realized volatility.
Due to market microstructure noise, we encounter another problem; we have to design a subsampling scheme that is robust and efficient. Zhang et al. [26] and Zhang [25] proposed two scales and multi-scale realized volatility in the case where the sampling times are deterministic. Oomen [23] and Griffin and Oomen [9] found that tick time sampling, where prices are sampled with every price change, is superior to calendar time sampling, that is, the equidistant sampling scheme, in terms of the mean squared error. Although they exploited a simple pure jump process model, a similar assertion was validated in the usual semimartingale setting by Fukasawa [6] . The present article proves a central limit theorem for the realized volatility with a general stochastic sampling scheme in the case of a one-dimensional continuous semimartingale. We do not assume any parametric form of the sampling scheme, nor such a measurability condition as was imposed in Jacod [12] and Hayashi et al. [11] . Apart from microstructure noise, the realized volatility is found to be possibly biased if the sampling scheme is path dependent. We introduce models for tick time sampling, one of which is shown to be superior to all the other sampling schemes in terms of mean squared error.
In Section 2, we recall stable convergence and describe more or less well-known fundamental results on this topic. Section 3 presents the main result of this article. In Section 4, we consider several concrete examples of sampling schemes including calendar time sampling, business time sampling and tick time sampling. Section 5 treats the mean squared error for discrete samplings of continuous martingales.
Stable convergence and a useful lemma
In this section, we recall the definition of stable convergence and describe a fundamental theorem which plays an essential role in the next section. Let E be a complete separable metric space and (Ω , F, P) be a probability space on which a sequence of E-valued random variables {Z n } is defined.
Definition 2.1. For a sub-σ -field G ⊂ F, we say {Z n } converges G-stably if for all G-measurable random variables Y , the joint distribution (Z n , Y ) converges in law.
The following limit theorem is a simplified version of a result of Jacod [12, 13] and Jacod and Shiryaev [15] , Theorem IX.7.3, which extends a result of Rootzén [24] . Let M = {M t , F t , 0 ≤ t < ∞} be a continuous local martingale defined on (Ω , F, P) and M ⊥ be the set of bounded
} be a sequence of continuous {F t }-local martingales. Suppose that there exists an {F t }-adapted continuous process V = {V t } such that for all N ∈ M ⊥ , t ∈ [0, ∞),
in probability. Then, the C[0, ∞)-valued sequence {Z n } converges F-stably to the distribution of the time-changed process W V where W is a standard Brownian motion independent of F.
The above convergence implies that the marginal distribution Z n T converges F-stably to a mixed normal distribution; Z n T → Z V T where Z ∼ N (0, 1) and is independent of F.
The following lemma is also well-known and repeatedly used in the next section.
Lemma 2.3. Consider a sequence of filtrations
, j, n ∈ Z + = {0, 1, 2, . . .} and random variables {U n j } j∈N with U n j being H n j -measurable. Let N n (λ) be a {H n j }-stopping time for each n ∈ Z + and λ which is an element of a set Λ. Let U (λ) be a random variable for each λ ∈ Λ. If it holds that there exists λ 0 ∈ Λ such that
as n → ∞, then the following two items are equivalent:
Here the convergences are in probability.
Proof. Note that
where
. By the Lenglart inequality, we have
for any , η > 0. The result then follows from the convergence
in probability.
The main result

Conditions
In this section, we present a new central limit theorem for the realized volatility. As before, let (Ω , F, {F t }, P) be a filtered probability space and M be a continuous {F t }-local martingale. The filtration is supposed to satisfy the usual conditions. We consider a one-dimensional continuous semimartingale X = A + M satisfying the following structure condition; Condition 3.1. It holds that
with ψ = {ψ s } being an {F t }-adapted locally bounded left continuous process.
Here we give rigorous definitions.
and
for every finite stopping time T is called a sampling scheme.
Definition 3.3. For a sampling scheme τ = {τ j } and a stopping time T , the statistic
is called the realized volatility.
Let τ n = {τ n j } be a sequence of sampling schemes. Note that τ n j is F τ n j -measurable for each j and N t [τ n ] + 1 is a stopping time with respect to the discrete-time filtration {F τ n j }. Our aim is to study the asymptotic distribution of the realized volatility Rv[τ n ] T as n → ∞ under a suitable assumption for the asymptotic behavior of τ n .
Condition 3.4. For each j, n, it holds that
and that for all t ≥ 0,
as n → ∞, where
for k ∈ N with k ≤ 12.
If P[ M ∞ ] < ∞, then (5) holds for any sequence τ n . Moreover, if P[ M 6 ∞ ] < ∞, then (4) also holds for any sequence τ n . These integrability conditions are not so restrictive in that we can always expect the aid of the usual localization procedure; our main result concerns an F-stable convergence and an F-stable convergence is stable against the localization. The conditional k-th moment G k j,n defined above plays an important role in the sequel. We assume moreover that M and τ n satisfy the following condition.
Condition 3.5. There exist a positive sequence { n } with n → 0 and {F t }-adapted locally bounded left continuous processes a = {a s } and b = {b s } such that for every t ≥ 0 and k ∈ {3, 4, 6}, it holds that
uniformly in j = 0, 1, . . . , N t [τ n ] as n → ∞, where G k j,n is defined by (6) . Note that we require not only an integrability condition but also a local homogeneity in the distribution of increments, which corresponds to the left continuity of the processes a and b. Here, n serves as a scale of the duration which is supposed to tend to 0 when considering the high-frequency asymptotics. In the light of the Skorokhod embedding problem, the class of possible a and b is quite large. Under a measurability condition that τ n j+1 − τ n j is F τ n j measurable for each j and n, the duration is always conditionally independent of the increment of the martingale M, so b ≡ 0 if M is a Brownian martingale. This condition of measurability was introduced by Jacod [12] . A relaxed version of this condition was introduced by Hayashi et al. [11] , which still results in asymptotic conditional independence between the duration and the increment of M. Condition 3.5 does not require such a measurability of durations and as a result, does not rule out non-zero skewness b, which affects the asymptotic distribution of the realized volatility. In fact, we will see later that for every finite stopping time T ,
converges in law to the mixed normal distribution
Examples which satisfy Condition 3.5 with explicit expressions for a and b are given in the next section. It should also be noted that the usual condition for the convergence of the realized volatility that
in probability is, however, not deduced from Condition 3.5. Instead, we have the following assertion. 
and also
where N t [τ n ] is defined by (2). In particular, for all t ≥ 0,
as n → ∞.
Proof. By the assumptions, it follows that
for k = 3, 6 and with the aid of Lemma 2.3, we have
On the other hand,
, so the second of (9) 
for k = 3, 6. Using Lemma 2.3 again, we obtain
Using the Burkholder-Davis-Gundy inequality and Doob's maximal inequality, we have also
for k = 3, 6, which implies the first of (9) in the same manner. Note finally that (10) follows from
The martingale case
For a continuous process Y , a sampling scheme τ = {τ j }, and k ∈ N, define a continuous process
Consider a sequence of continuous local martingales {Z n } defined as
In the case A = 0, that is, where X is a continuous local martingale, by the definition of the realized volatility (3) and Lemma 3.6, it holds that
Note that
by Itô's formula.
, Z n be defined by (11) and (12). Assume Conditions 3.4 and 3.5 to be satisfied. Then for all t ∈ [0, ∞),
and the convergences are in probability.
Proof. By Lemma 3.6 and Lebesgue's convergence theorem, for all locally bounded left continuous processes {g s }, it holds that
j,n a.s. for a constant C, by the Burkholder-Davis-Gundy inequality and Doob's inequality, using Lemma 2.3, we have
in probability. The first three convergences of (14) follow from Lemmas 2.3 and 3.6 with the aid of (16) . Now, note that (13) and Itô's formula give
the fourth convergence of (14) also follows from Lemma 2.3 and (16). In order to see the last one, noting that
it suffices to show
in probability. For the first of these two, observe that
and that
For the second, observe that the left hand term can be written as 4 3
Here we have repeatedly used Lemma 2.3 and (16).
Theorem 3.8. Assume Conditions 3.4 and 3.5 to be satisfied. Then the C[0, ∞)-valued sequence {Z n } defined by (12) converges F-stably to the distribution of
where c is defined by (15) and M = W M is a time-changed process of a standard Brownian motion W which is independent of F.
Proof. Recall (13) . In particular, Z n , N = 0 for all N ∈ M ⊥ , where M ⊥ is the set of bounded {F t }-martingales orthogonal to M as before. By Proposition 3.7 and Theorem 2.2, we obtain the F-stable convergence
It is not difficult to see that
The general case
To deal with general case of A = 0, we first introduce a lemma:
Lemma 3.9. Assume Conditions 3.1, 3.4 and 3.5 to hold. Then
Proof. Since ψ defined in (1) is locally bounded, it suffices to see that
uniformly in t ∈ [0, T ]. By Lemma 2.3, this follows from
in probability since
in probability. Here we have used Condition 3.5 and the Burkholder-Davis-Gundy inequality to see (17) , (18) .
] be defined by (11) . Assume Conditions 3.1, 3.4 and 3.5. Then the
where c is defined by (15) and X = W X is a time-changed process of a standard Brownian motion W which is independent of F. In particular, for every finite stopping time T and
Proof. Note that by definition (12) and Lemma 3.9, it holds that
uniformly in t ∈ [0, T ] for any T > 0. Hence, in the light of Theorem 3.8, it remains to prove
so it suffices to see that
uniformly in t ∈ [0, T ] in probability. By a localizing argument, we can assume that ψ s is uniformly bounded without loss of generality. Then, the first and third convergences follow from Lemma 2.3 on noting
respectively. The second convergence of (19) follows from the Cauchy-Schwarz inequality:
Here we used the fact that ψ is left continuous.
The asymptotic distribution is, therefore, determined by b and a, which are the asymptotic skewness and kurtosis of returns in a sense, respectively. The larger the skewness, the more biased the realized volatility. The larger the kurtosis, the larger the mean squared error. Remarkably, the drift term A affects the asymptotic distribution if b ≡ 0. Unfortunately, the randomness of the asymptotic mean and variance hampers practical use of the central limit theorem. Nevertheless, if we can assume b ≡ 0, the following corollary will be useful in constructing confidence intervals or testing hypotheses. ] T defined by (3),
in law, where
This is a natural extension of a known result on Studentizing for the equidistant sampling case.
It should be noted that we do not need to specify the structure of the sampling scheme or the normalizing sequence n in constructing the above Studentized statistic. Thus we obtain a statistic with the asymptotic normality in a nonparametric setting. It remains for further research to deal with the general case of b ≡ 0; however, assuming b to be constant, we obtain the following assertion. 
in law, where Rq[τ n ] T is defined by (20) and
.
Examples
A conditionally independent sampling scheme
Here we treat a sampling scheme τ n = {τ n j } with such a measurability condition as was imposed in Jacod [12] and Hayashi et al. [11] : we assume that the duration τ n j+1 − τ n j is conditionally independent of M ·+τ n j − M τ n j given F τ n j for each j ≥ 0. For example, suppose that
with an {F t }-adapted positive left continuous process g which is locally bounded and bounded away from 0. Here the o p ( 2 n ) term is supposed to be F τ n j -measurable. In such a case, we obtain in a straightforward manner
provided that there exists an adapted locally bounded process σ such that
as n → ∞ for each t ≥ 0, k ≤ 6, where W is a standard Brownian motion. Note that we can assume that σ is bounded without loss of generality by a localizing argument. Then, it is easy to see that
so we can apply Theorem 3.10 with
s . This asymptotic distribution coincides, of course, with known results for a deterministic sampling scheme.
Under the same assumption as for (21), we can deal with the following Poisson sampling;
, where e ∼ Exp (1) is an independent exponential variable and λ n j is an F τ n j -measurable positive random variable. More generally, if τ n j+1 − τ n j is conditionally independent of M ·+τ n j − M τ n j given F τ n j for each j ≥ 0 with
for adapted locally bounded left continuous processes m (k) , then we have
s . Here m (1) is assumed to be locally bounded away from 0.
Calendar time and business time sampling
The so-called calendar time sampling is nothing but the equidistant sampling scheme τ n j = j T /n for a fixed interval [0, T ]. This case has been extensively investigated and the corresponding asymptotic distribution of the realized volatility is specified as
with n = 1/ √ n in our terminology. The so-called business time sampling is given as τ n j = inf{t > 0; X t ≥ X T j/n}, or equivalently,
The sampling times are latent because they are defined from an unobserved volatility path; however it is naively considered an ideal scheme in terms of estimation and prediction of volatility because the log-returns are devolatilized by the construction of the sampling scheme. The cumulative volume of traded stocks is often used as a proxy of the unobserved cumulative volatility. See Hansen and Lunde [10] and the references therein for detail. Since the above definition does not give stopping times, let us consider a modified scheme τ n j = inf{t > 0; X t ≥ pj/n}, or equivalently,
for a constant p > 0. The stopping times are still latent but we can again take the cumulative volume as a proxy of the cumulative volatility when considering it as the business time clock. To examine the effect of devolatilization, assume the integrability of X T and let
If X is strictly increasing, then by the Dambis-Dubins-Schwarz time-change method (see e.g., Karatzas and Shreve [17] , 3.4.6, and Kallenberg [16] , Proposition 7.9), there exists a standard Brownian motion W = {W t , H t , 0 ≤ t < ∞} such that
for every stopping time τ . Hence it holds that
and so
Note that if X is absolutely continuous, that is, there exists an adapted process σ such that
then, by Jensen's inequality,
Since the right hand side is the asymptotic variance in calendar time sampling with N T [τ n ] = n, n = 1/ √ n, we can conclude that business time sampling is more efficient than calendar time sampling as is expected. On the other hand, this is not optimal, as seen later.
Tick time sampling
Here we consider path-dependent sampling schemes which serve as models for the so-called tick time sampling. By tick time sampling, we mean a sampling scheme which is based on random times at which price changes. Let us first treat a model introduced by Fukasawa [6] ; we see that the proof in Fukasawa [6] can be simplified using Theorem 3.10. First, define τ n as
where ϕ : E → R is a C 2 homeomorphism and (E, D) = (R + , N) or (R, Z). If we assume that bid price B t is given as
for latent price S t = exp(X t ), tick size δ and discount factor β ∈ [0, 1), which represents a proportional cost for quote exposure, it holds that
almost surely, by setting ϕ = log, (E, D) = (R, N) and n = δ/(1 − β). Hence τ n j corresponds to the j-th continued price change of bid quote. This means that we can construct the sampling scheme by observing only the bid quote. Note also that B τ n j
which means that we can construct Rv[τ n ] from these data. Now, let us assume X = M for brevity; this restriction can be removed in the light of the Girsanov-Maruyama transformation. Besides, we assume X to be a martingale without loss of generality by a localizing argument. Then, by the optional sampling theorem,
It is then straightforward to see that
It is also straightforward to see that
in probability, and so
Consequently, we can apply Theorem 3.10 with
When considering (23) as a model for tick time sampling, we suppose that bid quotation is so highly frequently updated that (24) is satisfied for almost all t ≥ 0. In other words, we are neglecting the time-discretization error and consider that the space-discretization effect which comes from price discreteness is more significant. Now, let us consider another model which incorporates the time-discretization effect. Define a sampling scheme τ n as
with τ n 0 = 0, where δ n and h n are positive numbers. Although the construction of σ n j is based on the unobserved volatility path, we can take the cumulative volume or the number of transactions as a proxy of it as in the case of business time sampling. For example, let t 1 , t 2 , . . . be all the time stamps in tick data andB t 1 ,B t 2 , . . . the corresponding bid prices. Time stamps are supposed to consist of transaction times and quote-revision times. Let t m 1 be the first time at which the bid price changes, that is,B t m 1 =B t m 1 −1 . Taking (24) into consideration, we identify τ n 1 = t m 1 and
where ϕ = log, D = N and δ n = δ/(1 − β). Then, we identify σ n 1 = t m 1 +1 ; we regard the duration σ n j − τ n j as a refractory period of quotation which represents the time-discretization effect. Here a latent quantity h n controls the length in the business time scale which is identified with the transaction time scale. Let t m 2 be the first time after t m 1 +1 at which price changes, and identify τ n 2 = t m 2 and σ n 2 = t m 2 +1 . Repeat this procedure to obtain realizations (τ n j , B τ n j ) as data.
which means that we can construct Rv[τ n ] from these data. Apart from this interpretation, the sampling scheme (26) has an interesting structure from a mathematical point of view. By a localizing argument, we can assume that ϕ is bounded and bounded away from 0 without loss of generality. Assume also X = M again and that X is strictly increasing. Then we have (22) by the Dambis-Dubins-Schwarz time-change method. Note thatτ n j = X τ n j satisfieŝ τ n j+1 = inf{t >τ n j + h n ; W t ∈ ϕ(δ n D)}, where W is a standard Brownian motion with X = W X . Put x n k = ϕ(δ n k) for k ∈ D. Then, using the strong Markov property of the Brownian motion, we have
and Φ, φ are the distribution function and the density of the standard normal distribution respectively. If h n , δ n → 0 with δ 2 n / h n → 0, then ϕ n (k + 1) − ϕ n (k) → 0 uniformly, so by Lebesgue's convergence theorem,
Therefore Condition 3.5 holds with n = h 1/2 n , b s ≡ 0 and a s ≡ 3; the asymptotic distribution of the realized volatility coincides with that in business time sampling. On the other hand, if h n , δ n → 0 with δ 2 n / h n → ∞, then ϕ n (k) → ∞ for k = k 0 uniformly, where k 0 is defined as
and if m is odd,
Consequently, Condition 3.5 holds with n = δ n , b s ≡ 0 and a s = ϕ (ϕ −1 (X τ n j )) 2 ; the asymptotic distribution of the realized volatility coincides with that in the previous scheme (23) . This is an example of such a sampling scheme where (34) below is not satisfied. These two cases, therefore, have totally different asymptotic behavior. In the former the time-discretization effect is dominant and in the latter the space-discretization effect is dominant. The intermediate case δ 2 n / h n → α ∈ (0, ∞) bridges the gap between the two.
More on hitting times
The asymptotic skewness b is identically 0 in the preceding examples. Here we give an example of schemes with constant non-zero b. Suppose that X is strictly increasing and define
for a constant β > 0. Then, noting that M is a local martingale,
by the optional sampling theorem. We have then that
The resulting asymptotic distribution of −1
5. An efficient sampling scheme
Here we discuss an optimality problem in constructing sampling schemes for the realized volatility. The motivation for this study is as follows. In recent literature on high-frequency data analysis, it is reported that the full use of the available data results in a bias due to market microstructure noise. A popular approach in the literature is to assume that the noise is independent of the latent asset price process. See e.g. Zhang et al. [26] . However, the assumption seems to the author not so realistic, in that it rules out round-off error which is seemingly the major source of microstructure noise. The bias is naturally considered as an increasing function of the number of data. Hence, taking a subsampling scheme such as 5 min equidistant sampling is popular in practice. Recall that usually a bid/ask price is quoted at every moment. This means that we can observe the price continuously in a sense, while microstructure noise prevents us from treating the data as a realization of a semimartingale. We can take, at least approximately, various (sub)sampling schemes, such as the examples treated in the preceding section, since the observation is continuous. In this section, we consider optimality of the sampling scheme. The number of data N t [τ n ] of a sampling scheme (see Definition 3.2) is introduced as a cost for the estimation, which is supposed to control the bias. We study sampling schemes only in the context of the realized volatility since it is the most natural estimator of the integrated volatility that is known to be consistent for every sampling scheme with high-frequency asymptotics.
Lemma 5.1. Let T be a stopping time and assume X to be a continuous martingale with P[ X 2 T ] < ∞. Let τ be a sampling scheme (see Definition 3.2) and define N T [τ ] and ((X )) 2 [τ ] T as in (2) and (11). Then
Proof. By Itô's formula, for every stopping time σ 1 < σ 2 , it holds that
Then, the assertion follows from Jensen's and the Cauchy-Schwarz inequalities:
In the light of this lemma, we conclude that for any sequence of sampling schemes τ n , it holds that lim inf
This means that the rate of convergence of the realized volatility is at most
Proposition 5.2. Let T be a stopping time and assume X to be a continuous martingale with P[ X 2 T ] < ∞. Let τ n be the tick time sampling defined by (23) (2) and (11). Then, the lower bound of (30) is attained, namely,
In the light of (29), it suffices to observe
So far, we have regarded the expected value of N T [τ n ] as a penalty and seen that the tick time sampling enjoys an optimality property in a continuous martingale setting. Next, let us consider
] itself in a conditional sense. We treat the asymptotic conditional variance of the realized volatility in a continuous semimartingale setting with the conditions as in Section 3. (X ( j+1)/n − X j/n ) 2 .
On the other hand, by defining τ n as (23) with ϕ = id, (E, D) = (R, Z), we have
in law. It might still be possible that other estimators based on X τ n j , j = 0, 1, . . . , N 1 [τ n ], rather than Rv[τ n ] 1 , result in a smaller asymptotic variance. The statistical efficiency for the estimation of σ 2 based on a stochastic sampling scheme remains a matter for further research. Hayashi et al. [11] proposed an alternative estimator
τ n j+1 − τ n j and showed that if X = σ W and τ n is deterministic,
in law. In this special case, V n 1 coincides with the MLE of σ 2 and its asymptotic variance is less than or equal to that of Rv[τ n ] 1 . This superiority is however rather specific. In fact, if we can choose sampling schemes, the choice of tick time sampling with Rv[τ n ] 1 results in one third of the asymptotic variance. In addition, V n T is not consistent in general. In fact, for the tick time sampling, Remark 5.7. The asymptotic distribution of the realized volatility is closely related to the asymptotic error distribution of the Euler-Maruyama approximation of stochastic differential equations, as was shown by Kurtz and Protter [18] . Our result on the optimality of the sampling scheme can be applied to the construction of an optimal discretization scheme for the Euler-Maruyama and the Milstein approximations. The author treats this application in a further paper.
