Abstract-Timeout control is a simple mechanism used when direct feedback is either impossible, unreliable, or too costly, as is often the case in distributed systems. Its effectiveness is determined by a timeout threshold parameter and our goal is to quantify the effect of this parameter on the system behavior. In this paper, we extend previous results to the case where there are N transmitting nodes making use of a common communication link bandwidth. After deriving the stochastic hybrid model for this problem, we apply Infinitesimal Perturbation Analysis to find the derivative estimates of aggregate average goodput of the system. We also derive the derivative estimate of the goodput of a transmitter with respect to its own timeout threshold which can be used for local and hence, distributed optimization.
I. INTRODUCTION
Timeout control is a simple mechanism used in many systems where direct feedback is either impossible, unreliable, or too costly. This is often the case in distributed systems, where remote components cannot be observed by a controller (or several distributed controllers) and information is provided over a network with unreliable links and delays. A timeout event is scheduled using a timer which expires after some timeout threshold parameter. This defines an expected time by which some other event should occur or a "grace period" over which some response about the system state is required. If no information arrives within this period, a "timeout event" occurs and incurs certain reactions which are an integral part of the controller. In distributed systems, where usually control decisions must be made with limited information from remote components, timeouts provide a key mechanism through which a controller can infer valuable information about the unobservable system states. In fact, as pointed out in [19] , timeouts are indispensable tools in building up reliable distributed systems.
This simple reactive control policy based on timeouts has been used for stabilizing systems ranging from manufacturing to communication systems [9] , Dynamic Power Management (DPM) [2] , [8] and software systems [5] , [7] among others. Despite its wide usage, quantifications of its effect on system behavior have not yet received the attention The authors' work is supported in part by NSF under Grant EFRI-0735974, by AFOSR under grant FA9550-09-1-0095 and FA9550-12-1-0113, by DOE under grant DE-FG52-06NA27490, by ONR under grant N00014-09-1-1051, and by ARO under grant W911NF-11-1-0227. they deserve. In fact, timeout controllers are usually designed based on heuristics which may lead to poor results; an important example can be found in communication protocols, especially TCP (see [1] , [9] and references therein). There is limited work on finding optimal timeout thresholds and all such approaches are limited by their reliance on the distributional information about the stochastic processes involved.
In this paper, we consider the timeout control in the context of Stochastic Hybrid Systems (SHS) and, in particular, the class of Stochastic Flow Models (SFMs). A SFM treats the event rates as stochastic processes of arbitrary generality except for mild technical conditions. The emphasis in using SFMs is in studying sample paths from which one can derive structural properties which are robust with respect to the abstraction made. This is the case, for instance, with many performance gradient estimates which can be obtained through Infinitesimal Perturbation Analysis (IPA) techniques for general SHS [4] , [16] . In addition, a fundamental property of IPA in SFMs is that the derivative estimates obtained are independent of the probability laws of the stochastic rate processes and require minimal information from the observed sample path. This approach has proved useful in optimizing various performance metrics in serial networks [14] , systems with feedback control mechanisms [18] , scheduling problems [10] , [11] , and some multi-class models [3] , [15] .
In [12] , we set forth a line of research aimed at quantifying how timeout threshold parameters affect the system state and ultimately its behavior and performance. We showed how a SFM of a timeout-controlled distributed system can be obtained and then used to optimize the timeout threshold. This paper extends the results in [12] to multiple communication links and hence, extends this problem to broader multi-class problems with communication delays. Like [12] , we directly control the timeout parameters for network communication performance. Additionally, moving from a singe class problem in [12] to multiple classes, we show how by carefully selecting the processing rate of each class, the shared communication channel operates according to a First Come First Serve (FCFS) policy. We also discuss how we can easily extend the analysis to non-FCFS frameworks. Finally, we also extend previous work on timeout control by removing any dependence on distributional information. This paper is organized as follows: In Section II, we define the SFM of the system. In Section III, we apply IPA techniques to average goodput at each transmitter, as well as total goodput of the system aggregating the rates for all the transmitting nodes. We conclude with Section IV.
II. STOCHASTIC FLOW MODEL (SFM)
We are interested in systems where N transmitting nodes send data to their destinations through a shared channel. Associated with each node n = 1 . . . , N , is a "class" n of data packets or tasks which are to be processed in the channel and reach their destinations in a timely manner. Like the case of a single communication link, after each transmission by node n, a timely acknowledgement (ACK) is expected from the receiving end. For transmitter node n to operate normally, the Round-Trip Transportation (RTT) time calculated for each node n should be less than a timeout threshold parameter θ n ≥ 0. If no ACK is received within θ n units of time from the transmission, a timeout occurs causing node n to retransmit the timed out data (previously sent at t − θ n ) to the same destination. The control parameter vector is defined as θ = [θ 1 , θ 2 , . . . , θ N ]
T . We consider a SFM Fig. 1 . The SFM for the timeout system for this problem where N upstream nodes are competing to get their content through a shared network channel. The channel latency represents the RTT delay in the underlying DES. The SFM for this system is shown in Fig. 1 and is observed over a finite period of time [0, T ]. Associated with this system are several nonnegative stochastic processes all defined on a common probability space (Ω, F, P ). The transmitters are shown as upstream nodes receiving exogenous inflow processes {λ n (t)}, n = 1, . . . , N and copy/timeout flow processes {γ n (t, θ)} intended for retransmission. The process {z n (t, θ)} models the amount of pending data to be transmitted by node n and evolves according tȯ
where ψ n (t, θ) = λ n (t) + γ n (t, θ) and {φ n (t, θ)} is the maximal transmission rate process at node n. Thus, the actual transmission rate from node n to the network buffer is defined as
In this paper, we assume that the transmitters have an infinite supply property as follows:
By (2), this implies α n (t, θ) = φ n (t, θ) > 0 for all t ∈ [0, T ] , so φ n (t, θ) can henceforth be replaced by α n (t, θ) for the rest of the discussion.
We model the shared network channel with a buffer where the transmitted fluid from node n accumulates and takes a share x n (t, θ) ≥ 0 of the total buffer content x(t, θ) = n x n (t, θ). The processing rate of the fluid is governed by nonnegative service processes {β n (t, θ)}, n = 1, . . . , N.
Furthermore, for each n, we define the independent process {B n (t)} as the maximal processing rate of class n when no other class is being processed by the network resource. Since, β n (t, θ) is the processing rate in the presence of other fluid classes competing for a share of processing power in the network, we naturally have β n (t, θ) ≤ B n (t).
At any time t ∈ [0, T ], x n (t, θ) follows the dynamicṡ
where α(t, θ) = n α n (t, θ) and β(t, θ) = n β n (t, θ).
We also define the process
as the waiting time process of class n ∈ {1, . . . , N }. We assume that the value of the processes β n (t, θ) and x n (t − w, θ) are known over t ∈ [−w, 0] as the initial pieces of information required to calculate w(t, θ) at t = 0. Using the waiting time process, we can define the timedout (hence, worthless) portion of class-n fluid in the network buffer for which w n (t, θ) > θ n . In case of a timeout at node n a copy of the fluid sent at time t − θ n is generated and will be put back in node n for retransmission. This is shown as the feedback flow process γ n (t, θ) ≥ 0 in Fig. 1 . To summarize, for all t ∈ [0, T ], we have
The upstream node treats this copy flow with higher priority and tries to retransmit it as soon as possible. Looking at Fig.1 , we should explicitly show the flow γ n (t, θ) creating contents ahead of those created by λ n (t). However, we refrained from this to avoid complicating the illustration.
We look at average goodput as the communication performance metric defined as
where, we use 2γ n (t, θ) to not only penalize the retransmissions but also to account for the worthless timed out fluid in the network buffer which should be processed by the network resource anyway. Before proceeding, we make the following assumption on the system which we also made in [12] : Assumption 2. The network buffer is lossless.
This assumption is merely for simplifying the exposition and can be removed at the expense of having new state variables tracking the loss volume of each class.
A. FCFS Implementation
The definition of the waiting time (4) is contingent upon having a FCFS policy implemented in the network buffer. One of the differences between a single transmitter model in [12] is in how to ensure this policy is preserved. We achieve this by carefully selecting the network processes.
In general, depending on the processes β n (t, θ), if two fluid particles of class n and m, n = m are transmitted at times τ 1 and τ 2 , τ 2 > τ 1 , if β m (t, θ) is sufficiently larger than β n (t, θ), their order of leaving the network may be reversed. We can implement both FCFS and non-FCFS policies by carefully defining the processing rates β n (t, θ), n = 1, . . . , N. We limit the details on the non-FCFS policies to Remark 1 where it is shown that the extension of the results to the non-FCFS policies is straightforward.
The availability rate of fluid class n at the network server can be defined as
which represents the rate of class n fluid particles arriving at the head of the network buffer. Accordingly, at any time t ∈ [0, T ], the utilization of the service associated with class n = 1, . . . , N is as follows:
Hence, at each time t, ρ n (t, θ) is a measure of how engaged the server is with the fluid of class n. The following theorem ensures all these characteristics are delivered by carefully defining β n (t, θ), n = 1, . . . , N . Compared to [17] , [6] , it allows for different maximal service processes for each class. Theorem 1. Let w ∈ R + . Assuming the initial conditions w n (0, θ) ≡ w for all n, if
the following statements are true: (i) There exists a common waiting time process w(t, θ)
such that w n (t, θ) = w(t, θ) for all n and all t ∈ [0, T ].
(
Proof: When x(t, θ) = 0, the buffer clearly operates according to FCFS, so we only consider the case where x(t, θ) > 0. By proving statement (i), we show the fluid particles at the head of the queue must have arrived at the same time; statement (ii) shows that regardless of the class, fluid particles leave the system with the order they have been transmitted. We start by proving statement (i). Differentiating the term in brackets in (4) with respect to t reveals
which after regrouping the terms yieldṡ
Using (10) in the last equation giveṡ
for which we consider the constraint w n (t) ≥ 0. Notice that the RHS is independent of n. Hence, with the initial condition that w n (0, θ) ≡ w for all n, w n (t, θ) = w m (t, θ) for any pair n, m, n = m and the FCFS operation when w n (t, θ) is defined for all n. Finally, we can define the waiting time dynamics of a fluid differential at the head of the network buffer aṡ
This proves part (i) in the theorem statement. For part (ii) notice that by definition, a fluid particle which is at the head of the queue at time t has arrived at t−w(t, θ). Therefore, we only need to show that for any t 1 , t 2 ∈ [0, T ] such that t 1 < t 2 , we have t 1 − w 1 (t 1 , θ) < t 2 − w 2 (t 2 , θ). We can write t 1 − w(t 1 , θ) < t 2 − w(t 2 , θ). It follows that
dτ which, by (13), gives
dτ.
By 1 m ρm(τ,θ) > 0, part (ii) and the theorem are proven.
Remark 1:
We can come up with schemes other than FCFS and generalize the SFM analysis. For example, if by defining
, ∀n.
we share the resource capacity according to relative availability of the fluid classes at the server, (11) becomeṡ
Now, the right-hand side of this equation is n-dependent, which breaks the FCFS rule.
In the sequel, we make the following assumption: Assumption 3. B n (t) = B(t) for all t ∈ [0, T ] and n = 1, . . . , N.
We can remove this assumption at the expense of more complexity which diverts the focus from the main purpose of this analysis. A byproduct of Assumption 3 is that
which means the total processing rate of the channel is independent of the timeout rates chosen.
B. Transmission Control
We say node n is operating in a normal period when w(t, θ) ≤ θ n where we assume that the inflow rates are determined according to the policy π 1,n to increase the transmission rate α n (t, θ). We adopt a second policy π 2,n to do the opposite when the node is in the timeout period. There can be many choices for the policies π 1,n and π 2,n . For the sake of analysis, we choose the policies as follows:
α n (t, θ) ≡ α n,min if w(t, θ) > θ n .
C. Stochastic Hybrid Model
Viewed as a SHS, we can conceive of the following SFM operation modes throughout the sample path: We refer to a period over which x(t, θ) > 0 and x(t, θ) = 0, as a NonEmpty Period (NEP) and Empty Period (EP), respectively. Moreover, we denote the periods over which w(t, θ) > θ n and w(t, θ) ≤ θ n by TOP n and NP n , respectively.
Let τ k , k = 1, . . . , K, be the SFM event times observed in a sample path of the system over the interval [0, T ]. We also define τ 0 = 0 and τ K+1 = T for notational convenience and let e k be the event occurring at τ k . We are interested in the following set of events:
Here, E λ and E B respectively refer to random jump events in any λ n (t), n = 1, . . . , N and B(t) which are not affected by θ. We call the events with this property exogenous. The start and end of a NEP is marked by the events [x > 0] and [x = 0], respectively. [w > θ n ] and [w ≤ θ n ] are the events defining the start and end of a TOP n . Since these events are dependent on the system states, we categorize them as endogenous events. When a timeout [w > θ n ] event occurs, according to (15) , α n (t, θ) drops. This discontinuity will then be reflected inα n (t, θ) and consequently, by (10) , in β n (t, θ). We refer to the event ofα n (t
is an event of discontinuity in γ n (t, θ) strictly inside a TOP. Since the start and stop of a TOP n is already defined by [w > θ n ] and [w ≤ θ n ], by (5), [γ + n = γ − n ] only reflects a discontinuity in α n (t − θ n , θ) when w(t, θ) > θ n . This directly affects the objective function (7) as it is related to γ n (t, θ) defined by (5) . We call [α [4] because these events are bound to occur after the occurrence of a triggering event in the past. The triggering event can be either an exogenous, endogenous or itself an induced event.
The delays between [w > θ n ] and its associated [α 
with the constraint h i (k, t, θ) ≥ 0, i = 1, 2, k = 1, . . . , K.
III. PERFORMANCE OPTIMIZATION BY IPA
The existence of the IPA derivatives is ensured below: Assumption 4. With probability 1, no two events can occur at the same time unless one causes the other.
Considering the objective (7), let us define the index set
marking all the event times in TOP n including its start. The other possible event in Ω n is [α
Since by (5), when w(t, θ) > θ n , we have γ n (t, θ) = α n (t − θ n , θ), we can decompose (7) as follows:
A. IPA Estimation
Let us define τ k,j ≡ ∂τ k ∂θj for k = 0, . . . , K + 1 and j = 1, . . . , N . Also, for a real valued function f n (t, θ) associated with node n, we define the partial derivatives f n,j (t, θ) ≡ ∂fn(t,θ) ∂θj
. Differentiating G n (T, θ) with respect to θ j and noticing by τ 0 = 0, and τ K+1 = T , that τ 0,j = τ K+1,j = 0 for any j reveals
The expression in the last integral in (21) can be written as
where
Moreover, according to (15) ,α n (t − θ n , θ) = r n if w n (t − θ n , θ) < θ n (i.e., node n not in a TOP n at t − θ n ). Noting that ∂(t−θn) ∂θj = −1 only if j = n and 0, otherwise, we find
Looking at the performance objective as well as the conditions under which an event is triggered, the state vector of the system is comprised of α n (t, θ), γ n (t, θ), n = 1, . . . , N , x(t, θ) and w(t, θ). However, note that γ n (t, θ) = α n (t − θ n , θ) when w n (t, θ) > θ n . Thus, its derivative can be obtained from that of α n (t, θ). Furthermore, Assumption 3, allows us to have the following useful lemma which reduces the number of states to only two. Due to space limitations, we refrain from presenting the proof of the lemmas. Detailed proofs can be found in [13] . Lemma 1. If the network channel operates according to the FCFS policy, we get
B. IPA equations Let us assume that over an interval [τ k , τ k+1 ), the SFM is at some mode during which the time-driven state s(t, θ) ∈
∂θ ∈ R M ×R N be the Jacobian matrix for all state derivatives. It is shown in [4] that, for any t ∈ [τ k , τ k+1 ), s (t) satisfies:
for t ∈ [τ k , τ k+1 ) with boundary condition:
for k = 0, . . . , K if s(t) is continuous at τ k and otherwise,
An exogenous event at τ k is not a function of θ so τ k,j = 0 for any j = 1, . . . , N . In our model these include E λ and E B . However, for every endogenous event, e k at τ k there exists a continuously differentiable function g k :
It is shown in [4] that
if e k ∈ E is endogenous and defined as long as
In addition to the exogenous and endogenous events, we also have induced events. Using the results in [4] , in this case, if e k is induced by e m , m < k, we can write
where ∂hi ∂s is the gradient vector of partial derivatives h i with respect to state variables and depending on whether [α
has occurred, we use h 1 or h 2 as defined in (17) and (18).
1) Event-time derivatives: We will determine ∂τ k ∂θj for each event in E and for each θ j , j = 1, . . . , N . We exclude E λ and E B as they are exogenous events with zero event-time derivative. Recalling α(t) = n α n (t),α(t) = nα n (t) and β(t) = n β n (t), the following lemma gives the derivatives for exogenous and induced events:
Lemma 2. Under policies π 1,n and π 2,n , n = 1, . . . , N , for any j = 1, . . . , N , we have
: τ k,j = τ m,j + 1 n=j where 1 n=j is an indicator function being 1 when n = j and 0, otherwise and τ m < τ k is the time of the triggering event for the induced event at τ k .
2) State Derivatives: Here, we find the derivative equations for the state variables x and α. We do not include other states in the IPA calculations as by (22) and Lemma 1, they can be calculated in terms of the derivatives of x and α: A) Analysis at event times: We start by finding the derivative update equation of α n (t, θ).
Lemma 3. Concerning state variable α n (t, θ),
Also, for the rest of the events, we have
Next, for any real-valued function f , we define 
B) Analysis between event times: We start from α n (t, θ).
Recall that by (15) and Assumption 1, f αn (t, θ) = f φn (t, θ) for all n and t ∈ [0, T ). Since r n is not a function of θ, differentiating f αn (t, θ) with respect to θ j reveals ∂f αn (t, θ) ∂θ j = 0, ∀ t ∈ [0, T ) and j = 1, . . . , N.
For x(t, θ), (3) implies that for all t ∈ [0, T ), f x (t, θ) = 0 if x(t, θ) = 0, α(t, θ) ≤ β(t) α(t, θ) − β(t) otherwise therefore, for j = 1, . . . , N , ∂f x (t, θ) ∂θ j = 0 if x(t, θ) = 0, α(t, θ) ≤ β(t) ∂α(t,θ) ∂θj otherwise (31) Using (22) and Lemma 1 and applying the IPA formulas given above completes the state derivative estimations.
3) IPA Implementation: We assume that the IPA derivatives for the states and event times over the interval [t − w(t, θ), t) are available for IPA calculations at t.
Recall that we are interested in estimating the derivative of the average cost (6) by finding the derivative of the sample function (7) which can be calculated from (21). However, evaluating (21) is contingent upon the knowledge of α n,j (t, θ), dαn(t−θn,θ) dθj and τ k,j . By (22), dαn(t−θn,θ) dθj can be readily obtained given that the past values of α n,j (t, θ) and w(t − θ n , θ) are known. By Lemma 2, τ k,j can be obtained if the derivatives 
IV. CONCLUSIONS
We extended the results in [12] to multiple communication links and laid down the conditions under which the network buffer works according to the FCFS policy. We also showed how extensions to non-FCFS policies are possible. Under the FCFS policy, we derived the derivative estimates of average goodput at each transmitter and used it to find the sensitivity of the aggregate goodput with respect to timeout thresholds.
