Abstract-This paper presents chaos-embedded optimization algorithms named as Chaotic Fractal Search (CFS). These algorithms are improved variance to original Stochastic Fractal Search (SFS) algorithm. The influence of two chaos maps which are Chebyshev map and Gauss/Mouse map on the convergence speed and fitness accuracy of the SFS are investigated in this study. Two well-known benchmark test functions with different dimension levels and landscapes were employed in order to evaluate the performance of proposed CFS algorithms in comparison to their predecessor algorithm. Furthermore, the proposed approach is implemented in the optimal tuning of conventional PID and PD-type fuzzy logic controllers for a twin rotor system (TRS) in hovering mode. The simulation study indicates that CFS algorithm with Gauss/Mouse chaotic map in both Diffusion and First Updating process outperforms other CFS algorithms and original SFS algorithm. In addition, PD-type fuzzy logic controller shows superiority over PID controller in twin rotor system control design.
I. INTRODUCTION
Metaheuristic approaches have gained remarkable attention by many researchers around the globe in the past two decades. Metaheuristics are employed to solve an expansion number of complex, ill-defined real-world problems such as in engineering, computer science, economic and etc. Metaheuristics can be defined as solution methods that orchestrate an interaction between local improvement procedures and higher level strategies to create a process capable of escaping from local optima and performing a robust search of a solution [1] . Metaheuristics are inspired by natural or biological phenomena and can be categorized into three major classes which are evolutionary algorithms (EAs), swarm intelligence (SI) and physics-based algorithms. On the other side, they also can be classified based on single solution based or population based metaheuristics [2] . Some of recently developed metaheuristic algorithms include Grey Wolf Optimizer [2] , Lightning Search Algorithm [3] , Moth-flame Optimization [4] , Ant Lion Optimizer [5] , Stochastic Fractal Search [6] , Yin-Yang-Pair Optimization [7] , Crow Search Algorithm [8] and Sine Cosine Algorithm [9] . Typically, the performance of proposed metaheuristic algorithms been evaluated using various benchmark test functions either standard or modern functions. However, their applications in solving real world problems never been reported extensively before as they are still new metaheuristic algorithms.
Stochastic Fractal Search was developed by Salimi to imitate a growth process [6] . The particles in the process try to extend its growth in searching space. This metaheuristic algorithm shows promising results with short computational time. The advantage of this algorithm is less starting tuning parameters to initiate the searching process. Based on the literature, several modifications have been proposed by researchers to improve this algorithm.
A penalty guided stochastic fractal search approach is developed by Mellal and Zio for solving system reliability optimization problems such as reliability allocation, redundancy allocation, and reliability-redundancy allocation [10] . Ten case studies are presented as benchmark problem to highlight the superiority of the proposed approach. Awad et al. introduced a hybridization between differential evolution and update processes of the SFS algorithm [11] . A diffusion process based on differential evolution algorithm was used to replace random fractals. Test suite benchmark functions from the IEEE CEC2014 real parameter single objective competition is used to validate the performance of the proposed algorithm [12] . Rahman employed the SFS algorithm to optimize the parameter of support vector machines (SVMs) in classification task to monitor an aerospace structure [13] .
This paper presents the improvement of SFS algorithm in term of convergence speed and result accuracy using two chaotic maps. Then, the proposed approach is evaluated using several standard benchmark test functions before implementing to optimize control parameters for PID and fuzzy logic controllers for a twin rotor system (TRS) in hovering mode.
II. CHAOTIC FRACTAL SEARCH
There are two main equations from the original SFS algorithm have been modified with the introduction of a chaotic variable named as as follow:
Noted that, eq. 1 was part of Diffusion Process while eq. 2 in First Updating Process in the original SFS algorithm. These new chaotic equations will force the particles to move towards the current best optimal solution in a chaotic manner. This study investigated two different one-dimension non-invertible chaotic maps influence toward the algorithm performance as proposed in previous studies by Saremi et al. [14] and Mitic et al. [15] . Table I tabulates the mathematical description of the proposed addition of chaotic maps while Fig. 1 shows the graphical presentation of these maps over 100 generations. Each of the chaotic maps has the starting point 0.7 and normalized to a range of [0, 1]. 
No
Map Name Equation 1 Chebyshev
Four Chaotic Fractal Search (CFS) algorithms were developed with the implementation of two different chaotic maps at two different parts of SFS algorithm. The initial value of 0.95 was selected for parameter as suggested in [15] . Table II shows the combination of chaotic maps for CFS algorithms. More details regarding the CFS algorithms can be found in [16] . 
III. BENCHMARK TEST FUNCTIONS
In this study, 4 well-known classical benchmark functions were used to evaluate the performance of CFS algorithms. Table III shows the maximum generation numbers and search range used for all functions. A different value of the maximum generation number is used as each function possesses different difficulty level. Each function needs a different number of generations in order to converge to the global optimum point. Note that, all optimum point locate at f(x) = 0 for all benchmark functions except for the Ackley function (F3). Three different levels of problem dimension, D were investigated which are 10, 30 and 50. The number of population (Start Point), NP was fixed to 100. The Maximum Diffusion Number (MDN) equal to 1 with the first Gaussian walk is utilised. Note that, all calculations were performed in MATLAB 2015b software that runs on a desktop PC Intel ® Core ™ i5 of CPU 3.30 GHz with 4GBs RAM and Window 7 (64 bit) operating system. The full results of CFS algorithms evaluation using benchmark functions are tabulated in Table V . Statistical analysis was conducted based on a total of 50 simulation runs. The convergence plots for 30 dimensions of the original SFS algorithm and its four chaotic variants tested on the standard benchmark functions are shown in Fig. 2 . Notice that CFS 03 and CFS 04 algorithms showed higher convergence speed compared to the original SFS and two other CFS algorithms. The introduction of Gauss/Mouse map in Diffusion Process improved the SFS algorithm, much better than Chebyshev map. While, the chaotic maps were slightly enhanced the SFS algorithm in the First Updating Process.
IV. CFS APPLICATION FOR CONTROLLER TUNING
This section presents the application of CFS algorithm to optimize control parameters of the twin rotor system (TRS) which imitated the flexible structure of a helicopter. The schematic diagram of a TRS is shown in Fig. 3 . Fig. 3 . Schematic diagram of a Twin Rotor System [17] The model of the TRS was acquired from the previous study using parametric system identification based on experimental data [18] . The polynomial auto-regressive with exogenous input (ARX) model was implemented in MATLAB Simulink platform. Two types of the controller were selected which are conventional PID and PD-type fuzzy logic controllers in order to control the vertical movement of the TRS. This task will evaluate the performance of the proposed CFS algorithms compared to their predecessor. In this study, problem dimension is set to be 3 for both controllers, the number of start points (SP) is 30, the number of generation is 20 with the first Gaussian walk was used within the searching range of [0 100]. The block diagram of the proposed controller parameters tuning using CFS algorithms is shown in Fig. 4 . Note that error, e(t) was calculated as the difference between system output, y(t) with the reference target angle, r(t). There are several objective functions based on error can found in the literature such as mean squared of error (MSE), integral of absolute error (IAE) and mean absolute error (MAE). Based on the initial study, IAE gave the smallest root mean squared of error (RMSE) in comparison to other objective functions. In addition, another objective function named as integral absolute of the control signal (IAU) was employed to ensure smooth control signal as suggested by Noshadi et al. [19] . Weighted sum method was used in order to relate both of the objective functions [20] . Thus, the resulting objective function, J is defined as: (3) where w1 and w2 are the weighting factors on the error and the control signal respectively.
Figs. 5 and 6 show the arrangement of CFS-based PID and PD-type fuzzy logic controllers, respectively in Simulink platform. For PID controller, 3 gains which are proportional gain (kp), integrative gain (ki) and derivative gain (kd) required to be optimized while 3 scaling factors (K1, K2 and K3) for a PD-type fuzzy logic controller. The fuzzy membership functions are shown in Fig. 7 . The inputs/outputs of the fuzzy controller are transformed into three linguistic variables, namely NB (negative big), Z (zero) and PB (positive big). The total number of nine rules to complete fuzzy rule-base as tabulated in Table IV . The Gaussian membership function is employed due to advantages of smooth control surface and nonzero value at all points compared to triangular membership function. The simulation study was performed for 15 seconds. The reference pitch angle was elevated to 30 degree in a time period of 0 to 5 seconds, and then decreased back to 0 degree after 5 seconds until 10 seconds. After 10 seconds, the pitch angle of TRS is set back to 30 degree. Table VI and Table VII show the statistical analysis after 25 independent runs for CFS-based PID controller and CFSbased PD-type fuzzy logic controller, respectively. Overall, CFS algorithms performed better than their predecessor algorithm in term of minimizing the control error. CFS04 algorithm outperformed other algorithms in tuning PID controller parameters while CFS01 algorithm shows supremacy performance than others in tuning PD-type fuzzy logic controller. The optimal parameters for both controllers are tabulated in Table VIII . Table IX . It is noted that the pitch angle response using PD-type fuzzy logic controller was better than PID controller in terms of settling time, the percentage of overshoot and steady-state error.
On the other hand, PID controller performed slightly better than the PD-type fuzzy logic controller in aspects of rising and delay time. Voltage input response of the controllers was plot in Fig. 9 . There is a spike response during rising time period by PID controller. On the other hand, the PD-type fuzzy logic controller provided smooth voltage input control. 1.1620x10 -4 V. CONCLUSION Four chaos-enhanced variants of SFS algorithm have been proposed by using two types of chaotic maps. Typical random generation number were replaced by these maps namely Chebyshev map and Gauss/Mouse map in order to improve convergence speed and searching results accuracy of the predecessor algorithm. The performance of the CFS algorithms has been tested on several standard benchmark functions that comprised various landscape and dimension. In overall, the results displayed CFS algorithms outperformed the original SFS algorithm as Gauss/Mouse map show its influence, especially when implementing in Diffusion Process. The introduction of chaotic maps in First Updating Process was slightly boosted the algorithm searching speed. Moreover, these improved algorithms have been comparatively evaluated through the parameters optimization of PID and PD-type fuzzy logic controllers for the vertical channel of a TRS. Again, CFS algorithms highlighted their superiority performance against their original version. Future work will focus on the performance comparative study of CFS algorithms using nonparametric statistical analyses via Friedman and Wilcoxon signed rank tests.
