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Uvod
Ovaj diplomski rad motiviran je proucˇavanjem rasta i strukture epitelnog stanicˇnog tkiva.
Epitelno tkivo ili epitel je jedno od cˇetiriju osnovnih stanicˇnih tkiva koje mozˇe biti visˇeslojno
i jednoslojno. Razumijevanje strukture potonjeg je i glavna motivacija ovog diplomskog
rada. Jednoslojna tkiva najcˇesˇc´e prekivaju povrsˇine organa te se mogu nac´i na visˇe mjesta
u tijelu: unutarnje uho, oko (lec´a), jajnici, zˇeludac, tanko crijevo, debelo crijevo i zˇucˇni
mjehur. Primjere epitelnih tkiva mozˇemo vidjeti na slici 0.1.
Slika 0.1: Primjeri epitela [1].
Ovakva istrazˇivanja su vazˇna radi razumijevanja procesa kao sˇto su rast i razvoj tkiva,
zacjeljivanje rana te progresija tumora, ukljucˇujuc´i karcinome koji su uglavnom mutacije
epitelnog tkiva. Iz tih razloga je od velikog interesa razviti dobar model za spomenute
procese.
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Poglavlje 1
Model
U ovom poglavlju c´emo opisati nasˇ model te definirati osnovne pojmove vezane uz taj
model kao sˇto su elipsa, slucˇajno pakiranje elipsi, Voronojev diagram i morfolosˇke mjere
Voronojevih c´elija. Isto tako c´emo navesti neka osnovna svojstva modela.
1.1 Elipsa
Definicija 1.1.1. Elipsa je skup tocˇaka u ravnini za koje vrijedi da je zbroj udaljenosti od
dviju fiksnih tocˇaka konstantan.
Dvije fiksne tocˇke nazivamo zˇarisˇtima i oznacˇavamo ih s F1 i F2. Linearni ekscentri-
citet, u oznaci e, je dan s e = 1
2
|F1F2|. Polovisˇte duzˇine F1F2 se naziva ishodisˇte elpipse i
oznacˇavamo ga s O. Ukoliko je ishodisˇte elipse u ishodisˇtu koordinatnog sustava, tjemena
elise su redom T1 = (a, 0), T2 = (0, b), T3 = (−a, 0) i T4 = (0,−b). Duzˇine OT1 i OT2
zovemo redom velika i mala poluos elipse i njihove duljine su redom a i b. Dane velicˇine
mozˇemo vidjeti na Slici 1.1a.
Znamo da je jednadzˇba elipse sa sredisˇtem u ishodisˇtu koordinatnog sustava dana s
x2
a2
+
y2
b2
= 1. Parametarska jednadzˇba elipse je dana s:
x(t) = a cos(t)
y(t) = b sin(t)
t ∈ [0, 2pi)
Ukoliko elipsu zarotiramo za proizvoljan kut φ te zatim translatiramo u proizvoljnu
5
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(a) (b)
Slika 1.1: Velicˇine vezane za elipsu (a), elipsa u ravnini na polozˇaju (x0, y0) zarotirana za
kut φ (b).
tocˇku (x0, y0)
(
Slika 1.1b
)
, njena parametarska jednadzˇba glasi:
x(t) = a cos(t) cos(φ) − b sin(t) sin(φ) + x0
y(t) = a cos(t) sin(φ) + b sin(t) cos(φ) + y0
t ∈ [0, 2pi)
Od interesa nam je promatrati i sljedec´u velicˇinu: s e−1 c´emo oznacˇiti omjer male i
velike poluosi elipse. Dakle, e−1 = b
a
. Omjer poluosi elipse e−1 nam odreduje oblike elipse.
Mozˇemo vidjeti da je e−1 ∈ (0, 1]. Sˇto je je e−1 manji, to su elipse izduzˇenije, a kada je
e−1 = 1, elipse su kruzˇnice s polumjerom r = a = b. Omjer male i velike poluosi elipse
c´emo josˇ nazivati i elongacija elipse. Podskup ravnine omeden elipsom je dan jednadzˇbom
x2
a2
+
y2
b2
≤ 1 i njegova povrsˇina je piab.
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1.2 Slucˇajno pakiranje elipsi
Problem pakiranja je vrlo intuitivan. Zamislimo neke predmete koje zˇelimo spakirati u
neku kutiju. Mozˇemo se zapitati sljedec´a pitanja:
• Koliko najvisˇe predmeta mozˇemo spakirati u danu kutiju te koliki je najvec´i volumen
kutije koji mozˇemo ispuniti danim predmetima?
• Kako rasporediti predmete u kutiji, tj. koji algoritam koristiti da bi ih mogli sˇto bolje
i gusˇc´e spakirati?
Jedno od intuitivnih rjesˇenja spomenutog problema je sljedec´e. Zamislimo da u ku-
tiju naslazˇemo bez nekog reda koliko god predmeta mozˇemo. Kada smo napunili kutiju,
protresti c´emo je da bi predmeti poprimili neki novi polozˇaj i malo se stalozˇili. Tada c´e u
kutiji nastati josˇ mjesta pa mozˇemo ponovno naslagati odredeni broj predmeta. Taj postu-
pak mozˇemo ponavljati dok visˇe nec´emo moc´i niti jedan predmet staviti u kutiju.
Definicija slucˇanog pakiranja elispi
Precizirajmo sada opisani problem. Zamislimo da je kutija neki proizvoljni pravokut-
nik u R2. Neka elipse predstavljaju dane predmete. Radi laksˇeg izrazˇavanja, od sada
pod pojmom elipsa podrazumijevamo podskup ravnine omeden elipsom. Dakle elipsa je
{(x, y) ∈ R2 | x
2
a2
+
y2
b2
≤ 1}. Nasˇ problem pakiranja mozˇemo definirati na sljedec´i nacˇin:
Definicija 1.2.1. Neka je dan skup elipsa E = {Ei, Ei elipsa, i ∈ 1, . . . , n, n ∈ N} i pravo-
kutnik P u R2. Pakiranje elipsi je uredeni par (E,P) takav da su polozˇaji i rotacije elipsa
Ei proizvoljne ∀i ∈ {1, . . . , n}, da je E ⊆ P te Ei ∩ E j = ∅, i , j, i, j ∈ {1, . . . , n}.
Polozˇaji kakve elipse ne smiju poprimiti u pakiranju prikazani su u Slici 1.2.
Slika 1.2: Elipse E1 i E2 se sijeku a elipsa E3 je unutar elipse E2.
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Da bismo pronasˇli slucˇajno pakiranje za elipse Ei, i ∈ {1, . . . , n}, n ∈ N s poluosima
ai, bi i pravokutnik P u R
2, moramo pronac´i x0
i
, y0
i
, φi takve da je prethodna definicija zado-
voljena.
Jasno je da postoje slucˇajevi kada je nemoguc´e pronac´i pakiranje elipsi. Jedan trivijalan
primjer je kada je povrsˇina pravokutnika P manja od sume svih povrsˇina elipsi iz E. Iz tog
razloga u interesu nam je imati mjeru koja nam daje odnos povrsˇina danih elipsi i povrsˇine
pravokutnika. Time smo motivirali sljedec´u definiciju.
Definicija 1.2.2. Neka su dane elipse Ei, i ∈ {1, . . . , n}, n ∈ N s poluosima ai, bi i pravo-
kutnik P s duljinama stranica p i q. Definiramo povrsˇinski udio elipsi u pravokutniku (u
oznaci ρ) s
ρ =
∑n
i=1 piaibi
pq
ρ c´emo nadalje zvati samo povrsˇinski udio. Povrsˇinski udio nam govori koji udio pra-
vokutnika c´e zauzimati elipse ukoliko ih spakiramo. Jasno je po prethodnoj diskusiji da
pakiranje elipsi ne postoji ukoliko je ρ > 1.
Nije nam od interesa dane elipse proizvoljno poslagati u pravokutnik vec´ bismo voljeli
da se elipse pakiraju slucˇajno. Pod time mislimo da bismo zˇeljeli da polozˇaji i orijentacije
elipsi budu slucˇajno odabrani uz uvjete iz definicije pakiranja elipsi. Time smo motivirali
sljedec´u definiciju:
Definicija 1.2.3. Slucˇajno pakiranje elipsi jest pakiranje elipsi gdje su x0
i
, y0
i
i φi slucˇajno
generirani brojevi.
Vazˇno je naglasiti da prethodna definicija nije jasna i precizna. Nije nam jasno iz koje
distribucije dolaze spomenuti slucˇajno generirani brojevi te jesu li polozˇaji i orijentacije
elipsa uopcˇe slucˇajni. Detaljnija rasprava o ovom problemu bit c´e dana u sljedec´em podo-
djeljku.
Sada kada imamo opisan problem zˇeljeli bismo nesˇto rec´i o slucˇajnom pakiranju. Pod
time mislimo da bismo zˇeljeli nesˇto rec´i o strukturi slucˇajnog pakiranja. Jasno nam je da c´e
s porastom povrsˇinskog udjela ρ elipse koje pakiramo imati manje mjesta. Zato nas zanima
kako c´e se elipse organizirati za razlicˇite iznose od ρ. Takoder namec´e nam se pitanje hoc´e
li struktura pakiranja elipsa ovisiti o oblicima elipsa koje pakiramo? Tocˇnije, hoc´e li se
izduzˇene elipse s malim e−1 pakirati isto kao i elipse s velikim e−1?
Da bismo laksˇe mogli odgovoriti na ova pitanja, razlikovat c´emo dvije vrste pakiranja
elipsi.
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Definicija 1.2.4. Za slucˇajno pakiranje elipsi kazˇemo da je monodisperzno ako su sve
elipse koje pakiramo jednakog oblika i velicˇine. Slucˇajno pakiranje elipsi koje nije mono-
disperzno nazivamo polidisperzno.
Dakle, pakiranje elipsi (E, P) je monodisperzno ako vrijedi ai = a, bi = b, i ∈ {1, . . . , n}
gdje su a, b ∈ R.
Primjeri monodisperznih i polidisperznih slucˇajnih pakiranja elipsi su dani na Slici 1.3.
(a) e−1 = 0.5, ρ = 0.35 (b) e−1 = 0.3, ρ = 0.5 (c) Polidisperzno pakiranje, ρ ≈ 0.6 (d) e−1 = 1, ρ = 0.8
Slika 1.3: Primjeri slucˇajnih pakiranja elipsi za razlicˇite elongacije elipsi e−1 i povrsˇinske
udjela pakiranja ρ.
Uz slucˇajna pakiranja se vezˇe i jedan vazˇan pojam: slucˇajno gusto pakiranje (eng.
random close pack (RCP)). Slucˇajno gusto pakiranje oznacˇava maksimalan povrsˇinski udio
ρ za koji je dano pakiranje slucˇajno. Slucˇajno gusto pakiranje c´emo oznacˇavati s ρRCP.
Jasno je kako pojam slucˇajnog gustog pakiranja nije matematicˇki jasno definiran ali nam
je jasno sˇto bi trebao oznacˇavati. Kada povrsˇinski udio pakiranja prijede ρRCP, pakiranje
gubi slucˇajnost i uredenost u sustavu postaje dominantna. Eksperimentima je izmjereno da
je za sfere ρRCP ≈ 0.64 [12] a za elipsoide ρRCP ≈ 0.74 [13].
Algoritam za slucˇano pakiranje elipsi
Prije opisivanja algoritma za slucˇajno pakiranje elipsa zˇeljeli bismo dati jednu tehnicˇku
napomenu.
• Periodicˇni rubni uvjeti. Slucˇajno pakiranje elipsi (E, P) mozˇemo smatrati nekom
vrstom sustava. Taj sustav ima svoje rubne uvjete, u ovom slucˇaju to je rub pravo-
kutnika. U praksi se vidi da rub pravokutnika utjecˇe na pakiranje elipsi koje se nadu
blizu ruba. Zato bismo zˇeljeli te rubne uvjete nekako neutralizirati, da oni sˇto slabije
utjecˇu na nasˇe pakiranje. Rjesˇenje tog problema su periodicˇni rubni uvjeti. Uz peri-
odicˇne rubne uvjete, pravokutnik se replicira kroz ravninu tako da tvori beskonacˇnu
resˇetku. Tako smo dobili beskonacˇno mnogo kopija sustava i to nam omoguc´ava
da elipsa izlaskom na jednu stranu pravokutnika ponovno ude na suprotnu stranu
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Slika 1.4: Periodicˇni rubni uvjeti
u pravokutnik. Uocˇimo da periodicˇni rubni uvjeti ne mijenjaju povrsˇinski udio ρ.
Periodicˇni rubni uvjeti su ilustrirani na Slici 1.4.
Dalje se bavimo pitanjem kako za dane elipse pronac´i neko slucˇajno pakiranje. U
principu bismo trebali baciti sve elipse istovremeno, medutim to je nemoguc´e realizirati,
buduc´i da racˇunalo sa svakim objektom operira serijski. Alternativno moguc´e je sljedec´e
rjesˇenje: Elipse iz danog skupa izvlacˇimo jednu po jednu i slucˇajno ih “bacamo” unutar
pravokutnika. Iako se to rjesˇenje mozˇe ucˇiniti dobrim, lako se mozˇe vidjeti da to rjesˇenje
ima jedan veliki nedostatak. Ukoliko nam je povrsˇinski udio koji zˇelimo dosec´i velik, mozˇe
se dogoditi da smo jedan dio danih elipsi uspjesˇno bacili, no da iduc´u elipsu nemamo kamo
baciti jer c´e se sjec´i s nekom od postojec´ih elipsi. Taj problem se mozˇe dogoditi iako poten-
cijalno ima josˇ mjesta za pakiranje preostalih elipsi zbog toga sˇto su one zauzele specificˇne
slucˇajne polozˇaje unutar pravokutnika. Sada nam je jasno da se tim algoritam ne pronalazi
nuzˇno slucˇajno pakiranje elipsi iako ono postoji.
Da bismo izbjegli taj problem, koristimo algoritam slucˇano pakiranje elipsi dan u [4].
Sve elipse razmjerno smanjimo i pridruzˇimo im ishodisˇta slucˇajno generiranim tocˇkama
unutar pravokutnika. Pretpostavimo da se te elipse ne sijeku. Sve dok elipse nisu zadanih
velicˇina, povec´amo ih za neki postotak. Kada ih povec´amo, pogledamo ukupnu povrsˇinu
presjeka svih elipsa. Ukoliko je ukupna povrsˇina jednaka 0, vratimo se na prethodni korak.
Ukoliko je ona razlicˇita od 0, na slucˇajan nacˇin odaberemo jednu od elipsi, pomaknemo je
za slucˇajno odreden korak i zarotiramo ju za slucˇajno odreden kut. Ukoliko se presjek te
elipse s ostalim elipsama nije povec´ao, prihvatimo korak i vrac´amo se na provjeru ukup-
nog presjeka svih elipsi. Ako se presjek te pomaknute elipse s ostalim elipsama povec´ao,
taj korak ne prihvac´amo i ponovno nasumicˇno biramo jednu elipsu. Diagram toka ovog
algoritma je na Slici 1.5.
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Slika 1.5: Diagram toka algoritma za slucˇajno pakiranje elipsi
Kada detaljnije analiziramo ovaj algoritam, uvidamo slicˇnost u ideji izmedu njega i mo-
tivacije na pocˇetku ovog poglavlja. Razlika je u tome sˇto ovaj algoritam sve elipse “baca”
u pravokutnik odmah na pocˇetku, zatim ih povec´ava i usporedno s tim ih “trese” sve dok
elipse nisu zadane velicˇine.
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Uocˇimo josˇ jednu naizgled sitnicu, ali vrlo bitnu stvar kod ovog algoritma. Pomak i
rotaciju elipse prihvac´amo ako se ukupni presjek nije povec´ao. Dakle, ako smo nasumicˇno
odabrali elipsu koja se ne sijecˇe niti s jednom elipsom te smo ju slucˇajno pomaknuli tako
da je taj presjek i dalje 0, taj korak prihvac´amo. To pomicanje elipsi koje se ne sijeku
omoguc´uje da cijeli sustav sudjeluje u smanjivanju ukupnog presjeka i da algoritam zaista
pronade pakiranje, ukoliko ono postoji.
Sada nam je jasno da pakiranja kakva zˇelimo proucˇavati nisu slucˇajna i da ovaj algo-
ritam ne reproducira sustav koji je slucˇajan. Preciznije bi bilo rec´i da je dani algoritam
algoritam stohasticˇke optimizacije i da mi trazˇimo pakiranje koje je optimalno u smislu
najmanje moguc´e povrsˇine presjeka elipsa unutar pravokutnika.
Smatra se da ovakav algoritam reproducira pakiranje koje je najslicˇnije s pakiranjem
koje maksimizira entropiju, pa se takva pakiranja u literaturi kao i u nastavku ovog rada
nazivaju slucˇajna pakiranja.
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1.3 Voronojev diagram
U ovom odjeljku c´emo definirati Voronojev diagram te pokazati neka osnovna svojstva Vo-
ronojevih diagrama i Voronojevih c´elija. Voronojev diagram se mozˇe definirati u prostoru
R
n, no mi c´emo se zadrzˇati u R2.
Najprije, neka je d : R2×R2 −→ R euklidska udaljenost na R2. Ako su x = (x1, x2) i y =
(y1, y2) u R
2, tada je d(x, y) =
√
(x1 − y1)2 + (x2 − y2)2.
Dalje, ukoliko je S ⊆ R2, udaljenost izmedu tocˇke x ∈ R2 i S , u oznaci d(x, S ) defini-
ramo s d(x, S ) = inf
y∈S
d(x, y). Trivijalno vrijedi da ako je x ∈ S , da je tada d(x, S ) = 0.
Ideja Voronojevog diagarama je sljedec´a. Pretpostavimo da imamo n podskupova od
ravnine. Mi zˇelimo podijeliti ravninu na n dijelova tako da i-ti dio ravnine sadrzˇi one tocˇke
koje su najblizˇe i-tom podskupu ravnine. Prvo c´emo definirati Voronojev diagram gdje su
spomenuti podskupovi tocˇke u ravnini.
Definicija 1.3.1. Neka je P = {p1, p2, . . . pn}, n ≥ 2, n ∈ N. Neka je pi , p j za i , j,
i, j ∈ {1, . . . , n}. Definiramo Voronojevu c´eliju od pi, u oznaci V(pi) s
V(pi) = {x | d(x, pi) ≤ d(x, p j), ∀ j , i, j ∈ {1, . . . , n}}
Dalje, skup V = {V(p1),V(p2), . . .V(pn)} nazivamo Voronojev diagram od P.
Primjer Voronojevog diagrama prikazujemo na Slici 1.6. Prvo, uocˇimo da su ovako
definirana Voronojeva podrucˇja konveksni skupovi. Tocˇke pi zovemo generatori Voro-
nojevog diagrama V . Voronojevu c´eliju c´emo skrac´eno oznacˇavati s Vi. Dalje, skupove
r(pi, p j) = Vi
⋂
V j, i , j zovemo rub Voronojevih podrucˇja Vi i V j. Rubove mozˇemo
oznacˇavati i s ri, pri cˇemu i dolazi iz nekog drugog indeksnog skupa I. Trivijalno vrijedi
za x ∈ r(Vi,V j) da je d(x, pi) = d(x, p j). Skup rubova koji okruzˇuju Voronojevu c´eliju Vi
zovemo granica od Vi. Vrh u Voronojevom diagramu nazivamo tocˇku jednako udaljenu od
bilo koja tri generatora i oznacˇavamo ga s v j za j ∈ J. Vrhovi su krajnje tocˇke rubova i
broj rubova koji zavrsˇavaju u vrhu zovemo stupanj vrha. Ukoliko je stupanj svakog vrha 3,
tada je Voronojev diagram V nedegeneriran. Inacˇe je V degeneriran.
Voronojev diagram mozˇemo promatrati i na nekom S ⊆ R2. Tada V∩S = {V1 ∩ S ,V2 ∩
S , . . . ,Vn∩S } zovemo omeden Voronojev diagram. Ako Voronojeva c´elija Vi dijeli granicu
s rubom od S , onda ju zovemo granicˇna Voronojeva c´elija.
Sljedec´i pojam nam mnogo govori o strukturi Voronojeva diagrama. Konveksna ljuska
je najmanji konveksni skup koji sadrzˇi generatore Voronojevog diagrama i oznacˇavamo ju
s CH(P). Sada trivijalno slijede sljedec´e tvrdnje:
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Slika 1.6: Voronojev diagram generiram tocˇkama [19].
• Voronojeva c´elija Vi je neomedena ako je pi na rubu od CH(P), tj. pi ∈ ∂CH(P).
• Rub r(pi, p j) je duzˇina ako pravac koji povezuje pi i p j nije na rubu od CH(P).
• Rub r(pi, p j) je polupravac ako generatori nisu kolinearni te su pi i p j uzastopne
tocˇke na rubu od CH(P).
• Svi rubovi su pravci ako su generatori iz P kolinearni.
Josˇ jedno vazˇno svojstvo Voronojevog diagrama je da je prosjecˇni broj rubova koji
omeduju svaku Voronojevu c´eliju manji od 6. Ta cˇinjenica proizlazi iz Eulerove formule
za planarne grafove.
Od interesa nam mozˇe biti i Voronojev diagram kada generatori nisu tocˇke nego pro-
izvoljni podskupovi ravnine. Time motiviramo sljedec´u definiciju.
Definicija 1.3.2. Neka je S = {S i ⊂ R
2 gdje je i ∈ {1, . . . , n}, n ≥ 2, n ∈ N}. Neka je
S i
⋂
S j = Ø za i , j, i, j ∈ {1, . . . , n}. Definiramo Voronojevu c´eliju od S i, u oznaci V(S i)
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Slika 1.7: Voronojev diagram generiram elipsama.
s
V(S i) = {x | d(x, S i) ≤ d(x, S j), ∀ j , i, j ∈ {1, . . . , n}}
Dalje, skup V = {V(S 1),V(S 2), . . .V(S n)} nazivamo Voronojev diagram od S.
U nasˇem slucˇaju, podskupove ravnine c´e predstavljati elipse i promatrat c´emo Vorono-
jev diagram za elipse koje su slucˇajno spakirane u neki pravokutnik. Primjer Voronojevog
diagrama generiranog elipsama je prikazan na Slici 1.7.
Upravo nam je Voronojev diagram generiran elipsama bitan jer je taj model dobar za
nasˇe stanicˇno tkivo. U prosˇlosti se koristio Voronojev diagram generiram centrima masa
jezgara kao model za epitelno tkivo no mozˇe se vidjeti da je Voronojev diagram generiram
elipsama (jezgrama) znacˇajno precizniji model [3].
Zˇeljeli bismo nesˇto rec´i o Voronojevim c´elijama generiranim slucˇajno pakiranim elip-
sama. Zato nam je od interesa definirati neke velicˇine odnosno mjere koje c´e opisivati Vo-
ronojeve c´elije. Prije svega uocˇimo da c´e sve nasˇe Voronojeve c´elije biti omedene, buduc´i
da radimo Voronojev diagram u pravokutniku. Ta konstatacija nam je vazˇna zbog velicˇina
koje c´emo definirati u narednom odlomku.
Morfolosˇke mjere Voronojevih c´elija
U ovom pododjeljku c´emo definirati mjere koje c´emo koristiti za analizu Voronojevih
c´elija. Za proizvoljnu Voronojevu c´eliju promatramo sljedec´e velicˇine:
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1. Povrsˇina
2. Opseg
3. Elongacija
4. Broj susjeda
5. Aritmeticˇka sredina duljine kontakata
6. Standardna devijacija duljine kontakata
7. Udaljenost centra mase Voronojeve c´elije od ishodisˇta pripadne generirajuc´e elipse
8. Orijentacija
Slika 1.8: Morfolosˇke mjere (zelena boja), redom: povrsˇina, broj susjeda, elongacija, opseg
i udaljenost centra mase
Te velicˇine c´emo zvati morfolosˇke mjere Voronojevih c´elija ili skrac´eno morfolosˇke
mjere. Morfolosˇke mjere su ilustrirane na slici 1.8. Neke od tih mjera su jasne same po
sebi i nema potrebe za detaljnijim opisom. Tako su povrsˇina Voronojeve c´elije i udaljenost
centra mase Voronojeve c´elije od ishodisˇta pripadne generatorske elipse same po sebi jasne.
Opseg Voronojeve c´elije je duljina svih rubova koji cˇine granicu te iste c´elije (slika 1.8 d).
Broj susjeda je broj Voronojevih c´elija s kojima doticˇna c´elija dijeli zajednicˇki rub (slika 1.8
b). Aritmeticˇka sredina i standardna devijacija duljine kontakata su aritmeticˇka sredina i
standardna devijacija duljine rubova pripadne Voronojeve c´elije.
Elongacija Voronojeve c´elije se racˇuna tako da se pomoc´u osnih momenata inercije
c´eliji pridruzˇi elipsa (slika 1.8 c). Elongacija c´elije je tada elongacija te elipse. Orijentacija
c´elije je kut koji zatvaraju pravac na kojemu lezˇi velika poluos pridruzˇene elipse i x os
koordinatnog sustava.
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1.4 Prilagodavanje distribucija podacima
Od interesa c´e nam biti pronac´i neki vjerojatnosni model za svaku od morfolosˇkih mjera
definiranih u prosˇlom odjeljku.
Motiv za gama distribuciju
Sljedec´i rezultat je dan u cˇlanku koji proucˇava pakiranja krutih cˇestica za razlicˇite proto-
kole pakiranja [15]. Za neke protokole pakiranja postoje fluktuacije u volumnom udjelu
koji se dostizˇe pa je zato od interesa znati distribuciju tih volumnih udjela.
Neka je V volumni udio cˇestica koje su pakirane nekim protokolom. Tada entropija
sustava iznosi
S = −
∑
V
p(V) ln p(V) +
∑
V
p(V)S (V)
gdje je p(V) vjerojatnost stanja sustava s volumnim udjelom V a S (V) entropija stanja s
volumnim udjelom V .
Ako su sva mikorskopska stanja (stanja sustava koja imaju volumni udio V) apriori
jednako vjerojatna, vrijedi
S (V) = lnΩ(V)
gdje je Ω(V) broj mikroskopskih stanja koja su klasificirana pod isto stanje volumnog
udjela V.
Uz uvjet da je prosjecˇni zauzeti volumen jednak V vrijedi da sljedec´i izraz maksimizira
entropiju:
p(V) =
Ω(V)e−V/χ∑
V′
Ω(V ′)e−V
′/χ
(1.1)
gdje je χ−1 Lagrangeov multiplikator (konstanta) fiksiran ogranicˇenjem na prosjecˇni
volumen:
V =
∑
V
Vp(V). (1.2)
Buduc´i da je jednadzˇba 1.1 generalni rezultat klasicˇne teorije ekvilibrija u statisticˇkoj
mehanici, potrebno je izracˇunati broj mikroskopskih stanja Ω(V). Za to su potrebne neke
daljnje pretpostavke. Pretpostavimo da smo podijelili pakiranje na k elementarnih c´elija.
Neka su c svojstva tih c´elija i pretpostavimo da je mikroskopsko stanje sustava klasificirano
u smislu tih svojstava: Ψ = {c1, c2, . . . , ck}. Pretpostavimo da c´elije mogu imati proizvoljan
18 POGLAVLJE 1. MODEL
volumen vec´i od vmin te da cijeli sustav ima volumen V . Dalje, pretpostavimo da su svojstva
c´elija ci potpuno odredena volumenima c´elija vi ili da su nezavisna od vi. Tada vrijedi:
Ω(V) =
1
Λ3k
V∫
vmin
dv1
V∫
vmin
dv2 . . .
V∫
vmin
δ(v1 + v2 + . . . + vk − V) dvk (1.3)
gdje je Λ konstanta koja je odredena velicˇinom svake od k c´elija (analogno Debyevoj
velicˇini), a δ Diracova funkcija.
Substitucijom jednadzˇbe 1.3 u jednadzˇbu 1.1 i pomoc´u jednadzˇbe 1.2 dobivamo da je
χ =
(V − kvmin)
k
i da vrijedi:
p(V) =
kk
Γ(k)
(V − Vmin)
k−1
(V − Vmin)k
e
(
−k
V−Vmin
V−Vmin
)
(1.4)
Uocˇimo da za cijeli izvod jednadzˇbe 1.4 nije vazˇna velicˇina pocˇetnog sustava, pa jed-
nadzˇba 1.4 vrijedi i za volumene Voronojevih c´elija.
Iako je ovaj izvod za pakiranja u tri dimenzije, nasluc´ujemo da bi povrsˇine nasˇih Voro-
nojevih c´elija mogle biti gama distribuirane.
Generalizirana gama distribucija
Definicija 1.4.1. Neprekidna slucˇajna varijabla X ima generaliziranu gama distribuciju s
parametrima α, τ, λ > 0 i x0 ∈ R ako joj je gustoc´a f dana s
f (x) =
τ
λΓ(α)
( x − x0
λ
)ατ−1
e−
(
x−x0
λ
)τ
✶[x0,+∞>(x) (1.5)
gdje je Γ gama funkcija a ✶ karakteristicˇna funkcija.
Parametri α i τ su parametri oblika funkcije gustoc´e, λ je parametar skale a x0 je pa-
rametar polozˇaja koji definira sliku slucˇajne varijable X s generaliziranom gama distribu-
cijom. Parametrom x0 reguliramo na kojem intervalu zˇelimo distribuciju te c´e nam on biti
od velike vazˇnosti u sljedec´im poglavljima.
Uocˇimo odmah da ako fiksiramo τ = 1 u jednadzˇbi 1.5, dobivamo funkciju gustoc´e
obicˇne gama distribucije, za α = 1 dobivamo funkciju gustoc´e Weibullove distribucije a
za α = 1 i τ = 1 dobivamo funkciju gustoc´e eksponencijalne distribucije s parametrom 1
λ
.
Dakle, generalizirana gama distribucija je izmedu ostaloga generalizacija gama, Weibul-
love i eksponencijalne distribucije (slika 1.9).
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Slika 1.9: Podfamilije generalizirane gama distribucije s parametrima x0 = 0, α = τ =
1, λ = 1
3
, α = 2, τ = 1, λ = 1
4
, α = 1, τ = 2, λ = 1.
Prilagodba modela podacima
Kada pretpostavimo da bi nasˇi podaci mogli dolaziti iz nekog modela, zˇelimo procijeniti
parametre modela tako da najbolje odgovaraju podacima te tada testirati je li prilagodeni
model dobar. Da bismo procijenili parametre modela podacima, koristimo procijenitelj
maksimalne vjerodostojnosti, skrac´eno MLE.
Neka je X = {Xi, i = 1, ..., n}, n ∈ N slucˇajan uzorak iz modela P = P( f (x; θ), θ ∈ Θ),
gdje je f (x; θ) funkcija gustoc´e s parametrima θ iz parametarskog prostora Θ. Neka je
① = {xi, i = 1, ..., n}, n ∈ N realizacija slucˇajnog uzorka X. Dalje, neka je L(θ|①) funkcija
vjerodostojnosti definirana s
L(θ|①) :=
n∏
i=1
f (xi; θ) .
Definicija 1.4.2. Procjenitelj metodom maksimalne vjerodostojnosti (MLE), u oznaci θˆ je
dan s
θˆ := max
θ∈Θ
L(θ|①) .
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(a) Dobra prilagodba
(b) Losˇa prilagodba
Slika 1.10: Graficˇki prikaz dobre i losˇe prilagodbe modela podacima
Nakon sˇto procijenimo parametre prilagodenogmodela, zˇelimo testirati je li prilagodeni
model dobar. Prvo sˇto mozˇemo napraviti jest graficˇki prikazati procijenjenu gustoc´u za-
jedno s histogramom podataka i procijenjenu funkciju distribucije zajedno s empirijskom
funkcijom distribucije podataka. Primjeri takvih graficˇkih prikaza su dani na slici 1.10. Na
temelju tog graficˇkog prikaza mozˇemo odbaciti ili ne odbaciti prilagodeni model. Jasno
je kako snaga takvog testa nije velika pa zˇelimo na josˇ neki nacˇin testirati koliko je nasˇa
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prilagodba dobra. Za to mozˇemo koristiti Pearsonov χ2 test.
Pearsonov χ2 test testira dolaze li podaci iz neke distribucije. Neka je X promatrano
statisticˇko obiljezˇje, X = {Xi, i = 1, ..., n} slucˇajan uzorak i ① = {xi, i = 1, ..., n} realizacija
tog slucˇajnog uzorka X za dovoljno veliki n ∈ N. Neka je F0 pretpostavljena vjerojatnosna
distribucija s d ∈ N neznanih (procijenjenih) parametara. Testiramo sljedec´e hipoteze:
H0 : X ∼ F0
H1 : ne H0
Dalje, sliku slucˇajne varijable X podijelimo u razrede A j, j ∈ {1, . . . , k}, k ∈ N.
Stavimo p j = P(X ∈ A j|H0). Tada su redom N j =
n∑
i=1
✶Xi∈A j i n j = np j, j ∈ 1, ..., k opazˇene
i ocˇekivane frekvencije respektivno. χ2 statistika, u oznaci H, ima χ2 distribuciju s d f =
k − d − 1 stupnjeva slobode i dana je s
H =
k∑
j=1
(N j − n j)
2
n j
.
Na temelju vrijednosti statistike H i pripadne p-vrijednosti pv = P(X = ①|H0) dono-
simo odluku odbacujemo li ili ne nultu hipotezu u korist alternativne za neki nivo znacˇajnosti
α.
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1.5 Testiranje jednakosti distribucija
Da bismo testirali jednakosti distribucija dviju statisticˇkih velicˇina, mozˇemo koristiti Kolmogorov-
Smirnovljev test. Pretpostavimo da imamo dva statisticˇka obiljezˇja X i Y te redom slucˇajne
uzorke X i Y duljina m i n.
Zˇelimo testirati sljedec´e hipoteze:
H0 : FX = FY
H1 : ne H0
gdje su FX i FY redom funkcije distribuije od X i Y . Ako su Fm i Fn empirijske funkcije
distribucije, testna statistika
Dmn =
√
mn
m + n
sup
x∈R
|Fm(x) − Fn(x)|
tezˇi nekoj slucˇajnoj varijabli s Kolmogorov-Smirnovljevom distribucijom. Preciznije ∀t ∈
R
P(Dmn ≤ t) → H(t) = 1 − 2
∞∑
i=1
(−1)i−1e−2i
2t
kada m,n → ∞ gdje je H(t) je funkcija distribucije Kolmogorov-Smirnovljeve distribucije.
Na temelju statistike Dmn i pripadne p-vrijednosti donosimo zakljucˇak testa.
Poglavlje 2
Programi za generiranje podataka
Algoritam za slucˇajno pakiranje elipsa iz Poglavlja 1 smo osobno implementirali, a mor-
folosˇke mjere Voronojevih c´elija racˇunamo koristec´i vec´ postojec´i program [3].
2.1 Implementacija algoritma za slucˇajno pakiranje
elipsi
Algoritam za slucˇajno pakiranje elipsa je sam po sebi prilicˇno jasan i naizgled lagan za im-
plementacju. Algoritam smo odlucˇili implementirati u Pythonu zbog jednostavne sintakse
i jednostavnog razvijanja programa koje omoguc´uje Python. Jedina briga jest bila vrijeme
koje c´e biti potrebno za izvrsˇavanje algoritma. Iz vlastitog iskstva zakljucˇujemo da vrijeme
izvrsˇavanja algoritma ne bi trebalo biti preveliko iako je Python interpreterski jezik te time
sporiji od nekih drugih programskih jezika kao sˇto su C, C++ ili FORTRAN.
Postoje brojni paketi u Pythonu koji omoguc´uju rjesˇavanje jednadzˇbi i slicˇnih zadac´a,
no ubrzo smo odustali od korisˇtenja takvih paketa uvidjevsˇi da c´e algoritam biti izvrsˇen
puno brzˇe ukoliko sami napisˇemo sve potrebne funkcije u Pythonu. Naime, algoritam zah-
tijeva velik broj racˇunanja povrsˇina presjeka dviju elipsi, koje pak zahtijevaju pronalazˇenje
nultocˇaka polinoma cˇetvrtog stupnja. Nultocˇke polinoma cˇetvrtog stupnja lagano mozˇemo
izracˇunati nekim funkcijama iz vec´ postojec´ih paketa u Pythonu (ScyPy, SymPy) no vri-
jeme potrebno za to racˇunanje je prema nasˇoj procjeni preveliko. Lagano mozˇemo vidjeti
da je za provedbu algoritma potrebno jednadzˇbe cˇetvrtog stupnja rijesˇiti i po nekoliko mi-
lijuna puta. Zato nam postaje jasno da takve funkcije nije preporucˇljivo koristiti vec´ da ih
je bolje osobno implementirati.
Kao sˇto smo vec´ napomenuli, najvazˇnije kod implementacije algoritma za slucˇajno
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(a) Narancˇastom bojom je oznacˇeno podrucˇje pre-
sjeka elipsi, tocˇka T3 je tangencijalna tocˇka.
(b) Povrsˇina presjeka dviju elipsi jest unija dviju
povrsˇina odsjecˇenih duzˇinom.
Slika 2.1: Racˇunanje presjeka dviju elipsi.
pakiranje elipsi jest pronac´i ucˇinkovit nacˇin za racˇunanje povrsˇine presjeka dviju elipsi.
Algoritam za racˇunanje tog presjeka koji smo koristili je dan u [14]. Taj algoritam se temelji
na egzaktnom izracˇunu povrsˇine presjeka dviju elipsi. Prvo izracˇunamo tocˇke presjeka
dviju elipsi. Lako se mozˇe vidjeti da je implicitna jednadzˇba elipse u prostoru dana s
Ax2 + Bxy + Cy2 + Dx + Ey + F = 0 gdje su A, B,C,D, E, F ∈ R. Rjesˇavanje sustava od
takve dvije jednadzˇbe se svodi na trazˇenje nultocˇaka polinoma cˇetvrtog stupnja. Realne
nultocˇke tog polinoma su tocˇke presjeka dviju elipsa. Polozˇaj u kojem se nalaze dvije
elipse ovise o broju tih tocˇaka presjeka i o tome gdje te tocˇke presjeka lezˇe. Na primjer,
ukoliko imamo tri tocˇke presjeka, znamo da je jedna od tih tocˇka tangencijalna te tada
moramo odrediti koja je tocˇka tangencijalna i koja elipsa “ulazi” unutar druge. Taj slucˇaj
je prikazan na slici 2.1a.
Pretpostavimo sada da se elipse sijeku u dvije tocˇke. Kada smo nasˇli tocˇke presjeka,
racˇunanje povrsˇine presjeka dviju elipsi se svodi na racˇunanje dijela povrsˇine elipse od-
sjecˇene duzˇinom, buduc´i da je povrsˇina presjeka dviju elipsi unija dviju takvih povrsˇina
(slika 2.1b). Povrsˇinu dijela elipse odsjecˇene duzˇinom mozˇemo jednostavno izracˇunati i
taj racˇun je objasˇnjen na slici 2.2.
Nacˇin implementiranja periodicˇnih rubnih uvjeta za koji smo se odlucˇili je sljedec´i:
ukoliko neka elipsa izade izvan pravokutnika, napravimo njenu kopiju na suprotnoj strani
gdje bi ona trebala ponovno uc´i. To iziskuje dodavanje novih elipsi u sustav, sˇto mozˇemo
lagano implementirati tako da se svakoj elipsi osim originalnog ishodisˇta koje je unutar
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Slika 2.2: Povrsˇina dijela elipse odsjecˇene duzˇinom (plava boja) se mozˇe izracˇunati kao
razlika povrsˇine elipse odsjecˇene kutom BOA (iznosi
(φ2−φ1)ab
2
) i povrsˇine trokuta ABO.
pravokutnika dodamo novu kopiju ishodisˇta.
Takoder, algoritam za pakiranje elipsi trazˇi da racˇunamo ukupnu povrsˇinu presjeka
jedne elipse sa svim drugim elipsama. Jasno nam je da nije potrebno racˇunati presjek sa
svim elipsama iz sustava jer je presjek dviju elipsa ukoliko su nalaze na drugim krajevima
sustava jednak 0. Iz tog razloga smo podijelili cijeli pravokutnik na konacˇno mnogo malih
pravokutnika-resˇetki. Tada za svaku elipsu pamtimo u kojoj se resˇetki nalazi te povrsˇinu
presjeka s drugim elipsama racˇunamo tako da racˇunamo povrsˇinu presjeka samo s elipsama
iz susjednih resˇetki. To je moguc´e jer smo resˇetke odabrali upravo tako da je povrsˇina
presjeka s elipsama iz drugih nesusjednih resˇetki jednaka 0.
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2.2 Program za racˇunanje morfolosˇkih mjera
Program koji smo koristili za racˇunanje morfolosˇkih mjera je implementiran u Matlabu i
baziran je na analizi slike (eng. image analysis).
Program kao ulaz trazˇi koordinate pakiranih elipsa i pravokutnik u koji su te elipse pa-
kirane te tada stvara sliku cijelog sustava vodec´i racˇuna o periodicˇkim rubnim uvjetima. Iz
te slike program metodama analize slike racˇuna potrebne morfolosˇke mjere.
Odmah je jasno da pored gresˇke konacˇne aritmetike racˇunala dolazi i do gresˇke nastale
zbog pikselizacije. Jasno je da je moguc´e napisati program koji nec´e raditi takvu gresˇku
kod pikselizacije, no pisanje takvog programa izlazi izvan okvira ovog diplomskog rada.
Odlucˇili smo koristiti upravo taj program jer je raden za racˇunanje pikseliziranih jezgara i
membrana iz slika tkiva, a stanicˇna tkiva upravo jesu motiv za ovaj diplomski rad.
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2.3 Generiranje uzorka
Postupak na koji generiramo podatke je sljedec´i: slucˇajno spakiramo elipse algoritmom
koji je ranije opisan i zatim izracˇunamo vrijednosti morfolosˇkih mjera Voronojevih c´elija
generiranih tim elipsama pomoc´u ranije spomenutog Matlab programa. Time smo generi-
rali nasˇ uzorak na temelju kojeg c´emo raditi analizu.
Uocˇimo da nasˇ uzorak nije slucˇajan zbog toga sˇto za svaku morfolosˇku mjeru u uzorak
ulaze podaci za Voronojeve c´elije generirane elipsama iz istog pakiranja. Jasno je da vri-
jednosti morfolosˇkih mjera unutar istog pakiranja nisu nezavisne nego da ovise jedna od
drugoj. Na primjer, povrsˇina jedne Voronojeve c´elije je potpuno odredena povrsˇinom svih
drugih Voronojevih c´elija u sustavu. Svjesni toga ipak odlucˇujemo raditi s tim podacima
zbog sljedec´ih razloga:
• vremenski je prezahtjevno generiranje pravog slucˇajnog uzorka neke zadovoljavajuc´e
velicˇine,
• zˇelimo biti konzistentni s analizom stanicˇnog tkiva - kod stanicˇnog tkiva, zˇelimo
analizirati morfolosˇke mjere stanica upravo unutar jednog tkiva, a ne da svaka stanica
dolazi iz drugog tkiva.
Dalje, provjerili smo u jednom slucˇaju hoc´e li se nasˇ uzorak i pravi slucˇajan uzorak
razlikovati te ne uocˇavamo znacˇajnu razliku izmedu distribucija morfolosˇkih mjera za ta
dva uzorka (slika 2.3). Naime, prvo smo generirari 400 pakiranja i iz svakog nasumicˇno
izabrali jednu c´eliju te nju uklucˇili u uzorak. Takav uzorak jest slucˇajan. Distribucije mor-
folosˇkih mjera tog slucˇajnog uzorka usporedili smo s distribucijama morfolosˇkih mjera iz
nasˇeg uzorka.
Sljedec´e pitanje koje si postavljamo jest koja je velicˇina uzorka dovoljna za nasˇ ana-
lizu. Sa slike 2.4 vidimo da ne postoji neka znacˇajna razlika u distribucijama vec´ za uzorak
velicˇine 1000 nadalje. Kako bismo bili sigurni, za svako pakiranje koje c´emo proucˇavati
generirat c´emo uzorak velicˇine 5000.
Josˇ jedno pitanje koje se mozˇemo zapitati jest kako procedura pakiranja elipsa utjecˇe
na distribucije morfolosˇkih mjera. U nasˇem algoritmu, kada je ukupni presjek svih elipsa
0, sve se elipse povec´aju za odredeni postotak. Da bismo provjerili ovisi li nasˇe pakiranje o
izboru tog parametra, sustavno mijenjali postotak povec´anja elipsa. Dolazimo do zakljucˇka
da se distribucije morfolosˇkih mjera ne mijenjaju ukoliko elipse povecˇavamo tako da se u
svakom koraku njihove osi produlje za 1% ili manje njihove konacˇne vrijednosti (slike 2.5
i 2.6).
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Slika 2.3: Distribucije povrsˇina Voronojevih c´elija za slucˇajan i nasˇ uzorak, polidisperzno
pakiranje za ρ = 0.27.
Slika 2.4: Distribucije slucˇajnih uzoraka razlicˇitih velicˇina iz jedinicˇne normalne razdiobe.
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Slika 2.5: Distribucije povrsˇina Voronojevih c´elija za razlicˇite postotke povec´avanja elipsa,
povrsˇinski udio ρ = 0.7, elongacija elipse e−1 = 1, velicˇina uzorka N = 3000.
Slika 2.6: Distribucije povrsˇina Voronojevih c´elija za razlicˇite postotke povec´avanja elipsa
u svakom koraku, povrsˇinski udio ρ = 0.5, elongacija elipse e−1 = 0.5, velicˇina uzorka
N = 3000.

Poglavlje 3
Monodisperzna slucˇajna pakiranja elipsi
U ovom poglavlju c´emo analizirati monodisperzna slucˇajna pakiranja elipsi na nacˇin koji
je naveden u Poglavlju 1. Takoder, zˇeljeli bismo reproducirati neke rezultate i cˇinjenice o
slucˇajnim pakiranjima elipsi koje su otprije poznate te ih po moguc´nosti prosˇiriti ili gene-
ralizirati.
Uocˇili smo i prije da je povrsˇinski udio ρ od velikog znacˇaja kod slucˇajnog pakira-
nja elipsi. Zbog toga nam je od interesa promatrati kako se elipse pakiraju za razlicˇite
povrsˇinske udjele ρ. Tako smo se odlucˇili analizirati slucˇajna pakiranja elipsi za sljedec´e
povrsˇinske udjele: ρ = 0.2, 0.35, 0.5, 0.65 i 0.8. ρ = 0.2 predstavlja mali povrsˇinski udio,
ρ = 0.8 veliki povrsˇinski udio a ρ = 0.5 povrsˇinski udio srednje velicˇine. Povrsˇinski
udjeli ρ = 0.35 i 0.65 predstavljaju najmanje i najvec´e povrsˇinske udjele jezgara u nasˇim
stanicˇnim tkivima pa su nam zato od interesa.
Takoder mozˇemo se zapitati kako oblik elipsi utjecˇe na nasˇa slucˇajna pakiranja. Jasno
je i naocˇigled sa slike 1.3 da c´e oblik elipsa koje pakiramo imati veliki utjecaj na nasˇa
slucˇajna pakiranja. Prisjetimo se, elongacija elipse e−1 nam definira oblik elipse. Tako smo
se odlucˇili analizirati slucˇajna pakiranja elpsi s e−1 = 0.3, 0.5, 0.8 i 1. e−1 = 0.3 predstav-
lja jako elongirane elipse, e−1 = 0.8 malo elongirane elipse, e−1 = 0.5 srednje elongirane
elipse, a e−1 = 1 kruzˇnice (slika 3.1).
Dakle, ukupno analiziramo 20 razlicˇitih slucˇajnih pakiranja elipsi jer za svaki od 5 spo-
menutih povrsˇinskih udjela analiziramo pakiranja 4 razlicˇita tipa elipsi.
Simulacije provodimo na sljedec´i nacˇin: za svako od 20 slucˇajnih pakiranja elipsi
zˇelimo 5000 podataka za svaku od morfolosˇkih mjeri. Vrijeme koje bi bilo potrebno za
pakiranje 5000 elipsi, posebno za velike povrsˇinske udjele ρ, je jako veliko pa smo se
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Slika 3.1: Elipse s razlicˇitim elongacijama.
stoga odlucˇili pakirati 25 puta po 200 elipsi.
Takoder bismo zˇeljeni medusobno usporedivati slucˇajna pakiranja. Zato nam je vazˇno
da su morfolosˇke mjere za razlicˇita pakiranje na istim skalama. Iz tog razloga sva pakiranja
simuliramo na sljedec´i nacˇin: u kvadratu fiksne povrsˇine P = 1000000 pakiramo n = 200
monodisperznih elipsi s elongacijom e−1 = b
a
i povrsˇinskim udjelom ρ. Tada ulazne podatke
za nasˇ algoritam (velike i male poluosi elipsi) dobijemo iz:
ρ =
npiab
P
,
odakle slijedi
a =
√
ρP
pie−1n
i
b = e−1a.
Uocˇimo da c´emo ovim postupkom za svako od 20 slucˇajnih pakiranja uvijek imati
jednaku sumu svih povrsˇina Voronojevih c´elija. Time smo osigurali to da su sve morfolosˇke
mjere na istoj skali pa ih mozˇemo ucˇinkovito usporedivati.
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3.1 Distribucije morfolosˇkih mjera
U ovom odjeljku c´emo analizirati vjerojatnosne distribucije morfolosˇkih mjera Voronoje-
vih c´elija generiranih slucˇajno pakiranim elipsama. Vec´ smo vidjeli da bi uzorak povrsˇine
Voronojevih c´elija trebalo imati gama distribuciju. Idealna bi situacija bila ukoliko i ostale
morfolosˇke mjere imaju gama distribuciju pa smo iz tog razloga pokusˇali prilagoditi gama
distribuciju svim mjerama. Ukoliko to nismo uspjeli pokusˇali smo prilagoditi generalizi-
ranu gama distribuciju buduc´i da ona ima jedan parametar oblika visˇe.
Povrsˇina Opseg Elongacija
Broj
susjeda
Udaljenost
od CM
Ar. sred.
duzˇ. kont.
Sd
duzˇ. kont.
Orient
Distribucija
Tablica 3.1: Distribucije morfolosˇkih mjera, generalizirana gama, gama, uniformna, niti
jedna od navedenih.
U tablici 3.1 su vjerojatnosne distribucije uspjesˇno prilagodene pojedinim morfolosˇkim
mjerama. Pod uspjesˇnom prilagodbom podrazumijevamo prilagodbu koja graficˇki prihvat-
ljivo izgleda i nije odbacˇena Pearsonovim χ2-testom. Znacˇajnost za Pearsonov χ2- test
jest 0.01. Unatocˇ tome sˇto je to prilicˇno slab kriterij, odlucˇili smo se za znacˇajnost 0.01
kako bismo imali sˇto visˇe uspjesˇnih prilagodbi. Takoder, valja naglasiti da su u tablici 3.1
naznacˇene samo distribucije koje su dominantne za neku morfolosˇku mjeru. Detalje, kao i
parametre distribucije mogu se vidjeti u Dodatku.
Valja napomenuti sljedec´u stvar: morfolosˇka mjera broj susjeda je ocˇito diskretna
velicˇina a gama distribucija jest neprekidna vjerojatnosna distribucija. Mi smo svejedno
tretirali podatke morfolosˇke mjere broj susjeda kao neprekidne i pomoc´u MLE procijenili
parametre gama distribucije. Tada, ako je Y slucˇajna varijabla koja modelira morfolosˇku
mjeru broj susjeda i X slucˇajna varijabla s procijenjenom gama distribucija kako je pret-
hodno objasˇnjeno, imamo sljedec´u vezu dogadaja:
{Y = n} = {X ∈ (n − 0.5, n + 0.5]}, n ∈ N0.
Pogledajmo sada sˇto nam distribucije morfolosˇkih mjera mogu rec´i o samoj strukturi
slucˇajnog pakiranja elipsi.
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Povrsˇine Voronojevih c´elija
Povrsˇina Voronojevih c´elija se smatra najvazˇnijom mjerom kod proucˇavanja pakiranja
elipsi u nasˇem smislu. Kao sˇto mozˇemo vidjeti iz tablice 3.1, gama distribuciju smo us-
pjesˇno prilagodili povrsˇinama Voronojevih c´elija u gotovo svim slucˇajevima elongacija
elipsa i povrsˇinskih udjela. Taj rezultat se podudara s teorijom kao sˇto smo vec´ prije naveli.
Slika 3.2: Emprirjske distribucije povrsˇina Voronojevih c´elija.
Na slici 3.3 vidimo aritmeticˇke sredine i standardne devijacije povrsˇina Voronojevih
c´elija. Kao sˇto vidimo, sve aritmeticˇke sredine su priblizˇno 5000. Razlog tome je sˇto su
simulacije upravo tako radene, kao sˇto je objasˇnjeno u prethodnom odjeljku. Pad stan-
dardnih devijacija s porastom ρ nam ukazuje da su za velike ρ distribucije povrsˇina uzˇe,
tj. da slucˇajna pakiranja pocˇinju biti pravilnija sˇto se ticˇe povrsˇina Voronojevih c´elija. To
potvrduje i slika 3.2, na kojoj su emprirjske distribucije povrsˇina. Jasno mozˇemo vidjeti
kako distribucije povrsˇina ovise o povrsˇinskom udjelu ρ. Takoder jasno mozˇemo vidjeti iz
slika 3.3 i 3.2 kako distribucije povrsˇina puno manje ovise o obliku pakiranih elipsi.
Zˇelimo nesˇto rec´i i o tome kako se elipse pakiraju lokalno, gledajuc´i njihovo najblizˇe
susjedstvo. Zato definiramo lokalni povrsˇinski udio, u oznaci ϕ, kao omjer njene povrsˇine
i povrsˇine pripadajuc´e Voronojeve c´elije. Lokalni povrsˇinski udio nam govori koji udio
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Slika 3.3: Aritmeticˇke sredine s 95% pouzdanim intervalima za ocˇekivanja i standardne
devijacije povrsˇina Voronojevih c´elija.
Voronojeve c´elije zauzima elipsa.
Uocˇimo da je harmonijska sredina lokalnog povrsˇinskog udjela u monodisperznim pa-
kiranjima upravo povrsˇinski udio ρ. Naime ako imamo monodisperzno slucˇajno pakiranje
(E,R) s povrsˇinskim udiom ρ, vrijedi
H(ϕ1, ϕ2, . . . , ϕn) =
n
n∑
i=1
1
ϕi
=
n
n∑
i=1
PVi
PE
=
nPE
n∑
i=1
PVi
=
nPE
PR
= ρ
gdje je H harmonijska sredina, ϕi lokalni povrsˇinski udio i-te elipse, PE povrsˇina elipsa, PVi
povrsˇina i-te Voronojeve c´elije, PR povrsˇina pravokutnika te n ∈ N broj elipsa u pakiranju.
Slike 3.4 i 3.5 predstavljaju generalizaciju rezultata danih u [10] i [11]. Autori ekperi-
mentalno pakiraju razlicˇite oblike monodisperznih elipsoida na volumnim udjelima izmedu
0.48 − 0.72. Zatim rendgenskom tomografijom (eng. x-ray tomography) snimaju sustave i
potom ih rekonstruiraju u 3D. Na kraju analiziraju volumene Voronojevih c´elija u 3D ge-
neriranih pakiranim elipsoidima.
Slika 3.4 prikazuje empirijske distribucije lokalnih povrsˇinskih udjela nakon sˇto im se
oduzme harmonijska sredina (u prvom slucˇaju) ili aritmeticˇka sredina (drugi slucˇaj) te se
ta razlika podijeli sa standardnom devijacijom. Razlike izmedu slucˇajeva su vrlo male,
buduc´i da je harmonijska sredina malo manja od aritmeticˇke. Svakoj boji pripadaju cˇetiri
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Slika 3.4: Distribucije standardiziranih lokalnih povrsˇinskih udjela, za sve elongacije.
empirijske gustoc´e koje odgovaraju cˇetirima razlicˇitim vrijednostima od e−1.
Autori spomenutih cˇlanaka tvrde da zbog univerzalnosti gama distribucije za povrsˇine
Voronojevih c´elija spomenute distribucije ne ovise niti o povrsˇinskom udjelu pakiranja niti
o elongaciji elipsa. Sa slike 3.4 mozˇemo vidjeti da to nije istina u nasˇem slucˇaju, posebno
za povrsˇinske udjele 0.2 i 0.8. Iz toga zakljucˇujemo da sˇto smo blizˇe kristalnoj strukturi
slucˇajnog pakiranja (veliki ρ) ili Poissonovom procesu (slucˇajno bacanje tocˇaka u ravnini),
elongacije pakiranih elipsi igraju vec´u ulogu za distribucije lokalnog povrsˇinskog udjela.
Takoder, spomenute distribucije u nasˇem slucˇaju nisu normalne kao sˇto se tvrdi u [11].
Slika 3.5: Standardne devijacije lokalnih povrsˇinskih udjela.
Slika 3.5 prikazuje standardne devijacije distribucija lokalnog povrsˇinskog udjela ϕ
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ovisno o povrsˇinskom udjelu ρ. Mozˇemo vidjeti da parabola jako dobro prati trend stan-
dardnih devijacija. Na ovaj nacˇin se takoder vidi vec´a pravilnost pakiranja na velikim
povrsˇinskim udjelima ρ, buduc´i da su lokalni povrsˇinski udjeli ϕ manje rasprsˇeni (manje
standardne devijacije).
Morfolosˇke mjere elongacije Voronojevih c´elija
Slika 3.6: Empirijske distribucije opsega Voronojevih c´elija.
Morfolosˇke mjere opseg, elongacija i standardna devijacija duljine kontakata mozˇemo
smatrati mjerama koje opisuju elongacije Voronojevih c´elija.
Naime, za elongaciju to trivijalno vrijedi. Sˇto se ticˇe opsega, elongiranije c´elije c´e imati
vec´i opseg nego one koje nisu toliko elongirane. To mozˇemo jednostavno predocˇiti na
primjeru elipsa. Zamislimo dvije elipse koje imaju povrsˇinu pi. Prva elipsa, E1 je kruzˇnica
gdje je a = b = 1, a druga, E2 ima poluosi a = 5 i b =
1
5
. Tada su opsezi1 redom OE1 = 2pi
a OE2 ≈ 10pi. Vidimo da elongirana elipsa ima vec´i opseg nego kruzˇnica.
1Ne postoji konacˇna formula za opseg elipse vec´ samo formule koje ga aproksimiraju.
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Slicˇno, ukoliko dvije Voronojeve c´elije imaju isti broj kontakata sa susjednim c´elijama,
ona elongiranija c´e imati vec´u standardnu devijaciju duljine kontakata.
Kao sˇto vidimo u tablici 3.1, uspjesˇno smo prilagodili gama distribuciju opsezima Vo-
ronojevih c´elija u vec´ini slucˇajeva, dok kod elongacije i standardne devijacije duzˇine kon-
takata to nismo uspjeli. U tim smo slucˇajevima prilagodavali generaliziranu gama dis-
tribuciju s dodatnim parametrom. Empirijske distribucije za morfolosˇku mjeru opseg su
prikazane na slici 3.6.
Slika 3.7: Aritmeticˇke sredine s 95% pouzdanim intervalima za ocˇekivanja i standardne
devijacije za opsege.
Slike 3.7, 3.8 i 3.9 prikazuju aritmeticˇke sredine i standardne devijacije za mjere
elongacije Voronojevih c´elija. Iz tih slika mozˇemo zakljucˇiti dvije vrlo vazˇne stvari:
• Pad standardnih devijacija s porastom povrsˇinskog udjela ρ ponovno ukazuje na pra-
vilnije strukture Voronojevih c´elija pri pakiranju elipsa s vec´im povrsˇinskim udje-
lima.
• Vidimo da se aritmeticˇke sredine mjera elongacije Voronojevih c´elija razlikuju po
elongacijama pakiranih elipsa. Ta razlika je uocˇljiva i pri malim povrsˇinskim udje-
lima ρ, dok pri velikim povrsˇinskim udjelima ona postaje josˇ istaknutija, posebno za
elongiranije elipse. Za kruzˇnice i elipse s e−1 = 0.8 spomenute se aritmeticˇke sredine
ne razlikuju toliko koliko za elongirane elipse.
Iz prethodne diskusije mozˇemo zakljucˇiti da Voronojeve c´elije poprimaju elongacije
od elipsa koje smo pakirali te to svojstvo postaje josˇ istaknutije na velikim povrsˇinskim
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Slika 3.8: Aritmeticˇke sredine s 95% pouzdanim intervalima za ocˇekivanja i standardne
devijacije za elongacije.
Slika 3.9: Aritmeticˇke sredine s 95% pouzdanim intervalima za ocˇekivanja i standardne
devijacije za standardne devijacije duljina kontakata.
udjelima, kada mozˇemo rec´i da se dogodio fazni prijelaz. Dakle, na velikim povrsˇinskim
udjelima oblik elipsa koje pakiramo je od velikog znacˇaja.
Preostale morfolosˇke mjere
Broj susjeda Voronojevih c´elija
Kao sˇto je spomenuto u Poglavlju 1, prosjecˇan broj susjeda Voronojevih c´elija generiranih
tocˇkama jest manji od 6. Iz slike 3.10 vidimo da taj rezultat vrijedi i za elipse neovisno o
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Slika 3.10: Aritmeticˇke sredine s 95% pouzdanim intervalima za ocˇekivanja i standardne
devijacije za broj susjeda.
njihovim elongacijama i povrsˇinskim udjelima na koje su pakirane.
Pad standardnih devijacija s porastom povrsˇinskog udjela pakiranja ponovno ukazuje
na pravilniju strukturu pakiranja, pogotovo za malo elongirane elipse.
Vrijedi napomenuti da smo morfolosˇkoj mjeri broj susjeda uspjesˇno prilagodili gama
distribuciju u vec´ini slucˇajeva.
Udaljenost centra mase i aritmeticˇka sredina duljine kontakata
Za obje preostale morfolosˇke mjere, udaljenost centra mase i aritmeticˇke sredine duljine
kontakata, ne mozˇemo rec´i da smo uspjesˇno prilagodili neku specificˇnu distibuciju. U
slucˇaju aritmeticˇke sredine duljine kontakata, same distribucije postanu jako nepravilne
vec´ na povrsˇinskom udjelu ρ = 0.5 pa nije niti za ocˇekivat da mozˇemo uspjesˇno prilagoditi
neku od spomenutih distibucija. Empirijske distribucije za udaljenost centra mase su pri-
kazane na slici 3.11.
Iz standardnih devijacija sa slika 3.12 i 3.13 ponovno mozˇemo izvesti zakljucˇak o pra-
vilnijoj strukturi pakiranja na velikim povrsˇinskim udjelima. Pad aritmeticˇkih sredina s
porastom povrsˇinskog udjela kod udaljenosti centra mase (slika 3.12) je ocˇekivan, buduc´i
da na velikim povrsˇinskim udjelima raste i lokalni povrsˇinski udio elipsa. Iz toga je jasno
da se tada elipse pozicioniraju blizˇe centrima mase pripadnih Voronojevih c´elija.
Rast prosjeka aritmeticˇkih sredina duljina kontakata za jako elongirane elipse (slika 3.13)
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Slika 3.11: Empirijske distribucije udaljenosti centra mase.
Slika 3.12: Aritmeticˇke sredine s 95% pouzdanim intervalima za ocˇekivanja i standardne
devijacije za udaljenost centra mase.
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Slika 3.13: Aritmeticˇke sredine s 95% pouzdanim intervalima za ocˇekivanja i standardne
devijacije za aritmeticˇku sredinu duljine kontakata.
takoder ukazuje da se jako elongirane elipse na velikim povrsˇinskim udjelima pakiraju pa-
ralelno.
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Orijentacija
Distribucija orijentacija Voronojevih c´elija jest uniformna na [−pi
2
, pi
2
]. Taj rezultat je intu-
itivan i ocˇekivan, buduc´i da se radi o sustavu s odredenom dozom slucˇajnosti.
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3.2 Zakljucˇak poglavlja
U ovom poglavlju smo sistematicˇno proucˇavali slucˇajna pakiranja elipsa s obzirom na
povrsˇinski udio pakiranja i elongaciju elipsa koje pakiramo. Uspjesˇno su reproducirani
i prosˇireni otprije poznati rezultati za eksperimentalna pakiranja u 3D.
Kroz proucˇavanje distribucija morfolosˇkih mjera smo dosˇli do tri glavna zakljucˇka:
• Gama distribucija je zaista dobar vjerojatnosni model za morfolosˇke mjere povrsˇina,
opseg i broj susjeda, no nije dobar model za preostale morfolosˇke mjere sˇto je u ovom
radu prvi put pokazano. Takoder, vidjeli smo da lokalni povrsˇinski udjeli nemaju
normalnu razdiobu, pogotovo kod jako malih i jako velikih povrsˇinskih udjela, sˇto je
do sada smatrano.
• Mozˇemo vidjeti iz pada varijabilnosti distribucija morfolosˇkih mjera da se kod veli-
kih povrsˇinskih udjela dogodi fazni prijelaz kada struktura slucˇajnih pakiranja elipsi
postaje pravilnija te cijeli sustavi sve visˇe tezˇi redu.
• Voronojeve c´elije generirane slucˇajno pakiranim elipsama poprimaju elongacije pa-
kiranih elipsa, sˇto je posebno izrazˇeno kod velikih povesˇinskih udjela.
Poglavlje 4
Usporedba slucˇajno pakiranih jezgara i
stanicˇnog tkiva
Nakon sˇto smo se poblizˇe upoznali s nekim svojstvima monodisperznih slucˇajnim paki-
ranjma, zˇelimo usporediti tkivo sa slucˇajnim pakiranjem njegovih jezgara te vidjeti koliko
dobro slucˇajno pakiranje reproducira neka morfolosˇka svojstva tkiva.
Vec´ prije smo napomenuli kako su jezgre stanica elipticˇnog oblika te ih zato aproki-
smiramo elipsama. Elipse se prilagode jezgrama na isti nacˇin na koji se racˇuna morfolosˇka
mjera elongacija. Poluosi prilagodene elipse su osni momenti inercije jezgre stance. Na taj
nacˇin dobivamo elipsu koja najbolje aproksimira jezgru (eng. best fitting ellipse).
Kao sˇto smo spomenuli, zˇelimo analizirati epitelno tkivo koje je uzgajano na tvrdim
podlogama. Takvo tkivo pri rastu tvori nehomogenu okruglu koloniju. U sredini klastera,
gustoc´a stanica je najvec´a i povrsˇinski udio jezgara iznosi do 0.65, dok je na rubu klastera
gustoc´a stanica manja te je povrsˇinski udio jezgara oko 0.35.
Usporedbu tkiva i slucˇajnog pakiranja radimo na sljedec´i nacˇin: za danu sliku tkiva,
svim jezgrama prilagodimo elipse i tim elipsama generiramo Voronojeve c´elije. Te Vorno-
jeve c´elije aproksimiraju stanice u tkivu. Zatim za dobivene Voronojeve c´elije izracˇunamo
morfolosˇke mjere i time smo dobili nasˇ uzorak za tkivo. Elipse koje smo prilagodili jez-
grama pakiramo ranije opisanim algoritmom i na isti nacˇin izracˇunamo morfolosˇke mjere.
Tada imamo dva uzorka - pravo tkivo i drugi koji c´emo radi jednostavnosti nazivati slucˇajno
generirano tkivo.
Isti postupak ponavljamo za visˇe slika tkiva. Sve podatke sa slika na kojima je povrsˇinski
udio jezgara priblizˇno jednak c´emo “spojiti” zajedno jer slobodno mozˇemo pretpostaviti da
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su spomenute slike uslikane na istom dijelu kolonije. Do razlike u povrsˇinskom udjelu jez-
gara na takvim slikama dolazi zbog tehnicˇkih razloga. Spomenute slike se mogu vidjeti u
Dodatku.
Zanima nas jesu li morfolosˇke mjere tkiva i slucˇajno generiranog tkiva iz iste distri-
bucije. Test kojim c´emo to testirati je Kolmogorov - Smirnovljev test (KS-test). KS-test
je neparametarski test i dobar je za nasˇ slucˇaj, buduc´i da mozˇe usporedivati i dva uzorka
razlicˇite velicˇine. Naime, sˇto se ticˇe velicˇine uzorka, za tkivo smo ogranicˇeni brojem jez-
gara na svakoj slici dok mozˇemo simulirati podataka za slucˇajno generirano tkivo koliko
god nam treba.
Slika 4.1: Empirijske gustoc´e za tkivo na povrsˇinskom udjelu ρ = 0.38
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Slika 4.2: Empirijske funkcije distribucije za tkivo na povrsˇinskom udjelu ρ = 0.38
Usporedbu tkiva i slucˇajno generiranog tkiva provodimo za dva razlicˇita povrsˇinska
udjela - 0.38 i 0.64. Oba dva uzorka dolaze iz sredine kolonije. Prvi uzorak (ρ = 0.38)
sadrzˇi 1097 jezgara sa 4 slike a drugi (ρ = 0.64) 3165 jezgara s 5 slika.
Na slikama 4.1 i 4.2 vidimo redom empirijske gustoc´e i empirijske funkcije distribucije
morfolosˇkih mjera za tkivo i slucˇajno generirano tkivo pri povrsˇinskom udjelu ρ = 0.38.
Na oko mozˇemo vidjeti znacˇajnu razliku kod morfolosˇke mjere udaljenost centra mase.
Slike 4.3 i 4.4 prikazuju empirijske gustoc´e i empirijske funkcije distribucije mor-
folosˇkih mjera za tkivo i slucˇajno generirano tkivo pri povrsˇinskom udjelu ρ = 0.64. U
ovom slucˇaju odmah mozˇemo vidjeti znacˇajnu razliku izmedu distribucija kod morfolosˇkih
mjera povrsˇina, opseg, aritmeticˇka sredina duljine kontakata i orijentacija. Mozˇemo rec´i da
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se graficˇki distribucije dobro podudaraju kod morfolosˇkih mjera elongacija i standardna de-
vijacija duljine kontakata. Te dvije morfolosˇke mjere, kako smo prije napomenuli, su mjere
elongacije odnosno oblika Voronojevih c´elija. Slicˇnosti tih distribucija mogu se opravdati
cˇinjenicom da za vec´e povrsˇinske udjele Voronojeve c´elije poprimaju oblike generatorskih
elipsa.
Slika 4.3: Empirijske gustoc´e za tkivo na povrsˇinskom udjelu ρ = 0.64
U tablici 4.1 vidimo p-vrijednosti Kolmogorov-Smirnovljevog testa za jednakosti dis-
tribucija morfolosˇkih mjera izmedu tkiva i slucˇajno generiranog tkiva. Vidimo da u vec´ini
slucˇajeva odbacujemo nultu hipotezu o jednakosti danih distribucija. Jedina morfolosˇka
mjera gdje u cjelosti nismo odbacili nultu hipotezu o jednakosti distribucija jest broj su-
sjeda. Taj zakljucˇak jest i za ocˇekivati zbog samih svojstava Voronojevih c´elija koja se ticˇu
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Slika 4.4: Empirijske funkcije distribucije za tkivo na povrsˇinskom udjelu ρ = 0.64
ρ Povrsˇina Opseg Elongacija
Broj
susjeda
Udaljenost
od CM
Ar. sred.
duzˇ. kont.
Sd
duzˇ. kont.
Orient
0.38 0.314 0.0028 0 0.1899 0 0.0158 0.0012 0.3254
0.64 0 0 0.0013 0.7232 0 0 0.0077 0.0001
Tablica 4.1: P-vrijednosti KS-testa zaokruzˇene na 4 decimalna mjesta i zakljucˇci na razini
znacˇajnosti od 0.05: ne odbacujemo ili odbacujemo nultu hipotezu.
broja susjeda [5], [8].
Mozˇemo vidjeti i na temelju tablice 4.1 i na temelju prikazanih slika da je pri malom
povrsˇinskom udjelu razlika izmedu pravog tkiva i slucˇajno generiranog tkiva manja nego
pri velikom povrsˇinskom udjelu. Na temelju graficˇkog prikaza distribucija morfolosˇkih
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mjera mogli bismo rec´i da ne postoji znacˇajna razlika izmedu distribucija za vec´inu mor-
folosˇkih mjera. Tu razliku nam tek otkriva Kolmogorov-Smirnovljev test.
Takoder, mogli bismo rec´i da je razlika izmedu pravog tkiva i slucˇajno generiranog tkiva
manja nego sˇto bismo ocˇekivali i time mozˇemo biti zadovoljni. Naime, model koji imamo
jest prilicˇno trivijalan u smislu da zanemarujemo bilo kakve elemente fizike u tkivu, no
vidimo da je i takav prilicˇno dobar za prvu aproksimaciju. Mislimo da bi se model mogao
znatno poboljsˇati uzimajuc´i u obzir sile i energiju sustava te svakako mozˇemo smatrati da
je ovaj model izvrsna baza za daljnji razvoj modela epitelnog tkiva.
Dodatak
U tablici 4.2 se nalaze parametri uspjesˇno prilagodenih distribucija morfolosˇkim mjerama
iz Poglavlja 3. Slike 4.5 i 4.6 prikazuju analizirana tkiva u Poglavlju 4.
Slika 4.5: Slike jezgara u tkivu iz Poglavlja 4, ρ = 0.38.
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Slika 4.6: Slike jezgara u tkivu iz Poglavlja 4, ρ = 0.64.
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Sazˇetak
Poznavanje rasta i strukture epitelnog tkiva iznimno je vazˇno radi istrazˇivanja brojnih pro-
cesa kao sˇto su zacjeljivanje rana i progresija tumora. U ovom diplomskom radu predstav-
ljamo matematicˇki model za epitelna tkiva i ispitujemo brojna svojstva spomenutog modela
sistematicˇnim proucˇavanjem slucˇajnih pakiranja elipsa. Reproduciramo i prosˇirujemo ot-
prije poznate rezultate o slucˇajnim pakiranjima elipsa pomoc´u distribucija odabranih mor-
folosˇkih mjera Voronojevih c´elija generiranih tim elipsama. Na kraju usporedujemo epi-
telno stanicˇno tkivo i slucˇajno pakiranje njegovih jezgara preko distribucija morfolosˇkih
mjera.

Summary
Understanding the structure and growth process of epithelial tissue is of great importance
for analysis of various phenomena such as wound healing and cancer progression. In this
thesis we introduce a mathematical model for epithelial tissue and we analyse many of its
properties. We reproduce and expand known results about random packings of the ellipses
by studying the distributions of chosen morphological measures of Voronoi cells generated
by packed ellipses. In the end we compare the epithelial tissue to the random packing of
its nuclei by comparing the distributions of morphological measures.
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