We consider the nth order nonlinear neutral differential equation of the form
Introduction
The oscillatory behavior of solutions of neutral differential equations, in which the highest order derivative of the unknown function is evaluated both with the present state and at one or more past or future states, has been studied by many authors [1, [3] [4] [5] 7, [11] [12] [13] . Our results are more general than those of Dahiya and Akinyele [5] , Abu-Kaff and Dahiya [1] , Zafer and Dahiya [13] , and Candan and Dahiya [3] because of involving continuous arguments in both advanced and delay terms.
A function x ∈ C[t 0 , ∞) is called oscillatory if x(t) has arbitrarily large zeros on [t 0 , ∞). Otherwise, x(t) is called nonoscillatory.
We study the nth order neutral differential equations with continuous arguments of the form
where
and σ (t, ξ)
is nondecreasing with respect to t and ξ ; (f) f, h ∈ C(R, R), xf (x) βx 2 for some β > 0.
We give some sufficient conditions to ensure that all solutions are either oscillatory or lim t →∞ |x(t)| = ∞ or else lim inf t →∞ |x(t)| = 0. 
Main results

Let us assume
and that every solution of second order ordinary differential equation
is oscillatory for some constant α, 0 < α < 1, and for every T > 0.
(i) Every solution x(t) of (1) is either oscillatory or satisfies
when n is odd.
(ii) Every solution x(t) of (1) is either oscillatory or else
when n is even.
Proof. Let x(t) be a nonoscillatory solution of (1). Let z(t) be a function defined by
Then without loss of generality we can assume that x(t) is eventually positive. The case where x(t) is eventually negative can be treated similarly. By (c) and (e), z(t) and x(σ (t, ξ)) are also eventually positive. Consider the function
Thus, y (n) (t) is eventually of one-signed and the lower derivatives y (i) (t), 0 i n − 1, are monotone and one-signed for all large t t 0 . If y(t) < 0 for t t 0 then 0 < z(t) < g(t), t t 0 , which shows that g(t) takes on only the positive values for arbitrarily large t. But this contradicts g(t) being oscillatory function, so we must have y(t) > 0 for t t 0 . By Kiguradze's [9] lemmas, there exists an integer l ∈ {0, 1, . . ., n} with (−1) n−l−1 λ = 1 such that
for some T t 0 . Suppose that 0 < l < n. By using the inequality in Lemma (3.2) of Koplatadze et al. [10] , we obtain
Let the right-hand side of above inequality be u(t). It is easy to verify that u(t) is positive and satisfies
On the other hand, since (−1) n λ = −1 and (−1) n−l−1 λ = −1, l is even. Thus y(t) is eventually increasing and concave up when 0 < l < n. Therefore, using these nature of y(t) and (2) with y(t) + g(t) = z(t), we see that z(t) is increasing for large t as well. Thus,
Since y(t) is positive, increasing and lim t →∞ g(t) = 0, we have
z(t) αy(t), t T ,
where α is the same constant as in (3) . Then
x(t) α 1 − P (t) y(t), t T .
On the other hand, it can be shown that y(t) satisfies
for t T . Combining the inequalities (7) and (8) 
with the fact that y (l−1) (t) u(t), we obtain
for t T . Multiply both sides of (9) by q(t, ξ)β, use the fact xf (x) > βx 2 and then integrate from c to d with respect to ξ , respectively. Then using the above resulting equation in (6), we obtain
Applying now a result of Atkinson [2] to (10), we see that Eq. (3) has an eventually positive solution, which is a contradiction. It is clear that l = n is only possible when n is even. In that case, λ = −1 and
which implies that
x(t) → ∞ as t → ∞, since x(t) (1 − P (t))z(t), z(t) = y(t) + g(t) and lim t →∞ g(t) = 0.
If l = 0, y(t) decreases to a nonnegative number, say c, as t goes to infinity. We know that the oscillation of (3) implies that 
where k > 0; then every solution x(t) of (1) is either oscillatory or satisfies
Proof. The case l = n is possible only if n is even (λ = −1) from Theorem 1. Therefore, let x(t) be a nonoscillatory solution of (1) when n is even (λ = −1). Without loss of generality we may assume that x(t) is eventually positive. The case where x(t) is eventually negative can be proved by the same argument. Let y(t) = z(t) − g(t) and suppose that the integer associated with y(t) is equal to n. Then we have
Then from (12) we can see that
Replace σ (s, ξ) and σ (t, ξ) for t and s, respectively, in (13) . Then we have
for s t T and ξ ∈ [c, d]. Now there exists such that lim sup
On the other hand, also y(t) → ∞ and g(t) → 0 as t → ∞, so there exists
In view of the inequality
− P (t) z(t) x(t),
it follows from (14) and (16) 
that
Proof. It is sufficient to show that (3) is oscillatory for some 0 < α < 1 and for every T > 0 by Theorem 1. Conditions (17), (18), and (19) imply that (3) is oscillatory by [6] , [10] , and [8] , respectively. This completes the proof. ✷ Example 1. Consider the following equation:
We see
f (x) = x, σ (t, ξ) = t + ξ and h(t) = e −2t (−7 cos t + 24 sin t) − e −3t (28 cos t + 96 sin t) − 2e −t sin t in Eq. (1), and g(t) = e −2t cos t − e −3t cos t + (1/2)e −t sin t in condition (2) . Since the conditions (2) and (17) are satisfied, the conclusion of Theorem 1 holds. We can show that x(t) = e −2t cos t is a solution of this problem.
Example 2. Consider the following equation:
x(t) + We see that λ = 1, n = 3, p(t, µ) = e −µ (1 − sin(t − µ)/2), τ (t, µ) = t − µ, q(t, ξ) = e ξ (1 + 1/π + sin(t + ξ)/2), f (x) = x, σ (t, ξ) = t + ξ and h(t) = e −t (2 sin t − cos t) in Eq. (1), and g(t) = e −t ((1/4) sin t − (3/4) cos t) in condition (2) . Since the conditions (2) and (17) are satisfied, the conclusion of Theorem 1 holds. We can show that x(t) = e −t is a solution of this problem.
