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Summary 
In this thesis we construct a family of generating functions for a Legendrian 
embedding, into the I-jet bundle of a closed manifold, that can be obtained 
from the zero section through Legendrian embeddings, by discretising the 
action functional. We compute the second variation of a generating function 
obtained as above at a nondegenerate critical point and prove a formula 
relating the signature of the second variation to the Maslov index as the mesh 
goes to zero. We use this to prove a generalisation of the Morse inequalities 
thus refining a theorem of Chekanov. We also compute the spectral flow 
of the operator obtained by linearising the gradient equation of the action 
functional along a path connecting two nondegenerate critical points. We 
end by making a conjecture about the relation between the Floer connecting 
orbits and the gradient flow lines of the discrete action functional. 
v 
Introduction 
In [1] Arnold calls a Legendrian embedding f: L -+ PM, into the I-jet 
bundle, that can be obtained from the zero section by a smooth deformation 
through Legendrian embeddings a quasi-function. Intersections of f with 
Mo x JR., where Mo denotes the zero section of T* M, are called critical points 
of f and these are said to be nondegenerate if the intersection is transverse. 
It can be shown that every such quasi-function is of the form f = .,pIMox{OJ, 
where 'IjJ = 'ljJl for some contact isotopy .,pt of Jl M. Under the assumption 
that M is closed (that is, compact and boundaryless) we show that to each 
nondegenerate critical point c E L of f we may naturally assign a number 
as the Maslov index of the path 'Y: t H .,pt ((.,p1)-1 f (c)). Assuming that 
all critical points are nondegenerate we denote by Pk the number of critical 
points c E L such that JL( c, 'ljJt) = k and by bk the k th Betti number of M 
(with coefficients in any field). We prove the following: 
Theorem A Let f: L -+ Jl M be a quasi-function on a closed manifold M 
of dimension n having only nondegenerate critical points. Then 
for every k E Z. 
1 
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Theorem A is a refinement of a theorem by Chekanov announced by 
Arnold in [1] (see also Chekanov [6]). This bounds the number of critical 
points, in the nondegenerate case, below by the sum of the Betti numbers. 
A proof of Chekanov's Theorem is also given by Chaperon [5] and is based 
on a result by Theret [25] concerning the existence of a generating function. 
Our proof is independent of their work. 
A method of generating contact isotopies is by using a time-dependent 
Hamiltonian H: [0, 1] X Jl M -t lR. Indeed all contact isotopies may be 
obtained in this way. A special instance is given by the following: Given a 
Morse function f: Jrf -t R, let H(x, y, z) = - f(x) define a time-independent 
Hamiltonian. The critical points of f are in 1-1 correspondence with the 
critical points of the associated quasi-function. In particular the Morse index 
indH(xo) of a critical point Xo E M of f is related to the Maslov index by 
and thus in this special case Theorem A reduces to the classical Morse in-
equalities. 
Our methods also refine a related theorem in the symplectic setting proved 
by Hofer [13] and Laudenbach and Sikorav [15]. This pertains to finding 
a lower bound for the number of points of intersection in the cotangent 
bundle of the zero section with its image under a time-dependent Hamiltonian 
symplectomorphism. An outline of our approach follows. 
Let 'ljJt be a contact isotopy with Hamiltonian H: [0,1] x J1 M -t JR. When 
M = Rn we may associate to H an action functional as follows. Consider 
the path space 
p = {c = (x, y): [0, 1]-tT*JRn I y(o) = a} , 
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and, given e E P, let Z = Zc: [0, 1] ~ ]R be the unique solution of 
z = (y, ±) - H(t,x, y, z) Z(O) = o. 
Define the action functional <I> H: P ~ R by 
The fibre critical points of <PH with respect to the fibration P ~ ]Rn: (x, y) f-t 
x(1) generate the Legendrian submanifold '1/;1 (Lo). 
We consider discretisations of the form <I>~: pN ~ ]R for N E N which 
also have this property. Here 
PN {N ( ) m(2N+l)nl mn} = e = xo, ... ,XN,Yl"'.,YN E.I1'- Xi, Yj E.Il'\. 
is the space of discrete paths which is fibred over Rn by pN ~ Rn : eN f-t XN 
and <I>~ is the discrete action functional which is given by 
N 
<I>~(eN) = 2: ((Yj,Xj -Xj-I) - V;-I(Xj-lIYj,Zj-d). 
j=l 
The functions V;: ]R2n+1 ~ R are constructed by using the contact isotopy 
'l/;t, and the Zj are given by the iterative rule 
Zo = 0, 
Such discretisations always exist for N sufficiently large and H having com-
pact support. These are examples of generating functions which, in general, 
have been studied by, among others, Viterbo [27]. 
A path e E P is a critical point of <I> H if and only if (c, zc) is a trajectory 
of'l/;t starting in Lo x {O}, where Lo denotes the zero section of T*Rn, and 
ending in Lo x lR. Similarly, a discrete path eN E p N is a critical point of 
<I>N if and only if (eN, {Zj}) corresponds to a "broken trajectory" of 'l/;t with 
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(Xo, Yo, zo) E Lo x {O} and (XN, YN, ZN) E Lo x R Furthermore given such 
a path eN, critical for <I>N, and such that '/PI (La x {O}) intersects La x 1R 
transversally at (XN, YN, ZN), d2q,Z(cN) will be nondegenerate. We show 
that, given a critical point c E P with the same property, for sufficiently 
large N the signature of the second variation of the discretisation is given 
by: 
Propostion B 
This generalises a theorem of Robbin and Salamon in [20] for quadratic 
Hamiltonians. Also, it strengthens the theorem of Viterbo [26] which states 
that, in the symplectic case, the difference of the signature of the second 
variation of q,N at two critical points is independent of N, but at the cost of 
having to take N sufficiently large. 
The action functional <I> H and its discretisation are extended to the I-jet 
bundle of a closed manifold M as follows. First, embed M in JRk for a suitable 
k. Second, lift H to any function H: J1JRk -t JR such that HIJIJRklM = Hop 
where p: JIJRk IM -t Jl M is the natural projection map. Finally, define q, H,M 
to be <I>ii restricted to the space of paths having x{I) E M. Theorem A 
follows from generalising Proposition B and appealing to stabilised Morse 
theory (the Conley index). 
Also in Part I we consider the linear first-order differential operator ob-
tained by linearising the gradient equation of <I> H,M along a path connecting 
two nondegenerate critical points. We show that this operator is Fredholm 
between the appropriate Banach spaces and, by considering the spectral flow, 
show that the Fredholm index is given as the difference of two Maslov indices. 
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In Part I1, for ease of expression, we leave the contact setting and consider 
only the symplectic case. We consider the relation between bounded solutions 
of the gradient equation of <P H,M, the FIoer connecting orbits, and bounded 
gradient flow lines of the discrete action functional <I!Z,M as the parameter 
N tends to infinity. This part is mainly conjectural. 
Part I 
THE GENERALISED MORSE 
INEQUALITIES 
6 
Chapter 1 
Preliminaries 
The material in this chapter is of an expository nature. Standard references 
are McDuff and Salamon [17] and Arnold and Givental [2]. The key ideas dis-
cussed are the variational formulation of Hamilton's equations (Lemma 1.4) 
and the notion of restricted variational families given in Section 1.3. 
1.1 Contact structures 
A contact structure on a 2n + I-dimensional manifold M is a maximally non-
integrable field of hyperplanes € C T M. If we assume that € is transversally 
orientable, that is € is given by the kernel of some I-form 0', then the contact 
condition can be stated as 
0' /\ (dO't -:f O. (1.1) 
In this case 0' is said to be a contact form for the contact structure e. An 
important equivalent formulation of the contact condition (1.1) is that dO' is 
a nondegenerate 2-form on e. 
Note that, if a transverse orientation for e is specified, a contact form is 
unique only up to multiplication by a positive function and in general only 
7 
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up to multiplication by a nonzero function. Each choice of a contact form a 
is characterised by a vector field Y = Ya: M -+ T M, called the Reeb vector 
field, defined by the relations 
l,(Y) da = 0, a(Y) = 1. 
Given a contact manifold (M,~) and an integral submanifold Le M note 
that, for each p E M, the tangent space TpL is an isotropic subspace of the 
symplectic vector space (~p, dap) , that is, dap vanishes on TpL. This implies, 
in particular, that the dimension of L can be at most n. In such a case L is 
said to be Legendrian. 
A diffeomorphism 'IjJ: M -+ M which preserves the oriented field of hy-
perplanes ~ is called a contactomorphism, that is, equivalently, if 
for some function g: M -7 lR. 
Note that if 'IjJ: M -+ M is a contactomorphism, then, by a direct calcu-
lation, its derivative restricts to give a linear conformal symplectomorphism 
for every p E M. 
A smooth family ('ljJt)O$t9 of diffeomorphisms 'ljJt: J1 M -7 Jl M with 
'ljJ0 = id is called an isotopy of Jl M. When each 'ljJt is a contactomorphism 
the family 'ljJt is called a contact isotopy. 
A contact vector field is defined to be a vector field X: M -7 T M which 
satisfies 
Cxa = ha 
for some function h: M -7 lR. 
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Contact Hamiltonians 
Recall that for a symplectic manifold not all symplectic isotopies are gen-
erated by a time-dependent Hamiltonian function H. In contrast, the next 
lemma shows that the analogous statement in the case of a contact manifold 
with regard to contact isotopies does hold. 
Lemma 1.1 ([17, Lemma 3.48]) Let (M, Cl!) be a contact manifold with 
Reeb field Y. Then 
(i) a vector field X: M --t T M is a contact vector field if and only if 
L(X)a = -H, L(X) da = dH - (L(Y) dH) Cl! (1.2) 
for some function H: M --t R; 
(ii) given any function H: M --t R there exists a unique vector field X = 
X H : M --t T M satisfying (1.2). 
1.2 I-Jet bundles 
The model example of a contact manifold is provided by the I-jet bundle 
Jl M = T'" M x R with contact form 
Cl! = dz - Acan. 
Here z denotes the standard coordinate on Rand Acan the canonical I-form 
on T'" M which is given by the defining property a'" Acan = a for every I-form 
a: M --t T'" M. The Reeb field of Cl! is given by Y = 8/8z. 
About any point (c, z) E Jl M one can construct a distinguished set of 
local coordinates Xl, ••• , X n, YI, ... , Yn, z with the property that Cl! in these 
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coordinates is given by 
a = dz - 2: Yi dXi. 
i 
10 
The following lemma gives the expression for a contact vector field in such a 
system of local coordinates. 
Lemma 1.2 An isotopy 'ljJt of Jl M is a contact isotopy if and only if, in 
local coordinates as above, it is generated by the vector field 
z = (y,x) - H 
(1.3a) 
(1.3b) 
(1.3c) 
for some smooth function B: [0, 1] x Jl M -t 1R. 
Proof. It is sufficient to consider the case M = ]Rn. Given a contact isotopy 
'ljJt of JllRn define X: [0, 1] x Jl]Rn -t T J1]Rn to be the time-dependent vector 
field satisfying ! 'ljJt(p) = X(t, 'ljJt(p)). 
This vector field is of contact type and thus, by a parametrised version of 
Lemma 1.1, is generated by a unique time-dependent Hamiltonian H: [0,1] x 
Jl]Rn -t R Now we use the equations in Lemma 1.1. The first equation 
gives (1.3c) and, using the summation convention, the second equation un-
ravels to give 
= dB - (,,(Y) dB) a 
= 8x;H dXi + 8y;H dYi + 8zH dz - 8zH(dz - Yi dXi) 
= (8x;H + Yi8zH) dXi + 8y;H dYi 
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which is equivalent to (1.3a, b). This proves one implication of the lemma. 
The converse is given by reversing the above argument. o 
The Hamilton-Jacobi equation 
Given a function H: [0,1] X J1 M -+ lR, a function S: [0, td x M -+lR is said 
to satisfy the Hamilton-Jacobi equation if 
8t S(t, x) + H(t, x, 8xS, S) = 0 
and S(O, x) = So(x) for some specified function So: M -+ 1R. It turns out 
that the characteristics of the Hamilton-Jacobi equation are those solutions 
of Hamilton's equations which begin in the 1-graph of So. In the following 
proposition, we formulate this more explicitly in local coordinates under the 
assumption that H has compact support. 
Proposition 1.3 Suppose that S: [0, td x M -+ lR is a solution of the 
Hamilton-Jacobi equation. Then given any solution of the equation 
x = 8y H(t, x, O:I:S' S), 
on the interval [0, td the triple (x, y, z): [0, tll -+ J1 M, where y(t) = 8x S(t, x(t)) 
and z(t) = S(t, x(t)), solves Hamilton's equations. 
Conversely, for tl sufficiently small, defining S: [0, td x M -+ lR by set-
ting S(t, x) = z(t), where (x, y, z): [0, tl -+ Jl M is the unique solution of 
Hamilton's equations with boundary conditions 
x(t) = x, y(O) = oxSo(x(O)), z(O) = So(x(O)), 
gives a solution of the Hamilton-Jacobi equation. 
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Proof. We assume that M = lRn. The first part of the proposition is 
straightforward to check. For the converse we first show that the function 
S: [0, td x M -t lR constructed by solving Hamilton's equations satisfies 
y(t) = 8x S(t, x) 
for all t E [0, tl]' For this we fix t E [0, tl] and consider the function 
(-c, c) -t lR: s -t Set, x + 86), where 6 E lRn is fixed, and denote by 
(xs, Vs, Zs): [0, t] -t Jl M the unique solution of Hamilton's equation with 
xs(t) = x + 86, ys(o) = 8x So(xs(0)) and zs(O) = So(xs(O)). Now 
S(t,x+s6) = zs(t) = lt ((ys,xs) - H(r,xs,Ys,zs)) dr 
and it follows from Proposition 1.4 and Remark 1.5 below that differentiating 
this with respect to s and evaluating at s = 0 gives 
(8x S(t, x), 6) = (y(t),6). 
Thus 8x S(t, x) = y(t). It remains to show that S satisfies the Hamilton-
Jacobi equation. This follows from 
(y,±) - H = z = :tS = 8tS +8x S± = 8tS + (y,±) 
and the proof is complete. o 
The above proposition shows that any contact isotopy with the property 
that the image of the zero section remains a I-graph is characterised by a 
single time-dependent function solving the Hamilton-Jacobi equation. We 
consider the general case next. 
The variational principle 
Let H: [0, 1] X )1 M -t lR be a time-dependent Hamiltonian. To ensure 
that (1.4) below has a solution z: [0,1] -t lR for every smooth path c: [0,1] -t 
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T* M assume that ozH is bounded. Let 7r: PM -+ M be the fibre bundle 
where 
PM = {c: [0, l]-+T* M I c(O) E Mo} 
is a space of smooth paths and 7r is the projection c I-t 7rToMC(l) E M. 
Here Mo denotes the zero section of T* M. To each path c E PM associate a 
function Z = Zc: [0,1] -+ lR given as the unique solution of 
z(t) = Acan(C(t)) - H(t, c(t), z(t)), z(O) = O. (1.4) 
Now define the action functional <I> H: PM -+ lR by 
<I>H(C) = z(l) = 11 (Acan(C) - H(t, c, z)) dt. 
A point c E PM is called a fiber critical point of <I> H if the differential of 
<I> H disappears along Tc(PM )1r(c), the tangent space at c of the fibre over 7r(c). 
Proposition 1.4 There is a 1-1 correspondence between the set of fibre 
critical points of <I> H and the solutions of Hamilton's equations subject to 
c(O) E Mo, z(O) = O. Furthermore, c E PM is fibre critical if and only if 
t(c)dAcan + dHt,z(c) + ozH(t, c, Z)Acan = 0 (1.5) 
Proof. Let (-c, c) -+ PM: s I-t Cs be a parametrised family of paths and ab-
breviate Co = c. Denote by,: [0,1] -+ c*T(T* M) the associated variational 
field: 
,(t) = %810 cs(t). 
Define zs: [0,1] -+ lR for each s by (1.4) and denote the derivative with 
respect to s at s = 0 by C. Now C evaluated at t E [0,1] is given by the 
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expression 
((t) = :810 1.' C:(>',~ -lI" dr) 
= 1.' c·c, (>."'" - H,dr) - iJ,H(dr 
= lot (t(-y) ( -t(C)dAcan - dHT,z) - 8zH() dr + Acan(-y(t)) 
where the third equality follows from Cartan's identity for the Lie derivative. 
Thus the I-form a applied to the vector field (-y, () satisfies 
a(-y(t) , ((t)) = it (t(-y)( -t(C)dAcan - dHT,z - 8zHAcan) - 8zH a(-y, ()) dr 
a(-y(O), ((0)) = o. 
This we can solve explicitly. Evaluating at t = 1 we find 
Thus it follows that c E PM is fibre critical if and only if (1.5) holds which, 
in local coordinates, is just equations (1.3a, b) or equivalently the second 
equation in (1.2). D 
Remark 1.5 At a fibre critical point c the differential of <I> H is given by 
It thus follows that c is a critical point only if c(l) E A1o. 
Remark 1.6 The above variational principle is related to the Hamilton-
Jacobi equation as follows. As before, define 
Pt = PM,t = {c: [0, t]-+T* M I c(O) E Mo} 
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and consider the functional <I>t = <I> H,t: Pt ~ ]R given by 
<I>t(c) = z(t) = lot (Acan(C) - H(r, c, z») dr 
where z: [0, t] ~ ]R is given by (1.4). Next, define the Green's function 
Gt : M ~ Pt by setting Gt(xd = c where c E Pt is the unique fibre critical 
point of <I>t with 'lrToMC(t) = Xl. There exists such a fibre critical point if t is 
sufficiently small and H has compact support. Now define St: M ~ ]R, for t 
sufficiently small, by 
This function is a solution of the Hamilton-Jacobi equation with So = O. To 
see this note that by Proposition 1.4 S(t, Xl) = z(t) where (c, z) is the unique 
solution of Hamilton's equations with x(t) = Xl, c(O) E Mo and z(O) = O. 
The assertion now follows from the second part of Proposition 1.3. 
1.3 Variational families 
We start by briefly recalling some ideas from the theory of symplectic re-
duction. Suppose that (P,w) is a symplectic manifold and that Q c P is a 
coisotropic submanifold. This means that TpQw is contained in TpQ for each 
P E Q where TpQw denotes the symplectic complement of TpQ. Then the 
subspaces TpQw determine an isotropic distribution TQw in T P which by the 
closedness of w is integrable. It follows from Frobenius' theorem that Q is 
foliated by isotropic leaves. If we assume that the quotient space P' = Q / "" 
is a manifold, where the equivalence relation is given by: Po "" PI if Po and 
PI lie in the same leaf, then we note that the P' is naturally a symplectic 
manifold. 
We next recall that if L is a Lagrangian submanifold of M which intersects 
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Q cleanly then the image of L in P' is also Lagrangian, but may only be 
immersed. 
To pass from Lagrangian immersions to Legendrian immersions we use 
the process of contactisation. This applies to all symplectic manifolds (P, w) 
where the symplectic form is given as the differential of a I-form -A. Such 
manifolds are said to be exact. A contactisation of an exact symplectic mani-
fold (P, w) is a contact manifold (P x R, dz - A) where A is a I-form satisfying 
the relation w = -dA. Here z denotes the coordinate on R Given an ex-
act symplectic manifold (P,w), a contactisation of a Lagrangian immersion 
f: L -+ P is a Legendrian immersion j: L --t P x R lifting f. If the La-
grangian immersion f: L -+ P is exact, that is, r A = dS for some function 
S: L -+ R, then the lift L -+ P x R: c 1-+ (J(c), S(c)) is Legendrian. Con-
versely it is easy to see that if f admits a lift then it must be exact. Note 
however that the contactisation of a Lagrangian immersion is not unique 
since the function S is defined only up to the addition of a locally constant 
function; this is the only nonuniqueness that can occur. 
We now give the definition of a variational family [14]. This is a pair 
consisting of a fibre bundle 7r: E --t X and a smooth function <I>: E --t R 
The variational is called transversal if the graph of dip in T· E intersects the 
conormal bundle of the fibres 
transversally. For a transversal variational family (E, ip) the set of fibre 
critical points is given by 
CE,<I> = {c EEl dip(c) E {ker d7r{c)) 1. } 
which by transversality is a manifold. To each fibre critical point we can 
uniquely associate a covector v· E T;(c)X by the relation v· 0 d7r{c) = dip{c). 
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This gives rise to a map L<I>: CE,<I>-tJI X given by mapping c E CE,<I> to the 
I-jet (71" ( c), v*, <I> (c) ). 
Proposition 1.7 Given a transversal variational family (E, <I», the map 
L<I>: CE,<I> -t JI M is a Legendrian immersion. 
Proof. Note that the graph of d<I> is a Lagrangian submanifold of T* E and 
NE is a coisotropic submanifold. Note also that the quotient NE/ f'V can 
be identified with T* X. It follows from the above discussion that the map 
L~: CE,<I> -t T*X, given by composing L<I> with the projection JlX -t T*X, 
is a Lagrangian immersion. Moreover the pullback of Acan by t~ is given by 
and so t~ is an exact immersion. Contactising, it follows that L<I> is a Legen-
drian immersion. o 
Denote by L<I> the image of 1,<I> and by Xo the zero section of T* X. Clearly, 
a point c E CE,<I> is a critical point of <I> if and only if (,<I>(c) is in L<I> n Xo X JR. 
Moreover, when E is a finite dimensional vector bundle we have: 
Lemma 1.8 A point c E crit <I> is a nondegenerate critical point of <I> if and 
only if L<I> and Xo x JR intersect transversally at L<I> ( c). 
The proof of this uses the following elementary fact: 
Lemma 1.9 Let (V, w) be a symplectic vector space and N C V a coisotropic 
subspace. Then given two Lagrangian subspaces Ao and Al satisfying 
AoC N, 
Ao is transverse to Al if and only if, in the quotient, the reduced spaces Ao 
and Al are transversal. 
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Proof of Lemma 1.B. Apply Lemma 1.9 in case V = Tp(T* E), N = TpNE' 
Ao = TpEo and Al = Tp(graph(d<I») where p = (c, d<I>(c)) and Eo denotes the 
zero section of T* E. 0 
Example 1.10 (Action) Let H: [0,1] x J1M -+ lR be a time-dependent 
Hamiltonian and <I> H: PM -+ JR. the action functional given in Section 1.2. 
By Proposition 1.4 and Remark 1.5 the pair (PM, <I> H) is a variational family 
for the Legendrian submanifold '1/;1 (Mo x {O}), where 'l/;t = 'l/;k denotes the 
contact isotopy generated by H. Note that we do not say anything about 
transversali ty. 
Restricted variational families 
Let M be a submanifold of X and let L -+ JlX: c ~ (f(c), S(c)) be a Legen-
drian immersion transversal to JlXIM. We extend the notion of symplectic 
reduction to Legendrian immersions as follows. 
Evidently f: L -+ T* X is an exact Lagrangian immersion. Define f': L' -+ 
T*M, where L' = f-1(T*XIM), by l' = r 0 f 0 i. Here i: L' '-+ L is the 
inclusion and r: T* XIM -+ T* M is the natural projection. Dy transversal-
ity L' is a manifold of the same dimension as M. Using r* Acan = f' Acan 
where j: T* XIM '-+ T* X is the inclusion, it is now easy to see that l' 
is again an exact Lagrangian immersion with 1'* Acan = d(S 0 i). The lift 
L'-+ JIM: ct--+ (J'(c) , So i(c)) we refer to as the reduction of (f,S). 
Suppose that (7r: E -+ X, <I>: E -+ JR.) is a transversal variational family 
and denote by 
where EM = ElM, the variational family obtained by restricting to M. In 
the case of a finite dimensional vector bundle these are related by: 
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Lemma 1.11 Given a transversal variational family (E, <I», the variational 
family (EM,<I>M) is transversal if and only if L4> is transverse to J1XIM. 
Moreover, if both variational families are transversal then L4>M is the reduc-
tion of L4>. 
Proof. The first part of the lemma follows easily by choosing local coordinates 
on X in which M is linear and the second part follows by a direct calculation. 
o 
Corollary 1.12 If both (E, <I» and (EM, <I> M) are transversal then c E EM is 
a nondegenerate critical point of <I> M if and only if L4> and T M 1. X lR, where 
T M 1. C T* X denotes the conormal bundle of M, intersect transversally at 
"4> ( c). 
Proof. This follows immediately from Lemmas 1.8, 1.9 and 1.11. 0 
Chapter 2 
Continuous-time theory 
In the second part of Section 1.3 we saw how by restricting a variational 
family to a submanifold we could obtain a variational family that generated 
the reduction of the original Legendrian immersion. We now consider the 
inverse of this process in a specific case, namely if M is a closed manifold 
embedded in IRk, and L = 'Ij;(Mo x {O}) c Jl M is a Legendrian submanifold, 
where'lj; = 'lj;1 for some contact isotopy 'lj;t of Jl M, we construct a variational 
family (PIRk, <I> H) whose restriction to M, (P, <I», generates L. This is carried 
out in Section 2.1. In Section 2.2 we consider the second variation of the 
function <I> thus obtained. 
2.1 Construction of variational family 
Let Mn be a closed manifold embedded in IRk, and suppose that H: [0, 1] X 
Jl IRk -+ IR is a time-dependent Hamiltonian with the property that for every 
xEM 
H(t, x, y, z) = H(t, x, y', z) whenever y - y' 1. TxM. 
20 
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Denoting by p: JlJRk IM-+Jl M the natural projection (x, y, z) H (x, ylr.,M, z), 
it follows that H descends to a time-dependent Hamiltonian H: [0, 1] X 
Jl M -+ JR given by 
(2.1) 
We insist that Ht is Cl-bounded for every t E [0,1]. This ensures that the 
Hamiltonian flows of Hand H define global diffeomorphisms for all t E [0,1]. 
The next lemma shows how the Hamiltonian flow of H is related to that 
of H (cf. [3]). 
Lemma 2.1 Let H be a time-dependent Hamiltonian on JlJRk and denote 
by <pt the associated contact isotopy. Then the following are equivalent: 
(i) H satisfies (2.1) for some function H: [0, 1] X Jl M -+ JR, 
(ii) <pt leaves JIJRk IM invariant, 
(iii) <pt descends to a contact isotopy on Jl M. 
Proof. (i) =? (ii). Let X = (x, y, z) denote the vector field generated by H. 
It is sufficient to show that Xt(p) E Tp(JlJRkI M) for all pE JIJRkIM. To see 
this note that, for any p = (x, y, z) E JIJRk IM' 
Xt{p) = oyHt{x, y, z) 
= oyHt(x, II(x)y, z) 
= II(x)oyHt(x, y, z). 
Here T* M has been identified with T M, using the induced inner product, 
and IT(x) E JRkxk denotes the orthogonal projection onto TxM. It follows 
Xt{p) E TxM and hence Xt{p) E Tp(JlJRkIM) as required. 
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(ii) =} (iii). We first claim that if a contactomorphism <p preserves Jl Rk IM 
then it has the property that 
p(<p(p)) = p('P(q)) whenever p(p) = p(q). (2.2) 
To see this note that the subspace Np = Tp(J1RkIM) n ~p is a coisotropic 
subspace of the symplectic vector space (~p, dap), for each p E J1Rk IM, and 
that the symplectic complement is given simply by N; = Tp(p-l(p(p))). Also 
note that d'P(p) restricts to a map from Np to N'{J(p). Property (2.2) now the 
fact that the fibers of p are connected. 
Consequently, we may define 'ljJt : J1 M -t Jl M by po<ptoj = 'ljJtop, where 
j denotes the inclusion Jl Rk IM c......t J1 Rk. Clearly 'ljJt is a diffeomorphism. 
That 'ljJt is a contactomorphism follows from a direct calculation using the 
identity j*a = p*a. 
(iii) =} (i). Since <pt descends to a contact isotopy 'ljJt on Jl M it is clear 
that 'Pt preserves J 1Rk IM. Also it follows that the contact vector fields X, X 
generated by the isotopies <pt, 'ljJt respectively are related by p*X = X. By 
Lemma 1.1 these satisfy t(X)a = -H, L(X)a = -H, where H is the Hamil-
tonian function generating 'ljJt. A direct calculation now shows that Hand 
H are related by (2.1). This completes the proof of the lemma. 0 
Remark 2.2 It follows from Lemma 2.1 that, when H satisfies (2.1), there 
is a commutative diagram 
but note that <pt is not uniquely determined by the restriction of H to Jl Rk IM. 
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Now define the space 
P = P'Rk,M = {c = (x, y): [0, l]-+T*IRk I y(O) = 0, x(l) E M} 
of paths in T*IRk, and let 7r be the projection P -+ M given by c = (x, y) t-t 
X (I). The action functional <P = <P H,M: P -+ IR is defined by 
<p(c) = 11 ((y(t), x(t)) - H(t, x(t), y(t), z(t))) dt 
where z: [0,1] -+ IR is the unique solution of the initial value problem 
z(t) = (y(t), x(t)) - H(t, x(t), y(t), z(t)), z(O) = o. (2.3) 
Lemma 2.1 now implies the following: 
Proposition 2.3 (P, <p) is a variational family for the Legendrian subman-
ifold 'l/Jl(Mo x {O}) C J 1M. 
In particular, c E P is a critical point of <P if and only if c solves equa-
tions (1.3a, b) and c{l) is in TAIL, the conormal bundle of M. (Compare 
Corollary 1.12) 
Remark 2.4 The variationalfamilies (PM, <PH)' of Example 1.10, and (P, <p), 
considered above, both generate the Legendrian submanifold 1jJ1 (Mo x {O}) C 
J1 M. These are related as follows: let c E P be a fibre critical point of <P 
then c E PM, given by composing c with the projection T*IRk IM -+ T* M, is 
a fibre critical point of <PH' Conversely any fibre critical point c of <PH lifts 
uniquely to a fibre critical point c of <P by using the contact isotopy c.pt. 
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2.2 The second variation 
From the proof of Proposition 1.4 the differential of <I> is given by 
d <1>( cl( 'Y) = 1.' ef,' -a,H dT ( (ry, j; - 8,H) + (fJ + 8.H + y8,H,~) ) dt 
+ (y(l), ~(1)) 
where '"Y E Tc'P = {'Y = (~, 7]): [0,1] -+ jR2k 17](0) = 0, ~(1) E TX(l)M}. In 
order to deal with the boundary term (y(l),~(l)) we now restrict <I> to the 
space 
of paths satisfying Lagrangian boundary conditions. Before giving a formula 
for the second variation of <I> at a critical point we introduce some notation. 
Let c E 'P be a critical point of <I> and denote by z: [0,1] -+ jR the 
corresponding solution of (2.3). Define, for reasons that will become appar-
ent later, the matrix valued functions G{{, G{rp GTj{, GTjTj: [0,1] -+ jRkxk and 
G,: [0,1] -+ jR by 
G{{ = 8;xH + 8;zHyT + y8~xH + 8~zHyyT 
G{Tj = 8;yH + y8;yH 
GTj{ = a;xH + 8;zHyT 
GT/T/ = 8;yH 
G, = 8zH. 
(2.4) 
Here the derivatives of H are evaluated at (t, c(t), z(t)) E [0,1] X JIJRk. Note 
that G{{(t) and GT/T/(t) are symmetric and that G{.,,(t) = GTj{(t)T. Construct 
from these the symmetric matrix valued function S = Sa: [0,1] -+ jR2kx2k 
by 
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Also, denote by Jo the 2k x 2k matrix 
_ (0 -n) Jo -
n 0 
and by Cc = Cc,M the tangent space of £ at c: 
Here Ao =]Rk X {O} and Al = Tc(1) (TMl.) are Lagrangian subspaces oflR2k. 
Proposition 2.5 The second differential of cl> at a critical point c is of the 
form 
where 'Yl, 'Y2 E Cc and the second variation, A(c), is given by 
(2.6) 
Proof. Fix a two parameter family of curves 
with co,o = c and denote the derivatives by 
Here, of course, ZSl,S2 is given by solving (2.3) with x, y, z replaced by XS1 ,S2' 
YS1,S2' ZSl,82' Abbreviate ei = ei,O,O, fJi = fJi,O,O, (i = (i,O,O and set 'Yi = 
(ei, fJi), J..Li = (ei, fJi' (i). We now proceed with the proof of the proposition. 
Differentiate the identity 
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with respect to 82 and 81 successively and then evaluate at 81 = 82 = 0 to 
obtain 
8S1 (2 = (8s1 7]2,X) + (7]2'~1) + (7]b~2) + (y,8s1~2) 
- d2 Ht (J-Ll, J-L2) - (8x H, 8S1 ~2) - (8y H, 8s1 7]2) - 8z H8s1 (2. 
Using the fact that c is critical rewrite this as 
where ( = 8S1 (2 or more concisely, by using the substitution .,\ = ( - (y, 8S1 ~2)' 
as 
:t"\ = (7]2'~1) + (7]1'~2) - 8zH"\ - d2Ht (J-Ll,J-L2)' 
Since "\(0) = 0 the solution to this ODE evaluated at t = 1 is 
>'(1) = J.' ef,' -G, dT ( (1/2, {I) + (1)10 {,) - d' H,{1-'1o 1-',) ) dt. 
Also since 0 = 8S1 (y(l), ~2(1)) = (7]1 (1),6(1 ))+ (y(l), 8s16(1)) it follows that 
"\(1) = ((1) + (7]1(1),6(1)). Now partially integrate the second summand on 
the right hand side to obtain 
Since c is critical observe, by Proposition lA, that 
for all t E [0,1] thus, in particular, 
The proposition now follows. o 
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Remark 2.6 A(c) extends to a self-adjoint operator on £2([0,1], ]R2k) with 
dense domain 
In addition, A(c) is injective if and only if 'l1(l)Ao is transverse to Al where 
'l1(t) = 'l1c,H(t) E Sp(2k) is given by 
~ = -JoS'l1, 'l1(0) = :no 
In such a case we will say that c is a nondegenerate critical point of q>. 
Remark 2.7 The contact isotopy 'Pt, generated by H, linearised along the 
path a = (c, z): [0, 1] -t Jl Rk and restricted to contact planes, gives rise to 
the path of linear conformal symplectomorphisms 
This path may be naturally identified with the path eJ~-~G,dTWc,H' where 
'l1 c,H is given in Remark 2.6, via the canonical symplectomorphisms 
where p = (x, y, z). 
Remark 2.8 Identify T* M with T M using the induced inner product. The 
tangent space to TMl. at p = (x, y) is given by 
where I1(x) E Rkxk denotes the orthogonal projection onto TxM. N~te that 
defining IIp: TxM -t R by IIp(e) = !((dII(x)e)y, e) gives a quadratic form 
on TxM, the second fundamental form of }"1 at x along the normal vector y 
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Remark 2.9 Let G: [0,1) x J1JRk -+ JR be the time-dependent Hamiltonian 
given by 
We call such Hamiltonians, where G{{(t), G7){(t), G7)7)(t) E JRkxk with G{{(t), 
G7)7)(t) symmetric and G,(t) E JR, quadratic, and define G{7)(t) = G7){(t)T. 
Define the functional <I> c = <I> c,H,M: Cc -+ JR by 
where (: [0,1)-+ JR is the unique solution of the initial value problem 
((t) = (7](t), ~(t)) - G(t, ~(t), 7J(t), ((t)), ((0) = O. (2.7) 
Notice that if c is a nondegenerate critical point of <I>, then ° is the unique 
critical point of <I>c, also nondegenerate, and in this case the above proposition 
shows that the second variation of <I> at c agrees with the second variation of 
<I> c. 
Remark 2.10 A quadratic Hamiltonian G: [0,1) x JIJRk -+ JR as above 
generates the contact isotopy 
(~(t)) = eJ~ -~G, dTWG(t) (~o) 7J(t) 7]0 
((t) = eJ; -G, dT (0 + ~ lt eJ: -G, dT ((G7)7)7], 7]) - (G{{~,~)) ds 
where WG: [0,1) -+ Sp(2k) is given by 
WG(O) = n. (2.8) 
Conversely, given any smooth family of symplectic matrices W: [0, 1) -+ 
Sp(2k) and any smooth positive function a: [0,1] -+ lR>o there exists a con-
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tact isotopy of the form 
(~(t)) = a{t)\lI{t) (~o) 1]{t) 1]0 
((t) = a(t)2(0 + Q(t, ~o, 1]0) 
where \lI' = \lI'a for some quadratic Hamiltonian G and Q(t,·,.) is quadratic. 
We call such contact isotopies pseudo-linear. 
Chapter 3 
Discrete variational families 
In this chapter we construct a family of finite dimensional variational fam-
ilies (pN,cpN) for the Legendrian submanifold L = 'IjJ(Mo x {O}) c PM, 
where 'IjJ = 'ljJl for some contact isotopy 'ljJt of Jl M. This is done in two 
stages. The first stage, carried out in Section 3.1, is to consider the case of 
a contactomorphism Cl-close to the identity. The second stage, Section 3.2, 
is the general case. Alternative constructions are given by Chekanov [6] and 
Theret [25]. The corresponding construction in the case of cotangent bundles 
was first carried out by Laudenbach and Sikorav [15]. 
3.1 Generating functions of type V 
We generalise the notion of a generating function of type V, as defined in 
[17], to the contact setting. Let cp: JIJRk -+ JlJRk be a contactomorphism 
and denote it as follows: 
30 
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A generating function of type V for <p is a function V: ]R2k+1 -+ ]R such that 
av 
Xl - Xo = ay (Xo, Yb zo) 
av av 
YI - Yo = - ax (Xo, YI, zo) - Yo az (Xo, YI, zo) (3.1) 
Zl - Zo = (YI, Xl - Xo) - V(Xo, Yl, zo) 
if and only if (Xl! YI, zt} = <p(xo, Yo, zo). In this case, observe that <p has 
compact support (that is, <p is equal to the identity outside a compact set) 
if and only if V has. 
Proposition 3.1 (i) Every contactomorphism <p: JI]Rk -+ Jl]Rk which is 
sufficiently close to the identity in the Cl-topology admits a unique gen-
erating function of type V. 
(ii) For each smooth function V: lR.2k+1 -t lR having compact support and 
sufficiently small first and second derivatives there exists a unique con-
tactomorphism <p: JI]Rk -+ Jl]Rk such that V is a generating function 
of type V for <p 
Proof. For (i), the assumption on <p ensures that the map 
n2k+1 n2k+1. ( ) (( )) n -t n . XO, Yo, Zo H xo, v Xo, Yo, Zo , Zo 
has a global inverse. l Thus there exists a map f: ]R2k+1 -+ ]Rk such that 
Yo = f(xo, v(xo, Yo, zo), zo). 
1 A continuously differentiable map F: !Rn -+ !Rn has a continuously differentiable in-
verse if IIn - dF(x) 11 ~ 1/2 for all x E !Rn. To see this note that, by the inverse function 
theorem, it is sufficient to show that F is bijective. The latter is seen as follows. The 
inequality 2 '!F(Xl) - F(x2)1 ~ IXl - x21 for all Xl,X2 E !Rn implies that F is injective. 
Surjectivity of F follows by considering the map x t-4 x - F(x) + y, which is a contraction 
of the closed ball of radius R where Iy - F(O)I = R/2. 
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Also, since r.p: (xo, Yo, zo) ~ (Xl, YI, Zl) is a contactomorphism, we have 
for some function g: ]R2k+l ~ R Thus, using the notation set up earlier, the 
chain rule gives 
dZ l - EYli dXli = E (oxo; W - (Yl, oxo; u)) dXOi 
+ E (OyO;W - (YI, OyO;u)) dYoi + (ozow - (YI, ozou)) dzo. 
The contactomorphism condition now implies 
(3.2) 
and 
OXOW - (oxou)TYI = - (8zo w - (YI,8zo u)}yo. (3.3) 
We claim that V: ]R2n+l ~ ]R defined by 
V(Xo, YI, zo) := (YI, Xl - XO) - Zl + Zo 
= (Yl, U(XO, f(xo, Yb ZO), ZO) - XO) - W(XO, f(Xo, Yl, ZO), ZO) + Zo 
satisfies (3.1). 
This claim is proved by differentiating and appealing to the chain rule. 
The computation proceeds as follows. First we differentiate V with respect 
to Zo to obtain 
ozo V = (YI, ozou + oyOu ozoJ) - ozow - (8yo W)T ozof + 1 
= - ({oyowf - yfoyou) ozof - ozow + (YI, 8zou) + 1 
= -8zo w + (Yt, 8zo u) + 1. 
Here the last line is a consequence of (3.2), and thus 
(3.4) 
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Next we differentiate V with respect to Xo and use identities (3.2), (3.3) 
and (3.4) to obtain 
8xo V = ((8xouf + (8xo ff(8youf.- n) Yl - 8xow - (8xo ff8yo w 
= _(8xo f)T (8yo w - (8YO U)T Yl) - (8xo w - (8xo u)T Yl) - Yl 
= -8zo VYo + Yo - Yl· 
This gives the formula for Yl - Yo. To obtain the formula for Xl - Xo one 
proceeds similarly by differentiating V with respect to Yl' The uniqueness of 
generating functions of type V is clear. 
For (ii), let V: ]R2k+l -+ ]R be a smooth function satisfying the hypotheses. 
We construct cp as follows. Let J..L: ]R2k+l -+ ]R2k+l be the map defined by 
and v: ]R2k+l -+ ]R2k+l the map defined by 
The hypotheses on V ensure that J..L and v are diffeomorphisms. We define cp 
to be the composition v 0 J..L- l • That cp is a contactomorphism is seen directly 
as follows. Expand the formula for the contact 1-form a = dZ1 - E Yli dXli. 
After cancellations this becomes 
From the definition of the function Yo we have the equality 
8xo V + Yl = (1 - 8zo V) Yo 
hence cp is a contactomorphism as required. o 
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The pseudo-linear case 
When <p is the time-t1 map of a contact isotopy generated by a quadratic 
Hamiltonian G the pair (6,7]1) is given in terms of (~o, 7]0) by 
(!:) = a~ (!:) (3.5) 
where a > 0 and 
~ = (~ ~) E Sp(2k) 
are as given in Remark 2.10. In this case the condition of <p being Cl-close 
to the identity is replaced by requirement that 
det(D) =I 0 (3.6) 
which holds for tl > 0 sufficiently small. Again, we say a generating function 
R2k+l --t R: (~, 7], () I-t W(~, 7], () is quadratic if it is quadratic in ~ and 7] 
and linear in (. A simple modification of the proof of Proposition 3.1 now 
gives: 
Proposition 3.2 Every contactomorphism <p: J1Rk -t JIJRk generated by a 
quadratic Hamiltonian with (3.6) holding admits a unique quadratic generat-
ing function of type V. 
Conversely, for each function ~v = lV(e, 7], () on JR2k+l, quadratic in e 
and T} and linear in (, satisfying 
det(Jl + alll W) =I 0, (3.7) 
there exists a unique pseudo-linear contactomorphism <p: Jl JRk -t Jl JRk such 
that W is a generating function of type V for <po 
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We now give an explicit formula for the quadratic generating function of 
the pseudo-linear contactomorphism <p above. Observe from (3.5) that when 
condition (3.6) holds 
~l - ~o = (aA - n)~o + aBTJo 
= (aA - n)~o + BD-1TJl - aBD-IC~o 
= (aA - aBD-1C - ]l)~o + BD-1TJl 
= (a(D-1f - n)~o + BD-I7Jl' 
Here the last equality follows from the fact that W E Sp(2k). Also note that 
111 - TJo = 111 - a-I D-1TJl + D-IC~O 
= D-IC~O + (n - aD-1)111 + (a - a-1)D-1TJl 
= D-IC~o + (n - aD-1)111 + (a - a-l)D-l(aC~o + aD11o) 
= a2 D-IC~O + (n - aD-1 )TJl + (a2 - l)7Jo. 
It follows that the generating function of type V for <p is given by 
3.2 Discrete-time variational theory 
(3.8) 
We return to the situation of Chapter 2, that is, Mn is a closed manifold 
embedded JRk, and H: [0,1] x J1JRk -* JR satisfies (2.1) for some function 
H: [0,1] x Jl M -* lR. It follows that H will not have compact support. 
Hence we multiply by a smooth cutoff function and assume, by abuse of 
notation, that H is equal to zero outside a large compact set containing 
UtE[O,l] 'Pt(M), where 'Pt denotes the contact isotopy generated by H, and Al 
the set M x {O} x {O} C JIJRk. 
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We now construct a family finite dimensional variational families gener-
ating 'ljJl(Mo x {O}) c J1 M, where 'ljJt denotes the contact isotopy generated 
by H, by discretising time. Pick an integer N and define 
" .. .HI ill (1..)-1 
'f-'j = 'P N 0 ({)N 
for j = 0, ... ,N -1. Then 
1 N N-l 1 ({) = ({)N-I 0 'PN-2 0 ••• 0 ({)o 
and for N sufficiently large each ~+l satisfies the hypotheses of Proposi-
tion 3.1 (i). Hence for each j there exists a function V;: R2k+l -t R such 
that 
av:, 
X'+l-X' =_1 J J ay 
a v:. a v:. 
Y.Hl - Yj = - a: -Yj a: (3.9) 
Zj+l - Zj = (Yj+l, Xj+l - Xj) - V; 
if and only if (Xj+l,Y.HllZj+l) = ~+l(Xj,Yj,Zj). 
Now define, by analogy with the continuous-time case, the space 
N N { ( ) 1!))(2N+l)k I ~{} P = PlR,k,M = C = Xo, •.• I XN, YlI ••• ,YN E J1'I. XN E .l~ 
of discrete paths in R2k I and to each c E p N associate a sequence (ZOl' •• I ZN) 
given by the iterative rule 
Zo = 0, Zj = (Yj, Xj - Xj-l) - V;-I(Xj-l, Yj, Zj-d + Zj-ll j > O. 
(3.10) 
Let 11': pN -t M denote the projection c t-+ x N. The discrete action func-
tional <}'>N = <}'>Z,M: pN -t R can now be defined by 
N 
<}'>N (c) = ZN = L ((Yj, Xj - Xj-l) - V;-l (Xj-lI Yj, zj-d). 
j=1 
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Proposition 3.3 (pN, <'pN) is a variational family for the Legendrian sub-
manifold 'lj;I(Mo x {O}) c J1 M. 
This follows from: 
Lemma 3.4 There is a 1-1 correspondence between the set of fibre critical 
points of <'pN and solutions of (3.9) (Jor j = 0, ... ,N - 1) with Yo = Zo = 
0, XN E M. 
Proof. The partial derivatives of <'pN are 
8<'pN 
-8 = (1 - 8z VN- 1)··· (1 - 8z Vj+1) (Yj - Yj+1 - 8x Vj - yj8z Vj) Xj 
8<'pN 
-8- = (1 - 8z VN- I )··· (1 - az Vj+1) (xi+1 - xi - ay Vj) Yj+1 
for j = 0, ... ,N - 1 (on defining Yo = 0). Since 1 - az VI is nonzero for each 
1, this proves the lemma. o 
As before, c E pN is a critical point of <'pN if and only if it is a solution of 
Hamilton's discrete equations (3.9) and CN = (XN' YN) ET M.l... In particular, 
C is a critical point of <'pN if and only if it is obtained by sampling a path 
c E crit <.P. 
Remark 3.5 In applications it will be useful to note the following. Let x = 
XN and ~ = (xo, . .. ,XN-I, Yl, ... ,YN) denote the base and fibre coordinates 
respectively of pN = M X R2m where m = Nk. Then <'pN can be written in 
the form 
where P E jR2mx2m is a nondegenerate symmetric matrix of signature zero 
and W is given by 
N 
W(x,~) = (x, YN) - 2: Vj-I (Xi-I, Yh Zi-l) 
j=1 
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Also, the gradient of W with respect to ~, 8{l-V, is bounded. 
Remark 3.6 Suppose L C Jl M is a Legendrian submanifold given by a 
variational family (E = M X lRl, S). Then "pI (L) is also given by a variational 
family. This is seen as follows. 
Choose any function S: E -t IR, where E = IRk X JRi , satisfying SIB = S, 
and define the space 
of augmented discrete paths. Now define the generalised discrete action 
functional ~N : j5N -t lR by 
N 
~N (~, c) = ZN = L:: ({Yi' Xi - Xi-I) - V;-I(xi-ll Yi' Zi-1)) + Zo 
i=l 
where 
Zo = S(xo, ~), 
It is now easy to check that (j5N, ~N) is a variational family for "pI (L). 
Remark 3.7 An alternative and more explicit way of constructing a discrete 
action functional is by setting 
where tj = j / Nand N is sufficiently large so that the hypotheses of Propo-
sition 3.1 (ii) hold for each V;. A disadvantage of this method is that it does 
not generate the original Legendrian submanifold but one that is close to it. 
This is the approach used by Robbin and Salamon in the symplectic setting 
[20]. 
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The second variation 
We start with some notation. Let c E pN be a critical point of cpN and 
{Zj} the associated sequence given by the iterative rule (3.10). For j -
0, ... , N - 1 define Wj,ee, Wj ,e71 , Wj ,71e, ~Vj'7171 E lRkxk and Wj,( E lR by 
Wj,ee = 8;x Vi + 8;z ViyJ + yj 8;x Vi + 8;z Vi Yj yJ 
Wj ,e71 = 8;y Vi + yj 8;y Vi 
Wj ,71e = 8;x Vi + 8;z ViyJ 
Wj,f/f/ = 8;y Vi 
Wj ,( = 8zVi 
where Vi is evaluated at (Xj, YHl, Zj). Note that ~Vj,ee, Wj,f/f/ are symmetric 
and Wj,e71 = lVl71e · Abbreviate a~ = (1 - 8z Vi) ... (1 - 8z V;) for 1 ~ j, 
setting it to 1 otherwise. Denote by lV t' = lV [M the tangent space of pN 
at c: 
We now give a formula for the second variation of <I>N at c. As before, 
II(x) E IRkxk denotes the orthogonal projection onto TxAf. 
Proposition 3.8 The second derivative of cpN at a critical point c is of the 
form 
where 11, 12 E W:, and the second variation, AN (c): ~V t' -t ~VcN: (~, rJ) H 
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(U, v), is given by the expressions2 
Uj = af+-/(T}j - T}j+l - Wj,ee~j - }Vj ,el1T}j+1 - Wj,(T}j) 
Vj+l = afrll(~j+l - ~j - Wj'l1e~j - }Vj ,l1l1T}j+d 
UN = (dII(XN)~N)YN + II(xN)T}N. 
Proof. Differentiate the formulae in the proof of Lemma 3.4. 
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Remark 3.9 For j = 0, ... ,N - 1 let vV;: R2k+l -t R be the function 
defined by 
Using these we may associate to the critical point c the function <I.>~ 
<I>ZH,M: W: -t lR defined by 
N 
<I>~ b) = L ((T}j' ~j - ~j-l) - Wj - 1(ej-l, T}j, (j-l)) + IICN (eN) 
;=1 
where (j is given by the iterative rule 
(0 = 0, (j = (T}j, ej - ej-l) - }V;-I(~j-}, T}j! (j-l) + (j-l, j > 0 
(3.11) 
and where DCN denotes the second fundamental form. As in the continuous-
time case, if c is a nondegenerate critical point of <I>N, then 0 is the unique 
critical point of <I>~, also nondegenerate, and in this case Proposition 3.8 
implies that the second variation of <I>N at c agrees with the second variation 
of <I>~. 
Recall that in the continuous-time case given a critical point c of <I.> we 
can construct a functional <I>c whose second variation agrees with the second 
2Define 1Jo = O. 
CHAPTER 3. DISCRETE VARIATIONAL FAMILIES 41 
variation of cP at c (see Remark 2.9). The following proposition shows how 
'P~ and 'Pc are related. 
Proposition 3.10 iP~ is the discretisation of 'Pc. 
Proof. Let (c, z): [0,1] -+ J1 M be a solution of Hamilton's equations begin-
ning in Lo x {O} and (eN, {Zj}) the corresponding solution of Hamilton's dis-
crete equations. Note that, by Remark 2.7, linearising Hamilton's equations 
for H along (c, z) and restricting to contact planes, which are canonically 
identified with R2k , yields the equations 
{ = GTJ~{ + GTJ'11] 
iJ = -Gee~ - Ge'1TJ - GeTJ· 
Similarly, linearising Hamilton's discrete equations along (eN, {Zj}) and re-
stricting to contact planes yields the equations 
~i+1 - ~j = Wj''1~~j + Wj ,'1TJTJj+l 
1]j+l - TJj = - WUe{j - ~Vj,eTJTJj+l - Wj,eTJj· 
It follows that the Wj define a family of generating functions of type V for 
the pseudo-linear contact isotopy generated by G and the result now follows. 
o 
Corollary 3.11 (pN, cpN) is always transversal as a variational family. 
Proof. We need to show that, given -y = (~o, ... '~N' 1]1, ••• ,1]N) E ~V: 
satisfying {N = 0, if d2cpN(c)(-Yl-Y') is 0 for all -y' E WeN then -y is identically 
O. This is seen as follows. Suppose -y satisfies the hypotheses of the statement 
we are seeking to show I then 
{j+l - {j = Wj''1~~j + Wj,'1'11]j+l 
TJj+l - TJj = - ~VUe~j - ~Vi.e1jTJj+l - ~Vj,eTJj 
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for j = 1, ... ,N - 1, and II(x N )1JN = O. Denoting by Aj the conformal 
symplectic matrix associated to Wj , it follows that 
for j = 1, ... ,N - 1, and that (~N' 1]N) is in the symplectic complement of 
the coisotropic subs pace NCN = TCN (T*lRk IM)' Since <pt preserves JllRk IMI we 
have AjNcj = NCj+l' It follows that (~a, 0) is in the symplectic complement 
of Nco which implies that ~o = 0 and hence 'Y is identically 0, as required. 
o 
Corollary 3.12 The second variation of cI>N at a critical point c is nonde-
generate if and only if 'If c,H Aa is transverse to Al = TCN (T M 1. ) • 
Proof. This follows immediately from Corollaries 3.11 and 1.12 and Re-
mark 2.7. o 
Remark 3.13 If the variational family (E, S), given in Remark 3.6, is trans-
versal, then the variational family (PN, ~N) will also be transversal. This 
follows by arguing as in the proof of Corollary 3.11 and using Lemma 1.11. 
Chapter 4 
The signature 
By considering the spectral flow we show that the Fredholm index of the 
operator obtained by linearising the gradient equation of cl> along a path 
connecting two non degenerate critical points is given as the difference of two 
Maslov indices (Section 4.2). This, together with a theorem of Robbin and 
Salamon [20] in the symplectic setting for quadratic Hamiltonians, suggests 
that the signature of the second variation of the discrete action functional at 
a nondegenerate critical point should be related to the Maslov index. This 
is indeed shown to be the case (Section 4.3). In Section 4.4 stabilised Morse 
theory is used to prove the generalised Morse inequalities. We begin with a 
brief summary of the Maslov index. 
4.1 The Maslov index 
In this section we collect together the properties of the Maslov index for 
various spaces of paths that will be needed later. Proofs may be found 
in [21]. 
Let A: [a, b] -t .c(k) be a path of Lagrangian subspaces and let Z = 
43 
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(X, Y): [a, b] -t C(]Rk, ]R2k) denote a choice of a frame for A. This means 
that Z(t): ]Rk -t ]R2k is an injective linear map such that 
A(t) = Im Z(t), X(t)TY(t) = Y(tfX(t) 
for all t. Also, let V E C(k) be a fixed Lagrangian subspace. A crossing for 
the path A is a number t E [a, b] such that A(t) intersects V nontrivially. At 
a crossing t the crossing form is defined to be the quadratic form 
reA, V, t): A(t) n V-t]R 
given by 
V t-+ (X(t)u, Y(t)u) - (Y(t)u, X(t)u) 
where v = Z(t)u. A crossing t is said to be regular ifr(A, V, t) is nonsingular. 
\Vhen the path A has only regular crossings the Maslov index, Il(A, V), is 
defined by 
Il(A, V) = ~ sign reA, V, a) + L sign reA, V, t) + ~ sign reA, V, b) 
a<t<b 
where the sum is taken over all crossings t. By perturbing, keeping endpoints 
fixed, this definition extends to give a well defined Maslov index for all paths. 
The integers ka and kb are defined by 
ka = dimA(a) n V, kb = dimA(b) n v. 
We now state some properties of the Maslov index. 
(Integrality) The integers 11, ka and kb are related by 
(Product) Under the natural identification of C(k) x C(k') as a submanifold 
of C(k + k') 
Il(A $ A', V $ V') = Il(A, V) + 1l(A', V'). 
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(Localisation) For the path A given by the frame t 1-+ (11, A(t)) and V the 
subspace JRk x {O} the Maslov index is given by 
/1(A, V) = ~ sign A(b) - ~ sign A(a). 
(Zero) If A(t) n V has constant dimension for all t then /1(A, V) = o. 
For a pair of Lagrangian paths A, A': [a, b] -+ C(k) the relative crossing 
form on A n A' is defined by 
r(A, A', t) = r(A, A'(t), t) - r(A(t), A', t). 
When the pair A, A' have only regular crossings the relative Maslov index, 
/1(A, N), is defined by 
/1(A,A') = ~signr(A,A',a) + L signr(A,A',t) + ~signr(A,A',b). 
a<t<b (4.1) 
The relative Maslov index has the following property. 
(Naturality) For a Lagrangian pair A, A' and a symplectic path W 
/l('ItA, 'ItA') = /1(A, A'). 
Finally, for a path of symplectic matrices 'It: [a, b] -+ Sp{2k) the Maslov 
index, /1('It), is defined by! 
where V = JRk X {O}. When 'It is expressed in the form 
(4.2) 
1 Note that this definition differs from the one given in [21] since here the Maslov index 
is defined with respect to the horizontal and there with respect to the vertical. 
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note that the crossing form r(w,t): kerC(t) -+ R can be written as 
r(\lI, t)(y) = (A(t)y, C(t)y). 
The following properties of the Maslov index for symplectic paths will be 
used. 
(Multiplication) Let W, \lI' be symplectic paths then 
jl(\lIw'V, V) = jl(\lI(l)W'V, V) + jl(ww'(O)V, V). 
(Homotopy) Two symplectic paths W, W' with w(a) = w'(a) and w(b), w'(b) E 
SPo(2k) are homotopic within this class if and only if they have the same 
Maslov index, where Spo(2k) denote the set of matrices W E Sp(2k) with 
det C =f. 0 in the block decomposition (4.2). 
4.2 Fredholm theory 
Let c-, c+ E P be two nondegenerate critical points of ~ and w: lR -+ £ be 
any smooth family of paths such that 
lim w(s, t) = c±(t), 
8-+±OO 
lim 8s w(s, t) = 0, 
8-+±OO 
(4.3) 
where the convergence is uniform in t. From the proof of Proposition 1.4 the 
gradient of ~: £ -+ lR with respect to the standard L2-metric on paths is 
given by 
where L denotes the vector field (y,O). Linearising the equation BH(W) = 
8w/8s + grad <I>(w) in the direction of a vector field C along w now leads to 
the first-order differential operator given by 
ac r 1 -G dT (a( 1 ) VwC = - + eJt <: Jo- - SC + -G,JoC + CC 8s 8t 2 (4.4) 
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where C is a multiplication operator arising from the linearisation of the 
exponential term and from the implicit nature of the contact equations. Here 
the symmetric matrix valued function S: Rx [0,1] -+ R2kx2k and the function 
G,: R x [0,1] -+ R are constructed using (2.4), (2.5) and the family of paths 
w. We will show that Vw is Fredholm between the Banach spaces Wand 1£ 
where 
1£ = L2(R x [0,1]' R2k) 
Ww = {( E W 1,2(R x [0,1], ]R2k) I ((s, 0) E Aa, ((s, 1) E A(s)} 
and where Aa = ]Rk X {O} and A(s) = Tw(s,l)(TMl.). Postponing the 
definition of the Maslov index, J.L(c, H) E n/2 + Z, for critical points of 
(Pll: PM -+ ]R, we now state the main theorem of this section. 
Theorem 4.1 Let w: ]R -+ & be a smooth curve satisfying (4.3) for nonde-
generate critical points c- ,c+ E P of <I>. Then, denoting by c± the projections 
of c± to PM, the operator V w : Ww -+ 1£ is Fredholm and 
indexVw = J.l(c+,H) - J.l(c-,H). 
The proof of Theorem 4.1 will be given later in this section. Next we 
define the relevant Maslov index. 
Let c E PM be a critical point of (Pll and denote by c = (x, y) E Pits 
unique lift to a critical point of <I> (see Remark 2.4). Induced by c is the path 
of symplectic matrices 
and this reduces, via symplectic reduction of the coisotropic distribution 
T(T*W IM), to the path of symplectic linear transformations 
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Now define the M aslov index by 
(4.5) 
where Ao = Tx(o)M and Al is the path obtained by reducing 
AI(t) = {(~,7]) E JR2k : ~ E Tx(t)M, n(x(t))(dn(x(t))~)y(t) + n(x(t))7] = O}. 
(4.6) 
Here the right hand side of (4.5) is defined by choosing a unitary triviali-
sation of the vector bundle c*T(T* M). By the naturality property this is 
independent of the trivialisation chosen. By (4.1) 
- n Jl(c,H) E "2 + z. 
Remark 4.2 The induced Riemannian structure on T* M, via the embed-
ding M <-+ JRk , induces a splitting ofTp(T*M) into a horizontal and a vertical 
space: 
given by 
Hp = {(~, (dI1(x)~)y) E JR2k : ~ E TxM} 
Vp = {(O, 7]) E JR2k : 7] E TxM} 
where p = (x, y). In this notation Al (t) is just the horizontal subspace Hc(t). 
Lemma 4.3 Let C E 'PM and c E 'P be critical point of cJ.>jj and cJ.> respectively 
and related as above. Then there is an equality 
where Al : [0,1] -+ C(k) is given by (4.6). 
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The proof of this lemma uses the following fact about symplectic reduc-
tions. 
Proposition 4.4 Let Ao, AI: [0,1] -t £(k) be a pair of Lagrangian paths 
and N C R2k a coisotropic subspace such that 
Ao(t) n NW = {O}, 
Then the Maslov index of the pair (Ao, AI) agrees with the Maslov index of 
the reduced pair (Aa, Ad: 
Proof. By choosing a basis for the isotropic subspace NW and then extending 
it to a basis of the Lagrangian subspace AI(t) we can assume that 
N = Rn X {O} X Rn X ]Rk-n 
Al = ]Rn X {O} X {O} X ]Rk-n 
for all t. Hence it is sufficient to check that the assertion of the proposition 
holds when only Aa is allowed to vary and Al and N are as above. Since 
Aa(t) n NW = {O} it follows that we may choose a Lagrangian frame for Ao 
of the form Z = (X, Y): [0,1] -t C(]Rk, ]R2k) where 
and thus a Lagrangian frame for Ao is given by Z = (X, Y): [0,1] -t 
C(JRn, JR2n). We compute the crossing form for the pair (Ao, AI)' 
A crossing for (Aa, Ad is a number t E [0,1] such that there is a u = 
(u',O) E JRk such that Y(t)u' = 0, that is, if and only if t is a crossing for 
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(Ao, Ad· At a crossing t the crossing form is given by 
r(Ao, AI, t)(v) = (X(t)u, Y(t)u) - (Y(t)u, X(t)u) 
= (X(t)u', Y(t)u') 
= r(Ao, AI, t)(v') 
where v = Z(t)u, v' = Z(t)u'. This proves the proposition. 
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Proof of Lemma 4.3. In view of Proposition 4.4 it is sufficient to show that 
Let <I>: [0, 1] -t Sp(2k) be a path of symplectic matrices satisfying 
and abbreviate \lI = \lie H. Then , 
J.L(\lI Ao, AI) = J.L(\lI Ao, <I> Al (1)) 
= J.L(<I>-I'l1Ao,A1(1)) 
= J.L(<I>(l)-I\lIAo, AI (1)) + J.L(<I>-I\lI(O)Ao, AI(l)) 
= J.L('l1 Ao, Al (1)) + J.L(Ao, AI) 
where the third equality is by the multiplication property of the Maslov 
index. By multiplying by a path of unitary matrices if necessary we may 
assume that 
where B: [0,1] -t Rnxn is a path of symmetric matrices with B(O) = o. Now 
by the product and localisation properties of the Maslov index 
J.L(Ao, Ad = ~ sign B(l) = ~ sign lIe(I). 
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This proves the lemma. o 
The proof of Theorem 4.1 is based on a modified version of Theorem 7.42 
in [22] by Robbin and Salamon. We explain this next. 
Denote by As(s): COO([O, 1], ]R2k) -+ COO([O, 1], ]R2k) the family of opera-
tors given by 
(As(s))(r)(t) = eJ/ -GdS,T)dT (Jo"r(t) - S(s, th(t) + ~G,(s, t)Jo'Y(t)) 
where S: ]R x [0,1] -+ ]R2kx2k is a family of matrices and G,: ]R x [0, 1] -+ ]R 
is fixed. Using this define the first-order differential operator Vs: W -+ 1£ 
by 
Bc;, rl_G dT ( oc;, 1 ) V s( = - + eJt , Jo- - S( + -G,Joc;, OS ot 2 
where 
w = {( E W1,2(]R x [0,1], ]R2k) I ((s, 0), ((s, 1) E Ao} . 
We make the following assumptions (compare conditions (CR-2) and (CR-
3) in [22]): 
(A) There exist symmetric matrices S±: [0,1] -+ ]R2kx2k such that 
lim sup IIS(s, t) - S±(t)11 = O. 
s-+±oo 09:51 
(B) Denote by w±: [0,1] -+ Sp(2k) the path given by 
The Lagrangian subspace 'l1±(I)Ao is transverse to Ao. 
Theorem 4.5 Assume the above. Then Vs: W -+ 11. is Fredholm and 
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We first prove Theorem 4.5 in a special case. 
Theorem 4.6 Assume that S: lR x [0,1] --t jR2kx2k is a family of symmetric 
matrices and that (A) and (B) hold. Assume further that s ~ 'l1(s,l) has 
only regular crossings where 'l1: lR x [0,1] --t Sp(2k) is given by (4.7) below. 
Then Vs: W --t 1£ is Fredholm and 
Theorem 4.6 follows from a spectral flow argument which we describe 
next. 
Denote by Wl~2 the Hilbert space 
Since the inclusion Wl~2 C L2([0, 1]; lR2k) is compact the self-adjoint oper-
ator As(s) with dense domain Wl~2 has compact resolvent and thus has a 
discrete spectrum consisting of real eigenvalues of finite multiplicity. These 
eigenvalues occur in continuous families. This means there exist functions 
such that Aj(s) is an eigenvalue of As(s) for every s E llt For an operator 
family of this form the spectral flow simply counts the number of eigenvalue 
families Aj that cross from negative to positive as s goes from -00 to +00 
minus the number of eigenvalue families that cross from positive to negative. 
It can be defined abstractly using the crossing operator. 
Let W ~ H be a compact dense inclusion of real Hilbert spaces. Then a 
crossing for an operator family A: lR --t .c(W, H) is a number s E lR for which 
A(s) fails to be injective. At a crossing s the crossing operator is defined to 
be 
r(A, s) = PA(s)PlkerA(s): ker A(s)--t ker A(s) 
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where P denotes the orthogonal projection onto the kernel of A(s). As for 
the Maslov index, a crossing s is said to be regular if f(A, s) is nonsingular. 
For an operator family with only regular crossings the spectral flow is defined 
as 
JL(A) = L sign f(A, s) 
8 
where the sum is taken over all crossings s. An operator family having only 
regular crossings is a generic condition. Further details are given in [22]. 
For our given operator family, As(s), injectivity holds precisely when 
'l1(s, l)Ao n Ao = {o}. 
Here 'l1(s, t) E Sp(2k) is given by 
8'l! &(s, t) = -J08(s, t)'l1(s, t), '11(s, 0) = n. (4.7) 
When this operator is not injective elements in the kernel are of the form 
v = (~, 0), C(s, 1)~ = 0, 
(4.8) 
where we denote 
'11(8, t) = , (
A(S' t) B(s, t)) 
C(s,t) IJ(s,t) 
and the crossing operator, when thought of as a quadratic form on the kernel 
of As, can be written as 
(4.9) 
Proof of Theorem 4.6. Since the domain of As(s) does not depend on s 
we can apply Theorem 3.12 in [22] to conclude that Ds is Fredholm and 
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moreover by Theorem 4.21, also in [22], that the Fredholm index of Vs is 
given by the spectral flow of As. Thus2 
index 'Vs = J.l(As) 
= J.l(w(., 1)) 
= J.l(w+) - J.l(w-). 
Here the second equality follows from Lemma 4.7 below and the last by 
considering the contractible loop of Lagrangian subspaces W Ao around the 
boundary of [-T, T] x [0,1] for T sufficiently large. o 
Lemma 4.7 The crossing operator of the spectral flow for As is related to 
the crossing operator of the Maslov index for w(" 1) by 
r(As, s)(() = f(s)r(w(·, 1), s)(~) 
where 'Y and ~ are related by (4.8) and f (s) = eJ~ -Gds,-r) d-r. 
Proof. Differentiate the identity 
with respect to s and multiply on the left by wT to obtain 
Now integrate by parts to obtain 
11 wTosSW dt = 11 (wT Jootosw - wTSosw) dt 
= 11 -((OtW)T Joosw + \I!TSosw) dt + w(s, l)T Joosw(s, 1) 
= w(s, l)T Joosw(s, 1). 
2Notice that our signs disagree with those in [22]. This is because we consider the 
operator D A = d/ ds + A and they the operator D A = d/ ds - A. 
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From (4.9) and (4.8) note that the crossing operator r(As, s) can be written 
as 
r(As, s)(e) = 1,' -/(s) (iIi(s, t)v, (0,8(s, t) - !o,G«(s, t)Jo) iIi(s, t)v) dt 
= 11 -f(s)(w(s, t)v, f!sS(s, t)w(s, t)v) dt. 
Thus 
r(As, s)(() = - f(s)(w(s, 1)v, Joosw(s, 1)v) 
= f(s)(A(s, 1)~, 8sC(s, 1)~) 
= f(s)r(\lI(·, 1), s)(e) 
where v = (e,O). o 
Proof of Theorem 4.5. Let {3: lR --t [0,1] be a smooth cutoff function such 
that {3(s) = 1 for s 2:: T and {3(s) = 0 for s ::; -T. Define S': lR x [0,1] --t 
lR2kx2k by 
S'(s, t) = {3(s)S+(t) + (1 - {3(s))S-(t). 
Now 'Ds and 'Dsl differ by a zeroth order operator which, by Lemma 3.18 
in [22], is compact thus it follows that 'Ds is Fredholm and has the same 
index as 'Ds'. The proof is completed by perturbing S' and appealing to 
Theorem 4.6. o 
Proof of Theorem 4.1. Choose a family of unitary matrices <1>: lR x [0,1] --t 
U(k) such that 
<1>(s,O) = n 
for all sE R and such that 8<I>/os tends to zero as Isl tends to infinity. Now 
use the family <1> to transform 'Dw into 'Dsl + C' = <I>-l 0 'Dw 0 <I> where S' is 
given by 
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and where, by Lemma 3.18 in [22], C' = ~-lC~ is a compact perturbation. 
Note that the limit matrices, Sd{t), are symmetric and thus, by Theorem 4.5, 
that the operator Vw is Fredholm with the same index as Vs', Also note that 
the symplectic matrices 'lid E Sp(2k) associated to Sd satisfy 
where ~±(t) = lims-+±oo ~(s, t), W± = Wc±,H' Thus 
Hence 
JL{W d ) = JL{(~±)-l'11±Ao,Ao) 
= JL(~±(ltlw± Aa, Aa) + JL((cI>±t1'11±{0)Aa, Aa) 
= JL('11±Aa,A±) - JL{cI>±). 
indexVw = index Vs' 
= JL{'11'+) - JL{'11'-) 
= JL{w+ Aa, A +) - JL('11- Aa, A -) - JL( cI>+) + JL( cI>-) 
= JL(w+ Aa, A +) - JL{w- Aa, A -) - JL{A, Aa) 
= JL{'11+ Aa, A +) - JL('11-Aa, A -) + ~ sign IIc+(l) - ~ sign IIC-(l) 
= JL{c+, H) - JL(c-, H). 
Here the last equality follows from Lemma 4.3 and the last but one from the 
localisation property of the Maslov index. o 
4.3 The signature identity 
In this section we generalise the signature theorem of Robbin and Salamon 
in [20] to the case of nondegenerate critical points of the action functional 
on the I-jet bundle of a closed manifold. 
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Theorem 4.8 Let c E P be a nondegenerate critical point of <]?, c its pro-
jection to PM and cN E pN the corresponding critical point of <]?N. Then, 
for sufficiently large N, the signature of the second variation of <I>N at cN is 
given by 
This strengthens the theorem of Viterbo [26], which states that, in the 
symplectic case, the difference of the signature of the second variation of <]?N 
at two critical points is independent of N, but at the cost of having to take 
N sufficiently large. 
Below we prove a result which implies this theorem. 
Assume that G: [0, 1] x J1 Rk -+ R is a quadratic Hamiltonian and de-
note by Wo: [0,1] -+ Sp(2k) the associated path of symplectic matrices given 
by (2.8). Let F C Rk be a linear subspace and B: F -+ F a linear transfor-
mation such that (B~, ~') = (~, Be) for all ~, ~' E F. Define the Lagrangian 
subspace 
Where TIF E Rkxk denotes the orthogonal projection onto F. Now define the 
function <]?~,F,B: W: -+ R by 
N 
<I>~,F,B(-y) = L ((TJj,~j - ~j-1) - Wj-l(~j-bTJj,(j-1)) + HB~N'~N) 
j=1 
where 
and where the lV; are computed using (3.8), and the (j using (3.11). Denote 
by A~,F,B the second variation of <]?~,F,B' 
In view of Proposition 3.10 and Lemma 4.3, Theorem 4.8 now follows 
from: 
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Theorem 4.9 Let G, F and B be as above and assume that \lIa(l)Ao is 
transverse to AF,B. Then, for N sufficiently large, the signature of the second 
variation of <I?~,F,B is given by 
signA~,F,B = 2j-l(waAo, AF,B) + signB. 
The proof we give is based on that given by Robbin and Salamon [20] in 
the case where F = JRk, B = 0 and G is independent of z. 
Proof. Without loss of generality assume that 
where dim F = n and where B E JRnxn is symmetric. 
The proof of the theorem now proceeds in three steps. 
Step 1. The theorem holds in the case 
In this case the path of symplectic matrices associated to G is given by 
n 0 0 0 
\lIG(t) = 0 n 0 0 
C(t) 0 n 0 
0 0 0 n 
where 
C(t) = fat -G{,{,(r) dr. 
Thus, from the product and the localisation properties of the Maslov index, 
j-l(wGAo,AF,B) = ~sign(C(l) + B) - ~signB. 
Also, from (3.8), 
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and defining j-l 
Cj = 2: -Wi,ee 
i=O 
for j = 1,." , N, it is easy to see that CN 
variation is given by 
C(l). Hence the second 
N N-l 
(A~,F,B'Y, 'Y) = 2 2:(1}j, ~j - ~j-l) - L (Wj,ee/~j, ~j) + (B~~, ~~). 
j=1 j=O 
Now define the following system of coordinates on W: = R2Nk+n: 
u
'
. = Cl. - e'. 1 J <"J <"J-
U" - e" e" j - <"j - <"j-l 
Vi. = 1}" - !cj(el. + Cl. ) J J 2 "'J <"J-l 
Vi! = 1}'! 
J J 
w=~~. 
In these coordinates the L2-inner product of u = (u~, u~, , " , UN, uN) and 
( I" I ")' , b v = V1'V1'.'. 'VN'VN IS gIven y 
N N 
(u, v) = L: (uj, vj) + 2: (u'J, vj) 
j=1 j=1 
N N 
= ~(~j - ~j-l' 1}j) - ~ ~(~j - ~j-l' Ci(~j + ~j-l» 
j=1 j=1 
N 
+ L:(~j - ~j-l,1}j) 
j=l 
N N N 
= L:(~j - ~j-b1}j) + ~ 2:(Cj{j-l,~j-l) - ~ L(Cj~j,~j) 
j=1 j=1 j=1 
N N-l N 
= 2:({j - {j-l, 1}j) + ~ 2: (Ci+1{i, {i) - ~ 2: (Ci{i, {j) 
j=1 ;=0 ;=0 
N N-l 
= 2:(~j - {;-b1}j) + ~ 2:((Cj+1- Cj)ej,~j) - HcN~~,e~) 
j=1 j=O 
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N N-l 
= L(~j - ~j-l,1]j) - ~ L(Wj,{'{'~j,~j) - HCN~~,~~) 
j=l j=O 
Thus the second variation satisfies 
and hence 
HA~,F,B"''') = (u, v) + H (CN + B)w, w) 
sign A~,F,B = sign (CN + B) 
= sign(C(l) + B) 
= 2J..L(WaAo, AF,B) + sign B. 
Step 2. The theorem holds for quadratic Hamiltonians independent of (. 
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Let G be a (-independent Hamiltonian with WG(l)Ao transverse to AF,B 
and suppose, for a given value of k', that G': 1R2k' -+ 1R is any symplectic 
shear of the form 
where Ge,{, is a nondegenerate symmetric matrix of signature zero. (It follows 
that k' is necessarily even.) From Step 1 it follows that 
where A~ = JRk' X {O}. Now define Go = G EB G': [0,1] X JIJRk+k' -+ 1R by 
Go(t,~, ~', 1], r/, () = G(t,~, 1], () + G'(e, r/). 
By additivity of the signature 
. AN . AN 
sIgn Go,FEllR'" ,BEllO = sIgn G,F,B 
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and by the product property of the Maslov index 
Hence it suffices to prove the theorem for Go with F replaced by F = FffilRk' 
and B by B = B ffi O. 
Now, for k' sufficiently large, let G1 be a symplectic shear of the form 
considered in Step 1, with F replaced by F, satisfying 
where Ao = AoffiA~. This exists by the localisation and integrality properties 
of the Maslov index. Also, choose a symplectic matrix <I> E Sp(2k + 2k') such 
that AF,B = <1>Ao. Then 
and the symplectic path <I>-lwG, satisfies 
Thus by the homotopy property of the Maslov index there exists a homo-
topy ofsymplectic paths <I>- l 'l1A: [0,1] -t Sp(2k+ 2k') between <I>-lwGo and 
<1>-1 'l1 Gl and within the same class. From this we can construct a quadratic 
Hamiltonian GA such that 'l1A = 'l1G.\. 
Now choose N sufficiently large such that for each A the function <1>~>..F.B 
is defined. Then 
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Here the first equality follows from Corollary 3.12. 
Step 3. The general case. 
To the quadratic Hamiltonian 
associate the quadratic (-independent Hamiltonian 
Now consider the homotopy G). = )"G
' 
+ (1- )")G between G and G
'
. Notice 
that 'l1 G). = 'l1 G as symplectic paths for all)". Step 3 now follows from 
Corollary 3.12. This completes the proof of the theorem. 0 
4.4 Proof of the generalised Morse inequali-
ties 
From now on we assume that the Hamiltonian H is such that 'lj;l(Mo) is 
transverse to Mo x ]R, or equivalently, that the discrete action functional is 
Morse. Recall from Remark 3.5 that the discrete action functional <J.>N : AI X 
]R2m ~ ]R can be written in the form 
where P E ]R2mx2m is a nondegenerate symmetric matrix of signature zero 
and where the gradient of W in the direction of the fibre, Be W, is bounded. 
We prove the generalised Morse inequalities by studying the critical points 
of <I>N. As M X ]R2m is noncompact stabilised Morse theory will be used; see 
Conley [7]. 
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In order to study the critical points of <I>N we consider the (negative) 
gradient flow. This is defined by the equations 
d~ aw 
ds = -P~ - a~ (x,~), dx aw ds = - ax (x,~). 
Now induced by P there is a splitting 
into the negative and positive eigenspaces. It follows that, for some 8 > 0, 
(P~-, ~-) ~ _81~-12 
(P~+, ~+) ~ 81~+12 
for ~- E E-, ~+ E E+. Thus we can find constants c > 0 and R > 0 such 
that 
:8 1~-12 ~ c if I~-I ~ R 
~ 1~+12 =:; -c if I~+I ~ R. 
Indeed, for I~-I ~ Rand R sufficiently large, 
and similarly for I~+ 12 ~ R. Thus an isolating block, in the sense of Conley, 
for the compact invariant set A of all bounded orbits of the gradient flow, is 
given by 
wi th exit set 
for R sufficiently large. 
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We use the following notation 
bk(A) = dimHk(N,L) 
bk(M) = dim Hk(M) 
ck(A) = # {c E A I d<I>N(c) = 0, indcf>N(c) = k} 
Pk(A) = # {c E A I d<I>N(c) = 0, p(c, H) = k} 
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where indcf>N (c) denotes the Morse index of <I>N at c and is defined to be the 
number of negative eigenvalues of the Hessian d2<I>N(c). Here the numbers 
bk(A) are known as the Conley-Betti numbers. These are related to the ck(A) 
by the Morse inequalities. 
Theorem 4.10 (Morse inequalities) For k = 0, ... ,n + 2m 
with equality holding for k = n + 2m. 
These inequalities are proved in [17]. 
The Conley-Betti numbers are related to the Betti numbers of M by the 
Thorn isomorphism. Specifically, denote by Em m-dimensional Euclidean 
space, by Bm and sm-l the closed unit ball and unit sphere respectively in 
Em, and abbreviate Eo = Em \ {o}. Then by homotopy 
Thus 
where the last equality is the Thorn isomorphism. In other words 
(4.10) 
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Proof of Theorem A. By Theorem 4.8 
Now combine this and (4.10) with the Morse inequalities. This proves The-
orem A, the generalised Morse inequalities. D 
Part 11 
THE CONVERGENCE 
CONJECTURE 
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Chapter 5 
The gradient flow 
In this chapter we restrict our attention to the symplectic case. We begin 
by defining the gradient flow for the action functional and considering its 
discrete-time analogue (Sections 5.1 and 5.2). We briefly mention compact-
ness in the space of connecting orbits for the action functional. Through 
formal considerations we are led to conjecture the existence of compactness 
in the space of gradient flow lines of the discrete action functional and also 
the possibility of approximating connecting orbits by gradient flow lines of 
the discrete action functional (Section 5.3). In the final section, Section 5.4, 
we discuss a possible approach towards solving the second part of this con-
jecture. 
5.1 The continuous-time case 
We begin by recalling some notation from Part I, now specialised to the sym-
plectic case. Let Mn be a closed manifold embedded in ]Rk, and let H: [0, 1] x 
T* M -+]R be a time-dependent Hamiltonian. Fix any lift H: [0,1] XT*jRk -+ 
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R of H and let <I>: £ ~ R be the corresponding action functional given by 
<I>(c) = 11 ((y, ±) - H(t, x, y)) dt, 
where £ = {c = (x, y): [0, l]~T*Rk I c(O) E La, c(l) ELl}. Here La = Rk x 
{O} and L1 = TMl.. Denote by cpt the Hamiltonian isotopy generated by H 
and assume that cp1 (La) is transverse to L1. It follows that all critical points 
of <I> will be nondegenerate in the sense of Remark 2.6. 
On the space of paths consider the L2-metric given by 
(" ,'h2 = 11 ({(t), ,'(t)) dt 
where ",' E Tec = {,: [0, 1] ~ R2k 1,(0) E Aa, ,(1) E AI}. Here Aa -
Rk x {O} and Al = Te(l)Ll. A gradient flow line of <I> is by definition a family 
of paths R ~ £: s t-+ w(s,·) such that 8wj8s + grad <I>(w) = O. With the 
above choice of metric this is equivalent to the partial differential equation 
- 8w 8w 8H(w) := as + J0tit - V Ht(w) = 0 (5.1) 
for smooth maps w: R x [0, 1] ~ T*Rk satisfying the Lagrangian boundary 
conditions w(s, 0) E La, w(s, 1) ELl. We will only consider solutions of (5.1) 
with finite energy where the energy of a solution is defined to be 
E(w) = ~ 100 11 a 2 -00 0 as 
It turns out that the solutions with finite energy are exactly those which 
satisfy the limit conditions 
lim w(s, t) = c±(t), 
s-t±oo 
lim 8sw(s, t) = 0, 
s-t±oo 
uniformly in t, for paths c± E crit <I>. Another equivalent condition is the 
existence of constants 8 > 0 and c > 0 such that 
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for all s E ]R, t E [0,1]; see Salamon [23] for details. 
Now denote the moduli space of bounded solutions of (5.1) by 
M = {w: ]R -t £ I w satisfies (5.1), E(w) < co} 
and write 
M(c-, c+) = {w E M I lim w(s,') = c±} 
s-t±oo 
for the space of connecting orbits between c- and c+. That the moduli spaces 
have certain compactness properties will follow from Floer's arguments in 
[10, 11] once we have established an a priori CO-bound for the bounded 
solutions of (5.1). We do the latter next (cf. [18], [19]). 
Denote by Bk(R) the closed ball of radius R in ]Rk and let Sk-l{R) = 
8Bk(R). Since ]R2k is foliated by the Jo-convex hypersurfaces Sk-l(R) x ]Rk 
and ]Rk x Sk-l(R), and we assume that H has support inside Bk(R) x Bk(R) 
for some R, every connecting orbit w E M must lie inside Bk(R) x Bk(R). 
Indeed, suppose not, then for some w = (u, v) E M either u or v leaves 
Bk(R). Suppose u leaves Bk(R) and suppose lul achieves its maximum value 
of R' > R at (so, to) E ]Rx [0,1]. Clearly So must be finite and to i- 1. Also, by 
Lemma 2.4 in [16], (so, to) cannot be interior thus we can assume that to = 0. 
Now Lo n (Sk-l(R') x ]Rk) is Legendrian in Sk-l(R') x ]Rk hence the curve 
s I-t w(s, 0) is tangent to the contact distribution at (so,O). By the Cauchy-
Riemann equations w is also tangent to the contact distribution at (so,O). 
Hence the normal derivative of the subharmonic function (s, t) I-t lu(s, t)12 
vanishes at (so,O), contradicting the strong maximum principle. A similar 
argument shows that v also cannot leave Bk(R). 
Denote by COO (T*JRk , Ho) the set of smooth Hamiltonians H: [0,1] x 
T*]Rk -t ]R which agree with Ho up to second order on the union of trajecto-
ries c([O, 1]) over all c E crit <P. In [12] Floer, Hofer and Salamon prove that 
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there exists a subset llreg C COO (T*lR.k ,Ho), of second category, such that 
for every H E llreg the moduli space M (c- , c+, H) is a smooth manifold of 
finite dimension for all c± E crit <I> H. 
We remark that it is not clear whether the above statement continues to 
hold when one replaces COO (T*Rk ,Ho) by the set of Hamiltonians which are 
lifts of time-dependent Hamiltonians on T* M. 
5.2 The discrete-time case 
So that statements of convergence are easier to make, we adopt here a slightly 
different notation to that used in Part I. 
Given an integer N denote by EN the set 
EN = {a, IIN, 2IN ... ,I}, 
and abbreviate Efl = EN \ {i}. For tEEN use the shorthand t+ = t + 
llN, r = t - llN. For each tEEN assume that the symplectomorphism 
cpt+ 0 (cpt)- 1 admits a generating function (of type V) \'tN • Given a function 
f: EN -t lR denote by of = ON f: Ef -t lR the difference quotient of f given 
by 
In the above notation the discrete path space may be written as 
and the discrete action functional <I>N : pN -t lR as 
<I>N (c) = L ((Yt+, OXt) - N~N (Xt, Yt+) )'N-1• 
tEEi" 
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On the space of discrete paths we define the discrete L2-metric by 
(1,"(')£2 = L ((~t'~~) + (1]t+,1]~+))N-l + (~l,~DN-l 
tEEf 
where 1 = (~, 1]), l' = (e,1]') E Tc'pN, and where 
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With respect to this matrix a family of discrete paths w = (u, v): R -+ pN 
is a gradient flow line if it solves the system of differential equationsl 
Ul + NII(udvl = 0 
where II(x) E Rkxk denotes the orthogonal projection onto TxM. We write 
this briefly as a~(w) = o. 
In the following lemma, by linear interpolation, we assume that ~ N is 
defined for every t E [0,1]. 
Lemma 5.1 For each t E [0, 1], N~N -+ Ht as N -+- 00, in the COO-topology. 
Proof. Comparing the Hamiltonian difference and differential equations one 
easily gets CO-convergence of N'V~N to '\l Ht! and thus, since each ~N is 
assumed to vanish outside a compact set, the same is true for NVt and Ht. 
For higher derivatives use the differentiability theorem of ordinary differential 
equations. o 
5.3 A conjecture 
By replacing difference quotients by derivatives, we may think of the gradi-
ent equation (5.1) as a limit, in some sense, of the sequence of systems of 
1 Define Vo: IR -+ IRk to be the zero function. 
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differential equations (5.2 N ). In addition, the boundary conditions in the 
discrete-time case lead naturally in the limit to those in the continuous-time 
case. Indeed, given any pair of paths c± E crit <I> we may naturally associate, 
for all N sufficiently large, discrete paths, which we also denote by c±, which 
are critical for (f,>N, by sampling the continuous ones. In a manner analogous 
to the continuous-time case we may define the spaces M N (c- , c+) of gradient 
flow lines of the discrete action functional between the discrete paths c- and 
c+. Given any gradient flow line W E MN (c-, c+), by linear interpolation, 
we may extend it to a map w = (iL, v): lR x [0, l]-t lR2k satisfying (5.2N ) at 
mesh points and satisfying the boundary conditions v(s, 0) = 0, u(s, 1) E M 
for all 8 E R Given a family of discrete paths wN = (uN, vN) E M N (c- , c+), 
such that w N converges uniformly to some map w: lR x [0, 1] -t T*lRk and 
such that wN also converges uniformly, it follows from (5.2N ) that II( uf)vr 
tends to zero as N -t 00, giving the required limiting boundary condition. 
The above observations, together with the fact that, by Theorems 4.1 
and 4.8, for N sufficiently large the dimensions of the moduli spaces M (c- , c+) 
and MN (c-, c+) agree, provide motivation for the following. 
Conjecture 5.2 (I) Let wN E MN (c-, c+) be a sequence of gradient flow 
lines of the discrete action functional. Then there exists a subsequence, 
still denoted w N , and sequences sf E lR such that w N (8+8f) converges 
to Wj E M(Cj-b Cj), uniformly on compact subsets of lR x [0,1] where 
Cj E crit <I> for j = 0, ... ,m and Co = C-, Cm = c+ . 
(U) Given any connecting orbit w E M(c-, c+) there exists a sequence of 
gradient flow lines w N E M N (c- , c+), for all N sufficiently large, such 
that wN converges to w. 
At present we have been unable to generalise the elliptic techniques cru-
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cially used in the continuous-time case. Consequently, we can say nothing 
further on the first part of this conjecture. 
A possible way of approaching the second part of the conjecture is by 
using the implicit function theorem. We consider this in the next section. 
5.4 An approach 
Roughly speaking, the implicit function theorem says that given an approxi-
mate solution of the gradient flow equation of cpN there exists a true solution 
nearby provided that one can show that the linearised operator has a uni-
formly bounded right inverse independent of N. 
A first step in this direction is the following. 
An approximate solution 
Let w E M(c-, c+) be a connecting orbit. We construct an approximate 
solution wN : lR ~ pN of (5.2) by defining 
wt' (8) = w(s, t), sE lR, t E ~N. 
Lemma 5.3 For any c > 0 
for all N sufficiently large. 
Sketch of proof, Given c > 0 choose T > 0 sufficiently large so that the 
L2-norm of aZ(wN ) restricted to (-00, -T] X ~N U [T, (0) x ~N is at most 
c /2 whenever the discretisation is defined. This is essentially a consequence 
of the exponential decay estimate for wand Lemma 5.1. Then choose N 
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sufficiently large so that the L2-norm of aZ(wN ) can also be estimated on 
[-T, T] x ~N by c/2. o 
The linearised operators 
Let w: lR -t £ be a curve of paths. Linearising (5.1) in the direction of a 
vector field along w leads to the linear first-order differential operator given 
by 
a( a( 
V w ( = as + Jo at - se, 
where S: 1R x [0,1] -t 1R2kx2k is the symmetric matrix valued function given 
by 
S(s,t) = Hess Ht(w(s, t)). 
Now, let wN = (u, v): 1R -t pN be a curve of discrete paths. Linearis-
ing (5.2) in the direction of a vector field along w N gives rise to the linear 
first-order differential operator ( H V:;N( = (/, g) given by 
where Sf: lR -t lR2kx2k is the symmetric matrix valued function given by 
and 'TJo (s) is defined to be zero. 
Now let w E M(c-, c+) be a connecting orbit and wN : 1R -t pN be a 
family of curves of discrete paths approximating it. At present we have not 
been able to show that, after defining appropriate Banach spaces, DN = D':N 
has a uniformly bounded right inverse independent of N. 
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