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Introduction
The proliferation of differentiated services has been one of the rising challenges to service providers in order to support cost-effective, large scale networks with diverse applications and services. On the other hands, differentiated services promote the idea of supporting limited service levels to provide QoS while maintaining the network scalability. This idea has wide range of acceptance by some applications. However, some emerging applications and services such as MPLS tunnels, Virtual Private Networks (VPNs), Overlay networks, and multicast-based QoS networks, may inherently restrict the aggregation of traffic streams in network nodes. Nonetheless, they still require different levels of guarantees at each network node in order to guarantee the end-to-end QoS. Therefore, the support of per-flow QoS in a network environment with finite set of service levels and traffic classes has been the subject of extensive research [1] [2] .
To provide the required end-to-end QoS, many resource reservation mechanisms have been discussed in the literature and can be used to partition the end-toend QoS into local QoS requirements on each network element (link) [4] . However, for a network framework that supports a limited set of service levels at each network link, the local QoS required for each connection or flow will be quantized based on these service levels. Assigning service level which provides higher QoS than the required will lead to waste of network resources while, assigning service level with lower QoS than the required may not be accepted by the application or the service agreement with the network user. Therefore, an important network optimization problem is how to assign the network connections to the best service level that minimizes the total quantization overhead. Such an overhead is the quantization penalty that might have to be incurred by either the user or the service provider. Hence, addressing this problem will have a large significance especially for high speed links (e.g. optical links) that may potentially carry large number of connections.
The problem of obtaining optimal quantized service levels for a set of connection requests has been investigated before in [3] , [5] , and [6] . Rouskas et al. in [3] defined a similar framework of assigning MPLS tunnels with specified data rates to a set of quantized service levels such that the performance penalty of wasted bandwidth is minimal. The authors in [5] , and [6] discussed the problem in a different context where the set of requests are group of receivers on a multicast tree. The present study offers solutions to the generalized problem where connections have both rate and QoS requirements and presents polynomial time algorithms for fixed service levels or predetermined class weights link model for soft and hard QoS requirements.
The rest of the paper is organized as follows; section 2 formulates the model and describes the QoS-based classification problem. The optimal solution for fixed service levels is discussed in section 3. The optimal solution for admission control is investigated in section 4. Section 5 and 6 discuss the case of predetermined class weights and describe how the optimal solutions will be modified in this case. Section 7 depicts the results for applying our solutions to a set of QoS requirements with different distribution. Finally, concluding remarks and future work are described in section 8.
Model and Problem Formulation

Model
We assume a network element (link) that offers a set of service levels and has a link capacity C. Typically, the service levels are dependent on the link capacity according to the inherent model of the link and the characteristics of the incoming traffic streams. The l-th level corresponds to a connection with QoS of given that the bandwidth requirement for this connection is . We also have a set of N connections . Each connection request is defined using both bandwidth demand and one local QoS requirement Q (e.g. average delay, dropping probability, jitter, etc.), as shown in Figure 1 . We assume that the connection requests are sorted based on the local QoS requirements in nondecreasing order, (i. ).
Figure 1. Link Model
We also define a utility function U which measures the quantization penalty which is proportional to the difference between the achieved and offered QoS. Notice that if is better than Q , this will result in a waste of allocated resources whereas if is worse than , this may have a disadvantage for the application generating the traffic stream. Therefore, we will consider the general case where U measures the penalty in both scenarios. The following are some common examples from the literature.
The logarithmic difference function (2) therwise 0
Proportional Differentiation Model
As part of the classification model, we consider a link which satisfies the proportional differentiation model (PDM) for traffic scheduling with fixed set of weights and finite number of traffic classes. Such a model has been adopted by several proposed mechanisms in different types of networks like [7] , and [8] . The PDM dictates the following relationship for all pairs of service classes.
Where , and are the service levels (e.g.
average delay, dropping probability, etc.) achieved for two classes i and j in the time period , and i and j are the weights assigned to these classes. We consider connection requests with life time long enough for equation (3) to be valid. Example Link Model -The model used in [7] . The statistical model for dropping probability is explained in [9] . The dropping probability (DP) for Poisson traffic arrival is defined as (4) Where is the link's total load (i.e.
is the number of data channels, and B is the number of storage locations (in packets). Furthermore, if we divide this link into L classes where all classes are active, and traffic in all pairs of classes are statistically independent, the relationship between the total DP and values is as follows:
From equations (3), (4) , and (5), we can obtain the link's offered service levels for Poisson traffic. The authors in [10] provide more dropping probability models for Poisson and voice sources in different scheduling disciplines.
Optimization Problem
The optimization problem, generally, is to classify the N connection requests to one of the L service levels while minimizing the quantization overhead. The classification process is shown in Figure 2 . Formally, we need to find the set of L classified groups such that
( L measures the service quantization overhead and is defined as follows:
Each connection request has to be assigned to exactly one service level. The meaning of the objective function dictated by equation (6) is that by minimizing the quantization overhead as a result of the classification process, we guarantee that the connection request is assigned a QoS value which is as close as possible to the required. Hence, the service provider is guaranteed the best resource utilization with minimum or no violation to the QoS required by the application.
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Figure 2. QoS-based classification
We consider a subset of the possible classification policies where the connection requests are sorted based on the QoS requirements in a non-decreasing order, (i.e.
). This is called ordered classification. Utility Property -Intuitively, the utility function is non-increasing in the interval and it is nondecreasing in the interval
Indeed, the assumption of considering only the ordered classifications will limit the number of possible solutions for optimality. However, in [12] , we proved that Brute Force technique using ordered classification policy will lead to an exponential running time solution.
Optimal solution for fixed set of service levels and soft QoS requirements
For a set of service levels which may be based on the link's total load, and a set of QoS requests , we form the system matrix such that the elements of
To minimize in a tractable model, we map the problem to the following dynamic program.
Where is the local optimal quantization overhead for requests up to request i using l service levels. This local optimal value is calculated based on recursive enumeration using dynamic program FSL_OPT_CLASSIFY shown in Figure 3 .
Complexity of calculating for i=1,...,N and
and j=1,…,N may be pre-computed with a complexity of (similar pre-computation is explained in details in [5] ). The complexity of algorithm Dynamic_Program's main loop (line 1 to 7) is also . Therefore, the complexity of
Optimal Solution in the Context of Admission Control (Hard QoS)
Up till now, we assume that the incoming traffic streams can tolerate service levels with lower value of QoS than the QoS required by each stream. Although, this might be tolerable by some applications, an admission control mechanism might impose some restrictions on the minimum level of service achieved by the traffic streams. If the link cannot provide the traffic streams with a level of service higher than a certain limit, the admission control mechanism might reject the addition of new traffic streams. In order to capture this fact, we introduce a new variable called tolerance factor . This factor represents the maximum percentage of QoS drop tolerated by the traffic stream. If =0, this means that the traffic stream cannot tolerate any service drop. Also, each traffic stream might impose different tolerance factor based on the type of application generating its traffic. Therefore, we will assume the general case that each traffic stream has a different tolerance factor (i.e.
). We then want to guarantee that:
Which means that the achieved QoS must not be worse than the required QoS Q by more than a percentage of of the required QoS . 
. Optimal classification for arbitrary
To incorporate this condition in the FSL_OPT_CLASSIFY algorithm we will exclude the assignments where condition (7) is not satisfied by setting as shown in Fig. 4 . 
Class Weights Service Differentiation
Based on PDM model explained in section 2.2, we will first assume that the link capacity condition is not enforced or there is a light traffic load on the link. Obviously, if the link is lightly loaded, the QoS achieved by the traffic streams may potentially exceed the QoS requirements. In this case, we have some flexibility to assign the traffic streams to the different service classes. One scheme would be to assign most of the traffic streams to the lowest service level(s) as long as the QoS requirements by the streams are maintained. However, even in this case, it is desirable to have some service differentiation between the traffic streams while saving the link resources for example for best effort traffic (see Figure 1) . To do that, we will follow the same methodology explained in section 3. This time, we will use such that
j is the weight assigned to service class j, j=1,..,L, and is the service differentiation factor selected based on the distribution of the incoming QoS requests.
Ideally 
, are sorted in a non-decreasing order
for k=0,..,i-1 Given the result of Theorem 2, we get the value of that minimizes as shown by the algorithm min_sum_df in Figure 6 . Complexity of this algorithm is assuming the summation on line 3 is O .
) ( 
is a piecewise concave function, and
where is any constant.
ij C
By replacing line 6 of algorithm min_sum_df with a call to the PSL_OPT_CLASSIFY algorithm, we get the value of that minimizes as shown in Figure 7 . . So, the complexity of this algorithm is O .
Service differentiation based on class weights, and limited link capacity
The link capacity C will impose restrictions on the values of service differentiation used. Our assumption her is that relationship between the capacity and the service differentiation factor is known through statistical modeling (e.g. like the model described in section 22.2 or through numerical estimation. From this relationship, we can obtain the minimum value of , or We measure this overhead in different scenarios using the algorithms explained before. We take the link's dropping probability as an example for QoS. We assume, as example, the model explained in section 2.2 when it is relevant.
We present first the results for variable sized sets of connection requests. For each set, the dropping probability is distributed from 10 to 10 . The class weights are selected sequentially from the set W = {10 } such that for L=2, we use only the first 2 weights, for L=3, we use the first 3 and so on. Figure 9 and Figure 10 show the results using algorithm FSL_OPT_CLASSIFY for uniform distribution values of dropping probability when the link is fully loaded (i.e. link load 1). Each point on the figures is taken from the average of 10 sets of dropping probability values each with size N as shown. For Figure 9 , we notice that the increase in the normalized overhead is insignificant for different values of N and even by increasing the number of service levels. This in fact should be an indication that the class weights are not selected efficiently. This is depicted by Figure 10 where the class weights are selected from the set W = { 2 }. We notice, in this case, that the change in overhead by increasing the service levels could reach 30% when the weights are selected properly and the minimum quantization overhead can become as low as 16% using 5 service levels. However, even in this case, it is clear that the gain of decreasing the normalized overhead is not significant after L=5. In [12] , we showed that for clustered QoS distributions, the quantization overhead can be drastically reduced using proper class weights.
1 Figure 11 to Figure 13 show the results for variable service levels based on fixed class weights and variable as explained in section 5. Figure 11 shows the effect of different estimation methods of on the normalized quantization overhead for uniformly distributed QoS values. We see that the estimation of using the min_sum_df algorithm performs slightly better than the median in case of uniform distribution. The estimation using the min_opt_df performs consistently better than the 2 other methods. Figure 12 depicts the effect of the tolerance factor on the normalized quantization overhead for uniformly distributed QoS values using the PSW_C_OPT_CLASSIFY algorithm for 4 service levels. We notice at certain loads, the link cannot offer the required QoS values, and in this case, some traffic streams must be rejected. This illustrated by the discontinuation in the quantization overhead curve. We also notice that by increasing the tolerance, the link has more possibility of accommodating more traffic streams or higher traffic rates. Figure 13 shows the tolerance effect for uniformly distributed QoS values using the PSW_C_OPT_CLASSIFY algorithm with 4 service levels when the link is almost fully loaded. Clearly, increasing the tolerance factor plays a significant role in decreasing the quantization overhead regardless of the number of traffic streams. However, increasing the tolerance factor is limited by the type of application generating the traffic streams. normalized quantization
Figure 13. Effect of tolerance factor for different set size
Conclusion and Future Work
We have presented a group of algorithms for calculating the optimal group assignment for a set of traffic streams with diverse QoS requirements for a link model with a predetermined service levels or predetermined class weights. Our results show the effect of selecting the class weights based on the statistical distribution of the incoming connection requests. It was shown that by carefully selecting the class weights, the quantization overhead can be significantly reduced especially for number of service levels in the range [3, 5] . The results also show that the effect of increasing L diminishes as it rises more than 5. We also proposed three different methods for calculating the differentiation factor and discussed the effect of each method on the quantization overhead.
We are currently extending our solutions to include the case of a link model with self adjustable service levels or class weights. In this case, we are supposed to allocate the service levels freely such that the partitioned groups minimize the quantization overhead. 
