Let 0 < < 1/2 be a noise parameter, and let T be the noise operator acting on functions on the Boolean cube {0, 1} n . Let f be a nonnegative function on {0, 1} n . We upper bound the entropy of T f by the average entropy of conditional expectations of f , given sets of roughly (1 − 2 ) 2 · n variables. In information-theoretic terms, we prove the following strengthening of Mrs. Gerber's Lemma: let X be a random binary vector of length n, and let Z be a noise vector, corresponding to a binary symmetric channel with crossover probability . Then, setting v = (1 − 2 ) 2 · n, we have (up to lower order terms):
ture is that such functions are the "most informative" boolean functions.
Following [9] , we express I ( f (X); Y ) in terms of the 'value of the entropy functional of the image of f under the noise operator' (all notions will be defined shortly). The question then becomes:
Which boolean functions are the "stablest" under the action of the noise operator? That is, for which functions the entropy functional decreases the least under noise.
One can also consider a more general question of how the noise operator affects the entropy of a nonnegative function.
Our main result is that for a nonnegative function f on {0, 1} n , the entropy of the image of f under the noise operator with noise parameter is upper bounded by the average entropy of conditional expectations of f , given sets of roughly (1 − 2 ) 2 · n variables.
As an application, using the recent strengthening [6] of a theorem of [4] , we show that for close to 1/2 characteristic functions of (n − 1)-dimensional subcubes are at least as stable under the noise operator as functions which are close to them.
This, in conjunction with [4] and a recent result of [14] which can be used to show that, for high noise levels ∼ 1/2, boolean functions, which are potentially as stable as the characteristic functions of (n − 1)-dimensional subcubes, have to be close to these functions, implies the validity of Conjecture 1 for high noise levels.
A. Entropy of Nonnegative Functions and the Noise Operator
We introduce some relevant notions. For a nonnegative function f : {0, 1} n → R, we let the entropy of f to be defined as
We note for future use that entropy is nonnegative, homogeneous Ent λ f = λ · Ent f and convex in f [8] .
Given 0 ≤ ≤ 1/2, we define the noise operator acting on functions on the boolean cube as follows: for f : {0, 1} n → R, we let T f at a point x be the expected value of f at y, where y is -correlated with x. That is,
y∈{0,1} n |y−x| · (1 − ) n−|y−x| · f (y) (1) Here | · | denotes the Hamming distance.
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Note that T f is a convex combination of shifted copies of f . Hence, convexity of entropy implies that the noise operator decreases entropy. Our goal is to quantify this statement.
1) Connection Between Notions: Let f be a nonnegative function on {0, 1} n . Let X be a random variable on {0, 1} n distributed according to f / f . Let Z be an independent noise random variable on {0, 1} n . That is, Pr{Z = z} = |z| · (1 − ) n−|z| , and X and Z are statistically independent. Then
• Ent T f = E f · n − H X ⊕ Z Let now f : {0, 1} n → {0, 1} be a boolean function, let X be uniformly distributed in {0, 1} n , let Z be an independent noise random variable, and let Y = X ⊕ Z . Then 
B. Mrs. Gerber's Function and Mrs. Gerber's Lemma
We describe a result from information theory, and a related function, which will be important for us. 1 Let f t be a function on the two-point space {0, 1}, which is t at zero and 2 − t at one. We have
Let φ(x, ) be a function on [0, 1] × [0, 1/2] defined as follows:
φ(x, ) = Ent T f t (2) where t is chosen so that Ent ( f t ) = x. This function was introduced in [21] . We will now describe some of its properties.
Note that φ is increasing in x, starting from zero at x = 0. In fact, it is easy to derive the following explicit expression for φ:
A key property of φ is its concavity. Theorem 4 [21] : The function φ(x, ) is concave in x for any 0 ≤ ≤ 1/2.
We mention a simple corollary.
(3) Proof: It's easy to check φ(0, ) = 0 and φ(1, ) = 1 − H 2 ( ). And, it's easy to check that ∂φ ∂ x at x = 0 is (1 − 2 ) 2 .
From now on, when the value of is clear from the context, we omit the second parameter in φ and write φ(x) instead of φ (x, ) .
We now describe an inequality of [21] , which is known as Mrs. Gerber's lemma. Following this usage, we will refer to the function φ as Mrs. Gerber's function.
This inequality upperbounds the entropy of the image of a nonnegative function under the action of the noise operator. We present it in terms of the entropy functional and the noise operator. 2 Theorem 6 [21] : Let f be a nonnegative function on {0, 1} n . Then
C. Main Results
For A ⊆ [n] and for a nonnegative function f : {0, 1} n → R, we denote
Here E is the conditional expectation operator. That is, E f |A is the function of the variables {x i } i∈A , defined as the expectation of f given the values of {x i }. 3 We write
To connect notions, observe that if X is a random variable on {0, 1} n distributed according to f/ f , then the distribution of {X i } i∈A on the |A|-dimensional cube is given by
Our main claim is that the entropy of a nonnegative function f under noise is upper bounded by the average entropy of conditional expectations of f , given certain random subsets of variables. We present several results which illustrate this fact.
Theorem 7: Let f be a nonnegative function on the cube with E f = 1. 2 As pointed out to us by Chandar [3] , this is equivalent to the standard information-theoretic formulation: Let X be a random binary vector of length n distributed according to f / f , and let Z be a noise vector, corresponding to a binary symmetric channel with crossover probability . 3 We also may (and will) view E ( f | A) as a function on {0, 1} n , which depends only on variables with indices in A. Let 0 < < 1/2 be a noise parameter. Let T be a random subset of [n] generated by sampling each element i ∈ [n] independently with probability (1 − 2 ) 2 . Then
We are grateful to O. Ordentlich [12] for suggesting this formulation for the claim of this theorem, as well as for Theorem 12 below (in earlier versions the average on the RHS was taken over sets of a fixed cardinality ∼ (1 − 2 ) 2 · n, which led to more cumbersome calculations.)
Let us also mention that Polyanskiy and Wu [17] came up with a new and direct proof of the key claim, Proposition 28, which does not rely on linear programming, and this was used by Ordentlich [12] to give direct proofs for Theorems 7 and 12.
Applying the inequality φ(x, ) ≤ (1 − 2 ) 2 · x (see (3)) to the claim of the theorem, gives the following, more streamlined claim. (However, the somewhat stronger claim of the theorem is needed for the applications.) Corollary 9: In the notation of Theorem 7,
Specializing to boolean functions, this implies the following claim.
Corollary 10: In the notation of Conjecture 1 and of Theorem 7, for a boolean function f : {0, 1} n → {0, 1} holds
Remark 11: Let B be a random subset of [n] generated by sampling each element i ∈ [n] independently with probability 1 − 2 .
As pointed out by Ordentlich [12] , it seems instructive to compare the bound in Corollary 10 to the weaker bound
which can be obtained by the following information-theoretic argument.
An equivalent way to obtain Y from X is to replace each coordinate of X independently with a random bit, with probability 2 .
Let S be the set of indices where the input bits were replaced with random bits, and let B = S c .
Using the chain rule of mutual information we have
where the last equality follows since I f (X); S = 0. In particular, by non-negativity of mutual information
We also show a somewhat different strengthening of Corollary 9, which gives a stronger version of Mrs. Gerber's lemma (Theorem 6).
Theorem 12: In the notation of Theorem 7, setting t = (1 − 2 ) 2 · n, the following is true:
In the standard information-theoretic notation, this could be restated as follows. Let X be a random binary vector of length n, and let Z be an independent noise vector, corresponding to a binary symmetric channel with crossover probability . Then
We refer to [13] for an application of (6). Remark 13: Up to a negligible error term, the claim of the theorem is stronger than that of Theorem 6, since the sequence a t =
t is increasing, by Han's inequality [5] .
We now return to Conjectures 1 and 3. Let us first describe a family of functions for which these conjectures are known to hold with equality. Let 1 ≤ k ≤ n be an index, and let g k (x) = 1 if and only if x k = 0. (That is, g k is a characteristic function of the (n − 1)-dimensional subcube {x k = 0}.)
It is easy to verify that Ent (T g k ) = 1 2 · (1 − H 2 ( )) and
We apply Theorem 7 to show that, for ∼ 1/2, the conjectures also hold for functions which are close to characteristic functions of subcubes.
To make the notion of proximity more precise, recall (see [11] ) that any function f : {0, 1} n → R can be expanded in terms of the Walsh-Fourier basis:
The Walsh-Fourier expansion of g k is especially simple:
It follows from [4] and [6] that a boolean function whose Walsh-Fourier expansion is close to that of g k , in that it has a large (i.e., close to 1/2) Fourier coefficient at {k}, has to be very close, in the appropriate sense, to g k .
The next claim shows the conjectures hold for such functions.
Theorem 14: There exists an absolute constant δ > 0 such that for any noise ≥ 0 with (1 − 2 ) 2 ≤ δ and for any boolean function f : {0, 1} n → {0, 1} such that
This, in conjunction with [4] and [14] , which can be used to show that, for noise parameter close to 1/2, boolean functions, which are potentially as stable as the characteristic functions of (n−1)-dimensional subcubes, have to satisfy the constraints of Theorem 14, implies the validity of Conjecture 1 for high noise levels.
Theorem 15: There exists an absolute constant δ > 0 such that for any noise ≥ 0 with (1 − 2 ) 2 ≤ δ and for any boolean function f : {0, 1} n → {0, 1} holds
D. More on Theorems 7 and 12
In this subsection we give a high-level description of the proofs of these theorems and argue that both their claims may be viewed as strengthenings of Mrs. Gerber's lemma.
Notation: For a direction 1 ≤ i ≤ n we define the noise operator in direction i as follows:
where e i is the i th unit vector. The operators T {i} commute and, for R ⊆ [n], we define T R to be the composition of T {i} , i ∈ R. Note that the noise operator T would be written in this notation as T [n] .
We start with the proof of Mrs. Gerber's lemma (4) . Since both sides of the inequality are homogeneous in f , we may assume E f = 1.
By the chain rule for entropy, for any permutation σ in the symmetric group S n holds
Let us explain the last inequality. Let y ∈ {0, 1} i−1 . Let f y be a function on {0, 1} defined by the restriction of the function E T {σ (1),...,σ (i−1)} f |{σ (1), . . . , σ (i )} , which we view as a function on the i -dimensional cube, to the points in which the coordinates σ (k), k = 1, . . . , i − 1 are set to be y k .
Then, it is easy to see that
The equality in the third row follows from (2) and the linearity of entropy. The inequality follows from concavity of the function φ and the fact that
We now continue from (7) . For y ∈ {0, 1} i−1 , let f y be a function on {0, 1} defined by the restriction of the function E f |{σ (1), . . . , σ (i )} to the points in which the coordinates σ (k), k = 1, . . . , i − 1 are set to be y k .
Since the noise operator T {σ (1),...,σ (i−1)} is stochastic, the functions f y are a stochastic mixture of the functions f y .
Hence, since the Ent functional is convex, for any 0 ≤ ≤ 1 holds
And hence (7) is upper bounded by
where in the last inequality the concavity of φ is used again. 1) Our Improvement: We attempt to quantify the loss in inequality (8) .
Let us introduce some notation. For a nonnegative function g on the cube, for a subset A ⊂ [n], and for an element m ∈ A, we define
This quantity is always nonnegative. In fact, let X be distributed on {0, 1} n according to g/ g. Assume E g = 1 and note that in this case, by Subsection I-A.1 and by (5), we have
Coming back to (8) ,
Hence, taking A = {σ (1), . . . , σ (i − 1)} and m = {σ (i )}, the decrease in (8) is from I f (A, m) to I T A f (A, m). Therefore, our goal is to quantify the decrease in mutual information in the presence of noise.
In the next two sections we consider a somewhat more general question of upper bounding I T A f (A, m), given f , A, and m. In Section II we upper bound I T A f (A, m) by the value of a certain linear program. In Section III we introduce a symmetric version of this program and a symmetric solution for the symmetric program, and show its value to be at least as large as that of the original program.
We then find the value of the symmetric solution, as a function of f , A, and m. This value provides an upper bound on the noisy mutual information (see Proposition 28).
In order to prove Theorems 7 and 12 we apply the improved bound in (8), averaging the chain rule for the entropy of T f over all permutations σ ∈ S n .
This improvement in (8) is the reason we suggest to view both these claims as stronger versions of Mrs. Gerber's lemma.
On the other hand, strictly speaking, this line of argument does not necessarily provide a direct improvement of (4), since in the averaging step we have to replace φ(x, ) by a larger linear function (1 − 2 ) 2 · x, in order to be able to come up with manageable estimates.
In fact, the difference between the two claims stems from the different ways in which we apply this "linearization" of the function φ(x, ) during averaging. The bounds they give are incomparable, though Theorem 12 is a more evident improvement of (4).
We note that the two functions φ(x, ) and (1 − 2 ) 2 · x almost coincide for small values of x, and, loosely speaking, if the entropy of f is not too large, as is the case, say, for balanced boolean functions, all the arguments of φ should lie very close to zero, meaning not much lost in the linear approximation. In this case, the bounds in Theorems 7 and 12 are very close to that in Corollary 9.
2) Related Work: Polyanskiy [15] has pointed out to us that the related question of upper bounding I T A f (A, m) given I f (A, m) belongs to the area of strong data processing inequalities (SDPI) in information theory (see [16] , [17] for pertinent results, and, in particular, for a new proof of Proposition 28).
Organization of the paper: This paper is organized as follows. The proof of Theorem 7 is given in Sections II to IV. Theorem 14 is proved in Section V. The remaining proofs are presented in Section VI.
II. A LINEAR PROGRAMMING BOUND FOR NOISY MUTUAL INFORMATION In this section we upper bound the noisy mutual information I T A f (A, m) by the value of a certain linear program.
Let f be a nonnegative function on the cube. Let A be a subset of [n] and let m ∈ A.
Let |A| = k. We will assume, without loss of generality, that A = [k] and that m = k + 1.
Notation: From now on, we write λ for (1 − 2 ) 2 .
Discussion: Before going into details, let us give a highlevel description of what the linear program attempts to capture. For ease of discussion the notation we use here is slightly different from that in the definition of the program below (they are the same up to scaling).
Given a random variable X on {0, 1} n distributed according to f / f , consider a function I on the k-dimensional boolean cube, defined for S ⊆ [k] by the mutual information
For S ⊆ [k] and for i ∈ S, let y S,i = I (S)− I (S \{i }) be the "discrete derivative" of I at S in direction i . Note that y S,i ≥ 0, since this is the mutual information between X i and X k+1 , given {X j } j ∈S\{i} . We view y as a function on the edges of the cube. Note also that, for any S, the value of the summation of y on the edges of any path from ∅ to S is I (S).
This defines a new random variable X R , a mutual information function I R and discrete derivative functions
Observe that noise decreases mutual information, and hence I R ≤ I . However, the discrete derivatives x R do not necessarily decrease. With that, and this is a key fact, by the strong data processing inequality [2] , noise in direction i decreases the discrete derivative in direction i (i.e., the conditional mutual information between X R i and X R k+1 ) by a factor of at least λ.
The variables in the linear program below are the values of the discrete derivates x R , while we consider the discrete derivatives y = x ∅ related to the initial function f to be the boundary data of the program. We note that the noisy mutual information
is a linear combination of the variables, and that the strong data processing inequality provides linear local constraints on the variables.
Finally, we would like to explain the intuition behind the symmetrization procedure in Section III. The fact that for any R and S the value of the summation of x R on the edges of any path from ∅ to S is I R (S) provides a family of "symmetric" linear constraints on the variables. This makes it natural to look for a symmetric feasible solution to the linear program (symmetrizing the boundary data accordingly), one in which x R (S, i ) depends only on |S| and on |R ∩ S|.
We were led to expect that this symmetric solution would be an optimal one by the following informal speculation. It turns out that the strong data processing inequality x R S,i ≤ λ· x R\i S,i may be replaced by a stronger inequality (3)). 4 This turns the program into a strictly concave optimization problem, for which optimality of a feasible symmetric solution might be anticipated. It might also be hoped for that replacing the concave constraint by a linear one would preserve this property, and this indeed turns out to be true.
More to the point, it turns out that for the symmetric solution we define, all the inequalities
The resulting argument is straightforward, most of the work going into setting up notation, and verifying feasibility of the symmetric solution. The key step, relying on symmetric properties of the discrete cube, is made in Lemma 22.
Linear program: Boundary data: For S ⊆ [k] and for i ∈ S, we write
The numbers {y S,i } are the boundary data for this problem.
We note that y S,i ≥ 0 for all S and i . In fact, the value of y S,i is proportional to a certain conditional mutual information. To see this, let X be distributed on {0, 1} n according to f / f . Assume E f = 1 and note that, by Subsection I-A.1 and by (5), y S,i is given by
Variables:
and i ∈ S. The optimization problem: Given the boundary data, we want to upper bound μ, where
under the following constraints.
Constraints:
We then have the following claim. Theorem 16: The noisy mutual information
, k + 1 is upperbounded by the value of the optimization problem (9) .
Proof: First, consider the boundary data. We claim that for any permutation σ ∈ S k holds
In fact, it is easy to see that the LHS is a telescopic sum, summing to
Next we define a feasible solution for (9) whose value is
Clearly, x ∅ S,i = y S,i and hence the first constraint of the program is satisfied.
As above, for any permutation σ ∈ S k holds
Hence, the third constraint is satisfied as well.
In particular,
so, the value given by this solution is indeed
We continue to prove its feasibility. We claim that for any
To see this, note that the noise operators commute with the conditional expectation operators, and hence
, and the second constraint holds.
To conclude the proof of the theorem, it remains to show that for any R ⊆ S ⊆ [k] and i ∈ R holds
Recall that the strong data processing inequality [2] for a binary symmetric channel with crossover probability states that if V is a random variable with values in {0, 1}, and U is any random variable; and if Y = V ⊕Z , where Z is a Bernoulli random variable with parameter , statistically independent of U and V , then
Let X be distributed on {0, 1} n according to f R\{i} / f R\{i} . Assuming, as we may, E f = E f R\{i} = 1, we can rewrite (11) as
which follows from applying the strong data processing inequality with U = X k+1 and V = X i , both conditioned on {X j = x j } j ∈S\{i} , for all values of x j .
III. THE OPTIMIZATION PROBLEM AND ITS SYMMETRIC VERSION
In this section we introduce a symmetric version of the optimization problem (9) and a specific symmetric feasible solution for the symmetric problem. We then argue that the value of this solution for the symmetric problem is at least as large as the optimal value for the original problem. Hence this value provides an upper bound on the noisy mutual information.
A. The Symmetric Problem and Solution
Let x R S,i be a feasible solution to the optimization problem (9) with boundary data y S,i .
We define numbers y 1 , . . . , y k as follows. For 1 ≤ s ≤ k let
where the expectation is taken over all pairs (S, i ) such that |S| = s and i ∈ S. For 0 ≤ r < s ≤ k we define x r s recursively in the following manner:
We now define the symmetric version of (9), by replacing the boundary data by a new, symmetric one. We set, for all i ∈ S ⊆ [k] with |S| = s:ȳ S,i = y s Next, we define the symmetric solution for the symmetric problem, in the following way. For R ⊆ S with |R| = r , we setx
Proposition 17: The solution above is a feasible solution of the symmetric version of (9). Moreover, for any R ⊆ [k] of cardinality r and for any τ ∈ S k holds
Proof: The constraints 1 and 2 of (9) hold, by the definition ofx R S,i . We pass to constraint 4. Clearly, because of constraint 2, it suffices to prove it for R ⊆ S. In this case, taking i ∈ R, we have, by the definition ofx R
Next, we note that (14) will imply validity of constraint 3, since the RHS of (14) does not depend on τ .
It remains to prove (14) .
we have the following exchange rule: Two adjacent summands of the form λ · x t j + x t +1 j +1 can always be replaced by x t j + λ · x t j +1 . Applying this appropriate number of times in each bracket transforms the expression above into
Next we observe that the following rules apply in the original ordering of the summands: To the right of x t j is always either x t j +1 or λ · x t j +1 . To the right of λ · x r s is always either x r+1 s+1 or λ · x r+1 s+1 . Moreover, this is easily verified to be preserved by the exchange rule above, by checking the four arising cases.
This means that applying the exchange rule as many times as needed, we can ensure all the summands multiplied by λ to be on the last r places on the right. Since the first summand is always either y 1 or λ · y 1 , these invariants guarantee that by doing so we obtain (14) .
B. Optimality of the Symmetric Solution
Theorem 18: Let x R S,i be a feasible solution to the linear optimization problem (9) . Let x R S,i be the symmetric solution for the symmetric version of this problem.
Then, for any 0 ≤ r ≤ k holds:
Corollary 19: The optimal value of (9) is upper bounded by the value of the symmetric solution to the symmetric version of the problem, which is given by
Proof: Apply the theorem with r = k and use (14) . Proof of the Theorem: We proceed by double inductionon k and on 0 ≤ r ≤ k. For k = 1 the claim is easily seen to be true.
Note also that the claim is true for any k and r = 0. This follows from constraints 1 and 3 of the linear program (9) and the definition of the symmetric boundary data. In fact, we have
Let now numbers r and k, with 0 < r ≤ k be given. Assume the claim holds for k − 1, and also for k, for all 0 ≤ t ≤ r − 1. We will argue it also holds for k and r .
We start with some simple properties of the linear program (9) . We assume to be given the boundary data and a specific feasible solution to (9) , and the symmetric solution to the symmetric version of (9), as in Theorem 18. Proceeding exactly as in the proof of Proposition 17, we get that
That is, F M, R, τ depends only on m and r = |R ∩ M|, as claimed.
Next, we introduce some notation. 1) Notation:
. Let y K ,i i∈K ⊆M be the restriction of the boundary data to the subsets of M. We will denote by S M x R K ,i the symmetric solution to the symmetric version of the smaller problem with this boundary data. 
S[μ] R M (M)
We have completed introducing the new notation. In this notation the claim of the theorem amounts to:
We start with a lemma connecting the value of a solution of the optimization problem to these of smaller problems.
Lemma 22:
Proof: Since the feasible solution x R S,i satisfies constraints 2 and 3 of (9), for any
Hence, by constraint 4,
. We now prove (16) , starting from (17). First, note that, by Lemma 20 and by the induction hypothesis for k − 1, we have μ r−1
. Next, note that, by the induction hypothesis for k and r − 1,
This implies that to prove (16) it suffices to show the following two identities:
Proof: We introduce the following notation. The values on the RHS of these identities are defined as in (12) and in (13) for the corresponding restricted problems.
We start with observing that E i∈ [k] Next, we claim that for all 0 ≤ r < s ≤ k − 1 holds E i∈[k] x r s,i = x r s . This is easy to verify by induction on r . Note that we already know the claim holds for r = 0, and the induction step follows directly from the definitions and the induction hypothesis.
We now apply (14) to the restricted problems, to obtain that, for each 1 ≤ i ≤ k holds
Hence, we have:
This, by (15) , equals to S[μ] r−1 [k] (k − 1), completing the proof of the lemma.
Lemma 24:
The proof of this lemma is similar to that of Lemma 22. Since the symmetric solution S [k] x R S,i which is the same as x R S,i satisfies constraints 2 and 3 of (9), for any
Consider the notation we have introduced above. Using items 3 and 4 in the description of this notation, and recalling S [k] x R
[k],i = λ · x r−1 k , we can rewrite this equality as
On the other hand, we have, for i ∈ R ⊆ [k]:
S[μ]
R\{i}
which is the same as
Combining these two identities immediately implies the claim of the lemma. This completes the proof of (16) and of the theorem.
C. The Value of the Symmetric Optimization Problem
Let x R S,i be the symmetric solution for the symmetric version of (9). By Corollary 19, its value depends linearly on the symmetric boundary data y 1 , . . . , y k , since {x r t } are fixed linear functions of y 1 , . . . , y k . Let us denote this value by V (y 1 , . . . , y k ).
For 1 ≤ s ≤ k, let e s be the initial data vector with y s = 1 and all the remaining y t vanishing. Then V (y 1 , . . . , y k ) = k s=1 y s · V (e s ). Next, we find the values of the parameters x r t for initial data given by a unit vector.
Lemma 25: Let the initial data be given by the unit vector e s , for some 1 ≤ s ≤ k. Then the values of the parameters x r t , for 0 ≤ r < t ≤ k, are as follows. 
Proof: The first equality follows from Corollary 19. For the second equality, we proceed as follows
Substituting j = t − i and rearranging, this is
Substituting t = s − 1, x = 1 − λ, and simplifying, we get
Corollary 27:
We start with introducing some more notation. 
Proposition 28: Let f be a nonnegative function on {0, 1} n . Let A be a subset of [n] of cardinality k < n and let m ∈ A.
Then
Proof: By Theorem 16, the value of I T e A f (A, m) is bounded by the value of the linear optimization problem (9), with appropriate changes of indices.
By Theorem 18, this last value is upperbounded by the value of the symmetric version of the problem, which, according to Corollary 27, and tracing out the appropriate changes in indices and notation, is given by k s=1 (k, s, λ) · Y (A, m, s) .
Proof of the Theorem: The proof relies on several lemmas. We start with a technical claim.
Lemma 29: Let 1 ≤ s ≤ n − 1 be integer parameters. Let 0 < λ < 1. Then
A simple calculation, similar to that in the proof of Corollary 26, gives
The proof of the lemma is completed by summing the RHS over j , and observing
Lemma 30: Let f be a nonnegative function on {0, 1} n with expectation 1. Then
Lemma 31: Let f be a nonnegative function on {0, 1} n . For any 0 ≤ u ≤ n − 1 holds
Next, we derive the theorem, assuming Lemmas 30 and 31 to hold.
Let T be a random subset of [n] generated by sampling each element i ∈ [n] independently with probability λ. We will show
Combining this with the claim of Lemma 30 will complete the proof.
For 0 ≤ k ≤ n, let p k = n k λ k (1 − λ) n−k . And, for 0 ≤ u ≤ n − 1, let
Then, using Lemma 31 and observing that μ 0 = 0,
We conclude by verifying the identity w s = n k=s+1 (k − s) p k , for s = 1, . . . , n − 1.
In fact,
It remains to prove the lemmas. Proof of the Lemma 30: Recall that, by the chain rule for noisy entropy (7), for any permutation σ ∈ S n holds that Ent T f is bounded from above by {σ (1) , . . . , σ (i − 1)} Using the notation introduced in Subsection I-D.1, we can write this as
Observe that the function φ is concave, and φ(0) = 0. Hence φ(x + y) ≤ φ(x) + φ(y) for any 0 ≤ x, y ≤ 1. By this subbaditivity of φ, the last expression is at most
Averaging this expression over all σ ∈ S n , we obtain
Next, we upper bound μ. By transitivity of action of the symmetric group and by concavity of φ we have
where the expectation is over all A ⊆ [n] of cardinality k and m ∈ A.
Applying Proposition 28, we get Recalling the definition of t s above, we deduce b k = k s=1 k, s, λ · t s .
Using the inequality φ(x) ≤ λx, and Lemma 29, we have
Proof of Lemma 31: By (10), for any subset A of [n] of cardinality 1 ≤ k ≤ n − 1, for any m ∈ A, and for any bijection τ : [k] → A holds, in the notation of this section, 
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Let δ be the constant in the theorem. We will assume in the following argument that δ is sufficiently small. Let 0 < < 1/2 be a noise parameter, such that
Let f : {0, 1} n → {0, 1} be a boolean function, satisfying the constraints of the theorem. Let 1 ≤ k ≤ n be the coordinate such that | f (k)| is large. W.l.o.g. assume that k = 1 and that f (1) is positive. We introduce some additional notation. Notation:
, and define auxiliary noise τ , such that 1 − 2 τ 2 = τ . If α > λ, we set τ = 1 and τ = 0.
Note that λ = τ · λ 1 .
A. Proof of the First Claim of the Theorem
We start with applying Theorem 7 to the function h with noise 1 . The theorem is stated for functions with expectation 1. We modify it, using the linearity of entropy, to obtain
Here T is a random subset of [n] generated by sampling each element i ∈ [n] independently with probability (1 − 2 1 ) 2 .
Since there are more than one noise parameters involved, we now write the function φ with the noise parameter stated explicitly.
Next, note that by (3), for any 1 ≤ i ≤ n holds
Hence the previous inequality implies
The proof will be based on three lemmas, which upperbound each of the three summands on the RHS of (18) .
Lemma 32:
Lemma 33:
Lemma 34:
The asymptotic notation in each of the lemmas hides absolute constants.
Given the lemmas, the first claim of the theorem is easy to verify. Indeed, recall that λ 1 is a constant multiple of λ. Hence, the lemmas and (18) imply that
Therefore, for a sufficiently small δ > 0, bearing in mind that 0 ≤ α, β, λ ≤ δ, the claim holds.
It remains to prove the lemmas. For that purpose we will need the following version of the logarithmic Sobolev inequality for the boolean cube.
Lemma 35: Let g be a nonnegative function on {0, 1} n . Let E(g, g) be the Dirichlet form, given by E(g, g) = E x∈{0,1} n E y∼x g(y) − g(x) 2 . Then E(g, g) ≥ 2 ln 2 · E g · Ent g Proof: We start with a simple auxiliary claim. Let x 1 ≥ x 2 ≥ . . . ≥ x N be nonnegative numbers summing to 1. Then the numbers y k =
To see this, fix some 1 ≤ t ≤ N. We have to show t k=1 x 2 k ≥ t k=1 x k · N k=1 x 2 k . We may and will assume that all of the x k are strictly positive. After some rearrangement, the claim reduces to showing A simple corollary of this claim is that for any nonnegative not identically zero function g on a finite domain endowed with uniform measure, holds that g 2 / E g 2 majorizes g/ E g. This is well-known to imply (see [10] ) that g/ E g is a convex combination of permuted versions of g 2 / E g 2 . Since the entropy functional is linear and convex, this implies
The claim of the lemma follows from this inequality combined with the logarithmic Sobolev inequality [8] :
In the following argument we are going to use the Walsh-Fourier expansion for functions on the boolean cube, writing a function g as S⊆[n] 
is the Walsh-Fourier basis.
In particular, for the Dirichlet form, we have E(g, g) = 4 · S⊆[n] |S| g 2 (S). Hence the preceding lemma implies
We will also need the following precise version of an inequality of [4] , due to [6] :
Theorem 36: There exists a universal constant L > 0 with the following property. For g : {0, 1} n → {−1, 1}, let ρ = A⊆[n]:|A|≥2 g 2 (A) 1/2 . Then there exists some B ⊆ [n] with |B| ≤ 1 such that
Consider the function f and recall that it satisfies the assumptions of Theorem 14.
Let g = 2 f − 1. Then g : {0, 1} n → {−1, 1}. Note that g(0) = 2 f (0) − 1, and that g(S) = 2 f (S), for |S| > 0.
Recall that 0 ≤ α, β ≤ δ, and that γ = α + β. Hence, assuming δ is sufficiently small, we have (20) for some absolute constant L.
Applying Theorem 36 to the function g, we get, for a sufficiently large constant L 1 , Note that g T = S⊆T h(S) · W S , and hence, by (19) , we have
Hence,
Recall that h = T τ f . This means (see, e.g., [11] ) that for any S ⊆ [n], holds h(S) = τ |S|/2 · f (S). In particular, | h(S)| ≤ | f (S)|. Applying (20) and (21), we have that, for a sufficiently large absolute constant L, the last expression is bounded by
This concludes the proof of the lemma. Proof of Lemma 34:
Observe that the noise operator commutes with the projection operator. Hence, since h = T τ f , we have g 1 := E h E h {1} = T τ g. Observe also that, by the definition of Mrs. Gerber's function φ, we have
The last equality follows from the definition of 1 and τ . It is easy to verify that T g(0)
with the series converging absolutely for
This is a convex function on [0, 1], and hence for any 0 ≤ x < y ≤ 1 holds F(y) − F(x) ≥ (y − x) · F (x). The derivative F is given by F (x) = 1 2 ln 2 · ∞ k=1 1 2k−1 · x k−1 , with the series converging for 0 ≤ x < 1. Hence F ≥ 1 2 ln 2 on (0, 1), and F(y) − F(x) ≥ 1 2 ln 2 · (y − x). Applying this with y = λ and x = (1 − α) 2 · λ, we get
In other words,
To conclude the proof of the lemma, note that, for a sufficiently small λ, we have Ent T g ≥ c 2 · λ, for an absolute constant c 2 , and hence
for an absolute constant c. For the inequality, note that 1 − H 2 ( ) = F(λ) ≥ 1 2 ln 2 · λ. This completes the proof of the lemma. The proof of Lemma 32 is somewhat harder. We present it in the next subsection.
1) Proof of Lemma 32: We proceed similarly to the proof of Lemma 33, and use the notation introduced in that proof.
Given a function g on the boolean cube, we write E g|x 1 = 0, x 2 , . . . , x k for the restriction of E g|x 1 , x 2 , . . . , x k on the subcube x 1 = 0, and similarly for E g|x 1 = 1, x 2 , . . . , x k .
We note that for g = S⊆[n] g(S) · W S , we have
We will also use the following easily verifiable identity, holding for nonnegative functions g:
Proof of (22): Fix a subset T ⊆ [n], with 1 ∈ T . Recall that g T = S⊆T h(S) · W S , and hence
Applying (19), we have, for a sufficiently large constant L 1 ,
Averaging over T , we have
Using the fact that | h(S)| ≤ | f (S)| for all S ⊆ [n], and applying (20) and (21), we have, for a sufficiently large constant L 2 ,
Summing up, this gives (22). Proof of (23): Similarly to the above,
Recall that τ 1/2 = 1 if α ≥ λ and τ 1/2 = 1−λ 1−α otherwise. In both cases, note that we have E g T |x 1 = 1 ≥ λ · E f .
Applying (19) , and averaging over T , we have, for a sufficiently large constant L 1 ,
Let g = E h|x 1 = 1, x 2 , . . . , x n . Then g = R⊆[n],1 ∈R
Consider the function g. Since h = T τ f , we have
. , x n , and let t i = T τ f i . Note that for i = 0, 1 and for any R,
Therefore, since g = τ · t 0 + 1 − τ · t 1 , we have, for any R, 1 ∈ R that
Exactly as above, we have the following upper bound for the first summand: For a sufficiently large constant L 2 holds
Consider the second summand. The function f 1 is a boolean function, whose expectation equals
We now apply the inequality of [20] , which states that For a boolean function g : {0, 1} m → {0, 1} with expectation μ ≤ 1/2 holds m k=1 g 2 ({k}) ≤ L 3 · μ 2 · ln (1/μ), for a sufficiently large absolute constant L 3 .
In our case, this implies n k=2 f 1 2 {k} ≤ L 3 · α 2 · ln 1 α , for a sufficiently large constant L 3 . This means that, for a sufficiently large constant L 4 , we can upperbound the second summand in (25) by
Recall that for α < λ, we have τ = 1−τ 1/2
for an absolute constant L 5 ; and that for α ≥ λ, we have τ = 0. Plugging these estimates into (25), we have
And hence, coming back to (24), and recalling that λ = τ · λ 1 , we have, for sufficiently large absolute constants L, L , that
This completes the proof of (23), of Lemma 32, and of the first claim of the theorem.
B. Proof of the Second Claim of the Theorem
First, note that if f is balanced, that is E f = 1 2 , then so is 1 − f , and the second claim of the theorem follows immediately from the first claim.
If E f = 1 2 , some additional work is required. We only sketch the argument below, since it is very similar to the proof of the first claim.
Applying Theorem 7 to the function 1 − f gives (cf. (18))
As in the proof of the first claim, we upperbound each of the three summands on the RHS of (26) separately.
Repeating the argument, with the necessary (minor) differences, leads to the same first two bounds:
Indeed, this should not be surprising since, roughly speaking, these two bounds for h are obtained by analysing the behavior of (the squares of) its non-trivial Fourier coefficients, and this is the same for h and for 1 − h.
As to the third summand, we will follow the argument in the proof of Lemma 34.
Let g = E Note that ρ ≤ 2 − c · γ , for some absolute constant c > 0. Hence, proceeding as in the proof of Lemma 5.3, gives
for an absolute constant c > 0. Next, recall that in the proof of Lemma 34 we show φ Ent h E h {1} , 1 ≤ 1 − H 2 ( ) − c 1 · λ · α for an absolute constant c 1 > 0.
Hence
for an absolute constant c 2 > 0.
We can now complete the proof of the second claim of the theorem.
Combining all bounds on the right hand sides of (18) and of (26) above gives
Since λ, γ ≤ O(δ), this implies that for a sufficiently small δ > 0 holds
VI. REMAINING PROOFS

A. Proof of Lemma 2
We have, for a boolean function f :
1−E f . We also have (all the logarithms are binary) 
In the last step we have used the fact E T g = E g for any function g. The claim of the lemma follows.
B. Proof of Corollary 10
Applying Corollary 9 to the functions f and 1 − f , we obtain, by Lemma 2:
To conclude the proof of the corollary, it suffices to show that for any T ⊆ [n] holds
To see this, we proceed exactly as in the proof of Lemma 2, observing that, by definition,
Here we interpret both sides as functions of {x i }, i ∈ T .
C. Proof of Theorem 12
The proof of this theorem is very similar to that of Theorem 7 and uses the notation and some of the results from that proof.
As in the proof of Lemma 30, our starting point is the chain rule for noisy entropy (7) , which states that for any permutation σ ∈ S n the noisy entropy Ent T f is bounded from above by Ent f |i Substituting and simplifying, we get, setting t = λn,
which is the claim of the theorem. 1) Proof of (6) : Let f be the distribution of X multiplied by 2 n . Then E f = 1, and Theorem 12 can be applied.
By Section I-A.1 and (5), we have Ent T f = n − H X ⊕ Z and Ent f |T = |T | − H {X i } i∈T .
We also recall φ x, = 1 − H 2 + (1 − 2 ) · H −1 2 (1 − x) . Substituting in the claim of the theorem, and simplifying, gives
which is the claim of (6).
D. Proof of Theorem 15
Let δ be the constant in the theorem. We will assume that δ is sufficiently small.
Let be a noise parameter, such that (1 − 2 ) 2 ≤ δ. Denote λ = (1 − 2 ) 2 .
It is known (see [7] ) that for any boolean function f holds I ( f (X); Y ) ≤ λ · H 2 (E f ). This immediately implies the validity of Conjecture 1 for boolean functions with expectation lying in [0, c] ∪ [1 − c, 1], for some absolute constant 0 < c < 1/2.
In addition, we may assume, by symmetry, that E f ≤ 1/2. Combining these two observations, it remains to consider the case
Let f be a boolean function satisfying (27) with I ( f (X); Y ) ≥ 1 − H 2 ( ). This is the same as Ent (T f ) + Ent (T (1 − f ) 
At this point, we need a technical lemma. Lemma 37: For any nonnegative non-zero function f holds 5
We will now proceed with the proof of the theorem, and prove the lemma below.
2) The second summand.
First, we argue that T f 0 is bounded away from 0 with high probability.
Recall that E T f 0 = 1, and note that V ar T f 0 = S =0 T f 0 2 (S) = O λ 2 · E f 2 . Hence,
