Abstract-We present a Guided Local Search (GLS) algorithm in a multi-frame environment for the detection of endocardial contours in echo cardiographic image sequences. The proposed method requires minimal user intervention at the first frame of the image sequence for specifying the candidate points of the contour. The initial contour is approximated by fitting an ellipse in the region defined by the points specified. First level of regularization on the contour is made by radial gradient search incorporating both magnitude and direction. The second level of regularization makes use of the GLS algorithm. The GLS with features and constraints for solution space and penalty terms overcome the optimization being trapped in local minima. The proposed method also incorporates the temporal information from the adjacent frames during the regularization process. The subsequent frames in sequence are initialized by the final contour of the previous frame. The algorithm developed was applied to ¢ ¡ data sets over a cardiac cycle and the results were validated by comparing computer generated boundaries to those manually outlined by one expert. The maximum error in the contours detected was £ ¥ ¤ § ¦ © . The application of guided local search algorithm proposed in this paper offers a fast and efficient method for semiautomatic segmentation of heart chambers in 2D echocardiography sequences.
I. INTRODUCTION
Amongst the various medical imaging modalities, two dimensional (2D) echocardiography is valuable for patients with heart diseases. It is noninvasive, real time, easy to use in clinical environment and offers relatively low cost solution as compared to other modalities [1] . In recent years numerous clinical studies have shown the clinical utility of echocardiography in endocardial border delineation and evaluation of functional cardiac parameters [2] . However, to achieve this, segmentation is to be carried out. Manual segmentation as routinely carried by experts is time consuming and tedious due to the large number of images of different standard echo views over a cardiac cycle. Again, the manual method suffers from inter-observer and intra-observer variability in measurements [3] . Hence there is a continuous increasing demand for the automated segmentation and quantification to support professionals in diagnosis. In recent years automated segmentation of heart chambers and in particular the left ventricle (LV) has received significant attention in 2D and 3D echocardiograms.
However automatic edge definition and subsequent segmentation in echocardiograhic images is difficult due to presence of speckle noise, poor contrast, inherent dropouts, inter-cavity structures and variability of data along with orientation and positioning of the transducer [4] - [7] .
Several attempts have been reported towards the semiautomatic and fully automatic segmentation of the LV from 2D image sequences [8] - [13] . Radial searching is used to reduce the dimensionality of the problem [3] . Chou et. al. have used relaxation to identify epicardial boundary [4] . Some of the effective algorithms proposed in the literature are simulated annealing [5] , knowledge based segmentation [6] , fuzzy reasoning [12] and mathematical morphology [13] . Other high level techniques include active contours [14] , Genetic algorithms [15] , Artificial neural networks [16] , Level sets [17] , Optical flow [18] , and active appearance models [19] . It has been shown in [9] that the use of temporal continuity results in better segmentation as it follows the approach of human experts in delineation. Typically the dropouts present in the image can be recovered by the use of boundary information from the neighboring frames [2] - [5] . Many of the proposed methods have shown good results for fairly good quality images. However no method has a generalized applicability for automatic and semiautomatic segmentation for the images acquired in routine clinical environment. As discussed in [2] , there is still need for a robust algorithm for segmentation of echocardiographic images and subsequent estimation of functional parameters.
In this paper, we present an approach to semi automatically locate the left ventricle contour in echocardiographic image sequences. The user intervention is minimal and is of the form of specifying five or more candidate points for contour on the first frame of the sequence. GLS and multi frame information is used for tracking an optimal contour in all the frames of the sequence over a full heart cycle. The contour of the previous frame serves as the initialization for the next frame.
In Section , we present radial gradient search after fitting the ellipse in the first frame through the points specified and local smoothing to obtain rough endocardial border. In section 1-4244-0983-7/07/$25.00 c , the proposed algorithm for multi-frame Guided Local search incorporating temporal constraints is presented. In section we present the results of the proposed algorithm and, finally conclusions drawn and future work is discussed in Section .
II. INITIAL CONTOUR ESTIMATION

A. Image Processing
The echocardiographic videos used in this study were both short axis (SAX) apical and long axis images. The SAX views were also obtained at different levels of the left ventricle. These were obtained from different subjects for four cardiac cycles. The videos were acquired on GE Vingmed Ultrasound, VIVID7 in routine clinical environment. The frames in each video were 434 x 636 true color with 8 bit bit-depth in DICOM format. The frame rate achieved during acquisition was between 30 to 50. Gray scale conversion with 256 levels was done. The video sequences for one complete cardiac cycle were used for estimation of the LV border. Echo images contain speckle noise which lead to incorrect gradient estimation. Hence speckle reducing anisotropic diffusion filtering as proposed by Scott T. Acton et.al. was used [20] . They have suggested edge sensitive diffusion for reducing speckles. In the numerical implementation we used
and a threshold of . This reduced the speckles and at the same time preserved the edge information for further feature extraction. 
B. Elliptical Boundary Approximation
The Initial boundary approximation is carried out in the first frame of the sequence by fitting a ellipse through the points specified by the expert. The best fit ellipse through the points specified is done using Least Squares Criterion as given in [21] . A minimum of five points are to be specified by the expert, which strongly belong to the endocardial border for that particular frame. This is the only user intervention which is required in our scheme. The standard
function of MATLAB is used which gives the spatial coordinates of the selected points along with their intensities. The intensities returned by the function were used in the subsequent procedure for the search. The generalized CONIC equation of the Ellipse is given by:
with a, b and c not all zero and
, where all of the coefficients are real. Again, more than one solution, defining a pair of points (x, y) on the ellipse, exists. It can be expressed in matrix notation as;
where a and c are given by
The coordinates of the N chosen points ! f ( as marked by the expert and the equations (2-4) are used for the determination of the parameter matrix of the conic representation. The orientation and tilt of the ellipse is sought by coefficients in the equation (1) and incorporated in the evaluation of final ellipse parameters using square completion method. Figure 1 shows the first frame of SAX apical sequence and figure 2 shows that of long axis view with the detected ellipse and its center point.
C. Refinement with Radial Gradient Search
After fitting an ellipse through the user specified points, a radial gradient search was carried out. The search was carried on radial lines originating from center of the ellipse at an angular interval of one degree apart. The points specified by the expert were excluded from the search. Instead they were chosen for obtaining constraints for the radial search. Interior of the LV cavity is relatively dark and pixel intensities at LV border are high. Thus the sharpness of the positive step edges outward from the center point is characteristic feature of border point. However, in short axis echo images presence of papillary muscles effects the detection the border owing to echoes due to these muscles. To overcome this problem, we adopt a different strategy. The minimum cavity radius was taken as the length of the minor axis. The search was now carried for the pixels lying on the radial vector of length from minor axis to the major axis of the detected ellipse. The image pixels within the circular area of minimum cavity radius were not considered. This resulted in including papillary muscles within the LV cavity as recommended by American Society of Echocardiography. A similar approach was used in the long axis views. We use the directional gradient as presented in [13] .
For the cavity boundary, only positive intensity changes are identified along radial lines from center point. Again the threshold for gradient ( y ) was obtained automatically from the histogram statistics, coordinates and intensities of the pixels specified by the expert. The contour thus obtained was smoothed out by locally weighted scatter plot smoothing using least squares linear polynomial fitting. A span of i @ # percent was used to implement this standard MATLAB function. Further smoothing was carried out by fitting a spline through the data points with minimizing the maximum square distance between the data points. Figure 3 shows the result of radial gradient search in the first frame of a SAX sequence. 
III. MULTI FRAME GUIDED LOCAL SEARCH
A. Guided Local Search
Guided Local Search (GLS) is a general and compact optimization technique suitable for a wide range of combinatorial optimization problems. It was presented by Tsang et.al. for constraint satisfaction and combinatorial optimization problems in their work on GENET neural network project [22] . The method takes advantage of problem and search related information to guide the local search in a search space. Cost function of the problem is augmented to include a set of penalty terms. Local search is confined by the penalty terms and focusses attention on promising regions of the search space. Penalty terms which are derived from prior information about the problem, regularize the solutions generated by local search and also avoid trapping it in a local minima. Iterative calls are made to local search to minimize the modified cost function. The GLS approach for ill-posed problems is similar to other regularization methods including tabu search [23] . However, the competitiveness of GLS compared with other methods has been shown in [22] , along with its simplicity and wide applicability. 
In local search, the cost function k is minimized in number of successive iterations given a neighborhood N. A large number of search strategies have been reported in the literature including first improvement, greedy etc. On the other hand, GLS characterizes solutions by means of solution feature [22] .
is a property of solution that satisfies a constraint. A feature 
where M is the number of features defined over solutions, gives the degree up to which the solution featureV § is constrained. The regularization parameter represents the relative importance of the penalties with respect to solution cost and is used to control the influence of information on the search process.
The penalty terms are initialized to zero. When the local search settles on a local optimum, the penalty of the features associated with this local optimum is increased. This has the effect of changing the objective function and driving the search towards other candidate solutions. In a local minimum solution x r u , the penalty parameters are incremented for the features V y that maximize the utility expression:
where Q is the cost of of the feature
)
. The higher the cost of this feature, the greater is the utility of penalizing it. Again as per equation (10) more number of times a feature is penalized, the lower is the utility in penalizing it again.
In our problem, we have defined two sets of features for solutions viz. pixel gradient ( ) and pixel gradient direction ( s ), reflecting the contribution of gradient magnitude and direction respectively in the objective function. The presence of features is given by following indicator functions:
where h , the threshold was obtained from the histogram statistics. The constraints on the feature " s in terms of the angular value were imposed during the iterative search on the basis of curvature of the estimated contour segment.
B. Multi-frame GLS
We extend the neighborhood for the GLS in searching contour points by including candidate solutions from the adjacent frames. Currently the previous and next frame is considered. However this concept may be further extended to include window of frames centered around the frame under consideration. Assume the the image sequence contains " consecutive frames over a cardiac cycle where is the frame number and q ! i ( I % % p % j . First frame with q ! i is our base frame in which the contour is approximated through the points specified by the expert and subsequent regularization by radial search as discussed in section 2. Starting from the second frame, for each of the point We define the cost function for the local search as:
where
is the distance between the candidate boundary pixel 2 and the previous boundary pixel 2 n i identified on the contour. The initial point on the contour is chosen as the point having maximum gradient magnitude. The optimization of the cost function is carried out as:
The augmented cost function is determined according to the equation (10) , when the local search is trapped in local minima. The Multi-frame GLS was implemented as follows:
for frame number r = (2,3,....n); 2) initial candidate solution is chosen as a pixel on contour with maximum gradient ; 3) for 360 points on the contour starting from initial solution and 1 degree radially apart from each other; 4) All penalty values are initialized to 0; 5) steps 6-8 are repeated for 100 iterations; 6) local search is carried using
and equations (9-15); 7) for the features and { s exhibited in local optimum utility is computed as in equation (11); 8) both the features are penalized for maximum utility, penalty is increased by i ; 9) the best candidate solution is returned back
The search is carried for the entire neighborhood over adjacent frames, as formulated in equation (13) . This contributed towards temporal continuity for the dropouts of the current frame. The value ! Â # & % x § gave comparatively better results. In our implementation, fixed costs for the features were used. However one can work with variable costs to include the information gathered during iterative calls. The pixel coordinates were updated to reflect refinement of the contour of the current frame. This contour in turn is taken as initial contour for the next frame.
IV. RESULTS
The proposed methods for ellipse fitting, radial gradient and multi frame GLS were implemented in MATLAB 2006a on P-IV 2.1 GHz PC. of the multi frame GLS. The endocardial border estimation was done on more than y # video sequences of various standard echo views. The contour estimated by computer in each frame of every sequence was compared with that drawn by the expert. Table 1 shows the maximum and mean error in the various video sequences. 
V. CONCLUSION
The proposed method for semi automatic estimation of endocardial border of heart chambers in short axis and 2 chamber/ 4 chamber long axis echocardiographic sequences is based on ellipse fitting and subsequent radial search with gradient magnitude and direction. Further refinement includes the multi frame guided local search to incorporate the temporal information which effectively recovers the dropouts. The method requires user intervention only in the first frame of the sequence. The contour for each frame so obtained may be utilized for the determination of the cardiac parameters like, wall motion, area and for 3D visualization. Future work includes implementation of fast search algorithms and fine tuning of the regularization parameter and incorporating variable costs for the features chosen in implementation of the GLS algorithm.
