ABSTRACT In this paper, we introduce a cost-efficient framework that renders a realistic representation of a physical environment using panoramic videos. The framework includes the following main modules: 1) video capturing and stitching, 2) camera trajectory estimation in the panoramic video using computer vision techniques, and 3) generation of virtual experiences using annotations that are integrated into the panoramic video. To quantify the framework performance in terms of processing time, we conducted experiments in three different large environments using a 3.5GHz desktop computer for processing. We show that the proposed framework processing time is less than a minute per meter of the recorded path in the physical environment which is a significant reduction compared to traditional 3D modeling approaches. While the cost savings are substantial, the framework enables the users to explore the virtual environment only along the recorded paths. The proposed framework provides an opportunity to develop applications (e.g. simulation-based training) with limited budgets and still meet the requirement of a very accurate representation of the physical indoor environment.
I. INTRODUCTION
In this paper, we introduce a cost-efficient virtual environment generation framework using annotated panoramic videos and computer vision techniques. The virtual environments (VEs) are generated using two traditional approaches: computer-aided design (CAD) tools and automated 3D modeling. We will elaborate on each approach below.
A. COMPUTER-AIDED DESIGN TOOLS
The use of CAD tools (e.g. 3ds Max, Maya, and Blender) [1] to generate the virtual environments, require comprehensive skills of engineering, geometry, and computer graphics. In spite of the time-consuming and costly nature of using these CAD tools, they are used in cases the game developers have sufficient funding and need to generate new environments that do not necessarily reflect an existing physical environment.
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B. AUTOMATED 3D MODELING
to improve the efficiency of the CAD tools, automated 3D modeling has been introduced. We introduce two approaches that use RGB or RGB-D (D stands for ''depth'') images: 1) Use of RGB images. A batch of photos is captured from different angles. In the reconstruction phase, the coarse structural information is first inferred from images using structure-from-motion (SfM) [2] . It only contains the spatial information of some recognizable pixels detected by the feature extraction algorithm, such as SIFT [3] or ORB [4] . This is also known as sparse 3D reconstruction. Some recent implementations of SfM include COLMAP [5] , Theia [6] , OpenMVG [7] , VisualSFM [8] - [10] , Bundler [11, 12] , Multi-View Environment (MVE) [13] and Linear SFM [14] . The performance of these implementations is compared in [15] .
Since sparse 3D reconstruction is not sufficient to represent the reconstructed environment, it is refined using multi-view stereo (MVS) [16] functions that generate a dense reconstruction. As the end-to-end 3D reconstruction pipeline, COLMAP [17] and MVE [13] integrate the MVS functions. In addition, recent implementations include OpenMVS [18] , CMVS/PMVS [19] , and CMP-MVS. Then, 3D mesh models can be generated from dense reconstruction with Poisson surface reconstruction [20] , [21] .
2) Use of RGB-D data.RGB-D data can be captured with
an optical camera and a depth sensor. Instead of using a laser scanner, which is costly, one can use a Kinectstyle infrared depth sensor [22] , [23] . Similar solutions are also proposed in [24] , [25] .
The 3D models generated by the aforementioned approaches share the issues of completeness and complexity. The final 3D models can be incomplete due to the lack of some perspective or the limit of the detection range of the depth sensor. An incomplete 3D model can result in a very disturbing experience for users.
In this paper, we propose a cost-efficient framework to generate a virtual environment using panoramic videos that retain the realistic visual experience of a physical environment. To generate virtual environments that are compatible with model-based virtual objects, the camera trajectory is estimated using visual Simultaneous Localization and Mapping (vSLAM). While rendering the VE, panoramic video frames are rendered as the background which captures the exact appearance of the physical environment; virtual objects/annotations are superposed as foreground. A limitation of the proposed approach is that the users can experience the VE only along the recorded paths. While the two VE generation approaches presented above have important applications and have significant advantages (e.g. can represent nonrealistic VEs and users can experience the entire VE), the proposed approach is suitable for cost-constrained applications in which the VE needs to closely reflect the real physical environments. One such application is simulationbased training which occurs in real physical environments (e.g. indoor venues).
The rest of the paper is organized as follows. Section II overviews the system architecture of the proposed framework.
Section III introduces details of how to prepare the VE using panoramic videos. Section IV presents the camera trajectory estimation process and Section V documents the framework performance in terms of resource consumption and accuracy. Virtual experience generation is introduced in Section VI and Section VII concludes the paper.
II. ARCHITECTURE OVERVIEW
The proposed framework includes the following three modules ( Fig. 1): 1) Video capturing and stitching (Section III) which includes the following processes: a. the raw footage capturing process b. the video synchronization process c. the camera system calibration process d. the panoramic video stitching process 2) Camera trajectory estimation (Section IV) using a two-run SLAM algorithm 3) Virtual experience generation (Section VI) using annotations Details of each phase and its components are introduced in the following sections.
III. VIDEO CAPTURING AND STITCHING
A panoramic view covers a field-of-view (FOV) of 360 degrees horizontally. Normal consumer-level cameras can cover a FOV of 90 degrees; some specialized cameras with the fisheye lens can cover a FOV up to 180 degrees [26] . Since we cannot achieve the desired FOV with a single camera, we will use a multi-camera rig. Omnidirectional camera devices in the market can also fulfill the FOV requirement. They include 2-6 cameras and an onboard processor to stitch their FOV into a panoramic view [27] , [28] . We have not used these off-the-shelf devices since we wanted to keep the proposed framework compatible with arbitrary camera setup as well as have complete control over the processing phases. The camera rig used in the development of this work consists of 4 cameras (GoPro 3+ Silver) (each camera costs $111). All cameras are clamped in landscape orientation with a 3D camera case which we printed for $10. The adjacent cameras have a difference of 90 degrees in facing directions. It can be either handheld or mounted on a helmet. Fig. 2 shows the camera rig and its FOV coverage.
A. CAPTURING
To capture the environment, the recordings should be planned first to cover the most utilized path in the target building. The paths can be determined by the venue owner and/or building personnel. The camera rig should be positioned above the head and kept horizontally during the recording to capture the best horizontal view of the surroundings. If the camera rig is positioned lower, the recorder's body will be captured and block a significant portion of the panoramic view (shown as Fig. 3a) . Since the captured vertical FOV is 69.5 degrees (as shown in Fig. 2 ), for a 60-degree view camera we use for rendering the virtual environment, the maximum tilt angle of the camera rig while recording is about ±5 degrees. In the case the camera rig tilts more than this angle, there will be a part of the view rendered as black (shown as Fig. 3b ) because it's outside the captured FOV.
B. VIDEO SYNCHRONIZATION
The videos from different cameras are synchronized using the audio data captured with the video. During the first several seconds of the videos, we record a synthetic sound, like a beep, or a natural sound, like a clap.
The offset of start time can be calculated from the audio's cross-correlation. The audio data recorded in the video is usually 48000 samples per second. With a frame rate of 30 fps, the tolerance of frame synchronization is 1/30 seconds, which is much bigger than the sampling interval of audio data.
First, it fetches the audio samples in the first 10 seconds from each video using the FFMPEG library. Then the audio samples from one video will be used as a reference. The audio samples from every other video will be compared with the reference in similarity using cross-correlation. The time shift between the corresponding video to the referenced video is calculated as in (1) . Then synchronized frames can be retrieved from the videos according to these time shifts.
where A 0 the signal of referenced audio samples; A i the signal of i-th video audio samples; R the audio sampling rate (48 kHz).
C. CAMERA CALIBRATION
Optical distortion is ubiquitous for a camera with one or more optical lenses. Typically, the distortion is described as ''barrel distortion'' for cameras with a big field of view (compared against telescope lens) [29] . Due to the nature of the lens shape and the planar shape of the sensor array, a wider FOV is captured in a unit area on the image, if it's farther from the center of the image. That is, the view looks ''squeezed'' at the edge of the image compared to the central area. This distortion is very noticeable for the fisheye or wide-angle cameras, including the camera setup shown in Fig. 2 . Fig. 4 shows an example of this distortion with GoPro camera used in the proposed framework. The original image printed on the paper is shown in Fig. 5 . The camera rig calibration parameters describe the fundamental characteristics of each camera (intrinsic calibration) and the relative positions between cameras (inter-camera extrinsic calibration).
Intrinsic calibration is parameterized with a camera model to describe how a 3D point in camera coordinate system projects on the 2D image coordinate system. Depending on the setup of camera lens and sensors, different camera models can be used. To keep the universality of this calibration process, we adapted the calibration with Scaramuzza's camera model [30] , which is adaptive to many different camera setups, such as perspective, fisheye, and catadioptric cameras.
Inter-camera extrinsic calibration parameters describe how cameras are relatively positioned to each other in the camera rig. This needs to be done after the intrinsic calibration of each individual camera. Similar to [31] , it requires adjacent cameras to take some frames of the same Chessboard at the same time. So that the relative poses of both cameras can be estimated; further, the relative poses to the camera rig center can be derived. However, with the regular chessboard used in [30] , the entire board needs to be captured to extract the corners, which is not feasible if the cameras don't share a wide FOV. Thus, a chessboard with ArUco markers (known as Charuco-board, shown in Fig. 5 ), implemented in OpenCV, was used instead. So that board corners can be extracted from the partially captured board. The calibration process was implemented in C++ for fast computation. OpenCV library was used for corner extraction from Charuco-board; Google Ceres library was used for optimizing the calibration parameters. The input can be either unsynchronized individual videos or synchronized frames. The calibration follows the subsequent steps as shown in Fig. 6 .
1) Synchronize the input videos in time.
2) The sampled frames are used for individual camera calibration with the Scaramuzza's camera model. The intrinsic parameters of each camera and the extrinsic parameters of each sampled frame are estimated and collected. 3) Using the extrinsic parameters, the relative pose between adjacent cameras can be derived. Denoting this relative pose as a link between them, as long as all cameras are connected by one or more links, the pose of each camera relative to the camera rig center can be initialized. Then it will be further globally optimized by minimizing the error between observations and reprojections.
D. PANORAMIC VIDEO STITCHING
The panoramic video is generated by merging raw footage from individual cameras into a single video. The essence of panoramic stitching is a remapping of pixels from individual video frames to the panoramic video frames. There are two strategies used commonly in video stitching.
1) Feature-based stitching: The relative mapping between adjacent cameras is determined based on the distinct visual features detected in their overlapping area. 2) Calibration-based stitching: The mapping is defined by the inter-camera extrinsic parameters which describe the relative pose of each camera in the camera system.
As the camera rig calibration parameters are known in the calibration process, we adopt a calibration-based strategy. Fig. 7 shows the flowchart of this video stitching process. The pixel mapping is calculated through a 3D projection as shown in Fig. 8 . The camera rig is assumed at the center of a spherical screen with the radius of infinity (very large compared to the camera rig size). The output frame is warped on the spherical screen using an equirectangular projection. Then each pixel in the output frame can be projected onto the input frames using the camera rig calibration parameters. With this pixel mapping between the input and output frames, the pixel values in each set of synchronized frames can be assigned and blended on the output frame.
To speed up the panoramic video generation, a weighted and tile-based mapping from the panoramic video to the raw footage is calculated first. The tiles are evenly distributed in the panoramic frame. Only the vertices of the tiles are mapped into the individual video frame using the equirectangular projection. The internal pixels of each tile are linearly mapped based on the projected corners.
IV. CAMERA TRAJECTORY ESTIMATION
The panoramic video can only provide the visual feedback of a walkthrough in the environment. In order to enable it for virtual reality applications, the camera pose of each frame should be directly or indirectly provided. It can be used as the user's current position in the virtual environment. The virtual objects placed in the virtual environment can also be rendered based on the relative pose to the camera pose of the current frame. Thus, estimating camera trajectory is an essential part to generate a virtual environment using a panoramic video. In the proposed framework, we used an existed Simultaneous Localization and Mapping (SLAM) implementation as the basis of the camera trajectory estimation process.
A. SLAM BACKGROUND
SLAM is a computational problem defined in robotics as constructing a map of an unknown environment while simultaneously tracking the locations of an agent (robot or human) within it [32] . Visual SLAM (vSLAM) refers to the solutions using only cameras as the input sensors, including the RGB camera with/without depth sensor. Since consumer-level depth sensors have a limited detection range and advanced depth sensors are very expensive compared to RGB cameras, we only investigated vSLAM solutions implemented using RGB cameras. vSLAM has attracted more attention than the others in recent years. One reason is that camera sensors become much cheaper and more portable, which makes it possible for some specific applications, such as autonomous drones [33] .
The authors in [34] surveyed the state-of-art vSLAM algorithms from 2010 to 2016. They categorize vSLAM algorithms into feature-based methods and direct methods. Feature-based vSLAM extracts feature points from the images and matches them with other images and maps points to estimate its geometry. Since those features are sparsely distributed in the images, the map is also in a form of sparse representation. Thus, feature-based vSLAM is also called sparse vSLAM. MonoSLAM [35] is the first monocular visual SLAM. It estimates camera poses and maps points at the same time using the extended Kalman filter. Small image patches are used as features. MonoSLAM suffers from the computation cost proportional to the size of the map. PTAM [36] introduced the framework to solve this problem with the graph-based map. It also splits the computation into tracking and mapping. So that they can be processed in two different threads. Later, ORB-SLAM [37] extends the framework proposed in PTAM as the integration of ORB feature extraction [4] , bundle adjustment [38] and loop closing [39] , [40] .
On the other hand, direct vSLAM uses pixel intensity instead of extracted features. The resulting map is much denser than the sparse vSLAM. DTAM [41] estimates the camera's pose by comparing the input image with the synthetic view images generated from the map. Due to the vast computation required for DTAM, it was implemented on GPU for real-time performance. LSD-SLAM [42] extends the concepts of SVO [43] , which only tracks and reconstructs the area with enough intensity gradient. Additionally, it integrates the loop closing and pose-graph optimization. DSO [44] shows a very promising performance compared to SVO. It requires both geometric and photometric calibration to suppress the accumulated error. Further, LDSO [45] extends DSO to a monocular vSLAM with loop closing and posegraph optimization.
Taking into consideration performance and accuracy with a custom dataset, MultiCol-SLAM, a multi-camera extension [46] of ORB-SLAM, is selected for video trajectory estimation. There are four states defined in ORB-SLAM -NOT_INITIALIZED, INITIALIZING, TRACKING, and LOST. The first state is NOT_INTIALIZED: camera's location and map are both unknown. Once the first two frames are provided, it transitions into INITIALIZING state and generates the initial map by estimating the essential matrix between the frames. When the map is established, it transitions to TRACKING state, in which new image frames will be tracked in the map, then an incremental part of the map is estimated from the new observations. The tracking and mapping are performed alternatively so that the map and camera track can expand simultaneously. The updated map will be optimized H. Dong, A. Ganz: Cost Efficient VE Generation Framework Using Annotated Panoramic Videos using bundle adjustment [38] to minimize the reprojection error. If the new frame cannot be tracked in the local map, it will be flagged as LOST.
B. TOW-RUN SLAM BASED ESTIMATION
In the proposed framework, there are two runs of the SLAM process (see Fig. 9 ). The first one is to generate the map (or point cloud) with a lower sampling frame rate using the same flow like the original algorithm. The second run skips the initialization and directly uses the map generated by the first run. Since the pose of the current frame is unknown after loading, it's marked as LOST so that relocalization will be performed. Once the camera pose of a frame is estimated, it is recorded into the video trajectory with the frame index.
V. PERFORMANCE ANALYSIS
In this section, we introduce the framework performance in terms of processing time, resource consumption and accuracy. To test the performance of the virtual environment generation process, we selected three large environments (see Fig. 10 ): Campus Center/Student Union at the University of Massachusetts Amherst (UMASS), Whitmore Administration Building at UMASS, and Boston North Station. The recording paths in all three environments are shown in Fig. 10 . The details of each testing environment and the lengths of recording paths are presented in Table 1 . All recordings are captured at a resolution of 1920 × 1080 and frame rate of 60 fps. All videos were processed on a desktop computer with specifications provided in Table 2 .
In the following subsections, we introduce the performance of the video stitching process (Subsection A), the performance of the camera trajectory estimation process (Subsection B) and the projection accuracy (Subsection C). Table 3 shows the parameters used in the video stitching process. The stitching processing time and resource usage are shown in Table 4 . The stitching time and the stitched video's file size are proportional to the length of the recording path. GPU acceleration can speed up this process.
A. PERFORMANCE OF VIDEO STITCHING PROCESS

B. PERFORMANCE OF CAMERA TRAJECTORY ESTIMATION PROCESS
Using the recordings presented above and the same computer, Table 5 displays the processing time and computational resources consumed in the trajectory estimation process. As expected, the processing time and storage usage are proportional to the length of the recorded path. The peak RAM usage depends on the length of the longest piece of the recording.
We note that the combined processing time of the video stitching and the camera trajectory estimation processes amounts to less than 1 minute per meter of the recorded path. For example, in the Campus Center, the recorded path is 195 meters and the combined processing time is 149 minutes. This processing time can be decreased by processing the videos in the cloud and/or using a GPU.
C. PROJECTION ACCURACY
The accuracy of projecting a virtual object in the video-based virtual environment is measured by a new metric -projection angular error, which is the angular error between the overlaid position and the position it's supposed to be rendered. This metric is a function of the perspective distortion and display settings.
As shown in Fig. 11 , when the camera pose is estimated correctly (or within a small error) at Frame 1, the virtual object's position projected in the view camera's FOV is aligned with the landmark shown in the panoramic frame. Yet, if the camera pose estimation is erroneous like Frame 2, the projected position will have a displacement from the landmark on the frame. The observed angle in degrees is defined as the projection angular error.
To have a better understanding of the angular metric from a human perspective, the following facts are given:
• An apple 8 meters away resides within a 1 • by 1 • area in FOV.
• A single door 8 meters away resides within 14
The testing environment is the Campus Center/Student Union mentioned above with 10 landmarks selected along the recording path (see Fig. 12 ). Using these landmarks, we manually labeled the position of the landmarks on each frame as the ground truth. The projected position is calculated automatically from the landmark's relative position to the camera pose in each frame. Fig. 13 shows the average and min/max values of the projection angular error for each landmark.
We categorized these landmarks into three groups based on their projection angular errors in all rendered frames. Fig. 14 shows the detailed projection angular error for some landmarks as examples. Category 1. The error is small (less than 1 degree) in all rendered frames. This applies to landmarks 7, 8, 9 and 10. The projection angular error of landmark 7 is shown in Fig. 14a . These landmarks are located in an open area and over 5 meters away from the camera at any time. The measured error coincides with the level of rotation accuracy (0.5-1.5 degrees) reported by the author of MultiCol-SLAM [46] . Category 2. The average error is larger than the first category but less than 2.5 degrees. Along with the video playback, it shows an increasing trend in the first half of the frames and a decreasing trend in the second half. This applies to landmarks 2,4,5, and 6. Fig. 14b shows the projection angular error of landmark 2. These landmarks are located on the sidewall of a 3-meter wide corridor. When the camera is passing these landmarks, the distance will first reduce and then increase. While the landmark gets closer to the camera, the angular projection error becomes sensitive to both the rotation error and translation error from trajectory estimation. For example, if the user uses a 16:9 display with 60-degree FOV, the virtual object will not be outside of an area centered at the landmark's position, which is less than 0.5% of the entire display.
Category 3. The average error is similar to the second category. But the error has some rapid irregular changes during the playback. The error is considerably large in a certain range of frames. Fig. 14c and Fig. 14d show the projection angular error of landmarks 1 and 3 respectively. Both landmarks are located in a part of the corridor with long segments of blank white walls and poor lighting. This is a very harsh environment for vSLAM. For landmark 1, there is a one-second-long piece of camera trajectory estimated with a noticeable error of elevation (vertical translation). It causes the large projection angular error in frames from 22 to 46. For landmark 3, there is a 2.6-second period in which no camera pose of any frame is successfully estimated. For these frames, the camera pose is interpolated from the previous and next located frames. The rapid change of errors in frames 89 to 165 is introduced by the error between the interpolated camera pose and the actual camera pose. In summary, we observe that in both Categories 2 and 3 the projection accuracy error increases as the distance to the landmark decreases. Moreover, in Category 3 the environment includes fewer features than in Category 2 so we note that the projection accuracy is less than in Category 2. Therefore, we conclude that the projection accuracy is a function of the distance and the environment features.
VI. GENERATION OF VIRTUAL EXPERIENCES
With the game world material (panoramic video) introduced in Section III and the camera trajectory described in Section IV, the virtual environment can support virtual object annotation. The annotations' position and contents depend on the application. The annotated virtual environment is rendered on the user's display with a background of the panoramic video playback and virtual objects as foreground. This section introduces the components used in generating the virtual experience.
A. BASIC RENDERING MODULE
To immerse the user in the virtual environment, two modules are added to the simple video playback: the view stabilizer and the annotation overlay. Fig. 15 shows the setup of rendering components in Unity. Similar to panoramic video generation, the frame is warped to a spherical screen with a view camera at its center. The camera can freely rotate in the user's control by pressing ''A/D'' keys. For movement, when the user is roughly looking at the recording direction (or opposite direction), move forward/backward can be triggered by pressing ''W/S'' keys. Then the video will be played in the corresponding direction. When the user clicks on an annotation rendered in the virtual environment, the annotation content will be displayed in a popup panel at the bottomleft corner. Fig. 16 shows screenshots of some possible annotations in the UMASS Campus Center/Student Union. The details of annotation rendering and annotation editing are introduced in Subsection C.
B. VIEW STABILIZATION
The first module added to the panoramic playback is the view stabilizer. As the camera rig is handheld or mounted on the helmet, shaking is inevitable which can cause the user to experience motion sickness. When the object is not close to the camera, the rapid changes in rotation introduce more view changes and motion blur than changes in displacement. This is because the object's displacement in the frame is proportional to its change of incident angle to the camera lens. To stabilize the user's visual feedback, the orientation change caused by shaking is eliminated in real-time during the rendering.
In order to remove the rotation changes in the video, the camera rig's orientation in each frame is applied to the spherical screen. The scene captured in the frame appears to be stationary in orientation to the coordinate system of the game world. For any frame, if the camera rig is not aligned with the environment, the captured contents will reflect the relative orientation. This relative orientation will be included in the camera trajectory. By applying the same amount of relative orientation to the spherical screen, the view camera will align with the captured environment.
C. ANNOTATION OVERLAY
The virtual experiences can be annotated with text or custom models specific to the training domain (e.g. indoor navigation, disaster response).
Each annotation is defined by the following information: verbal information (name and description), geo-referencing information (location and orientation), and rendering information (pre-scripted model). The verbal information is used FIGURE 18. Sequence of screenshots to annotate a landmark in the virtual environment using text. VOLUME 7, 2019 FIGURE 19. Sequence of screenshots to annotate a landmark in the virtual environment using AssetBundle.
for identifying the annotation. Geo-referencing information holds the location of the annotation and additional orientation if a custom model is used. Rendering information stores all information about the custom model. To support the use of a custom model with animations, the framework leverages the asset management of the Game Development Engine. Currently, the AssetBundle from Unity game engine is used to hold the model data. We edit and bundle all models that we want to use in the new virtual environment in a new Unity project. The framework enables the import of AssetBundle files. We select the appropriate models during the annotation editing process.
For adding a new annotation to the virtual environment, we enter the verbal information using the keyboard and select the 3D model to annotate (or default marker if none is selected). As illustrated in Fig. 17 , to define the annotation location in the virtual environment we mark two different frames. These frames define two vectors from the camera positions, which will be used for triangulating the annotation's location in the environment. After the location is determined, the orientation and scale can be adjusted to fit the custom model in the virtual environment.
To render an annotation on a frame, its relative pose to the camera pose of the current frame is calculated based on its geo-referencing information. Then the 3D model is superposed accordingly around the camera view. As noticed, this relative pose needs to be updated for every frame to render it so that the annotation can appear as stationary to the environment while the camera is moving. Fig. 18 shows a sequence of screenshots that represents the annotation process of a landmark in the virtual environment. We press the ''E'' key to bring up the annotation editing panel (shown in Fig. 18a) . After entering the name and the details of the landmark, he/she can click ''Edit Landmark Location'' to define its location which defined in two steps (shown in Fig. 18b and 18c) . By clicking the ''Confirm'' button, the annotation will be created, and the default model will be rendered as being overlaid on the landmark. When all annotations are created, we press the ''ESC'' key to bring up the pause menu and save the contents on Azure storage.
As shown in Fig. 19 , in addition to text annotation described above, our annotation module also supports the selection of pre-script models stored in an AssetBundle file. We enter the name and details of the landmark (Fig. 19a) and select an AssetBundle file through a file browser window (Fig. 19b) . The dropdown list will show all available models stored in this AssetBundle file. Once we select the model and define its location in the virtual environment, we need to set the model's orientation (Fig. 19c) and scale (Fig. 19d) .
VII. CONCLUSION
In this paper, we introduced a cost-efficient framework that generates a virtual indoor environment using panoramic videos and computer vision techniques. The proposed framework requires less skilled developers and significantly reduces the development time compared to the model-based virtual environment generation process. On the downside, the proposed framework does not provide full freedom of movements to users in the virtual environment compared to the model-based virtual environment, since the users can explore the environment only along the recorded paths. However, the proposed framework provides an opportunity to develop applications (e.g. simulation-based training) with limited budgets and still meet the requirement of a very accurate representation of the physical indoor environment.
