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Resumen: El clustering de pa´ginas web facilita, entre otras tareas, la valoracio´n y
bu´squeda de resultados de un buscador de pa´ginas web. Uno de los aspectos clave del
proceso de clustering es la funcio´n de peso que se aplica a los rasgos seleccionados
para representar dichas pa´ginas. Este art´ıculo presenta la evaluacio´n de los resultados
de un algoritmo de clustering de particio´n sobre una coleccio´n de referencia de
pa´ginas web, utilizando siete funciones de peso distintas y dos tipos de reduccio´n
de rasgos. Se han comparado cinco funciones bien conocidas, basadas u´nicamente
en el contenido textual de las pa´ginas web, con otras dos funciones de peso basadas
en una combinacio´n heur´ıstica de criterios, entre los que destaca la utilizacio´n de
la informacio´n de las anotaciones HTML. Estas dos u´ltimas han sido propuestas,
por parte de uno de los autores, en trabajos anteriores. Se ha comprobado que los
mejores resultados se obtienen con la funcio´n que combina en forma borrosa este
tipo de criterios.
Palabras clave: clustering de pa´ginas web, funciones de peso, representacio´n de
pa´ginas web, combinacio´n borrosa de criterios
Abstract: Web page clustering can help in the evaluation and search of the results
of search engines, among other things. The different term weighting functions applied
to the selected features to represent web pages is a main aspect in clustering task. In
this paper, seven different term weighting functions are evaluated by means of the
results of a partitioning clustering algorithm, with a reference web page collection.
In addition, two feature reduction methods are applied. Five of them are well-known
term weighting functions from text content analysis; the other two are based on a
heuristic criteria combination, which consider HTML mark-up information. These
two representations have been proposed in previous works by one of the authors. We
have verified that the best results are obtained when the term weighting function
based on a fuzzy criteria combination is used.
Keywords: web page clustering, term weighting functions, web page representation,
Fuzzy Combination of criteria
1. Introduccio´n
Internet se ha convertido en una enorme
fuente de informacio´n y su utilidad depen-
dera´ de la habilidad de las herramientas de
extraccio´n y recuperacio´n de informacio´n,
as´ı como de la posibilidad de descubrir rela-
ciones, anteriormente desconocidas, entre los
datos de la web ((Zhongmei y Ben, 2003),
(Jiayun, 2004), (Iavernaro, 2004)).
El acceso a la informacio´n web se realiza
principalmente mediante motores de bu´sque-
da y directorios web tema´ticos. En (Gon-
zalo, 2004) se plantea que usar un motor
de bu´squeda tipo google funciona bien cuan-
do buscamos informacio´n como pa´ginas per-
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sonales o sitios correspondientes a institu-
ciones, corporaciones o eventos. Sin embar-
go, si queremos encontrar un formulario par-
ticular de una institucio´n, explorar de ma-
nera transversal, este modelo presenta algu-
nas limitaciones. La lista ordenada que se nos
devuelve no esta´ conceptualmente organiza-
da, ni relaciona informacio´n extra´ıda de dife-
rentes pa´ginas. Sin embargo, hay otros bus-
cadores, como Vivisimo, que adema´s de la
lista de documentos relevantes, presenta la
jerarqu´ıa de clusters asociada. En el caso de
los directorios web, los documentos se presen-
tan clasificados en taxonomı´as y la bu´squeda
se fundamenta en dicha estructuracio´n.
En este contexto, te´cnicas de clustering de
documentos son muy u´tiles ya que se pueden
aplicar a tareas como: agrupacio´n automa´tica
previa y posterior a la bu´squeda, bu´squedas
por similitud, visualizacio´n de los resulta-
dos de una bu´squeda de manera estructurada
((Good, 1958), (Fairthorne, 1961) y (Need-
ham, 1961)).
En cualquier proceso de clustering hay
dos aspectos clave: el propio algoritmo y la
funcio´n de peso aplicada en la seleccio´n de
rasgos de las pa´ginas. En este trabajo se
evalu´a, para un algoritmo conocido concreto,
la adaptacio´n de siete funciones de peso di-
ferentes, aplicando dos me´todos de reduccio´n
del nu´mero de rasgos. Se trata de comprobar
si, usando informacio´n extra´ıda del etiqueta-
do HTML como parte de la representacio´n
de una pa´gina web, se mejoran los resulta-
dos del clustering frente a funciones cla´sicas
en el a´mbito del clustering de textos planos.
Cinco de las funciones para calcular el peso
se basan u´nicamente en el contenido textual
de la pa´gina web, y otras dos funciones tienen
en cuenta adema´s del texto, la informacio´n de
las etiquetas HTML (e´nfasis y las etiquetas
de t´ıtulo title) y la posicio´n de los rasgos. La
experimentacio´n se realiza sobre una colec-
cio´n de referencia para evaluar clustering de
pa´ginas web.
El resto del art´ıculo se organiza como
sigue: en la seccio´n 2 se resumen las princi-
pales aproximaciones existentes en la repre-
sentacio´n de pa´ginas web. La seccio´n 3 mues-
tra las diferentes funciones de peso que hemos
estudiado. En la seccio´n 4 se describe la colec-
cio´n usada para la evaluacio´n. La seccio´n 5
presenta los dos tipos de reduccio´n de rasgos,
los experimentos, el algoritmo de clustering,
el me´todo de evaluacio´n y los resultados. Por
u´ltimo, la seccio´n 6 incluye las conclusiones.
2. Representacio´n de pa´ginas web
La representacio´n de pa´ginas web var´ıa
en funcio´n de los elementos de la pa´gina
que se tengan en cuenta: texto plano, texto
enriquecido con etiquetas HTML, meta-
contenidos, enlaces, texto asociado a enlaces
. . .
Inicialmente, para la representacio´n de
pa´ginas web se aplicaron directamente las
mismas te´cnicas que se aplicaban a los textos.
Estas representaciones se incluir´ıan dentro
de la representacio´n por contenido, que no
tienen en cuenta ni la estructura ni la
topolog´ıa del documento.
Posteriormente, se introdujeron elementos
propios de la web en la representacio´n, co-
mo los hiperenlaces e informacio´n asociada a
las estructuras de grafo que forman ((Getoor,
2003), (Glover et al., 2002), (Chakrabarti,
2002), (Asirvatham y Ravi, 2001) y (Lu y
Getoor, 2003)) combinando informacio´n in-
terna de la pa´gina con informacio´n presente
en otras pa´ginas que apuntan a ella (au-
thorities) o apuntadas por ella (hubs), y
las propias URLs (Merkl, 1998). Estas son
las ideas que subyacen en los algoritmos
PageRank (Brin y Page, 1998) que usa google
y (Barfourosh et al., 2002). Estas representa-
ciones, denominadas por contexto, tambie´n
analizan componentes multimedia ((Gugliel-
mo y Rowe, 1996), (Harmadas, Sanderson,
y Dunlop, 1997) y (Srihari, 1995)) o meta-
etiquetas. Sin embargo, en (Pierre, 2001) se
muestra que el porcentaje de pa´ginas web
que contienen meta-etiquetas no es superior
al 30%.
De este modo, cabr´ıa esperar que el coste
relativo de introducir informacio´n de contex-
to frente a considerar u´nicamente informa-
cio´n contenida en la pa´gina, resultara´ cada
vez ma´s alto segu´n siga creciendo la Web. As´ı,
el hecho de mejorar las representaciones que
no requieran informacio´n externa a la propia
pa´gina podr´ıa tener gran intere´s.
3. Funciones de peso
Las pa´ginas web se han representado
usando el modelo de espacio vectorial (Salton
y McGill, 1983). En este modelo, cada pa´gina
web se representa mediante un vector, donde
cada componente representa el peso de un
rasgo de la coleccio´n en la pa´gina. Por
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tanto, usando diferentes funciones de peso,
se obtendra´n diferentes representaciones.
En primer lugar, usamos cinco funciones
de peso bien conocidas, basadas u´nicamente
en el texto plano de las pa´ginas web.
Binaria (Binary, B): el peso es un valor
binario {0,1} en funcio´n de si el rasgo
aparece o no en el documento.
Frecuencia del Te´rmino (Term Fre-
quency, TF): cada rasgo tiene una
importancia proporcional al nu´mero de veces
que aparece en el documento (Luhn, 1957).
Frecuencia Inversa del Documento
Binaria (Binary Inverse Document
Frequency, BinIDF): la importancia de un
rasgo, si aparece en un documento, es inversa-
mente proporcional al nu´mero de documentos
que lo contienen; el factor IDF de un te´rmino
t es: IDF (t) = log Ndf(t) y el peso del te´rmino
en BinIDF es: W (d, t) = B(d, t) × IDF (t),
donde B(d, t) = {0, 1}.
TF-IDF: La combinacio´n de pesos de un
te´rmino t en un documento d viene dada
por: W (d, t) = TF (d, t) × IDF (t) (Salton y
Yang, 1973).
WIDF: es una extensio´n de IDF que
incorpora la frecuencia del te´rmi-
no sobre la coleccio´n de documentos:
WIDF (d, t) = TF (d, t)
∑
i∈D TF (i, t)
(Salton, 1988).
Adema´s, usamos dos funciones heur´ısticas
que combinan varios criterios, entre los que
destaca utilizar informacio´n de las anotacio-
nes HTML de enfatizado y t´ıtulo, que pueden
reflejar la importancia que da el autor a
determinadas partes del contenido. Estas
dos representaciones son: la combinacio´n
anal´ıtica de criterios (Analytic Combination
of Criteria, ACC) (Fresno y Ribeiro, 2004)
y la combinacio´n borrosa de criterios (Fuzzy
Combination of Criteria, FCC) (Ribeiro et
al., 2002), que se describen a continuacio´n.
3.1. Combinacio´n Anal´ıtica de
Criterios (ACC)
La funcio´n de peso ACC combina lineal-
mente criterios segu´n las siguientes funciones:
Funcio´n de frecuencia de una palabra





donde nf (i) es el nu´mero de ocurrencias
de la palabra i en la pa´gina y Ntot es el
nu´mero total de palabras de la pa´gina web.
Se normaliza la funcio´n usando
∑k
1 ff (i) = 1,
donde k es el nu´mero de palabras diferentes
en el documento.






donde nt(i) y Ntit son el nu´mero de ocu-
rrencias de una palabra i en el t´ıtulo y
el nu´mero total de palabras en el t´ıtulo,
respectivamente. Se normaliza mediante∑k
1 ft(i) = 1, siendo k el nu´mero de palabras
diferentes en el t´ıtulo.





donde ne(i) y Nemph son el nu´mero de veces
que una palabra se ha enfatizado en el
documento y el nu´mero total de palabras
enfatizadas, normalizando
∑k
1 fe(i) = 1.
Funcio´n de posicio´n:
Para cuantificar el criterio de la posicio´n, la
pa´gina web se divide en 4 partes iguales.
Siendo ntot(i) = n1,4(i) + n2,3(i), y n1,4(i)
y n2,3(i) el nu´mero de veces que el te´rmino
i aparece en la partes primera y u´ltima,






Esta expresio´n es una particularizacio´n de
una expresio´n ma´s general (Fresno y Ribeiro,
2004). Finalmente, la combinacio´n de estos
criterios para cada rasgo i en la funcio´n
de peso ACC, viene dada por la siguiente
funcio´n de relevancia, particularizada en la
seccion 5:
ri = C1ff (i) + C2ft(i) + C3fe(i) + C4fp(i)
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3.2. Combinacio´n Borrosa de
Criterios (FFC)
La funcio´n de peso FCC combina los
criterios usando un sistema de reglas borroso
para la asignacio´n y combinacio´n de pesos.
Las variables lingu¨´ısticas del sistema bo-
rroso son: text-frequency etiquetadas como
“Low”, “Medium” y “High”; title-frequency
con etiquetas “Low” y “High”; emphasis
con “Low”, “Medium” y “High‘”; y global-
position.
Con el fin de hacer las reglas borrosas
independientes del taman˜o del documento,
las entradas de text-frequency, title-frequency
y emphasis, se normalizan con la frecuencia
mayor en cada criterio. Por ello, las ecua-
ciones (1), (2) y (3), que servira´n como fun-
cio´n de entrada a las variables lingu¨´ısticas,
se modificar´ıan haciendo el denominador el
nu´mero ma´ximo, en lugar del total.
Con respecto al criterio “posicio´n”, la va-
riable global-position se calcula a partir de un
sistema borroso auxiliar. Este sistema tiene
como entrada la variable line-position y co-
mo salida la variable global-position, etique-
tadas como “Standard” y “Preferential”. El
valor de la salida se calcula desde las diferen-
tes posiciones en las que aparece el rasgo.
Como salida del mo´dulo borroso so´lo hay
una variable por cada rasgo de la pa´gina:
relevance, etiquetada como “NonRelevant”,
“LowRelevant”, “MediumRelevant”, “High-
Relevant” y “VeryRelevant”. El motor de in-
ferencia esta´ basado en el algoritmo Centro
de Masas (COM), que pesa la salida de ca-
da regla contra el grado de verdad de cada
antecedente. El conjunto de reglas y la expli-
cacio´n de los detalles del mo´dulo borroso se
puede encontrar en (Ribeiro et al., 2002).
El establecimiento de las reglas se basa en
las siguientes consideraciones:
1. Una pa´gina web puede tener palabras no
enfatizadas.
2. Una palabra que aparezca en el t´ıtu-
lo no siempre es relevante (el t´ıtulo
puede haber sido generado de forma au-
toma´tica por un editor HTML).
3. En general, con pa´ginas ma´s largas tiene
ma´s peso el criterio de la posicio´n que en
pa´ginas ma´s cortas.
4. Una palabra con una frecuencia alta en
una pa´gina, podr´ıa significar que e´sta es
de propo´sito general y, por consiguiente,
no ayudar´ıa a discriminar.
4. Coleccio´n de pa´ginas web:
BankSearch
Con el fin de evaluar el resultado del
clustering con las diferentes funciones de peso
y los dos tipos de reducciones, se ha utilizado
la coleccio´n BankSearch (Sinka y Corne,
2002). Esta coleccio´n esta´ formada por 11.000
pa´ginas web en ingle´s preclasificadas en 11
categor´ıas del mismo taman˜o. Fue recopilada
y clasificada con el propo´sito de ser utilizada
como una coleccio´n de referencia para evaluar
clustering de pa´ginas web.
Para los experimentos se han considerado
10 categor´ıas principales. Las tres primeras
pertenecen al tema general “Bancos & Fi-
nanzas”: Bancos Comerciales (A), Sociedades
de Cre´dito Hipotecario (B) y Asegurado-
ras (C). Las tres siguientes se refieren al
tema “Lenguajes de Programacio´n”: Java
(D), C/C++ (E) y Visual Basic (D). Las
dos siguientes corresponden a “Ciencia”: As-
tronomı´a (G) y Biolog´ıa (H). Por u´ltimo,
las dos restantes corresponden al tema “De-
portes”: Fu´tbol (I) y Deportes de Motor (J).
Para representar cada pa´gina so´lo se han
considerado rasgos de longitud no superior
a 30 caracteres. El preproceso consto´ de las
siguientes fases:
1. Lematizar el contenido.
2. Eliminar las palabras de una lista de pa-
labras vac´ıas de contenido (art´ıculos, deter-
minantes, . . . ) que normalmente se utiliza en
Recuperacio´n de Informacio´n.
3. Eliminar aquellos rasgos que so´lo aparec´ıan
una vez en la coleccio´n.
4. Contar el nu´mero de veces que cada rasgo
aparece en cada pa´gina web y el nu´mero de
pa´ginas en las que aparece cada rasgo.
5. Registrar la posicio´n de cada rasgo en cada
pa´gina web y si aparece o no en elementos
HTML de enfatizado. Esta informacio´n es
necesaria para las funciones ACC y FCC.
5. Experimentos
Se ha realizado el clustering de la coleccio´n
descrita con las siete funciones de peso y
con dos tipos de reduccio´n de rasgos. Los
coeficientes para la combinacio´n lineal de la
representacio´n ACC se han estimado en base
a una investigacio´n previa (Fresno y Ribeiro,
2004) sobre la influencia de cada criterio
en la representacio´n. Esta investigacio´n se
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llevo´ a cabo con una coleccio´n de pa´ginas
web diferente de la coleccio´n empleada en
este trabajo. Como resultado, se estimaron
los siguientes coeficientes en la combinacio´n
lineal de criterios: C1 (Frequency) 0.30,
C2 (Title) 0.15, C3 (Emphasis) 0.25, C4,
(Position) 0.30.
5.1. Reduccio´n de Rasgos
La dimensio´n, es decir, el nu´mero de
rasgos de la representacio´n de una coleccio´n
de pa´ginas web es un aspecto cr´ıtico. En estos
experimentos se han realizado dos tipos de
reduccio´n de rasgos:
1. Reduccio´n “Min-Max”: so´lo los rasgos
que aparezcan ma´s de FFmin veces en
ma´s de DFmin pa´ginas web, y menos
de FFmax veces en menos de DFmax
pa´ginas son seleccionados. Se trata de
una variacio´n sobre la reduccio´n cla´sica
Document Frecuency (Sebastiani, 2002).
2. Reduccio´n “PF”: las propias funciones
de peso se han usado como me´todo de
reduccio´n. Por lo tanto, se seleccionan
losN rasgos ma´s relevantes (aquellos con
mayor valor de funcio´n) de cada pa´gina
web. En este caso, se ha podido aplicar
esta reduccio´n para todas las funciones
de peso, excepto para la funcio´n Binaria
(B).
Con el fin de obtener diferentes magni-
tudes de reduccio´n, y probar la calidad de las
representaciones para tareas de clustering, se
han probado diferentes valores para las vari-
ables FFmin, DFmin, FFmax, DFmax, y
N . As´ı, el nu´mero ma´ximo de rasgos es de un
orden de magnitud menor que el nu´mero de
rasgos inicial.
Es importante destacar que las representa-
ciones B, TF, ACC y FCC son independientes
de la informacio´n de la coleccio´n; es decir,
so´lo necesitan informacio´n de la propia pa´gi-
na web para representarla. Sin embargo, las
representaciones BinIDF, TF-IDF y WIDF
necesitan la informacio´n de la coleccio´n para
representar cada pa´gina.
5.2. Algoritmo de Clustering
El clustering de un conjunto de documen-
tos consiste en dividirlo en conjuntos disjun-
tos de clusters (subconjuntos), tales que los
documentos pertenecientes al mismo cluster
sean “similares” entre s´ı y sean menos “simi-
lares” de los pertenecientes a los dema´s clus-
ters.
Se pretende evaluar que´ funciones de peso
pueden mejorar el clustering de pa´ginas web.
Se ha utilizado un algoritmo de clustering de
particio´n, en concreto, el algoritmo Direct de
la conocida librer´ıa CLUTO (Karypis, 2002).
5.3. Medidas de Evaluacio´n
Con el fin de evaluar la calidad del clus-
tering se ha realizado una evaluacio´n exter-
na, por medio de la medida-F (Rijsbergen,
1974). Denominamos “clases” a los grupos
proporcionados por la coleccio´n BankSearch,
y “clusters” a los grupos obtenidos por el al-
goritmo de clustering. Esta medida combina
las medidas de precisio´n y cobertura.
La medida-F del cluster j y la clase i viene
dada por
F (i, j) =
2×Recall(i, j)× Precision(i, j)
(Precision(i, j) +Recall(i, j)
(5)
donde Recall(i, j) = nijni , Precision(i, j) =
nij
nj
, nij es el nu´mero de miembros de la clase
i en el cluster j, nj es el nu´mero de miembros
del cluster j y ni el nu´mero de miembros
de la clase i. Para todos los clusters: F =∑
i
ni
nmax{F (i, j)}, donde n es el nu´mero de
pa´ginas web. Un mayor valor de la medida-F
indica mejor calidad del clustering.
5.4. Resultados
Los resultados de la experimentacio´n
realizada se pueden ver en las figuras 1 y
2. La primera corresponde a los resultados
del clustering utilizando como me´todo de
reduccio´n la propia funcio´n, y la figura 2 se
refiere a los resultados mediante la reduccio´n
que hemos denominado Min-Max.
Cuando se utiliza la propia funcio´n de pe-
so para reducir el nu´mero de rasgos, la fun-
cio´n FCC es la que muestra un mejor compor-
tamiento. Adema´s, este buen comportamien-
to se mantiene bastante estable para las di-
ferentes dimensiones. La funcio´n TF-IDF es
la siguiente mejor, seguida de la combinacio´n
anal´ıtica de criterios ACC. Las que muestran
un comportamiento menos estable son WIDF
y BinIDF. Cabe destacar que con esta reduc-
cio´n, las dimensiones de las representaciones
B-IDF y WIDF resultan mucho mayores que
para el resto de representaciones, dado un
mismo valor de N .
Evaluación del clustering de páginas web mediante funciones de peso y combinación heurística de criterios
421
Con la reduccio´n Min-Max tambie´n las
funciones FCC y TF-IDF, por ese orden, son
las que ofrecen un mejor comportamiento. Sin
embargo, en este caso, la funcio´n TF es la
tercera mejor seguida de ACC. Cabe destacar
que en ambos tipos de reduccio´n los peores
resultados se obtienen con la funcio´n WIDF.
A la luz de estos resultados, la combi-
nacio´n borrosa de criterios FCC, en la que
se tiene en cuenta la intencio´n del autor, tra-
ducida en el uso de etiquetas de enfatizado,
mejora a las representaciones que no tienen
en cuenta ese criterio. Tambie´n mejora a la
funcio´n ACC, que tambie´n lo contempla, pero
mediante una combinacio´n anal´ıtica.
Un aspecto destacable es que la funcio´n
FCC no hace uso de informacio´n de la
coleccio´n, so´lo de la propia pa´gina, aspecto
que consideramos muy importante en el
contexto de las pa´ginas web.
6. Conclusiones
En este art´ıculo se han evaluado los resul-
tados de realizar el clustering de una colec-
cio´n de referencia de pa´ginas web, utilizando
siete funciones de peso distintas y dos tipos
de reduccio´n del nu´mero de rasgos. El algo-
ritmo de clustering utilizado ha sido un al-
goritmo de particio´n de la librer´ıa CLUTO.
La calidad de las representaciones se ha me-
dido utilizando la medida-F, comparando los
resultados del algoritmo con los proporciona-
dos en la coleccio´n de referencia.
Los mejores resultados se han obtenido
utilizando la funcio´n de peso que realiza una
combinacio´n borrosa de criterios, FCC. Esos
criterios son: (1) la frecuencia de un rasgo
en la pa´gina, (2) si el rasgo aparece en el
t´ıtulo, (3) si esta´ enfatizado y, por u´ltimo,
(4) su posicio´n en la pa´gina. Los criterios
(2) y (3) se obtienen de las anotaciones
HTML de las pa´ginas web. La funcio´n que
combina los mismos criterios, pero de forma
anal´ıtica, ACC, obtiene peores resultados.
Claramente el mo´dulo borroso permite un
mejor aprovechamiento del conocimiento que
aportan los diversos criterios. Cabe destacar,
adema´s, que el buen comportamiento de la
funcio´n FCC se mantiene estable aunque
var´ıe la dimensio´n de la representacio´n.
La funcio´n TF-IDF es la que presenta el
segundo mejor comportamiento. Sin embar-
go, la funcio´n FCC tiene la ventaja adicional
de que para calcularla so´lo se necesita infor-
macio´n de la propia pa´gina, no de la colec-
cio´n. En un contexto en el que una coleccio´n
puede tener una tasa alta de actividad con-
sideramos que e´ste es un aspecto que an˜ade
val´ıa a la funcio´n.
La principal aportacio´n de este trabajo
ha sido probar que, usando funciones de
peso basadas en combinaciones heur´ısticas
de criterios, el clustering de pa´ginas web
se puede mejorar frente al uso de funciones
basadas u´nicamente en frecuencias, tanto
en el propio texto de la pa´gina como en
la coleccio´n. Por u´ltimo, estos resultados
sugieren que el uso de conocimiento, a trave´s
de las anotaciones HTML, sobre la intencio´n
del autor de enfatizar cierto contenido del
texto, puede ayudar a mejorar los resultados
del clustering de pa´ginas web.
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Figura 1: Resultados de clustering usando las propias funciones de peso como me´todo de
reduccio´n de rasgos
Figura 2: Resultados de clustering con reduccio´n Min-Max
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