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Abstract 
Remote estimation of the photosynthetic pigment chlorophyll-a (chl-a), which can be 
used as an indicator of algal biomass has numerous applications, including to assist in 
the detection and monitoring of algal blooms. Harmful algal blooms pose a threat to 
human and ecosystem health and are increasing globally. Algal blooms impact socially 
and economically important inland and coastal waters, they exhibit large spatial 
variability and effective monitoring regimes pose a challenge for water managers. 
Chapter 1 contains a discussion of how satellite remote sensing of chl-a can assist in the 
detection and monitoring of such blooms. Chl-a algorithms developed for oceanic 
waters can be confounded by dissolved organic matter and turbidity common to inland 
and nearshore waters. Such waters of interest are often too small to be resolved by 
satellite platforms initially designed for global ocean applications. This thesis examines 
the capability of platforms of varying spatial resolution to detect increases in algal 
biomass through the remote estimation of chlorophyll-a. 
Chapter 2 contains an evaluation of the effectiveness of a high-resolution processing 
mode for Moderate Resolution Imaging Spectroradiometer (MODIS) derived 
chlorophyll-a retrieval algorithms in the coastal waters of Tasmania, Australia. Three 
aerosol correction models and chl-a retrieval algorithms were evaluated using both 
standard and high-resolution processing. Chl-a retrievals were evaluated in Bass Strait. 
Chlor_a, the default SeaDAS chl-a product, with the Management unit of the North Sea 
Mathematical models (MUMM) aerosol correction algorithm performed best (RMSE = 
0.09 mg m-3; MAPE = 34%; R2 = 0.75). The fluorescence line height algorithm using 
Rayleigh corrected top of atmosphere reflectances (RMSE = 0.11 mg m-3, MAPE = 
41%, R2 = 0.61) can provide an acceptable alternative in waters where full atmospheric 
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correction is problematic. High-resolution processing of MODIS imagery improved 
spatial resolution but reduced chl-a retrieval accuracy. 
In Chapter 3, the capability of Landsat 8 operational land imager (OLI) was evaluated 
for detection and quantification of algal blooms in inland lakes. A partial least squares 
regression (PLSR) derived algorithm was calibrated and validated against in-situ chl-a 
estimates from Lake Trevallyn in Tasmania, Australia. The algorithm was developed 
against a calibration subset of the data and able to provide chl-a estimates strongly 
correlated with in-situ values when applied to the validation dataset (n = 10, NRMSEP 
= 21.6%; R2 = 0.67; NSE = 0.53; bias = -0.03 μg/L). These results demonstrate the 
suitability of PLSR algorithms and Landsat 8 OLI imagery to complement the 
capability of in-situ instrumentation for local water quality monitoring applications. 
The Sentinel 2 platform, with bands sampled to a spatial resolution of 20 m, was 
evaluated in Chapter 4. An improved semi-analytical model for chlorophyll-a (chl-a) 
retrievals was created by replacing a fixed chl-a specific absorption coefficient (a*) 
with a variable model. This method was applied to three Sentinel 2 images taken over 
the Lake Erie’s western basin correlating with an in-situ dataset of 24 samples. The 
improved algorithm produced chl-a retrievals with a 23% reduction in root mean 
squared error of prediction, an 85% reduction in bias and an increase in Nash-Sutcliffe 
efficiency of 7% over the default algorithm using a fixed a* value. The resulting strong 
correlation between in-situ and estimated chl-a (r = 0.95) suggests that the Sentinel 2 
platform could be effective in the detection and mapping of high biomass algal blooms. 
In Chapters 2 to 4, clouds and the accuracy of atmospheric correction were identified as 
potential obstacles to the use of satellite platforms. Digital cameras found in mobile 
devices can be deployed below clouds and imagery is much less prone to atmospheric 
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effects. In chapter 5, chl-a retrieval algorithms were developed for the University of 
Maine’s HydroColor app using partial least squares regression with band ratio inputs 
indicative of optically active water constituents. The app estimates remote sensing 
reflectance (Rrs) in the red, green and blue bands and derives turbidity and suspended 
particulate matter. The models were evaluated against a dataset of 49 HydroColor 
image sequences along with in-situ chl-a and turbidity measurements collected over a 
one-year period. The chl-a algorithm using the ratio of Rrs(blue)/ Rrs(green) was a poor 
predictor of in-situ chl-a (R2 = 0.11; bias = 0.21 mg m-3; NSE = -0.02). Adding inputs 
representing absorption due to CDOM and turbidity improved algorithm performance 
(R2 = 0.56 to 0.60; bias = 0.11 to 0.15 mg m-3; NSE = 0.39 to 0.46). The resulting 
algorithms appear capable of detecting relative changes in chl-a concentration, however 
would benefit from further development before being applied to active bloom detection 
and monitoring systems. 
The outcomes of the research demonstrate that recently deployed satellite platforms, 
particularly Sentinel 2, have the capability to improve bloom detection and monitoring. 
Sentinel 2’s 20m spatial resolution and 5-day revisit time could provide regular 
mapping of chl-a concentration in the many nearshore and inland waters that could not 
previously be resolved by platforms designed for global ocean applications. Such data 
could complement existing manual sampling regimes and in-situ instrumentation to 
identify blooms and further understand bloom dynamics. Digital cameras already have 
the potential to detect changes in chl-a concentration. If this can be further improved, 
then both regular and “on-demand” mapping of bloom areas could be performed using 
unmanned aerial vehicles at an even greater spatial resolution than available on satellite 
platforms. 
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1 Introduction 
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1.1 Rationale 
Chlorophyll-a (chl-a) is a photosynthetic pigment present in all organisms involved in 
primary production, including photosynthetic phytoplankton. Chl-a concentrations can 
therefore be used as an indicator of overall phytoplankton biomass. The ability to 
monitor the quantity and distribution of phytoplankton is of great importance to the 
scientific community for several reasons: photosynthesis plays a key role in the global 
carbon cycle, which has implications further understanding of climate change (Antoine, 
2006), phytoplankton are the basis of marine food webs (Garrison, 2007) and, as 
phytoplankton growth is also dependent on nutrients such as nitrogen and phosphorus, 
chl-a levels can be used as an indicator of water quality in coastal and inland areas 
(Bricker et al., 2003). Furthermore, degradation of water quality can lead to harmful 
algal bloom (HAB) events. 
HAB events occur when a sudden increase in the population of one or more species of 
microalgae, due to favourable growth conditions (Masó and Garcés, 2006), has a 
negative impact on human health, socioeconomic interests or the surrounding 
ecosystem (Anderson et al., 2012). HAB events may be either toxic or non-toxic. Toxic 
bloom events may lead to the contamination of shellfish, among other species, which 
pose severe threats to human health (Anderson et al., 2017, 2012; Ibelings et al., 2014; 
World Health Organization, 1999). Non-toxic events may have damaging ecosystem 
consequences such as oxygen depletion and food web disturbances (Masó and Garcés, 
2006; Shen et al., 2012). In addition to the threats that HABs pose to public health, 
there are also economic costs associated with commercial fisheries, recreation and 
tourism and monitoring and management (Anderson et al., 2012; Hoagland et al., 
2002).  
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Tasmania, Australia’s southernmost state, illustrates many of these challenges. Its 
coastal and inland waters are of significant importance to the region. The commercial 
fishing sector alone is worth nearly $600 million per year and employs over two 
thousand people (Skirtun et al., 2012). Around the coasts, two marine dinoflagellates, 
Gymnodinium catenatum and Alexandrium tamarense are known to produce paralytic 
shellfish toxins (Negri et al., 2003). Shellfish farms in the Huon estuary suffer 
intermittent closures due to blooms of G. catenatum (Skerratt et al., 2002) and 
recreational rock lobster fisheries regularly close on much of the East coast due to A. 
tamarense (DPIPWE, 2013). Tasmania’s inland waters are also susceptible to HABs. 
Lake Trevallyn, a hydroelectric storage reservoir in the state’s north is a local source of 
drinking water and hub for recreational activities, both usages have been affected by 
blooms of Anabaena circinalis. Craigbourne Dam, a reservoir for rural irrigation in the 
south-east, has also seen blooms of A. circinalis, which prevent distribution of water 
resources (DPIF, 1997; Hydro Tasmania, 2014). 
Reliable monitoring networks are necessary in reducing the economic and human 
health effects of harmful algal blooms (Masó and Garcés, 2006). Fixed monitoring 
stations with periodic water sampling are inadequate for HAB monitoring. Remote 
sensing technology can help with biomass quantification and bloom detection and 
mapping (Kutser, 2009) through the remote retrieval of chl-a (Anderson et al., 2017). 
Remote sensing of chl-a alone cannot distinguish less harmful from harmful blooms, 
but can assist water managers focus limited resources appropriately, thus development 
of algorithms for estimation of chl-a and subsequently algal biomass are a high research 
priority (Beck et al., 2016). 
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1.2 Chlorophyll-a retrieval 
Remote estimation of ocean chl-a content is possible because its electromagnetic 
absorption and scattering characteristics are different to those of water. Remote sensing 
applications typically derive the water leaving radiance (Lw), radiance reflectance (ρw), 
or remote sensing reflectance (Rrs) and estimate concentrations of in water constituents 
based on band combinations of reflectance, or algorithms. Empirical algorithms are 
developed through statistical relationships of optically active constituents with remotely 
sensed spectral data, while analytical algorithms aim to determine constituent level by 
solving the radiative transfer equation. As physics based models can be used as 
regressors and some analytical algorithms make use of empirically derived constants, 
many algorithms are classified as either semi-empirical or semi-analytical (Odermatt et 
al., 2012). The relationship between the remote sensing reflectance and the inherent 
optical properties of the waterbody can be expressed by (Gitelson et al., 2008; Gordon 
et al., 1988): 
𝑅𝑅𝑟𝑟𝑟𝑟 ∝  𝑓𝑓 𝑏𝑏𝑏𝑏𝑎𝑎 +𝑏𝑏𝑏𝑏   (1-1) 
Where f is an empirical factor dependent on the geometry of the light field, a is the total 
absorption coefficient and bb is the backscattering coefficient. Each term above is 
dependent on wavelength, λ, however this dependency is frequently omitted for 
readability. The total absorption and backscattering coefficients can in turn be 
expressed in terms of the contributions of the optically active constituents of water 
(Stramski et al., 2004): 
a  = aw + aph + acdom + ad (1-2) 
bb = bw + bph + bcdom +bd (1-3) 
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where the subscripts w, ph, cdom and d represent the contributions of water, 
phytoplankton, CDOM and detrital matter respectively.  
Established empirical algorithms use band ratios between the blue part of the spectrum, 
where light is absorbed by chl-a, and the green, where it is reflected. These algorithms 
have been parameterised for multiple satellite platforms and are often collectively 
referred to as the ocean colour (OCx) algorithms (O’Reilly et al., 2000, 1998). The 
OCx algorithms provide adequate results in the estimated ninety-five percent of the 
world’s oceans classified as case 1 waters. In case 1 waters, variations in the water 
leaving radiance signal are mostly correlated with concentrations of chl-a. In case 2 
waters, factors such as the sea bottom, turbidity and coloured dissolved organic matter 
(CDOM) all affect the water leaving radiance signal (Morel and Prieur, 1977). Such 
waters include many inshore and coastal waters where chl-a retrieval algorithms based 
on blue/green ratios often perform poorly (Gilerson et al., 2009; Gin et al., 2002; Gohin 
et al., 2002) and can severely over-estimate chl-a levels (Darecki and Stramski, 2004; 
Dierssen, 2010; Gohin et al., 2002).  
One alternative to blue/green algorithms is to utilise the chl-a fluorescence. The 
fluorescence line height (FLH) algorithm is an example of a spectral shape algorithm: 
one that measures a spectral peak or trough against a baseline established from 
neighbouring bands (Matthews and Odermatt, 2015; Wynne et al., 2008). FLH 
measures chl-a fluorescence peak height at approximately 685 nm and provides a linear 
indicator of chl-a concentration (Gower et al., 1999). The FLH algorithm may be 
applied to satellite imagery without full atmospheric correction (Gower and King, 
2007). FLH has been shown to be well correlated with chl-a at concentrations up to 20 
mg m-3 (Gower et al., 1999), however it has a smaller effective range, chl-a 
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concentrations up to 4 mg m-3, in waters where the concentration of non-algal particles 
is greater than 5 mg m-3. This decrease in effectiveness is due to the combined effects 
of CDOM and minerals that decrease photosynthetically available radiation and absorb 
the fluorescence signal within the water column (Gilerson et al., 2008, 2007). In 
cyanobacteria dominated waters, where much of the chl-a is in the non-fluorescing 
photosystem (Seppälä et al., 2007), FLH can be negative and forms the basis for the 
cyanobacteria index (Wynne et al., 2010, 2008).  
Phytoplankton cause a peak in spectral reflectance near 700 nm due to minimal 
combined absorption due to water and phytoplankton (Gitelson, 1992; Gurlin et al., 
2011). Dall’Ollmo and Gitelson (2005) use three wavelengths around this red edge 
peak to try to isolate absorption due to chl-a.. For each, wavelength, λ1 is between 660 
nm to 672 nm, λ2 is between 700 nm and 710 nm and λ3 is greater than 740 nm. Band 
selection is such that λ1 is positioned for maximum absorption due to chl-a while λ2 is 
chosen for minimal absorption, but near enough to λ1 to predict absorption due to water 
and other constituents at λ1. λ3 is chosen in the near infrared (NIR) where total 
absorption at λ3 is dominated by water and assumed to be constant (Dall’Olmo and 
Gitelson, 2005) leading to a three-band difference algorithm where: 
𝑅𝑅3 =  [𝑅𝑅𝑟𝑟𝑟𝑟−1(λ1) −  𝑅𝑅𝑟𝑟𝑟𝑟−1(λ2)].𝑅𝑅𝑟𝑟𝑟𝑟(λ3) (1-4) 
R3 has been calibrated to in-situ chl-a using both linear (Gitelson et al., 2008; Moses et 
al., 2009) and quadratic (Gitelson et al., 2009; Mishra and Mishra, 2012) models. This 
algorithm has also been the basis for algorithms using two (Gitelson et al., 2008; Gurlin 
et al., 2011) or four (Le et al., 2009) bands in the red and NIR. 
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Gons' (1999) semi-empirical algorithm uses three bands similarly located around the 
red edge reflectance peak do derive absorption due to chl-a and in turn chl-a 
concentration. The algorithm is based on the assumption that: 
aph(λ) ≈ achl(λ)    (1-5) 
and:  
achl(λ) = C a*( λ)    (1-6) 
where a*(λ) is the chl-a specific absorption coefficient at a given wavelength and C is 
the concentration of chl-a. He was able to derive the following formula for estimating 
chl-a using equations 1-7 and 1-8: 
𝐶𝐶 =  𝑅𝑅(𝑎𝑎𝑤𝑤(λ2)+ 𝑏𝑏𝑏𝑏)− 𝑎𝑎𝑤𝑤(λ1)− 𝑏𝑏𝑏𝑏𝑝𝑝
𝑎𝑎∗(λ1)   (1-7) 
𝑏𝑏𝑏𝑏 =  𝑎𝑎𝑤𝑤(λ3)𝜌𝜌𝑤𝑤(λ3)0.082Q − 𝜌𝜌𝑤𝑤(λ3)    (1-8) 
where R is the ratio of water surface reflectance (ρw) at each wavelength, aw at all 
wavelengths is from (Buiteveld et al., 1994), p is an empirically derived constant and Q 
is a geometric factor dependent on the light field. Backscattering coefficient, bb is 
assumed to be spectrally flat (Gons, 1999). A fully parametrised version of this 
algorithm is described in Chapter 4 (equations 4-2 and 4-3). 
The algorithms that utilise red and NIR, or “red-edge” are less sensitive to CDOM (Gin 
et al., 2002; Gitelson et al., 2008; Gohin et al., 2002). However, such algorithms are not 
universally effective, Gons’ three band model (Gons, 1999; Gons et al., 2008, 2005, 
2002) has been shown in different studies to both generally underestimate chl-a (Gurlin 
et al., 2011), or to overestimate at lower concentrations (Gitelson et al., 2008; Gons et 
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al., 2008). Other three band models in the red/NIR spectrum have been shown to be 
either inferior (Gurlin et al., 2011) or superior (Gilerson et al., 2010; Gitelson et al., 
2011) to two band models. These discrepancies can be explained to some extent by the 
variation in the optical properties of the water bodies to which they have been applied. 
Chl-a specific absorption by phytoplankton is not constant and has been shown to vary 
according to algal type (Ahn et al., 1992), size (Ciotti and Bricaud, 2006) and 
concentration (Bricaud et al., 1995). 
Analytic approaches to solving the radiative transfer equations include HydroLight 
(Mobley and Sundman, 2013), HYDROPT (Van Der Woerd and Pasterkamp, 2008) or 
spectral inversion techniques such as matrix inversion methods (Brando and Dekker, 
2003; Campbell et al., 2011). Analytic approaches are in theory more transferable 
(Odermatt et al., 2012), however numerical approaches can be slow when applied to 
every pixel of a satellite image and both numerical and inversion methods require 
known specific inherent optical properties for the water body in question and accurate 
atmospheric correction (Brando and Dekker, 2003). 
The above is not an extensive review of chl-a retrieval algorithms. The intention is not 
to review each of the algorithm types, but to describe the rationale behind algorithm 
development and illustrate some of the challenges faced. Those not covered to this 
point include artificial neural networks (Amanollahi et al., 2017; Guo et al., 2016; 
Schiller and Doerffer, 1999), partial least squares (Ali and Ortiz, 2016; Blix and Eltoft, 
2018; Song et al., 2013) and various other approaches (Concha and Schott, 2016; Lim 
and Choi, 2015; Mishra and Mishra, 2012; Sakuno and Kunii, 2015). It is broadly 
acknowledged that most empirical algorithms will need to be regionally validated 
and/or tuned before they can be reliably applied to new water bodies (Dierssen, 2010; 
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Gilerson et al., 2010; Gin et al., 2002; Gitelson et al., 2008; Schiller and Doerffer, 
1999) and that local specific inherent optical properties need to be determined before 
analytic approaches can be applied (Brando and Dekker, 2003; Campbell et al., 2011). 
To that end, further validation and enhancement of existing algorithms could be seen to 
advance the field of remote sensing. 
1.3 Aims of this thesis 
In the broad sense, remote sensing may include satellite platforms with coverage of 
large spatial scales down to hand held devices for the rapid detection of bloom 
conditions (Kutser, 2009). Satellite platforms typically used for oceanic remote sensing 
are limited in spatial resolution and are not able to resolve the vast majority of the 
worlds inland waters (Clark et al., 2017; Palmer et al., 2015; Verpoorter et al., 2014) 
while chl-a concentrations during cyanobacterial blooms can vary several orders of 
magnitude in a single pixel (Kutser, 2004). Smaller water bodies of importance include 
many drinking water reservoirs (Beck et al., 2016).  The primary goal of this thesis is to 
investigate and improve the remote sensing of chl-a in inland and coastal waters in a 
way that may assist in the detection and monitoring of HABs. To this end the 
capabilities of platforms of several spatial resolutions will be evaluated on their 
potential for the remote sensing of chl-a, this will involve evaluation and calibration of 
existing algorithms as well as investigating the potential for new approaches: 
• Chapter 2: The effect of high-resolution processing mode on chl-a retrievals 
will be investigated for the National Aeronautics and Space Administration’s 
(NASA) moderate resolution imaging spectrometer (MODIS) platform. 
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• Chapter 3: A partial least squares regression (PLSR) type algorithm will be 
evaluated for the Landsat 8 operational land imager (OLI). 
• Chapter 4: An improved version of Gons' (1999) semi-analytical chl-a retrieval 
algorithm will be validated against Sentinel 2 imagery. 
• Chapter 5: PLSR will be used to develop a chl-a retrieval algorithm for the 
University of Maine’s HydroColor app, which allows mobile devices such as 
phones and tablets to derive remote sensing reflectance from a sequence of 
images (Leeuw and Boss, 2018). 
MODIS has bands with spatial resolutions of 250 m pixel-1, 500 m pixel-1 and 1000 m 
pixel-1. The bands designated for ocean colour monitoring have a spatial resolution of 
1000 m pixel-1 (NASA, 2014). MODIS imagery can be processed to a spatial resolution 
of 250 m pixel-1 for all bands through interpolation (Franz et al., 2006), however the 
effect of such processing on the quality of chl-a retrievals has not been extensively 
evaluated. In chapter 2, we investigate the capability of high-resolution processing to 
improve monitoring of coastal waters by comparing the accuracy of chl-a retrievals 
using a variety of atmospheric correction and chl-a retrieval algorithms at both standard 
and high resolution. 
With regards inland waters, this project has coincided with the launch of two medium 
resolution platforms: NASA and the United States Geographical Survey’s (USGS) 
Landsat 8 operational land imager (OLI) and the ESA’s Sentinel 2 multi spectral 
imager (MSI). Landsat 8 was launched in early 2013 just prior to the commencement of 
this project and has a native spatial resolution in most bands of 30 m pixel-1 (USGS, 
2016). The Sentinel 2 constellation consists of two satellites equipped with MSI 
instruments. Sentinel 2A was launched in June 2015 and Sentinel 2B was launched in 
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March 2017. The MSI has bands with native spatial resolutions of 10, 20 and 60 m 
pixel-1 (ESA, 2018).  Figure 1-1 (Bresciani et al., 2018) shows the relative positioning 
and spatial resolution of OLI and MSI bands and chapters 3 and 4 assess the capability 
of these platforms for the remote sensing of chl-a in inland waters. 
 
Figure 1-1: Band position and spatial resolution for Landsat 8 OLI and Sentinel 2 MSI (Bresciani et al., 2018) 
Finally, in chapter 5, the utility of the built-in camera on an iPhone 5s is assessed using 
remote sensing reflectances collected using the HydroColor app (Leeuw and Boss, 
2018). Should this platform provide useable estimates of chl-a, blooms and/or HABs 
could possibly be detected more quickly without the need for samples to be sent to the 
laboratory. As mobile devices and digital cameras are significantly less costly than 
hyperspectral imagers, this technology could enable unmanned aerial vehicles (UAV) 
as cost effective remote sensing platforms.  
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2 Evaluation of atmospheric correction and high-resolution processing 
on SeaDAS derived chlorophyll-a: An example from mid-latitude 
mesotrophic waters 
 
 
This chapter was published in the peer review journal as: 
Bramich, J. M., Bolch, C. J., & Fischer, A. M. (2018). Evaluation of atmospheric 
correction and high-resolution processing on SeaDAS-derived chlorophyll-a: an 
example from mid-latitude mesotrophic waters. International Journal of Remote 
Sensing, 39(8), 2119-2138 
 
Sections have been edited to accommodate inclusion in the thesis. The ‘as published’ 
version has been included as appendix A. 
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2.1 Abstract 
In recent decades, great effort has gone into the development of chlorophyll-a (chl-a) 
retrieval algorithms for case 2 waters, where variations in the water leaving radiance 
signal are not well correlated with concentrations of chl-a. In this study we investigate 
the effectiveness of Moderate Resolution Imaging Spectroradiometer (MODIS) derived 
chl-a retrieval algorithms in the coastal waters around Tasmania, Australia. Algorithms 
were evaluated using matches between satellite imagery and in-situ water samples 
(number of samples, n = 16 to 65) derived from a 604-sample dataset collected over a 
nine-year period. Three aerosol correction models and three chl-a retrieval algorithms 
were evaluated using both standard and high-resolution processing procedures using the 
National Aeronautics and Space Administration’s SeaDAS software package. Chl-a 
retrievals were evaluated in Bass Strait, where in-situ chl-a was less than 1 mg m-3 and 
retrievals were less affected by coloured dissolved organic matter (CDOM). Chlor_a, 
the default SeaDAS chl-a product, with the Management unit of the North Sea 
Mathematical models (MUMM) aerosol correction algorithm performed best (Root 
mean square error, RMSE = 0.09 mg m-3; Mean absolute percentage error, MAPE = 
34%; coefficient of determination, R2 = 0.75). The fluorescence line height algorithm 
using Rayleigh corrected top of atmosphere reflectances (RMSE = 0.11 mg m-3, MAPE 
= 41%, R2 = 0.61) may provide an alternative in waters where full atmospheric 
correction is problematic and the 2-band red/near infrared algorithm failed to provide a 
meaningful estimate of chl-a. High-resolution processing of MODIS imagery improved 
spatial resolution but reduced chl-a retrieval accuracy, reducing the agreement between 
measured and predicted levels by between 12 and 25% depending on the retrieval 
algorithm. The SeaDAS default chlor_a product proved superior to the alternatives in 
mid-latitude mesotrophic coastal waters with low chl-a concentrations. 
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2.2 Introduction 
Remote sensing of chlorophyll-a (chl-a) has numerous applications including climate 
modelling and harmful algal bloom detection, however the literature provides little 
evidence of a universally superior chl-a retrieval algorithm and numerous studies state 
the ineffectiveness of global ocean colour chl-a algorithms in complex waters 
(Dierssen, 2010; Gilerson et al., 2009; Gin et al., 2002; Gohin et al., 2002; Shang et al., 
2014). Chl-a retrieval algorithms use observations of remote sensing reflectance, Rrs 
and estimate concentrations of water constituents based on either empirical 
relationships (O’Reilly et al., 2000, 1998), or in the case of semi-analytical models 
(Gilerson et al., 2010; Gitelson et al., 2008; Gons et al., 2002), the inherent optical 
properties (IOPs) of seawater constituents. To do this, the signal reaching the satellite 
sensor must be corrected for atmospheric effects. Early atmospheric correction 
algorithms relied on the ‘black pixel assumption’: that there will be zero water leaving 
radiance in the near infrared (NIR) part of the spectrum (Bailey et al., 2010). This 
assumption can be invalid for waters with high levels of particulate scattering and may 
result in negative remote sensing reflectances (Aurin et al., 2013). Alternatives to 
improve aerosol correction in waters where the dark pixel assumption is invalid include 
the National Aeronautical and Space Administration’s (NASA) iterative NIR algorithm 
(Bailey et al., 2010), the use of short wave infra-red (SWIR) bands (Shi and Wang, 
2009) and the Management unit of the North Sea Mathematical models (MUMM) 
atmospheric  correction algorithms (Ruddick et al., 2006). 
Empirical ocean colour chl-a retrieval algorithms such as the MODIS OC3 algorithm 
use reflectance ratios in the blue and green parts of the visible spectrum. These 
algorithms provide adequate results in case 1 waters where variations in the water 
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leaving radiance signal are mostly correlated with concentrations of chl-a. It is 
estimated that ninety-five percent of the world’s oceans case 1 waters. However, in 
case 2 waters, factors such as turbidity and coloured dissolved organic matter (CDOM) 
affect the water leaving radiance signal (Morel and Prieur, 1977) and chl-a retrieval 
algorithms based on blue-green colour ratios have been shown to perform poorly 
(Gilerson et al., 2009; Gin et al., 2002; Gohin et al., 2002). Tasmanian coastal waters 
are optically complex. CDOM is the dominant light absorbing constituent and accounts 
38-95% of absorption at 440 nm. Remaining absorption is due to particulate matter of 
which absorption due to phytoplankton varies widely from 3-91%. Mean chl-a levels 
are 0.69 ± 0.38 mg m-3 (Cherukuru et al., 2014) suggesting a mesotrophic classification 
(Antoine et al., 1996). Chl-a is less concentrated in central Bass Strait averaging 
approximately 0.2 mg m-3 (Gibbs et al., 1986) and while definitions vary (Antoine et 
al., 1996; Bricaud et al., 2004) it would seem sensible to classify this region as 
borderline mesotrophic/oligotrophic. 
Spectral shape, or derivative, chl-a retrieval algorithms are an alternative to the OC3 
algorithm that measure the height of a spectral peak against a linear baseline 
established at neighbouring wavelengths which, for even band spacing, approximates 
the second derivative of the spectra (Wynne et al., 2013). Gower et al. (1999) utilised 
chl-a fluorescence near 685 nm by measuring the peak at this wavelength to obtain 
fluorescence line height (FLH), providing a linear indicator of chl-a concentration. 
MODIS derived FLH is calculated using equation 2-1 where Rrs(λ) is the remote 
sensing reflectance at wavelength λ nm (Gower and King, 2012): 
FLH = Rrs(678) – Rrs(667) – 0.1358(Rrs(748) – Rrs(667)) (2-1) 
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Spectral shape algorithms have an advantage in being effective from satellite imagery 
without full atmospheric correction (Gower and King, 2007) and have been applied to 
level 1 or Rayleigh corrected top of atmosphere reflectances (Rrc) in several 
applications including chl-a retrieval and harmful algal bloom detection and monitoring 
(Gower et al., 2008; Matthews and Odermatt, 2015; Ryan et al., 2008; Wynne et al., 
2013). 
NASA’s SeaDAS software provides a default chl-a product, chlor_a, which uses a 
blended algorithm (NASA, 2017) that combines both ocean colour and spectral shape 
algorithms. The OC3 algorithm (O’Reilly et al., 2000) is used for chl-a > 0.2 mg m-3 
and the  colour index (CI) algorithm, a spectral shape algorithm that measures the 
distance of the green band from a linear baseline between neighbouring red and blue 
bands (Hu et al., 2012) is used for chl-a < 0.015 mg m-3, in between values are blended 
(NASA, 2017). 
Phytoplankton exhibit a reflectance peak near 700 nm (Gitelson, 1992) and many 
algorithms utilise this region of the spectrum (Dall’Olmo and Gitelson, 2005; Gilerson 
et al., 2010; Gitelson et al., 2009; Gons et al., 2008, 2002; Matthews et al., 2012; 
Matthews and Odermatt, 2015; Moses et al., 2012) which is less sensitive to the effects 
of absorption due to CDOM (Gilerson et al., 2010). While MODIS does not possess a 
band in this part of the spectrum a two band algorithm described in equation 2-2  has 
been derived, where C is the concentration of chl-a,  and validated with some success 
(Gurlin et al., 2011; Moses et al., 2009) albeit in more productive waters than those 
described around Tasmania (Cherukuru et al., 2014; Gibbs et al., 1986). We will refer 
to this as the NR2 algorithm: 
𝐶𝐶 ∝ Rrs−1(667)Rrs(748)    (2-2) 
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The lack of a dominant global algorithm can be explained to some extent by the 
variation in the optical properties of the water bodies to which they have been applied. 
Phytoplankton specific absorption, to which many algorithms are sensitive, can vary 
according to algal type (Ahn et al., 1992), size (Ciotti and Bricaud, 2006) and 
concentration (Bricaud et al., 1995). Many successful demonstrations of red/NIR band 
ratio algorithms have occurred in highly eutrophic waters (Gitelson et al., 2009, 2008; 
Le et al., 2013; Moses et al., 2009). In addition to lacking the previously mentioned 
band near 700nm, the utility of MODIS based chl-a retrievals may also be affected by 
spatial resolution. Spatial resolution will determine, in part, the extent to which near 
coastal waters can be monitored. The bands designated for ocean colour applications 
have a spatial resolution of 1000 m/pixel, which compares poorly with 290 m/pixel and 
90 m/pixel of the MERIS and hyperspectral imager for the coastal ocean (HICO) 
sensors respectively (Corson et al., 2008; ESA, 2014; NASA, 2014). All MODIS bands 
can be processed through interpolation to a resolution of 250 m/pixel (Franz et al., 
2006) but there is little in the literature quantifying the effect this high-resolution mode 
has on the accuracy of chl-a retrievals. In this study we test a variety of atmospheric 
correction and chl-a retrieval processing chains and evaluate the effectiveness of the 
MODIS high-resolution processing mode. 
2.3 Data and Methodology 
2.3.1 In-situ data 
Several third-party datasets containing in-situ chl-a measurements were used in this 
study (Table 2-1). Chl-a measurements were obtained using a shipborne Wetlabs 
combination fluorometer and turbidity sensor for the SOT08 dataset (IMOS, 2013a) 
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and via high performance liquid chromatography (HPLC) for the remaining datasets 
(CSIRO, 2013; IMOS, 2013b, 2013c, 2013d, 2013e, 2013f). Water samples spanned a 
decade from 2004 to 2014 and were taken from coastal waters surrounding the 
Australian state of Tasmania and in Bass Strait (Figure 2-1). Tasmania is centred at a 
latitude of approximately 42 degrees south (Figure 2-1) and is approximately three 
hundred and twenty kilometres across and three hundred and thirty kilometres from 
north to south. Absorption of light in the coastal water column in is dominated by 
CDOM, although highest in river discharge areas in the south-east and south-west 
(Cherukuru et al., 2014; Marzinelli et al., 2015) the effects can be observed many 
kilometres offshore in the southern ocean to the west (Clementson et al., 2001) and the 
western half of Bass Strait (Schroeder et al., 2008).  
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Figure 2-1: In-situ sample sites from eight research cruises conducted from July 2004 to January 2014. Storm 
Bay (inset, lower right) illustrates numerous nearshore sampling locations. For a full description of in-situ 
data sources see Table 2-1. 
2.3.2 Image Analysis 
Satellite imagery for the Aqua/MODIS sensor was obtained from the NASA ocean 
biology level one and two scene browser (NASA Goddard Space Flight Center, 2014). 
Level 1A imagery coinciding with in-situ sampling dates was downloaded. Images 
were processed to Level 2 using the SeaDAS 7.4 l2gen command and raw level 2 pixel 
values were used in further analysis. High-resolution processing was achieved by 
setting the l2gen resolution parameter to 250 (Franz et al., 2006), resulting in pixel 
sizes of approximately 250 metres compared to 1000 m for standard resolution 
processing. Several aerosol correction models were used for comparison: the default 
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iterative NIR, the short wave infrared (SWIR) (Wang and Shi, 2005) and the MUMM 
atmospheric correction method for turbid waters (Ruddick et al., 2000). In all cases, 
stray light masking was reduced to 3 x 3 pixels (Aurin et al., 2013) in order to reduce 
masking of pixels corresponding to near coastal sampling sites. SWIR atmospheric 
correction was implemented for all pixels as per Aurin et al. (2013) which involved 
setting the SWIR bands to 1240 nm and 2130 nm and modifying the cloud detection 
threshold to a more appropriate level for the 2130 nm band (0.018). Rayleigh corrected 
top of atmosphere reflectances (Rrc) were also retrieved for use with the fluorescence 
line height algorithm which does not require full atmospheric correction (Gower and 
King, 2012).  
A match-up dataset was created by extracting 3 x 3 pixel box centred on each in-situ 
measurement location from same day satellite imagery within three hours of in-situ 
sampling. Spatial match-ups were identified as per Bailey and Werdell (2006). The 
match-up procedure (Figure 2-2) removed pixels of low quality, flagged pixels or those 
with poor sensor or solar geometry. Heterogeneity tests were then applied to satellite 
bands from 412 nm to 748 nm inclusive to limit the permitted spatial variability of 
pixels. Restricting the permitted coefficient of variation between pixels provides greater 
confidence in the assumption that in-situ point samples are a good representation of 
surrounding waters (Bailey and Werdell, 2006). Remote sensing reflectance for each 
satellite band was calculated using mean values of remaining valid pixels in each pixel 
box. 
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Figure 2-2: Satellite validation procedure adapted from Bailey and Werdell (2006)  
Four chl-a retrieval algorithms were evaluated: the default SeaDAS chlor_a product, 
two implementations of FLH and the NR2 algorithm. The two FLH algorithms and the 
NR2 algorithm were calibrated against the in-situ dataset. For validation (Figure 2-2), 
mean values were taken from valid pixels in each pixel box. This means that the FLH 
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returned by SeaDAS was the mean FLH of valid pixels. In order to derive the peak 
height using the mean reflectances for valid pixels, a second variable, FLH2 was 
calculated using the standard MODIS FLH bands (Gower and King, 2012): 
FLH2 = Rrc(678) – Rrc(667) – 0.1358(Rrc(748) – Rrc(667))  (2-3) 
The predictive ability of each calibrated algorithm against external data was estimated 
using a 5-fold cross validation approach (Stone, 1974; Zhang, 1993). 5-fold cross 
validation makes best use of small datasets by allowing all data to be used 
independently for both calibration and validation. Four folds are used for model 
calibration and one for validation. This process is repeated until each fold has been 
used for validation (Arlot and Celisse, 2010; Zhang, 1993), hence predicted values are 
based on inputs independent of those used for model building. Cross validation was 
implemented in this study using the caret package in R (Kuhn, 2008). Predicted chl-a 
values for each fold were stored and error (E), bias (B), root mean square error (RMSE) 
and mean absolute percentage error (MAPE) were calculated as follows: 
E = Cpredicted – Cin-situ      (2-4) 
B = mean (E)       (2-5) 
RMSE = sqrt(mean( E2))     (2-6) 
MAPE = mean(abs(E)/ Cin-situ)  x 100   (2-7) 
Where “sqrt” and “abs” are the mathematical square root and absolute value functions 
respectively. For algorithms requiring calibration, a final algorithm was calibrated 
using the entire sample and the coefficient of determination, R2 was calculated. For the 
SeaDAS default chlor_a product, R2 was calculated as the square of the linear 
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correlation coefficient, r, between observed and predicted chl-a concentrations. This 
process was conducted for the entire set of in-situ matchups and on a per dataset basis if 
sufficient data (n ≥ 10) were available for analysis. 
2.4 Results 
2.4.1 Synthesis of in-situ data 
In-situ chl-a concentrations ranged from 0.05 to 11.84 mg m-3, however the majority of 
samples were at concentrations of less than 2 mg m-3 (Figure 2-3). Generally, mean chl-
a concentrations greater than 1 mg m-3 were found in the south-east while northern and 
western waters had mean chl-a less than 0.5 mg m-3 (Table 2-1). 
 
Figure 2-3: Distribution of in-situ chl-a concentrations from in situ samples 
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Table 2-1: Description of in-situ data sources (n = number of samples). 
  
 
2.4.2 Satellite imagery 
There were 356 in-situ samples that were within three hours of a corresponding 
MODIS image. The satellite validation procedure (Bailey and Werdell, 2006) further 
reduced the dataset to 202 matches between in-situ chl-a samples and satellite imagery.  
Clouds were the dominant source of validation failure, causing more than sixty percent 
of pixel rejection although this figure was relatively consistent across processing 
methods (see Table 2-2). The main source of variation between processing methods 
was percentage of negative reflectances returned. Rrc processing returned less than one 
percent negative reflectances while of the aerosol correction algorithms, at standard 
Dataset Source Data Period Region n 
Chl-a (mg m-3) 
Minimum Maximum Mean 
MM2 Aquafin CRC salmon project 
– monthly monitoring 2 
(CSIRO, 2013) 
September 2004 to 
October 2005 
SE 125 0.19 6.28 1.33 
SS04 Southern Surveyor 
07/2004, HPLC Pigment 
and Ocean Colour Data 
(IMOS, 2013e) 
July 2004 W 9 0.22 0.74 0.33 
SS06 Southern Surveyor 03/2006 
(IMOS, 2013b) 
March 2006 S & SE 10 0.10 1.6 0.82 
LC07 Tasmanian Coastal Waters, 
May 2007, HPLC Pigment 
and Ocean Colour Data 
(IMOS, 2013c) 
May 2007 N, E, SE 
& SW 
27 0.17 1.53 0.68 
LC08 Tasmania, Derwent River, 
January 2008, HPLC 
pigment and Ocean Colour 
Data (IMOS, 2013f) 
January 2008 SE 14 0.86 3.96 2.45 
SB08 Storm Bay, Derwent and 
Huon River Estuaries, HPLC 
Pigment data (IMOS, 
2013d) 
November 2008 to 
December 2008 
SE 12 0.74 11.52 4.56 
SOT08 Spirit of Tasmania (IMOS, 
2013a) 
January 2009 to 
April 2009 
N 170 0.00 1.24 0.42 
SB09 Storm Bay (IMAS, pers. 
comm.) 
November 2008 to 
January 2014 
SE 237 0.14 5.47 0.91 
 Collated dataset July 2004 to January 
2014 
 604 0.05 11.84 0.94 
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resolution, the MUMM algorithm was best performed returning one percent negative 
reflectances compared to the iterative NIR (2.7%) and SWIR (12%) algorithms. In all 
cases high resolution processing resulted in a higher percentage of negative reflectance 
values (Table 2-2). 
Table 2-2: Percentage of pixels failing atmospheric correction (AC Fail), flagged as land, clouds or returning 
negative reflectances (total pixels extracted per image = 3204) and percentage valid pixels and matchups 
based on resolution and aerosol correction type. 
 Aerosol 
Correction 
Invalid pixels by type (%)   
Resolution AC Fail Land Clouds Negative Rrs Valid pixels (%) Match-ups 
High Rrc (none) n/a 2.5 63.3 0.7 26.0 65 
 
MUMM 2.7 2.5 63.3 3.8 22.9 27 
 Iterative NIR 3.1 2.5 63.3 11.9 14.8 2 
 SWIR 0.9 2.5 68.7 15.3 7.8 1 
Standard Rrc (none) n/a 7.0 61.7 0.1 20.7 52 
 
MUMM 4.5 7.0 61.7 1.0 19.7 32 
 
Iterative NIR 4.7 7.0 61.7 2.7 18.0 16 
 
SWIR 3.2 7.0 66.6 12.0 6.7 7 
 
The final matchup dataset was heavily dominated by the SOT08 dataset for all 
processing methods (Table 2-3). The SOT08 dataset was the second largest dataset 
behind the SB09 dataset, but the sample points in Bass Strait were not at risk of being 
flagged as land or stray light. SOT08 data accounted for two-thirds of all high 
resolution Rrc matches with the SB09 dataset comprising 26%. For aerosol corrected 
standard resolution imagery, SOT08 data comprised 91% and 94% of matches for the 
MUMM and iterative NIR aerosol correction algorithms respectively. 
  
50 
Table 2-3: MODIS imagery matchups by dataset where total matchups for given processing parameters > 10. 
  Number of matchups by dataset  
Resolution Aerosol Correction MM2 SS04 SS06 LC07 LC08 SB08 SOT08 SB09 Total 
High Rrc (none) 0 0 3 1 1 0 43 17 65 
 MUMM 1 0 1 1 0 0 21 3 27 
Standard Rrc (none) 0 0 5 0 0 0 42 5 52 
 MUMM AC 0 0 2 0 0 0 29 1 32 
 Iterative NIR AC 0 0 1 0 0 0 15 0 16 
2.4.3 Chlorophyll-a retrievals 
The evaluation of chl-a retrievals for the different processing chains was confined to 
the SOT08 dataset which comprised such a high proportion of the total matchups 
(Table 2-3). Mean chl-a levels for the SOT08 dataset were 0.37 mg m-3 (Table 2-4) and 
approximately normally distributed (Figure 2-4).  
Table 2-4: Description of post-validation in-situ data (n = number of samples). 
  In-situ chl-a (mg m-3) 
Dataset n Minimum Maximum Mean 
LC07 2 0.86 0.86 0.86 
LC08 1 1.13 1.13 1.13 
MM2 1 1.13 1.13 1.13 
SB09 27 0.18 3.05 0.86 
SOT08 159 0.05 0.76 0.37 
SS06 12 0.47 0.92 0.67 
Collated 202 0.05 3.05 0.47 
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Figure 2-4: Post-validation in-situ chl-a distribution 
The predicted accuracy of chl-a retrievals was similar for several processing chains. 
Better performing combinations were the MUMM/chlor_a (RMSE = 0.09 mg m-3, 
MAPE = 34%, R2 = 0.75), iterative NIR/FLH2 (RMSE = 0.09 mg m-3, MAPE = 45%, 
R2 = 0.69) and MUMM/FLH2 (RMSE = 0.10 mg m-3, MAPE = 39%, R2 = 0.65) at 
standard resolution and the MUMM/chlor_a (RMSE = 0.10 mg m-3, MAPE = 39%, R2 
= 0.66) at high resolution while the NR2 band ratio was not statistically related to chl-a 
(Table 2-5). 
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Table 2-5: Bias (mg m-3), RMSE (mg m-3), MAPE and R2 for chl-a retrieval processing chains against the 
SOT08 dataset (number of samples, n > 10). The chlor_a algorithm is a standard SeaDAS product so no 
regression was performed. In these instances, R2 was obtained by squaring r, the linear correlation coefficient 
for the relationship between in-situ and predicted chl-a.  
Resolution AC type Chl-a algorithm n Bias (mg m-3) 
RMSE 
(mg m-
3) 
MAPE 
(%) R2 
Standard MUMM chlor_a 29 0.03 0.09 34 0.75 
Standard Iterative NIR FLH2 15 0.00 0.09 45 0.69 
Standard MUMM FLH2 29 0.00 0.10 39 0.65 
High MUMM chlor_a 21 0.02 0.10 39 0.66 
Standard Iterative NIR chlor_a 15 -0.05 0.10 42 0.61 
Standard Rrc FLH2 42 0.00 0.11 41 0.61 
Standard MUMM FLH 29 0.00 0.11 42 0.56 
Standard Iterative NIR FLH 15 0.00 0.11 52 0.58 
High Rrc FLH2 43 0.01 0.14 58 0.46 
High MUMM FLH2 21 0.00 0.15 50 0.49 
High MUMM FLH 21 0.01 0.18 63 0.32 
 
The simple linear regression used to calibrate the FLH and FLH2 algorithms resulted in 
negligible bias but for the chlor_a algorithm there was a positive bias when using 
MUMM atmospheric correction of 0.03 mg m-3 at standard resolution (Figure 2-5a) and 
0.02 mg m-3 at high resolution. Use of iterative NIR aerosol correction at standard 
resolution resulted in a negative bias of 0.05 mg m-3 (Figure 2-5c) which suggests that 
the bias is caused by the choice of aerosol correction model.   
The FLH2 algorithm, calculated using mean reflectances, outperformed FLH, 
calculated using the mean FLH from pixel matches, regardless of aerosol correction 
method (Table 2-5). Figure 2-5 shows plots of predicted versus measured chl-a for the 
better performing algorithms with any matches from the other datasets overlaid. From 
Figure 2-5f we can see that the FLH2 algorithm using Rrc reflectances may benefit from 
re-calibration between Bass Strait and southern waters. When recalibrated against the 
SS06 dataset performance improved dramatically (bias = -0.02 mg m-3, RMSE = 0.10 
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mg m-3, MAPE = 15%, R2 = 0.87), although this recalibration is based on a very small 
amount of data (n = 5). 
 
Figure 2-5: chlor_a and FLH2 retrieval algorithm performance versus in-situ chl-a for SOT08 dataset using 
MUMM aerosol correction at standard (a, e) and high (b) resolutions, standard resolution iterative NIR (c, d) 
and Rayleigh corrected reflectances (f). 
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2.4.4 MODIS high-resolution versus standard resolution 
Processing of 1000 m/pixel bands to 250 m/pixel using the SeaDAS software results in 
an observable improvement in spatial resolution (Figure 2-6). 
 
Figure 2-6: MODIS imagery of Storm Bay and surrounds in Tasmania at both 1000 m/pixel (left) and 250 
m/pixel (right). 
For Rrc reflectances and the MUMM and SWIR aerosol correction models, high-
resolution processing returned 15-25% more valid pixels than corresponding standard 
resolution methods while for the iterative NIR aerosol correction model there was an 
18% decrease in valid pixels. Only in the case of Rrc reflectances did high-resolution 
processing increase the number of in-situ matchups (Table 2-2). In all cases high-
resolution processing led to an approximately 3% increase in the number of pixels 
flagged as cloud and increases of approximately 28% (SWIR), 340% (NIR) and 280% 
(MUMM) in the number of pixels with negative reflectance. (Table 2-2). The accuracy 
of chl-a retrievals was also reduced when using high-resolution mode (Table 2-6). For 
the FLH2 algorithm using Rrc reflectances R2 fell from 0.45 to 0.17 and RMSE more 
than doubled from 0.16 to 0.38 mg m-3. For MUMM corrected imagery, high-resolution 
processing caused a decline in R2 for all algorithms except for FLH2 where R2 
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increased marginally from 0.45 to 0.46 however RMSE increased from 0.15 to 0.52 mg 
m-3. For the chlor_a product, R2 decreased from 0.74 to 0.44 while RMSE increased 
from 0.09 to 0.43 mg m-3, for the FLH algorithm R2 decreased from 0.54 to 0.39 and 
RMSE increased from 0.11 to 0.12 and for the FLH2 algorithm R2 decreased from 0.69 
to 0.54 and RMSE increased from 0.09 to 0.12. High-resolution processing using 
iterative NIR or SWIR atmospheric correction did not yield enough in-situ matches for 
analysis. 
Table 2-6: Comparison of chl-a retrieval accuracy between MODIS high and standard resolution processing 
for the SOT08 dataset. 
  R2 RMSE (mg m-3) 
AC Type Algorithm Standard 
resolution 
High 
resolution 
Change (%) Standard 
resolution 
High 
resolution 
Change (%) 
None (Rrc) FLH2 0.61 0.46 -25 0.11 0.14 +27 
MUMM chlor_a 0.75 0.66 -12 0.09 0.10 +10 
 FLH 0.56 0.32 -43 0.11 0.18 +63 
 FLH2 0.65 0.49 -25 0.10 0.15 +50 
2.5 Discussion 
2.5.1 High-resolution processing 
High-resolution processing is of interest as the improved spatial resolution may 
improve remote sensing capability in near coastal areas (Figure 2-6). High resolution 
processing reduced the quantity of pixels flagged as land by almost two-thirds and, with 
the exception of iterative NIR aerosol correction, returned 15-25% more valid pixels 
than corresponding standard resolution methods (Table 2-2). These results appear 
purely a function of improved spatial resolution and did not necessarily result in an 
increase in in-situ matchups. High-resolution processing also reduced the accuracy of 
chl-a retrievals, both reducing the percentage of variation explained by each algorithm 
and, in most cases, increasing the error of each algorithm (Table 2-6). Chl-a retrieval 
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algorithms examined in this study use MODIS bands 8-15 which have a spatial 
resolution of 1000 m and a signal to noise ratio in the 750-1100 range. The first seven 
MODIS bands are primarily designed for land, cloud and aerosol detection: bands 1-2 
in the red and NIR region and bands 3-7 in the blue/green and SWIR regions have 
spatial resolutions of 250 m and 500 m respectively with signal to noise ratios in the 
70-275 range (NASA, 2014). MODIS standard 1 km resolution imagery can be 
processed to 250 m spatial resolution using the SeaDAS (l2gen). Radiances, path 
geometries and geolocation are interpolated to 250 m by setting the resolution 
parameter to 250 (Franz et al., 2006). The results seen here suggest that the high-
resolution processing results in less accurate remote sensing reflectance values, 
possibly due to the much lower signal to noise ratio of the native high-resolution bands 
or the method of interpolation (NASA, 2014). 
2.5.2 Effect of aerosol correction model 
Evaluations of atmospheric correction algorithms generally involve comparing in-situ 
radiometric data with satellite derived reflectance. As the in-situ data used in this study 
did not include radiometry, the only insight into the effectiveness of atmospheric 
correction methods is to compare the accuracy of chl-a retrievals for differing 
atmospheric correction methods. While it is not possible to partition error between the 
atmospheric correction algorithm and the chl-a retrieval algorithm, we can make some 
informed evaluation of which methods of atmospheric correction are most useful in 
Tasmanian coastal waters.  
The MUMM method of aerosol correction yielded the best performance in terms of 
reducing negative reflectance, increasing the total number of matchups (Table 2-2) and 
for the chlor_a product, was among the best performing chl-a retrieval algorithms 
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(Table 2-5). The SeaDAS default iterative NIR aerosol correction produced chl-a 
estimates with similar accuracy to the MUMM model (Table 2-5) however it resulted in 
fewer in-situ matchups due to producing a higher number of negative reflectances 
(Table 2-2). The MUMM aerosol correction algorithm assumes a constant ratio of 
reflectance between NIR bands (Ruddick et al., 2000) which seemed superior to the 
convergence based bio-optical model of the iterative NIR algorithm (Bailey et al., 
2010). The assumption of zero water leaving radiance in the SWIR bands is 
theoretically more robust than using the NIR part of the spectrum (Shi and Wang, 
2009) but this was not reflected in the results of this study. The SWIR aerosol 
correction model resulted in a five-fold increase in negative reflectances over the 
default algorithm (Table 2-2). While the basis for the SWIR algorithm may be sound, 
the NIR bands used by the other algorithms have much higher signal to noise ratios 
than SWIR bands 5 and 7 of the MODIS sensor (Aurin et al., 2013; NASA, 2014). The 
increased noise in the SWIR bands may explain the poor results observed.  
The FLH2 algorithm was also applied to partially corrected top of atmosphere 
reflectances. This resulted in in-situ matches where aerosol correction had failed or 
resulted in negative reflectances and performance on the SOT08 dataset (n = 42, RMSE 
= 0.11 mg m-3, MAPE = 41%, R2 = 0.61,) was close to the results produced using 
MUMM (n = 29, RMSE = 0.10 mg m-3, MAPE = 39%, R2 = 0.65) and iterative NIR (n 
= 15, RMSE = 0.09 mg m-3, MAPE = 45%, R2 = 0.69) aerosol correction. Spectral 
shape algorithms such as fluorescence line height do not require complete atmospheric 
correction (Gower and King, 2012; Kudela et al., 2015; Lunetta et al., 2015) and whilst 
chl-a retrievals were less accurate than those of the best performing algorithms, use of 
partially corrected imagery, at standard resolution, resulted in 63% and 225% increases 
in the number of matchups compared to MUMM and iterative NIR aerosol corrections 
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respectively (Table 2-3). Spectral shape algorithms using partial atmospheric correction 
may be useful in waters where aerosol correction results in large numbers of negative 
reflectances or is otherwise problematic. 
2.5.3 Chlorophyll-a retrieval algorithms 
The failure of the NR2 chl-a retrieval algorithm is most likely a result of the low and 
relatively narrow range of chl-a values in the in-situ dataset. The NR2 algorithm is 
designed for productive waters with chl-a concentrations above 5 mg m-3 and performs 
most poorly at lower chl-a concentrations (Gitelson et al., 2009; Le et al., 2013; Moses 
et al., 2012), however in-situ chl-a concentrations in this study were up to two orders of 
magnitude less than those present in other studies. Many studies that show red/NIR 
algorithms to outperform traditional algorithms also utilise in-situ radiometry (Gitelson 
et al., 2008; Gurlin et al., 2011) or synthetic datasets (Gilerson et al., 2010). Moses et 
al. (2012) were able to obtain reasonably accurate estimates of chl-a concentration from 
satellite imagery but only after calibration with in-situ radiometric data. Le et al. (2013) 
found that when using MODIS imagery, the NR2 algorithm failed to be statistically 
related with chl-a but there was a significant correlation when using the same spectral 
bands from in-situ radiometry. Accurate atmospheric correction is essential when using 
this class of algorithms on satellite imagery to obtain quantitative estimates of chl-a 
concentration (Gitelson et al., 2011; Moses et al., 2009) and inadequate atmospheric 
correction would also contribute to the poor performance of this algorithm.  
This study also examined two methods of deriving the fluorescence line height. The 
FLH variable as produced by the SeaDAS software, was the mean FLH of all valid 
pixels in the three-by-three pixel box obtained for each in-situ matchup given a 
minimum of five values. Recalculating the peak height using the mean reflectances 
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from the corresponding pixels, referred to in this report as the FLH2 variable, yielded 
improved results. Regardless of aerosol correction method or processing resolution, the 
FLH2 variable explained more variation in chl-a concentration with less error (Table 
2-5). Using the mean value of reflectances surrounding the in-situ data point is in effect 
a basic form of data smoothing. The improved results suggest that image smoothing, 
which will reduce signal noise (Wang and Shi, 2012), may be beneficial to the 
fluorescence line height algorithm and is worthy of further investigation. 
The SeaDAS chlor_a product produced the most accurate chl-a retrievals in this study. 
This may be due to a combination of closer to optimum chl-a concentrations and more 
favourable seawater properties around Tasmania’s coasts, particularly in the north. The 
standard ocean colour algorithms (O’Reilly et al., 2000, 1998) comprise several 
versions dependent on the number and locations of appropriate blue and green spectral 
bands for a given sensor. The OC4v4 algorithm performs best for lower chl-a 
concentrations (Dierssen, 2010). The MODIS chlor_a product is further optimised for 
lower chl-a concentrations by progressively switching to the colour index algorithm 
(Hu et al., 2012) for chl-a < 0.2 mg m-3. CDOM, which also absorbs light at blue 
wavelengths, can confound ocean colour algorithms that use blue and green 
wavelengths (Gilerson et al., 2009; Gin et al., 2002; Gohin et al., 2002). While CDOM 
is prevalent around Tasmanian coasts, it is lower in concentration and variability in the 
state’s northern waters. The validation process resulted in samples predominantly from 
the SOT08 dataset, taken from Bass Strait, where these lower and more stable CDOM 
levels are found (Cherukuru et al., 2014; Schroeder et al., 2008) and more likely to 
covary with chl-a concentration. Global analysis of the distribution of coloured 
dissolved and detrital organic materials suggests that coasts of similar latitude to the 
study area may have comparable absorption due to CDOM and that local oceanic 
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processes rather than riverine discharges regulate this distribution (Siegel et al., 2002). 
This means the MUMM/chlor_a processing combination may be similarly effective 
forty degrees north or south of the equator, but due consideration should be given to 
local effects in near coastal areas. 
Performance of the FLH2 algorithm against the SOT08 dataset was slightly inferior to 
the chlor_a algorithm, but was still able to explain 61% of the variation in chl-a with 
similar error margins (Table 2-5). The use of partially correct imagery allowed for 
increased matchups from the SB09 (n = 5) and SS06 (n = 5) datasets in the state’s 
southeast where the MUMM model had yielded only a single match-up in each dataset 
and iterative NIR aerosol correction a single match in the SS06 dataset (Table 2-3). 
Examination of Figures 2-5c and 2-5d suggests that even within the spatial scale of 
Tasmania, a single fluorescence line height algorithm may not be optimal and that 
several locally calibrated algorithms could be preferable. FLH2 was strongly correlated 
with chl-a (R2 = 0.87) for the SS06 dataset however these points were a poor fit for the 
regression model developed from the SOT08 dataset. This can be explained by the 
previously mentioned geographic variations in Tasmanian coastal waters. CDOM 
concentrations are typically higher in the south-east than the north (Cherukuru et al., 
2014) and these variations, in addition to variations in minerals can cause decreases in 
photosynthetically available radiation and absorption of the fluorescence signal within 
the water column (Gilerson et al., 2008, 2007).  
2.6 Conclusions 
The results suggest that when using MODIS imagery the choice to take advantage of 
improved spatial resolution through high-resolution processing must be weighed 
against the resulting degradation in the accuracy of chl-a retrievals. The choice between 
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aerosol correction and chl-a retrieval algorithms is equivocal. The default chlor_a 
product (R2 = 0.75, RMSE = 0.09 mg m-3, MAPE = 34%) with MUMM aerosol 
correction performed best in the Bass Strait where retrievals appeared less affected by 
absorption in the blue region attributable to CDOM. However, the FLH algorithm using 
Rrc top of atmosphere reflectances may provide acceptable performance in waters 
where full atmospheric correction is problematic. The results also suggest that the FLH 
algorithm could benefit from recalibration between Tasmania’s northern and south-
eastern waters, which possess different characteristics with regards to CDOM 
(Cherukuru et al., 2014). The NR2 algorithm does not seem appropriate for use in Bass 
Strait or Tasmanian coastal waters as chl-a concentrations are well below its optimum 
range. 
Due to the absence of in-situ radiometry in the datasets analysed, it was not possible to 
separate error due to algorithm performance from errors due to atmospheric correction. 
Subsequent investigations should include collection of in-situ radiometry. The study 
also highlighted several issues with the satellite platform in general. Clouds were the 
primary reason for the inability to match in-situ data followed by the near proximity of 
points of interest to land. A sensor with greater spatial resolution may reduce flagging 
of pixels as land or stray light but the presence of clouds remains a fundamental 
problem for satellite observations.  
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3.1 Abstract 
The Landsat 8 operational land imager (OLI) has a spatial resolution of 30 metres, 
which provides the potential to extend capabilities for remote sensing of chlorophyll-a 
(chl-a) to lakes and near coastal waters where it was not previously possible. However, 
OLI band positioning is not ideal for many existing chl-a retrieval algorithms. We 
propose a partial least squares regression (PLSR) derived algorithm to help overcome 
these limitations. PLSR is well established in laboratory spectral analysis but relatively 
untried in remotely sensed chl-a retrievals from satellite imagery. The PLSR algorithm 
was calibrated and validated against in-situ data (number of samples, n = 30) from Lake 
Trevallyn in Tasmania, Australia. The algorithm was developed against a calibration 
subset of the data (n = 20) and able to provide chl-a estimates strongly correlated with 
in-situ values from the withheld validation dataset (n = 10, normalised root mean 
squared error of prediction = 21.6%; coefficient of determination = 0.67; Nash-Sutcliffe 
efficiency = 0.53; bias = -0.03 μg/L). These results demonstrate the suitability of PLSR 
algorithms and Landsat 8 OLI imagery to complement the capability of in-situ 
instrumentation for local water quality monitoring applications. 
3.2 Introduction 
Harmful Algal Blooms (HABs) present risks to human and ecosystem health (Anderson 
et al., 2012; Ibelings et al., 2014; World Health Organization, 1999). HAB events are 
on the increase globally (Anderson et al., 2012; Paerl and Otten, 2013) and are of a 
growing concern to water managers, who in some cases have legally binding targets 
with regards to toxin levels and/or cell biovolumes (Ibelings et al., 2014). HAB events 
occur in practically every coastal region of the world (Anderson et al., 2012) and 
cyanobacteria related HAB events are expanding geographically and threating the 
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ecology of some of the world’s most important freshwater resources (Paerl et al., 2011). 
The economic impacts associated with detection and monitoring and effects to 
recreation and tourism amount to billions of dollars  globally (Hoagland et al., 2002; 
Sanseverino et al., 2016). Satellite remote sensing is one tool that can assist in the 
detection and monitoring of algal blooms (Anderson et al., 2017; Kutser, 2009; Palmer 
et al., 2015), however many inland water bodies are too small to be monitored using 
satellite sensors designed for ocean colour monitoring (Clark et al., 2017; Palmer et al., 
2015). The Landsat 8 operational land imager (OLI), operated by National Aeronautics 
and Space Administration’s (NASA) and the United States Geographical Survey 
(USGS), offers the potential to improve remote sensing capabilities in smaller lakes and 
near coastal areas due to its 30 m spatial resolution in the visible and near infrared 
(NIR) bands (USGS, 2016). This represents a great improvement over platforms 
designed for ocean colour monitoring such as NASA’s Moderate Resolution Imaging 
Spectroradiometer (MODIS) and the European Space Agency’s (ESA) Sentinel 3 ocean 
and land colour instrument (OLCI) sensor which have native spatial resolutions of 
approximately 1000 m and 300 m, respectively (ESA, 2018; NASA, 2014). In addition 
to improved spatial resolution, improved signal to noise ratio (SNR) and 12-bit 
digitisation give Landsat OLI the spectral and radiometric capability for retrieval of in-
water constituents (Franz et al., 2015). However, for chlorophyll-a (chl-a) retrievals in 
complex waters, the OLI band positioning is considered less than ideal (Beck et al., 
2016; Olmanson et al., 2016; Palmer et al., 2015). Retrievals in complex waters can be 
confounded by coloured dissolved organic matter (CDOM), which like chl-a, absorbs 
light in the blue part of the spectrum (Morel and Prieur, 1977). Chl-a algorithms that 
utilise the red and NIR part of the spectrum are less affected by CDOM (Gitelson et al., 
2008) but the OLI NIR band is too far from either the chl-a absorption peak in the red 
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(Beck et al., 2016) or the reflectance peak near 700 nm (Gitelson, 1992) to make use of 
such algorithms. Spectral shape algorithms such as fluorescence line height (Gower et 
al., 1999) and maximum chlorophyll index (Gower et al., 2008) utilise chl-a 
fluorescence near 685 nm to estimate the chl-a concentration, but again OLI lacks a 
band positioned between the red and NIR to identify this peak. In order to mitigate the 
less than ideal band positioning of OLI, we propose a partial least squares regression 
(PLSR) derived algorithm for chl-a retrievals. 
The mathematical basis for PLSR, which is a derivative of principal component 
analysis, is well described in literature (Abdi, 2010; Mevik and Wehrens, 2007; Wold 
et al., 2001). PLSR reprojects the input matrix into latent variable space. Latent 
variables are linear combinations of the original input variables and are chosen to have 
maximum covariation with the response variables. PLSR has two main advantages over 
ordinary least squares regression: it is not confounded in cases with more predictor 
variables than samples and it is not adversely affected by collinearities of predictor 
variables (Geladi and Kowalski, 1986; Mevik and Wehrens, 2007; Wold et al., 1984). 
These properties make PLSR suited to spectral data analysis and PLSR based models 
are currently well established in laboratory based spectroscopy (Norgaard et al., 2000; 
Westad and Martens, 2000; Wold et al., 2001). There is also a growing body of 
literature evaluating PLSR derived model performance from remotely sensed data in 
both terrestrial (Chi et al., 2018; Dou et al., n.d.; Ewald et al., 2018; Samamad et al., 
2018; Zhang et al., 2018) and marine and freshwater (Acar-denizli et al., 2018; Ali and 
Ortiz, 2016; Blix and Eltoft, 2018; Cao et al., 2018) applications. PLSR has been used 
to estimate chl-a from aerially obtained hyperspectral data in Lake Erie (Ali and Ortiz, 
2016) and Long Bay, South Carolina (Ryan and Ali, 2016) showed good agreement, R2 
= 0.84 and R2 = 0.80 respectively, with in-situ values, and outperformed sixteen 
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different band ratio algorithms utilising both blue/green and red/NIR spectral regions. 
Song et al. (2013) used a combination of genetic algorithms and PLSR to build chl-a 
retrieval algorithms from hyperspectral data. Genetic algorithms were used for input 
determination from spectral bands, ratios and first derivatives, in most cases preferred 
inputs were in the red-edge not covered by the Landsat 8 OLI. Blix and Eltoft (2018) 
found that PLSR based algorithms outperformed the ocean colour algorithms when 
individual satellite bands and the band ratios used by traditional ocean colour 
algorithms (O’Reilly et al., 2000, 1998) were used as PLSR inputs to estimate oceanic 
chl-a concentrations from MERIS, MODIS and Sea-viewing Wide Field-of-View 
Sensor (SeaWiFS) imagery.  
In this study, the intention is not to provide a detailed comparison of Landsat 8 OLI 
chl-a retrieval algorithms. The non-ideal band positioning of OLI (Beck et al., 2016) 
means that many existing and better performing algorithms for the OLI sensor use 
modelling tools such as artificial neural networks (Amanollahi et al., 2017; Guo et al., 
2016), non-linear random sample consensus (Kim et al., 2016) or spectral matching 
against locally calibrated lookup tables (Concha and Schott, 2016). These require 
recalibration to apply to new study areas and some algorithms are developed for waters 
far more productive than those examined in this study (Guo et al., 2016; Ha et al., 
2017). Here, the aim is to investigate the potential of PLSR derived algorithms to utilise 
the improved spatial resolution of Landsat 8 OLI for remote chl-a retrievals in inland 
waters by evaluating both individual bands and band ratios as inputs to PLSR models. 
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3.3 Data and Methodology 
3.3.1 In-situ data 
In-situ data was collected from a monitoring buoy located in Lake Trevallyn in 
Tasmania, Australia (Figure 3-1). Lake Trevallyn is a 12.3 million cubic metre run of 
river hydro-electric storage reservoir located on the lower South Esk River and is 
managed by Hydro Tasmania. It has a catchment of approximately 9,500 square 
kilometres and is used for a variety of water-based recreational activities. It is also an 
important source of drinking water for the city of Launceston. The lake has experienced 
several blooms of the potentially toxic Anabaena circinalis since January, 2007 (Hydro 
Tasmania, 2014). 
 
Figure 3-1: Location of in-situ monitoring buoy in Lake Trevallyn, Tasmania, Australia 
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The Lake Trevallyn buoy, managed by Natural Resource Management (NRM) North, 
was equipped with a Hydrolab DS5X sonde and Turner Designs fluorometric probe. 
The instrument was deployed at a depth of approximately half a metre and configured 
to transmit in-situ chl-a readings to a central database every fifteen minutes. The probe 
was equipped with a rotating brush that cleaned the sensor prior to every reading. The 
whole instrument was extracted, cleaned and calibrated every six weeks throughout 
deployment, which commenced in late 2013. A two-point calibration was used that 
utilised reference samples of distilled water and a water sample of known chl-a 
concentration from the deployment site that had been laboratory analysed at Analytical 
Services Tasmania (pers. comm.). The in-situ dataset used in this study spans the period 
November 2013 to the end of November 2016, however as the buoy was removed from 
the lake in periods of predicted high flow, typically from June to October, there is little 
data from the wetter months. 
3.3.2 Satellite Imagery 
Level 1 satellite imagery was download from the Landsat OLI/TIRS Collection 1 
archive using the Earth Explorer tool (https://earthexplorer.usgs.gov/). Images were 
downloaded for each date corresponding with the in-situ monitoring period, only 
products of tier 1 quality (USGS, 2019) were used.  
Imagery was atmospherically corrected using the Acolite software to both Rayleigh 
corrected reflectances and fully corrected reflectances, the latter using the dark 
spectrum aerosol correction method (Vanhellemont and Ruddick, 2018). The pixel 
extraction feature of SeaDAS 7.5.1 was used to extract pixels corresponding to the in-
situ monitoring and pixels flagged as cloud were removed. All extracted pixels were 
within 15 minutes of the corresponding in-situ sample time. 
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3.3.3 Algorithm Development 
The Lake Trevallyn in-situ dataset was divided into two random stratified data 
partitions meaning that both datasets had similar ranges of chl-a concentrations. Two 
thirds of in-situ samples were used for algorithm calibration and the remaining third 
was withheld for validation. PLSR models were built using individual satellite bands 
and band ratios as inputs. All inputs were scaled and centred. PLSR was performed 
using repeated (20 times) ten-fold cross validation. Cross validation allows for 
independent use of all data while ensuring that models are assessed on data that were 
not used for model building (Arlot and Celisse, 2010; Zhang, 1993). The optimal 
number of components were chosen for each model by minimising the root mean 
squared error of cross validation (RMSECV) (Mevik and Cederkvist, 2004). Models 
were tuned using backward variable elimination: input variables were ranked by each 
input’s variable importance in the projection (VIP) scores, the least important variable 
was removed and the model was rebuilt (Mehmood et al., 2012). 
The performance of the resulting group of models was evaluated against the validation 
dataset. Models were ranked based on minimal root mean squared error of prediction 
(RMSEP), which was also normalised (NRMSEP) using the range of in-situ chl-a 
values. Model fit was indicated using the coefficient of determination, R2, the bias and 
Nash-Sutcliffe efficiency (NSE). Bias is the mean difference between measured and 
predicted values and gives an indication of persistent over or under-estimation. NSE 
ranges from minus infinity to one: negative values indicate that using the mean value of 
the observed data would have been a better predictor than the model (Krause et al., 
2005).  
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R-studio was used for algorithm development and data analysis. Data partitioning was 
performed using the createDataPartition function of the caret package (Kuhn, 2008) and 
PLSR models were built using the pls package (Mevik and Wehrens, 2007). Model 
tuning was performed using the VIP function in the plsVarSel package (Mehmood et 
al., 2012). NSE was calculated using the HydroGOF package (Zambrano-Bigiarini, 
2017). 
3.4 Results 
3.4.1 In-situ data and satellite imagery 
Thirty-two of sixty-two images matching the in-situ data collection were removed due 
to reflectance values greater than 0.0215 in the 1609 nm SWIR band indicating cloud. 
This resulted in a matchup dataset of just 30 samples. Atmospheric correction was not 
successful on more than one third of the remaining images, with eleven of thirty image 
matches containing negative reflectances. The majority of these were in the blue bands. 
As removing these images would have reduced an already small dataset, modelling was 
performed using the Rayleigh corrected reflectances. 
The partitioning of Lake Trevallyn in-situ data resulted in calibration and validation 
datasets with similar ranges of chl-a concentrations (Table 3-1): median values were 
1.82 mg m-3 and 1.72 mg m-3, respectively and in-situ chl-a ranged from 0.07 to 15.81 
mg m-3 for calibration data and 0.34 to 7.10 mg m-3 for validation data.  
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Table 3-1: Five number summaries of in-situ chl-a concentrations for each dataset (n = number of valid 
satellite matches). 
  In-situ chl-a (mg m-3) 
Dataset n Minimum 1st Quartile Median 3rd Quartile Maximum 
Calibration 20 0.07 1.46 1.73 3.82 15.81 
Validation 10 0.51 1.30 1.70 2.35 11.29 
 
3.4.2 Selection of PLSR Model 
The best performing model (NRMSEP = 21.6%, bias = -0.03 mg m-3, R2 = 0.67, NSE = 
0.53) consisted of seven band ratio inputs and contained one component. However, 
there was very little difference in the performance of the leading models (Table 3-2). 
The next three models, all single component models, with eight, six and nine inputs 
respectively had NRMSEP of less than 23%, R2 > 0.6 and NSE > 0.48. Models using 
band inputs instead of ratios performed poorly, the best such model had an NSE of 0.02 
indicating that it was barely better than using the mean in-situ chl-a concentration as a 
predictor. 
Band ratios seemed more effective than individual bands as inputs. When comparing 
models with the same number of inputs those that used band ratios consistently 
performed better than those using individual bands. For models with four to seven 
inputs, those using band ratios had RMSEP < 24% and NSE > 0.46. Models using band 
inputs had RMSEP > 30% and NSE < 0.02 (Table 3-2) 
. 
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Table 3-2: Performance of PLSR models sorted by input type and ranked according to minimal RMSEP. 
Input 
type 
Number 
of Inputs 
Number of 
Components 
RMSEP 
(mg m-3) 
NRMSEP 
(%) 
Bias 
(mg m-3) R2 NSE 
Ratios 7 1 2.33 21.6 -0.03 0.67 0.53 
 8 1 2.40 22.2 -0.02 0.65 0.50 
 6 1 2.41 22.3 -0.08 0.62 0.50 
 9 1 2.45 22.8 0.02 0.62 0.48 
 4 1 2.49 23.1 -0.30 0.52 0.46 
 10 1 2.51 23.3 -0.01 0.55 0.46 
 5 1 2.51 23.3 -0.19 0.52 0.46 
 17 1 2.73 25.3 0.03 0.40 0.36 
 18 1 2.77 25.7 0.01 0.37 0.34 
 20 1 2.78 25.8 0.00 0.37 0.33 
 21 1 2.79 25.9 0.00 0.37 0.33 
 19 1 2.80 26.0 -0.01 0.35 0.32 
 3 1 3.00 27.8 -0.42 0.25 0.23 
 2 2 3.39 31.5 -0.74 0.07 0.01 
 13 7 4.42 41.0 -1.65 0.00 -0.69 
 14 7 4.52 41.9 -1.51 0.01 -0.76 
 15 7 4.81 44.7 -1.34 0.03 -1.00 
 16 7 5.01 46.5 -1.26 0.04 -1.17 
 12 10 6.80 63.1 -1.10 0.11 -2.99 
 11 10 6.85 63.5 -1.20 0.11 -3.05 
Bands 7 2 3.38 31.3 -0.83 0.22 0.02 
 5 1 3.40 31.5 -1.03 0.16 0.00 
 6 1 3.40 31.5 -1.02 0.16 0.00 
 4 1 3.41 31.6 -1.03 0.16 0.00 
 3 1 3.53 32.8 -1.12 0.16 -0.08 
 2 1 3.54 32.9 -1.06 0.19 -0.08 
 
The model with the smallest number of inputs that still had reasonable performance 
was the four-input model (NRMSEP = 23.1%, bias = -0.30 mg m-3, R2 = 0.52, NSE = 
0.46). When comparing the VIP rating of band ratio inputs in better performing model 
the order of input importance was the same. The most important inputs were the ratio of 
the short wave infrared (SWIR) bands, band numbers 6 and 7. Next was the ratio of 
NIR band 5 to the shorter SWIR band 6 followed by the ratios of red band 4 to SWIR 
band 6 and the blue band 2 to green band 3 (Table 3-3). 
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Table 3-3: VIP rankings for 7 input and 4 input models. OLI band centres are B1=443 nm, B2=480 nm, 
B3=560 nm, B4=655 nm, B5=865 nm, B6=1610 nm and B7=2200 nm.  
7 input model 4 input model 
Band ratio Variable importance Band ratio Variable Importance 
B6/B7 1.55 B6/B7 1.32 
B5/B6 1.25 B5/B6 1.06 
B4/B6 0.96 B4/B6 0.82 
B2/B3 0.79 B2/B3 0.67 
B1/B6 0.75   
B2/B4 0.73   
B1/B3 0.65   
 
The best performing model showed a tendency to overestimate chl-a for concentrations 
less than 5 mg m-3 and underestimate at higher concentrations (Figure 3-2).  
 
Figure 3-2: Validation plot of predicted versus in-situ chl-a for the 7-input model. 
3.5 Discussion 
Aerosol correction performed poorly resulting in negative reflectances, mostly in the 
blue bands, for 11 of 30 images. This adds to the growing body of literature that 
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suggests for the retrieval of water quality parameters from Landsat imagery there is 
little benefit to full atmospheric correction (Kallio et al., 2008; Kutser, 2012; Olmanson 
et al., 2008; Tebbs et al., 2013).   
The best performing model (NRMSEP = 21.6%, bias = -0.03 mg m-3, R2 = 0.67, NSE = 
0.53) was a single component model using seven band ratio inputs. That a single 
component resulted in the smallest predictive error means that the final model is 
effectively a multiple linear regression of the input band ratios. The tendency of this 
model to overestimate chl-a at lower concentrations and underestimate for chl-a above 
5 mg m-3 limits its usefulness, but it still may assist in detecting large changes in 
biomass. It is also possible this issue is an artefact of the validation dataset, where only 
two in-situ samples had chl-a greater than 5 mg m-3. 
VIP scores can be used to give an indication of the importance of individual inputs to 
the overall model. Inputs with VIP > 1 are often considered to indicate highly 
influential inputs while those with VIP < 0.8 might be considered unimportant, 
however the true location of these thresholds is dependent on the nature of the dataset 
(Chong and Jun, 2005; Gosselin et al., 2010). When examining the VIP scores for the 
band ratio inputs the ratio of B6 (1610 nm) with B7 (2200 nm), B5 (865 nm) and B4 
(655 nm), respectively, had the highest VIP scores in both the seven and four input 
models (Table 3-3). It was expected that better results would be achieved using band 
ratios inputs than with individual band inputs. Band ratios can supress variations in 
illumination (Beck et al., 2016) and mitigate atmospheric effects by normalising useful 
signals to atmospheric conditions at the time of image capture (Kutser, 2012).  
It was not expected that the ratios of bands 6 (1610 nm) to 7 (2200 nm) would appear 
so important in modelling. These bands are in the SWIR region and are strongly 
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absorbed by water and unlikely to be correlated with chl-a. However, bands in the 
SWIR region are utilised by atmospheric correction algorithms (Shi and Wang, 2009; 
Wang and Shi, 2005) and as this study used Rayleigh corrected top of atmosphere 
reflectances, any model would need to allow for atmospheric effects on the signal. 
Based on VIP scores, the next most important for ratios for both the 7-input and 4-input 
modes were the ratios of band 5 (865 nm) to band 6 (1610 nm) and band 4 (655 nm) to 
band 6 (1610 nm) (Table 3-3). If we consider SWIR band 6 as a normalising band 
(Kutser, 2012) then both the red band at 655 nm and NIR band at 865 nm could be 
representative of turbidity (Dogliotti et al., 2015; Nechad et al., 2010). The ratio of blue 
band 2 (480 nm) to green band 3 (560 nm) utilised by oceanic chl-a retrieval algorithms 
(O’Reilly et al., 2000, 1998) had VIP scores less than 0.8 which suggests marginal 
importance to the model (Chong and Jun, 2005; Gosselin et al., 2010). This is not 
surprising as the blue to green ratio alone can be confounded by CDOM and 
particulates (Chapter 1). It is likely given that inputs representative of turbidity were 
ranked more highly than the blue to green ratio that this model may be dependent on 
the extent to which chl-a covaries with turbidity and would need local recalibration 
before implementation elsewhere. 
To date, there are few published attempts to use PLSR regression for satellite based 
chl-a retrievals over water. Comparison with existing algorithms is problematic as the 
commonly cited R2, in isolation, has limits as a measurement of model accuracy and 
published measures of prediction error vary (Krause et al., 2005). The performance of 
the PLSR algorithm presented here is comparable to that of recently published chl-a 
retrieval algorithms for the OLI sensor, of which the better performing generally have 
R2 > 0.5 for localised datasets ranging from 10 to 44 samples (Amanollahi et al., 2017; 
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Beck et al., 2016; Concha and Schott, 2016; Guo et al., 2016; Ha et al., 2017; Kim et 
al., 2016; Lim and Choi, 2015; Masocha et al., 2017).  
The development of such models is important. Purpose built ocean colour sensors such 
as OLCI are expected to be capable of more accurate estimation of chl-a 
concentrations. However, OLCI has a 300m spatial resolution that is only capable of 
resolving 5.6% of lakes in the continental United States of at least one hectare in area 
(Clark et al., 2017). Improvements in spatial resolutions are need for smaller inland 
reservoirs which are common sources of potable water (Beck et al., 2016) and for 
monitoring algal blooms where chl-a concentrations can vary several orders of 
magnitude within an OLCI pixel (Kutser, 2004). This suggests that, for many inland 
waters, algorithms that can make use of the limited spectral capability but improved 
spatial resolution of sensors such as the Landsat 8 OLI or the newer Sentinel 2 multi 
spectral imager (MSI) would be of great value in extending the spatial coverage of 
monitoring networks. 
3.6 Conclusions 
The results of this study suggest that PLSR algorithms can be used to derive estimates 
of chl-a concentration from Landsat 8 OLI imagery of sufficient accuracy (NRMSEP = 
21.6%, bias = -0.03 mg m-3, R2 = 0.67, NSE = 0.53) for certain applications. The 
methods presented here do not require full atmospheric correction of satellite imagery 
and would seem most suitable to extend the spatial monitoring capability of water 
managers with some existing in-situ monitoring regime in place. Such a configuration 
would also permit the ongoing validation and, if necessary, recalibration of the 
algorithm. 
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4.1 Abstract 
The Sentinel 2 platform offers greatly improved spatial resolution over other satellite 
platforms designed for water based chl-a retrievals and includes a “red-edge” band at 
704 nm not present on the Landsat 8 operational land imager.  Results of this study 
indicate an improved semi-analytical model for chlorophyll-a (chl-a) retrievals by 
replacing a fixed chl-a specific absorption coefficient (a*) with a variable model. This 
method was applied to three Sentinel 2 images taken over the Lake Erie western basin 
correlating with an in-situ dataset of 24 samples where chl-a ranged from 1.89 mg m-3 
to 70.20 mg m-3. The variable a* model produced chl-a retrievals with normalised root 
mean squared error of prediction (NRMSEP) = 7.5%, bias = -0.47 mg m-3, coefficient 
of determination (R2) = 0.91 and Nash-Sutcliffe efficiency (NSE) = 0.90). This 
represented a 23% reduction in NRMSEP, an 85% reduction in bias and an increase in 
NSE of 7% over the default algorithm using a fixed a* value. Creation of chl-a retrieval 
algorithms that consider the variability in a* should result in algorithms that perform 
better against a wide range of chl-a concentrations and are less likely to require local 
recalibration. Obtaining accurate chl-a retrievals from a satellite platform with the 
spatial resolution of Sentinel 2 will allow satellite monitoring of many more inland 
waters than previously possible. 
4.2 Introduction 
Cyanobacteria blooms are potentially toxic and present hazards to both human and 
animal health (World Health Organization, 1999) and there is evidence to suggest their 
frequency is increasing globally (Anderson et al., 2017, 2012). Water managers in 
many countries are responsible for monitoring cell biovolumes and/or toxin levels to 
ensure they remain within safe levels (Ibelings et al., 2014). Remote sensing of 
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chlorophyll-a (chl-a) is used as a proxy for algal biomass on a variety of satellite 
platforms and can be a powerful tool in the detection and monitoring of algal blooms 
(Shen et al., 2012). HABs are spatially and temporally heterogenous and monitoring is 
required over large coasts and a vast number of lakes (Kutser, 2009). Satellite platforms 
designed for ocean colour monitoring such as the moderate resolution imaging 
spectrometer (MODIS), visible infrared imaging radiometer suite (VIIRS) and Sentinel 
3’s ocean and land colour instrument (OLCI) have spatial resolutions of approximately 
1000, 740 and 300 metres respectively (ESA, 2018a; NASA, 2014). However, even 
OLCI’s 300m spatial resolution is only able to resolve approximately 5% of lakes in 
North America (Clark et al., 2017) and the spatial resolution of existing marine remote 
sensing platform is considered a challenge to adequate remote sensing of inland waters 
(Palmer et al., 2015).  
The European Space Agency’s (ESA) Sentinel 2 platform offers bands with native 
spatial resolutions of 10, 20 and 60 m (Table 4-1). Additionally, Sentinel 2’s five-day 
revisit time offers improved temporal coverage to the Landsat 8 operational land 
imager (OLI) which operates on a sixteen day cycle (USGS, 2016). The presence of a 
“red-edge” band centred near the 705 nm wavelength also suggests the MSI instrument 
may be suitable to wider range of chl-a retrieval algorithms than the Landsat 8 OLI 
(Beck et al., 2016) as this spectral region is less affected by coloured dissolved organic 
matter (CDOM) (Gitelson et al., 2008).  
Several studies have already investigated the capabilities of the MSI sensor to estimate 
chl-a. Toming et al. (2016) found a strong relationship between the height of the 705 
nm peak above neighbouring bands and chl-a (R2 = 0.83) using 23 samples from nine 
Estonian lakes. Chen et al. (2017) found an empirical algorithm using the ratio of the 
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705 nm band to the 664 nm band performed poorly against 41 samples from Lake 
Huron, but performance improved when multiple band ratios were used as in puts to a 
neural network algorithm (R2 = 0.95, NRMSE = 10.4%)  and Ha et al. (Ha et al., 2017) 
found the best predictor (R2 = 0.68) of chl-a based on 30 samples from a Vietnamese 
lake to be an exponential model using the ratio of green (560 nm) to red (665 nm). 
These studies have all fit algorithms to local water bodies, and it is likely they will need 
to be recalibrated for use elsewhere. 
The three-band algorithm of Gons (1999; Gons et al., 2008, 2005, 2002) has, possibly, 
the potential for greater generalisability due to its semi-analytic design. The algorithm 
derives the concentration of chl-a (C) from the following relationship: 
𝐶𝐶 =  𝑅𝑅(𝑎𝑎𝑤𝑤(λ2)+ 𝑏𝑏𝑏𝑏)− 𝑎𝑎𝑤𝑤(λ1)− 𝑏𝑏𝑏𝑏𝑝𝑝
𝑎𝑎∗(λ1)    (4-1) 
where R is the ratio of water surface reflectance (ρw) at wavelengths λ1 and λ2, a*(λ1) 
and aw(λ) are the wavelength dependant chl-a specific absorption coefficient and 
absorption due to water respectively, bb is the backscattering coefficient and p is an 
empirically derived constant. This algorithm, which will subsequently referred to as 
G99, is particularly interesting as it has been successfully validated without 
recalibration in fresh and estuarine waters in Europe, North America and China using 
surface radiometry (Gons, 1999; Gons et al., 2002). G99 has also been calibrated for 
use with the ESA’s medium resolution imaging spectrometer (MERIS) using λ1 = 664 
nm, λ2 = 708 and λ3 = 778, which are quite close to Sentinel 2 MSI’s bands 4, 5 and 7, 
respectively (Table 4-1). After substituting absorption due to water at each wavelength 
from Buiteveld et al. (1994), equation 4-1 simplifies to (Gons et al., 2005): 
𝐶𝐶 =  𝑅𝑅(0.70 + 𝑏𝑏𝑏𝑏)− 0.40 − 𝑏𝑏𝑏𝑏1.05
𝑎𝑎∗(664)     (4-2) 
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and the backscattering coefficient is calculated using NIR band, λ3 = 778 nm: 
𝑏𝑏𝑏𝑏 =  1.61 ρ𝑤𝑤(778)0.082− 0.6 ρ𝑤𝑤(778)     (4-3) 
a*(λ1) has been shown to vary widely depending on the size, type and concentration of 
phytoplankton (Bricaud et al., 1995; Sathyendranath et al., 1987) and variation in 
a*(672) explained almost all residuals in the initial description of the algorithm (Gons, 
1999). In subsequent validations where algorithm performance has been poor, it has 
been primarily attributed to an unsuitable choice of a*(λ1) (Dall’Olmo and Gitelson, 
2005; Gurlin et al., 2011). However, a*(λ1) generally takes a fixed value in published 
implementations of the algorithm. 
The primary purpose of this study is to investigate the effect of variable modelling of 
a*(λ1) on algorithm performance with a view to broadening the generalisability of the 
algorithm. Whilst it is not possible to make an a priori determination of some sources 
of variation in a*(λ1), the inverse relationship between a* and chl-a concentration, C, 
can be expressed in the following form (Bricaud et al., 1995): 
𝑎𝑎∗(λ) = 𝐴𝐴 𝐶𝐶−𝐵𝐵     (4-4) 
where A and B are wavelength dependent constants. Suitable values for A and B will be 
determined and a*(665) will be recalibrated using an initial estimate of C derived using 
the G99 default of a*(665) = 0.015 and equation 4-4 above. The effect of this process 
on chl-a retrieval accuracy will be quantified. 
Full atmospheric correction is required to derive ρw(λ) from satellite imagery. The 
Acolite software package applies a new dark spectrum atmospheric correction 
algorithm (Vanhellemont and Ruddick, 2018) and given the spectral similarity of 
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Sentinel 2 MSI bands 4, 5 and 7 (Table 4-1)  also implements the MERIS calibrated 
G99 as per equations 4-2 and 4-3 above, with a*MSI(665) ≈ a*(664)MERIS = 0.015.  
However, as the Acolite software also implements two additional red-edge chl-a 
retrieval algorithms their performance will also be evaluated for comparison. The first 
is a three band model (Moses et al., 2012, 2009) shown in equation 4-5, which will be 
referred to as M09: 
𝐶𝐶 = 232.29 {[𝑅𝑅𝑟𝑟𝑟𝑟−1(λ1) −  𝑅𝑅𝑟𝑟𝑟𝑟−1(λ2)] 𝑅𝑅𝑟𝑟𝑟𝑟(λ3)} +  23.174  (4-5) 
where Rrs(λ1), Rrs(λ2) and Rrs(λ3) are the remote sensing reflectances at MSI bands 4, 5 
and 7 respectively. The second, derived from the normalised difference chlorophyll 
index (NDCI) (Mishra and Mishra, 2012), is shown in equations 4-6 and 4-7 and will 
be subsequently referred to as NDCI: 
𝑥𝑥 = 𝑅𝑅𝑟𝑟𝑟𝑟(λ2)− 𝑅𝑅𝑟𝑟𝑟𝑟(λ1)
𝑅𝑅𝑟𝑟𝑟𝑟(λ2)+ 𝑅𝑅𝑟𝑟𝑟𝑟(λ1)      (4-6) 
𝐶𝐶 = 14.039 + 86.115 𝑥𝑥 +  194.325 𝑥𝑥2   (4-7) 
where λ1 and λ2 are MSI bands 4 at 665 nm and 5 at 704 nm respectively.  
4.3 Data and Methodology 
4.3.1 In-situ data 
In-situ data from the western basin of Lake Erie (Figure 3-1), which is prone to blooms 
dominated by Microcystis aeruginosa (Vincent et al., 2004; Wynne et al., 2010), was 
provided through the Great Lakes Environmental Research laboratory (GLERL) 
weekly monitoring programme. The programme runs from April to October each year 
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and data from 2017 and 2018 were used in this study. Water samples were collected on 
a weekly basis from depths of 0.75m +/- 0.25 m and were laboratory analysed for 
turbidity, absorption due to CDOM at 400 nm-1 and chlorophyll-a (pers. comm.).  
 
 
Figure 4-1: Map showing location of weekly in-situ sampling sites. Source: Great Lakes Environmental 
Research Laboratory (https://www.glerl.noaa.gov/res/HABs_and_Hypoxia/WLEMicrocystin2017.html). 
 
4.3.2 Satellite Imagery 
The Sentinel 2 constellation consists of two satellites: Sentinel 2A, launched in June 
2015, and Sentinel 2B, launched in March 2017. Each satellite is equipped with a 
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multi-spectral imager (MSI) and has a revisit time of 10 days, their orbits are offset to 
give the constellation a revisit time of 5 days. The MSI spectral bands (Table 4-1) have 
native spatial resolutions of 10, 20 and 60 metres (ESA, 2018b).  
Table 4-1: Spectral band configuration for the MSI instrument on board each Sentinel 2 satellite (ESA, 
2018b). 
Spatial 
Resolution 
(m) 
Band number Sentinel 2A Sentinel 2B 
Central 
wavelength 
(nm) 
Bandwidth 
(nm) 
Central 
wavelength 
(nm) 
Bandwidth 
(nm) 
10 2 492.4 98 492.1 98 
3 559.8 45 559.0 46 
4 664.6 38 664.9 39 
8 832.8 145 832.9 133 
20 5 704.1 19 703.8 20 
6 740.5 18 739.1 18 
7 782.8 28 779.7 28 
8a 864.7 33 864.0 32 
11 1613.7 143 1610.4 141 
12 2202.4 242 2185.7 238 
60 1 442.7 27 442.2 45 
9 945.1 26 943.2 27 
10 1373.5 75 1376.9 76 
 
Level 1C Sentinel 2 satellite imagery that corresponded to in-situ sampling locations 
was downloaded from the ESA open data access hub (https://scihub.copernicus.eu/). 
Imagery was spatially subset to the area of interest and atmospherically corrected to a 
level 2 product using the Acolite software package (Vanhellemont and Ruddick, 2016). 
Remote sensing reflectance for each band was returned in addition to chl-a estimates 
from the G99, M09 and NDCI algorithms. For the G99 and M09 algorithms, a second 
retrieval was made using λ3 = 740 nm (band 6), these modified algorithms will be 
referred to as G99_740 and M09_740 respectively. 
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Level-2 pixel values corresponding to in-situ sampling locations and within twelve 
hours of the recorded sample collection time were extracted using the pixel extraction 
feature of NASA’s SeaDAS 7.5.1 software tool. 
4.3.3 Algorithm validation and tuning 
To evaluate the effect of a variable model for a*(λ1), three models of the relationship 
between a* and C (equation 4-2) were compared: two from the literature and a 
localised model optimised to the in-situ data. The first model was the result of linear 
interpolation for λ1 = 664.75 nm, the mid-point between the band centres for band 4 on 
the two Sentinel 2 satellites, against the table published in Bricaud et al. (1995), which 
gives: 
𝑎𝑎𝐵𝐵𝑟𝑟𝐵𝐵𝐵𝐵𝑎𝑎𝐵𝐵𝐵𝐵
∗ (664.75) = 0.015 𝐶𝐶−0.1333   (4-8) 
Equation 4-8 is based on oceanic studies. Several alternate parametrisations of equation 
4-4 from inland waters are available. These include values derived from three Estonian 
lakes (Paavel et al., 2016), fifteen Polish lakes (Ficek et al., 2012) and a single highly 
eutrophic Japanese lake (Yoshimura et al., 2012).  However, as Gilerson et al. (2010) 
collected data from multiple field trips in Nebraska lakes, Chesapeake Bay and Long 
Island Sound that included a mixture of salt and freshwater and a range of chl-a 
concentrations from 2 mg m-3 to more than 240 mg m-3 it was felt that their relationship 
(Equation 4-9) would provide the greatest potential for generalisability. 
𝑎𝑎𝐺𝐺𝐵𝐵𝐺𝐺𝐺𝐺𝑟𝑟𝑟𝑟𝐺𝐺𝐺𝐺
∗ (665) = 0.022 𝐶𝐶−0.1675   (4-9) 
Finally, a localised model was created. During bloom periods in Lake Erie,  M. 
aeruginosa is the dominant species (Wynne et al., 2010). Wojtasiewicz and Stoń-Egiert 
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(2016) published a value of a*(675) for M. aeruginosa of 0.022  which was converted 
to a*(665) using equation 4-10 (Gilerson et al., 2010): 
𝑎𝑎∗(665) = 0.412 𝑎𝑎∗(675)0.8373   (4-10) 
This resulted in equation 4-11:  
𝑎𝑎𝐺𝐺𝐺𝐺𝐵𝐵𝑎𝑎𝐺𝐺𝐵𝐵𝑟𝑟𝐺𝐺𝐵𝐵
∗ (665) = 0.017 𝐶𝐶−𝐵𝐵    (4-11) 
where the value of B would be determined by optimising to the in-situ data. 
Algorithm performance was evaluated using the root mean squared error of prediction 
(RMSEP), which was also normalised using the range of in-situ chl-a values into 
percentage RMSEP (NRMSEP), and bias, which was the mean difference between 
predicted and observed chl-a values. Model fit was reported using both the standard 
coefficient of determination (R2) and the Nash-Sutcliffe model efficiency (NSE), which 
ranges from one to minus infinity, where negative values suggest that the model is 
inferior to using the mean value of the observed data as a predictor (Krause et al., 
2005). 
4.4 Results 
4.4.1 Description of in-situ data 
The sampling dates for the GLERL weekly monitoring programme for 2017 and 2018 
coincided with three Sentinel 2 images where sampling stations were not obscured by 
cloud. This resulted in 24 in-situ water sample matches from October 2nd, 2017 and 
July 9th and August 13th, 2018. In-situ chl-a values ranged from 1.89 mg m-3 to 70.20 
mg m-3 with mean and median values of 21.54 mg m-3 and 18.59 mg m-3 respectively. 
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4.4.2 Default algorithm performance 
The most accurate chl-a retrievals using default parameters were obtained using the 
G99 algorithm with 9.8% NRMSEP compared to 14.6% and 21.7% for the M09 and 
NDCI algorithms respectively. The -3.30 mg m-3 bias produced by the G99 algorithm 
was less than half the bias of the M09 and NDCI algorithms, -7.13 mg m-3 and the -9.28 
mg m-3 respectively (Table 4-2).  
For the G99 and M09 algorithms, moving λ3 from 780 nm to 740 nm had minimal 
impact on performance. The M09 algorithm was more affected with RMSEP and bias 
increasing by approximately five percent compared to the G99 algorithm where 
RMSEP increased by less than one percent and bias increased by less than 3 percent.  
Table 4-2: Performance of Acolite red-edge retrieval algorithms using default parameters. 
Algorithm 
RMSEP 
(mg m-3) 
NRMSEP 
(%) 
Bias 
(mg m-3) R2 NSE 
G99 6.67 9.80 -3.30 0.92 0.84 
G99_740 6.70 9.80 -3.39 0.92 0.84 
M09 9.97 14.60 -7.13 0.86 0.64 
M09_740 10.43 15.30 -7.52 0.86 0.60 
NDCI 14.79 21.70 -9.28 0.89 0.20 
 
All algorithms showed a negative bias (Table 4-2), however the G99 algorithm only 
begins to noticeably underestimate chl-a for in-situ chl-a concentrations of 
approximately 20 mg m-3 and above (Figure 4-2a) whereas the M09 algorithm 
consistently underestimates chl-a concentration across the entire range (Figure 4-2c). 
The NDCI algorithm appears to generalise poorly to this study area, whilst the 
relationship between the predicted and in-situ values is quite linear with R2 = 0.89 
(Table 4-2) both the gradient and intercept appear to be poorly calibrated (Figure 4-2e). 
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Figure 4-2: Validation plots showing predicted versus in-situ chl-a for the G99 (a), G99_740 (b), M09 (c), 
M09_740 (d) and NDCI (e) algorithms. The straight line in each plot is the 1:1 line. 
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4.4.3 Dynamic modelling of chl-a specific absorption coefficient 
The optimum index B for the a*localised model (equation 4-11) was 0.089. This was 
determined by increasing B from 0.01 to 0.25 in 0.001 increments and choosing the 
value for minimal RMSEP, which also resulted in an almost zero bias. 
 
Figure 4-3: Determination of optimal index B for localised model of a*(665). Minimal RMSEP was for B = 
0.089. 
When compared to the fixed a* value used by the default G99 algorithm, all variable 
models take a noticeably smaller value of a* once chl-a concentration exceeds 20 mg 
m-3. The a*Bricaud model and the localised model have similar starting values, at 0.020 
and 0.021 for C = 0.1 mg m-3, but the latter model decays more slowly and for higher 
chl-a concentrations is closer to that of the a*Gilerson model which is 0.032 for C = 0.1 
mg m-3 but has a more rapid rate of decay with increasing chl-a concentration (Figure 
4-4). 
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Figure 4-4: Relationship between a* and chl-a concentration for each of the tested models. 
The effect of the variable a* modelling on chl-a retrievals was noticeable, both the 
a*Gilerson and a*localised models did a good job in correcting the negative bias for C > 20 
mg m-3 without visibly affecting the fit at lower chl-a concentrations (Figure 4-5), 
which resulted in reductions in RMSEP of 23% and 27% respectively. In both cases, 
bias was reduced by more than 85% and the NSE of the models improved by more than 
7% (Table 4-3). 
Table 4-3: Performance of G99 algorithm using different models for a*(665). 
a* model 
RMSEP 
(mg m-3) 
NRMSEP 
(%) 
Bias 
(mg m-3) R2 NSE 
Default (a* = 0.015) 6.67 9.80 -3.30 0.92 0.84 
a*localised 4.87 7.10 -0.27 0.91 0.91 
a*Gilerson 5.13 7.50 -0.47 0.91 0.90 
a*Bricaud 9.90 14.50 6.19 0.91 0.64 
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The a*Bricaud model resulted in degraded performance. The lower a*(665) values 
produced by this model throughout almost the entire range of chl-a concentrations 
overcompensated for the negative bias of the default G99 algorithm and the tendency to 
underestimate for higher chl-a concentrations. This resulted in a visible overestimation 
of C for almost the entire data range (Figure 4-5). 
 
Figure 4-5: Validation plots comparing default G99 algorithm (a) with different models of a* versus chl-a 
concentration (b, c, d). The straight line on each plot is the 1:1 line. 
 115 
4.5 Discussion 
The purpose of this study was to investigate the effect of dynamic recalibration of the 
chl-a specific absorption coefficient, a*, on the accuracy of chl-a retrievals produced by 
the G99 algorithm and to validate the performance of the other red-edge chl-a retrieval 
algorithms included with the Acolite software package using the Sentinel 2 MSI sensor. 
The G99 algorithm was the best performing of those compared without optimisation 
NRMSEP = 9.8%, bias = -3.30 mg m-3, NSE = 0.84), however the default algorithm 
showed increasing underestimation with increasing chl-a (Figure 4-2a). This pattern is 
unsurprising as the mathematical arrangement of the G99 algorithm is such that the 
numerator, estimated absorption due to chl-a, is divided by a fixed value for a*(λ1) to 
yield chl-a concentration, C, (equations 4-1 and 4-2). The default algorithm fails 
consider the inverse relationship between a*(λ1) and C (Bricaud et al., 1995; Gilerson 
et al., 2010; Sathyendranath et al., 1987). A similar pattern was seen in the original 
MERIS validation of G99 where lower values of C were overpredicted but higher 
values were more accurately estimated (Gons et al., 2002). In this case in the initial 
parametrisation of the model a*(λ1) was determined by choosing the value for optimal 
fit to the calibration data (Gons et al., 2002). This likely resulted in a choice of a*(λ1) 
appropriate for moderate to high chl-a concentrations, but too small for lower 
concentrations. Subsequent recalibrations of the algorithm (Gons et al., 2008, 2005; 
Gurlin et al., 2011) have followed a similar approach: use of the calibration dataset to 
determine a fixed a*(λ1) that provides the optimal fit to the data which may further 
explain why the G99 algorithm has been shown to be inaccurate for lower chl-a 
concentrations (Gons et al., 2008) or to generally underestimate (Gurlin et al., 2011). 
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A localised model of a*(665) was compared to two derived from literature. Given the 
dominance of M. aeruginosa in Lake Erie bloom periods (Vincent et al., 2004; Wynne 
et al., 2010) and that the extent to which a*(λ) varies with C can depend on algal type 
(Augusti and Phlips, 1992; Bricaud et al., 1995), a*localised was optimised to local data to 
see if regional calibration of the a*(665) model was beneficial. Unfortunately, given the 
small number of in-situ matches with satellite imagery (N = 24), it did not make sense 
to further split the data into calibration and validation datasets. As the a*localised model 
was optimised to the entire dataset there is a likelihood of overfitting. Given the 
performance of a*localised (NRMSEP = 7.10%, bias = -0.27 mg m-3, NSE = 0.91) was 
only marginally better than for a*Gilerson (NRMSEP = 7.50%, bias = -0.47 mg m-3, NSE 
= 0.90), it would seem sensible to consider a*Gilerson the most appropriate model. 
a*Gilerson  was derived from field samples from Nebraska lakes, Chesapeake Bay and 
Long Island Sound where C ranged from almost 2 mg m-3 to in excess of 240 mg m-3 
(Gilerson et al., 2010). Whilst more extensive validation against a larger range of water 
types and locations is necessary, the improved performance of the G99 algorithm when 
combined with a*Gilerson, both of which were calibrated externally and independently, 
suggests this combination may be suitable for a broader range of water types. The third 
model a*Bricaud produced a more rapid decay of a*(665) resulting in an overestimation. 
The poor performance of this model is not surprising given it was developed based on 
samples collected from oceanic cruises where 0.03 < C < 24.5 mg m-3 (Bricaud et al., 
1995). It should be noted that the relationship between chl-a specific absorption 
coefficient and chl-a concentration varies both spatially and temporally on both local 
and regional levels (Paavel et al., 2016; Yoshimura et al., 2012), therefore a localised 
relationship for a*(665) may yield optimal results. However where these parameters are 
not known use of a*Gilerson may improve default algorithm performance. 
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It should be noted that a*Gilerson was previously used to form an advanced version of the 
M09 algorithm and a related two band algorithm with similar objectives to those of this 
study (Gilerson et al., 2010). Similarly, the G99 algorithm can be reformulated by 
substitution of a*Gilerson (equation 4-9) into the initial algorithm (equation 4-2) yielding: 
𝐶𝐶 =  �𝑅𝑅(0.70 + 𝑏𝑏𝑏𝑏)− 0.40 − 𝑏𝑏𝑏𝑏1.05
0.022 �1.201    (4-12) 
where bb remains as described in equation 4-3. Alternatively, the default algorithm 
output can simply be multiplied by the fixed a*(665) = 0.015 and divided by the 
dynamically revised values of a*(665).  
With regards to the other chl-a retrieval algorithms, all three red-edge algorithms 
included with the Acolite software showed good linearity with the in-situ chl-a 
concentrations, 0.86 < R2 < 0.92, suggesting any could be recalibrated for the Lake Erie 
western basin. However, only the G99 and M09 algorithms, with NRMSEP of 9.8% 
and 14.6% respectively, may be useful without recalibration. It should also be noted 
that the best model basis for the three band input to M09 index is not clear, as both 
linear (Gitelson et al., 2008; Moses et al., 2009) and quadratic (Gitelson et al., 2009; 
Mishra and Mishra, 2012) fits have been suggested in different studies. As the G99 and 
M09 algorithms require accurate atmospheric correction (Gons et al., 2002; Moses et 
al., 2009) it could be reasonably inferred from the results that the new dark spectrum 
aerosol correction algorithm used by the Acolite software (Vanhellemont and Ruddick, 
2018) produces acceptable results, at least in the red and NIR region of the spectrum 
used by these algorithms. 
The significance of this research is two-fold. Further increasing the generalisability of 
an chl-a retrieval algorithm that has already been applied on multiple continents (Gons, 
1999; Gons et al., 2002) without recalibration could enhance the accuracy of chl-a 
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remote sensing on a number of platforms. This would lead to improved ability to detect 
and monitor high biomass algal blooms (Anderson et al., 2017). Finally, validation on a 
platform with the spatial resolution of Sentinel 2 will extend monitoring capabilities to 
tens of millions more of the world’s estimated 117 million lakes (Verpoorter et al., 
2014). 
4.6 Conclusions 
Sentinel 2 MSI imagery and Acolite dark spectrum aerosol correction combined for 
accurate chl-a retrievals in the Lake Erie western basin. The G99 algorithm (Gons et 
al., 2002) was the best performing of those included in the Acolite package. 
Performance of the default G99 algorithm was improved by including a variable model 
for a*(665) to reflect the inverse relationship between a*(665) and chl-a concentration 
(Bricaud et al., 1995; Sathyendranath et al., 1987). RMSEP was reduced by 23%, bias 
by 85% and NSE increased from 0.84 to 0.90 for the preferred model, a*Gilerson 
(Gilerson et al., 2010). 
Neither the G99 algorithm or a*Gilerson model were recalibrated to the local data, 
suggesting that this combination may generalise to a wider range of water bodies. 
However, given the small sample size and single location in this study, further 
validation is still necessary.    
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5.1 Abstract 
The HydroColor app allows rapid measurements of water colour to be obtained by 
technical staff or citizen scientists using the digital camera on a mobile device. The app 
estimates remote sensing reflectance (Rrs) in the red, green and blue bands and derives 
turbidity and suspended particulate matter. Chl-a retrieval algorithms were developed 
using band ratio inputs indicative of optically active water constituents and partial least 
squares regression. The models were evaluated against a dataset of 49 HydroColor 
image sequences along with in-situ chl-a and turbidity measurements collected over a 
one-year period. The chl-a algorithm using the ratio of Rrs(blue)/ Rrs(green) was unable 
to meaningfully predict in-situ chl-a (coefficient of determination, R2 = 0.11; bias = 
0.21 mg m-3; Nash-Sutcliffe efficiency = -0.02). Adding inputs representing absorption 
due to CDOM and turbidity produced models able to detect relative changes of in-situ 
chl-a (R2 = 0.56 to 0.60; bias = 0.11 to 0.15 mg m-3; NSE = 0.39 to 0.46). While these 
results are considered encouraging, further development is recommended against an in-
situ dataset with greater variability in water quality parameters. Improvement in such 
algorithms will allow rapid water quality monitoring from relatively inexpensive and 
readily available devices. 
5.2 Introduction 
Harmful algal blooms (HABs) are a global phenomenon of increasing concern to water 
management and environment agencies (Anderson et al., 2017, 2012; Falconer, 2001; 
Ibelings et al., 2014; Klemas, 2012; World Health Organization, 1999). Remote sensing 
of chlorophyll-a (chl-a) as an indicator of algal biomass or concentration can be an 
important tool in the detection and monitoring such blooms (Anderson et al., 2017; 
Kutser, 2009). Algorithms that estimate chl-a concentration have been implemented on 
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a variety of satellite platforms, however satellite platforms have several shortcomings: 
spatial resolution can be inadequate for the monitoring of smaller water bodies (Clark 
et al., 2017; Palmer et al., 2015), clouds can prevent coverage in the order of half the 
time (Bailey and Werdell, 2006; Bramich et al., 2018; Bresciani et al., 2018) and many 
chl-a retrieval algorithms are dependent on accurate atmospheric correction (Dall’Olmo 
et al., 2005; Gons et al., 2008; Mishra and Mishra, 2012; O’Reilly et al., 2000). The use 
of digital cameras in remote chl-a retrievals could mitigate many of these shortcomings: 
use by hand or at low altitude could greatly reduce the impact of clouds and the 
atmosphere, and allow rapid detection of potentially dangerous blooms in small water 
bodies (Kutser, 2009). 
Most digital cameras capture relatively broad red, green and blue bands for each pixel 
(Berra et al., 2015; Goddijn-Murphy et al., 2009; Leeuw and Boss, 2018; Matasaru, 
2014). Given the spectral limitations of these devices the most appropriate class of chl-
a retrieval algorithm appears to be the OCx algorithms that use the ratio of blue to 
green remote sensing reflectance (Rrs) but these can be confounded by CDOM and 
turbidity (Chapter 1). Algorithms designed to avoid these limitations typically require 
one or more bands in the NIR (Dall’Olmo and Gitelson, 2005; Gilerson et al., 2010; 
Gons, 1999; Gower et al., 2005, 1999; Mishra and Mishra, 2012; Moses et al., 2012) 
which makes them unsuitable for use with a typical digital camera. 
The HydroColor app (Leeuw, 2014; Leeuw and Boss, 2018), available for iOS and 
Android devices, provides mobile devices with remote sensing capabilities using the in-
built camera. The user uses the device camera to take images of the water surface, the 
sky and a grey 18% reflectance card. The HydroColor app derives remote sensing 
reflectance in the red, green and blue bands from the radiance signal captured by the 
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camera as per Mobley (1999). Solar geometry is derived from the device’s GPS and 
HydroColor uses the device’s gyrometer and compass to guide the user to optimal 
camera direction and elevation for image capture. HydroColor also derives turbidity, 
suspended particulate matter and the backscattering coefficient in the red band (Leeuw 
and Boss, 2018). An empirical chl-a retrieval algorithm was tested early in the project. 
This modified blue/green ratio was not included in the final version of the app (Leeuw, 
2014). The algorithm was of the following form: 
𝑥𝑥 =  𝑅𝑅𝑟𝑟𝑟𝑟(𝑏𝑏𝐺𝐺𝐵𝐵𝐺𝐺)− 𝑅𝑅𝑟𝑟𝑟𝑟(𝑟𝑟𝐺𝐺𝐵𝐵)
𝑅𝑅𝑟𝑟𝑟𝑟(𝑔𝑔𝑟𝑟𝐺𝐺𝐺𝐺𝐺𝐺)− 𝑅𝑅𝑟𝑟𝑟𝑟(𝑟𝑟𝐺𝐺𝐵𝐵)    (5-13) 
𝐶𝐶 =  3.09 𝑒𝑒−0.6𝑥𝑥     (5-14) 
where C is the concentration of chl-a. 
The aim of this study is to develop an operational chl-a retrieval algorithm for use with 
HydroColor app using the ratio of the blue to green bands. As previously described, it 
is necessary to determine the extent to which CDOM and turbidity affect the water 
leaving reflectance signal. The HydroColor turbidity retrieval algorithm has been 
shown to demonstrate good agreement with in-situ data (Leeuw and Boss, 2018): 
𝑇𝑇 =  22.57 𝑅𝑅𝑟𝑟𝑟𝑟(𝑟𝑟𝐺𝐺𝐵𝐵)
0.044− 𝑅𝑅𝑟𝑟𝑟𝑟(𝑟𝑟𝐺𝐺𝐵𝐵)      (5-15) 
where T is turbidity in nephelometric turbidity units (NTU).  
 Absorption due to CDOM, acdom, has been remotely derived using either a linear 
relationship with the ratio of red to blue bands (Goddijn-Murphy et al., 2009; Koponen 
et al., 2007) or the ratio of red to green bands, which takes the following form (Kutser 
et al., 2005):  
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𝑎𝑎𝐵𝐵𝐵𝐵𝐺𝐺𝑐𝑐(420) = 5.13 � 𝑅𝑅𝑟𝑟𝑟𝑟(𝑟𝑟𝐺𝐺𝐵𝐵)𝑅𝑅𝑟𝑟𝑟𝑟(𝑔𝑔𝑟𝑟𝐺𝐺𝐺𝐺𝐺𝐺)�2.67   (5-16) 
Partial least squares regression (PLSR), described in chapter 3, will be used to 
determine the relationship between inputs. As it is not clear which is the better indicator 
of acdom, the ratios of red to blue and red to green bands will both be tested in addition 
to the non-linear model described in equation 5-16. Similarly, both the HydroColor 
turbidity algorithm (equation 5-15) and Rrs(red) will be compared as indicators of 
turbidity. 
5.3 Data and Methodology 
5.3.1 Field data 
In-situ data was collected from Lake Trevallyn (Chapter 3) and Craigbourne Dam in 
Tasmania, Australia (Figure 5-1). Craigbourne Dam is a 12.5 million cubic metre 
irrigation reservoir and flood mitigation facility in the state’s southeast (Tasmanian 
Irrigation, 2019). Both the toxic Microcystis aeruginosa and potentially toxic A. 
circinalis have been detected in Craigbourne dam with the latter in bloom proportions 
(DPIF, 1997). 
Sampling was conducted in Lake Trevallyn, approximately quarterly, from January 
2018 to January 2019 to produce a dataset representative of seasonal variations. 
Sampling at Craigbourne Dam was limited to a single visit in October 2018 as sampling 
on other visits was cancelled due to high winds. 
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Figure 5-1: Lake Trevallyn and Craigbourne Dam in Tasmania, Australia 
In-situ chl-a and turbidity were measured using a YSI EXO2 sonde equipped with the 
combination EXO chlorophyll and blue green algae (CBGA) and EXO turbidity probes. 
The sonde was regularly recalibrated using two-point calibrations between distilled 
water and rhodamine, for the CBGA probe, or polymer turbidity standard for the 
turbidity probe. 
In the field, the sonde was configured to sample at one second intervals and the clock 
was synchronised with an iPhone 5s that was installed with the HydroColor app. At 
each sampling location the sonde probes were immersed to a depth of approximately 
0.3 to 0.5 m and allowed to stabilise for approximately one minute. The sequence of 
grey card, sky and water images required by the HydroColor app were collected. 
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Images were later checked for quality by examining the highlighted pixel area in the 
HydroColor user interface: sample sets with shadow over the water pixels or cloud over 
the sky pixels were removed from the dataset, as were those where the sun zenith angle 
was not between 15 degrees and 60 degrees (Leeuw and Boss, 2018). The in-situ data 
streams for chl-a and turbidity were smoothed using a five-point smoothing filter and 
matched to the samples in the HydroColor library by date and time. 
5.3.2 Algorithm Development 
The field data was partitioned into random stratified partitions. Approximately two-
thirds were used for calibration and the remainder for validation. Several PLSR models 
were developed using the calibration dataset following the methods described in 
chapter 3. Different possible indicators of CDOM and turbidity were compared. In all 
cases, inputs were scaled and centred, and the optimum number of components was 
chosen based on lowest root mean squared error of prediction (RMSEP) after ten-fold 
cross validation. Models were then compared to each other using the validation dataset. 
Several measures of model performance were calculated. RMSEP was normalised 
using the range of in-situ chl-a values (NRMSEP). Model fit was indicated using the 
coefficient of determination, R2, and bias, the mean difference between measured and 
predicted values. Nash-Sutcliffe efficiency (NSE) was also calculated. NSE ranges 
from minus infinity to one: negative values indicate that using the mean value of the 
observed data would have been a better predictor than the model (Krause et al., 2005).  
R-studio was used for algorithm development and data analysis. Data partitioning was 
performed using the createDataPartition function of the caret package (Kuhn, 2008) and 
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PLSR models were built using the pls package (Mevik and Wehrens, 2007). NSE was 
calculated using the HydroGOF package. 
5.4 Results 
Examination of the entire in-situ dataset from Lake Trevallyn and Craigbourne Dam 
shows a poor correlation between chl-a and turbidity with Pearson’s co-efficient of 
correlation, r = 0.13. This correlation remains poor (r = -0.32) if the four samples with 
relatively high turbidity taken from Lake Trevallyn on July 12th, 2018 (mid-winter) are 
excluded (Figure 5-2). 
 
 
After partitioning, the calibration dataset contained 33 samples ranging from 1.36 to 
5.30 mg m-3 and a median of 2.47 mg m-3 and the validation dataset contained 16 
samples with chl-a ranging from 1.36 to 3.66 mg m-3 and a median of 2.54 mg m-3 
(Table 5-1).  
  
Figure 5-2: Relationship between in-situ chl-a and in-situ turbidity. 
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Table 5-1: Range of in-situ chl-a values for the calibration and validation datasets 
  In-situ chl-a (mg m-3) 
Dataset n Minimum 1st Quartile Median 3rd Quartile Maximum 
Calibration 33 1.52 2.08 2.47 3.40 5.30 
Validation 16 1.36 2.00 2.54 2.96 3.66 
 
The HydroColor turbidity algorithm was moderately correlated with in-situ turbidity, r 
= 0.68 (Figure 5-3a). The HydroColor algorithm however, offered little advantage over 
remote sensing reflectance to in the red channel, Rrs(red) as an indicator of turbidity 
with r = 0.66 (Figure 5-3b). The HydroColor algorithm is not perfectly correlated with 
Rrs(red) as the turbidity values stored in the app are rounded to the nearest whole NTU 
and Rrs values are rounded to the nearest 0.001sr-1. The theoretical relationship between 
the HydroColor algorithm and Rrs(red) is shown in Figure 5-3d. 
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Figure 5-3: Performance of HydroColor turbidity algorithm versus in-situ turbidity (a), the relationship 
between Rrs(red) and in-situ turbidity (b), the relationship between HydroColor turbidity and Rrs(red) (c) and 
the HydroColor algorithm relationship with Rrs(red). Figures (a) to (c) are based on the entire in-situ dataset 
(N = 49). 
Three different indicators of acdom and two indicators of turbidity were evaluated. 
Additionally, a control model was built using a single input: the ratio of blue to green 
remote sensing reflectance. The best performing model against the validation dataset 
used equation 5-16 (Kutser et al., 2005) to represent acdom and Rrs(red) to represent 
turbidity (NRMSEP = 21.6%, bias = 0.11 mg m-3, NSE = 0.46). However, all 
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algorithms, which included inputs for acdom and turbidity, were similar in performance 
with NRMSEP ranging from 21.6% to 23% and NSE ranging from 0.39 to 0.46. This 
was in contrast to the model with only the blue to green ratio that had a NSE of -0.02 
suggesting that it had worse predictive power than using the mean value of observed 
chl-a (Table 5-2). 
Table 5-2: Performance of PLSR models against the validation dataset (N = 16). All models used the ratio 
Rrs(blue)/Rrs(green) as an indication of chl-a with different inputs evaluated for acdom and turbidity. 
CDOM input Turbidity input RMSEP 
(mg m-3) 
NRMSEP 
(%) 
Bias 
(mg m-3) 
R2 NSE 
Kutser et al. 2005 Red 0.50 21.6 0.11 0.56 0.46 
Red/Green Red 0.50 21.9 0.13 0.58 0.45 
Kutser et al. 2005 HydroColor turbidity 0.51 22.2 0.12 0.58 0.44 
Red/Blue Red 0.51 22.3 0.14 0.58 0.43 
Red/Green HydroColor turbidity 0.52 22.5 0.14 0.60 0.42 
Red/Blue HydroColor turbidity 0.53 23.0 0.15 0.60 0.39 
None None 0.68 29.8 0.21 0.11 -0.02 
 
The similarity in performance of models with the different inputs for acdom and turbidity 
is also apparent in the validation plots (Figure 5-4 b-g) where in all cases the lower in-
situ chl-a values were overestimated, while the higher values were underestimated. The 
model using only the ratio of Rrs(blue) to Rrs(green) as an input, showed a similar trend, 
but predicted almost no variability in chl-a relative to the other models. 
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Figure 5-4: Validation plots for models. All models use the ratio Rrs(blue)/Rrs(green) for chl-a with different 
inputs to represent acdom and turbidity. The straight line in each graph is the 1:1 line. 
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It was not possible to make a meaningful comparison with the initial chl-a algorithm 
(equations 5-13 and 5-14) as for 10 of 16 samples in the validation dataset, remote 
sensing reflectance in the red and green bands were equal resulting in division by zero. 
For the remaining 6 samples, Pearson’s coefficient of correlation between algorithm 
output and in-situ chl-a, r = 0.07.  
5.5 Discussion 
The weak correlation, r = 0.13, between in-situ chl-a and in-situ turbidity (Figure 5-2) 
suggests that the water leaving optical signal is unlikely to vary with chl-a alone and 
that the study areas can be classified as case two waters (Morel and Prieur, 1977). The 
complexity of these waters in turn explain the inability of the ratio Rrs(blue)/Rrs(green) 
alone to usefully predict any variation in chl-a. 
The similar performance between the HydroColor turbidity algorithm (equation 5-15) 
and Rrs(red) as indicators of turbidity is likely due to the low range of in-situ turbidity 
encountered in the sampling process. In-situ turbidity, measured in formazin 
nephelometric units (FNU), did not exceed 20 FNU (Figure 5-3a).  The HydroColor 
algorithm derives turbidity in nephelometric turbidity units (NTU), however within the 
range measured in this study the two units can be considered equivalent (Mylvaganam 
and Jakobsen, 1998). The resulting range of remote sensing reflectance in the red band, 
0 < Rrs(red) < 0.015 sr-1 (Figure 5-3b,c) was in the region of the HydroColor model 
where relationship between equation 5-15 and Rrs(red) remains linear (Figure 5-3d). 
Use of the HydroColor turbidity algorithm would not be expected to be beneficial until 
turbidity increased to the point where the relationship became non-linear. 
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Attempts to compare inputs representing acdom were similarly confounded although in 
this case in-situ data on CDOM was not available. The rationale for using 
Rrs(red)/Rrs(blue) as an indicator of acdom was based two studies that suggested a linear 
relationship between acdom and Rrs(red)/Rrs(blue). In the first, in-situ acdom(440) ranged 
from 0.1 m-1 to 2.8 m-1 (Goddijn-Murphy et al., 2009) and in the second acdom(400) 
ranged from 1.29 m-1 to 2.61 m-1 (Koponen et al., 2007). The power function utilising 
Rrs(red)/Rrs(green) (equation 5-16) was derived from in-situ acdom(420) ranging from 
0.68 m-1 to 11.13 m-1 (Kutser et al., 2005). After factoring in the change in acdom from 
400 nm to 440 nm (Kutser et al., 2005), it is clear that the latter study was validated 
against a wider range of in-situ values. Given that the results of this study are equivocal 
the use of an acdom indicator based on Rrs(red)/Rrs(green) seems most logical although 
both types of acdom model have been shown to break down in the presence of high 
levels of inorganic sediment (Olmanson et al., 2016).  
It was hoped that conducting multiple sampling trips over the course of more than a 
year would result in a suitably varied in-situ dataset for modelling. However, the low 
range of chl-a concentration, from 1.36 mg m-3 to 5.30 mg m-3, proved challenging. 
Many algorithms perform worst at such concentrations as this is where chl-a specific 
absorption coefficient, a property that links optical absorption to chl-a concentration, is 
most variable (Bricaud et al., 1998; Gilerson et al., 2010; Gons et al., 2002; Moses et 
al., 2012). The fluorescence line height algorithm is sensitive to lower chl-a 
concentrations but requires three spectral bands adjacent to the chl-a fluorescence peak 
near 680 nm (Gower et al., 1999) and therefore is not suitable for use with standard 
digital cameras. Given the difficulties in remote sensing of chl-a concentrations at these 
levels in complex waters, a tempered, but somewhat optimistic view of the results 
might be taken: while the preceding results are not helpful in determining which inputs 
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best account for variations in turbidity and acdom, they do suggest that including such 
inputs can allow a ubiquitous device such as a mobile phone to detect relative changes 
in chl-a concentration. It is also likely that when applied to a dataset containing a wider 
range of chl-a concentrations and turbidity measurements, performance would improve. 
Future work should also measure in-situ absorption due to CDOM so that the 
effectiveness of each input can be fully evaluated. 
The appeal of the HydroColor app is that it guides the user through established methods 
of capturing remote sensing reflectance (Mobley, 1999), allowing field workers or 
citizen scientists to capture relative measurements (Yang et al., 2018). Further 
development of a chl-a retrieval algorithm will enable rapid point sampling of a wider 
range of water quality parameters. Such algorithms could be adapted to unmanned 
aerial vehicles in order to give spatial coverage of smaller water bodies. 
5.6 Conclusions 
The results presented here suggest that the HydroColor app has the spectral capability 
to detect broad relative changes in chl-a concentration. However, given the narrow 
range of water quality parameters in the in-situ dataset, the extent to which these 
capabilities are useful is unclear and will need to be investigated further. Further, we 
have demonstrated that the performance of blue/green algorithms can be greatly 
improved in complex waters by adding inputs for CDOM and turbidity using even 
broad bands in the visible part of the spectrum.  
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6.1 Thesis Outcomes 
Chl-a is an indicator of algal biomass and as such, remote sensing of chl-a can aid in 
the monitoring and detection of high biomass harmful algal blooms (HAB). HAB 
events can have high spatial variability (Foster et al., 2017; Kutser, 2009) and the use of 
satellite remote sensing to complement existing in-situ and manual detection and 
monitoring has been suggested (Anderson et al., 2017; Klemas, 2012; Kutser, 2009; 
Palmer et al., 2015; Urquhart et al., 2017). However, satellite platforms designed for 
maritime applications are limited in terms of spatial resolution (Clark et al., 2017; 
Palmer et al., 2015). The preceding chapters have examined the capability of different 
sensor platforms to provide remote estimates of chl-a at a variety of spatial resolutions. 
In chapter 2, the effect of the SeaDAS high resolution processing mode on chl-a 
retrievals was examined for a variety of atmospheric correction methods and chl-a 
algorithms in Tasmanian coastal waters. Spatial resolution, clouds and atmospheric 
correction were all identified as challenges to monitoring these socially and 
economically important waters using the MODIS platform. Attempts to improve the 
native spatial resolution to a pixel size of 250 metres using the high-resolution 
processing had a negative effect on chl-a retrievals and resulted in more negative 
reflectances, pointing to more problematic atmospheric correction. The sensor 
platforms examined in the subsequent chapters make some progress towards meeting 
these challenges. 
Chapter 3 and chapter 4 evaluated two medium resolution satellite platforms, the 
Sentinel 2 MSI and the Landsat 8 OLI for chl-a retrievals. These platforms are not 
primarily designed for water monitoring but with spatial resolutions of 10 to 60 m and 
30 m respectively, they are an appealing alternative for smaller water bodies. The 
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Sentinel 2 MSI was superior to the Landsat 8 OLI for chl-a retrievals. From Sentinel 2 
imagery, the three band semi-analytic algorithm (Gons et al., 2005) modified with a 
dynamic model for chl-a specific absorption coefficient (Gilerson et al., 2010) achieved 
a NRMSEP of 7.5% and a NSE of 0.90 compared to NRMSEP of 21.6% and an NSE of 
0.53 for the PLSR model with band ratio inputs from Landsat 8 imagery. This is not 
surprising given the lack an OLI band around 700 nm in wavelength. Ratios of bands 
either side of 700 nm have been shown to be well correlated with chl-a (Song et al., 
2013). Given that the Sentinel 2 constellation offers better spatial resolution in the 
relevant bands and a revisit time of 5 days (ESA, 2018a), compared to 16 days for 
Landsat 8 (USGS, 2016), it is hard to find a compelling reason to recommend OLI for 
active bloom detection and monitoring. 
In chapter 5, PLSR was used to develop a chl-a algorithm for the HydroColor mobile 
device app (Leeuw and Boss, 2018). Use of the remote sensing reflectances derived by 
the HydroColor app for chl-a retrievals were only moderately encouraging. The 
relatively narrow range of chl-a concentrations in the in-situ dataset proved challenging 
to detect using the three broad visible bands available. Given the range of chl-a 
concentrations encountered is where the chl-a specific absorption coefficient is most 
variable (Bricaud et al., 1995; Gilerson et al., 2010), it is reasonable to expect that a 
greater range of in-situ values would lead to improved modelling. Benefits of pursuing 
such algorithm development include speed of detection and an increase in monitoring 
capacity. The cost of even high-end digital cameras is small compared to that of sondes 
such as the EXO2, or hyperspectral cameras.  
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6.2 Implications of results 
HABs pose risks to human and animal health (Anderson et al., 2012; Ibelings et al., 
2014; World Health Organization, 1999) and the economic costs associated with 
detection, monitoring and managing the impacts HAB events is billions of United 
States dollars globally (Sanseverino et al., 2016). Recent years have seen HAB events 
increase in both coastal waters and inland waters (Anderson et al., 2012; Paerl and 
Otten, 2013) and this is likely to continue, aided by a globally changing climate (Paerl 
et al., 2011). While remote sensing of chl-a alone cannot determine if an algal bloom is 
harmful or not, improved accuracy and spatial resolution of chl-a retrievals will 
improve an important tool in assisting water managers in the detection and monitoring 
of such threats (Beck et al., 2016). 
The improved semi-analytical algorithm (Gons, 1999; Gons et al., 2008, 2005, 2002) 
developed for Sentinel 2 MSI imagery could be extended to any platform with 
appropriate band positioning. The ocean and land colour instrument (OLCI) on the 
Sentinel 3 satellites has bands centred at 665 nm, 708 nm and several bands located 
between 750 nm and 780nm. The bandwidths of these bands in the order of half that of 
the equivalent MSI bands (ESA, 2018b, 2018a) and it is reasonable to expect the 
improved algorithm to also deliver good results on that platform. Whilst the 300 m 
spatial resolution of OLCI is inferior to the MSI, it has a revisit time of less than two 
days which would allow improved temporal coverage of waters where the lower spatial 
resolution was sufficient. Finally, OLCI has a narrow red band centred at 620 nm which 
raises the potential for remote sensing of phycocyanin, an accessory pigment found in 
cyanobacteria (Mishra et al., 2013; Ogashawara et al., 2013; Randolph et al., 2008). 
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The ability to use a single platform for the estimation of both chl-a and phycocyanin 
could enable differentiation of cyanobacteria blooms from those of other algal types. 
An effective chl-a algorithm for use with digital cameras would lead to the ability to 
monitor water bodies with UAV mounted cameras. This would potentially allow 
sufficient spatial resolution for the coverage of virtually any water body of interest. 
UAVs have the computational power to acquire imagery at the correct geometry.  Some 
camera sensors now include a white pixel (Kim and Kang, 2018), which should allow 
relative reflectance to be calculated without the need for a skyward facing image. 
Camera imagery would require adjustments for the effects of vignetting and 
atmosphere (Aasen et al., 2018) however these effects would be small compared to 
those encountered by satellite mounted sensors. 
Regardless of the platform, remote sensing of chl-a does not represent a replacement 
for traditional in-situ monitoring regimes. There are still challenges in determining the 
algal type and toxicity from satellite data (Kutser, 2009): it is difficult to distinguish 
between phytoplankton taxa (Dierssen et al., 2006), toxin producing species may be 
present but in a non-toxic state and some species may be toxic at levels below remote 
detection thresholds (Stumpf and Tomlinson, 2005). Rather, the creation of integrated 
networks that include remote sensing data alongside in-situ observations of water 
quality and environmental parameters have been suggested (Anderson et al., 2017; 
Jochens et al., 2010; Shen et al., 2012). Remote sensing data could make manual 
sampling regimes more responsive and efficient by identifying locations of high 
priority. Long term patterns could inform the positioning of in-situ instrumentation. 
Such integrated networks could in turn allow for a continuous revalidation, if needed, 
recalibration of remote sensing models. 
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6.3 Recommendations for future research 
The outcomes discussed in previous sections, in particular the improved semi-analytical 
algorithm and the potential of the PLSR chl-a algorithm for the HydroColor app would 
benefit from additional research. 
The chl-a specific absorption coefficient model (Gilerson et al., 2010) selected in 
chapter 4 resulted in improved performance of the semi-analytic chl-a retrieval 
algorithm (Gons, 1999) when used in place of the default fixed value. While this model 
generalised well to a third location, the ubiquity of this relationship should be further 
evaluated. Given the variable nature of chl-a specific absorption (Ahn et al., 1992; 
Bricaud et al., 1995; Sathyendranath et al., 1987) the extent of its applicability must be 
further evaluated. If multiple models are found to be optimal, for example between 
marine and inland waters, then it may be possible to determine from the spectral 
signatures of the water which model to apply. 
The PLSR algorithm used in chapter 5 relied on the assumption, as assumed in semi-
analytical algorithm development (Dall’Olmo and Gitelson, 2005; Gons, 1999), that the 
primary optically active constituents in water, aside from water itself, were 
phytoplankton, CDOM and suspended sediments (Gordon et al., 1988). Adding 
explanatory variables for phytoplankton (chl-a), CDOM and suspended sediments 
(turbidity) moderately improved performance when compared to use of the ratio of blue 
to green reflectances alone. However, it is not clear as to whether the performance of 
this approach was limited by the explanatory power of the inputs selected, or the lack of 
variability in the in-situ dataset. If the latter were the limiting factor on performance, 
then this approach is worthy of further investigation on an expanded dataset. 
Additionally, inexpensive cameras are available that do not block infrared light from 
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the sensor (Raspberry Pi Foundation, 2019) which raise the potential of using a pair of 
cameras and a narrow pass filter to obtain in addition to red, blue and green, a NIR 
channel which seems so useful in chl-a retrievals (Song et al., 2013).  
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