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ABSTRACT 
 The adsorption of S on Cu surfaces is studied by density functional theory using both 
plane-wave and atomic orbital basis sets. Calculations are performed on Cu clusters of increasing 
sizes, and strong oscillations in the S-Cu binding energy versus cluster size are found. Although 
expected for small clusters, the oscillations persist even to clusters containing a few hundred 
atoms. Smearing of the occupancy function in plane-wave DFT, and averaging over clusters of 
different sizes are presented as possible approaches to approximate bulk results using small to 
medium sized clusters. 
 Chemically accurate potential energy curves for the lowest lying singlet states of C2 are 
obtained using the correlation energy extrapolation by intrinsic scaling (CEEIS) method. The 
potential energies also include complete basis set extrapolation, core-valence correlation, spin-
orbit coupling, and scalar relativistic effects. Our calculated ro-vibrational levels show deviations 
from experiment of between ~10-20 cm-1, demonstrating near spectroscopic accuracy. 
   The correlation energy extrapolation by many-body expansion (CEEMBE) method is 
presented. Like the CEEIS method, CEEMBE approximates configuration interaction (CI) 
energies using a linear extrapolation from CI calculations with reduced numbers of virtual 
orbitals. The method also uses a many-body expansion of the CI energy based on separating the 
valence orbitals into groups. Tests on ozone and F2 potential energy surfaces show that CI 
energies can be reproduced to within a few millihartree, and in many cases to within less than 1 
millihartree. We also present a hybrid methodology, CEEMBE-h, which adds CEEIS style 
extrapolations to the CEEMBE procedure. CEEMBE-h reproduces the original CEEMBE 
energies to within 0.1-0.5 millihartree or less. 
vi 
 
 
 Nonadiabatic dynamics using spin-flip time-dependent density functional theory (SF-
TDDFT) are presented for the penta-2,4-dieniminium cation. We developed an interface between 
the GAMESS and Newton-X programs for SF-TDDFT dynamics. Time-derivative couplings 
between SF-TDDFT states are calculated using an approximate wavefunction overlap method. 
Our comparison with analytical couplings from CASSCF demonstrates that the overlap method 
for time-derivative couplings is effective for SF-TDDFT.  Because of the spin-contamination in 
SF-TDDFT, the interface includes a state-tracking algorithm to ensure dynamics are propagated 
on the correct potential energy surface. 
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CHAPTER 1. INTRODUCTION 
 
General Overview 
 The interactions between adsorbates and metal surfaces is of interest for understanding 
surface reconstruction, catalytic effects, and the anchoring of other ligands. Modeling a 
practically infinite metal surface can be challenging, but cluster models can be used to examine 
the local interactions between a substrate and the metal surface. Understanding how properties, 
such as binding energy, depend on the cluster size can reveal insight into the bulk behavior, as 
well as help evaluate the validity of the cluster model. 
 Theoretical calculations which can reproduce experimental energies to within 1 kcal/mol 
are said to achieve “chemical accuracy”. Such methods provide powerful tools for predicting and 
interpreting experimental results, as well as benchmarking other theoretical methods. One major 
challenge to achieving such accuracy is recovering the electron correlation energy, which is 
captured exactly by full configuration interaction. As such, methods which can approximate 
configuration interaction energies at a reduced computational expense are an active area of 
research in quantum chemistry.  
 Although much of the work done in computational chemistry falls within a time-
independent frame work, the dynamic evolution of chemical systems in time is also of great 
importance. However, using quantum chemistry methods within molecular dynamics simulations 
can be impractical when the process of interest occurs over too long of timescales. Ultrafast 
photoinduced processes which occur on sub-picosecond timescales are a reasonable target for 
quantum molecular dynamics simulations. Such reactions are relevant to biology (vision, 
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deactivation of DNA), and have potential applications in solar energy, as well as molecular 
probes, switches, and motors. 
 
Theoretical Background 
The Schrödinger Equation 
The time evolution of a non-relativistic quantum system is given by the Schrödinger 
equation1–6 (equations given in atomic units): 
𝑖
𝜕
𝜕𝑡
Ψ(𝐫, 𝐑, 𝑡) = ?̂?Ψ(𝐫, 𝐑, 𝑡) (1) 
Ψ is the wavefunction of the system and depends on the time, t, and the coordinates, r and R, of 
all electrons and nuclei, respectively.  Whenever the Hamiltonian, ?̂?, does not depend on time, 
the equation can be simplified to the following eigenvalue problem: 
?̂?Ψ(𝐫, 𝐑) = 𝐸Ψ(𝐫, 𝐑) (2) 
Wavefunctions that satisfy this time-independent Schrödinger equation are referred to as 
stationary states and their time dependence is given by a simple phase factor: 
Ψ(𝐫, 𝐑, 𝑡) = 𝑒−𝑖𝐸𝑡Ψ(𝐫, 𝐑, 𝑡 = 0) (3) 
Quantum chemistry methods are used to solve or approximate solutions to these equations. 
In molecular systems without an external potential, the Hamiltonian is given by: 
?̂? =  ∑
−∇𝑖
2
2
 + ∑
−∇𝐴
2
2𝑀𝐴
𝐾
𝐴=1
 +  ∑ ∑
−𝑍𝐴
|𝑟𝑖 − 𝑅𝐴|
𝐾
𝐴=1
𝑁
𝑖=1
𝑁
𝑖=1
 
+ ∑ ∑
1
|𝑟𝑖 − 𝑟𝑗|
𝑁
𝑗>𝑖
𝑁
𝑖=1
 +  ∑ ∑
𝑍𝐴𝑍𝐵
|𝑅𝐴 − 𝑅𝐵|
𝐾
𝐵>𝐴
𝐾
𝐴=1
 (4)
 
where the sums contain the electronic and nuclear kinetic energies, the electron-nuclear 
attraction, the electron-electron repulsion, and the nuclear-nuclear repulsion, respectively. N and 
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K are the number of electrons and nuclei, M and Z are the mass and charge of the nuclei, and R 
and r are the positions of the nuclei and electrons, respectively. The time-independent 
Schrödinger equation can be further simplified by assuming that the nuclear and electronic 
coordinates can be separated and the wavefunction written as a product of two functions: 
Ψ(𝐫, 𝐑) = 𝜓𝑛𝑢𝑐𝑙(𝐑)𝜓𝑒𝑙𝑒𝑐(𝐫; 𝐑) (5) 
This is known as the Born-Oppenheimer approximation7 and gives the standard problem of 
electronic structure theory: 
?̂?𝑒𝑙𝑒𝑐𝜓𝑒𝑙𝑒𝑐(𝐫) = 𝐸𝑒𝑙𝑒𝑐𝜓𝑒𝑙𝑒𝑐(𝐫; 𝐑) (6) 
This electronic Schrödinger equation only depends parametrically on the nuclear 
coordinates: ?̂?𝑒𝑙𝑒𝑐 only includes the terms from equation (4) that depend on the electronic 
coordinates. An approximation of the total energy of the system can be obtained by adding the 
nuclear-nuclear repulsion energy to 𝐸𝑒𝑙𝑒𝑐. The physical motivation for the approximation is that 
the large difference between the masses of electrons and nuclei allows the electrons to adjust 
instantaneously to nuclear motion. 
Hartree-Fock Theory 
Solving the electronic Schrödinger equation exactly is not practical for most chemical 
systems. The standard approach in quantum chemistry is to use the Hartree-Fock method8–11 as a 
starting approximation. The ansatz for the wavefunction in Hartree-Fock theory is based on a 
product of one-electron functions (orbitals): 
 𝜙1(𝑟1)𝜙2(𝑟2)𝜙3(𝑟3) … 𝜙𝑁(𝑟𝑁) (7) 
The orbitals contain both spatial and spin components. This Hartree product ansatz fails to 
satisfy the antisymmetric property of fermions, so instead the determinant of the following 
matrix is used as a wavefunction: 
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Ψ𝐻𝐹(𝐫) =  
1
√𝑁!
|
𝜙1(𝑟1) 𝜙2(𝑟1) ⋯ 𝜙𝑁(𝑟1)
𝜙1(𝑟2) 𝜙2(𝑟2) ⋯ 𝜙𝑁(𝑟𝑁)
⋮ ⋮ ⋱ ⋮
𝜙1(𝑟𝑁) 𝜙2(𝑟𝑁) ⋯ 𝜙𝑁(𝑟𝑁)
| (8) 
This wavefunction form is known as a Slater determinant12.  
The energy of Ψ𝐻𝐹 can be found using ?̂?𝑒𝑙𝑒𝑐, and a set of conditions for minimizing the 
energy of Ψ𝐻𝐹 can be derived. These are known as the Hartree-Fock equations: 
𝑓(𝑟1)𝜙𝑖(𝑟1) = 𝜖𝑖𝜙𝑖(𝑟1) (9) 
where 𝜖𝑖 is the energy of the ith molecular orbital, 𝜙𝑖, and 𝑓 is the Fock operator, a one-electron 
operator which has the form: 
𝑓(𝑟1) =  −
∇1
2
2
 + ∑
−𝑍𝐴
|𝑟1 − 𝑅𝐴|
𝐾
𝐴
 +  ∑[𝐽𝑗(𝑟1) − ?̂?𝑗(𝑟1)]
𝑁
𝑗
 (10) 
𝐽𝑗(𝑟1)𝜙𝑖(𝑟1) =  [∫ 𝑑𝐫2 𝜙𝑗
∗(𝑟2)
1
|𝑟1 − 𝑟2|
𝜙𝑗(𝑟2)] 𝜙𝑖(𝑟1) (11) 
?̂?𝑗(𝑟1)𝜙𝑖(𝑟1) =  [∫ 𝑑𝐫2 𝜙𝑗
∗(𝑟2)
1
|𝑟1 − 𝑟2|
𝜙𝑖(𝑟2)] 𝜙𝑗(𝑟1) (12) 
The first two terms of equation (10) give the kinetic energy and nuclear attraction of one electron 
while the last term includes the Coulomb (𝐽) and exchange (?̂?) operators. The Coulomb and 
exchange operators describe the average repulsion felt by one electron from the other electrons in 
the system. ?̂? arises from the antisymmetric character of the Slater determinant. The Fock 
operator and the coupled set of equations from equation (9) give the conditions on the orbitals 
needed to minimize the energy of the wavefunction.  
In practice, the form of the molecular orbitals must be specified to solve the Hartree-Fock 
equations. The most common choice for the molecular orbitals is to take linear combinations of 
atomic orbitals (LCAOs): 
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𝜙𝑖 = ∑ 𝐶𝜇𝑖𝜒𝜇
𝜇
 (13) 
Each molecular orbital is expanded in a basis of atom-centered functions (𝜒). These atomic 
orbitals are most often implemented as Gaussian functions. With this expansion, the problem can 
be reduced to a matrix equation. For a closed shell system the Hartree-Fock solution can be 
found from the Roothaan-Hall equations13,14: 
𝐅𝐂 = 𝐒𝐂𝛜 (14) 
where the matrix elements of 𝐅 and 𝐒 are defined as: 
𝐹𝜇𝜈 =  ⟨𝜒𝜇|𝑓|𝜒𝜈⟩ (15) 
𝑆𝜇𝜈 =  ⟨𝜒𝜇|𝜒𝜈⟩ (16) 
𝐂 and 𝛜 are the LCAO coefficients and orbital energies, respectively. The Roothaan-Hall 
equations are nonlinear because the Fock matrix depends on the LCAO coefficients. As a result 
the problem must be solved iteratively. In each cycle the Fock matrix is diagonalized to find the 
molecular orbital coefficients, which in turn produce a new Fock matrix. The solution is found 
once this process reaches self-consistency: when the iterative process produces the same 
molecular orbitals and energy after each step. 
 Due to the variational principle, the Hartree-Fock energy serves as an upper bound for the 
exact ground state energy. Because the Hartree-Fock wavefunction only allows the electrons to 
interact through an average field, explicit correlation of electron positions is neglected. The 
difference between the Hartree-Fock energy and the exact non-relativistic energy is called the 
correlation energy. Although typically a small portion of the total energy of the system, 
describing electron correlation is usually necessary to describe reaction energies to within 
chemical accuracy (~1 kcal/mol). 
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Configuration Interaction 
 In many chemical systems and processes, the single reference nature (i.e. one Slater 
determinant) of the Hartree-Fock wavefunction leads to poor accuracy. The Hartree-Fock 
method cannot even qualitatively describe the dissociation of a diatomic molecule (and other 
bond-breaking processes). Even equilibrium structures of simple systems may have multi-
reference character, as will be seen in Chapter 4, a study of C2. One solution to address this 
problem and introduce electron correlation is to describe the system using additional 
configurations. The configuration interaction (CI) approach variationally minimizes the energy 
of a wavefunction that is a linear combination of several configurations. Starting from some 
reference state (typically the Hartree-Fock ground state), additional determinants may be 
generated by replacing some number of occupied orbitals with virtual orbitals: 
𝜓0 = |𝜙1 … 𝜙𝑖 … 𝜙𝑁|  →  |𝜙1 … 𝜙𝑎 … 𝜙𝑁| = 𝜓𝑖
𝑎  (17) 
where i and a correspond to occupied and virtual orbitals respectively in the Hartree-Fock 
reference. Such an occupied to virtual substitution is referred to as an “excitation”, and the 
example above produces a singly excited determinant. 
 The case where all possible excited determinants are included in the wavefunction is 
known as full configuration interaction (FCI): 
Ψ𝐶𝐼 = 𝑐0𝜓0 +  ∑ 𝑐𝑖
𝑎𝜓𝑖
𝑎
𝑖,𝑎
+ ∑ 𝑐𝑖𝑗
𝑎𝑏
𝑖<𝑗
𝑎<𝑏
𝜓𝑖𝑗
𝑎𝑏 + ∑ 𝑐𝑖𝑗𝑘
𝑎𝑏𝑐
𝑖<𝑗<𝑘
𝑎<𝑏<𝑐
𝜓𝑖𝑗𝑘
𝑎𝑏𝑐 … (18)
 
where a, b, c and i, j, k are virtual and occupied orbitals, respectively. This wavefunction 
includes sums running over all possible singly, doubly, triply, etc. excited determinants, up to the 
number of electrons in the system.  
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Minimizing the energy of Ψ𝐶𝐼 with respect to the 𝑐 coefficients yields the matrix 
equation: 
𝐇𝐜 = 𝐸𝐒𝐜 (19) 
𝐻𝑖𝑗 = ⟨𝜓𝑖|?̂?𝑒𝑙𝑒𝑐|𝜓𝑗⟩ (20) 
𝑆𝑖𝑗 = ⟨𝜓𝑖|𝜓𝑗⟩ (21) 
where the 𝜓𝑖 correspond to the Slater determinants from equation (18). Equation (19) will have a 
number of solutions equal to the number of configurations in equation (18), each with an energy 
𝐸 and set of 𝑐 coefficients describing the wavefunction. The lowest energy solution corresponds 
to the ground state of the system and higher energy solutions correspond to excited states. From 
the Hylleraas-Undheim-MacDonald theorem15,16, each CI solution is a strict upper bound on the 
true energy of the corresponding state. 
A FCI wavefunction will give the exact solution to the Schrödinger equation for a given 
basis set. Thus, FCI can completely recover the correlation energy (within a particular basis set). 
However, the number of configurations increases factorially with the size of the system and is 
impractical for all but the smallest systems or basis sets. In practice, most CI calculations restrict 
the number of configurations in some way, such as only including excitations up to a certain 
number of electrons. For example, if equation (18) is truncated at the third term, the method is CI 
with single and double excitations (CISD). 
 In some cases, the Hartree-Fock orbitals are not a suitable reference for (truncated) CI 
calculations.  Another approach is to variationally optimize the reference orbitals for the specific 
choice of configurations included in the CI wavefunction. This is known as the multi-
configurational self-consistent field (MCSCF) method. MCSCF wavefunctions are optimized 
with respect to both the CI coefficients and the atomic basis coefficients of the molecular 
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orbitals. In most implementations of the MCSCF method, one alternates between orbital 
improvement and CI steps in each iteration until the energy has converged with respect to both 
sets of coefficients. 
 The choice of configurations to include in an MCSCF calculation is both nontrivial and 
important for the quality of the result. Although many schemes exist for generating 
configurations, a common approach is known as the complete active space (CAS)17 or fully 
optimized reaction space (FORS)18. In this method, a set of orbitals are chosen from some 
reference set (typically Hartree-Fock orbitals). The orbitals are chosen to include all those 
relevant for the process of interest. For example, to describe a bond dissociation it is necessary to 
include both bonding and anti-bonding orbitals. Within this active space of orbitals, all possible 
configurations are generated and included in the MCSCF wavefunction. 
 For especially high accuracy, it is possible to combine the MCSCF method with truncated 
CI approaches. These calculations are known as multi-reference CI (MRCI). A set of MCSCF 
orbitals and configurations are taken as the reference wavefunction, and then further excitations 
into the virtual orbital space are allowed from each configuration in the MCSCF wavefunction. 
For example, one might include in an MRCI calculation the MCSCF reference determinants plus 
all the determinants generated by allowing up to double excitations from any of the reference 
determinants into the virtual orbital space (i.e. MR-CISD). 
 Full CI calculations scale factorially with the size of the system and are impractical to 
perform for all but the smallest chemical systems. In practice, most CI calculations only include 
up to double excitations. However, it is well known that much of the correlation energy can be 
recovered without including the full set of determinants into the wavefunction. The development 
of methods to approximate CI energies that include higher levels of excitation is an active area of 
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research and Chapters 4, 5 and 6 of this work present and apply two such methods: correlation 
energy extrapolation by intrinsic scaling (CEEIS) and correlation energy extrapolation by many-
body expansion (CEEMBE). 
Density Functional Theory 
 Another foundation for electronic structure calculations is density functional theory 
(DFT). DFT focuses on the electron density rather than the wavefunction. This is motivated by 
the Hohenberg-Kohn theorems19, which prove that there is a one-to-one correspondence between 
the electron density and the potential. Consequently, the density determines the wavefunction 
and properties of the system: the energy is a functional of the density.  Most DFT calculations in 
chemistry (including the studies in this work) use the Kohn-Sham formulation20 of DFT. In 
Kohn-Sham DFT, the density is expanded in a basis of one-electron orbitals. This leads to 
equations that are similar to Hartree-Fock theory, where the Fock operator is replaced by the 
one-electron Kohn-Sham operator: 
ℎ̂𝐾𝑆 =  −
∇2
2
 +  ∑
−𝑍𝐴
|𝑟 − 𝑅𝐴|
𝐾
𝐴
 +  ∫ 𝑑𝑟′
𝜌(𝑟′)
|𝑟 − 𝑟′|
  + ?̂?𝑋𝐶(𝑟) (22) 
where 𝜌 is the electron density. The terms in equation (22) correspond to the electron kinetic 
energy, the electron-nuclear attraction, the electron-electron repulsion, and the exchange-
correlation functional: ?̂?𝑋𝐶. This allows DFT to incorporate correlation effects not included at the 
Hartree-Fock level. If ?̂?𝑋𝐶 were known exactly, then the exact energy of the system could be 
calculated. However, the exact functional is unknown and in practice DFT calculations require 
the selection of an approximate functional. Careful selection of the density functional is required 
for obtaining good quality results for a given chemical system and desired property. 
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Time-Dependent DFT 
 DFT can also be applied to excited state calculations, and the most common approach is 
time-dependent density functional theory (TDDFT). In analogy to the Hohenberg-Kohn 
theorems of time-independent DFT, TDDFT is motivated by the Runge-Gross theorem21 which 
maps the time-dependent electron density to the time-dependent wavefunction, up to a phase 
factor. As in the time-independent case, the Kohn-Sham formalism will be used to represent the 
time-dependent density in a basis of atomic orbitals. 
 Excitation energies can be obtained by considering an infinitesimal time-dependent 
perturbation applied to the system. The poles in the linear response of the density to the 
perturbation will correspond to the excitation energies. In the Casida formalism22, these are given 
by the matrix equation: 
(
𝐀 𝐁
𝐁 ∗ 𝐀 ∗
) (
𝐗
𝐘
) = 𝝎 (
𝟏 𝟎
𝟎 −𝟏
) (
𝐗
𝐘
) (23) 
with elements given by: 
𝐀𝑖𝑎,𝑗𝑏 = (𝜖𝑎 − 𝜖𝑖)𝛿𝑎𝑏𝛿𝑖𝑗 +
𝜕𝐅𝑖𝑎
𝜕𝐏𝑗𝑏
(24) 
𝐁𝑎𝑖,𝑏𝑗 =
𝜕𝐅𝑎𝑖
𝜕𝐏𝑗𝑏
 (25) 
𝐅𝑝𝑞 =  ∫ 𝑑𝑥𝜙𝑝(𝑥) [−
∇r
2
2
− ∑
𝑍𝐴
|𝑟 − 𝑅𝐴|
𝐴
+ ∫ 𝑑𝑥′
𝜌(𝑥′)
|𝑟 − 𝑟′|
 + ?̂?𝑋𝐶(𝑥)] 𝜙𝑞(𝑥) (26) 
𝝎 contains the excitation energies, 𝜔𝑖 = 𝐸𝑖 − 𝐸0, where 𝐸𝑖 is the energy of the ith excited state 
and 𝐸0 is the energy of the DFT ground state. X and Y are response vectors with elements that 
correspond to excitations and de-excitations respectively. These excitations correspond to pairs 
of occupied/virtual orbitals. F is the Kohn-Sham Hamiltonian, P is the one electron density 
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matrix, and the 𝜖𝑖 are Kohn-Sham orbital energies. The problem can be simplified further by 
using the Tamm-Dancoff approximation23,24, which eliminates the B elements from the matrix 
equation: 
𝐀𝐗 = 𝛚𝐗 (27) 
Since X only contains single excitations, the Tamm-Dancoff approximation produces a 
formalism that is very similar to configuration interaction with single excitations (CIS). The 
approximation has been found to yield excitation energies which are in good agreement with the 
full TDDFT method, at a reduced computational expense. In general, the terms neglected in the 
Tamm-Dancoff approximation are relatively small. 
 The TDDFT approach described above has some shortcomings. One is that the excited 
states are described solely by single excitations into the virtual orbitals. Excited states which are 
characterized by double or higher excitations cannot be adequately represented. Another is that 
the ground and excited states are treated differently in the formalism. One consequence of these 
shortcomings is that the potential energy surfaces near conical intersections between ground and 
excited states in TDDFT do not exhibit the correct topology25,26. A related method that can 
address these issues is the “spin-flip” formulation of TDDFT (SF-TDDFT)27. 
 In SF-TDDFT the reference orbitals are taken from a ground state DFT calculation with 
higher spin than the states of interest. For example, when targeting singlet states, a high spin 
triplet is used as the reference. The states of interest are then generated by allowing spin-flip 
excitations from the reference. These excitations involve single transitions from 𝛼 to 𝛽 spin 
orbitals. Assuming the Tamm-Dancoff approximation, the matrix A from equation (27) will only 
include contributions from the spin-flip excitations, and the excitation energies 𝛚 will be relative 
to the high spin reference. In this formulation, the target ground state as well as the target excited 
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states are all treated in the same manner and the proper conical intersection topology between 
ground and excited states is recovered. 
Molecular Dynamics with Surface Hopping 
 All the methods described so far solve the time-independent Schrödinger equation with 
fixed nuclear coordinates. But the dynamic behavior of chemical systems in time is also of great 
interest. In this work, molecular dynamics will be described by a mixed quantum-classical 
approach that treats the nuclei classically while the electronic degrees of freedom follow 
quantum mechanics. The wavefunction obeys the electronic time-dependent Schrödinger 
equation: 
𝑖
𝜕
𝜕𝑡
Ψ𝑒𝑙𝑒𝑐(𝐫, 𝐑, 𝑡) = ?̂?𝑒𝑙𝑒𝑐Ψ𝑒𝑙𝑒𝑐(𝐫, 𝐑, 𝑡) (28) 
and the wavefunction can be expanded in a basis of adiabatic states: 
Ψ𝑒𝑙𝑒𝑐(𝐫, 𝐑, 𝑡) =  ∑ 𝐶𝑗(𝑡)𝜓𝑗
𝑗
(𝐫; 𝐑) (29) 
The 𝜓𝑗 are time-independent solutions to equation (6), and only depend on the nuclear 
coordinates parametrically. Inserting equation (29) into equation (28) and integrating gives the 
time dependence of the 𝐶𝑗 amplitudes: 
𝜕
𝜕𝑡
𝐶𝑗(𝑡) =  − ∑ 𝐶𝑘(𝑡) (𝑖𝐻𝑗𝑘 +  ⟨𝜓𝑗|
𝜕
𝜕𝑡 𝜓𝑘⟩)
𝑘
 (30) 
𝜕
𝜕𝑡
𝐶𝑗(𝑡) =  − ∑ 𝐶𝑘(𝑡) (𝑖𝐻𝑗𝑘 +  
𝜕𝐑
𝜕𝑡
∙ 𝐝𝑗𝑘)
𝑘
 (31) 
𝐻𝑗𝑘 =  ⟨𝜓𝑗|?̂?𝑒𝑙𝑒𝑐|𝜓𝑘⟩ (32) 
𝑑𝑗𝑘
(𝑅)
=  ⟨𝜓𝑗|
𝜕
𝜕𝑅 𝜓𝑘⟩ 
(33) 
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𝐻𝑗𝑘 is the Hamiltonian matrix element between two adiabatic states, 𝐑 is a vector of the nuclear 
coordinates, and 𝐝𝑗𝑘 is a vector of the so-called nonadiabatic coupling matrix elements 
(NACMEs) between adiabatic states. The ⟨𝜓𝑗|
𝜕
𝜕𝑡
𝜓𝑘⟩ term is referred to as the time-derivative 
coupling. The population of an electronic state is given by 𝑃𝑗𝑗 = |𝐶𝑗
∗𝐶𝑗|. 
 The nonadiabatic dynamics of the system can be incorporated in various ways, but in this 
work will be described using the “surface hopping” method.28,29 An ensemble of independent 
trajectories is used to represent the system. At each time step, a trajectory has defined nuclear 
positions and momenta, amplitudes 𝐶𝑖 for all 𝜓𝑖, and is associated with a specific adiabatic 
surface 𝜓𝑗. The classical propagation of the nuclei is achieved by calculating the forces on the 
nuclei due to the energy of the active electronic state: 
𝐹𝑅 =
𝜕
𝜕𝑅
𝐻𝑗𝑗 =  
𝜕
𝜕𝑅
𝐸𝑗  (34) 
The force is given by the nuclear gradient of the currently active adiabatic surface. 
 Nonadiabatic effects are included by allowing the active adiabatic surface to change, or 
“hop”, after each time step. Whether a trajectory hops to another state or not is a random process 
where the likelihood depends on the populations and coupling between the states. The most 
popular surface hopping scheme is Tully’s fewest switches surface hopping (FSSH) method.29 In 
FSSH, the hopping probability from 𝜓𝑗 to 𝜓𝑘 is given by: 
𝑇𝑗→𝑘 =
2
𝑃𝑗𝑗
∫ Re (𝑃𝑗𝑘
𝜕𝐑
𝜕𝑡
∙ 𝐝𝑗𝑘)
𝑡+∆𝑡
𝑡
𝑑𝑡 (35) 
If this number exceeds a randomly determined value between 0 and 1, then the trajectory will 
move from 𝜓𝑗 to 𝜓𝑘. 
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 Each trajectory is required to obey energy conservation, so the change in electronic 
energy following a hop must be compensated by adjusting the nuclear momenta accordingly. 
Typically, momenta are rescaled in the direction of the derivative couplings, 𝐝𝑗𝑘. In some cases, 
a hop is randomly selected which cannot occur without violating energy conservation. These 
“frustrated” hops are not allowed and in some schemes the nuclear velocity is reversed after a 
frustrated hop. 
 As seen in equations (30) and (31), the couplings between the states can be represented 
(and calculated) in two ways. In equation (30), time derivative couplings, ⟨𝜓𝑗|
𝜕
𝜕𝑡
𝜓𝑘⟩ are used 
which depend on the derivative of the adiabatic states with respect to time. In equation (31), an 
equivalent form uses the NACMEs, 𝐝𝑗𝑘, and nuclear velocities, 
𝜕𝐑
𝜕𝑡
. Depending on the electronic 
structure method used to determine the adiabatic surfaces, analytical calculations for the 𝐝𝑗𝑘 may 
be available. For methods where analytical 𝐝𝑗𝑘 are not available it is still possible to obtain the 
time derivative couplings using a finite difference approximation with wavefunction overlaps 
between the adiabatic surfaces at different times30: 
⟨𝜓𝑗|
𝜕
𝜕𝑡 𝜓𝑘⟩ ≈  
1
2∆𝑡
[⟨𝜓𝑗 (𝑡 −
∆𝑡
2 ) |𝜓𝑘 (𝑡 +
∆𝑡
2 )⟩ − ⟨𝜓𝑗 (𝑡 +
∆𝑡
2 ) |𝜓𝑘 (𝑡 −
∆𝑡
2 )⟩] 
(36) 
 By running simulations with large numbers of trajectories, the surface hopping method 
tries to capture the behavior of a fully quantum molecular system by averaging over the 
trajectories. In this manner the excited state lifetimes, quantum yields, and dynamic properties of 
a reaction can be obtained. 
 
 
15 
 
 
Thesis Organization 
 The chapters in this thesis include both published (Chapters 2-5) and unpublished 
(Chapters 6-7) articles. Chapters 2 and 3 are studies of the adsorption of S on Cu clusters of 
varying sizes using DFT. Convergence of the binding energy with respect to cluster size is 
examined. Chapter 4 is an investigation of the potential energy curves of the lowest lying singlet 
states of C2. The study applies a method to approximate the full CI energy: CEEIS, as well as 
several additional corrections to achieve near spectroscopic accuracy. Chapters 5 and 6 introduce 
and evaluate a new methodology for approximating CI energies: CEEMBE, with applications to 
F2 and ozone. Finally, Chapter 7 describes the implementation and application of spin-flip 
TDDFT as the electronic structure method for nonadiabatic dynamics. 
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Abstract 
 We demonstrate a strong damped oscillatory size dependence of the adsorption energy 
for sulfur on the (111) facets of tetrahedral Cu nanoclusters up to sizes of ∼300 atoms. This 
behavior reflects quantum size effects. Consistent results are obtained from density functional 
theory analyses utilizing either atomic orbital or plane-wave bases and using the same Perdew–
Burke–Ernzerhof functional. Behavior is interpreted via molecular orbitals (MO), density of 
states (DOS), and crystal orbital Hamilton population (COHP) analyses. 
 
1 Introduction 
 There exist extensive analyses of the size dependence of adsorption properties for CO 
and other species on selected subsequences of metal nanoclusters.(1, 2) A particular advantage of 
studies for finite clusters with small to medium sizes is that there is considerable flexibility in 
available electronic structure methods: from density functional theory (DFT) analysis with 
atomic orbital basis expansions, plane-wave basis sets, or real-space grid methods,(1-3) to 
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higher-level quantum chemistry methods.(4) These cluster studies are often focused on 
extrapolation of behavior determined from precise calculations for smaller sizes [of n = O(101) to 
O(102) atoms], not just to the larger-size regime common for supported catalytic nanoparticles 
[with n = O(102) to O(104) ], but beyond to the limit corresponding to extended surfaces [with  
n → ∞]. This goal has prompted interest in identifying simple scaling rules for the variation of 
intrinsic properties, A(n), in the larger size regime. These sometimes have the form  
A(n) ≈ A(∞) + cn–1/3 based on surface area versus volume contributions and associated 
thermodynamic considerations.(1) However, more complex behavior might be anticipated in 
some systems even for sizes up to n = O(102).(2, 5) 
Various adsorbate-cluster systems have been studied previously, including: CO 
adsorption on (111) facets of Pd(1, 6-8) and Pt,(1, 9, 10) O adsorption on (111) facets of Pt,(11) 
CO and O adsorption on (111) facets of Au(2, 5, 12) and Pt,(3) CO adsorption on (111) facets of 
Cu,(4) and S adsorption on various facets of Ni.(13) These studies often choose sequences of 
octahedral or cuboctahedral clusters. Our focus in this work is on S adsorption on (111) facets of 
Cu, motivated in part by recent experiments for S/Cu(111).(14-17) These experiments are in turn 
motivated by the potential for S to induce surface reconstruction and to form metal–S complexes, 
which can facilitate rearrangement or destabilization of metal nanostructures by providing 
alternative mass transport pathways.(15, 17) (As an aside, interest exists in the interaction of 
sulfur and organosulfur with coinage metals more generally. In addition to reconstruction, 
complexation, and destabilization, which occur also for Ag and Au,(18-22) S can act as a 
promoter or poison in catalysis,(23) and the S–metal bond also plays a key role in anchoring 
various molecular ligands particularly on Au(111) surfaces.(24, 25)) In our study, we focus on 
characterization of S adsorption for sequences of tetrahedral (Td) Cu clusters with exposed (111) 
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facets, for which one might anticipate rapid convergence in adsorption behavior to that for 
extended Cu(111) surfaces, if interactions between the adsorbate and the metal surface are short-
ranged. 
The majority of DFT studies of adsorption on clusters have utilized localized orbital-
based DFT,(1, 6, 7, 9-11, 13) but some have instead used plane-wave DFT with periodic 
boundary conditions (with one cluster-plus-adsorbate system included in each unit cell).(12) The 
former has a potential advantage in providing and elucidating a localized orbital based picture of 
bonding. In this work, we will implement and compare both approaches utilizing the same 
Perdew–Burke–Ernzerhof (PBE) functional.(26) Our results for adsorption energies from both 
approaches are quite consistent with each other. There are complications for either method with 
respect to extrapolation of behavior to infinite cluster size, as discussed below. However, this 
limiting behavior can be accessed independently within the plane-wave DFT approach from 
calculations using slab rather than cluster geometries for increasing lateral unit cell sizes and 
appropriately averaging over slab thicknesses to eliminate quantum size effects (see below).(27) 
A key observation of our analysis is a particularly strong size dependence of the 
adsorption energy of S on the (111) facets of tetrahedral Cu clusters. Specifically, we find a 
nonmonotonic damped oscillatory variation, which dominates over any n–1/3 type scaling 
behavior, at least for sizes up to n ≈ 300 atoms. For metal thin films and other nanostructures, it 
has long been recognized that effectively constraining nearly free electrons in a finite nanoscale 
region introduces large variations in energies and other properties.(28-31) The effect is quantum 
in nature and thus is commonly referred to as quantum size effects (QSE). Associated behavior 
cannot be described by any simple scaling rule, but it can be effectively captured even in free 
electron models and jellium models. As an aside, although the strong size dependence due to 
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QSE complicates extrapolation of energetics for bulk systems, it may open possibilities for 
tuning catalytic and other properties of nanoclusters. Indeed, QSE-modified adsorption 
properties(2) and catalytic properties(32) of metal nanoclusters have been observed in previous 
studies. 
Another component of our study is to provide chemical insight into the binding strength 
and variation of S on the Cu nanoclusters. For DFT analysis based on localized orbital basis 
expansions, one can extract and identify molecular orbitals (MOs) characterizing bonding for 
smaller Cu clusters, but not necessarily for larger clusters. For plane-wave based DFT, this type 
of interpretation is not straightforward. However, using crystal orbital Hamilton population 
(COHP) analysis,(33) we are able to identify both bonding and antibonding MOs from such 
plane-wave based analyses. There is no one-to-one correspondence between the MOs from finite 
cluster calculations versus slab geometry calculations. However, by combining several MOs 
from the cluster calculations for medium to large clusters, a correspondence can be established. 
This indicates that although the convergence in energetics is slow, a qualitative picture that 
describes bonding of S and the Cu(111) surface emerges even for relatively small clusters. 
We also find that the Td Cu20, which corresponds to a electronic closed-shell “magic” 
cluster,(34) is generally not favorable for S adsorption. Furthermore, the differences in 
adsorption energies on different sites are particularly pronounced and have a high correlation 
with the shapes of the highest occupied MO (HOMO) and lowest unoccupied MO (LUMO). 
The paper is organized as follows. In Section 2, computational details are described for 
DFT calculations using both an atomic basis set (NWChem(35) and GAMESS(36, 37)) and a 
plane-wave basis set (VASP(38, 39)). In Section 3, basic results for the S adsorption energy 
versus Cu cluster size are presented for two types of 3-fold hollow (3fh) sites on (111) facets. 
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With regard to cluster geometry, we focus on the Cu(111) surface and consider various 
truncations of tetrahedral clusters. Results for S adsorption on octahedral clusters are also given. 
A comparison of energies from different DFT methods and functionals is provided for selected 
cases. In addition, the site projected density of states (SDOS) of the adsorbed S and crystal 
orbital Hamilton population (COHP) analysis of its interactions with the Cu cluster are given in 
Section 3.2. The mechanism of the size dependence is analyzed in Section 4. Further discussion 
and conclusions are given in Section 5. 
 
2 Computational Details: DFT Analysis via NWChem, GAMESS, and VASP 
 Plane-wave DFT calculations are performed using the VASP code(38, 39) (version 5.3.5) 
with the projector augmented-wave (PAW)(40, 41) method. The energy cutoff for plane-wave 
basis set is 280 eV. For cluster calculations, Gaussian smearing with σ = 0.2 eV is used as the 
default. For periodic slab calculations, the Methfessel–Paxton(42) method with the same σ value 
is used as the default. All calculations are conducted without spin polarization, except for 
analysis of the S2 dimer in vacuum which provides a reference energy for the S species. In 
Appendix A, we also show some results from spin polarized calculations. 
For cluster calculations with VASP, each cluster is contained in a supercell which is 
repeated with a simple cubic periodicity. The size of the supercell is so chosen that the closest 
separation between the edges of periodic images of the cluster is at least 12 Å. Because the 
periodicity has no physical meaning, a (1 × 1 × 1) or Γ point only k-points grid is used. For a slab 
geometry, the (111) surface is modeled by supercells with shape and size so chosen that along 
the z direction, the slabs are separated by 12 Å, whereas perpendicular to the z direction, the 
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computational supercell vectors correspond to various multiples of those for the primitive unit 
cell of the (111) surface. 
Our primary interest here is in characterizing and understanding the variation of the S-
metal interaction with the size of the cluster, rather than in modeling any particular physical 
realization of nanocluster geometries (e.g., for supported versus unsupported cases). To facilitate 
more extensive analysis with respect to both the size range of the clusters and also with respect 
to different methodologies, the relative positions of atoms in the Cu clusters are fixed at their 
bulk positions. In other words, the clusters can be thought of as cut from a bulk face-centered 
cubic (fcc) solid with no relaxation allowed. The lattice constant used is 3.641 Å, obtained from 
bulk calculations, which corresponded to 2.574 Å for nearest-neighbor Cu–Cu distance. The S 
atom is allowed to relax upon the frozen substrate, with energy minimization under the criterion 
that the maximal force is less than 0.02 eV/Å. In Appendix A, we show results from calculations 
with fully relaxed clusters. 
The adsorption energy of S on a cluster is calculated using:  
𝐸𝑏(S)  =  𝐸(S +  cluster) –  𝐸(cluster) –  𝐸(S2, gas)/2 
where 𝐸(S +  cluster)  is the total energy of the cluster plus S adsorbate system, 𝐸(cluster) is 
the energy of the cluster itself, and 𝐸(S2, gas) is the energy of a S2 molecule (spin-polarized). 
Additional plane-wave VASP-based analyses includes calculation of the site-projected 
density of states (DOS). Also, the crystal orbital Hamilton population (COHP) analysis is applied 
to gain some understanding of bond strengths.(33) 
DFT calculations with an atomic basis set are performed with NWChem(35) and 
GAMESS(36, 37) using PBE(26) and PBE0(43) functionals. The basis sets used are Los Alamos 
National Laboratory double-ζ (LANL2DZ) with effective core potentials (ECP’s)(44-46) for Cu 
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and 6-311++G(d,p) for S.(47-49) All basis sets are taken from the EMSL basis set exchange 
Web site.(50) The geometries for the calculations were those from the planewave DFT 
calculations. The multiplicity of a cluster is either a singlet for an even number of Cu or a 
doublet for an odd number. The S2 dimer energy was calculated in a triplet state with a restricted 
open-shell. Molecular orbitals were analyzed using MacMolplt.(51) 
 
3 Results for Adsorption Energy and Bonding Characterization 
3.1 Variation of Adsorption Energy with Cluster Size  
Clusters with tetrahedral (Td) symmetry are a natural choice for the study of adsorption 
on (111) surfaces. Figure 1(a−d) shows several examples of the Td clusters considered. One 
subclass denoted by m0 corresponds to perfect tetrahedra bounded by four equilateral triangular 
surfaces. Another class m1 represents Td clusters with the apex atom at the bottom removed. 
Clusters with an atom removed from each vertex (a total of four removed), are denoted by m4, 
and clusters with 4 atoms removed from each vertex (a total of 16 removed) are denoted by m16. 
Below, NCu = n will denote the number of Cu atoms in the cluster. 
We then calculate the adsorption energy of S on clusters of various sizes in these classes. 
For extended (111) surfaces of fcc crystals, there are two types of 3-fold hollow (3fh) sites. The 
first type corresponds to a site where atoms would reside when extending the bulk fcc lattice, and 
is thus named fcc site. Directly beneath an fcc site, one finds a hollow site in the second layer, 
and an atom in the third layer. The second type has an atom directly beneath it in the second 
layer, and a hollow site in the third layer. They are called hcp site, because the top three layers 
mimic the stacking sequence of hexagonal close packed crystals. 
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Figure 1. Top panels: Various classes of tetrahedral (Td) clusters. (a) Perfect tetrahedron (class 
m0), (b) tetrahedron with the bottom apex atom removed (class m1), (c) with all four apex atoms 
removed (class m4), and (d) with four atoms from each vertex removed (class m16). Bottom 
panels: clusters with octahedral (Oh) symmetry: (e) perfect octahedron (class Om0), (f) 
octahedron with the apex atom from each vertex removed (class Om6), and (g) four atoms from 
each vertex removed (class Om30). 
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We first consider S adsorption at fcc sites. Note that for m0 clusters, only in cases where 
the number of layers is a multiple of three (corresponding to n = 10, 56, 165, ...) does the center 
of each face correspond to an fcc site. Figure 2 shows results from our plane-wave DFT analysis 
using VASP for the adsorption energy Eb on fcc sites that are closest to the center for various 
clusters. Very large variations in Eb are observed for all types of clusters. The variation has a 
damped oscillatory form and with near constant period when plotted against n1/3 which reflects 
the linear dimension of the cluster recalling that n = NCu is the number of Cu atoms in the cluster. 
The oscillation amplitude remains significant (around 0.3 eV) even for clusters as large as 200 
atoms. 
 
Figure 2. Plane-wave DFT results for the adsorption energy of S on Cu clusters on the fcc site 
closest to the center of a cluster of various sizes and shapes. Lines with various colors connects 
clusters of various classes shown in Figure 1. 
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Another observation from Figure 2 is that for clusters that are smaller than n = 20, which 
consists of four layers of Cu for the m0 cluster, just removing one apex atom from the bottom of 
the cluster significantly affects the adsorption energy. This suggests that the electronic 
interaction between S and the cluster is highly nonlocal. Only for clusters that are larger than 200 
does the choice of truncation at the cluster corners far away from the S atoms have a minimal 
effect on the adsorption energy. 
There are some advantages in using atomic versus plane-wave basis sets for cluster 
calculations, since the latter suffers from several artifacts, such as periodicity, thermal smearing 
of the occupancy function, and so forth. Therefore, we also perform multiple sets of calculations 
with an atomic basis set using NWChem and GAMESS. For these sets of calculation, we 
consider only m0 clusters (untruncated tetrahedrons). For clusters with n = 4, 35, 120, the 
adsorption sites at the facet centers are hcp sites. For all other clusters, the adsorption site is the 
fcc site at or closest to the center. Results for the S adsorption energy from these analyses are 
compared with each other and with the results obtained from the plane-wave analysis in Figure 3. 
The results for adsorption energy from these various methods of calculation generally 
agree quite well with each other. Not surprisingly, GAMESS-PBE and NWChem-PBE 
calculations agree with each other perfectly because they use both the same basis set and 
functionals. Results from atomic basis sets for Eb generally predict stronger binding than the 
plane-wave VASP results. We have also performed calculations with the hybrid PBE0 
functional(43) using NWChem. Results are generally consistent with the PBE functional, with 
slightly stronger binding for n = 4, 10, and 84, and weaker binding for n = 20, 35, and 56. 
All adsorption energies reported in this paper neglect zero point energies (ZPE). Using 
frozen substrates, we estimate ZPE to be 0.041, 0.036, 0.033, 0.041, and 0.040 eV for the first 
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five data points in Figure 3, which shows a slight compensatory effect in the sense that ZPE is 
higher in clusters with stronger bonding. However, it is insignificant compared with the overall 
oscillations in Eb. 
 
 
Figure 3. Comparison of the size dependence of Eb on 3fh sites on the m0 clusters calculated 
using different methods. 
 
Finally, for comparison with the above analysis of S adsorption on clusters with 
tetrahedral symmetry, we more briefly consider the case of octahedral symmetry restricting our 
considerations to plane-wave DFT analysis. Analogous to above, we consider different classes of 
geometries corresponding to a perfect octahedron (Om0), clusters with one Cu atoms removed 
from each vertex (Om6), and clusters with 5 Cu atoms removed from each vertex (Om30). 
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See Figure 1. Results for the S adsorption energies are shown in Figure 4. For untruncated Om0 
clusters, compared with results for untruncated tetrahedral clusters, the variations for small to 
medium clusters are not as dramatic. With the exception of the Om6 n = 13 cluster, no 
exceptionally large deviation from the bulk value are observed. On the other hand, the 
expectation that more compact clusters converge faster is not universally true. There is still a 
variance of 0.4 eV for Om30 clusters, which are the most compact, for n > 200. This indicates 
that the oscillation is intrinsic regardless of the geometric shape of the cluster. 
 
 
Figure 4. Adsorption energy of S on octahedral Cu clusters on the fcc site closest to the center of 
a cluster of various sizes and shapes. Lines connect clusters of various classes shown in Figure 1. 
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3.2 DOS, COHP, and MO Analysis 
 Figure 5 shows the site-projected density of states (SDOS) of the S adatom on various m0 
clusters from plane-wave DFT VASP calculations. To avoid complications arising from different 
symmetries, we focus on clusters for which the adsorption site at the center of the facets are 3fh 
sites. Specifically, these include hcp sites for n = 4, 35, 120, and fcc sites for n = 10, 56, 165. 
Plots are shifted vertically so that various SDOS curves are distinguishable, and the energies are 
shifted according to the Fermi energy EF. Also plotted at the bottom is the SDOS of the S adatom 
calculated using the slab geometry. Not shown on this plot is a very low lying peak centered 
around 12.7 eV below the Fermi level. Two distinct regions of significant SDOS can be 
observed. The first region is between 3 and 5 eV below EF. The second region is closer to the 
Fermi level. Significant size variations persist for all clusters shown in this plot. Although some 
degree of convergence can be argued to emerge for the lower region, the region closer to the 
Fermi level shows no sign of convergence as cluster size increases. 
 
Figure 5. Site projected density of states (SDOS) of the S on various clusters and a slab. 
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 For plane-wave DFT calculations, the nature of the binding of S with the cluster can be 
more clearly demonstrated by crystal orbital Hamilton population (COHP) analysis.(33) Results 
of a COHP analysis for S on the same set of clusters analyzed in Figure 5 are plotted in Figure 6. 
Negative (positive) COHP values, corresponding to higher (lower) portions of curves 
in Figure 6, suggest bonding (antibonding) interactions. It is clear from this analysis that the 
orbitals around −4.5 eV below EF are mostly bonding, whereas the orbitals close to EF are mostly 
antibonding. Similar to the SDOS analysis, we find slow convergence of the bonding orbitals 
with increasing cluster size, and no sign of convergence for the antibonding orbitals. 
 
 
Figure 6. COHP of S with the three closest Cu atoms on tetrahedral clusters of various sizes, and 
on a five layer slab in a (3 × 3) supercell. 
 
31 
 
 
  
 
Figure 7. Molecular orbitals (MOs) that contribute the most to interactions between S and Cu on 
Cu10 clusters, using GAMESS and MacMolPlt. The energies of MOs relative to the HOMO 
energy are indicated below the orbitals. 
 
Figure 7 shows three families of MOs that represent the three most visible peaks for S on 
the fcc site of Cu10 clusters, for both SDOS and COHP. The first set of three MOs have energy 
3.88 to 3.80 eV below the HOMO energy. The interactions are binding and can be mostly 
characterized by Cu(s)–S(p). The second set of MOs are at 3.10 to 3.13 eV below the HOMO 
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energy. They are also attractive and can be mostly characterized by Cu(d)–S(p). The third set is 
antibonding, including the HOMO and two other MO that lies 0.21 eV below the HOMO energy. 
They can be mostly characterized by Cu(s)–S(p). The character of some of the MOs can be more 
easily seen if one views the Cu cluster as a whole. If one compares 1a with 3a, the phases of the 
S pz orbital are the same, whereas the phases of the orbitals encompassing the Cu cluster are 
reversed. Similar observations can be made for 1b and 3b as well as 1c and 3c. Thus, the Cu(d)–
S(p) couplings are mostly bonding, whereas Cu(s) and S(p) couplings contribute both to bonding 
and antibonding. 
 
 
4 Relationship of the S Binding Energy and Shell-Structure of Cu Clusters 
 The oscillatory behavior in Eb is most likely due to the quantum confinement in 
nanoclusters.(28, 29) Previous studies related to QSE generally focused on the energetics and 
stabilities of pure metal clusters(28, 29) or thin films.(30, 31) DFT studies of a deformable 
jellium model by Reimann et al.(34) found the first shells at n = 2, 8, 20, 40, 70, and 112 for 
clusters with tetrahedral deformations. For univalent metal clusters such as Cu, tetrahedral 
clusters of those sizes are expected to have a closed-shell electronic structure, as far as the s 
electron is concerned. Perfect tetrahedrons, which correspond to the m0 class of clusters 
in Figure 1, can be considered to exhibit geometric “magic” numbers, n = 4, 10, 20, 35, 56, .... 
The case of n = 20 is especially interesting, as it is a magic number for both electronic and 
geometric structures. 
As Figure 2 shows, adsorption of S on the fcc site near the center of the face of a n = 20 
tetrahedral cluster is especially weak. This is perhaps not surprising, considering that it is often 
argued that the closed-shell clusters should have a low chemical reactivity. This is analogous to 
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the low reactivity of noble gases, their atomic counterparts. Indeed, Au20 clusters are 
found(52) to possess a tetrahedral structure, with an exceptionally large gap between the highest 
occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO). We find 
a similarly large HUMO-LUMO gap (1.22 eV from VASP, 1.34 eV from NWChem) for the 
tetragonal Cu20cluster. The next largest gap for the Td m0 class clusters with 10 < n < 364 is 
about five times smaller at n = 120 (0.27 eV from VASP, 0.24 eV from NWChem). As far as we 
know, no previous experimental or theoretical study(53, 54) has shown the tetrahedral 
Cu20 being more stable than other competing structures. On the other hand, Ag nanocrystals have 
been shown to form spontaneously as stacking-fault tetrahedrons in Ag(111) films.(55) 
To obtain a more comprehensive picture of the interaction between S and the 
Cu20 tetrahedral cluster, we explore the adsorption energy as a function of adsorption site 
location on the (111) facet. Results are shown in Figure 8a. There are two types of hcp sites: the 
ones closer to the center (hcp) and the ones near the corners (hcp1). For fcc sites, only the ones 
near the center (fcc) are 3-fold coordinated. Moving further away from the center results in fcc 
sites that are on the edge. Adsorption energies on all sites are less negative than the converged 
large cluster limit (around −1.75 eV). This is consistent with the conjecture of lower reactivity of 
closed-shell systems. However, the fcc sites in the middle are exceptionally unstable sites. In 
fact, the fcc site on the edge is more favorable toward S adsorption, in contrast to the general 
picture that S prefer higher coordinated adsorption sites. Further insights can be obtained from a 
molecular orbital analysis. Figure 8b shows the isodensity plot for the HOMO and LUMO of the 
clean Cu20 cluster and the cluster with S on the fcc and hcp sites near the center. For the clean 
cluster, the electron density of the HOMO is concentrated near the edges, and the LUMO density 
is concentrated at the corners. The HOMO and LUMO of the S-adsorbed clusters reflect 
34 
 
 
coupling of the px,y and pzorbitals and the HOMO of the Cu20 cluster. The fcc site is close to a 
nodal point of both the HOMO and LUMO of the clean cluster, whereas the other adsorption 
sites are located in regions of higher electron density. Thus, the shape of the frontier orbitals of 
the clean cluster correlates with the strength of the binding. 
 
 
Figure 8. (a) Eb(S) (in eV) for S on various adsorption sites of the tetrahedral Cu20 cluster. (b) 
HOMO and LUMO of the clean Cu20 cluster, with a S on the fcc and hcp site near the center. 
 
5 Discussions and Conclusions 
 We systematically calculate the interaction of S on 3fh sites of Cu clusters with 
tetrahedral geometry of various sizes and find strong oscillation in the adsorption energy, 
persisting to the largest clusters calculated (up to 364 atoms). There is good agreement between 
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results obtained from plane-wave and atomic orbital basis set calculations. Strong oscillations in 
the adsorption energy have their origin in the shell structure of the Cu cluster due to quantum 
confinement. Furthermore, for the “magic” Cu20 cluster with closed-shell electronic structure, a 
large HOMO–LUMO gap gives rise to both an overall weaker binding, and particularly weak 
binding at certain 3fh sites near the (111) facet center. 
Although extensive DFT studies of chemisorption on metal clusters exist, results 
presented here are still somewhat surprising. It is generally expected that quantum size effects 
(QSE) for chemisorption are significant when the energy levels are discrete with gaps on the 
order of several electronvolts near the Fermi level; therefore, they should diminish for clusters on 
the order of several hundred atoms.(2) However, we find that at least for the particular system of 
S on tetrahedral Cu clusters, the expectation of reaching thermodynamic scaling regime for 
clusters of a few hundred atoms is not justified. Using the more compact octahedral clusters 
reduces the variation with size to some extent, but significant oscillatory behavior still exists. 
This variation is not due to the discrete nature of MOs in finite clusters, which is a narrower 
interpretation of QSE. As shown in Section 3.2, a DOS and COHP description of the interaction 
between S and Cu clusters already emerges for clusters of 35 atoms. Larsen et al.(5) calculated 
and analyzed the electronic structure of Au clusters up to 200 atoms using real-space DFT with 
optimized structures (up to 60 with DFT, and up to 200 with effective medium theory). They also 
calculated the chemisorption energy of O, F, and H/Li on cuboctahedral clusters. Results for O 
should be more directly comparable with S. In this analysis, adsorption on clusters with n = 34, 
58, 92, and 138, which correspond to closed-shell magic numbers, are particularly unfavorable. 
Our results are consistent with their observation that closed-shell clusters are less favorable for 
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chemisorption but also reveal much larger variation of the adsorption energy for different 
adsorption site locations for closed-shell clusters. 
 
Appendix A 
Effects of Cluster Relaxation and Spin Polarization. 
 In order to reveal the generic feature of the size dependence of S-binding, we assume that 
the Cu atoms are fixed at their bulk positions. There can be questions as to what extent substrate 
relaxation can affect the results. We also calculate the S adsorption energy Eb(S) assuming the 
substrate cluster can fully relax, by comparing the energies of a fully relaxed S-adsorbed cluster, 
and a fully relaxed clean cluster. The comparison with fixed substrate is given in Figure 9. 
 Also the VASP results presented in the main text are obtained without spin polarization 
(except for the S2 dimer). For small clusters, the ground state may have nonzero magnetic 
moment. Results with spin polarization are also given in Figure 9, denoted by dotted lines, for 
both fixed and relaxed substrate. For small clusters, there are some differences due to different 
spin states, but the differences are small and generally decrease as the clusters grow larger. The 
comparison suggests the general feature of the size dependence is very robust. 
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Figure 9. Comparison of the size dependence of Eb on fcc sites on the m0 tetrahedral clusters 
with different assumptions using plane-wave basis sets. Results with fixed substrate and no spin 
polarization are represented by diamonds, fixed substrate, and with spin polarization are 
represented by triangles, relaxed substrate with no spin polarization by pluses, and relaxed 
substrate with spin polarization by asterisks. 
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CHAPTER 3. COMPARISON OF S-ADSORPTION ON (111) AND (100) FACETS OF 
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ABSTRACT 
 In order to gain insight into the nature of chemical bonding of sulfur atoms on 
coinage metal surfaces, we compare the adsorption energy and structural parameters for sulfur at 
four-fold hollow (4fh) sites on (100) facets and at three-fold hollow (3fh) sites on (111) facets of 
Cu nanoclusters. Consistent results are obtained from localized atomic orbital and plane-wave 
based density functional theory using the same functionals. PBE and its hybrid counterpart 
(PBE0 or HSE06) also give similar results. 4fh sites are preferred over 3fh sites with stronger 
bonding by ∼0.6 eV for nanocluster sizes above ∼280 atoms. However, for smaller sizes there 
are strong variations in the binding strength and the extent of the binding site preference. We 
show that suitable averaging over clusters of different sizes, or smearing the occupancy of 
orbitals, provide useful strategies to aid assessment of the behavior in extended surface systems. 
From site-projected density of states analysis using the smearing technique, we show that S 
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adsorbed on a 4fh site has similar bonding interactions with the substrate as that on a 3fh site, but 
with much weaker antibonding interactions. 
 
I. INTRODUCTION 
 The favored site of a surface adsorbate, and the reasons for that site preference, are 
among the most fundamental types of insight into any surface chemical system. In that vein, 
early studies of sulfur (S) adsorption on and reconstruction of Cu(111) surfaces indicated a 
particular stability of structural motifs where a S adatom resides on the four-fold-hollow (4fh) 
site of a planar square Cu4 unit. This, in turn, suggested an energetic preference for adsorption of 
S at more highly coordinated 4fh sites versus lower-coordinated 3fh sites on Cu surfaces.1More 
recent density functional theory (DFT) analysis indicated that reconstructions for the S/Cu(111) 
system can be stabilized by such motifs.2 Along this line, a comprehensive integrated 
experimental and DFT analysis of step edge decoration and reconstruction for S on stepped 
Cu(111) surfaces consistently indicated a preference for S at 4fh sites. Specifically, (111) micro-
faceted steps, which do not present natural 4fh sites, underwent a complex S-
induced reconstruction in which Cu atoms shift from their original sites and thereby form a Cu 
atom base which enables S adsorption at 4fh-type sites.3 
As an aside, S on other metal(111) surfaces appear to exhibit a similar behavior. S-
induced reconstructions on Ni(111) have been observed to incorporate presumed stable Ni4S 
units.4 Ag–S complexes which form on Ag(111) at low temperature, including Ag16S13 and 
larger elongated complexes, consist of overlapping units of Ag16S13, also incorporate prominent 
Ag4S motifs.
5 
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The determination and comparison of the binding energies for S on extended (100) and 
(111) surfaces of Cu is most naturally performed with plane-wave DFTanalysis utilizing a slab 
geometry with periodic boundary conditions. Stabilities of both chemisorbed sulfur atoms and 
Cu–S complexes have been studied using this method.6–8 A series of calculations with increasing 
lateral unit cell size with one adsorbate per unit cell enables estimation of the behavior in the 
limit of zero coverage (or infinite cell size). Unfortunately, such slab calculations often exhibit a 
surprisingly strong dependence of energetics on the choice of slab thickness, i.e., they can suffer 
somewhat slow convergence to a limiting behavior for infinite thickness (corresponding to the 
semi-infinite surface system of interest). It has been proposed that appropriate averaging of 
results over slab thicknesses can eliminate such quantum size effects (and also k-points 
and/or basis sets convergence issues).8,9 We return to this theme below. 
In this contribution, to provide a more extensive analysis of the adsorption site 
dependence of S bonding than the above type of slab calculations, we consider the behavior for 
sequences of square pyramidal nanoclusters with exposed base (100) facets, as well as 
tetrahedral nanoclusters with exposed (111) facets. As an aside, such analysis is potentially also 
relevant for characterization of chemisorption on supported metal nanoclusters. For sufficiently 
large clusters above ∼280 atoms, we find a consistently strong preference for binding at 4fh sites 
on (100) facets versus 3fh sites on (111) facets by ∼0.6 eV. However, highly 
accurate DFT calculations show variations in binding of around 0.4 eV for clusters as large as 
200 Cu atoms. Furthermore, there is no sign of the often-anticipated10 simple exponential decay 
in the size dependence of the adsorption energy, even for systems with linear size as large as 3 
nm. As a consequence, this brings into question a picture of the S–Cu chemical bond as being 
local in nature. 
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The above observations highlight two related challenges in understanding 
these adsorption systems. As emphasized above, adsorption energetics for clusters of finite size 
(or for slabs of finite thickness) can exhibit strong deviations from the behavior on 
extended surfaces. This derives in part from the lack of localization in chemical bonding which 
in turn complicates the characterization of such bonding, including the understanding of the 
difference in bonding between 3fh and 4fh adsorption sites. Actually, it has been long 
recognized, but perhaps under-appreciated, that locality arises from cancellation of different 
phases of the Bloch states in extended systems.11–13 This type of cancellation should not be 
expected to occur for calculations performed on a single cluster with simple geometric shape, 
even with hundreds of atoms, as coherent interference can occur between electron waves 
scattering from the different cluster surfaces. Elimination of the strong size dependence and 
associated enhancement of localization should occur by introducing some type of randomization 
into the system, e.g., by incorporating random defects, or by introducing rough surfaces. Below, 
we describe two strategies to mimic such randomization which we propose will reduce the size-
dependence of energetics, thus making binding strength and site preference better match those 
for the extended semi-infinite surface. 
Suitably averaging over the energetics of clusters of different sizes is one way to 
introduce the cancellation effect described above. We find that by averaging results for a range 
of cluster sizes, NCu measured in atoms (roughly speaking in the range from NCu = 100 to 400), 
one can achieve essentially the same adsorption energies using finite clusters as those from slab 
geometry calculations. 
A more efficient method to assess the behavior in extended surfaces is to utilize partial 
(fractional) occupancies, which are implemented in many DFT codes, to smear out the effect of 
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the Fermi (HOMO) energy. In Sec. IV, we explore the effects of broadening the occupancy 
function and show that much faster convergence to energetics for the semi-
infinite surface system can be achieved by judiciously choosing the broadening parameter. 
Furthermore, comparing the density of states (DOS’s) projected onto the adsorbate using the 
broadened occupancy, the role of antibonding orbitals is clarified, thus facilitating understanding 
of the difference in adsorption energy between the 3fh and 4fh sites. 
Section II briefly summarizes the computational methods used in this paper. The main 
results comparing S binding on (111) and (100) facets of clusters of various sizes and averaging 
over large cluster sizes are presented in Sec. III. Results obtained by broadening the occupancy 
function, and the associated understanding of the difference in bonding at 3fh and 4fh sites, are 
presented in Sec. IV. Further discussion and conclusions are provided in Sec. V. 
 
II. COMPUTATIONAL DETAILS 
 DFT calculations are performed using both plane-wave (VASP14,15 version 5.4.1) and 
Gaussian (NWChem16) basis sets. More technical details can be found in a previous paper.17 All 
calculations are without spin polarization, except for the S2dimer in vacuum. PBE
18 functionals 
are used in VASP and NWChem calculations. The hybrid PBE0 functional19 is also used in 
NWChem calculations, and its screened version (HSE0620) is used in VASP calculations. For 
VASP calculations, the PAW potentials for Cu and S that are optimized for the PBE functional 
are used.21 The cutoff energy for the plane-wave basis set is 280 eV. For NWChem, basis sets are 
Los Alamos National Laboratory double zeta with effective core potential (LANL2DZ ECP) for 
Cu22 and 6-311++G(d,p) for S.23–25 Some results are also checked with the larger basis sets def2-
QZVP and def2-QZVPPD.26,27 
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Calculations of S adsorption are performed using VASP for both slab and cluster 
geometries. For slab calculations, surfaces are simulated by periodic slabs of various thicknesses 
separated by 1.2 nm of vacuum. Supercells are chosen so that two of the basis vectors are that of 
superlattices of Cu(100) or Cu(111) surface, and the third is perpendicular to the 
slab surface. For clusters, orthorhombic supercells are used so that each supercell contains one 
Cu cluster, separated by 1.2 nm of vacuum in all three directions. NWChem calculations are 
performed for clusters only, but with open boundaries. 
 
III. ANALYSIS OF S ADSORPTION ON ISOLATED CLUSTERS 
 All clusters considered in this paper are formed by truncation of bulk fcc Cu. One can 
regard them as being constructed by starting from a single atom and then adding various 
numbers of layers with suitable structure and increasing areas. The S atom will be adsorbed near 
the center of the last largest layer added. Two classes of clusters are thereby constructed. To 
mimic adsorption on a (111) surface, we add hexagonally close-packed equilateral triangular 
layers with side lengths 2, 3, up to l (in atoms). This generates a series of clusters of tetrahedral 
(Td) symmetry. The number of Cu atoms NCu in a cluster can be written as NCu = l(l + 1)(l + 2)/6. 
For l = 3m + k, where m ≥ 0 and 0 ≤ k ≤ 2 are integers, the center of the facet is a fcc site, hcp 
site, or top site, if k = 0, 1, or 2, respectively. For the 3fh site, we choose the center fcc and hcp 
sites when k = 0 and 1, and the fcc site closest to the center when k = 2. 
To mimic adsorption on the (100) surface, we instead add square layers with side lengths 
2, 3, up to l (in atoms). The clusters thus generated can be viewed as octahedral clusters cut in 
half, thereby denoted as 𝑂ℎ
2 clusters and NCu = l(l + 1)(2l + 1)/6. Only for l = 2m, the center of the 
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top layer is a 4fh site, so for l = 2m + 1 we choose the 4fh site closest to the center. Examples of 
clusters of both 3fh and 4fh sites are shown as insets in Fig. 1. 
A. Comparison of different methods and functionals 
 Table I shows results of the adsorption energy, Eb determined with different methods and 
exchange-correlation functionals. The adsorption energy Eb is calculated by: 
𝐸𝑏(S)  =  𝐸(S +  Cu𝑛) –  𝐸(Cu𝑛) –  𝐸(S2)/2 
where E(S + Cun) is the total energy of the Cu cluster with a single S atom adsorbed, E(Cun) is 
the total energy of the Cu cluster itself, and E(S2) is the energy of a S2 molecule in vacuum. For 
VASP calculations, the Gaussian smearing of width 0.02 eV is used. There is no smearing in 
NWChem calculations. Using the same PBE exchange-correlation functional, the difference 
between Eb obtained from plane-wave and Gaussian basis sets is generally within 0.10 eV, i.e., 
there is excellent agreement between the two approaches. This validation process is important, 
since medium to large size metal clusters are not the natural environment for either plane-wave 
or atomic basis set DFT codes. The agreement between the two different methods gives 
confidence that results presented below do not reflect numerical artifacts. 
 Results using the PBE0 and HSE06 functionals also generally agree well with the PBE 
results, the difference usually being within 0.1 eV. However, there are certain clusters (e.g., 30-
atom 𝑂ℎ
2, 20-atom Td) where the difference is significantly larger. Also the consistency of results 
for PBE0 obtained with different Gaussian basis sets is not as good as for PBE. The largest 
differences in the Gaussian basis sets show up in the 5-atom 𝑂ℎ
2 cluster and the 20-
atom Tdcluster. 
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TABLE 1. Adsorption energy Eb(eV) of S on clusters of different shapes and sizes. PAW 
potentials and plane-wave basis set with energy cutoff of 280 eV are used for VASP. For 
NWChem, the superscripts a and b denote combinations of LANL2DZ/6-311++G(d,p) and def2-
QZVP/def2-QZVPPD for Cu/S, respectively. Geometries of all clusters are from the VASP/PBE 
optimized structure. 
 PBE  HSE06  PBE0 
NCu VASP NW
a NWb  VASP  NWa NWb 
  S on 4fh sites, 𝑂ℎ
2 clusters 
5 -1.717 -1.827 -1.872  -1.885  -2.048 -2.356 
14 -2.001 -1.921 -2.054  -1.989  -2.018 -2.094 
30 -2.001 -1.934 -2.146  -1.969  -2.311 -2.239 
55 -2.322 -2.361   -2.357  -2.480  
91 -2.626 -2.554     -2.487  
  S on 3fh sites, Td clusters 
4 -3.537 -3.825 -3.909  -3.931  -4.026 -4.081 
10 -2.231 -2.349 -2.328  -2.403  -2.587 -2.555 
20 -0.611 -0.564 -0.662  -0.350  -0.155 -0.425 
35 -2.327 -2.442   -2.347  -2.417  
56 -2.160 -2.335   -2.261  -2.330  
84 -1.489 -1.551   -1.493  -1.647  
 
B. Comparison of 3fh vs 4fh adsorption energy vs cluster size 
 Figure 1 shows the adsorption energy Eb of S on 3fh sites on Td clusters and 4fh sites 
on 𝑂ℎ
2 clusters of various sizes from VASP calculations. Two sets of data are calculated for each 
geometry. The first set, represented by solid lines in Figure 1, has the Cu atoms in the cluster 
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fixed at their bulk positions, allowing only the S atom to relax. The second set, represented by 
dotted lines, allows all atoms to relax. Results are obtained using the plane-wave basis set. 
 
 
FIG. 1. Adsorption energy of S on 3fh and 4fh sites, with fixed and fully relaxed substrates. The 
insets show S adsorbed on a 3fh site of an 84-atoms Td cluster, and a 4fh site of a 91-
atom 𝑂ℎ
2 cluster, with full geometric relaxation. Note the more significant relaxation of 
the 𝑂ℎ
2 cluster. The longer horizontal lines show the values of Eb averaging over results for the 
larger clusters. The shorter horizontal lines represent results obtained from slab calculations. See 
text for more details. Data for 3fh sites are taken from Ref. 17. 
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 The somewhat surprising result in Figure 1 is that not only is there a very large size 
dependence in Eb, but also the preference for 4fh over 3fh only emerges for very large clusters. 
For NCu < 100, Eb is very sensitive to the cluster size, and the variation with NCu dominates over 
any site preference. Even for NCu > 100, Eb can be very close for the two types of adsorption sites 
for clusters of similar sizes, although the preference towards 4fh sites does emerge as a trend. 
Results with the fully relaxed clusters are mostly in line with the counterparts for a fixed 
substrate. For some of the smaller 𝑂ℎ
2 clusters, however, larger deviations are observed. This can 
be explained by the observation that the exposed (100) surface is much less thermodynamically 
stable and will sometimes reconstruct from the pristine (100) structure. Also for 𝑂ℎ
2 clusters, 
sometimes the clean and S-adsorbed clusters can relax into different shapes. For these occasions, 
we choose the more stable S-adsorbed configuration as the starting point and redo the calculation 
for the metal cluster with an S atom removed. In most cases, relaxation lowers the value 
of Eb slightly, although some exceptions can be found for S on 4fh sites of 𝑂ℎ
2 clusters. 
As indicated in Sec. I, by suitably averaging binding energies over a range of (larger) 
cluster sizes, one might be able to efficiently assess the adsorption behavior on 
extended surfaces. In general, binding energy displays quasi-periodic variation as a function 
of linear cluster size, which arises from the interference of the cluster boundaries and the 
electronic wave functions. Thus, it is natural and appropriate to average over a number of periods 
in order to extract a limiting large-size behavior. We note that the period depends on the cluster 
geometry and indeed is different for our analysis of binding at 3fh versus 4fh sites. For 3fh sites, 
averaging over NCu from 84 to 364 which corresponds to roughly two periods of oscillation 
yields Eb = − 1.78 ± 0.04 eV for unrelaxed substrates and −1.84 ± 0.05 eV for relaxed substrates. 
The errors are estimated using the standard deviations of the data divided by the number of 
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samples, thus reflecting the general expectation that by averaging a larger range of cluster sizes, 
one can better approach the limiting behavior. For 4fh sites, averaging over NCu from 91 to 385 
which corresponds to roughly one period of oscillation yields Eb = − 2.36 ± 0.03 eV for 
unrelaxed substrates and −2.37 ± 0.03 eV for relaxed substrates. These results are shown in 
Fig. 1 as horizontal solid lines running through data points that are used for the averaging. 
We also calculate independently the S adsorption energy using a periodic slab geometry. 
For the (100) surface, large oscillations in Eb as a function of the slab thickness are found. These 
are due to the 2D quantum confinement effect. Appendix B illustrates these effects through 
an analysis with (2 × 2) supercells (1/4 ML S coverage). To obtain bulk adsorption energies, we 
average over DFT results for slab thicknesses from 7 to 12 layers and obtain Eb = − 2.400 ± 
0.002 eV with θS = 1/16 ML for an unrelaxed substrate and Eb = − 2.468 ± 0.006 eV with θS= 
1/20 ML for a relaxed substrate. For the (111) surface, less thickness dependence is found, and 
we calculate the bulk adsorption energy by averaging slab thicknesses from 4 to 7 layers to 
obtain Eb = − 1.778 ± 0.003 eV with θS = 1/12 ML for an unrelaxed substrate and Eb = − 1.926 ± 
0.004 eV with θS = 1/16 ML for a relaxed substrate. At the right side of Figure 1, we show the 
calculated Eb for fcc sites on Cu(111) and 4fh sites on Cu(100) with the periodic slab geometry. 
Consistent with the trend established for large Cu clusters, S adsorption on the 4fh site is 
stronger than the 3fh site in the slab geometry calculations. Note that with averaging, the cluster 
results are completely consistent with the slab results for unrelaxed substrates, while some 
deviations exist for relaxed substrates. 
Note that here we focus on 3fh and 4fh sites. For S on extended 
Cu surfaces, other adsorption sites are significantly less favorable. DFT-PBE calculations show 
that the adsorption of a sulfur atom on a bridge site is 0.95 eV weaker than the 4fh site on the 
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Cu(100) surface. Adsorption on a top site is even less favorable, being 1.54 eV weaker than the 
fcc site on the Cu(111) surface. Thus bridge sites and top sites have negligible population. 
We conclude this subsection with some remarks about the averaging procedure. In the 
free electron picture, the quasi-periodic behavior of Eb arises from interference of the wave 
functions reflected by cluster or slab boundaries. If one can make the linear size l of the system a 
continuous variable, e.g., using a jellium model, then Eb and other physical quantities can be 
described as piece-wise continuous curves, with periodicity λF/2 for l → ∞,28 where λF is the 
Fermi wavelength. For the averaging procedure to be effective, the phases of the data points on 
this oscillatory curve should be incoherent, or in other words, more or less evenly distributed 
among the hills and valleys of the curve. If this condition is satisfied, then the average will not be 
very sensitive to the range of sizes used and also approach the limiting value rather quickly. We 
find that this is generally true for the systems studied here. However, there are systems, e.g., 
(110) surfaces of coinage metals, where the phase incoherence requirement is not met.29 In this 
case, the averaging procedure is not very effective in eliminating the quantum size effect, even 
averaging over slabs of up to 12 layers.30 
C. Comparison of bond length for 3fh vs 4fh adsorption sites 
Figure 2 shows the bond length between S and its nearest-neighbor Cu atoms from VASP 
for the same sets of configurations as those in Fig. 1. Unlike the adsorption energy, the 
respective S–Cu bond lengths for S at the 3fh and 4fh sites converge rather quickly, basically 
reaching their bulk limits for NCu > 100. Furthermore, the bond length for S on 3fh sites is about 
3% shorter than on 4fh sites. The convergence to the bulk value, as plotted at the right side of the 
figure, is also quite apparent. The asymptotic value of 0.229 nm for Cu–S bond length at the 4fh 
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site is slightly larger than the 0.226 nm value obtained from an experimental photoemission 
study.31 This is consistent with the general level of accuracy of DFT/PBE. 
 
FIG. 2. Average bond length of S on 3fh and 4fh sites, with fixed and fully relaxed substrates. 
 
 It is interesting to note that the bond length predicted by optimization of the S with a 
fixed substrate using the Gaussian basis sets of LANL2DZ (Cu) and 6-311++G(d,p) (S) is about 
3.5% longer than the VASP prediction. This is likely due to the shortcomings of the 6-
311++G(d,p) basis set for treating S. Using def2-QZVPPD for S instead predicts bond-lengths 
which are only 0.5% longer than the VASP values. However, a combination of LANL2DZ and 
def2-QZVPPD results in an unbalanced description of the system, with a much larger basis 
set on S than on Cu, which causes overbinding. A combination of def2-QZVP (Cu) and def2-
QZVPPD (S) gives good agreement with VASP results for both adsorption energy 
and bond lengths (see Table I). 
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IV. EFFECTS OF BROADENING THE OCCUPANCY FUNCTION 
 As shown in Sec. III, for an isolated cluster, quantum confinement of electrons introduces 
a correction to the large-size limit of the adsorption energy that does not decay exponentially 
with the system size. We also find that removing one or more atoms from the corners of a cluster 
can change the adsorption energy by as much as 0.4 eV for a cluster of about 100 atoms.17 As 
mentioned in Sec. I, these features reflect a lack of locality of chemical bonding in metallic 
solids. In our case, the clusters consist of a few flat surfaces (together with some edges and 
corners), which can create coherent interference in the wave functions. Again, localization and 
thus minimization of size effects come from cancellation of the phase of Bloch waves which can 
be produced by introducing randomness into the system. Our proposal here is that by introducing 
such effects to reduce size dependence, we can more efficiently assess the energetics of the semi-
infinite extended surface system. Further validation of this idea is provided below. 
Specifically, in this section, we explore the technique of partial (or fractional) occupancy 
that has been implemented in many DFT codes as a way to introduce the above-mentioned phase 
cancellation. In real solid systems, the probability of occupancy of energy levels for electrons 
approaches that of a step function, but it is often more efficient numerically in solid state 
electronic calculations to broaden the step function (or, more exactly, the Fermi-Dirac 
distribution).32 The key physics is that the position of the Fermi level, relative to the electronic 
band structure, is sensitive to the system size.28 By adding noise to the exact position of 
the Fermi level, one can simulate randomness in a system. The smearing method, by broadening 
the occupancy function, adds uncertainty to the Fermi level and is thus a natural way to simulate 
“noisy” Fermi levels. 
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A. Adsorption energy versus cluster size 
Figure 3 shows Eb calculated for unrelaxed metal substrates with Gaussian smearing but 
deliberately choosing a larger smearing width σ than the default value 0.2 eV used in Fig. 1. The 
size dependence is greatly reduced, and the convergence to the limiting large-size value of Eb = − 
1.78 (−2.39) eV for 3fh (4fh) sites is more apparent. The larger the σ values, the smaller the 
extent of size dependence. The dramatic reduction in size dependence is consistent with the 
above stated proposal that enhanced smearing mimics the introduction of randomization to the 
system which in turn enhances localization. Ideally, the more readily assessed limiting large-size 
behavior evident from this analysis provides an efficient assessment of binding on a semi-infinite 
extended surface. 
One caveat is that with large σ, the detailed form of the smearing becomes relevant. 
Using the Methfessel-Paxton (MP) scheme,32 for which the occupancy function approaches a 
step function faster than for Gaussian smearing as σ decreases, leads to somewhat different 
results for large σ. For example, using the first-order MP with σ = 1.0 eV, Eb on 4fh sites 
in 𝑂ℎ
2 clusters converges to −2.25 eV versus the −2.37 to −2.40 values obtained using the other 
three methods (averaging different cluster sizes, slab geometries, and Gaussian smearing 
with σ = 1.0 eV). For 3fh sites, the MP smearing with σ = 1.0 eV yields Eb= − 1.63 eV, versus 
the −1.78 eV value obtained using the other methods. We conclude that Gaussian smearing is 
more appropriate for our purposes here. 
Strictly speaking, even with Gaussian smearing, different σ values will lead to a different 
limiting behavior, and the physically relevant value should correspond to the limit of σ → 0. 
With slab geometries and a relatively small (2 × 2) supercell, we find that between σ = 0.2 and 
1.0 eV, the values of Eb for S/Cu(100) do deviate, but the differences are relatively small (about 
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0.025 eV). For S/Cu(111), on the other hand, the change due to σ is within numerical 
uncertainties. The optimal choice of the form and width of the smearing function is an open 
question at this stage. 
 
FIG. 3. The adsorption energy Eb as a function of the cluster size, with Gaussian smearing of the 
occupancy function with widths 0.5 eV and 1.0 eV. The two short horizontal lines represent the 
corresponding slab geometry calculation results, with frozen substrates. 
 
B. Site-projected density of states analysis 
Perhaps more important than potentially providing a more efficient method to 
estimate Eb for S on extended Cu surfaces from cluster calculations, we can also use the 
smearing of the occupancy function to elucidate the difference between the bonding of S in 3fh 
and 4fh sites. One way to visualize interactions between S and a cluster is through plotting the 
site-projected density of states (SDOS’s) of individual atoms. Figure 4 shows the SDOS 
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localized on the S on the center 4fh site of a 91-atom 𝑂ℎ
2 cluster, obtained using Gaussian 
smearing of different widths σ. With a small σ, the SDOS consists of many sharp spikes, each of 
which corresponds to one or more molecular orbitals. (As an aside, analogous sharp spikes 
appear in the SDOS for slab calculations.) The highly complex SDOS, especially near the Fermi 
level, is directly responsible for the large size dependence of binding seen in Sec. III A. It also 
makes it more difficult to obtain an intuitive picture of chemical bonding. By widening the 
smearing, a smoother SDOS can be achieved, which facilitates interpretation of bonding. It is 
significant to note that Feibelman6 also used Gaussian-smearing of the DOS to obtain insights 
into Cu–S clusters on Cu(111) surfaces. In his case, the DOS was projected onto Cu atoms and 
his analysis used slab (rather than cluster) geometries. 
 
 
FIG. 4. Effects of smearing widths on SDOS for an S atom on a 4fh site in a 𝑂ℎ
2 cluster with 91 
Cu atoms. Here the energies are shown relative to the Fermi energy, in contrast to Fig. 5. 
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 The solid line in Fig. 5 shows the SDOS of a S atom on the 3fh site of a Td cluster with 
56 Cu atoms, with Gaussian smearing of 1.0 eV. Analysis of the electronic structures using the 
crystal orbital Hamilton population (COHP) method33 shows that the peaks near −17 and −8 eV 
are mostly bonding, and the peak near −5 eV is mostly antibonding. (Note that in Fig. 5 the 
energy is relative to the reference configurations of individual atoms, rather than the Fermi 
energy as is the usual practice in solid state physics as in Fig. 4. This is done in order to make the 
comparison between S on different adsorption sites more transparent.) The dashed line is for an S 
atom on a 4fh site of the (100) face of a 𝑂ℎ
2 cluster with 91 Cu atoms. Compared with S on the 
3fh site, the main difference in the SDOS is that the antibonding states are more spread out. This 
results in a higher Fermi energy, EF, which in turn forces the bonding state deeper below 
the Fermi level, thus increasing the strength of binding. Thus the difference between 
S adsorption on the 4fh site and the 3fh site can be understood intuitively in the following way: 
on a 4fh site, with more neighboring Cu atoms, the S does not have to be as close to the Cu 
atoms as on the 3fh to maximize the bonding coupling between the S and Cu orbitals. This in 
turn leads to much smaller antibonding coupling between the S and Cu atoms, which is due to 
the faster decay of the antibonding interactions as the separation increases. Note that the linear 
sizes l for the two types of clusters shown in Fig. 5 are the same, and there can be less perfect 
matches when choosing different clusters. Nevertheless, the qualitative picture remains the same. 
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FIG. 5. Site-projected density of states (SDOS) of a S atom on a 3fh site of a Td cluster with 56 
Cu atoms (solid line), and a S atom on a 4fh site of a 𝑂ℎ
2 cluster with 91 atoms (dashed line). 
Gaussian smearing of width 1.0 eV is used. Energy is relative to individual atoms, rather than the 
Fermi energies, which are plotted as two distinct vertical lines. There are two broad peaks for 
bonding orbitals, from the sulfur s and p electrons respectively. 
 
V. DISCUSSION AND CONCLUSION 
 Good agreement has been achieved between DFT codes employing plane-wave and 
Gaussian basis sets, regarding the adsorption of S on Cu clusters of various sizes. However, we 
find that the large size-dependence in the adsorption energies makes it challenging to estimate 
the limiting value of binding on an extended surface, and the associated delocalization makes it 
challenging to elucidate the nature of chemical bonds between the S adsorbate and 
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the metal cluster. It has been long recognized that for small clusters (less than 50 atoms), the 
discreteness of the orbitals, especially the HOMO-LUMO gap, will lead to a behavior quite 
different from their bulk counterpart. Another issue, which is familiar in condensed matter 
physics, is that for an isolated cluster, interference of wave functions from the boundaries will 
lead to corrections that do not decay exponentially. For Cu clusters, the adsorption energy can be 
significantly affected (up to 0.6 eV) by what happens 1.5 nm away from the adsorption site. 
A natural question is then, how can calculations on small to medium size clusters be 
relevant to adsorption on extended single-crystal surfaces? A simple but effective method is to 
average over results for clusters over a suitable range of sizes (as described in Sec. III). One 
could anticipate similar results from suitably averaging over different shapes, or by 
performing analysis for clusters with rough side surfaces. Another strategy which is particularly 
efficient for plane-wave methods is to utilize the partial occupancy technique which was 
originally developed for numerical efficiency. By choosing an appropriate smearing function 
(e.g., Gaussian), we can reliably assess binding on extended surfaces from calculations on 
medium size clusters. 
By averaging contributions from different orbitals, we can understand the adsorption of S 
on metal clusters in a way that is both intuitive and also rests on firm quantitative grounds. We 
suggest that the stronger binding of S to 4fh sites is due to the weaker antibonding interactions 
compared with 3fh, while having similar bonding interactions. This interpretation of chemical 
bonds as a competition between bonding and antibonding interactions through interference 
energies, as advocated a long time ago by Ruedenberg,34 is key to understanding the site 
preference of simple adsorbates. 
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APPENDIX A: MODIFIED ADSORPTION AT AND NEAR STEPS 
On fcc(111) surfaces, the so-called A-step creates microfacets resembling the (100) 
surface locally. Thus adsorption of S along an A-step may be akin to adsorption on a 4fh site. In 
order to study this via the cluster approach, we create steps on top of a cluster by adding an 
incomplete layer, or an island, on one face of the cluster. In Fig. 6, we consider two types of A-
steps, one formed by an island that has its boundary as close as possible to the edge of the 
cluster, thus exposing a step edge with length l − 2 on a cluster with side length l. Note that the 
larger island with side length l − 1 consists of Cu atoms on hcp sites, rather than fcc sites. DFT-
PBE results for S adsorption along this kind of step edge are shown in Fig. 6 as the black pluses. 
The average result for clusters with l = 8–12 is −2.52 eV, which is slightly lower than the 
equivalent value of −2.36 eV for the 4fh site on the (100) surface (Sec. III and Fig. 1). The other 
type of step has one row of Cu atoms removed from the island in the first type, thus one of the 
step edges is further removed from the edge of the cluster. See insets of Fig. 6 for illustrations. 
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Results for S adsorption on these types of steps are shown in Fig. 6 as red asterisks. The average 
value for l = 8–12 is −2.09 eV, which lies between −1.77 eV (3fh) and −2.36 eV (4fh) obtained 
in Sec. III. Therefore, the expectation that A-steps on Cu(111) are more favorable adsorption 
sites than flat terraces are met, although some differences are found depending on configurations 
further away from the step edges. 
 
 
FIG. 6. Adsorption energy Eb for S at step edges. The pluses (connected by a black line) are for 
steps right on the edge, and the asterisks (connected by a red line) are for steps receded from the 
edge by one row of atoms. 
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APPENDIX B: DEPENDENCE OF THE ADSORPTION ENERGY ON THE SLAB 
THICKNESS 
Here, we quantify how the S adsorption energy depends on the thickness of the slab in 
calculations with semi-infinite slab geometries. Table II lists the adsorption energy Eb for S on 
Cu(100) and Cu(111) surfaces, calculated using slabs of different thicknesses measured by the 
number of layers L. All atoms are allowed to relax except for the bottom layer of Cu atoms. Also 
listed are the average value 〈Eb〉 and the standard deviation δEb for each L calculated using 
data up to L. For example, for L = 12, we use data from 7 to 12. While the extent of variations 
using slabs is much smaller than results using clusters, the convergence to the bulk limit is also 
slow. Also note that variations of a few meV can be due to numerical errors.  
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Abstract 
 The diatomic carbon molecule has a complex electronic structure with a large number of 
low-lying electronic excited states. In this work, the potential energy curves (PECs) of the four 
lowest lying singlet states (X1Σ+g, A1Πu, B1Δg, and B'1Σ+g) were obtained by high level ab initio 
calculations. Valence electron correlation was accounted for by the correlation energy 
extrapolation by intrinsic scaling (CEEIS) method. Additional corrections to the PECs included 
core-valence correlation and relativistic effects. Spin-orbit corrections were found to be 
insignificant. The impact of using dynamically weighted reference wave functions in conjunction 
with CEEIS was examined and found to give indistinguishable results from the even weighted 
method. The PECs showed multiple curve crossings due to the B1Δg state as well as an avoided 
crossing between the two 1Σ+g states. Vibrational energy levels were computed for each of the 
four electronic states, as well as rotational constants and spectroscopic parameters. Comparison 
between the theoretical and experimental results showed excellent agreement overall. 
Equilibrium bond distances are reproduced to within 0.05%. The dissociation energies of the 
states agree with experiment to within ~0.5 kcal/mol, achieving "chemical accuracy". Vibrational 
energy levels show average deviations of ~20 cm-1 or less. The B1Δg state shows the best 
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agreement with a mean absolute deviation of 2.41 cm-1. Calculated rotational constants exhibit 
very good agreement with experiment, as do the spectroscopic constants.  
 
1 Introduction 
 Diatomic carbon has been studied spectroscopically in sources such as stars [1], comets 
[2], the interstellar medium [3], and hydrocarbon combustion reactions [4]. The molecule has a 
large number of low-lying excited states which have been probed in numerous studies [5-19]. 
One band system of note is the Swan system, which involves the d3Πg - a3Πu transitions. The 
high intensity transitions of this system led to the early inference that the a3Πu state was the 
ground state [5]. However, the X1Σ+g state was later identified as the ground state with only 700 
cm-1 separating the two states [6]. C2 also has several low-lying singlet states, among which the 
Phillips system (A1Πu - X1Σ+g) is well studied. On the basis of these data, the quality of 
theoretical potential energy curves (PECs) can be assessed by comparing the theoretical 
rotational-vibrational levels with the experimental values. At the present state of the art, 
theoretical PECs that reproduce the ro-vibrational levels to spectroscopic accuracy (~1 cm-1) or 
near spectroscopic accuracy (~10 cm-1) are considered highly accurate. 
 From a theoretical perspective, the complex electronic structure of C2 offers a challenge 
to ab initio methods [20-41]. The large number of low-lying excited states leads to several 
avoided crossings.  Even for the ground state PEC, a reasonable description of C2 must account 
for the strong multi-reference character. Indeed, the fundamental nature of the bonding in C2 is 
still an active area of discussion in the literature [36,40]. By virtue of these attributes, C2 
represents a good system for testing new ab initio methods. 
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Recently, ground state PECs have been calculated using the full configuration interaction 
quantum Monte Carlo (FCIQMC) method [37], and the explicitly correlated internally contracted 
multi-reference coupled cluster method (ic-MRCCSD(F12*)) [41]. The multi-reference 
correlation consistent composite approach (MR-ccCA) [38] has been applied to the X1Σ+g, B1Δg, 
and B'1Σ+g states. A comparison of internal contraction schemes in multi-reference configuration 
interaction (ic-MRCI) [39] was performed on the X1Σ+g and B'1Σ+g states. Shi et al. [34,35] 
recently performed MRCI calculations to obtain the PECs for several (X1Σ+g, A1Πu, B1Δg, B'1Σ+g, 
C1Πg, D1Σ+u, E1Σ+g, and 11Δu) electronic states of C2. 
 An accurate description of this molecule must account for both static correlation at the 
reference level as well as dynamic correlation using a highly correlated method. To account for 
static correlation within a group of states (ground state and excited states), state-averaged multi-
configurational self-consistent field (SA-MCSCF) calculations are commonly used. Often, the 
states are weighted evenly. However, to ensure smoothly varying reference PECs, dynamically 
weighted (DW-MCSCF) [42] procedures are also used. The impact of using dynamical 
weighting versus even weighting on the dynamic correlation will be examined in this work. 
 In order to recover dynamic correlation, the present study uses the method of Correlation 
Energy Extrapolation by Intrinsic Scaling (CEEIS) [43-45]. This approach has been used to 
obtain highly accurate ground state PECs for the first-row diatomics B2, O2, F2, from which 
rotational-vibrational energy levels with near spectroscopic accuracy were obtained [46-48]. In 
contrast to the other ab initio approaches used recently for C2, the present approach focuses on 
recovering the correlation energy of higher excitation levels by CEEIS extrapolation for smaller 
basis sets, and then extrapolating to the complete basis set limit. Using a generalized form of this 
method that extrapolates correlation energies for multiple electronic states, the PECs of the four 
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lowest energy singlet states of C2 (X
1Σ+g, A1Πu, B1Δg, B'1Σ+g) are obtained in this study. The 
spectroscopic constants and rotational-vibrational levels corresponding to these curves are 
compared to the experimental values. 
 
2 Method 
 The PEC calculations for the dissociation of C2 in this work follow the general method 
developed by Bytautas et al. in earlier studies on the diatomics F2, O2, and B2 
[46,49,50,47,51,48]. In addition to the X1Σ+g ground state, PECs are calculated for the three 
lowest lying excited singlet states: A1Πu, B1Δg, and B'1Σ+g. The calculations rely on the CEEIS 
method to obtain the valence correlation to near full configuration interaction (FCI) accuracy. 
Additional corrections due to core-valence correlation and relativistic effects are added to 
achieve near spectroscopic accuracy. Where feasible, complete basis set (CBS) extrapolations 
are performed. All ab initio electronic structure calculations were completed using the GAMESS 
program suite [52]. 
 
2.1 Zeroth order wave function 
 An accurate description of the C2 dissociation requires a multi-reference wave function to 
capture the static correlation of the system. Of particular note is the strong multi-configurational 
character of the ground state even at the experimental equilibrium distance of 1.242 Å where the 
primary determinant is . However, a doubly excited configuration 
 has a coefficient of 0.37, which is unusually large for a ground state 
molecule at equilibrium. The excited states also show multi-configurational character (see the 
core( )2s g
22s u
21p xu
2 1p yu
2
  2222 3112 gyxg uucore 
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Supporting Information for more details). Therefore, the reference energies and orbitals for all 
subsequent calculations were obtained from MCSCF calculations in the full valence 
configuration space. In C2, the valence space consists of the full optimized reaction space 
(FORS) [53-56] of eight electrons in eight orbitals (CAS(8,8) in the complete active space 
notation [57]). The core consists of four electrons in two core orbitals. In the D2h symmetry 
group used by GAMESS for calculations on linear molecules, three of the investigated states 
(X1Σ+g, B1Δg, and B'1Σ+g) belong to the fully symmetric Ag irreducible representation (irrep). The 
reference functions of these states were obtained by state-averaged MCSCF (SA-MCSCF) 
calculations. The A1Πu state (B2u irrep in D2h) was calculated separately by a state-specific 
MCSCF.  
 In addition to the evenly weighted SA-MCSCF calculations over the three states (referred 
to as SA-MCSCF for the rest of the paper), dynamically weighted MCSCF (DW-MCSCF) 
functions were also optimized at various bond distances. The DW-MCSCF method of Deskevich 
et al. [42] minimizes a weighted average of the state energies. The weight assigned to state i is 
given by the formula: 
𝑤𝑖 = 𝑠𝑒𝑐ℎ
2[−𝛽(𝐸𝑖 − 𝐸0)] = 4 (2 + 𝑒
2𝛽(𝐸𝑖−𝐸0) + 𝑒−2𝛽(𝐸𝑖−𝐸0))⁄  
where β is an adjustable parameter, Ei is the energy of state i, and E0 is the ground state energy. 
The reported results used β-1 = 2.0 eV (chosen from the recommended range of values from 
Deskevich et al.), other values were tested and showed similar results.  DW-MCSCF has been 
shown to reduce discontinuities and smooth out potential energy surfaces. The impact of using 
dynamically weighted reference orbitals with the highly correlated CEEIS method will be 
examined below. 
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 The reference calculations were performed using Dunning's series of correlation 
consistent basis sets, cc-pVXZ [58,59] where X = 4, 5, and 6. The reference energies were 
extrapolated to the complete basis set limit using the three point formula [60,61]: 
𝐸(𝑋) =  𝐸(𝐶𝐵𝑆) + 𝑎𝑒𝑥𝑝(−𝛼𝑋) 
where the three unknowns [E(CBS), a, and α] are determined by calculating E(X) for each of the 
three different basis sets. 
 
2.2 Valence correlation 
CEEIS method for a single state 
 The dynamic valence correlation was determined using the CEEIS method, developed by 
Ruedenberg and Bytautas [43-45] to approximate the FCI energy. Only a brief description of the 
method is included here for context.  The FCI energy is expressed as a sum of contributions from 
higher and higher levels of configurational excitation, until all possible configurations have been 
included. However, since the rapid increase in the number of configurations with increasing 
system size makes full CI calculations prohibitively expensive for most applications, excitation 
levels beyond the doubles are typically ignored in favor of the truncated CISD method. The 
CEEIS method estimates the higher excitation energy contributions from these truncated 
calculations by means of an extrapolation technique.  
The CEEIS procedure can be carried through with respect to single determinant Hartree-
Fock reference functions or multi-determinant MCSCF reference functions. A set of correlating 
virtual orbitals is needed that is ordered according to decreasing importance. To this end, the 
pseudo-natural orbitals [62], i.e. the natural orbitals from a multi-reference CISD calculation 
(MR-CISD), ordered by their occupation numbers have been found to provide an effective set for 
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the CEEIS procedure. The pseudo-natural orbitals used are produced by diagonalizing only the 
virtual block of the one-particle density matrix. For the rest of this paper, these orbitals will be 
referred to as natural orbitals even though the full density matrix has not been diagonalized.  The 
number of correlating orbitals, M, is equal to the total number of virtual orbitals. 
In the CEEIS procedure, the values of the contributions from the double and triple 
excitations are used to estimate the energy changes due to the higher excitation levels x = 4, 5, 6 
etc., i.e. quadruple, quintuple, and sextuple excitations etc. Note that x is used to denote the 
excitation level whereas X was used above to denote the basis set size. Let E(x) be the CI energy 
when all configurations up to and including excitation level x are taken into account. The 
incremental energy contributions due to the inclusion of excitation level x are then defined as 
∆𝐸(𝑥) =  𝐸(𝑥) −  𝐸(𝑥 − 1)                 for x > 2 
e.g., ΔE(3) would be the difference between the CISDT and CISD energies.  
Bytautas and Ruedenberg [43] found that the energy change ΔE(x) can be related to the 
energy change from excitations two levels lower, i.e. ΔE(x-2). For example, the energy change 
due to quadruple excitations can be estimated from that due to double excitations. The relation is 
established by considering correlation energy increments that are analogous to ΔE(x), but are 
instead obtained from CI calculations with excitations into smaller subsets of m (<M) virtual 
orbitals. If these increments are denoted as 
∆𝐸(𝑥|𝑚) =  𝐸(𝑥|𝑚) −  𝐸(𝑥 − 1|𝑚) 
then ΔE(x|m) manifestly becomes ΔE(x) when mM. Bytautas and Ruedenberg showed that, in 
all systems that were examined, the following linear relationship holds with respect to the 
variation of m: 
∆𝐸(𝑥|𝑚) =  𝑎𝑥∆𝐸(𝑥 − 2|𝑚) +  𝑐𝑥 
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The linear relationship is not observed at very small values of m, but is seen to hold for m 
running from some threshold m0 to M. Consequently, the following extrapolation is found to be 
effective. Values of ΔE(x|m) and ΔE(x-2|m) are calculated for a range of m values considerably 
smaller than M. From these data, the coefficients ax and cx in the linear relation are determined 
by a least-mean-squares fit. The known value of ΔE(x-2) is then inserted into the linear equation 
for ΔE(x-2|m=M) and, thereby, an extrapolated value is produced for the unknown value of 
ΔE(x) = ΔE(x|m=M). The extrapolations must be performed with calculations involving at least 
m0 virtual orbitals. Careful selection of the range of m values is necessary to ensure an 
extrapolation of high accuracy. Detailed information on the choice of effective ranges can be 
found in past work describing the CEEIS method [43-47].  
The contributions from the singles and double excitations [ΔE(x=2) = E(x=2) - E(x=0)] 
are computed exactly. If practical, this is also done for the contributions from the triple 
excitations. If, however, a prohibitive effort is required for the latter, then the value of ΔE(x=3) 
is also obtained by extrapolation from the singles and double excitations by an analogous linear 
extrapolation. The range of m for this extrapolation typically extends to higher values.  
 
CEEIS method for a set of several states 
Bytautas et al. [48] also showed that the CEEIS method can be applied simultaneously to 
several states of the same symmetry. Building upon that observation, the analogous multiple 
state CEEIS approach has been developed further in considerable detail and has been 
incorporated into GAMESS [63].  Appropriate reference functions are obtained from a SA-
MCSCF calculation that includes all the states of interest in the state averaging.  Correlating 
virtual orbitals are obtained from a preliminary MRCISD calculation.  In contrast to the single 
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state case, the one-particle density matrices of the MRCISD wave functions are averaged over 
the states of interest and the virtual block is diagonalized to give state averaged natural orbitals. 
These averaged natural orbitals form the set of M correlating virtual orbitals used in the 
multistate CEEIS procedure.  Multiple-root CI calculations with higher excitations (CISDT, 
CISDTQ, …) are then computed for a prespecified range of m-values as in the single-state case. 
The eigenvalues of these calculations provide the values ΔEk(x|m) for each of the states |k under 
investigation, which are then used to extrapolate the total contribution that excitation x will make 
to the full CI energy for each state.  The computation and extrapolation of the multiple states has 
been automated within GAMESS.  However, the user still needs to be careful to correctly 
identify the CI states when the states are very close in energy.  The energy order of near 
degenerate states may change as calculations are performed throughout the range of correlating 
orbitals, m.  Therefore, one must ensure that all of the energy differences used in the 
extrapolations are associated with the same reference wave function (i.e. have the same dominant 
electronic configurations). 
CEEIS procedure for C2  
 For the CEEIS calculations on C2, the full valence CASSCF(8,8) wave functions described 
above are used as a reference. The correlating virtual orbitals used are the natural orbitals from 
MR-CISD calculations with respect to the CASSCF(8,8) references. For the reference functions 
of the three states X1Σ+g, B1Δg, and B'1Σ+g, which are obtained from a SA-MCSCF calculation in 
the Ag irrep, the correlating orbitals are obtained from the virtual block of the state-averaged 
density matrix. The number of virtual orbitals is M = 50 and M = 100 for the cc-pVTZ and cc-
pVQZ basis sets, respectively. 
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The double and triple excitation contributions were calculated exactly in all cases, except 
for the triple excitations in the cc-pVQZ basis, which was too expensive. These were obtained by 
extrapolation from the double excitations, as discussed above. The range of virtual orbitals used 
for the extrapolation of the triples contribution was m:{18-25,30,35}. 
The CEEIS procedure was performed up to sextuple excitations. For the extrapolation of 
the quadruples contribution, the range of correlating virtual orbitals used was m:{18-25}. For the 
quintuple and sextuple excitations, the ranges were m:{13-17} and {10-14} respectively. In 
addition, it is important to note that m is chosen so that degenerate orbitals remain paired. 
 CBS extrapolation of the correlation energy was performed using the cc-pVXZ bases and 
the two point formula [64,65]: 
∆𝐸𝐶𝑂𝑅𝑅(𝑋) = ∆𝐸𝐶𝑂𝑅𝑅(𝐶𝐵𝑆) + 𝑎𝑐𝑋
−3 
where ΔECORR is the difference between the reference and the estimated FCI energy. Using X=3 
and 4, the CBS limit for the correlation energy was determined. Addition of the CBS correlation 
energy to the CBS reference energy yielded the valence correlated approximate FCI PECs. The 
uncertainty in the CEEIS energies was estimated to be ~0.1 millihartree.  
 
2.3 Corrections to the PECs   
 Past studies [50,51] have shown that reproducing the rotational-vibrational energy levels 
to near spectroscopic accuracy requires additional corrections to the valence correlated PECs. 
The first contribution is the inclusion of core electron correlation. As in previous studies, these 
effects were captured using MRCISD calculations including the Davidson correction (+Q) [66]. 
The Dunning triple-zeta basis set modified for core-valence effects, cc-pCVTZ [58], was used. 
The reference orbitals for the MRCISD+Q calculations were taken from a full valence 
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CASSCF(8,8) calculation. In the valence only MRCISD+Q, excitations are only allowed from 
the original CAS(8,8) space.  The valence plus core MRCISD+Q calculation allowed single and 
double excitations from a CAS(12,10) space that included the core orbitals. The core-valence 
correlation correction is obtained from the difference between these two energies. 
 Relativistic effects are accounted for by two corrections. The first is the scalar relativistic 
contribution, which was obtained using the one-electron Douglas-Kroll (DK) method [67]. The 
transformation to third order (DK3) [68,69] approach was applied at the CASSCF(8,8) level. A 
modified DK-contracted basis, cc-pCVQZ [70] was used. The second relativistic correction is 
due to the spin-orbit (SO) coupling. SO coupling effects were computed using the full one- and 
two-electron Breit-Pauli operator [71]. Equivalent orbitals were obtained through SA-MCSCF 
calculations over the 18 states with MS = 0 that dissociate to the ground state 
3P atomic terms. 
The active space for these calculations was a reduced valence space including only the molecular 
orbitals that arise from the 2p atomic orbitals (CAS(4,6)). These CAS-CI states form the basis 
for the SO calculation. Addition of the Breit-Pauli operator introduces off-diagonal terms into the 
Hamiltonian matrix, which generate the spin-orbit couplings between states. Diagonalizing the 
Hamiltonian produces spin-mixed states. The energy lowering of these states relative to the 
CAS-CI states provides the SO correction to the PECs. The cc-pVQZ basis was used for these 
calculations.  A more detailed description of the procedure has been given for the molecules F2 
and O2 [49,51]. Adding all corrections to the energies calculated with the CEEIS method yields 
the final potential energy curves. 
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2.4 Fitting Continuous Functions to PECs 
 In order to determine spectroscopic constants and rotational-vibrational levels for 
comparison with experiment, the potential energy curves must be fitted to a continuous function. 
Bytautas and Ruedenberg have used even-tempered Gaussian functions to fit PECs of the 
diatomics O2, F2, and B2 [50,51,48]. The terms of the expansion are found using linear least 
squares regression. This approach yielded analytic curves that show high quality fits with two of 
the states of interest: A1Πu and B1Δg (mean absolute deviations of 0.044 and 0.037 millihartree).  
However, the even-tempered Gaussian functions fit to the two Σ+g states showed mean 
absolute deviations (MADs) an order of magnitude greater (0.219 and 0.296 millhartree). 
Increasing the number of Gaussians in the expansion did not change the quality of the fit to the 
ab initio data. The even-tempered Gaussian expansions proved incapable of capturing the 
irregular shape of the Σ+g curves due to an avoided crossing which occurs near 1.70 Å on the 
PECs. Presumably, these local distortions are difficult to represent in terms of reasonably simple 
analytic (i.e. everywhere infinitely differentiable) functions. As an alternative, cubic splines were 
fitted to the ab initio data using the module VIBROT within MOLCAS [72]. The PECs were 
constructed from 44 ab initio calculations along the dissociation path. The points range from 0.9 
to 6.0 Å with an additional point at 20.0 Å to determine the dissociated values. The points were 
chosen to adequately describe both the minimum and the avoided crossing region of the potential 
and to provide a sufficient density of points to fit the cubic spline. 
 
2.5 Calculation of Rotational-Vibrational Energy Levels 
 The rotational-vibrational energy levels are found by solving the nuclear Schrödinger 
equation for the analytical representations of the PECs. When the analytical function was an 
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even-tempered Gaussian expansion, the discrete variable representation (DVR) method [73] was 
used to solve for the rotational-vibrational levels. For the functions using cubic splines, the 
Schrödinger equation was solved using Numerov's method [74] (in the program VIBROT) [72]. 
The two different approaches yielded similar results for the 1Πu and B 1Δg states (deviations ~1 
cm-1 and ~10 cm-1 respectively). However, the energy levels obtained from an even-tempered 
Gaussian fit and a cubic spline for the Σ+g states show large disagreement (~100 cm-1). This 
supports the inference that the even-tempered Gaussian expansion cannot describe the avoided 
crossing exhibited by the Σ+g states. The spectroscopic constants were determined by least-mean-
squares fitting to the rotational-vibrational levels [9]. 
 
3 Results 
3.1 Potential energy curves 
 The ab initio PECs curves are presented in Figure 1. These energies include the CBS 
extrapolated reference energies, the CBS extrapolated CEEIS valence correlation energies, the 
core-valence correlation, and the relativistic corrections. These curves reveal the complexity of 
the electronic structure of C2. At distances longer than about 1.6 Å, all four states are close in 
energy. The B1Δg state is seen to drop below both the X1Σ+g and A1Πu states near 1.6 Å. Another 
aspect of interest is the avoided crossing between the two Σ+g states which occurs in the region of 
R = 1.6 Å. This avoided crossing is accompanied by a change in the dominant configurations of 
the two states as well as a distortion of the shapes of the curves. This distortion is the likely 
explanation for the failure of the even-tempered Gaussian expansion to accurately fit the Σ+g 
states. As the two atoms separate, all four of the states become degenerate, dissociating to the 
two carbon atoms in their 3P ground states. 
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Fig. 1 Ab initio PECs of the lowest energy singlet states of C2, energies obtained using CBS 
extrapolated reference and CEEIS valence correlation energy with core-valence correlation and 
relativistic corrections. 
 
3.2 Dynamic versus even weighting in averaging the reference states 
 The impact of using DW-MCSCF versus SA-MCSCF reference orbitals with the CEEIS 
method was examined. CEEIS energies were calculated using the cc-pVTZ basis and DW 
reference orbitals at 10 points along the dissociation curve. The energy differences between the 
SA and DW calculations are reported in Table 1. While the reference energies at the MCSCF 
level are very sensitive to the weighting scheme, the CEEIS energies including dynamic 
correlation are not significantly changed. Furthermore, the DW weights quickly converge to a 
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near even weighted SA due to the decrease in energy differences between states as the separation 
distance increases. The maximum impact on the CEEIS energies (~0.2 millihartree) is of the 
same order as the uncertainty in the CEEIS extrapolations. For most of the PEC, the change due 
to using a DW-MCSCF reference is well below the uncertainty in the CEEIS method. Since the 
FCI energy is independent of the reference wave function, the observed insensitivity to the 
weighting of states in determining the reference orbitals confirms the soundness of the CEEIS 
method. 
 
Table 1 Energy differencesa (millihartree) between SA and DW at the MCSCF reference and 
CEEIS level. 
   MCSCF    CEEIS  
R (Å)  X1Σ+g B1Δg B'1Σ+g  X1Σ+g   B1Δg B'1Σ+g 
1.0  13.720 -50.437 -33.531  -0.016 -0.213 -0.079 
1.2  12.151 -28.189 -23.413  0.024 -0.199 -0.166 
1.25  9.534 -15.148 -12.203  0.028 -0.147 -0.118 
1.4  2.507 -1.935 -1.368  0.017 -0.034 -0.026 
1.6  0.092 -0.057 -0.037  0.016 -0.018 0.001 
1.8  0.023 0.074 -0.101  0.003 0.003 -0.001 
2.0  0.042 0.071 -0.118  0.003 0.003 -0.001 
2.4  0.007 0.009 -0.016  0.000 0.000 0.000 
2.8  0.001 0.001 -0.002  -0.004 0.004 0.000 
3.2  0.000 0.000 0.000  -0.005 0.005 0.000 
 
a Reported here as the E(SA) – E(DW). 
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 These results are in agreement with Zeng et al. [75] who found little difference between 
DW- and SA-MCSCF orbitals when used in conjunction with multi-configurational 
quasidegenerate perturtbation theory (MCQDPT). Their work on the Sn2
+ dissociation showed 
minimal change in the spectroscopic constants and vibrational energy levels. Based on this 
previous study and the aforementioned results, the C2 PECs used in the present study were 
obtained using SA-MCSCF orbitals. 
 
3.3 Contributions to the PECs 
As described above, the PECs include three additional corrections beyond the valence 
correlated CEEIS method. Tables with complete information for each contribution at each point 
on the PECs are provided in the Supporting Information. In the following, all energies are given 
relative to the value at dissociation. 
The most significant correction is the inclusion of the core-valence correlation. Each of 
the four states exhibits the same qualitative trend in and similar quantitative contributions from 
the core-valence correlation. The following discussion will therefore focus on the ground state. 
The core-valence correction grows as the atoms move closer together, and the largest value in 
these calculations was -6.870 millihartree at 0.9 Å. At equilibrium (1.24244 Å) the correction 
was -2.906 millihartree.  
Of the two relativistic corrections, the scalar Douglas-Kroll method has a greater impact 
on the shape of the PECs. At most bond distances, the DK3 correction is positive relative to the 
value at dissociation. For the ground state, this repulsive effect is strongest at 1.4 Å where the 
value is 0.335 millihartree. As the bond length increases the correction smoothly decreases. As 
the bond length decreases from 1.4 Å, the DK3 correction decreases and eventually drops below 
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the dissociated value as the repulsive wall of the PEC is approached. This trend is observed in all 
the calculated states, although the energy changes are somewhat smaller for the excited states.  
The second relativistic contribution, the spin-orbit coupling, causes no significant change 
in the shape of the PECs. For every state the contribution is effectively zero inside the potential 
wells. The SO effects do become nonzero at bond lengths longer than 2.3 Å. As the carbon atoms 
become well separated, the SO effect lowers the energy of the system. However, even at the 
dissociation limit, the energy difference is quite small. For the ground state the difference in 
energy due to SO coupling between equilibrium and dissociation is only 0.246 millihartree. The 
impact is slightly smaller for the other three states but on the same order of magnitude. 
 
3.4 Comparison of theoretical and experimental results 
Equilibrium bond distance and electronic energies 
 Table 2 reports the experimental and theoretical values for the equilibrium bond distance 
(Re), for the dissociation energy from the potential curve minimum (De), and for the adiabatic 
electronic excitation energy from the ground state (Te). Excellent agreement between experiment 
and theory is seen for the equilibrium bond distances (percent differences of 0.05% or less). The 
experimental value of De for the excited states is obtained by adding the experimental values for 
Te to the experimentally determined ground state De. The theoretical dissociation energies 
deviate from experiment by less than 0.6 kcal/mol, demonstrating "chemical accuracy". The 
dissociation energies in this work show better agreement with the most recent experimental 
values [76] than other recent high level ab initio studies [34,35,38]. The theoretical adiabatic 
excitation energies are in close agreement with experiment, showing percent differences of 0.27, 
0.66 and 0.11% for the A1Πu, B1Δg, and B'1Σ+g states, respectively. 
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Table 2 Experimentala and theoretical spectroscopic constants of C2 singlet states 
X1Σ+g    
 Experiment Theory Difference 
Re
 (Å) 1.24244 1.2431 0.00066 
De (kcal/mol)
b 147.8 147.42 -0.38 
Te (cm
-1) - - - 
ωe (cm-1) 1855.01 1850.91 -4.10 
ωexe (cm-1) 13.5547 10.5857 -2.969 
Be (cm
-1) 1.82010 1.82008 -0.00002 
αe (cm-1) 0.018012 0.0177588 -0.0002532 
Drot (10
-6 cm-1) 6.9640 6.8950 -0.0690 
βe (10-8 cm-1)  6.41 9.59 3.18 
 
  
   
A1Πu 
Experiment Theory Difference 
Re
 (Å) 1.318311 1.3176 -0.000711 
De (kcal/mol)
c 123.8 123.41 -0.39 
Te (cm
-1) 8391.4085 8413.9989 22.5904 
ωe (cm-1) 1608.20 1616.52 8.32 
ωexe (cm-1) 12.0597 13.1386 1.0789 
Be (cm
-1) 1.61663 1.61693 0.00030 
αe (cm-1) 0.0169691 0.0168091 -0.00016 
Drot (10
-6 cm-1) 6.5086 6.4856 -0.0230 
βe (10-8 cm-1)  2.53 3.12 0.59 
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B1Δg 
   
 Experiment Theory Difference 
Re
 (Å) 1.38548 1.3851 -0.00038 
De (kcal/mol)
c 113.3 112.73 -0.57 
Te (cm
-1) 12082.3360 12162.6256 80.2896 
ωe (cm-1) 1407.47 1403.23 -4.24 
ωexe (cm-1) 11.47937 9.7608 -1.71857 
Be (cm
-1) 1.46369 1.46342 -0.00027 
αe (cm-1) 0.0168161 0.0156176 -0.0011985 
Drot (10
-6 cm-1) 6.3188 6.3475 0.0287 
βe (10-8 cm-1)  1.492 0.559 -0.933 
  
 
   
B'1Σ+g 
Experiment Theory Difference 
Re
 (Å) 1.37735 1.3771 -0.00025 
De (kcal/mol)
c 103.8 103.43 -0.37 
Te (cm
-1) 15409.139 15425.9939 16.8549 
ωe (cm-1) 1424.12 1413.15 -10.97 
ωexe (cm-1) 2.57113 1.62016 -0.95097 
Be (cm
-1) 1.481006 1.48053 -0.00048 
αe (cm-1) 0.011752 0.012027 0.000275 
Drot (10
-6 cm-1) 6.8596 6.4618 -0.3978 
βe (10-8 cm-1)  -15.81 -19.55 -3.74 
Table 2 continued 
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a Experimental values from references [11,12] unless otherwise noted 
b Experimental values from reference [76] 
c Experimental value obtained by adding ground state De plus excited state Te 
 
Vibrational spectrum 
Table 3 shows a comparison between the experimental vibrational levels [11,12] and the 
theoretical results obtained in this work. The energy levels reported are given relative to the 
minimum of the PEC of each respective state. The MADs of the four states are on the order of 
10-20 cm-1, demonstrating the near-spectroscopic accuracy of the ab initio PECs. However, there 
is a clear trend of decreasing accuracy with increasing v. Particularly good agreement (MAD = 
2.41 cm-1) is obtained for the B1Δg state, while the worst agreement is seen for the B'1Σ+g state. 
Also included in Table 3 are the energy differences between the vibrational levels (G(v) - G(v-
1)). These vibrational spacings show smaller deviations between theory and experiment, 
however they cumulatively lead to the larger deviations observed in the absolute vibrational 
levels. In Table 4, additional ab initio vibrational levels for each state (up to v = 24) are reported.  
The higher vibrational levels currently lack experimental values for comparison.  All bound 
vibrational levels for each PEC are listed in the Supporting Information: 57 levels for the X1Σ+g, 
54 for the A1Πu states, 49 for the B1Δg state, and 36 for the B'1Σ+g state. 
 
 
 
 
Table 2 continued 
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Table 3 Comparison of theoretical and experimentala vibrational energy levels of C2 singlet 
states (Energies in cm-1) 
  G(v)   G(v) - G(v-1) 
X1Σ+g        
v Experiment Theory Difference  Experiment Theory Difference 
0 923.98 919.49 -4.49  - - - 
1 2751.47 2749.85 -1.62  1827.48 1830.36 2.88 
2 4550.67 4555.98 5.31  1799.20 1806.13 6.93 
3 6320.57 6330.44 9.87  1769.91 1774.46 4.55 
4 8060.33 8071.98 11.65  1739.76 1741.54 1.78 
5 9768.11 9782.08 13.97  1707.77 1710.10 2.33 
6 11441.95 11458.92 16.97  1673.84 1676.84 3.00 
 
MAD   9.12    3.58 
        
A1Πu        
v Experiment Theory Difference  Experiment Theory Difference 
0 801.10 806.64 5.54  - - - 
1 2385.15 2394.98 9.83  1584.05 1588.34 4.29 
2 3944.97 3959.64 14.67  1559.83 1564.66 4.83 
3 5480.53 5499.90 19.37  1535.56 1540.26 4.70 
4 6991.74 7014.93 23.19  1511.21 1515.03 3.82 
5 8478.54 8504.38 25.84  1486.79 1489.45 2.66 
 
MAD   16.41    4.06 
        
B1Δg        
v Experiment Theory Difference  Experiment Theory Difference 
0 700.95 699.57 -1.38  - - - 
1 2085.49 2081.44 -4.05  1384.54 1381.87 -2.67 
2 3447.16 3445.98 -1.18  1361.67 1364.54 2.87 
3 4786.03 4786.06 0.03  1338.87 1340.08 1.21 
4 6102.15 6104.61 2.46  1316.12 1318.55 2.43 
5 7395.60 7400.96 5.36  1293.45 1296.35 2.90 
 
MAD   2.41    2.42 
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B'1Σ+g        
v Experiment Theory Difference  Experiment Theory Difference 
0 712.74 706.83 -5.91  - - - 
1 2133.23 2116.28 -16.95  1420.48 1409.45 -11.03 
2 3552.75 3527.01 -25.74  1419.52 1410.73 -8.79 
3 4974.08 4936.74 -37.34  1421.34 1409.73 -11.61 
 
MAD   21.48    10.48 
        
a Experimental values from references [11,12] 
 
 
 
The theoretical vibrational levels of this work for the X1Σ+g and A1Πu states show reduced 
deviations compared to work by Zhang et al. [34] (MADs of 13.1 and 27.60 cm-1 for the X1Σ+g 
and A1Πu states, respectively, for the Zhang work). However, the same group [35] reports 
vibrational levels for the B1Δg and B'1Σ+g states which show better agreement to experiment 
(MADs of 1.37 and 5.15 cm-1, respectively) than this work.  Kokkin et al. [30] have obtained 
vibrational levels for the X1Σ+g state which are of similar accuracy (MAD 8.43 cm-1) to this 
work, while their results for the A1Πu state show better accuracy (MAD 0.77 cm-1) than this 
work. All of these other studies employed internally contracted MRCISD calculations using the 
aug-cc-pV6Z basis and included core-valence correlation and scalar relativistic corrections. 
 It is worth noting the contribution that each additional correction (core-valence 
correlation and relativistic effects) makes towards achieving accurate vibrational levels. 
Including core-valence correlation leads to a ~10-20 cm-1 reduction in the MAD for each of the 
states. The scalar relativistic correction (DK3) is less important, with a ~1 cm-1 improvement in 
the MAD of the vibrational levels. Finally the SO contribution was seen to make no difference in 
the vibrational levels of the C2 singlet states. This is not surprising given the magnitude of the 
Table 3 continued 
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SO correction, and the distances at which the contribution becomes significant. The low levels of 
the vibrational manifold are not strongly impacted by the SO effects that arise near dissociation. 
The unimportance of SO effects for determining the vibrational levels of C2 was also seen by 
Kokkin et al. [30] in calculations on the X1Σ+g  and A1Πu states. 
 
Table 4 – Theoretical vibrational levels of C2 singlet states. (Energies in cm-1, relative to the 
potential curve minimum of each state) 
v X1Σ+g A1Πu B1Δg B'1Σ+g 
0 919.49 806.64 699.57 706.83 
1 2749.85 2394.98 2081.44 2116.28 
2 4555.98 3959.64 3445.98 3527.01 
3 6330.44 5499.90 4786.06 4936.74 
4 8071.98 7014.93 6104.61 6344.88 
5 9782.08 8504.38 7400.96 7749.06 
6 11458.92 9968.70 8674.54 9146.88 
7 13100.36 11408.50 9924.90 10535.60 
8 14702.82 12823.87 11152.23 11911.95 
9 16261.81 14214.39 12356.91 13271.97 
10 17773.27 15579.26 13539.17 14611.66 
11 19234.77 16918.24 14698.87 15927.89 
12 20646.17 18231.53 15835.77 17219.13 
13 22009.10 19519.03 16949.92 18484.20 
14 23326.85 20780.33 18041.63 19721.42 
15 24603.22 22015.14 19110.63 20929.34 
16 25841.91 23223.37 20156.30 22106.73 
17 27046.53 24404.87 21179.08 23252.29 
18 28219.42 25559.47 22180.00 24364.26 
19 29362.03 26687.03 23158.49 25440.71 
20 30475.54 27787.42 24113.15 26480.12 
21 31561.58 28860.20 25044.74 27481.17 
22 32620.69 29904.57 25954.80 28442.21 
23 33652.70 30919.72 26842.17 29361.71 
24 34658.45 31905.30 27704.66 30238.18 
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Rotational Constants 
 Table 5 reports the rotational constants (Bv and Dv) from both experiment [11,12] and this 
work. The rotational energy can be expanded [9] as  
𝐹𝑣(𝐽) = 𝐵𝑣[𝐽(𝐽 + 1)] −  𝐷𝑣[𝐽(𝐽 + 1)]
2 + ⋯ 
A least squares fit to the lowest 10 rotational levels at each vibrational level was used to 
determine the theoretical values of Bv and Dv. The overall agreement between the rotational 
constants of this work and experiment is quite good. For Bv the largest deviation of the 
theoretical values from the experimental ones are ~0.1-0.2 percent, while most of the deviations 
are smaller than this. The Dv values are significantly smaller than Bv (reported in 10
-6 cm-1) and 
are therefore expected to be less accurate on a percent basis. The agreement between theory and 
experiment is still very good, with the exception of the highest energy B'1Σ+g state (with a 16% 
deviation). For the other states, the percent difference between the values is at worst ~1% and for 
most values is significantly lower. 
Spectroscopic Constants 
 The relationship between the ro-vibrational levels and the spectroscopic constants is 
given by the Dunham expansion in terms of (v + 1/2) [9]: 
𝐺(𝑣) = 𝜔𝑒 (𝑣 +
1
2
) − 𝜔𝑒𝑥𝑒 (𝑣 +
1
2
)
2
+ ⋯ 
𝐵𝑣 = 𝐵𝑒 − 𝛼𝑒 (𝑣 +
1
2
) + ⋯ 
𝐷𝑣 = 𝐷𝑟𝑜𝑡 + 𝛽𝑒 (𝑣 +
1
2
) + ⋯ 
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Using this expansion, the equilibrium spectroscopic constants given in Table 2 were obtained by 
a least mean squares fitting to the energy levels in Table 3 and the rotational constants in Table 
5.  The fittings were calculated using VIBROT [72]. 
The theoretical values for the first terms in each of the expansions: ωe, Be, and Drot, 
exhibit very small deviations from experiment (average percent differences of 0.45, 0.02, and 
1.9% respectively). The Be results in particular show excellent agreement. The average percent 
difference for Drot is 0.6% if the B'
1Σ+g state is excluded. The second terms in the expansions are 
less accurate since the values themselves are quite small to begin with.  However the qualitative 
trends are correct, and the agreement for the αe values is still quite good (average difference 
3.0%), while the differences for ωexe and βe exhibit average differences of 21 and 40%, 
respectively. 
 The accuracy of the spectroscopic constants in Table 2 is comparable to other recent high 
level ab initio studies. Some of these studies (using ic-MRCISD and MR-ccCA) [30,34,38] have 
determined the ground state harmonic frequency (ωe) with absolute deviations from experiment 
of 1.5 cm-1 or less, while others using ic-MRCISD and ic-MRCCSD(F12*) methods [32,41] have 
shown deviations of ~6-8 cm-1. The deviation in the present work is 4.1 cm-1. The first 
anharmonicity (ωexe) of the X1Σ+g state in this work shows slightly worse agreement with 
experiment (3 cm-1 difference) than the previous [30,34,39,41] theoretical results (~1 cm-1 or 
better). In the A1Πu state, the 8 cm-1 deviation in the current results for ωe matches the deviation 
in reference 34, while two previous studies [30,38] have achieved ~1 cm-1 deviations from 
experiment. The ωexe result for the A1Πu state in this work (Table 2) is of a similar quality to past 
work [30,34]. The current results for the two highest energy states studied (B1Δg and B'1Σ+g) also 
compare well with the previous work [35,38]. All theoretical harmonic frequencies exhibit small  
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Table 5 Comparison of theoretical and experimentala rotational constants of the C2 singlet states 
(Energies of Bv in cm
-1, Dv in 10
-6 cm-1) 
  Bv    Dv  
X1Σ+g        
v Experiment Theory Difference  Experiment Theory Difference 
0 1.81107 1.81106 -0.00001  7.00315 7.00540 0.00225 
1 1.79288 1.79329 0.00041  7.05398 6.98626 -0.06772 
2 1.77434 1.77397 -0.00037  7.0944 7.12137 0.02697 
3 1.75540 1.75534 -0.00006  7.2066 7.25091 0.04431 
4 1.73590 1.73590 0.00000  7.2941 7.27346 -0.02064 
5 1.71570 1.71601 0.00031  7.499 7.40893 -0.09007 
6 1.69381 1.69553 0.00172     
        
A1Πu        
v Experiment Theory Difference  Experiment Theory Difference 
0 1.60813 1.60871 0.00058  6.52569 6.51101 -0.01468 
1 1.59109 1.59113 0.00004  6.53614 6.52156 -0.01458 
2 1.57397 1.57475 0.00078  6.5731 6.55940 -0.01370 
3 1.55676 1.55747 0.00071  6.6026 6.59281 -0.00979 
4 1.53945 1.54010 0.00065  6.6289 6.63691 0.00801 
5 1.52205 1.52265 0.00060  6.657 6.65359 -0.00341 
        
B1Δg        
v Experiment Theory Difference  Experiment Theory Difference 
0 1.45527 1.45548 0.00021  6.3259 6.37096 0.04506 
1 1.43843 1.43964 0.00121  6.34196 6.30755 -0.03441 
2 1.42155 1.42346 0.00191  6.3575 6.41764 0.06014 
3 1.40464 1.40646 0.00182  6.3671 6.33773 -0.02937 
4 1.38772 1.38928 0.00156  6.4035 6.35229 -0.05121 
5 1.37074 1.37223 0.00149  6.3883 6.39922 0.01092 
        
B'1Σ+g        
v Experiment Theory Difference  Experiment Theory Difference 
0 1.47531 1.47472 -0.00059  6.781 6.39399 -0.38701 
1 1.46482 1.46337 -0.00145  6.6208 6.12939 -0.49141 
2 1.45614 1.45375 -0.00239  6.744 5.96153 -0.78247 
3 1.44786 1.44437 -0.00349  6.881 5.79821 -1.08279 
a Experimental values from references [11,12] 
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deviations, especially in terms of percent differences. The first anharmonicities for the B1Δg and 
B'1Σ+g states from this work are somewhat less accurate than the values found in references 34 
and 35. 
The constants derived from the rotational energy levels (Be, αe, and Drot) were only 
reported in three recent studies [30,34,35]. These theoretical studies, as well as this work, 
reproduce the experimental Be values to a high level of accuracy for all states. Good agreement is 
also seen in the αe results with the exception of the B1Δg state where the results of this work 
differ from experiment and the results of reference 35 by 7%. Drot values from this work and 
references 34 and 35 differ from the experiment by ~1% or less except for the B'1Σ+g state, where 
all theoretical results deviate by ~5%.  
It is worth noting that all of the previous studies with the highest accuracies employed 
MRCISD calculations with basis sets up to aug-cc-pV6Z. In contrast, the present work uses only 
basis sets up to and including cc-pVQZ, but recovers the full correlation up to sextuple 
excitations by CEEIS and complete basis set extrapolations.  Core-valence correction and scalar 
relativistic effects were included in the previous and the present studies.  In general, the present 
theoretical work and past studies agree very well for the values of the spectroscopic constants. 
The deviations are on the order of a few cm-1, with percent differences being notably small in 
most cases. 
 
4 Conclusions 
 
 The previous CEEIS methodology for calculating diatomic ground state PECs has been 
extended to the simultaneous determination of ground and excited states.  As was the case for the 
calculations on ground states, CBS extrapolated CEEIS energies, with the addition of the 
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corrections due to core-valence correlation and relativistic effects have been shown to yield 
highly accurate PECs for the excited electronic states. 
With this method, ab initio PECs of the four lowest lying singlet states (X1Σ+g, A1Πu, 
B1Δg, and B'1Σ+g) have been calculated. In contrast to previous studies that have used MRCISD 
with aug-cc-pV6Z basis sets, the present work has obtained the extrapolated full correlation 
energy up to and including sextuple excitations using up to cc-pVQZ basis sets, followed by 
complete basis set extrapolation.  The effect of using dynamically weighted versus evenly 
weighted MCSCF reference functions was found to be negligible once the dynamical correlation 
was accounted for by the CEEIS procedure. The calculated PECs exhibit the interesting, 
complex structure of the low-lying singlet states of C2, involving multiple curve crossings and 
the avoided crossing between the two 1Σ+g states. This avoided crossing causes distortions in the 
shapes of the 1Σ+g PECs that make it difficult to fit these curves by analytic functions. 
 The theoretical PECs show very good agreement with the experimental results. For all 
four states, equilibrium bond distances, dissociation energies, excitation energies and 
spectroscopic constants are obtained with high accuracy. The calculated dissociation energy of 
the ground state deviates from experiment by only -0.38 kcal/mol, exhibiting "chemical 
accuracy". After fitting the ab initio energies to an analytical form or to cubic splines, the nuclear 
Schrödinger equation was solved to obtain ro-vibrational levels and spectroscopic parameters. 
The previously unreported full spectra of all bound vibrational states are reported in the 
Supporting Information for all four electronic states.  Comparisons with the available 
experimental data on the vibrational manifolds (which are limited to 4 to 7 levels) show MADs 
of ~10-20 cm-1 for the vibrational energy levels, or "near spectroscopic accuracy". Spectroscopic 
constants were obtained by expanding the vibrational and rotational energy levels in terms of 
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powers of (v + ½) and [J(J+1)]. The calculated rotational constants (Bv and Dv) show excellent 
agreement with experiment. The lower order constants of the vibrational expansions also show 
excellent agreement with the experimental results, while the higher order terms are less accurate. 
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CHAPTER 5. CORRELATION ENERGY EXTRAPOLATION BY MANY-BODY 
EXPANSION 
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Abstract 
Accounting for electron correlation is required for high accuracy calculations of 
molecular energies. The full configuration interaction (CI) approach can fully capture the 
electron correlation within a given basis, but it does so at a computational expense that is 
impractical for all but the smallest chemical systems. In this work, a new methodology is 
presented to approximate configuration interaction calculations at a reduced computational 
expense and memory requirement, namely the correlation energy extrapolation by many-body 
expansion (CEEMBE). This method combines a MBE approximation of the CI energy with an 
extrapolated correction obtained from CI calculations using subsets of the virtual orbitals. The 
extrapolation approach is inspired by, and analogous to, the method of correlation energy 
extrapolation by intrinsic scaling. Benchmark calculations of the new method are performed on 
diatomic fluorine and ozone. The method consistently achieves agreement with CI calculations 
to within a few mhartree and often achieves agreement to within ~1 mhartree or less, while 
requiring significantly less computational resources. 
 
 
 
103 
 
 
Introduction 
Full configuration interaction (CI) calculations can capture the electron correlation within 
a given basis set exactly, but the exponential growth of the number of configurations with the 
system size makes its application infeasible for all but the smallest of molecules. However, it is 
also known that the CI correlation energy can be recovered to high accuracy with only a small 
percentage of the total configurations, thus reducing the overall computational expense and 
memory usage. The development of methods which can exploit this fact continues to be an active 
area of research.1–8 
Relevant for the present approach are the many-body expansion (MBE) and the 
correlation energy extrapolation by intrinsic scaling (CEEIS).9–11 MBE methods have been 
widely used in computational chemistry, particularly in fragment based methods,12–14 and the 
approach has also been applied to capturing electron correlation in solids by the method of 
increments.15,16 The CEEIS method has been able to recover diatomic potential energy surfaces 
with an accuracy of a fraction of a mhartree.17–20 In the present work, MBE techniques are 
combined with an extrapolation that is inspired by the CEEIS procedure to obtain a reliable 
estimate for the CI energy. The new approach is called the correlation energy extrapolation by 
many-body expansion (CEEMBE).  The CEEMBE approach uses (1) an approximate 
decomposition of the electron correlation energy into a number of independent and less 
expensive subproblems (the MBE approach) and (2) an extrapolation of the correlation energy 
using a linear relationship between the correlation energy and number of correlated virtual 
orbitals between the actual CI energies and the ones from the MBE approach (related to the 
CEEIS approach). 
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To formulate the MBE approximation of the CI energy, the valence orbitals are separated 
into groups, or “bodies”, each with a preset number of valence electrons (a configuration 
subspace). A set of “reduced” CI calculations is then performed by only considering electron 
excitations that occur out of (and between) limited subsets of these bodies (i.e. individual 1-, 2-, 
and 3-body calculations), where each calculation corresponds to a different combination of 
bodies.  The reduced CI calculations are then used in the standard many-body expansion 
formulas to determine the MBE approximation. 
The fundamental assumption behind the MBE approximation of the CI energy is that the 
contributions to the total energy resulting from excitations involving several different bodies of 
valence orbitals can be well approximated by appropriately combining the results of separate 
reduced CI calculations.  Unfortunately, this assumption is often not valid and gives rise to large 
errors in the prediction of the CI energy.  To correct these errors, a procedure is developed that 
extrapolates the plot of the actual CI energy changes versus the energy changes that occur in the 
MBE approximation when the dimension of the virtual orbital space is gradually increased.  The 
virtual orbital spaces of lower dimension are obtained by pruning the full set of virtual orbitals 
into which the electrons can be excited. This type of extrapolation method is analogous to the 
one used in the CEEIS approach. The next section gives a more complete description of each of 
the basic steps in the method: determination of the bodies to be used, the MBE process, and the 
extrapolation using limited sets of virtual orbitals to obtain the final approximate energy. 
In this work the CEEMBE method will be used to approximate the following 
multireference (MR) CI calculations: 
• MR-CISD (includes configurations with single and double excitations from the reference) 
• MR-CISDT (includes up to triple excitations) 
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• MR-CISDTQ (includes up to quadruple excitations) 
For the sake of brevity, the “MR” prefix will be dropped in the remainder of the paper. 
The goal of this paper is to explain the method and show its use to predict the correlation 
energy at isolated points on the potential energy surface as well as to give reliable energy 
differences at characteristic points on the potential energy surface. As with all methods that rely 
on a multi-reference approach, the applicability of the method to a complete potential energy 
surface will rely heavily on the choice of the active space and is not the focus of this paper. The 
accuracy of the CEEMBE approximation of various truncated CI energies will be tested on a 
portion of the F2 dissociation potential energy curve, as well as on several points of interest for 
the 11A1 and 2
1A1 states of ozone. 
 
Theoretical Methods - Correlation Energy Extrapolation by Many-Body Expansion 
Selecting Orbital “Bodies” 
Prior to running any CEEMBE calculations, it is necessary to define the bodies of the 
MBE by separating the valence orbitals into groups and assigning an initial number of electrons 
to each group.  Ideally, each valence orbital would be treated as a distinct orbital group, allowing 
the CI calculations to consider excitations from specific orbitals rather than small groups of 
orbitals.  However, it is necessary to group the orbitals in a manner that generates all the 
dominant electron configurations of the wave function (the configurations that contribute to the 
static electron correlation). 
As an example, consider diatomic fluorine. F2 has eight valence orbitals (2g, 2u, 1u,x,  
1u,y, 1g,x, 1g,y, 3g, and 3u) and 14 valence electrons, but only two electron configurations, 
[He2](2g)2(2u)2(1u)4(1g)4(3g)2 and [He2](2g)2(2u)2(1u)4(1g)4(3u)2, are needed to obtain 
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a qualitatively correct potential energy surface for the F2 (X 
 g
1
) → 2F (X 2P) dissociation.  
Images of the canonicalized forms of the eight valence orbitals from the complete active space 
self-consistent field CASSCF(2,2)/cc-pVQZ21 wave function (when RFF = 1.600 Å) are shown in 
Figure 1. 
 
 
Figure 1.  Canonical valence orbitals of the CASSCF(2,2)/cc-pVQZ wave function for the 
ground state of F2 when R = 1.600 Å.  Symmetry labels, as well as occupation numbers of the 
analogous natural orbitals are listed below each orbital. Red symmetry labels indicate the orbitals 
that must be included in the CASSCF active space to obtain a qualitatively correct potential 
energy surface for dissociation.  
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On the basis of the orbital occupations of the two dominant configurations of F2 and to 
minimize the number of orbitals in each group, the valence orbitals are separated into the 
following seven groups:  G1={2g}; G2={2u}; G3={1u,x}; G4={1u,y}; G5={1g,x}; G6={1g,y}; 
and G7={3g,3u}.  The 14 valence electrons should then be distributed among the seven groups 
by assigning two electrons to each group. 
Once the valence orbitals have been separated into groups, a series of reduced CI 
calculations are performed. The term “reduced” describes the pruning of the configuration space 
that occurs when excitations into the virtual orbitals only occur from a limited subset of the 
valence orbitals to be correlated.  CI calculations that are performed on such configuration 
spaces are referred to as reduced CI calculations.  The term “exact” is applied to any CI 
calculation that allows excitations from the full set of valence orbitals to be correlated.  
Each calculation is identified by an excitation level, X, that denotes the maximum 
occupancy of the virtual orbital space (i.e., X = 2 corresponds to a CISD calculation), as well as a 
unique combination of indices i1, i2, …, i that specify the orbital groups that can gain or lose 
electrons during the calculation (in this paper, those groups are referred to as active groups).  The 
subscript  that appears in the final index denotes the total number of active groups that 
contribute to the generation of the reduced active space.  The energy determined for a reduced CI 
calculation at excitation level X is represented by the general expression )(...21 XE iii  .  For 
example, if two subscripts are given in the expression and X = 3, then this would represent a 
specific 2-body reduced CISDT calculation. From )(...21 XE iii  , the correlation energy of the 
reduced active space, )(...21 XE
corr
iii 
 , is determined by subtracting )(...21 XE iii   by the energy of the 
reference space that generates the reduced active space, ).0(...21 iiiE  
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The reference space corresponding to )0(...21 iiiE  is constructed by distributing the valence 
electrons that were assigned to all of the active groups among the total set of orbitals that are 
associated with the i1, i2, …, i  active groups in a CAS manner.  For example, if the valence 
orbitals of F2 are grouped in the manner that was previously discussed, the expression E1,7(0) 
would denote the energy of the ground state wave function of the CAS(4,3) configuration space 
that is formed from the 2g, 3g, and 3u orbitals and 4 valence electrons that were assigned to 
groups G1 and G7. 
The configuration space needed to evaluate )(...21 XE iii   is generated from the reference 
space that determines )0(...21 iiiE  by allowing up to X electrons to be excited from the active 
groups into the virtual orbital space.  For F2, the configuration space needed to evaluate E1,7(2), 
for example, is formed by expanding the CAS(4,3) space to include each unique configuration 
that is generated by exciting one or two electrons from orbitals 2g, 3g, and 3u into the virtual 
orbitals. 
Many-Body Expansion Approximation of the CI Energy 
 By treating each orbital group as a “body”, many-body expansion techniques can be used 
to approximate the value of the correlation energy for the exact CI calculation, )(XE correxact , from 
the correlation energies that are determined for the reduced CI calculations.  Under the MBE 
approach, the approximate correlation energy is written as a sum of 1-body terms, 2-body terms, 
3-body terms, etc., 



n
corr
nB XEXE
1
)( )()(

  (1) 
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where n specifies the maximum number of bodies that are considered and )()( XE   denotes the 
total -body contribution to the approximate correlation energy. )()( XE   can be decomposed 
into contributions from each unique combination of γ orbital groups 

nsCombinatio
iii
iii XEXE





21
21
)()( )()( , (2) 
where )()(
21
XE iii


 denotes the contribution that the i1i2…i combination of orbital groups makes 
to )()( XE  .  Note that in eq 2, the summation occurs over each unique combination of orbital 
groups.  It is important to note that the correlation energy calculated for each reduced CI, 
)(...21 XE
corr
iii 
 , includes contributions from lower body terms that must be removed before its value 
can be assigned to )(
)(
21
XE iii


 . 
 For example, in F2, the configuration space that is used to evaluate )2(7,1E  also generates 
the determinants that determine )2(1E  and )2(7E .  Before the value of )2(7,1
corrE  can be assigned 
to )2(
)2(
7,1E , the 1-body energy contributions that )2(1E  and )2(7E  make to )2(7,1
corrE  must be 
removed. 
)2()2()2()2( )1(7
)1(
17,1
)2(
7,1 EEEE
corr   
Following the same rationale, eqs 3-5 list general expressions for )(
)1(
1
XEi , )(
)2(
21
XE ii , and 
)()3(
321
XE iii : 
)()()1(
1
XEXE corrii   (3) 
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XEXEXEXE ii
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 (5) 
The following expression can be used to evaluate )()( XE   directly from the correlation 
energies and the total lower body contributions to )(XE corrnB  
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where NG is the total number of orbital groups. Applying eq 6 to F2, the following expressions are 
obtained for the total 1-body, 2-body, and 3-body contributions to )(XE corrnB : 
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It is worth noting that in cases with orbital symmetry, some of the reduced CI 
calculations may have the same energy and need not be duplicated. For example, in the F2 case, 
E3(X) and E4(X) are equal due to the symmetry of the πu orbitals. 
Extrapolated Correction to the MBE Approximation 
As will be seen in more detail in the Results section, the MBE approximation of the exact 
CI energy fails to achieve a consistently useful level of accuracy. To correct this error, an 
approximation of the exact CI energy can be made using an extrapolation technique that is 
analogous to the CEEIS method.  The extrapolation is based on a linear relationship between the 
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value of the exact CI energy and the value of the MBE approximation as the number of active 
virtual orbitals is changed.  The relationship can be expressed through the following equation: 
X
corr
nBX
corr
exact bmXEamXE  )|()|(  (7) 
where m denotes the number of active virtual orbitals and )|( mXE correxact  and )|( mXE
corr
nB  denote 
the values of the exact correlation energy and the MBE approximation of the correlation energy, 
respectively. The parameters 𝑎𝑋  and 𝑏𝑋  are determined through a linear least squares fit. 
In this method, several sets of CI calculations are performed with varying numbers of active 
virtual orbitals, m.  Each set includes a calculation of the exact CI energy as well as calculations 
of the reduced CI energies that determine )|( mXE corrnB , both with a limited number of active 
virtual orbitals. 
For each value of m, eqs 1-6 are used to determine )|( mXE corrnB .  A linear least-squares 
fit to the values for )|( mXE corrnB  and )|( mXE
corr
exact , for multiple m values, is generated to 
determine the slope, 
Xa , and intercept, Xb , of eq 7.  Once Xa  and Xb  are known, reduced CI 
energies are calculated using the full set of virtual orbitals to give )|()( MXEXE corrnB
corr
nB  , 
where M denotes the total number of virtual orbitals that were generated by the basis set.  Finally, 
)(XE corrnB  is used in Eq. 7 to extrapolate the n-body CEEMBE approximation of the exact 
correlation energy, 
X
corr
nBX
corr
CEEnB bXEaXE  )()( . In Figure 2, we have shown an example 
CEEMBE extrapolation for the CISDT energy of F2 using the cc-pVTZ basis and an up to 3-body 
MBE approximation. The linear relationship between )|( mXE corrnB  and  )|( mXE
corr
exact  can be 
clearly seen (in this case, X = 3, and nB = 3B). The points in the figure are obtained using virtual 
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orbital numbers of m = 18, 24, 30, 36, 41, 46, and 50.  The best-fit line was obtained from m = 18, 
24, and 30. The error in the CEEMBE extrapolation is 0.578 mhartree. 
 
 
Figure 2. CEEMBE extrapolation of the CISDT correlation energy in F2 (cc-pVTZ) using a 3-
body MBE approximation. The three rightmost points are used for the best-fit line, the leftmost 
blue point includes the exact CISDT energy in the full virtual space. The red “X” indicates the 
CEEMBE extrapolated energy. 
 
In practice, we have typically used three points for m that increase by about 5 virtual orbitals 
starting at a value near the number of virtual orbitals that are generated by the double zeta basis 
set. It is necessary to confirm that the selected range of m values exhibits the linear relationship 
described above. When symmetry does exist, it is important to treat each degenerate set of virtual 
orbitals equivalently (either they must all be included or excluded in the calculation). Because the 
CI calculations will be performed using incomplete subsets of the virtual orbitals, it is often 
beneficial to use pseudo-natural virtual orbitals. Pseudo-natural virtual orbitals are known to 
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increase the speed of convergence for the correlation energy as the number of virtual orbitals is 
increased. The pseudo-natural virtual orbitals, which are used in both the reduced and exact CI 
calculations, are generated by diagonalizing the virtual/virtual block of the exact CISD one-particle 
density matrix. 
In summary, the CEEMBE method requires the following steps: 
1. Separate the valence orbitals into groups that will define the bodies of the MBE 
approximation of the CI energy. Select a range of virtual orbital subsets, m, over which to 
perform the linear extrapolation. 
2. Perform reduced CI calculations where excitations into the virtual space come from limited 
subsets of the valence orbitals, for all combinations of the orbital groups which include up 
to n-bodies. Calculate approximate CI energies using the MBE formulas. This must be 
repeated for a series of calculations using a range of virtual orbital subsets, m, including 
calculations using the full set of virtual orbitals. 
3. Perform exact CI calculations where excitations into the virtual space are allowed from all 
the active valence orbitals at once. This must also be repeated using a range of virtual orbital 
subsets, m, but NOT including the full set of virtual orbitals. 
4. Plot the energies from step 2 versus the energies from step 3 at each m value and obtain a 
linear least squares fit to the data. Extrapolate the exact CI energy with the full set of virtual 
orbitals. 
Note that steps 2 and 3 can be performed simultaneously. Each of the CI calculations 
required for the MBE and the extrapolation can be performed independently of one another and 
thus a CEEMBE job can be easily distributed across a number of nodes, or even separate machines, 
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with no communication required until the simple MBE summations and linear extrapolations 
required at the end of the method. 
 
Computational Methods 
All calculations were performed using the occupation restricted multiple active space 
(ORMAS)22 determinant CI code in the GAMESS23 program suite. ORMAS provides the ability 
to specify the changing orbital spaces needed for the reduced CI calculations in the MBE 
approximation.  Basis sets are described below in the results for each molecular system. 
 
Results and Discussion 
F2 
The first chemical system that will be considered is molecular fluorine.  As discussed 
above, the CASSCF(2,2) reference wave function includes the two electron configurations:  
[He2](2g)2(2u)2(1u)4(1g)4(3g)2 and [He2](2g)2(2u)2(1u)4(1g)4(3u)2 
which are needed to obtain a qualitatively correct potential energy surface for the  
F2 (X 
 g
1
) → 2F (X 2P) dissociation. 
The dissociation channel of F2 does not encounter any significant nonadiabatic effects, and 
we have chosen to examine only the ground state in these calculations.  The system was studied 
extensively by Bytautas et al.17, providing a detailed and well documented set of highly accurate 
CI energies for comparison.  These characteristics make F2 an ideal benchmark system for the 
CEEMBE method. To ensure that static correlation effects are observed, energies were evaluated 
for F2 at a series of points from the experimental equilibrium bond distance (~1.412 Å) to near the 
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inflection point of the dissociation channel (1.6 Å). All of the calculations of F2 were performed 
using D2h symmetry and the cc-pVQZ basis set. 
A preliminary (2,2)-CASSCF/cc-pVQZ calculation was performed to optimize the 
occupied molecular orbitals and a preliminary CISD calculation was performed to obtain pseudo-
natural orbitals for the virtual orbitals. The CI and CEEIS calculations that were performed by 
Bytautas et al. determined that the total contribution to the correlation energy that arises from the 
quintuple, hextuple, heptuple, and octuple excitations was less than 2 mhartree. Because these 
changes to the correlation energy are smaller than the target error of the CEEMBE method (~2-3 
mhartree), only calculations up to the quadruple excitation level were performed. 
As described above, the orbital groups that were used to perform the MBE were formed by 
separating the eight valence orbitals and 14 valence electrons into seven groups. The first six 
groups each consist of one orbital and two electrons, and the final group consists of both the 3σg 
and 3σu orbitals, with two electrons. 
CEEMBE calculations were performed using up to 2- and 3-bodies, with active virtual 
subsets of m = 18, 24, 29, and M = 100 orbitals. Exact values of the CISD and CISDT energies 
using the full 100 virtual orbitals were obtained. The size of the exact CISDTQ calculation (run 
for m=M=100) exceeded the available computational resources.  Instead, the CEEIS extrapolation 
of the CISDTQ energy that was reported in a previous study17 was used in place of the exact 
CISDTQ energy for benchmarking purposes. Energies at R = 1.6 Å for the exact CI calculations 
(when m=100), the MBE approximations (when m=100), and the CEEMBE approximations are 
shown in Table 1. 
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Table 1.  Exact and Approximate Values of the CISD, CISDT, and CISDTQ Energies for the 
Ground State of F2, Calculated at R = 1.6 Å Using the cc-pVQZ Basis Set and the CAS(2,2) 
Referencea  
 CISD, X = 2 CISDT, X = 3 CISDTQ, X = 4 
 Nexact(X|100) 389,820 80,694,344 8,957,279,580 
 ∆𝐸𝑒𝑥𝑎𝑐𝑡
𝑐𝑜𝑟𝑟 (𝑋|100) -468.593 -485.861 (-506.591)b 
 ∆𝐸𝐶𝐸𝐸𝐼𝑆
𝑐𝑜𝑟𝑟 (𝑋|100)c --- -488.309 -506.192 
1-Body Approximation 5 1-Body CI Calculations           
 𝑁1𝐵(𝑋|100)
d 7,172 7,172 7,172 
 ∆𝐸1𝐵
𝑐𝑜𝑜𝑟(𝑋|100) -121.346 -121.346 -121.346 
 ∆𝐸𝐶𝐸𝐸1𝐵
𝑐𝑜𝑟𝑟 (𝑋|100)e -440.297 -457.504 -476.263 
2-Body Approximation 13 Additional 2-Body CI Calculations           
 𝑁2𝐵(𝑋|100)
d 36,278 1,383,786 17,748,218 
 ∆𝐸2𝐵
𝑐𝑜𝑟𝑟(𝑋|100)f -471.504 -478.136 -479.492 
 ∆𝐸𝐶𝐸𝐸2𝐵
𝑐𝑜𝑟𝑟 (𝑋|100)e -467.822 -486.238 -506.509 
3-Body Approximation 21 Additional 3-Body CI Calculations  
 𝑁3𝐵(𝑋|100)
d 83,314 6,380,042 223,288,164 
 ∆𝐸3𝐵
𝑐𝑜𝑟𝑟(𝑋|100)g -479.788 -499.050 -510.802 
 ∆𝐸𝐶𝐸𝐸3𝐵
𝑐𝑜𝑟𝑟 (𝑋|100)e -468.422 -485.337 -505.957 
 
a All energies are reported in mhartree. Determinant counts, N, are included for each type of 
calculation. 
b A high accuracy CEEIS extrapolation from previous work17 is used to approximate  
∆𝐸𝑒𝑥𝑎𝑐𝑡
𝑐𝑜𝑟𝑟 (4|100). 
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c The energies reported for the ∆𝐸𝐶𝐸𝐸𝐼𝑆
𝑐𝑜𝑟𝑟 (𝑋|100) energies were determined from CEEIS 
extrapolations that used the same number of active virtual orbitals as were used to perform the 
CEEMBE extrapolations (m = 18, 24, and 29). 
d 𝑁1𝐵(𝑋|100), 𝑁2𝐵(𝑋|100), and 𝑁3𝐵(𝑋|100) are the number of determinants from the most 
expensive 1-body, 2-body, and 3-body reduced CI calculations, respectively. 
e The CEEMBE extrapolations were determined using 18, 24, and 29 active virtual orbitals. 
f The values listed for ∆𝐸2𝐵
𝑐𝑜𝑟𝑟(𝑋|100) include the 1-body contributions that comprise the 
corresponding ∆𝐸1𝐵
𝑐𝑜𝑟𝑟(𝑋|100)  energies. 
g The values listed for ∆𝐸3𝐵
𝑐𝑜𝑟𝑟(𝑥|100) include the 1-body and 2-body contributions that 
comprise the corresponding ∆𝐸2𝐵
𝑐𝑜𝑟𝑟(𝑥|100) energies. 
 
The straightforward use of the MBE approximation of the CI energy based on valence 
orbital groups does not yield highly accurate correlation energies. When only 1-body terms are 
included, the errors are several hundred mhartree, whereas including up to 2 or 3 bodies gives 
errors that range from ~3-30 mhartree. However, with the extrapolated correction applied to the 
MBE energies, the CEEMBE results compare very favorably with the exact CI correlation 
energies. The CEEMBE errors at all levels of excitation are less than 1 mhartree. 
The energies reported in Table 1 indicate that the accuracy of the CEEMBE extrapolations 
for the 3-body CISD and CISDT energies are not significantly improved over the 2-body 
approximation.  Likewise, the ∆𝐸2𝐵
𝑐𝑜𝑟𝑟 and ∆𝐸3𝐵
𝑐𝑜𝑟𝑟 energies demonstrate that the many-body 
expansion is not guaranteed to improve with an increase in the number of bodies included in the 
approximation.  However, the errors for the 1-body CEEMBE extrapolations of the CISD, CISDT, 
and CISDTQ correlation energies clearly show that, at minimum, the 2-body approximation should 
be used. 
Table 1 continued 
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Additional points along the potential energy curve of F2 show similar quality of results. In 
Figure 3, the errors for the CISDT energies using the CEE2B and CEE3B approaches are shown. 
For these seven geometry points the error remains below 0.6 mhartree for both methods. 
Furthermore, the CEEMBE energies change in a smooth fashion along the curve; there are no 
sudden jumps in the error that would accompany rapid changes in the CEEMBE energies. 
Likewise, the CEEMBE CISD energies also show less than 1 mhartree error at these geometry 
points, and the absolute difference between the CEEIS and CEEMBE approximate CISDTQ 
energies is within 0.4 mhartree (See the Supporting Information for more detail). 
 
Figure 3. CEEMBE errors (in mhartree) compared to the exact CISDT energy along the F2  
(cc-pVQZ) potential energy curve. 
 
The difference between the dimension of the CI space for the exact CI calculations and the 
dimension of the CI space for the largest reduced CI calculations (Table 1) indicates that, compared 
to the exact CI calculation, the CEEMBE method substantially reduces the memory and time 
required to accurately predict the correlation energy. A comparison of the CEEMBE and CEEIS 
extrapolations of the CISDT and CISDTQ correlation energies reveals that both methods have 
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advantages and disadvantages.  Overall, the CEEMBE method demands more work due to the 
large number of reduced CISDTQ calculations that need to be performed.  However, unlike the 
CEEIS extrapolation, it is not necessary to perform separate CISDT calculations to extrapolate the 
CISDTQ energy.  For each value of m that was considered, including m=100, the number of 
determinants required to determine the exact CISDT energies for the CEEIS extrapolation was 
larger than the number of determinants that were needed to perform the largest reduced CISDTQ 
calculations for the 2-body CEEMBE extrapolation, therefore, requiring more memory. 
The correlation between ∆𝐸𝑒𝑥𝑎𝑐𝑡
𝑐𝑜𝑟𝑟 (𝑋|𝑚) and ∆𝐸𝑛𝐵
𝑐𝑜𝑟𝑟(𝑋|𝑚) is stronger than the correlation 
between ∆𝐸𝑒𝑥𝑎𝑐𝑡
𝑐𝑜𝑟𝑟 (𝑋|𝑚) and ∆𝐸𝑒𝑥𝑎𝑐𝑡
𝑐𝑜𝑟𝑟 (𝑋 − 2|𝑚) (the basis of the CEEIS extrapolations), allowing 
the CEEMBE extrapolation to be performed using fewer active virtual orbitals (i.e. smaller values 
of m).  This is particularly pronounced in the extrapolation of the CISDT energy.  Using the CISD 
and CISDT energies that were evaluated when m was 18, 24, and 29, CEEMBE and CEEIS 
extrapolations were performed for the CISDT energy (Table 1).  The CEEMBE and CEEIS 
energies indicate that the accuracy of the CEEMBE extrapolation is almost an order of magnitude 
higher than the accuracy of the CEEIS extrapolation. This behavior is seen at each point along the 
potential energy curve; the CEEIS errors for the CISDT energies with the same m values range 
from ~1.4-2.6 mhartree. 
O3   
The final molecule that will be considered is ozone.  Unlike F2, ozone has a very complex 
multiconfigurational electronic structure.  Its electronic states also experience significant amounts 
of nonadiabatic coupling, and O3 was one of the earliest systems used to demonstrate the existence 
of a conical intersection.24–28 Theoretical calculations have shown the existence of two stable 
ground state minima,29–32 but the closed ring minimum has never been observed experimentally. 
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The ozone test case also provides an example of the CEEMBE method applied to an excited 
electronic state. 
The calculations reported in this paper will focus on the 1 1A1 and 2 
1A1 energies at the 
following geometries:  
OM – the 11A1 open minimum 
RM – the 11A1 ring minimum 
TS – transition state between the OM and the RM on the 11A1 surface 
ESM – the minimum of the 21A1 state 
CX – the conical intersection between the 11A1 and 21A1 states 
The geometries used in this study were obtained in a previous study33 from optimizations using 
state-averaged CASSCF(18,12)/cc-pVQZ calculations involving the two lowest 1A1 states of O3. 
The reference spaces and CI expansions used for O3 will also follow those defined in the 
previous work. In Figure 4 the full set of valence orbitals from a state-averaged CASSCF(18,12) 
calculation are given. The CEEMBE method was tested on two reference spaces: one obtained 
from a CASSCF(6,4) calculation with 6a1, 1a2, 4b1, and 2b2 as active orbitals, and one from a 
CASSCF(2,2) calculation with 4b1, and 2b2 as active orbitals. In all calculations reported, the 5b1 
and 7a1 orbitals were placed in the virtual space. When performing CI expansions of these 
reference spaces, excitations may or may not be allowed from the full set of valence orbitals shown 
in Figure 4. A “*” label next to the reference active space (i.e. (2,2)*) indicates that excitations 
from the 3a1, 4a1, and 2b1 orbitals that involve mostly oxygen 2s atomic orbitals were not included. 
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Figure 4.  Canonicalized valence orbitals of the state-averaged CASSCF(18,12)/cc-pVTZ wave 
functions for the 1 1A1 and 2 
1A1 states of O3 at the OM. Below each orbital, the symmetry label 
(in C2v) is given. Orbitals with green symmetry labels are not correlated in “*” excitation schemes. 
Blue and red symmetry labels indicate the (6,4) active space. Red labels indicate the (2,2) active 
space. 
 
The orbitals groups for the MBE approximations of ozone were defined similarly to the F2 
case. In each CEEMBE calculation, the valence orbitals not in the CASSCF reference active space 
were each assigned to a separate group of one orbital, whereas the active orbitals from the CASSCF 
calculation were assigned to an orbital group together. For example, the (2,2)* MBE 
approximation makes use of the following six bodies: {5a1}, {3b1}, {1b2}, {6a1}, {1a2}, {4b1, 
2b2}. As before, the virtual orbitals are pseudonatural orbitals from an exact CISD calculation. The 
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m values used in the calculations with subsets of the virtual orbitals were: 30, 35, and 40 for the 
schemes with a (2,2) reference (both with “*” and without) whereas 30, 36, and 40 were used with 
the (6,4) reference. The total number of virtual orbitals is 77 in the cc-pVTZ basis. 
The errors for the CEEMBE method relative to the exact values are reported in Tables 2 
and 3 for the (2,2)* and (6,4)* schemes, respectively. As with F2, the errors are in general quite 
small and less than 1 mhartree on average, even for the excited state. However, for some 
geometries and active spaces the errors may be as large as ~2 mhartree. The largest errors are 
usually at the conical intersection for the (2,2)* scheme.  The CEEMBE relative energies between 
the different structures also differ by no more than ~1 mhartree compared to the exact values, again 
with the exception of the conical intersection. The reported CISDTQ “errors” are simply the energy 
differences between the CEEMBE and CEEIS methods. The two extrapolations are typically in 
agreement to within ~1 mhartree or less. On the basis of this small number of data points, there 
does not appear to be a consistent increase in accuracy by including 3-body contributions in the 
CEEMBE calculation. Though this would require further testing, it may be possible to achieve 
sufficient accuracy while only including up to 2-body calculations. 
Comparing the results for the two active spaces shows that the (6,4)* CEEMBE 
calculations have a noticeably smaller error overall – usually less than 0.5 mhartree. This result is 
not surprising given that the number of orbital groups in the (6,4)* scheme is smaller than in the 
(2,2)*, with four and six bodies respectively. This leads to the MBE approximation being more 
accurate in the (6,4)* scheme and presumably easier to correct with the extrapolations.  Another 
point of interest is a comparison of the TS and ESM geometries. These two geometries are only 
slightly different (0.02° difference in O-O-O angle), and as was seen in the F2 curve, the CEEMBE 
errors appear to change smoothly with small geometrical changes.  
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Table 2.  Energy Differences (in mhartrees) between CEEMBE and Exact CI calculations on O3 
with the (2,2)* Reference Space 
  
geometry 
  
OM TS ESM CX RM 
11A1       
CISD 
CEE2B 0.242 0.751 0.763 1.286 0.783 
CEE3B 0.004 -0.752 -0.766 -2.405 0.050 
 
      
CISDT 
CEE2B -0.065 0.237 0.262 0.837 0.371 
CEE3B 0.106 -0.276 -0.285 -1.692 0.216 
 
      
CISDTQa 
CEE2B (0.029) (0.418) (0.433) (1.102) (0.469) 
CEE3B (0.178) (-0.166) (-0.187) (-1.481) (0.306) 
21A1 
      
 
CISD 
CEE2B 1.164 0.071 0.065 0.790 
 
CEE3B 1.431 0.246 0.264 1.686 
 
 
      
CISDT 
CEE2B -0.134 -0.729 -0.750 -0.084 
 
CEE3B 1.062 0.186 0.199 1.727 
 
 
      
CISDTQa 
CEE2B (0.165) (-0.555) (-0.532) (0.353) 
 
CEE3B (1.438) (0.360) (0.418) (2.186) 
 
a CISDTQ values are differences between CEEMBE and CEEIS calculations and are denoted 
with parentheses. 
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Table 3.  Energy Differences (in mhartrees) between CEEMBE and Exact CI calculations on O3 
with the (6,4)* Reference Space 
  geometry 
  OM TS ESM CX RM 
11A1       
CISD 
CEE2B 0.253 0.038 0.036 0.360 -0.010 
CEE3B 0.025 -0.021 -0.020 -0.054 0.030 
  
     
CISDT 
CEE2B 0.435 -0.122 -0.130 0.147 -0.018 
CEE3B 0.096 0.005 0.003 0.008 0.028 
  
     
CISDTQa CEE2B (0.437) (0.000) (-0.011) (0.316) (0.119) 
21A1        
CISD 
CEE2B -0.015 0.145 0.144 0.406  
CEE3B 0.072 0.275 0.276 0.314  
  
    
 
CISDT 
CEE2B -0.223 -0.511 -0.506 -0.214  
CEE3B 0.136 0.118 0.120 0.174  
  
    
 
CISDTQa CEE2B (-0.356) (-0.296) (-0.293) (0.027)  
a CISDTQ values are differences between CEEMBE and CEEIS calculations and are denoted 
with parentheses. 
 
We encountered an issue obtaining CEEMBE energies for the 21A1 excited state at the ring 
minimum. For some of the reduced CI calculations, consistent 21A1 states were not found as the 
number of virtual orbitals was varied. Specifically, the calculations with small m values did not 
include the correct 21A1 state present in the calculation with the full set of virtual orbitals. More 
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work is needed to determine the prevalence and severity of this issue and its impact on the 
method’s application to excited states. No 21A1 values are reported at the RM for this reason. 
Calculations at the OM geometry using CI expansions which included excitations from the 
3a1, 4a1, and 2b1 orbitals were also performed. The errors in the CEEMBE method for those 
schemes are reported in Table 4. The additional orbitals lead to the (2,2) CEEMBE calculations 
requiring nine bodies whereas the (6,4) calculations require seven bodies. The increasing number 
of orbital groups unsurprisingly leads to decreasing accuracy for the CEEMBE method, though 
the errors are still usually less than 3 mhartree. As before, the (6,4) reference space, which requires 
a smaller number of orbital groups for the MBE, shows better accuracy.  In the case of the (2,2) 
space, the 3-body contributions usually lower the error significantly, suggesting that the 3-body 
contributions become important as the number of bodies increases.  The 3-body contributions also 
decrease the error in the (6,4) scheme for the ground state but slightly increase the error for the 
excited state (all the excited state errors are still less than 1 mhartree). 
The number of determinants required for the CI calculations in the CEEMBE method is 
much smaller than what would be required for the exact calculations in the full virtual space, 
reducing the amount of memory needed for the calculation. In Table 5, values are given for the 
number of determinants in the most expensive CI calculation required for the MBE approximation 
as a percentage of the number of determinants in the exact CI calculation in the full virtual space. 
We also report the same number for the most expensive exact CI calculation, using a subset of the 
virtual orbitals, required to perform the linear extrapolation (Extrapolation in the Table), and the 
total number of determinants for the exact CI calculation.  The “Extrapolation” value is the same 
for CEEMBE and CEEIS calculations using the same m values. In most cases, the more expensive 
step is the same for both the CEEIS and the CEEMBE methods. 
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Table 4.  Energy Differences (in mhartress) between CEEMBE and Exact CI calculations with the 
(2,2) and (6,4) Schemes at the OM Geometry. 
  (2,2) (6,4) 
11A1    
CISD 
CEE2B 2.957 1.726 
CEE3B -0.920 0.915 
    
CISDT 
CEE2B 3.445 1.871 
CEE3B 0.243 0.996 
    
CISDTQa 
CEE2B (3.931)  
CEE3B (0.223)  
21A1     
CISD 
CEE2B 2.842 0.375 
CEE3B 2.019 0.922 
    
CISDT 
CEE2B 3.520 0.327 
CEE3B 3.629 0.934 
    
CISDTQa 
CEE2B (4.132)  
CEE3B (3.936)  
a CISDTQ values are differences between CEEMBE and CEEIS calculations and are denoted 
with parentheses. 
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Table 5.  Percentage of Determinants in the Most Expensive CI Calculations for Each 
Approximate Method Relative to an Exact CI Calculation, the Number of Determinants for the 
Largest Exact CI Calculation Used in the Extrapolation, as Well as the Total Number of 
Determinants that Would Be Required for the Exact CI Calculation (bold, in thousands). 
  CISD CISDT CISDTQ 
     
(2,2) 
2-body (%) 4.8 0.7 0.1 
3-body (%) 11.6 3.3 0.8 
extrapolation (%) 27.2 14.0 7.2 
 total determinants 798 175,465 20,854,292 
     
(2,2)* 
2-body (%) 12.0 2.9 0.4 
3-body (%) 28.9 13.5 5.4 
extrapolation (%) 27.2 14.1 7.3 
 total determinants 323 42,572 2,918,346 
(6,4) 
  
  
2-body (%) 8.8 2.6 
 
3-body (%) 20.1 7.9 
 
extrapolation (%) 27.0 13.9 
 
 total determinants 2,545 477,002 
 
     
(6,4)* 
2-body (%) 26.8 14.3 7.7 
3-body (%) 61.4 43.4 32.4 
extrapolation (%) 27.0 14.0 7.2 
 total determinants 835 86,598 4,796,535 
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When using the (6,4)* scheme for O3, the CEE3B calculation will require more 
computational effort than a CEEIS style extrapolation. As the (6,4)* scheme only uses four orbital 
groups in total, an up to 3-body MBE includes calculations which only lack 1 body from the exact 
calculation, resulting in smaller savings. However, it is useful to note that the present results show 
that the 3-body MBE does not provide significantly better results than a 2-body MBE and is at a 
much higher cost.  
Estimating the cost savings of the CEEMBE method is not straightforward since it will 
depend on the number of bodies (and, therefore, the number of reduced calculations), the cost of 
each of the reduced calculations due to the varying number of determinants and the overall expense 
of the exact CI calculations with varying m values. One of the advantages of the CEEMBE method 
is that the many reduced and exact CI calculations can be run independently and in parallel on 
different machines and with different numbers of processors.  During this study, we took advantage 
of this to accelerate the overall computations and, therefore, do not have consistent timings to show 
across all of the computations.  However, by converting the timings to processor hours and by 
using the clock speed between different platforms to estimate the cost difference between 
platforms, we can make some initial comments on the computational cost (mostly based on the F2 
costs).  For CISD calculations, the exact CI is usually less time consuming than the CEEMBE 
approach if the memory is available.  The CEEIS method is generally less expensive (by about 1 
orders of magnitude) than the CEE2B method for CISDT, with the caveat that that the accuracy is 
lower for the CEEIS method with the values of m used in this study.  For CISDT, the 2-body 
expense is much lower overall than the exact (over an order of magnitude based on the F2 timings), 
while the 3-body expense approaches that of the exact CI.  As noted before, though, the 3-body 
expansion does not seem necessary for the cases studied.  For CISDTQ, the CEE2B expense is 
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very similar to that of the CEEIS method and both of these are much lower than the 3-body expense 
(which is approximately 1.3 orders of magnitude more expensive than the 2-body expense).  The 
exact CISDTQ expense is not known since memory resources for this size of calculation were not 
available.  Of course, different active spaces, choice of the decomposition of the active space into 
bodies, and size of the basis set will all play different roles in the expense of the computations.  
So, different chemical systems will have varying costs associated with each method.  However, in 
cases where the memory of the compute resource is an issue, the CEEMBE method seems to be a 
viable method.  In particular, the 2-body expansion appears to be an appropriate choice for CISDT 
and CISDTQ calculations. 
 
Conclusions 
The correlation energy extrapolation by many-body expansion is a new approach for 
approximating CI energies which, like the CEEIS method, exploits linear relationships between 
calculations performed in subsets of the virtual orbital space. One advantage the CEEMBE method 
offers over the CEEIS method is the ability to approximate lower levels of excitation more easily. 
The CISD energies cannot be extrapolated using CEEIS, whereas the CEEIS CISDT extrapolations 
are often of a lower quality than extrapolations of quadruples and higher contributions. 
These two methods also suggest that there may be other useful approaches that make use 
of similar linear extrapolations. The general scheme pairs a lower accuracy (but affordable) 
calculation with a higher accuracy calculation: MBE vs exact CI for CEEMBE, lower vs higher 
CI excitation level for CEEIS. Once the linear relationship has been determined by a series of 
calculations using subsets of the virtual orbitals, the lower accuracy calculation can be corrected 
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to give good agreement with the higher accuracy calculation. There may be other useful pairs of 
calculations to apply such a scheme too. 
Application of the CEEMBE method to the F2 potential energy curve has shown errors of 
less than 1 mhartree using MBEs of up to 2- or 3-bodies, good agreement with the previously 
established CEEIS method for CISDTQ energies, as well as a smooth change in the energies along 
the dissociation curve. For O3, the errors for the absolute energies and the relative energies between 
structures show a greater range that depends on the reference active space and excitation scheme 
but are still within ~2-3 mhartree in almost all cases. The method is applicable to excited states, 
but some complications may arise. In both systems, the method provides high accuracy CI energies 
at a fraction of the computational resources needed for exact calculations. 
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CHAPTER 6. A HYBRID CORRELATION ENERGY EXTRAPOLATION APPROACH 
Jeffery S. Boschen, Theresa L. Windus 
Abstract 
 The correlation energy extrapolation by many-body expansion (CEEMBE) method is a 
recently introduced procedure for approximating configuration interaction (CI) energies. The 
method is based on a MBE of the CI energy which is corrected by a linear extrapolation inspired 
by the correlation energy extrapolation by intrinsic scaling (CEEIS) method. In this work, a 
hybrid of CEEMBE and CEEIS is presented: CEEMBE-h. The new method closely follows the 
CEEMBE procedure, but makes use of CEEIS style extrapolations to reduce the overall 
computational cost. In benchmark calculations on ozone and diatomic fluorine, CEEMBE and 
CEEMBE-h energies are found to agree within a small margin of 0.1-0.5 millihartree or less. The 
full dissociation curve of F2 is examined to further evaluate the accuracy of the CEEMBE 
method. The results indicate that sub-millihartree accuracy is possible, but errors on the order of 
a few millihartree also occur. 
 
1. Introduction 
 Methods which approximate or otherwise attempt to capture the full configuration 
interaction (FCI) energy are an active area of research in quantum chemistry1–9. The FCI method 
gives the exact solution to the Schrӧdinger equation within a basis set. FCI fully recovers the 
electron correlation energy within a specified basis and represents the highest accuracy possible 
for an electronic structure method. Unfortunately, FCI is prohibitively expensive – scaling 
exponentially with the size of the basis.  Practical attempts to achieve FCI accuracy rely on the 
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fact that the correlation energy can be obtained with only a small percentage of the total 
configurations required for the FCI1. 
In a recent work10, the correlation energy extrapolation by many-body expansion 
(CEEMBE) method was introduced as a new approach for approximating high level 
configuration interaction (CI) energies. CEEMBE is closely related to the correlation energy 
extrapolation by intrinsic scaling (CEEIS) method11–13. Previously the CEEMBE method has 
been shown to approximate CISD, CISDT and CISDTQ energies to within ~1-2 millihartree 
accuracy or better in calculations on several points of the ozone and diatomic fluorine potential 
energy surfaces. The CEEMBE method is based partly on an approximation of CI energies using 
a many-body expansion in terms of orbital groups. MBE techniques have been applied to 
calculating electron correlation in a number of works9,14–17. Both CEEIS and CEEMBE are based 
on linear extrapolations using small subsets of the virtual orbitals.  
In this work, a hybrid method which incorporates CEEIS extrapolations into the 
CEEMBE methodology is described and evaluated. The hybrid method, denoted CEEMBE-h, 
closely mimics the CEEMBE method, but with a reduction in the computational cost due to 
including the CEEIS extrapolations. The method will be evaluated using the same systems as the 
previous CEEMBE work: ozone and F2. Comparisons between the new CEEMBE-h and 
previous CEEMBE results will be provided at points of interest for the two systems, and an 
extended evaluation of the F2 potential energy curve with both approaches is included. 
 
 
 
 
136 
 
 
2. Theoretical Methods 
 The CEEIS and CEEMBE methods are closely related approaches for approximating CI 
energies. Both CEEIS and CEEMBE approximate the target CI energy by performing a linear 
extrapolation from a series of CI calculations which use limited subsets of the virtual orbitals. A 
brief description of both the CEEIS and CEEMBE methods will be given, and then the new 
hybrid approach will be introduced. The methods can be applied to single- or multi-reference 
wavefunctions. 
CEEIS 
 Developed by Ruedenberg and coworkers, the CEEIS method has been described in 
detail in a number of papers, and has been used to obtain accurate potential energy curves for a 
number of diatomics18–21, as well as a study of ozone22. The full CI energy can be decomposed 
into a series of energy changes from increasing levels of excitation: 
𝐸𝐹𝑢𝑙𝑙 𝐶𝐼 = 𝐸𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 + ∆𝐸(1) + ∆𝐸(2) + ∆𝐸(3) + ∆𝐸(4) ⋯ (1) 
where 𝐸𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 is the energy of the reference wavefunction, and each ∆𝐸(𝑋) is the energy 
change from increasing the allowed excitations into the virtual orbitals from 𝑋 − 1 to 𝑋, i.e. 
∆𝐸(4) is the energy difference between a CI calculation including single, double, triple, and 
quadruple electron excitations (CISDTQ) and a CI calculation including up to triple excitations 
(CISDT). The CEEIS method exploits a linear relationship between truncated CI energies of 
differing excitation levels. 
By varying the number of virtual orbitals, m, included in a CI calculation, it was observed 
that a linear relationship exists between ∆𝐸(𝑋) and ∆𝐸(𝑋 − 2): 
∆𝐸(𝑋) =  𝑎𝑋∆𝐸(𝑋 − 2) + 𝑏𝑋 (2) 
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This relationship holds even if the number of virtual orbitals included in the CI calculation is 
greatly reduced (down to a certain limit – usually the size of the virtual space for a double zeta 
basis set). The values of 𝑎𝑋 and 𝑏𝑋 can be determined from a linear least-squares fit to a series of 
CI calculations that give ∆𝐸(𝑋) and ∆𝐸(𝑋 − 2) for a range of virtual orbitals, m. Then 
∆𝐸(𝑋 − 2) is calculated when m includes the full set of virtual orbitals. Finally, these values are 
used in eq. 2 to extrapolate ∆𝐸(𝑋) in the full set of virtual orbitals.  
In practice, ∆𝐸(2) is computed as ∆𝐸(1,2), i.e. CISD energy minus the reference energy, 
due to the negligible (or nonexistent) energy contribution from only single excitations.  As a 
special case, it is also possible to extrapolate ∆𝐸(3) using ∆𝐸(1,2), but this approach requires 
including larger values of m and usually produces lower quality results. 
CEEMBE 
 Introduced in a recent work10, the CEEMBE method is inspired by the CEEIS approach. 
In the CEEMBE method, the linear relationship exploited is between an MBE based 
approximation of the CI energy and the CI energy: 
𝐸(𝑋) =  𝑎𝑋𝐸𝑀𝐵𝐸(𝑋) + 𝑏𝑋 (3) 
where 𝐸(𝑋) is now the CI energy with up to 𝑋 excitations included, rather than the energy 
change, ∆𝐸(𝑋), used in the CEEIS method. 𝐸𝑀𝐵𝐸(𝑋) is an approximation of 𝐸(𝑋) based on a 
many-body expansion. As before, a series of CI calculations are performed using a range of 
virtual orbital counts, m, to obtain 𝑎𝑋 and 𝑏𝑋, and a linear extrapolation is used to determine 
𝐸(𝑋) in the full set of virtual orbitals. 
 The calculation of the approximate CI energies, 𝐸𝑀𝐵𝐸(𝑋), requires partitioning the active 
valence orbitals to be correlated into orbital groups or “bodies”. Each body is defined by the 
orbitals it includes as well as a number of electrons. When performing multi-reference 
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calculations, it is important that selection of the bodies captures the static correlation. Consider 
the example of F2 using a CASSCF(2,2) reference wavefunction. The 3σg and 3σu orbitals which 
describe the (2,2) CAS must be included in one body (with two electrons). Orbitals which are 
doubly occupied in the reference function can be grouped into single orbital bodies with two 
electrons. Following this scheme, the valence space for F2 is divided into seven orbital groups, as 
shown in Figure 1. 
𝐸𝑀𝐵𝐸(𝑋) is given by a sum of up to n-body contributions: 
𝐸𝑀𝐵𝐸(𝑋) =  𝐸𝑛𝐵(𝑋) =  ∑ ∆𝐸𝑖(𝑋)
𝑛
𝑖=1
 (4) 
where ∆𝐸𝑖 is the contribution from including i-body contributions to the MBE. We have found 
that n must be at least two to obtain high quality results, and that (in the applications so far) n = 2 
is sufficient for high accuracy. The ∆𝐸𝑖(𝑋) are calculated by performing “reduced” CI 
calculations where excitations into the virtual orbitals only come from a small number of active 
valence orbitals. A reduced CI calculation is required for each combination of i orbital groups 
from the total set of bodies. For i > 1, the values of ∆𝐸𝑖(𝑋) must account for the double counting 
of lower terms. Details of the MBE as applied in this context can be found in our previous 
work10, or more general information on the MBE in a number of other references23–25. A 
CEEMBE calculation which includes contributions from up to n bodies is denoted by CEEnB. 
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Figure 1.  Canonical valence orbitals of the CASSCF(2,2)/cc-pVQZ wave function for the 
ground state of F2 when R = 1.600 Å. Dashed boxes indicate the orbital groups or “bodies”. 
 
Hybrid Extrapolation Approach: CEEMBE-h 
 When applying the CEEMBE method to CI calculations with excitations 𝑋 = 3 or higher, 
it is possible to incorporate CEEIS extrapolations of the reduced CI energies. This combination 
of the two methods allows the reduced CI calculations in the full virtual space to be 
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approximated by CEEIS extrapolations. There are two possible schemes for incorporating the 
CEEIS extrapolation: 
Scheme A – Extrapolate then add: The reduced CI energies (i.e. using only electrons in 
orbitals of a particular i-body combination for the CI excitations) in the full virtual space 
are individually extrapolated using CEEIS for each unique orbital group combination. 
These numbers are then used in the MBE formulas to obtain 𝐸𝑀𝐵𝐸(𝑋) in the full virtual 
space. 
Scheme B – Add then extrapolate: The reduced CI energies in the limited virtual orbital 
subsets are combined to obtain the series of ∆𝐸𝑀𝐵𝐸(𝑋 | 𝑚) and ∆𝐸𝑀𝐵𝐸(𝑋 − 2 | 𝑚) 
required for a single CEEIS extrapolation to obtain 𝐸𝑀𝐵𝐸(𝑋) in the full virtual space. 
Both schemes give good agreement with the original CEEMBE energies obtained without any 
CEEIS extrapolation and can greatly reduce the computational expense of the CEEMBE method. 
By performing these CEEIS extrapolations, the expensive calculations of the reduced CI energies 
in the full virtual space can be avoided. 
In all the extrapolation methods described above, the results depend on the selection and 
ordering of the virtual orbitals. Previous work with CEEIS11–13,18–21 and CEEMBE10 have shown 
that CISD natural orbitals ordered by occupation number are a suitable basis for the virtual 
orbitals. 
Computational Details 
Calculations were performed using the occupation restricted multiple active space 
(ORMAS)26 determinant CI code in the GAMESS program suite27. ORMAS provides the ability 
to specify the changing orbital spaces needed for the reduced CI calculations in the MBE 
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approximation. Basis sets used are the Dunning correlation consistent cc-pVXZ series28, with       
X = T, Q. 
 
3. Results 
 The agreement of the CEEMBE-h energies compared to the original CEEMBE energies 
will be evaluated for the same systems and points on the potential energy surfaces as were used 
in our previous paper10 on the CEEMBE method. Additionally, we will extend the number of 
points on the potential energy curve of F2 to include the full dissociation. 
Ozone 
 We will examine the following points of interest on the potential energy surfaces of the 
11A1 and 2
1A1 states of the ozone molecule from the open minimum to the theoretically 
predicted, but experimentally unobserved ring minimum29–32: 
OM – the 11A1 open minimum 
RM – the 11A1 ring minimum 
TS – the transition state between the OM and the RM on the 11A1 surface 
ESM – the minimum of the 21A1 state 
CX– the conical intersection between the 11A1 and 21A1 states 
The geometries were obtained in a previous study22 through optimizations of state-averaged 
CASSCF(18,12)/cc-pVQZ energies. 
 The correlated orbitals of the calculations are shown in Figure 2. The CI calculations 
performed include excitations from these orbitals into the virtual space. Two different reference 
wavefunctions and orbital groupings are used to define the MBE. The CASSCF(2,2) reference 
includes orbitals 2b2 and 4b1 in the active space, while the CASSCF(6,4) reference also includes  
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Figure 2.   Correlated valence orbitals, as well as the orbital groups (indicated by dashed boxes) 
used in CEEMBE calculations with a (2,2)* reference. Images are from the state-averaged 
CASSCF(18,12)/cc-pVTZ wave functions for the 1 1A1 and 2 
1A1 states of O3 at the OM. Below 
each orbital, the symmetry label (in C2v) is given. 
 
orbitals 6a1 and 1a2. A more thorough discussion of the possible active spaces for this portion of 
the potential energy surface can be found in the earlier CEEIS study from Theis et al22.  
For CEEMBE calculations with either reference space, each doubly occupied orbital is 
used as an individual body, while the active space is grouped together into a multiple orbital 
body. The (2,2) reference MBE groups are shown in Figure 2. Pseudo-natural CISD orbitals 
from a block diagonalization of the virtual-virtual part of the one-particle density matrix are used 
in the virtual space. All results are reported for the cc-pVTZ basis set. The linear extrapolations 
(both CEEIS and CEEMBE) are performed using m values of 30, 35, and 40 for the (2,2) space, 
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while 30, 36, and 40 were used for the (6,4) space. The m values are chosen to maintain 
consistency with and enable comparison to the previous work10,22. The full set of virtual orbitals 
includes 77 orbitals. 
 
Table 1. Energy differences (CEEMBE minus CEEMBE-h, in millihartrees) between CEEMBE 
and CEEMBE-h calculations for CISDTQ energies of O3 with the (2,2) reference space. 
  
Geometry 
  
OM TS ESM CX RM 
11A1       
CEE2B 
Scheme A 0.001 0.067 0.061 0.101 -0.013 
Scheme B 0.018 0.052 0.051 0.070 -0.026 
 
      
CEE3B 
Scheme A -0.023 0.050 0.043 0.215 0.012 
Scheme B 0.029 0.140 0.141 0.485 0.066 
21A1 
      
 
CEE2B 
Scheme A 0.010 0.063 0.103 0.169  
Scheme B 0.008 0.085 0.085 0.135  
 
 
     
CEE3B 
Scheme A -0.029 0.043 0.082 0.130  
Scheme B -0.063 0.062 0.060 0.039  
144 
 
 
 Tables 1 and 2 report the energy differences between CEEMBE and CEEMBE-h energies 
at the CISDTQ level for the (2,2) and (6,4) references respectively. Both schemes are able to 
recover the CEEMBE energies to within ~0.1 millhartree or less at most geometries, and the 
current set of results do not clearly favor one scheme over another. The energy differences are 
largest at the CX, but are still less than 0.5 millihartree. The missing values at the RM for the 
21A1 state are due to a complication in the CEEMBE calculations which prevents performing a 
reasonable extrapolation with the MBE energies. CEEMBE energies at the CEE3B level were 
prohibitively expensive to calculate for the (6,4) reference. In all cases, the difference between 
CEEMBE and CEEMBE-h is on the same order of magnitude or smaller than the errors between 
CEEMBE energies and the target CI energies that have been previously observed. The good 
agreement between CEEMBE and CEEMBE-h is a direct result of the effectiveness of the 
CEEIS method for approximating CI energies with high levels of excitation. 
 
Table 2.  Energy differences (CEEMBE minus CEEMBE-h, in millihartrees) between CEEMBE 
and CEEMBE-h calculations for CISDTQ energies of O3 with the (6,4) reference space. 
  Geometry 
  OM TS ESM CX RM 
11A1      
CEE2B Scheme A -0.135 -0.033 -0.033 0.065 0.006 
 Scheme B -0.027 0.080 0.079 0.096 0.105 
21A1        
CEE2B Scheme A -0.232 0.078 0.077 0.151  
 Scheme B -0.150 0.167 0.165 0.164  
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F2 
 The second system considered is diatomic fluorine. As was described in the Methods 
section, and depicted in Figure 1, the orbital groupings for F2 give seven bodies consisting of six 
doubly occupied orbitals plus the (2,2) space consisting of the 3σg and 3σu orbitals. This 
reference space is needed to obtain a qualitative description of the dissociation of F2. As with 
ozone, the previous CEEMBE results10 are compared with the new CEEMBE-h approach. A 
section of the potential energy curve from the experimental equilibrium distance (~1. 412 Å) to 
near the dissociation inflection point (1.6 Å) was calculated using the cc-pVQZ basis. Valence 
orbitals were obtained from a CASSCF(2,2) calculation, while pseudo-natural CISD orbitals 
were used for the virtual set. Extrapolations were performed using virtual orbital subsets of m = 
18, 24, and either 29 or 30, with a full virtual space of 100 orbitals. 
 Figure 3 shows the energy differences between CEEMBE and CEEMBE-h approaches 
across the chosen section of the potential energy curve. As with ozone, the CEEMBE-h energies 
are in very good agreement with the CEEMBE. For CEE2B energies, the difference is less than 
0.1 millihartree at all points. The CEE3B values are consistently higher, but generally less than 
0.5 millihartree. Whether the CEE3B-h agreement is systematically worse remains to be seen, as 
the same trend was not found in the ozone results. At all points, scheme A performs slightly 
worse than scheme B, however the relative difference is quite small and at the CEE2B level the 
difference is negligible. 
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Figure 3. Energy differences (in millihartrees) between CEEMBE and CEEMBE-h calculations 
for CISDTQ energies of F2 (cc-pVQZ basis). 
  
Although the CEEMBE method was previously shown to achieve sub-millihartree 
accuracy on the small section of the potential energy curve above, the behavior across the entire 
dissociation channel was still unknown. In the interest of exploring the F2 application more 
thoroughly, 13 points along the entire curve have been calculated. Both cc-pVTZ and cc-pVQZ 
basis sets were used, and CISDTQ energies were obtained for the cc-pVTZ basis in order to find 
the actual errors in the CEEMBE approaches. The results include CEEIS, CEEMBE, and 
CEEMBE-h energies. 
The procedure for generating orbitals was modified slightly from above in order to match 
earlier work18. A full valence CASSCF(14,8) calculation provided the initial valence orbitals. 
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Then natural orbitals from a CISD calculation using the CAS(14,8) reference were used for the 
valence and virtual orbitals in the CEEIS, CEEMBE, and CEEMBE-h methods. Virtual orbital 
subsets of m = 18, 24, and 29 were used for the extrapolations. The full set of virtual orbitals 
contains 50 and 100 orbitals for the cc-pVTZ and cc-pVQZ basis sets respectively. 
Figures 4 and 5 show the energy differences between CISDTQ level CEEMBE and 
CEEMBE-h energies. As before, the two approaches agree very well. CEE2B differences remain 
below ~0.1 millihartree for both basis sets, while the CEE3B values remain within 0.5 
millihartree. An additional point at 8.0 Å is not pictured in the figures, but the energy difference 
is less than 0.08 millihartree with all methods and basis sets. Figure 5 reports only the CEE2B 
values, as the CEE3B results were not calculated across the entire curve with the cc-pVQZ basis 
due to expense, however CEE3B-h calculations were still feasible at this basis set level. 
 
Figure 4. Energy differences (in millihartrees) between CEEMBE and CEEMBE-h calculations 
for CISDTQ energies of F2 (cc-pVTZ basis). 
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Figure 5. Energy differences (in millihartrees) between CEEMBE and CEEMBE-h calculations 
for CISDTQ energies of F2 (cc-pVQZ basis). 
 
 Although the quality of the agreement between CEEMBE and CEEMBE-h results is well 
established, further benchmarking of the agreement of those energies with the true CI energies is 
of interest. Below we report the actual errors in CEEMBE (and CEEIS) energies across the 
potential energy curve at the CISDTQ level. Figure 6 shows the results with the cc-pVTZ basis, 
where the exact CISDTQ energy has been calculated and compared with the approximations. 
 For both CEE2B and CEE3B, the errors across the curve peak near ~1 millihartree, while 
the CEEIS errors remain below 0.6 millihartree. At 8 Å (not shown), the errors are -0.79, 1.22, 
and -0.08 for CEE2B, CEE3B, and CEEIS respectively.  Comparing the two CEEMBE 
approximations, the CEE2B error fluctuates more across the curve, which is problematic in 
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producing a smooth potential energy curve that parallels the true CISDTQ surface. In 
comparison, the CEE3B errors change much more smoothly. Overall, in this case, the CEEIS 
energies provide both a better relative and absolute approximation to the CISDTQ energy. 
 
 
Figure 6. Errors (in millihartree) of CEEMBE and CEEIS energies compared to the true 
CISDTQ results for F2 (cc-pVTZ basis). 
 
Based on the cc-pVTZ results, the cc-pVQZ results are reported under the premise that 
the CEEIS energies provide a suitable benchmark. In Figure 7, the energy differences relative to 
the CEEIS method are reported for CEE2B and CEE3B-h using scheme B. The CEE3B-h results 
with scheme A are very similar. Although the exact accuracy of the CEEIS method is unknown 
for these points, the results for the CEEMBE methods are of lower quality at the larger 
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separation distances. The CEE2B differences from CEEIS are as large as 2-3 millihartree at 
several points, and also vary considerably across the curve. The CEE3B differences again vary 
more smoothly, but also grow to as large as 2 millihartree at some distances.  
 
 
Figure 7.  CEEMBE minus CEEIS energies (in millihartrees) at the CISDTQ level for F2 (cc-
pVQZ basis). 
 
 Although errors of 1-2 millihartree are still within chemical accuracy, further 
benchmarking would be required to fully assess the accuracy of the CEEMBE method. Of 
particular concern is the wide variation in the CEE2B results, which will affect the accuracy of 
relative energies as well. Improvement of the F2 results may be possible with further exploration 
of the m values used in the extrapolations or of the initial orbitals used. 
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4. Discussion 
 The question of which CEEMBE-h scheme to favor is largely irrelevant, as both 
approaches give high quality agreement with the original CEEMBE method. A possible 
disadvantage of scheme A is the large number of linear extrapolations that must be performed: 
one for every unique orbital group combination of up to n bodies. However, these extrapolations 
are of inconsequential effort compared to the CI calculations. 
Although not demonstrated in this paper, the CEEMBE method is applicable for CI 
calculations of lower excitation level as well. The previous work has shown the approximation 
can be effective at the CISD and CISDT levels. For the systems under consideration, CISD 
calculations are already affordable so the approximation is not of great interest. For large 
molecules or basis sets, the CEEMBE method may provide an affordable route to capturing 
electron correlation at lower excitation levels (SD or SDT). A current challenge of applying the 
method is the unknown value of the error compared to the target CI calculation. Benchmarking 
provides a general idea about the possible magnitudes of the errors, but still leaves the precise 
value undetermined. Furthermore, selection of m values for the linear extrapolations can have a 
significant impact on the final result. Preliminary results suggest that the accuracy of CEEMBE 
results at the CISD level may correlate with the accuracy of CEEMBE results at the CISDTQ 
level, but further examination is needed to establish whether the trend is consistent and precise 
enough to be useful. 
Ultimately, the methodology is far from black-box and has a number of parameters which 
could affect the quality of results. Sensitivity to the choice of m values, orbitals, and orbital 
groupings all must be better understood to make the method more widely applicable.  
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5. Conclusions 
 The recently introduced CEEMBE method has been combined with the related CEEIS 
method to give a new hybrid approach: CEEMBE-h. Comparisons with the previous CEEMBE 
results in applications to ozone and F2 show clearly that the CEEMBE and CEEMBE-h energies 
are in agreement to within ~0.1 millihartree or less in most cases, and the worst agreement is on 
the order of ~0.5 millihartree. These differences are generally an order of magnitude smaller than 
the CEEMBE errors, and as such, the CEEMBE-h offers reduced computational expense without 
loss of accuracy relative to the original CEEMBE approach. The good agreement is due to the 
accuracy of the CEEIS method for approximating high level CI energies. 
 A more thorough exploration of the F2 dissociation curve has shown that the CEEMBE 
method can often achieve sub-millihartree accuracy, but that some points may show errors as 
large as a few millihartree. Also of note, CEE2B shows noticeably less smooth energy changes 
across the dissociation curve than the CEE3B method. Further benchmarking is still required to 
fully establish the level of accuracy which can be expected from the CEEMBE methods. 
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CHAPTER 7. PHOTODYNAMICS WITH SPIN-FLIP TIME-DEPENDENT DENSITY 
FUNCTIONAL THEORY FOR A MODEL PROTONATED SCHIFF BASE 
 
Jeffery S. Boschen, Theresa L. Windus 
 
Abstract 
 The spin-flip formulation of time-dependent density functional theory (SF-TDDFT) is 
one approach which addresses the shortcomings of conventional linear response TDDFT, and 
represents a potentially powerful tool for exploring photochemical dynamics. However, SF-
TDDFT suffers from spin-contamination, and produces a manifold of states which are often 
difficult to identify with the physical states of interest. In this work, we implement nonadiabatic 
dynamics simulations using SF-TDDFT and evaluate the quality of the results on the model 
protonated Schiff base, penta-2,4-dieniminium cation, or PSB3. An interface between the 
Newton-X and GAMESS programs couples electronic structure calculations with molecular 
dynamics, and includes an algorithm for tracking the electronic states of interest. We present an 
extension of the Casida ansatz to SF-TDDFT, which allows the calculation of time-derivative 
couplings between states based on an approximate wave function overlap method. Qualitative 
agreement with analytical CASSCF time-derivative couplings demonstrate the soundness of the 
overlap method with SF-TDDFT. Our dynamic simulations of PSB3 trans-cis 
photoisomerization are qualitatively consistent with previous theoretical work, encouraging 
future studies with our methodology. Issues related to spin contamination and state tracking are 
likely to be a continuing concern. 
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1 Introduction 
 Photochemical processes are of great importance in biology, energy applications, as well 
molecular motors, switches, and probes. Modeling these processes requires a quantum chemical 
description of the electronic excited states, as well as the interactions between excited states. 
Conical intersections, the regions of degeneracy between two electronic states, are widely 
studied to understand the transitions between and decay from excited states1–4. Time-independent 
studies are usually focused on finding minimum energy conical intersections5–7, but such 
minimum energy intersections are not necessarily the dominant path taken in the dynamic 
chemical reaction8. Increasingly, nonadiabatic molecular dynamics simulations are being used to 
explore excited state processes. The ultrafast nature of these reactions also make the application 
of on-the-fly quantum chemical calculations feasible despite their high computational cost.  
 Time-dependent density functional theory9 (TDDFT), in the linear response 
formulation10, is one of the most widely used methods for treating excited states of medium to 
large sized molecules. However, TDDFT has some shortcomings which limit its application to 
photochemical studies. In TDDFT, the ground state and excited states are not treated on the same 
footing. While the ground state is given by Kohn-Sham DFT11, the excited states are obtained 
from the linear response of the ground state density to a time-dependent perturbation. 
Additionally, the excited states are described only in the basis of singly excited configurations, 
and excited states which possess double excitation character are not adequately represented. As a 
result, conical intersections between ground and excited states do not exhibit the correct 
topology12,13. This failure limits the application of TDDFT to photochemical processes. 
 An approach which addresses these shortcomings is the spin-flip TDDFT (SF-TDDFT) 
method14. SF-TDDFT builds all the states of interest with spin-flipping excitations from a high-
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spin reference state. This approach yields ground and excited states which are described by the 
same formalism and introduces some double excitation character into the states. However, SF-
TDDFT is inherently spin-contaminated and one cannot guarantee that the method will produce 
states of the desired spin. Despite this, SF-TDDFT has been used to explore conical intersections 
in a large number of molecules5–7,13,15–22, and has also been used to drive molecular dynamics23–
25. 
We have developed an interface between the programs Newton-X26,27 and GAMESS28 to 
perform nonadiabatic dynamics simulations using SF-TDDFT and the fewest switches surface 
hopping (FSSH) method29–31. Following the dynamics on the correct electronic states requires a 
state-tracking algorithm to distinguish SF-TDDFT states, which are often spin-mixed. The 
nonadiabatic couplings between states are computed using an approximate wavefunction overlap 
method for which we introduce an extension of the Casida ansatz10 from TDDFT to SF-TDDFT. 
We will evaluate the suitability of SF-TDDFT for nonadiabatic dynamic studies using the penta-
2,4-dieniminium cation, a model chromophore. 
 The penta-2,4-dieniminium cation (C5H8N
+), or PSB3, has been widely studied8,13,21,22,32–
40 theoretically as the smallest model molecule for the retinal protonated Schiff bases (RPSBs). 
The cis-trans and trans-cis isomerization of RPSB chromophores are the primary photochemical 
processes in activating rhodopsin proteins that are key to vision mechanisms41–45. Figure 1 shows 
the ground state minima of the trans- and cis-PSB3. In previous work,13,21,22 SF-TDDFT has 
been applied to the study of PSB3 isomerization, and has demonstrated that SF-TDDFT can 
model correctly the topology of the conical intersection. Several nonadiabatic dynamics studies 
have also been performed on PSB38,32,34 with other electronic structure methods, which will 
provide useful comparisons for the results in this work. 
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Figure 1. trans-PSB3 (left) and cis-PSB3 (right) S0 minima. 
  
2 Theoretical Methods 
SF-TDDFT 
 As mentioned above, SF-TDDFT is based on calculating a high spin reference state using 
ground state Kohn-Sham DFT and then generating the states of interest using 𝛼 to 𝛽 spin-flip 
excitations. In this work, the high spin reference will be a triplet, as the states of interest are 
singlets. This spin-flip method only produces four configurations which are spin-complete and 
can form pure spin states. Figure 2 depicts these four configurations: A – the closed shell singlet 
which typically dominates the ground state of interest, B – a doubly excited closed shell singlet, 
and C-D – a pair of singly excited configurations which can form pure triplet/singlet states when 
combined with equal weights with same/opposite signs. When the weights of C and D are not 
equal the state will be spin contaminated to some degree. All other 𝛼 to 𝛽 excitations from the 
reference are spin incomplete and introduce spin contamination. The expectation value of the S2 
operator, ⟨S2⟩, provides a measure of the spin contamination of a state, and is equal to 0, 2, and 1 
for pure singlet, pure triplet, and equally mixed singlet/triplet respectively. 
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Some work has been done to address the issue of spin contamination. An approximate 
spin projection formula46,47 has been applied to correct the energies of mixed spin states after the 
SF-TDDFT calculation21,22. Approaches exist for ensuring pure spin states in open-shell 
TDDFT48–51 as well as in spin-flip configuration interaction singles (SF-CIS)52,53. A recent work 
has also presented a spin-adapted method related to SF-TDDFT54.  
 
 
Figure 2. The set of configurations which can form spin-complete states in SF-TDDFT. From 
the reference triplet configuration, four different spin-flip excitations in the singly occupied 
orbitals generate configurations A-D. A and B correspond to closed shell singlets, while states 
with equal weights of C and D correspond to pure singlets or triplets (depending on signs). 
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Nonadiabatic Dynamics 
 The nonadiabatic dynamics simulations will follow Tully’s fewest switches surface 
hopping (FSSH) method29–31. An ensemble of independent classical trajectories will move along 
a single active adiabatic potential from SF-TDDFT at each timestep. Surface hopping between 
adiabatic states occurs randomly based on the FSSH algorithm31 and depends on the time-
derivative couplings between the states: 
⟨Ψ𝑗|
𝜕
𝜕𝑡 Ψ𝑘⟩ =  
𝜕𝐑
𝜕𝑡
∙ 𝐝𝑗𝑘  (1) 
In this work, the Ψ𝑗 and Ψ𝑘will be S0 or S1. Eq. 1 shows the relation between the time-derivative 
coupling, ⟨Ψ𝑗|
𝜕
𝜕𝑡
Ψ𝑘⟩, the nuclear velocities, 
𝜕𝐑
𝜕𝑡
, and the nonadiabatic coupling vectors (NACVs), 
𝐝𝑗𝑘: 
𝑑𝑗𝑘
(𝑅) =  ⟨Ψ𝑗|
𝜕
𝜕𝑅 Ψ𝑘⟩ 
(2) 
 Recent work has demonstrated the implementation of analytical NACVs for SF-
TDDFT55,56. The implementation of analytical NACVs for SF-TDDFT is not currently available 
in GAMESS. However, the time-derivative couplings may be computed using a finite difference 
approximation from wavefunction overlaps between the adiabatic surfaces at sequential 
timesteps31: 
⟨Ψ𝑗|
𝜕
𝜕𝑡 Ψ𝑘⟩ ≈  
1
2∆𝑡
[⟨Ψ𝑗 (𝑡 −
∆𝑡
2 ) |Ψ𝑘 (𝑡 +
∆𝑡
2 )⟩ − ⟨Ψ𝑗 (𝑡 +
∆𝑡
2 ) |Ψ𝑘 (𝑡 −
∆𝑡
2 )⟩] (3)
 
This approach has been applied with a variety of electronic structure methods57–59. However, SF-
TDDFT does not give a wavefunction, and an approximate representation is needed to calculate 
the overlaps. In conventional linear response TDDFT, the so called Casida ansatz10 is used in 
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which the excited states are approximated by a CIS-like wavefunction58,60,61. We extend this 
approach for SF-TDDFT, and define the approximate CI wavefunction as: 
Ψ𝑗 =  ∑ 𝑐𝑖,𝑎𝜓𝑖
𝑎
𝑖,𝑎
 (4) 
where 𝜓𝑖
𝑎 is the Slater determinant generated by a spin-flip excitation from the high spin 
reference Kohn-Sham orbitals, i.e. from the occupied 𝛼 orbital i to the unoccupied 𝛽 orbital a. 
The 𝑐𝑖,𝑎 coefficients are set equal to the coefficients in the SF-TDDFT response vectors for state 
j. With this approximation, the state overlaps and time-derivative couplings are calculated from 
the SF-TDDFT response vectors, Kohn-Sham orbital coefficients, and atomic orbital overlaps.  
This approach has been implemented within the Newton-X framework using the GAMESS 
electronic structure code. 
State Tracking 
 To propagate the nonadiabatic dynamics at each timestep requires the energy and 
gradient of the current state as well as the time-derivative couplings between all the states of 
interest. In this work, we will limit ourselves to the two lowest energy singlet states (S0 and S1). 
Because SF-TDDFT produces triplet, singlet, and mixed spin states, the identification of the two 
singlet states of interest at each timestep becomes nontrivial. This issue has been examined in the 
context of conical intersection searches5,6,54, as well as dynamic simulations23,24. We will follow 
a modified version of the state tracking method proposed by Harabuchi et al.23 
 At each timestep the configuration coefficients, 𝑐𝑖,𝑎
𝑛+1, for every SF-TDDFT state are 
compared with the configurations coefficients, 𝑐𝑖,𝑎
𝑛 , from S0 and S1 of the previous timestep. The 
following measure of similarity between the states at different timesteps is computed for all (j, k) 
pairs: 
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𝑉𝑗𝑘 = ∑|𝑐𝑖,𝑎
𝑗,𝑛𝑐𝑖,𝑎
𝑘,𝑛+1|
𝑖,𝑎
(5) 
where j is the state index of S0 or S1 at step n and k is the state index of any of the SF-TDDFT 
states at step n + 1. The states k with the highest 𝑉𝑗𝑘 are assigned as the new S0 and S1. States 
with an ⟨S2⟩ value greater than 1.1 are excluded from assignment. In practice, we also found it 
necessary to restrict state assignments to those where the energy change between timesteps was 
less than 4 millihartree. The specific values for these constraints are arbitrary, and it is quite 
likely they can be improved upon.  
Computational Details 
 CASSCF and SF-TDDFT calculations are performed using GAMESS, with the 6-31G(d) 
basis set62. The CASSCF calculations employ an active space of six π orbitals with six electrons 
and are state-averaged over the two lowest singlet states. SF-TDDFT calculations use the 
BHHLYP63–65 functional and a restricted open-shell reference. The SF-TDDFT dynamics are 
propagated using Newton-X. Modifications were made to both GAMESS and Newton-X, and a 
Perl interface between the two was developed for performing both conventional TDDFT as well 
as SF-TDDFT dynamics. The interface is responsible for the state tracking described above and 
communicates geometries, energies, gradients, and the state information necessary to calculate 
the time-derivative couplings. 
 The trans-PSB3 S0 minimum was optimized with SF-TDDFT and initial conditions were 
generated from a Wigner distribution of a quantum harmonic oscillator in the ground vibrational 
state26,66. All trajectories are initiated from the S1 state. From an initial set of 100 trajectories, 88 
trajectories were selected randomly based on transition probabilities given by p = f / fmax, where f 
is the oscillator strength between S0 and S1 for a given initial condition and fmax is the largest 
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oscillator strength amongst the original 100 trajectories. Nuclear dynamics were propagated 
classically using the velocity-Verlet algorithm67 with a timestep of 0.5 fs. The time-dependent 
Schrödinger equation was integrated with a sub-timestep of 0.025 fs using the fifth-order Butcher 
algorithm68, with interpolation of the required quantities between full timesteps. Surface hops are 
attempted at each sub-timestep, and are only considered between S0 and S1. In case of a 
frustrated hop the momentum is maintained. After a successful hop the momentum is adjusted 
along the momentum direction, conserving total energy. Decoherence effects are included using 
the approach from Granucci and Persico69 with α = 0.1 hartree. 
 Of the initial 88 trajectories, 62 have been retained for analysis in the results section. 
Since we are interested largely in the dynamics surrounding S1 to S0 decay, the trajectories which 
fail before relaxing to the ground state or before reaching ~200 fs are ignored in the analysis. The 
rough 200 fs cutoff is selected as the point at which the excited state decay has greatly slowed 
down. The rejected trajectories have failed due to either convergence issues in the reference DFT 
or SF-TDDFT calculation, or because two singlet states could not be assigned under the energy 
difference and ⟨S2⟩ constraints required by the state tracking algorithm described above. As the 
state tracking issues are more severe near the conical intersection between the states, these 
failures will bias our results to some degree towards trajectories which do not reach the conical 
intersection. 
   
3 Results 
Time-derivative Coupling Evaluation 
 We first consider the effectiveness of the overlap method for calculating time-derivative 
couplings in SF-TDDFT. As the analytical NACVs are not presently implemented in GAMESS 
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for SF-TDDFT, we have chosen to make a qualitative comparison with the analytical couplings 
available for a two state-averaged SA-2-CASSCF(6,6) wavefunction. We have taken the 
geometries from a dynamic trajectory and performed CASSCF calculations at each point. The 
dot product of the CASSCF NACV and the nuclear velocity, as seen in Eq. 1, gives the time-
derivative coupling which can be compared with the SF-TDDFT result using the overlap method 
of Eq. 3. Figure 3 shows a plot of the time-derivative couplings for both methods.  
 
 
Figure 3. Time derivative couplings with SF-TDDFT and CASSCF between S0 to S1 along a 
single trajectory. 
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the S0 to S1 excitation energies for the same timesteps. As expected, the coupling between the 
states remains small until the trajectory approaches the conical intersection between the two, at 
which point the coupling sharply increases. Examination of other trajectories gives similar 
qualitative agreement. These results suggest that the approximate wavefunction of Eq. 4 and the 
overlap method of calculating the couplings are appropriate for use in SF-TDDFT nonadiabatic 
dynamics. However, comparison with analytic NACVs would be needed to give a quantitative 
measure of the approximation’s accuracy. 
 
 
Figure 4. S0 to S1 excitation energies (in hartree) with SF-TDDFT and CASSCF along a single 
trajectory. 
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PSB3 Dynamics 
 As described in the methods section, 62 trajectories will be included in the analysis of the 
results. Figure 5 shows the S1 population decay across all trajectories until a timestep of 200 fs. 
Trajectories which relax to S0, move away from the conical intersection, and subsequently fail 
before 200 fs are reported as populating S0 for the remaining timesteps up to 200 fs. This 
procedure is justified by the fact that the trajectories rapidly move away from the conical 
intersection after surface hopping to S0 and the coupling between the two states quickly goes to 
near zero. There is a ~50 fs delay before trajectories reach the conical intersection and begin 
hopping to S0. The S1 decay has largely ceased by ~160 fs, with about 25% of trajectories 
remaining in the excited state. 
 
 
Figure 5. S1 population of PSB3 as a function of time. 
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We compare our results with two previous nonadiabatic dynamics studies. Ruckenbauer 
et al.34 applied FSSH using a multi-reference CIS (MR-CIS) wavefunction with a (4,5) active 
space of four electrons in five π orbitals and the 6-31G basis set. Liu et al.8 applied ab initio 
multiple spawning70 (AIMS) for the nonadiabatic dynamics, while their electronic structure 
methods were SA-3-CASSCF(6,6) and the multistate second order perturbation corrected CAS 
(MSPT2) method: SA-3-MS-CASPT2(6,6), both with the 6-31G basis. The references should be 
consulted for complete details. We will refer to the three sets of results as MR-CIS, CASSCF, 
and MSPT2 for brevity. 
The MR-CIS results show an onset of decay at 49 fs using an exponential fit, in good 
agreement with our results. However, by 100 fs the MR-CIS and SF-TDDFT populations 
noticeably differ, as the MR-CIS S1 population decays more rapidly. At ~160 fs the two methods 
differ by ~6%, and at 200 fs the difference is ~10%. The CASSCF results show a much shorter 
latency time at roughly 20 fs, while the MSPT2 latency is in good agreement with the MR-CIS 
and SF-TDDFT at ~50 fs. With the earlier onset of decay, the CASSCF population at 200 fs has 
already reached 10%. The MSPT2 population of ~22% is in very good agreement with SF-
TDDFT. The MSPT2 and SF-TDDFT populations do diverge between 90-180 fs, where the 
MSPT2 values decay more rapidly until 140 fs, at which point the SF-TDDFT begins to decay 
more quickly. 
Figure 6 shows the evolution of the average central C-C bond torsion angle. This angle is 
180° at the trans isomer and 0° at the cis isomer. Comparison with the MR-CIS shows very good 
agreement until 75 fs, after which time the SF-TDDFT average rotation levels off while the MR-
CIS angle continues to decrease; the discrepancy grows to ~25° around 120 fs, but an increasing 
MR-CIS torsion leads to a difference of only ~5° at 150 fs. The CASSCF and MSPT2 results 
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reported in the reference for the average torsion angle have been restricted to AIMS trajectory 
basis functions that exhibit twisting about the central bond. Nonetheless, there is qualitative 
agreement with the average SF-TDDFT torsion, and discrepancies are on the order of 5-10° 
between the methods. 
Although the comparisons provided are somewhat crude and qualitative, it is clear that 
the SF-TDDFT dynamics are capturing behavior similar to the wavefunction based methods. In 
particular, the close agreement with the dynamically correlated MSPT2 method is encouraging. 
Further simulations should focus on increasing the number of trajectories to ensure the results are 
statistically converged, and a great deal more analysis of the molecular motions is possible. 
 
 
Figure 6. Average central C-C torsion angle of the trans-cis isomerization over all trajectories 
with SF-TDDFT. 
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Spin Contamination 
 We now examine the severity of and issues related to the spin contamination of SF-
TDDFT states. Shown in Figure 7 is a measure of the average spin-contamination of the 
trajectories. At all timesteps the average ⟨S2⟩ over all trajectories remains reasonably small for 
each of S0, S1, and the current active adiabatic state (either S0 or S1). In general, the trajectories 
are evolving on states with strong singlet character, and the time-derivative couplings are being 
computed between two primarily singlet states. Although the average for S1 continues to increase 
as time increases, for most trajectories S0 and S1 will be widely separated and decoupled by that 
time. 
 
 
Figure 7. Average value of ⟨S2⟩ over all trajectories for S0, S1, and the active electronic state. 
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 However, the average value across all trajectories will mask to some degree the timesteps 
and specific trajectories which experience large amounts of spin contamination. If we count the 
timesteps (under 200 fs) where ⟨S2⟩ > 0.75, this occurs on average at 2% of timesteps for the 
active state and 8% of timesteps for one of either S0 or S1. The individual trajectories with the 
highest number of timesteps where ⟨S2⟩ > 0.75 showed high contamination 13% and 58% of the 
time for the active state and either S0 or S1. So even trajectories which do not experience state 
mixing severe enough to disrupt the state tracking algorithm may still spend a significant portion 
of time either reading energies and gradients, or at the very least time-derivative couplings from 
a spin-mixed state. The physical soundness of such a simulation is questionable, and additional 
benchmarking would be required to justify SF-TDDFT nonadiabatic dynamics simulations. 
 Returning to the state tracking algorithm, while the ⟨S2⟩ < 1.1 requirement does limit the 
amount of spin contamination tolerated in the trajectories, this constraint often leads to a 
trajectory failure after the trajectory has relaxed to the ground state and left the region of the 
conical intersection. In these cases, the ⟨S2⟩ value of S1 is too high, but the large separation 
between the two states means that the accuracy of the time-derivative couplings is no longer 
important as the coupling will be negligible. Finding two pure singlet states is not necessary to 
ensure a quality trajectory, only a sufficiently spin pure S0. A modified algorithm which accounts 
for these issues would certainly decrease the number of trajectory failures. This will be 
especially important in applications where the dynamics on the ground state after relaxation are 
of interest. 
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4 Conclusions 
 We have demonstrated the use of SF-TDDFT for FSSH dynamics on the model 
chromophore PSB3. Our approach calculates the time-derivative coupling vectors using 
wavefunction overlaps. We approximate the SF-TDDFT states using SF-CIS-like wavefunctions 
generated from the high spin reference Kohn-Sham orbitals. This approximation has been 
validated as qualitatively correct in comparison with CASSCF calculations using analytical 
NACVs. A state tracking algorithm is employed to assign the S0 and S1 states at each timestep 
from the manifold of SF-TDDFT states. Our algorithm will not assign a mixed state with ⟨S2⟩ > 
1.1 as S0 or S1, and this restriction does lead to some number of premature trajectory failures. 
Subtler criteria for state assignment will likely alleviate some number of trajectory failures while 
maintaining a similar quality of results.  These methods and algorithms have been implemented 
within the Newton-X and GAMESS programs. 
 The nonadiabatic dynamics on PSB3 are in qualitative agreement with previous 
theoretical work on the molecule. A characteristic delay of roughly 50 fs before S1 depopulation 
initiates is consistent across the methods. The rate of decay over 200 fs is more variable between 
different studies, but overall similar. The agreement between MSPT2 and SF-TDDFT is 
particularly good. The basic geometry change in the isomerization, twisting around the central  
C-C bond, is also described consistently by the various electronic structure and nonadiabatic 
dynamics. Much more analysis of the molecular motions in the SF-TDDFT dynamics is possible, 
and additional simulations are needed to establish the statistical reliability of the results 
presented. Exploring a greater range of systems, in particular larger molecules, could help to 
demonstrate the advantages of using SF-TDDFT for dynamics.  
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 While the average ⟨S2⟩ on the active SF-TDDFT state is generally quite small, some 
trajectories propagate on mixed spin states for a significant portion of the simulation time, and at 
least one of the two “singlet” states shows mixed character for an even greater number of 
timesteps. The suitability and physical relevance of these mixed states is still not clear, despite 
our results that suggest the qualitative dynamic behavior is preserved. Practically speaking, the 
need for careful state tracking and evaluation of spin contamination limits the desirability SF-
TDDFT dynamics studies. Spin adapted formulations54 may ultimately solve these issues in a 
much more satisfactory way than any state tracking approach. 
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CHAPTER 8. GENERAL CONCLUSIONS 
 
 The interactions between S and Cu surfaces has been examined through DFT calculations 
using both atomic orbital and plane-wave basis sets. Cu clusters of varying sizes and two types 
are examined: tetrahedral with exposed (111) facets, and square pyramidal with an exposed (100) 
base. Good agreement between the atomic orbital and plane wave based calculations was found 
across the clusters studied. We find that strong oscillations in the S binding energy exists, even in 
clusters of several hundred atoms. Such quantum size effects are expected for small clusters with 
discrete energy levels, however, the observed oscillations persist even for cluster sizes of a few 
hundred atoms where a density of states description of the system applies. Two techniques were 
shown to help alleviate the binding energy oscillation: 1) using smearing to create partial 
occupancy in the plane-wave DFT calculations, or 2) averaging adsorption energy over a range 
of cluster sizes. Both approaches aid in relating calculations on small to medium size clusters to 
bulk behavior. Comparison of the results for binding to (100) and (111) facets yielded insights 
into the experimentally observed preference for S binding to four-fold hollow sites over three-
fold hollow sites. An analysis combining crystal orbital Hamiltonian population and site-
projected density of states results suggest that the bonding interactions at the four-fold and three-
fold hollow site are of similar strength, but that antibonding interactions are greater in the three-
fold hollow sites, leading to the overall preference for four-fold hollow sites. 
 In an extension of the CEEIS method to study multiple excited states, highly accurate, 
benchmark quality PECs of C2 singlet states were calculated. By employing complete basis set 
extrapolations of the reference and correlation energies, and including core-valence correlation, 
spin-orbit coupling, and relativistic effects, we were able to achieve a chemically accurate 
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dissociation energy that deviates from experiment by only -0.38 kcal/mol. Our theoretical ro-
vibrational levels for the four lowest-lying singlet states demonstrate “near spectroscopic 
accuracy”, with mean absolute deviations from experiment of between 10-20 cm-1. We found 
that using dynamic weighting in state-averaged MCSCF calculations made a negligible impact 
on the electronic energies once dynamic correlation was included by CEEIS. 
 Closely related to CEEIS, the CEEMBE method was developed and tested in application 
to ozone and F2. CEEMBE provides an approximation of CI energies at a reduced computational 
expense. By dividing the valence orbital space into separate bodies, reduced CI calculations are 
performed using only a small number of bodies. If all combinations of up to n-bodies are 
calculated, an n-body MBE approximation of the CI energy can be obtained. A correction to this 
MBE energy is calculated, in analogy to CEEIS, using a linear extrapolation of CI energies 
featuring a reduced number of virtual orbitals. CEEMBE calculations on a portion of the F2 
ground state PEC show errors of less than 1 millihartree using MBEs of 2- and 3-bodies. 
Characteristic points on potential energy surfaces of the 11A1 and 2
1A1 states of ozone have 
shown errors of no greater than ~2-3 millihartree, and often less than 1 millihartree. 
 We have also developed a combination of the CEEIS and CEEMBE methods, CEEMBE-
h, which should be considered an approximation of the original CEEMBE approach. In 
CEEMBE-h, the reduced CI calculations in the full set of virtual orbitals are approximated using 
a CEEIS extrapolation. This reduces the computational cost of calculating the MBE approximate 
CI energies. The remainder of the calculation is identical to the original CEEMBE method. 
Calculations on ozone and the F2 dissociation curve show that the agreement between CEEMBE-
h and CEEMBE is generally within ~0.1 millihartree or less, and no worse than ~0.5 millihartree, 
which can be attributed to the accuracy of the CEEIS extrapolations. Further benchmarking of 
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the CEEMBE approach on the full F2 dissociation curve show that CEEMBE errors may be as 
large as a few millihartree, though the method often achieves sub-millihartree accuracy. 
 SF-TDDFT driven nonadiabatic dynamics were made possible by an interface between 
the programs Newton-X and GAMESS. Nonadiabatic effects are treated by surface hopping, 
which requires the calculation of time-derivative couplings between SF-TDDFT states. A finite 
difference method using wavefunction overlaps is used to compute the couplings. Approximate 
wavefunctions are constructed for the SF-TDDFT states by extending the Casida ansatz to the 
spin-flip case. The approximate couplings were found to be in good agreement with analytical 
couplings from CASSCF calculations. SF-TDDFT calculations are spin-contaminated and 
produce a set of states which can include singlets, triplets, and mixed-spin states. A state tracking 
algorithm is used to follow the singlet states of interest during the simulation. Nonadiabatic 
dynamic simulations on the PSB3 model chromophore showed good agreement with previous 
theoretical results, including a characteristic 50 fs time-delay before S1 depopulation begins. The 
average spin-contamination across all trajectories is not severe, however, some trajectories were 
observed to move along heavily spin-contaminated states for significant amounts of time. 
