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Abstract
In this paper we derive the following two properties: the first one is a precise representation of WKB
solution to the Cauchy problem of a linear wave equation with a variable coefficient with respect to time,
and the second one is the global solvability for Kirchhoff equation in some special classes of nonreal-
analytic functions, which is proved by grace of the first property.
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1. Introduction
We study the following Cauchy problem:
{
utt − a(t)2u= 0, (t, x) ∈ [0, T )× Rn,
u(0, x)= u0(x), ut (0, x)= u1(x), x ∈ Rn,
(1.1)
where a(t) is a positive continuous function on [0, T ). In particular, the equation of (1.1) is
called Kirchhoff equation if the function a(t), which describes the propagation speed, contains a
* Fax: +81 480 33 7610.
E-mail address: hirosawa@nit.ac.jp.0022-0396/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2006.07.013
50 F. Hirosawa / J. Differential Equations 230 (2006) 49–70nonlinearity depending the total elastic energy of the solution such as
a(t)=
√√√√1 + ∫
Rn
∣∣∇xu(t, x)∣∣2 dx. (1.2)
Let us briefly recall some previous results concerning the global solvability of initial or initial
boundary value problems for Kirchhoff equation.
The first result of global solvability for Kirchhoff equation was established by Bernstein in [1]
for analytic initial data. The local solvability was also proved in a suitable order of Sobolev space,
but no one has succeeded to prove the existence of nonglobal solution in H∞; thus the global
solvability for non-analytic initial data has been deep open problem still now on. Here we note
that the small data global existence has already proved by Greenberg and Hu in [3].
There are not many results to deal with the existence of non-analytic global solution for large
data. Actually, there are big difficulties to extend the class of the initial data for the global
solvability from analytic class, and no one has succeeded to extend the class dramatically, for
instance, H∞ or Gevrey class. The following class of initial data was introduced by Pohozaev
in [12]:
H :=
{
(u0, u1): lim
j→∞
(∥∥2j+ 12 u0∥∥2L2 + ∥∥2j u1∥∥2L2)− 12j+2 <∞, j ∈ N}.
Nishihara in [11] (see also [4]) introduced the class of quasi-analytic functions:
HQ :=
{
(u0, u1):
∫
Rn
q
(|ξ |)E(0, ξ) dξ <∞}, where
E(t, ξ) := 1
2
(
a(t)2|ξ |2∣∣uˆ(t, ξ)∣∣2 + ∣∣uˆt (t, ξ)∣∣2),
uˆ denotes the partial Fourier transformation with respect to x, and q is a positive, continuous and
strictly increasing function satisfying
∞∫
1
dr
rq−1(r)
= ∞. (1.3)
Remark 1.1. We can identify E(t, ξ) as |ξ |2|uˆ(t, ξ)|2 + |uˆt (t, ξ)|2 because of a(t) 1 and the
energy conservation law (see Lemma 3.1).
Remark 1.2. The typical example of the function q satisfying (1.3), which is introduced in [11],
is given by q(r) = exp(ηr/ log(r + 1)) with η > 0. On the other hand, the weight function q
of Gevrey class of order s (> 1) is given by q(r) = exp(ηr1/s), thus the class HQ seems to be
included in the any order of Gevrey class, but it is not true. Actually, it is known that HQ is not
included in any order of Gevrey class. (See [6], for instance.)
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by
B :=
{
(u0, u1): ∃η > 0, ∃{ρj } ∈ L s.t.
sup
j
{ ∫
|ξ |>ρj
|ξ |2 exp
(
η|ξ |
(
ρj
|ξ |
)2)
E(0, ξ) dξ
}
<∞
}
, and
B
(m)
 :=
{
(u0, u1): ∃η > 0, ∃{ρj } ∈ L s.t.
sup
j
{ ∫
|ξ |>ρj
( |ξ |
ρj
)m
exp
(
η|ξ |
(
ρj
|ξ |
)m)
E(0, ξ) dξ
}
<∞
}
for m= 2,3, respectively, where L denotes the set of all strictly increasing sequences of positive
real numbers tending to infinity, that is,
L :=
{
{ρj }∞j=1: ρj ∈ R, ρj+1 > ρj , ρ1 > 0, lim
j→∞ρj = ∞
}
.
All of the classes H, HQ, B, B(2) and B
(3)
 for the initial data ensure the global solvability
for the Cauchy problem of Kirchhoff equation (1.1), (1.2). According to [10], the following
properties are valid to these classes:
Theorem 1.1. [10, Theorem 2]
(i) B +B =H 2 ×H 1 and B(3) +B(3) =H
5
2 ×H 32 ;
(ii) AL2 ×AL2 ⊂H ⊂ B with strict inclusions, whereAL2 denotes the space of real-analytic
functions f satisfying η|α|‖∂αf ‖L2/α!C uniformly with respect to α ∈ Nn for a constant
η > 0;
(iii) B ⊂ B(2) and B(2) ∩ (H
5
2 ×H 32 )⊂ B(3) with strict inclusions;
(iv) HQ ⊂ B(m) for m= 2,3.
Moreover, in [9,10], the following properties were proved:
• There exist (u0, u1) ∈ B such that (u0, u1) /∈H 2+ε ×H 1+ε for any ε > 0.
• All the classes H, HQ, B, B(2) and B(3) do not contain compact supported functions.
One of our main results of the present paper is a generalization of Manfrin’s results. Precisely,
the theorems are given as follows.
Theorem 1.2. The Cauchy problem of Kirchhoff equation (1.1), (1.2) has a unique global strong
solution for any initial data in ⋃∞m=1 B(m).
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have the following properties as natural extensions of Theorem 1.1 and their subsequent proper-
ties.
Theorem 1.3. For any positive integer m the following properties are valid:
(i) B(m) +B(m) =H
m
2 +1 ×H m2 ;
(ii) B(m) ∩ (H
m+1
2 +1 ×H m+12 )⊂ B(m+1) with strict inclusion;
(iii) HQ ⊂ B(m) ;
(iv) there exists (u0, u1) ∈ B(m) such that (u0, u1) /∈H
m
2 +1+ε ×H m2 +ε for any ε > 0;
(v) B(m) does not contain any compact supported functions.
The proof to the properties of Theorem 1.3 are exactly same as the proof in [9,10]. We shall
only give the proof of (ii) in Appendix A.1.
Remark 1.3. Actually, in [10] the author considered more general nonlinearity than (1.2) such as
a(t)=
√√√√F( ∫
Rn
∣∣∇xu(t, x)∣∣2 dx) (1.4)
with strictly positive functions F(r) ∈ C3 (respectively C2), and proved the global existence for
the initial data in B(3) (respectively B(2) ). Actually, we restricted ourselves that F(r) = 1 + r ,
hence F(r) ∈ C∞. However, such a restriction never makes our problem easier. Indeed, we can
easily prove the same conclusion for the general nonlinearity (1.4) with F(r) ∈ C∞.
Remark 1.4. The restrictions to the space dimension and the boundary condition are possible to
be crucial problems if we consider the small data global existence. However, they are not essential
on the problems for large data global existence, such as we are considering in the present paper.
Hence we did not make a mention of such conditions when we introduced the history concerning
with Kirchhoff equation above.
The key lemmas for the conclusions of [9,10] are some estimates of microenergies for the
linear problem. Actually, the main reason why the class of the initial data could be extended
from B in [9] to B(3) in [10] because of an improvement of properties for the linear problem.
Theorem 1.2 is also a consequence of a new property for linear problem, and they follow from
a precise representation of WKB solution. The representation of WKB solution for the linear
problem (1.1) helps to consider the asymptotic behavior of the solution precisely. This method
was developed by Reissig and Yagdjian [13] and Yagdjian [14] for Lp–Lq decay estimates, by
Kubo and Reissig [7] and Colombini, Del Santo and Reissig [2] for the C∞ well-posedness
with non-Lipschitz continuous coefficients. Furthermore, in [5] (see also [8]), the possibility for
applying that property for non-Lipschitz continuous coefficients in the estimate of the existence
time of the solution for Kirchhoff equation was considered. However, all of the previous results
in these directions are not sufficient to improve the previous results of the global solvability
for Kirchhoff equation. The new property, which we shall introduce in the present paper, is the
following:
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a0  a(t) a1 for a0, a1 > 0, (1.5)
and set λ0(t) by
λ0(t) := max
1km
{∣∣a(k)(t)∣∣ 1k }, (1.6)
where a(k)(t)= dk
dtk
a(t). Then for any monotone increasing function λ(t) ∈ C0([0, T )) satisfying
λ(t) λ0(t), there exists a positive constant N such that the solution of (1.1) has the following
representations:
a(t)|ξ |uˆ(t, ξ)= (ζ1,1eiφ + ζ1,1eiφ)a(t0)|ξ |uˆ(t0, ξ)+ i(ζ1,2e−iφ − ζ1,2e−iφ)uˆt (t0, ξ),
Dt uˆ(t, ξ)=
(
ζ2,1e
iφ + ζ2,1eiφ
)
a(t0)|ξ |uˆ(t0, ξ)+ i
(
ζ2,2e
−iφ − ζ2,2e−iφ
)
uˆt (t0, ξ) (1.7)
for any ξ ∈ Rn, t, t0 ∈ [0, T˜ (ξ,N)] and t0 < t , where D = −i∂ , φ = φ(t, ξ ; t0,m) is real-valued,
ζj,k = ζj,k(t, ξ) satisfy
max
k,l
{∣∣ζk,l(t)∣∣}C1 exp
(
C2|ξ |−m+1
t∫
t0
λ0(s)
m ds
)
(1.8)
for some positive constants C1 = C1(m,N), C2 = C2(m,N) and T˜ (ξ,N), which is given by
T˜ (ξ,N) := max
{
t ∈ [0, T ]: λ(t) |ξ |
N
}
. (1.9)
The essential point of Theorem 1.4 is the estimate of the amplitude (1.8) for the WKB solution
represented by (1.7) taking account of the higher order derivatives of a(t). We consider the case
where a(t) has a singularity at t = T , hence the integral of (1.8) will be unbounded as t → T .
This property will be rewritten for the estimate of |ξ | by (1.9), which describes the order of loss
of regularity of the solution as t → T . (1.8) does not provide essential benefit for the regularity
estimate on the choice of large m near (t, ξ)= (T˜ (ξ,N), ξ). On the other hand, (1.8) can provide
a really benefit for large |ξ | as the choice of large m. Indeed, the estimate for large |ξ | is essential
for the regularity estimate.
If we extract the essential part for the regularity estimate from Theorem 1.4, we have the
following property:
Corollary 1.1. Under the same assumptions of Theorem 1.4, there exist positive constants N ,
C1 = C1(m,N) and C2 = C2(m,N) such that the following estimate holds:
E(t, ξ) C1 exp
(
C2|ξ |−m+1
t∫
t0
λ0(s)
m ds
)
E(t0, ξ) (1.10)
for any ξ ∈ Rn and t ∈ [t0, T˜ (ξ,N)].
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for the investigation to the global solvability of Kirchhoff equation. In [10], the global solvability
was proved in the class B(3) by the grace of finding an effective microenergy, which is equivalent
to the estimate (1.10) with m = 3. Thus, it is a natural expectation from the property above that
the estimate (1.10) with general positive integers m brings the property of Theorem 1.4.
2. Representation of WKB solution for the linear problem
In this section, we shall prove Theorem 1.4. By partial Fourier transformation with respect
to x, the Cauchy problem (1.1) is rewritten as follows:{
D2t v − a(t)2|ξ |2v = 0, (t, ξ) ∈ [0, T )× Rn,
v(0, ξ)= uˆ0(ξ), vt (0, ξ)= uˆ1(ξ), ξ ∈ Rn,
(2.1)
where v = v(t, ξ) = uˆ(t, ξ). Let N  1 be a positive real number, to be chosen later. We define
T˜ = T˜ (ξ,N) by (1.9), where λ0(t) was defined in (1.6) and λ(t) is a continuous monotone
increasing function satisfying
λ(t) λ0(t).
Then the classes of functions Skl for k, l ∈ R on [0, T˜ (ξ,N)] are defined by
Skl :=
{
f (t, ξ) ∈ L∞loc
([
0, T˜ (ξ,N)
]× Rn): ∣∣f (t, ξ)∣∣ Cλ0(t)l |ξ |k}.
Here we note that the following hierarchy of the spaces Skl immediately follows from the defini-
tion on [0, T˜ (ξ,N)]:
Skl ⊂ Sk+εl and Skl ⊂ Sk+εl−ε for any ε > 0 and k, l ∈ R.
Let us denote
V = V (t, ξ) :=
(
a|ξ |v
Dtv
)
.
Then the equation of (2.1) is represented as the following system:
(Dt −A+B)V = 0, where
A=A(t, ξ) := a|ξ |
(
0 1
1 0
)
and B = B(t, ξ) := −Dta
a
(
1 0
0 0
)
.
We define M0 and V1 by
M0 :=
(
1 −1
1 1
)
and V1 = V1(t, ξ) :=M−10 V.
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M−10 (Dt −A+B)M0 =Dt −Λ1 +B1, where
Λ1 =Λ1(t, ξ) :=
(
τ1− 0
0 τ1+
)
, τ1± = τ1±(t, ξ) := ∓a|ξ | + Dta2a and
B1 = B1(t, ξ) := i
(
0 β1
β1 0
)
, β1 = β1(t) := − a
′
2a
(= β1),
it follows that V1 is a solution of the equation
(Dt −Λ1 +B1)V1 = 0.
This process is called the first step of diagonalization procedure taking account of hyperbolicity
of the equation.
We shall carry out further steps of diagonalization procedures from the benefit of regularity
of the coefficient. We define Mj for j = 1, . . . ,m− 1 by
Mj =Mj(t, ξ) := I + i2νj |ξ |
(
0 −βj
βj 0
)
, where
νj = νj (t, ξ) := τj+ − τj−2|ξ |
for some functions βj = βj (t, ξ) and τj± = τj±(t, ξ). Suppose that νj are real-valued and the
following conditions hold:
δj = δj (t, ξ) :=
( |βj |
2νj |ξ |
)2
< 1 (2.2)
for j = 1, . . . ,m− 1. It follows that Mj are invertible and the inverses M−1j are represented by
M−1j =
1
1 − δj
(
I − i
2νj |ξ |
(
0 −βj
βj 0
))
.
We define Λj , and Bj for j = 2, . . . ,m− 1 by
Λj =Λj(t, ξ) :=
(
τj− 0
0 τj+
)
and Bj = Bj (t, ξ) := i
(
0 βj
βj 0
)
,
respectively. Then we have
M−1j (Λj −Bj )Mj =
1
1 − δj
((
τj− − δj τj+ 0
0 τj+ − δj τj−
)
− δjBj + |βj |
2
νj |ξ |
(
1 0
0 −1
))
= 1
1 − δj
⎛⎝⎛⎝ τj− − δj τj+ + |βj |2νj |ξ | 0
0 τ − δ τ − |βj |2
⎞⎠− δjBj
⎞⎠ .j+ j j− νj |ξ |
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M−1j (DtMj )=
1
1 − δj
⎛⎝ i
2|ξ |
(
0 −Dt
(βj
νj
)
Dt
(βj
νj
)
0
)
+ i
4|ξ |2
⎛⎝ βjνj (βjνj )′ 0
0 βj
νj
(βj
νj
)′
⎞⎠⎞⎠ ,
where f ′ = ∂tf . Consequently, we obtain
M−1j (Dt −Λj +Bj )Mj =Dt −Λj+1 +Bj+1,
where
Λj+1 =Λj+1(t, ξ) :=
(
τ(j+1)− 0
0 τ(j+1)+
)
,
Bj+1 = Bj+1(t, ξ) :=
(
0 (Bj+1)12
(Bj+1)21 0
)
,
τ(j+1)+ = τ(j+1)+(t, ξ) := 11 − δj
(
τj+ − δj τj− − |βj |
2
νj |ξ | +
i
4|ξ |2
βj
νj
(
βj
νj
)′)
,
τ(j+1)− = τ(j+1)−(t, ξ) := 11 − δj
(
τj− − δj τj+ + |βj |
2
νj |ξ | +
i
4|ξ |2
βj
νj
(
βj
νj
)′)
,
(Bj+1)12 = i1 − δj
(
δjβj + i2|ξ |
(
βj
νj
)′)
and
(Bj+1)21 = i1 − δj
(
δjβj − i2|ξ |
(
βj
νj
)′)
.
We supposed that νj are real-valued. Then τ(j+1)±, (Bj+1)12 and (Bj+1)21 are represented as
follows:
τ(j+1)± = τj± ∓ 11 − δj
(
2νj δj |ξ | + 14|ξ |2 
(
βj
νj
(
βj
νj
)′))
− iδ
′
j
2(δj − 1) and
βj+1 := 11 − δj
(
δjβj − i2|ξ |
(
βj
νj
)′)
= −i(Bj+1)21 = −i(Bj+1)12, (2.3)
where we used the equalities:
βj
νj
(
βj
νj
)′
=
(
1
2
∣∣∣∣βjνj
∣∣∣∣2)′ + i(βjνj
(
βj
νj
)′)
= 2|ξ |2δ′j + i
(
βj
νj
(
βj
νj
)′)
and
βj
νj
(
βj
νj
)′
= 2|ξ |2δ′j − i
(
βj
νj
(
βj
νj
)′)
.
Moreover, we have
νj+1 = τ(j+1)+ − τ(j+1)−2|ξ | = νj −
1
1 − δ
(
2νj δj + 14|ξ |3 
(
βj
ν
(
βj
ν
)′))
, (2.4)j j j
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real-valued for all j m− 2. Summarizing the considerations above, we arrive at the following
representations for Λj+1 and Bj+1:
Λj+1 =
(
a|ξ | +
j∑
k=0
1
1 − δk
(
2νkδk|ξ | + 14|ξ |2 
(
βk
νk
(
βk
νk
)′)))(1 0
0 −1
)
− i
2
(
a′
a
+
j∑
k=0
δ′k
δk − 1
)
I
= (τ(j+1)−)
(
1 0
0 −1
)
− i
2
(
a′
a
+
j∑
k=0
δ′k
δk − 1
)
I and
Bj+1 := i
(
0 βj+1
βj+1 0
)
,
where we note that −(τ(j+1)−) = (τ(j+1)+). The diagonalization procedures by the matrices
Mj (j = 2, . . . ,m− 1) have meanings as far as condition (2.2) holds.
The crucial points of this diagonalization procedure are the inductive representations of the
diagonal matrices Λj and the antidiagonal matrices Bj . The real parts of the diagonal compo-
nents τj± can be taken to the phase parts of the WKB solution. The imaginary parts of τj± will
be dealt with the amplitude of the WKB solution after integrating with respect to t , but the uni-
form boundedness of these integrals can be verified from their explicit formulas; thus they have
no influence on the order of the amplitude. The special structure of the antidiagonal matrices Bj
provide the next step of the diagonalization procedure continuously. The components of Bj will
be taken to the amplitude of the WKB solution after integrating, and they will be unbounded
near t = T , in general. However, such singularities can be improved as each steps of diagonal-
ization procedure, in particular for large |ξ |, which is the key point on the proof of Theorem 1.4.
Precisely, this property is given as the following lemma.
Lemma 2.1. There exists a positive constant N  1 of (1.9) such that
β
(k)
j ∈ S−j+1j+k , ν(k)j ∈ S0k (2.5)
for 1 k m− j − 1, (2.2) and
νj−  |νj | νj+ (2.6)
for any j m− 1 with some positive constants νj±.
Proof. (2.5) is evident from the representations (2.3) and (2.4) as far as (2.6) holds. Let us
prove (2.6) by induction with respect to j . It is evident that (2.5) and (2.6) are satisfied for
j = 1. Suppose that (2.5) and (2.6) hold for any k  j . Then we have
δj 
Cλ
2j
0
ν2 |ξ |2j 
(
C
νj−Nj
)2
 ε2 (2.7)j−
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large. Noting that βj/νj ∈ S−j+1j and (βj /νj )′ ∈ S−j+1j+1 , we have
1
4|ξ |3
∣∣∣∣(βjνj
(
βj
νj
)′)∣∣∣∣C λ2j+10|ξ |2j+1 CN−2j−1  Cε2j+1.
Therefore, we obtain
νj− − 11 − ε2
(
2ε2νj+ +Cε2j+1
)
 |νj+1| νj+ + 11 − ε2
(
2ε2νj+ +Cε2j+1
)
,
and thus a suitable choice of ε guarantees the existence of positive constants ν(j+1)± satisfying
ν(j+1)−  |νj+1| ν(j+1)+. 
Let us carry out an elliptic transformation, which is the final step for the representation of
WKB solution. Firstly, we note the followings:
t∫
t0
τ(j+1)± ds = ∓φj+1 − i2
t∫
t0
(
a′
a
+
j∑
k=1
δ′j
δj − 1
)
ds
= ∓φj+1 − i2 log
(
a(t)
a(t0)
j∏
k=1
(
δk(t)− 1
δk(t0)− 1
))
for t0 ∈ [0, t), where
φj = φj (t, ξ ; t0) :=
t∫
t0
(τj+(s, ξ))ds = − t∫
t0
(τj−(s, ξ))ds.
Therefore, the matrix Θj of our elliptic transformation for the diagonal matrix Λj is given by
Θj =Θj(t, ξ ; t0) :=
(
exp(i
∫ t
t0
τj− ds) 0
0 exp(i
∫ t
t0
τj+ ds)
)
= ηj (t; t0)
(
eiφj 0
0 e−iφj
)
,
where
ηj (t; t0)=
√
a(t)
a(t0)
j−1∏
k=1
√
δk(t)− 1
δk(t0)− 1 ;
thus we arrive at the following equality of operators
Θ−1m (Dt −Λm +Bm)Θm =Dt + B˜m, where
B˜m = B˜m(t, ξ ; t0) := i
(
0 β˜m
β˜m 0
)
=Θ−1m BmΘm and β˜m = βm exp
(
−2i|ξ |
t∫
νm ds
)
.t0
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∂tWm = −iB˜mWm
is formally represented by
Wm(t, ξ ; t0)= Rm(t, ξ ; t0)Wm(t0, ξ ; t0), where (2.8)
Rm(t, ξ ; t0) := −i
t∫
t0
B˜m(t1, ξ) dt1 +
∞∑
k=2
(−i)k
t∫
t0
B˜m(t1, ξ) · · ·
tk−1∫
t0
B˜m(tk, ξ) dtk · · ·dt1.
Here we remark that (Rm)11 = (Rm)22 and (Rm)12 = (Rm)21. Then, noting the estimate
∣∣Rm(t, ξ)∣∣ exp
( t∫
t0
∣∣B˜m(s, ξ)∣∣ds
)
 exp
(
C|ξ |−m+1
t∫
t0
λ0(s)
m ds
)
, (2.9)
we arrive at the following estimate
∣∣Wm(t, ξ)∣∣ ∣∣Wm(t0, ξ)∣∣ exp
(
C|ξ |−m+1
t∫
t0
λ0(s)
m ds
)
for
[
t0, T˜ (N, ξ)
]
.
At the end of the proof, we shall go back to our starting equation. Recalling (2.8) and that
Wm =Wm(t, ξ) :=Θ−1m M−1m−1 · · ·M−12 M−11 V (t, ξ),
we have
V (t, ξ)= ηm(t; t0)−1M1M(t, ξ)
(
eiφm 0
0 e−iφm
)
Wm(t, ξ)
= ηm(t; t0)−1M1M(t, ξ)
(
eiφm 0
0 e−iφm
)
Rm(t, ξ)Wm(t0, ξ)
= ηm(t; t0)−1M1M(t, ξ)
(
eiφm 0
0 e−iφm
)
Rm(t, ξ)M(t0, ξ)−1M−11 V (t0, ξ),
whereM(t, ξ)= M2(t, ξ) · · ·Mm−1(t, ξ). Then we see from the definition of Mj and B˜m that
M11 =M22, M12 =M21, (B˜m)11 = (B˜m)22 and (B˜m)12 = (B˜m)21.
Therefore, there exist ζj,k satisfying (1.8) such that
M1M(t, ξ)
(
eiφm 0
0 e−iφm
)
Rm(t, ξ)M(t0, ξ)−1
=
(
ζ1,1eiφm + ζ1,2e−iφm ζ1,1eiφm + ζ1,2e−iφm
ζ2,1eiφm + ζ2,2e−iφm ζ2,1eiφm + ζ2,2e−iφm
)
.
Thus by (2.9) and recalling the definition of M1, we conclude the proof of Theorem 1.2.
60 F. Hirosawa / J. Differential Equations 230 (2006) 49–70Remark 2.1. The products of the matrices M2 · · ·Mm−1, and M−1m−1 · · ·M−12 are represented as
follows:
M2 · · ·Mm−1 = I +
(
p(m−1)+ q(m−1)+
q(m−1)+ p(m−1)+
)
and
M−1m−1 · · ·M−12 = I +
(
p(m−1)− q(m−1)−
q(m−1)− p(m−1)−
)
,
for some functions pj± and qj± satisfying
|pj±| + |qj±|
j∑
k=1
∏
|αk |=k
δ
αk
2 ,
where αk are multi-indexes of Zk+ and
δ
αk
2 = δ
αk,1
2
1 · · · δ
αk,k
2
k for |αk| = αk,1 + · · · + αk,k.
Therefore, actually the constant C1 can depend on t , and be described by (1 + ε)a(t0)/a(t) with
ε = ε(N) > 0. Here ε(N) can be taken arbitrarily small by taking the parameter N large.
3. Global solvability for Kirchhoff equation
In this section we prove the global solvability for Kirchhoff equation (1.1), (1.2) owing to
Corollary 1.1. The idea of the proof is based on [10].
By partial Fourier transformation with respect to x, the Cauchy problem (1.1), (1.2) is rewrit-
ten as follows:{
D2t v − (1 +
∫
Rn
|ξ |2|v(t, ξ)|2 dξ)|ξ |2v = 0, (t, ξ) ∈ [0, T )× Rn,
v(0, ξ)= uˆ0(ξ), vt (0, ξ)= uˆ1(ξ), ξ ∈ Rn.
(3.1)
Here we introduce the following notations:
Φ(t)=Φ(t;v) := 1 +
∫
Rn
|ξ |2∣∣v(t, ξ)∣∣2 dξ and
Ek(t) :=
∫
Rn
|ξ |2kE(t, ξ) dξ
for k  0. Let us assume that (u0, u1) ∈ B(m) . It follows that there exist positive real numbers η,
K0, and a sequence {ρj } ∈ L such that
sup
j
∫
|ξ |>ρ
( |ξ |
ρj
)m
exp
(
η|ξ |
(
ρj
|ξ |
)m)
E(0, ξ) dξ K0. (3.2)
j
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tion (1.5) holds for a0 = 1. On the other hand, the existence of upper bound a1 follows from a
virtue of Kirchhoff equation, which is called the energy conservation law.
Lemma 3.1 (Energy conservation law). If the classical solution of Kirchhoff equation (3.1) exists
on [0, T ), then the following energy conservation law is established:
e0(t) :=E0(t)− 14
( ∫
Rn
|ξ |2∣∣v(t, ξ)∣∣2 dξ)2 ≡E0(0)− 14
( ∫
Rn
|ξ |2∣∣uˆ0(ξ)∣∣2 dξ)2. (3.3)
Proof. We have from the definition of e0(t) that e′0(t) ≡ 0, it follows that the identity (3.3)
holds. 
By Lemma 3.1 and the evident properties E0(t)/2 e0(t)E0(t), we immediately have
sup
t∈(0,T )
{
E0(t)
}
 2E0(0),
it follows that
sup
t∈(0,T )
{
Φ(t)
}
 1 + 4E0(0)
as far as the classical solution of (3.1) exists on [0, T ). The energy conservation law ensures the
uniform boundedness of 0th order energy E0(t). On the other hand, such a nice property cannot
be expected for the higher order energy Ek(t) with k > 0 in general. Indeed, the main difficulty in
the proof of the global solvability for Kirchhoff equation is to derive some uniform boundedness
for higher order energy. We shall prove it below that the choice of initial data in the space B(m)
with m 1 guarantees the boundedness of higher order energy Em/2(t). Precisely, the proof is
performed by contradiction; the non-existence of blow-up time T of Em/2(t):
T := sup{τ > 0: Em/2(t) <∞ on [0, τ )}.
If such a T does not exist, then Em/2(t) must be finite for any t , which implies the existence of
the unique global solution of (3.1).
Remark 3.1. Ek(·) (k  0) describe norms of homogeneous Sobolev spaces in Rn, hence any
embedding properties for different order of the energies cannot be expected, in general. However,
the boundedness of E0(·) is ensured by the energy conservation law for Kirchhoff equation, thus
the boundedness of Ek(·) guarantees the boundedness of all lower order energies.
The main tool for the proof of Theorem 1.2 has already prepared as Corollary 1.1. Let us
reduce our nonlinear problem to linear problem for applying this property. Actually, the non-
linearity of Kirchhoff equation has a nice property to reduce the linear equation with variable
coefficient having a singularity with respect to t , which was treated in Theorem 1.4 and Corol-
lary 1.1.
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such that the kth order derivative of Φ(t;v) is estimated as follows:
∣∣Φ(k)(t;v)∣∣ C0(k,E0(0))∑

k∏
j=1
Ej/2(t)
j , (3.4)
where the summation is performed over
1 · 1 + · · · + k · k = k (3.5)
with = (1, . . . , k) ∈ Nk . Here we shall call the value given in the left-hand side of (3.5) “order
index.”
Proof. By the Schwarz inequality, we have
∣∣Φ ′(t)∣∣ ( ∫
Rn
|ξ |3∣∣v(t, ξ)∣∣2 dξ) 12( ∫
Rn
|ξ |∣∣vt (t, ξ)∣∣2 dξ) 12  CE1/2(t).
By the energy conservation law, we also have
∣∣Φ ′′(t)∣∣= 2∣∣∣∣−Φ(t)∫
Rn
|ξ |4∣∣v(t, ξ)∣∣2 dξ + ∫
Rn
|ξ |2∣∣vt (t, ξ)∣∣2 dξ ∣∣∣∣ CE1(t) and
∣∣Φ(3)(t)∣∣= 2∣∣∣∣−Φ ′(t)∫
Rn
|ξ |4∣∣v(t, ξ)∣∣2 dξ − 3Φ(t)( ∫
Rn
|ξ |4v(t, ξ)vt (t, ξ) dξ
)∣∣∣∣
 C
(
E1(t)
3
2 +E3/2(t)
)
.
Analogously, we have the estimate (3.4) for any k. (See also Appendix A.2.) 
Lemma 3.2 ensures that Φ(t) ∈ Cm([0, T )) as far as Em/2(t) <∞ with m 1 on [0, T ); thus
one can apply the properties for linear problem by setting Φ(t) = a(t)2. Here we note that one
can identify Φ(k)(t) for k  1 as a(k)(t) because of Φ(t)  1 and the uniform boundedness of
Φ(t) due to the energy conservation law. Therefore, we regard that Φ(k)(t) as a(k)(t) in order to
apply Corollary 1.1 from now on.
Let us define λ0(t) by
λ0(t) := max
1km
{∣∣Φ(k)(t)∣∣ 1k }.
Then, for any given constant ε satisfying 0 < ε < T , there exists a constant K =K(ε) such that
max
t∈[0,T−ε]
{
λ0(s)
m
}
K(ε).
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E(t, ξ) C1 exp
(
C2|ξ |−m+1
T−ε∫
0
λ0(s)
m ds
)
E(0, ξ)
 C1 exp
(
C2TK|ξ |−m+1
)E(0, ξ) (3.6)
for any t ∈ [0, T˜ (ξ,N)], where T˜ (ξ,N) is given by (1.9) with a monotone increasing positive
function λ(t) satisfying λ(t) λ0(t) for any t ∈ [0, T˜ (ξ,N)]. Let us set λ(t) ≡ λ1 on [0, T − ε]
by a positive constant λ1 = λ1(ε) satisfying λ1(ε)  K(ε) 1m ( λ0(t)). Then T˜ (ξ,N)  T − ε
and estimate (3.6) is valid for any t ∈ [0, T − ε] and |ξ | Nλ1. Consequently, for the positive
constant σ1 = σ1(ε) defined by
σ1(ε) := min
{
ρ ∈ {ρj }∞j=1: ρ max
{
Nλ1,
(
C2TK(ε)
logC1
) 1
m−1}}
,
we obtain
E(t, ξ) C21E(0, ξ) (3.7)
for any t ∈ [0, T − ε] and |ξ | σ1. Here we can suppose that
C1 >
√
E0(0)
2K0
without loss of generality. Let us denote
Ej,ρ(t) :=
∫
|ξ |>ρ
|ξ |jE(t, ξ) dξ,
and suppose that E0(0) > 0; otherwise, Em/2(t)≡ 0. Then we have
Em/2,ρ(t)C21Em/2,ρ(0) C21Em/2,σ1(0) C21σm1 K0
for any ρ  σ1 by (3.2) and (3.7). It follows that
max
t∈[0,T−ε]
{
Em/2,ρ(t)
ρm
}
 C21K0
(
σ1
ρ
)m
 E0(0)
2
for any ρ  σ2, where
σ2 = σ2(ε) := σ1(ε)
(2C21K0
E0(0)
) 1
m (
> σ1(ε)
)
.
Moreover, from the continuity of Em/2,ρ(t) with respect to t , for any given σ0 satisfying σ0  σ2,
there exists T1 = T1(σ0) > T − ε such that
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t∈[0,T1]
{
Em/2,ρ(t)−Em/2,2ρ(t)
ρm
}
 E0(0)
2
and (3.8)
max
t∈[0,T1]
{
Em/2,2ρ(t)
ρm
}
 E0(0)
2
(3.9)
for any ρ  σ0. Let us prove now the existence of a constant σ0  σ2 such that T1(σ0) for
estimates (3.8) and (3.9) can arrive at T for any ρ ∈ {ρj } satisfying ρ  σ0; which gives a
contradiction for the existence of the blow-up times T of Em/2(t).
Let us consider estimate (3.8). We choose the positive constants ε and σ0 satisfying
σ0 max
{
σ2,
2m
η
log
(2C21K0
E0(0)
)}
and
ε  η
2m+2E0(0)
.
By the energy conservation law, (3.8) and (3.9), we have
∣∣Φ ′(t)∣∣ 2E1/2(t) 2ρ(E0(t)+ E1/2,ρ(t)
ρ
)
 4ρE0(0)
for any ρ  σ0 and t ∈ (T − ε,T1], it follows from (3.7) and Gronwall’s lemma that
E(t, ξ) exp
( t∫
T−ε
∣∣Φ ′(s)∣∣ds)E(T − ε, ξ) C21 exp(4ερE0(t))E(0, ξ).
Therefore, by (3.2) we obtain
Em/2,ρ(t)−Em/2,2ρ(t)
ρm
= C21 exp
(
4ερE0(0)
) ∫
ρ|ξ |2ρ
( |ξ |
ρ
)m
E(0, ξ) dξ
 C21 exp
(
ρ
(
4εE0(0)− 2η2m
)) ∫
ρ|ξ |2ρ
( |ξ |
ρ
)m
exp
(
η|ξ |
(
ρ
|ξ |
)m)
E(0, ξ) dξ
 C21K0 exp
(
− ηρ
2m
)
 E0(0)
2
for any ρ ∈ {ρj } satisfying ρ  σ0. Thus the estimate (3.8) holds uniformly with respect to T .
Let us consider estimate (3.9). By Lemmas 3.1 and 3.2, we have
∣∣Φ(k)(t)∣∣C0∑

(
k∏
j=1
( ∫
|ξ |jE(t, ξ) dξ
)j
+
k∏
j=1
(
ρj−k
∫
|ξ |kE(t, ξ) dξ
)j)
|ξ |<ρ |ξ |>ρ
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∑

(
k∏
j=1
E0(t)
j +
k∏
j=1
(
Ek/2,ρ(t)
ρk
)j)
 C0ρk
(
Pk
(
E0(0)
)+ Pk(Ek/2,ρ(t)
ρk
))
,
where the summation of  denotes all sum over  satisfying (3.5) and Pk(r) := ∑kj=1 rj
for r  0. From the definition of λ0(t) and (3.9), we have
λ0(t)
m∑
k=1
∣∣Φ(k)(t)∣∣ 1k  C0ρ m∑
k=1
(
Pk
(
E0(0)
) 1
k + Pk
(
Ek/2,ρ(t)
ρk
) 1
k
)
 C0ρ
m∑
k=1
(
Pk
(
E0(0)
) 1
k + Pk
(
Em/2,ρ(t)
ρm
) 1
k
)
 C0mρ
(
P1
(
E0(0)
)+ P1(Em/2,ρ(t)
ρm
))
 2C0mP1
(
E0(0)
)
ρ
for ρ  σ2 and t ∈ [0, T1], where we used the inequality Pk(r)1/k  P1(r) for any k  2. Let us
denote C3 := 2C0mP1(E0(0)) and set λ(t) on (T − ε,T1] by
λ(t)≡ λ1 := max
{
C3σ2,K
1
m
}
.
By Corollary 1.1, we obtain
E(t, ξ)C1 exp
(
εC2λ0(t)
m|ξ |−m+1)E(T − ε, ξ) C1 exp(εC2Cm3 ρm|ξ |−m+1)E(T − ε, ξ)
for t ∈ [T − ε,T1] and |ξ | ρ  σ3 := max{σ2,Nλ1}. Choosing
ε  η
2C2Cm3
,
we have
E(t, ξ) C1 exp
(
ηρm
2|ξ |m−1
)
E(T − ε, ξ) (3.10)
for |ξ | ρ  σ3 and t ∈ [T −ε,T1]. Consequently, by (3.7) and (3.10), we arrive at the following
estimate:
E(t, ξ) C31 exp
(
ηρm
2|ξ |m−1
)
E(0, ξ)
for |ξ | ρ  σ3 and t ∈ [0, T1]. It follows that
Em/2,2ρ(t)
ρm
 C31
∫ ( |ξ |
ρ
)m
exp
(
ηρm
2|ξ |m−1
)
E(0, ξ) dξ (3.11)|ξ |>2ρ
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Ω1 :=
{
ξ ∈ Rn: |ξ | 2ρ, ρ
m
|ξ |m−1  σ4
}
and Ω2 :=
{
ξ ∈ Rn: |ξ | 2ρ, ρ
m
|ξ |m−1 < σ4
}
with the constant σ4 defined by
σ4 := 2
η
log
(4C31K0
E0(0)
)
.
Noting the inequalities
exp
(
ηρm
2|ξ |m−1
)
 exp
(
−ησ4
2
)
exp
(
ηρm
|ξ |m−1
)
 E0(0)
4C31K0
exp
(
ηρm
|ξ |m−1
)
for any ξ ∈Ω1, we have
C31
∫
Ω1
( |ξ |
ρ
)m
exp
(
ηρm
2|ξ |m−1
)
E(0, ξ) dξ  E0(0)
4
(3.12)
for any ρ ∈ {ρj } satisfying ρ  σ3. On the other hand, we have
C31
∫
Ω2
( |ξ |
ρ
)m
exp
(
ηρm
2|ξ |m−1
)
E(0, ξ) dξ
 C31 exp
(
ησ4
2
)
Em/2,2ρ(0)
ρm

4C6K20
E0(0)
(
ρ1
ρ
)m
 E0(0)
4
(3.13)
for any ρ  σ5 with
σ5 := ρ1
(16C61K20
E0(0)2
) 1
m
.
Therefore, by (3.11)–(3.13), we see that estimate (3.9) holds uniformly with respect to T for
any ρ ∈ {ρj } satisfying ρ  σ0 with σ0 max{σ3, σ5}.
Consequently, both of estimates (3.8) and (3.9) hold uniformly with respect to T for any
ρ ∈ {ρj } satisfying ρ  σ0 under the choice of ε and σ0:
ε := min
{
η
2C2Cm3
,
η
2m+2E0(0)
}
and σ0 := max
{
2m
η
log
(2C21K0
E0(0)
)
, σ3, σ5
}
.
Then we obtain
Em/2(t) σm0 E0(t)+Em/2,σ0(t) 2σm0 E0(0)
uniformly with respect to T , which contradicts the definition of T . The preceding proof is valid
for any fixed m, thus the proof of Theorem 1.2 is concluded. 
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A.1. Proof of Theorem 1.3(ii)
Let us define the sequence {ρj } ∈ L by
ρ1 = 2 and ρj+1 = 2ρ
m+1
m
j , j = 1,2, . . . ,
and choose the initial data (u0(x), u1(x)) as u0(x)≡ 0 and u1(x) ∈ L2(Rn):
∣∣uˆ1(ξ)∣∣2 :=
⎧⎨⎩0 if |ξ | 2 or ρj  |ξ | ρ
m+1
m
j for some j,
1
|ξ |n+m+1(log |ξ |)2 otherwise.
Then we can prove that
sup
j
{ ∫
|ξ |>ρj
( |ξ |
ρj
)m+1
exp
(
η|ξ |
(
ρj
|ξ |
)m+1)∣∣uˆ1(ξ)∣∣2 dξ}<∞ and (A.1)
lim
j→∞
∫
|ξ |>ρ˜j
( |ξ |
ρ˜j
)m
exp
(
η|ξ |
(
ρ˜j
|ξ |
)m)∣∣uˆ1(ξ)∣∣2 dξ = ∞ for all {ρ˜j } ∈ L. (A.2)
(A.1) is evident from the definition of u1. Indeed, we have∫
|ξ |>ρj
( |ξ |
ρj
)m+1
exp
(
η|ξ |
(
ρj
|ξ |
)m+1)∣∣uˆ1(ξ)∣∣2 dξ
 1
ρm+1j
∫
|ξ |>ρ
m+1
m
j
exp
(
ηρm+1j
|ξ |m
)
1
|ξ |n(log |ξ |)2 dξ 
eη
2m+1
∫
|ξ |>1
1
|ξ |n(log |ξ |)2 dξ
 e
ηωn−1
2m+1
for any j , where ωn−1 is the measure of unit sphere Sn−1. It follows that (A.1) holds.
Let ρ˜k ∈ {ρ˜}. Hence there exists j  0 such that ρj  ρ˜k < 2ρ
m+1
m
j (= ρj+1). Then we have∫
|ξ |>ρ˜k
( |ξ |
ρ˜k
)m
exp
(
η|ξ |
(
ρ˜k
|ξ |
)m)∣∣uˆ1(ξ)∣∣2 dξ

∫
2ρ
m+1
m >|ξ |>ρ
m+1
m
( |ξ |
ρ˜k
)m
exp
(
η|ξ |
(
ρ˜k
|ξ |
)m) 1
|ξ |n+m+1(log |ξ |)2 dξj j
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2m+1ρm+1+
m+1
m
j
exp
(
ηρ
1
m
j
2m−1
) ∫
2ρ
m+1
m
j >|ξ |>ρ
m+1
m
j
1
|ξ |n(log |ξ |)2 dξ
 (2π)
n−1 log 2
2m+2
exp(2−m+1ηρ
1
m
j )
ρ
m+1+m+1
m
j (logρ
m+1
m
j )
2
→ ∞ as j → ∞
for any η > 0, which proves (A.2).
A.2. Proof of Lemma 3.2
Let us give a precise proof of Lemma 3.2 by induction. The kth order derivative of Φ(t) is
represented by a sum of the following products:
( ∏
0jl1
〈|ξ |αj vv〉)( ∏
0jl2
〈|ξ |βj vvt 〉)( ∏
0jl3
〈|ξ |γj vtvt 〉)=: Ψk, where
〈|ξ |αj fg〉 := ∫
Rn
|ξ |αj f (t, ξ)g(t, ξ) dξ.
Then we have
|Ψk|C
( ∏
0jl1
Eαj−2/2(t)
)( ∏
0jl2
Eβj−1/2(t)
)( ∏
0jl3
Eγj/2(t)
)
,
here the order index k is given by
k =
∑
0jl1
(αj − 2)+
∑
0jl2
(βj − 1)+
∑
0jl3
γj . (A.3)
Then the derivative of Ψk consists of the following terms
a1,p1
〈|ξ |αp1 vvt 〉
( ∏
0jl1
j =p1
〈|ξ |αj vv〉)( ∏
0jl2
〈|ξ |βj vvt 〉)( ∏
0jl3
〈|ξ |γj vtvt 〉)=: Ψ1,k+1,
a2,p2
(
1 + 〈|ξ |2vv〉)〈|ξ |βp2+2vvt 〉( ∏
0jl1
〈|ξ |αj vv〉)( ∏
0jl2
j =p2
〈|ξ |βj vvt 〉
)( ∏
0jl3
〈|ξ |γj vtvt 〉)
=: Ψ2,k+1,
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(
1 + 〈|ξ |2vv〉)〈|ξ |γp3+2vvt 〉( ∏
0jl1
〈|ξ |αj vv〉)( ∏
0jl2
〈|ξ |βj vvt 〉)
( ∏
0jl3
j =p3
〈|ξ |γj vtvt 〉
)
=: Ψ3,k+1,
where aj,pk (j = 1,2,3, pk = 0, . . . , lk) are some constants. Then Ψj,k+1 (j = 1,2,3) are esti-
mated as follows
|Ψ1,k+1| CEαp1 −1
2
(t)
( ∏
0jl1
j =p1
Eαj−2
2
(t)
)( ∏
0jl2
Eβj−1
2
(t)
)( ∏
0jl3
Eγj
2
(t)
)
,
|Ψ2,k+1| C
(
1 +E0(t)
)
Eβp2 +1
2
(t)
( ∏
0jl1
Eαj−2
2
(t)
)( ∏
0jl2
j =p2
Eβj−1
2
(t)
)( ∏
0jl3
Eγj
2
(t)
)
and
|Ψ3,k+1| C
(
1 +E0(t)
)
Eγp3 +1
2
(t)
( ∏
0jl1
Eαj−2
2
(t)
)( ∏
0jl2
Eβj−1
2
(t)
)( ∏
0jl3
j =p3
Eγj
2
(t)
)
.
Then the order indexes of Ψ1,k+1, Ψ2,k+1 and Ψ3,k+1 are given by
αp1 − 1 +
( ∑
0jl1
(αj − 2)− (αp1 − 2)
)
+
∑
0jl2
(βj − 1)+
∑
0jl3
γj ,
βp2 + 1 +
∑
0jl1
(αj − 2)+
( ∑
0jl2
(βj − 1)− (βp2 − 1)
)
+
∑
0jl3
γj and
γp3 + 1 +
∑
0jl1
(αj − 2)+
∑
0jl2
(βj − 1)+
( ∑
0jl3
γj − γp3
)
,
but all the indexes coincide with k + 1 by (A.3). Therefore, (3.4) holds for any k.
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