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ABSTRACT 
IBRAHIM A. AMMAR 
DESIGN AND ANALYSIS OF ENERGY-EFFICIENT MEDIA ACCESS CONTROL 
PROTOCOLS IN WIRELESS SENSOR NETWORKS 
DESIGN AND ANALYSIS OF MAC LAYER PROTOCOLS USING LOW DUTY CYCLE 
TECHNIQUE TO IMPROVE ENERGY EFFICIENT AND ENHANCE COMMUNICATION 
PERFORMANCE IN WIRELESS SENSOR NETWORKS 
Keywords: Energy-efficiency, clustering, medium access control, 
synchronisation, schedules, sensor networks. 
Wireless sensor network (WSN) technology has gained significant 
importance due to its potential support for a wide range of applications. Most 
of the WSN applications consist of a large numbers of distributed nodes that 
work together to achieve common objects. Running a large number of nodes 
requires an efficient mechanism to bring them all together in order to form a 
multi-hop wireless network that can accomplish some specific tasks. Even 
with recent developments made in WSN technology, numbers of important 
challenges still stand as vulnerabilities for WSNs, including energy waste 
sources, synchronisation leaks, low network capacity and self-configuration 
difficulties. However, energy efficiency remains the priority challenging 
problem due to the scarce energy resources available in sensor nodes. 
These concerns are managed by medium access control (MAC) layer 
protocols. MAC protocols designed specifically for WSN have an additional 
responsibility of managing radio activity to conserve energy in addition to the 
traditional functions.  
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This thesis presents advanced research work carried out in the 
context of saving energy whilst achieving the desired network performance. 
Firstly the thesis contributes by proposing Overlapped Schedules for MAC 
layer, in which the schedules of the neighbour clusters are overlapped by 
introducing a small shift time between them, aiming to compensate the 
synchronisation errors. Secondly, this thesis proposed a modified 
architecture derived from S-MAC protocol which significantly supports higher 
traffic levels whilst achieving better energy efficiency. This is achieved by 
applying a parallel transmission concept on the communicating nodes. As a 
result, the overall efficiency of the channel contention mechanism increases 
and leads to higher throughput with lower energy consumption. Finally, this 
thesis proposed the use of the Adaptive scheme on Border Nodes to 
increase the power efficiency of the system under light traffic load conditions. 
The scheme focuses on saving energy by forcing the network border nodes 
to go off when not needed.  These three contributions minimise the 
contention window period whilst maximising the capacity of the available 
channel, which as a result increase network performance in terms of energy 
efficiency, throughput and latency. The proposed system is shown to be 
backwards compatible and able to satisfy both traditional and advanced 
applications. 
The new MAC protocol has been implemented and evaluated 
using NS-2 simulator, under different traffic loads and varying duty cycle 
values. Results have shown that the proposed solutions are able to 
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significantly enhance the performance of WSNs by improving the energy 
efficiency, increasing the system throughput and reducing the 
communication delay. 
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Chapter 1.  
INTRODUCTION 
1.1 Introduction 
Wireless sensor network (WSN) technology has gained significant 
importance due to its potential support for a wide range of applications 
including military operations, industrial manufacturing, surveillance, targeting 
systems, health needs and monitoring disaster areas amongst many other 
applications [1 , 2]. Depending on the application services, WSN usually 
consists of large numbers of distributed nodes that work together to achieve 
some specific targets. Generally, a node is like a microelectronic device [3] 
composed of many modules with limited resources, in terms of embedded 
processor, sensing devices, memory, low-power radio and battery. Running 
a large number of nodes requires an efficient mechanism to bring them all 
together in order to form a multi-hop wireless network that can accomplish a 
common task. Typically, most of the WSNs are formed by random 
deployment of the sensor nodes without human intervention, where the 
battery might not be feasible to be replaced once it exhausts. Thus, this type 
of sensor networks is strongly dependent of the battery lifetime of the sensor 
nodes. WSNs are expected to last for long periods, typically years, without 
needing to replace batteries of the nodes. Therefore WSNs must be highly 
energy efficient in order to prolong the network life time. There are various 
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mechanisms designed specifically to consider the limited source attributes of 
WSNs [4 , 5 , 6 , 7 , 8 , 9 , 10 , 11 , 12 , 13 , 14 , 15 , 16 , 17 , 18 , 19 , 20 , 
21 , 22 , 23 , 24 , 25 , 26 , 27 , 28 , 29 , 30 , 31 , 32 , 33]. Among them, the 
techniques that make nodes operate with extremely low duty cycles is 
considered an effective solution for when the traffic load is light [34]. Putting 
nodes into periodic listen/sleep can significantly reduce the power waste 
caused by idle listening, which is identified as one of the main sources for 
energy waste [24]. Power consumption during idle listening has been defined 
as having the same order as a receiving mode. In addition to idle listening 
there are a number of various issues which have been addressed as other 
sources for energy expenditure [24] including, collisions, processing 
overhead and overhearing.  
These concerns and other operations like synchronisation and 
clustering in WSNs are handled by medium access control (MAC) layer 
protocols. MAC protocols are designed specifically for wireless sensor 
networks and have an additional responsibility of managing radio activity to 
conserve energy, whilst traditional MAC protocols mainly focus on balancing 
throughput, delay, and fairness maters [35]. Designing an energy efficient 
protocol relies on a duty cycle mechanism and requires precise 
synchronisation algorithm which can schedule a group of nodes to cooperate 
in communicating together in a scheduled manner (duty cycle). Forcing 
neighbour nodes to be active on an agreed specific time can make traffic 
travel more feasible even when nodes are operating with a low duty cycle. 
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The work of a MAC layer in WSN can generally be divided into two major 
categories, contention based MAC protocols (Carrier Sense Multiple Access 
CSMA) and time division multiple access (TDMA) MAC protocols [36]. The 
later approaches require a very tight synchronisation mechanism in order to 
assign time slots to each node. Furthermore, dividing the time into slots 
according to the number of nodes that are sharing the same medium is not 
practicable to large number of nodes. 
All the proposed schemes in this thesis are built on the contention 
based style (CSMA). The architecture of the CSMA class is more appropriate 
for WSNs in terms of the concern of energy efficiency. Nodes can enter the 
sleep state in order to save energy and can only wake up when there is 
information ready to be sent. The virtual clustering scheme introduced by [4] 
is another feature that is supported by the contention based algorithms 
where nodes are grouped in a flat manner without coordination or control by 
any cluster heads. Nodes are communicating with each other in the form of 
peer-to-peer style within the cycle periods. 
This thesis investigates into the energy efficiency issues in the context 
of power consumption being the primary concern along with the other 
network performance metrics including total throughput, communication 
delay, packet loss and communication processing overhead. 
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1.2 Motivation   
Over the time, WSNs technology has expanded to serve more 
advanced applications which consequentially require reconfiguring the 
sensor networks design with the aim of increasing the network performance 
to satisfy new challenges posed by advanced applications. The rapid growth 
of WSNs technology contributes to a new class of applications which are 
enabled by large scale of networks [37]. Even with recent development in 
WSN technology, numbers of important challenges still stand as 
vulnerabilities for WSNs including energy waste sources, synchronisation 
leak and self-configuration difficulties. In this thesis, such issues are 
motivation for research in the context of saving energy whilst achieving the 
desired performance.    
The research presented in this thesis is inspired by the following 
issues: 
1) The lack of time accuracy can significantly reduce the network’s lifetime. 
The functionality of any protocol based on a clustering concept depends 
mainly on the accuracy of the clustering process, which is affected greatly 
by the synchronisation leaks. Several factors cause synchronisation 
errors, among them being the clock drift that accommodated over the 
time at each hop. A number of techniques [6 , 10 , 12 , 20 , 21 , 27 , 30 , 
38 , 39] have been proposed for WSN synchronisation but do not focus 
on the precision of synchronisation period. This thesis aims to make 
 5 
 
further advances by achieving more accuracy and precision in time 
synchronisation through controlling the network topology, self-
configuration and estimating the clock errors between the nodes and 
correcting the nodes’ clock to the estimated value. The observation from 
the literatures shows that synchronisation and clustering can have a great 
influence on the network functionality, which in turn reflects on the overall 
network performance and in particular, energy efficiency. 
2) Despite the fact that contention based MAC protocols are more 
appropriate for WSNs, it suffers from high contention in accessing the 
channel in a dense deployed area of networks, where many nearby 
nodes share a common final destination. In contention based protocols, 
the number of contending transmission attempts in the system will have a 
significant impact on the throughput capacity of the network. Since all the 
nodes of the same cluster are within the carrier sense range of each 
other, only one transmission process can proceed at a time under the 
CSMA/CA scheme adopted by the contention based algorithms. Some 
other features observed in contention-based communication styles which 
motivate concurrent transmissions are: 
 Short-range communications, which, among a large number of 
nodes, encourage applying the concurrent transmissions concept 
in such a network with the aim of increasing the system throughput 
capacity and reduce the positional delay. 
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 Due to the communications nature between nodes as peer-to-peer 
mode in CSMA, the use of parallel transmissions will become more 
desired for many reasons, such as supporting multiple sources, 
destinations transmission and establishing different paths for 
routing. 
 
3) The last fundamental factor that emerges as a challenge in research is 
related to those nodes which during the clustering process follow multiple 
schedules and become border nodes. Although these border nodes are 
exploited to be used as bridge between the adjacent clusters, it is not a 
desired feature because it means that they die faster than normal nodes 
and can cause holes in the network which can result in a desynchronised 
network. 
1.3 Aims and Objective 
The research efforts presented in this thesis concentrates on 
improving the system performance of WSNs to fulfil the requirements of the 
applications which expand every day. The purpose of the proposed and 
developed schemes in this thesis are to build a sensor networks that can 
take into account the synchronisation errors, self-configuration, system 
capacity and multiple schedules nodes during the design stage, in order to 
improve the network performance in terms of network functionality by means 
of energy efficiency, throughput capacity, system delay, cluster size and 
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network stability. The intermediate objectives of this thesis and the steps to 
achieve the research aims are outlined below: 
1) Using the duty cycle concept where sensors alternate between 
sleeping and awaking periods in order to save energy over the idle 
listening time. 
2) Since S-MAC protocol is designed for low traffic rates, it is expected 
that its throughput capacity can be enhanced through applying a 
parallel transmission mechanism. Combining parallel transmissions 
and S-MAC protocols can significantly improve the system 
performance, since nodes under S-MAC protocol are by default 
synchronised 
3) Controlling the synchronisation time for each cluster in order to make 
clusters related instead can minimise the communication latency 
between the clusters. According to this assumption, nodes of adjacent 
clusters don’t need to wait for a long time to meet each other since 
their active periods are overlapped.   
4) Introducing a small shift time between the schedules of the adjacent 
clusters can be used to avoid the possible synchronisation errors i.e. 
clock drift, which accumulated at each hop over the time. 
5) The clustering mechanism used in this thesis is based on the virtual 
clustering concept that was introduced by [24]. The purpose behind 
this type of clustering is making the proposed algorithms scalable to a 
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large number of distrusted sensor nodes, where nodes can contact 
any node and join any cluster in its reception range. 
6) Denying the excitement of the boundary nodes which expend 
relatively more energy due to adopting to multiple schedules can 
prolong the network life time. Two techniques are used to recompense 
the work of a border node: overlapped schedules and adaptive border 
node approaches. In the former technique, nodes are mostly 
overlapped and require border nodes. In the second approach, nodes 
that have adopted multiple schedules just follow the schedule needed 
to pass traffic and ignore the other schedules.  
7) Controlling the cluster size through identifying the number of hops per 
cluster can achieve some degree of load balancing and correct the 
synchronisation errors accumulated over hops. 
1.4 Scope of the Work 
The clustering and communication mechanism used in the OLS-
MAC scheme take in consideration the natural of the traffic direction in 
WSNs which is mostly toward the sink nodes, thus if traffic direction changed 
for any reason there will be more delay added which is caused from missing 
frames between clusters.  Also, mobility has not assumed within this thesis, 
therefore the proposed schemes cannot cope with the issues accompany 
with nodes movements.   
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1.5 Original Contributions  
In response to the motivations listed in Section ‎1.2, this thesis 
makes the following contributions. 
Overlapped Schedules MAC: Designed and implemented a new MAC 
algorithm called OLS-MAC (‎Chapter 4) which prolongs WSNs lifetime and 
enhances its performance using a combination of techniques: 1) duty 
cycle. The basic idea is to make sensors alternate between sleeping and 
awaking periods. During the sleeping period, there is no energy 
consumption due to communication. 2) However, the OLS-MAC algorithm 
has to ensure the awaking period of sensors sufficiently overlaps in order 
to allow nodes to communicate with each other. The schedules of 
neighbouring clusters are not exactly the same but sufficiently overlap to 
allow communication between these clusters. 3) OLS-MAC divides sensor 
nodes into clusters. This construction is initiated by a starter node that can 
be the sink, for instance. All nodes in the same cluster follow the same 
schedule for the awaking period. Basically, OLS-MAC algorithm is 
designed with three main input parameters: the starter point, the number 
of hops per cluster and the overlap ratio between clusters. These 
parameters are used for achieving the desired clustering objective, 
including correlated clusters, controlled cluster sizes and overlapped 
cluster schedules. 
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Parallel S-MAC (PS-MAC): The challenges in achieving both low duty 
cycling and high throughput inspired the proposed design of an energy 
efficient MAC layer protocol called PS-MAC (‎Chapter 5). PS-MAC 
enhanced the sensor network through applying parallel transmission 
mechanisms on the communicating neighbour nodes. PS-MAC 
implements parallelism on S-MAC nodes by enhancing the communication 
architecture of CSMA used in S-MAC protocol in two scenarios. In the first 
assumption, PS-MAC suggests that neighbouring nodes are able to 
transmit to other nodes even though they are in the transmission range of 
each other, providing that their destinations are not in the same 
transmission range. Secondly, PS-MAC assumes that nodes can receive 
from other nodes, even though they are in the transmission range of each 
other, as long as their sources are not in the same transmission range. 
Most of the applications that WSNs are proposed to serve require 
deploying a large number of nodes. Thus, total network throughput has 
significantly improved by applying multiple concurrent transmission 
schemes. 
Adaptive Border Nodes for S-MAC Protocol (ABN-SMAC): the leak in the 
border nodes design results in a dysfunctional network at very early stage. 
ABN-MAC algorithm extends the life time of the border nodes of the S-
MAC network without affecting the achieved S-MAC protocol performance. 
Border nodes consume more power compared to the normal nodes due to 
adopting multiple schedules. Since border nodes’ functions cannot be 
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ignored in a large distributed system, ABN-SMAC forces nodes with 
multiple schedules to be adaptive to the traffic contention in the area of 
these nodes. Border nodes that have no data to pass from a cluster to 
another don’t need to wake up during all of its adopted schedules, instead 
each node chooses a schedule and sets it as its primary schedule while 
considering the other schedules as secondary schedules and follows them 
only when there is traffic and they need to travel through these schedules. 
1.6 Thesis Organization 
This thesis is organized in 7 chapters as below: 
 Chapter 2 includes the background necessary for general 
understanding in the area of Ad-hoc networking and advanced 
understanding in WSNs and its MAC sub-layer protocols. The is 
followed by a detailed survey of the related work in the area of Ad-hoc 
and WSN MAC layer protocols.  
 Chapter 3 describes the simulation methodology used to design, 
implement and test the mechanisms proposed in this thesis.  
 Chapter 4 presents the algorithm designed for the MAC layer called 
Overlapped Schedules MAC (OLS-MAC), describing the main three 
input parameters used with OLS-MAC including the synchronisation 
start point, the clusters’ radii and the schedules’ overlap ratio. 
Experimental results have demonstrated significant performance gains 
in both energy efficiency and system throughput. Additionally, this 
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chapter shows how the different values of the input parameters should 
be selected to achieve the desired results.  
 Chapter 5 depicts the design of the parallel transmission approach for 
MAC layer protocol (PT-MAC) in detail. The necessary modifications on 
the CSMA scheme to support parallel transmission concepts have been 
included in this chapter followed by results analysis and discussion.  
 Chapter 6 discusses the implementation details and results for the 
adaptive border nodes algorithm (ABN) designed particularly for the 
virtual clustering schemes. Furthermore, the explanation of the 
mechanism used by the border nodes for when and when not to follow 
the secondary schedule is also covered in this chapter. 
 Chapter 7 summarises the results provided herein and proposes 
potential ideas for future research in the context of energy efficiency, 
along with a conclusion of the thesis work. 
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Chapter 2.  
BACKGROUND AND LITERATURE REVIEW 
2.1 Background  
2.1.1 Ad-hoc Network 
An ad hoc network is a group of wireless nodes that create a multi-hop 
network without the use of any network infrastructure or centralised 
administration.  
 
Figure ‎2-1: Ad-hoc network. 
 
Figure ‎2-1 shows an example of this type of computer networks [40], 
in which devices communicate in peer-to-peer style. Every node acts as a 
router for the on-going traffic between the nodes. In fact, each individual 
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node forwards packets to and from each other. Therefore, nodes are free to 
move in a random way and organize themselves arbitrarily. The network 
topology may change rapidly and unpredictably.  
2.1.2 Wireless Sensor Networks WSN 
Wireless sensor network (WSN) is a branch of Ad-hoc networks which 
contains on a large numbers of distributed nodes that are able to configure 
themselves in the form of a multi-hop wireless network. The size of WSNs 
varies according to its application requirements. All nodes within a WSN 
corporate with each other to collect and pass the data to a common 
destination (sink node or a base station).  
Essentially, nodes in WSN are classified mainly into normal sensor 
nodes (sources or intermediate nodes) and sink or base station nodes 
(nodes with high specifications). Both types of nodes represent  the network 
architectures [41]. 
The sensor nodes perform different jobs including event sensing, 
collecting, forwarding and data processing. Thus sensor nodes typically 
compose of a power unit, a processing unit, a sensing unit, and a 
communication unit. The processing unit is responsible for collecting and 
processing signals captured from sensor nodes and transmit them through 
the network towards the base station [1]. The sensing unit is responsible for 
producing a measurable response to a change in a physical condition, such 
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as temperature or pressure. The wireless communication unit provides a 
medium to transfer the sensed data from the observer sensor nodes to the 
network sinks. Usually sensor nodes are tiny devices and can be as small as 
coins.  
WSNs have great potential for many different applications [1 , 2 , 
42 , 43], for instance military operations, monitoring, tracking, measuring 
temperature, speed, industry applications, home applications and health 
applications. The WSNs applications can be used for classifying the types of 
WSNs. Before looking into WSNs types, the following section explains the 
characteristics of WSNs and its differences compared to Ad-hoc networks.    
2.1.2.1 Characteristics of Wireless Sensor Network 
WSNs are different to the conventional networks in various respects and 
have their own characteristics [2 , 41]. These characteristics, in fact, are 
emerging as challenges needing to be taken in consideration when designing 
a WSN:  
  Nodes are densely deployed. 
  Sensor network topology changes very frequently. 
  Sensor nodes are limited in power, computation, capacity and 
memory. 
  Sensor nodes may not have global identification. 
  Sensor nodes are prone to failure. 
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  Data redundancy. 
  Different types of traffic.  
These characteristics have been studied thoroughly in order to improve 
the WSNs performance. The main concern of WSNs is the limitation of the 
energy which is the most distinct factor in WSNs due to the power source 
being scarce. The above characteristics are analysed with respect to energy 
efficiency as the primary concern whilst the other parameters such as 
throughput, delay, utilisation etc. are considered as secondary objectives to 
WSNs. 
2.1.2.2 The Differences between WSNs and Ad-hoc Networks: 
WSNs are in many aspects quite similar to Ad-Hoc Networks [44 , 45 , 
46], however, they possess certain distinct characteristics as summarised 
below: 
 Number of nodes in WSN is higher than Ad Hoc network. 
 WSN nodes are densely deployed in most of its applications. 
 Wireless sensor nodes are prone to failure compared to other 
networks due to the type of application they serve. 
 WSNs topology changes frequently due to the joining/leaving of 
nodes. 
 Broadcast communication paradigm. 
 Sensor nodes are usually limited in their power, processing and 
memory capabilities. 
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 WSN Possibly suffers from the absence of unique global identification 
per node. 
2.1.2.3 Challenges of Quality of Service in WSNs:   
The most important design criterion for any type of network is to 
guarantee a minimum level of quality of service, [43 , 44 , 47 , 48]. Many 
concerns of resources affecting the QoS provisioning in WSNs include: 
 Resource Constraints: energy, bandwidth, memory, buffer size, 
processing capability and transmission power. 
 Unbalanced Traffic: nodes close to the BS have more traffic than the 
other nodes, QoS metrics should be defined for unbalanced traffic. 
 Data Redundancy: data sensed by sensor nodes is expected to be 
correlated. Data aggregation mechanisms decreased the data 
redundancy but also introduced the latency which complicates the 
QoS issue in WSN. Also, the same region nodes are expected to 
collect the same data. 
 Network Dynamics: QoS mechanisms should be capable enough to 
handle such changes in the network topology. 
 Energy Balance: energy load distributed among the nodes to prolong 
network lifetime is another QoS metric. 
 Scalability: the used QoS metrics should be able to scale up to a 
large number of sensor nodes. 
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2.1.2.4 Types of WSNs 
The method followed for event reporting in WSNs is connected to 
the application desired from the sensor network. Thus some of the 
categorisation policies used for classifying the WSNs into different types 
include the network application and the type of data inquiry [45]. This section 
attempts to identify the major WSNs types according to their event packets 
generation: 
2.1.2.4.1 Event-Driven Sensor Networks. 
In the event-driven sensor networks type [2 , 49], nodes report 
data to the observer only when a certain event occurs. This kind of sensor 
network is widely used in monitoring applications, for example, in fire-
monitoring networks; nodes are alerted to a central station as soon as the 
temperature rises to a certain threshold.  This type of sensor networks is an 
attractive option for a large class of applications due to its ability in saving 
energy, since message transmissions are happening less frequently (until a 
certain event occurs). In this type of sensor networks, nodes can go to sleep 
and wakeup to send data to the sink whenever a random event occurs. 
2.1.2.4.2 Time-Driven Sensor Networks. 
Time-driven sensor networks, also known as continuous 
monitoring sensor network [2 , 49], are suitable for applications that require 
sensor nodes to sense and report their observations periodically to the sink. 
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Packets in this network are sampled and transmitted continuously at regular 
time intervals. Thus, sensor nodes can periodically switch their radio on to 
transmit the data of interest at constant periodic time intervals. In this case, 
periodic property is the main reason behind Scheduling-based MAC 
schemes, which are naturally energy efficient. The main objective of 
scheduling-based protocols is to reduce energy waste caused by idle 
listening. 
2.1.2.4.3 Query-Driven Sensor Networks. 
In this type of WSNs, the sink nodes broadcast a query for 
gathering data from certain nodes or a certain region. The nodes that 
received the query, reply with the required data by broadcasting it to the 
neighbours. The queries are generated by the sink node on demand and are 
sent to sensor nodes inquiring the occurrence of certain events [50]. The 
query-driven type is quite similar to the event-driven type, aside from the fact 
that data in the former type is pulled by the sink while in the later type data is 
pushed to the sink [51]. Because queries are sent on demand, this type of 
WSNs (query-driven) is naturally energy efficient.  
2.1.3 Medium Access Control (MAC) Layer 
The medium access control (MAC) layer is a sub-layer in the data link 
layer and works with the physical layer to provide fair communication 
medium access. This layer has to manage the communication channels 
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available for the contending nodes. The MAC layer adopts the necessary 
procedures to organize data transfer between two or more nodes from the 
network. Part of the responsibility of the MAC layer is performing error 
correction that may occur in the physical layer [48]. 
Activities that the MAC layer performs include framing, physical addressing, 
flow and error controls, and resolving conflicts among different nodes for 
channel access [52]. Another role that the MAC layer may play is affecting 
how reliably and efficiently data can be transmitted between nodes along the 
routing path. Because of these roles the MAC layer clearly affects the quality 
of service of the overall network performance. Thus, MAC protocols should 
be capable of addressing MAC layer issues in order to provide a high quality 
of service [46]. The functions that should be addressed by MAC layer are as 
follows [52]; 
2.1.3.1 Functions of MAC Protocols. 
 Framing: Assembling data into frames for transmission by appending 
a header field containing addressing information, and the 
disassembling of a received frame in order to extract addressing. 
 Medium Access: Controlling which devices participate in 
communication at given times to prevent collision. 
 Reliability: Ensuring successful transmission between devices and 
allowing retransmissions when necessary. 
 Regulation: Accessing to the shared transmission medium. 
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 Error Control: Controlling the amount of errors present in frames 
delivered to upper layers by using certain methods for error detection 
or correction. 
2.1.3.2 MAC Layer in Wireless Sensor Network. 
Media Access Control in WSN works to enable the successful 
operation of the network and provide the best performance at the lowest rate 
of energy consumption. This is particularly important due to the fact that 
nodes in WSN are battery powered and are assumed to be unattended due 
to their deployment in remote areas. Generally it is impractical to replace the 
exhausted battery, therefore one of the fundamental tasks of the MAC layer 
in sensor networks is to provide significant energy saving opportunities to 
extend the sensor network lifetime [52]. For instance the MAC layer has the 
role of clustering and synchronising the sensor network. In WSN, the MAC 
layer considers the energy efficiency as the primary objective, whilst leaving 
the other performance metrics as secondary objectives. 
2.1.3.3 MAC Layer Protocols for Wireless Sensor Networks. 
In general, the proposed MAC protocols for Ad Hoc wireless networks 
do not work efficiently with sensor networks due to a number of reasons such 
as the limitation of resources being available a sensor node, the multi-hop 
operations of a sensor network, and the different application specific 
requirements. In order to prolong the network lifetime, the energy 
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consumption among sensor nodes should be reduced to an acceptable level 
without degrading the network performance. Because of these new 
requirements, a new generation of MAC layer protocols have recently been 
developed for wireless sensor networks [41]. Researchers from both 
hardware and software perspectives show that most of the energy portion is 
consumed primarily at communication unit (transmissions, receiving, 
listening) [24]. To achieve the required energy efficiency, nodes have to be 
scheduled to set their transceivers to an active state when needed and turn 
them off when they are in the idle mode. The most common approach used 
for this purpose is setting the sensor node hardware in switching between 
high (active) and low (sleep) power states. Putting the node radio to sleep 
mode when it is not needed can dramatically increase a sensor node’s 
lifetime. This is particularly true when the idle mode consumption rate has 
the same order of magnitude as the receiving rate [24]. 
Over the years, the MAC protocols for WSNs that have been 
proposed can be roughly divided into two types: contention based and 
contention free protocols. In the contention-free protocols, time slots are pre-
allocated on the basis of time, code or frequency to individual nodes. In 
actual fact, the energy conservation in this type of sensor protocols is 
achieved naturally because they are collision free. But at the same 
contention free protocols suffer from such time slots being wasted due to the 
need for coordinating the medium access between the nodes regularly. The 
second type is contention-based protocols in which nodes share a common 
 23 
 
channel for communicating to each other. Protocols that share the same 
channel face high collision rate and the nodes are more likely to be idle 
listening.  
In both types contention based and contention free schemes reducing 
the energy consumption is the primary concern whiles the other metrics such 
as throughput, delay and packet loss are left as secondary objectives. We 
are interested in the second class type (contention-based scheme) as our 
developed algorithms are based on this. 
In the literature, there are different ideas that have been applied to 
WSNs aimed around energy efficiency purposes. The most common 
approach used for energy efficiency is the concept of duty cycling (putting 
nodes into listen/sleep states). Duty cycle techniques are used to avoid idle 
listening problems which are defined by [24] as the dominating power waste 
part in the sensor nodes. The main sources of energy waste that have been 
addressed by the S-MAC protocol authors [24] are:  
 Collision: when packets are corrupted due to interference. 
 Overhearing: when a node picks up packets that are destined to 
other nodes. 
 Idle listening: when nodes are listening to receive possible traffic that 
has not been sent yet. 
 Overhead: Refers to sending and receiving packets that are 
considered to be useless data. 
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These issues emerge as designing challenges for developing MAC protocols 
for wireless sensor network. 
2.2 Related Work 
2.2.1 WSNs MAC Protocols 
There has been a wide variety of research on the design and 
implementation of MAC protocols that are explicitly proposed for serving 
WSNs applications. Prolonging the network lifetime to a great extent is a 
common objective of these protocols, since sensor nodes are usually limited 
in power supply. WSN protocols can be classified into contention-based and 
contention-free schemes [9] according to the underplaying mechanism used 
for regulating medium access. Existing contention-based protocols are 
categorized into synchronized and asynchronised approaches. Both 
approaches work on the basis of the duty cycle mechanism in which each 
node puts its radio to active and sleep states periodically.  
 Asynchronous schemes such as B-MAC [53], WiseMAC [54], and 
X-MAC [33] rely on low power listening (LPL). LPL is a technique in which 
nodes periodically check the wireless channel for possible incoming packets. 
If there is no message, the node switches off its radio until the next checking 
time, otherwise, a message is received [9]. When a sensor node has packets 
to send, the node will hold the data packets until the receiver enters the 
active mode. 
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 Nodes under the synchronised scheme specify and coordinate 
their schedules (listen/sleep periods) by periodically exchanging SYNC 
packets for synchronisation, and communicate in the agreed common active 
periods. The well-known proposed protocol that belongs to the synchronised-
based class is Sensor-MAC (S-MAC) which was developed by Ye et al [24]. 
The S-MAC protocol authors use the contention-based approach to avoid 
idle listening by adopting the periodic listen and sleep concept. S-MAC 
studies the characteristics of Ad-hoc wireless sensor networks in terms of 
energy efficiency and also identify the main sources of energy wastage, 
Collision, idle listening, overhearing and control packet overhead. The S-
MAC protocol introduces a new concept for clustering in which no cluster 
head is used for coordinating or managing the clusters nodes.  
A detailed overview of the S-MAC protocol is given in section 
2.2.2. 
This section reviews the works that are closely related to the S-MAC 
protocol.  It mainly focuses on the schemes that adopt the virtual clustering 
concept, contention-based access mechanisms and the duty cycle 
technique.  
In literature, there is extensive research which has been carried 
out on duty-cycled MAC protocols [4 , 5 , 11 , 19 , 31 , 55 , 56 , 57 , 58 , 59 , 
60], for example [5], [57] and [31] try to improve the system performance 
through analysis and the development of mechanisms for controlling the duty 
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cycle to adapt to an estimated value. Other works concentrate on converting 
the network schedules of different clusters to a single schedule [16 , 23 , 29 , 
60]. The aim behind merging the network clusters to a single cluster is to 
eliminate the border nodes which are produced by virtual clustering (nodes 
that follow two or more schedules to work as a bridge between clusters). 
There are a number of schemes that have improved based on the 
main features of the S-MAC protocol, for instance virtual clustering and duty 
cycles which are described as follows: 
Dam et al. [5] developed T-MAC, a contention-based Medium Access 
Control protocol for wireless sensor Networks based on improving the Duty 
Cycle of S-MAC. T-MAC introduced an adaptive duty cycle instead of having 
a fixed duty cycle as in S-MAC by letting the listen interval time end when 
there is no event with a predefined threshold time. Because of this, T-MAC 
achieves a better throughput than S-MAC when the traffic is varied. T-MAC 
reduces idle listening by transmitting all of its messages in bursts of variable 
length, and sleeping between each of the bursts. However, this sleeping 
introduces what is called an early sleep problem which can cause schedules 
to be missed.  
In [57] authors propose a MAC protocol with a dynamic duty cycle called 
DSMAC. The significant idea of this protocol is to improve the duty cycle of S-
MAC by adopting variable sleep intervals while the listening period is kept 
constant, aiming to improve the latency according to the traffic changes. 
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Additional information is added to the SYNC messages to reveal the new duty 
cycle of a node. At the start time, all nodes have the same duty cycle, then 
the duty cycle of a receiver node that has noticed its average latency 
increasing shortens its sleep interval by half (doubling the duty cycle value), 
while the listening period remains constant. In turn, the sender node which 
has received the new sleep announcement checks if its power level is above 
a certain threshold value and still has data destined to the receiver, the 
sender also doubles its duty cycle to match with the receiver duty cycle. 
TEEM [31] is also based on the periodic listen/sleep technique as used 
in the S-MAC protocol in order to save energy. TEEM does not adopt fixed 
duty cycles, instead it makes the duty cycle adaptive according to the traffic 
information. In TEEM, the listen period is designed to consist of Syncdata 
and Syncnodata. The first part of the listen period is proposed to handle data 
while the other part has no data. However, both parts are used for 
synchronisation. Each node listens in the first Syncdata part of its listen 
period whether someone has data to transfer or not. If there is no data in the 
Syncdata part, it will send its own SYNC packet in the Syncnodata part. The 
TEEM protocol combines the SYNC and RTS packets into one packet called 
SyncRTS to reduce control packet overhead. Whenever a node wants to 
communicate with another node, it sends out the SyncRTS packet in its 
Syncdata part. Only the destination node that is addressed in the SyncRTS 
packet starts communicating with the source, while the other nodes 
synchronise themselves with the SyncRTS packet and enter sleep mode. 
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Nodes in TEEM sleep more than that in S-MAC and T-MAC protocols, thus 
the TEEM protocol saves more energy but suffers higher delay. 
One of the main features of the S-MAC protocol is, what are known as, 
the border nodes. These nodes are adopted to multiple sleep schedules and 
have to stay awake longer in order to relay packets between the clusters of 
different sleep schedules. Because of this, border nodes die earlier 
compared to normal nodes. This can cause network holes, which result in a 
disconnected network. There is a lot of work [16 , 23 , 25 , 60 , 61] focusing 
on converting the network of multiple clusters into a single cluster with the 
aim of eliminating the border nodes in order to increase the life span of a 
wireless sensor network.  
The authors in [16] made the nodes of isolated virtual clusters follow 
one schedule to form a single cluster by letting the nodes adopt the most 
common schedule among the merged clusters, for instance the schedule that 
has the highest number of neighbours. The merging process is started when 
the connectivity is established between two or more isolated virtual clusters. 
By the end of the merging process, all the nodes are supposed to share 
exactly the same number active periods (same schedule). The assumption of 
this algorithm is not realistic due to the synchronisation errors associated 
with large clusters.  Also, as the cluster sizes increase, the probability of 
collisions between nodes increases, where all nodes share the active time. 
Finally, the functionality of the network will pause during the merging time. 
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Other algorithm that are also based on enhancing the S-MAC protocol to a 
global schedule is given in [60]. Authors propose the Schedule Unifying 
Algorithm (SUA) to improve the S-MAC protocol by excluding the border 
nodes for the entire network in order to extend the overall network lifetime. 
SUA starts by defining the border nodes, then chooses the schedule with the 
highest synchroniser ID in the schedule table as the target schedule and 
allows the nodes which follow schedules other than the target schedule to 
convert to the target schedule. The membership of a border node that moves 
to another virtual cluster may change due to the merging process. Therefore, 
SUA suggests that, before moving to the target schedule, the border nodes 
should send the information of the target schedule and inform the target 
neighbours about the adoption of the target schedule by the current border 
node. The process of adopting the target schedule is repeated for all border 
nodes. Once all the border nodes convert to a single schedule, the entire 
network will follow the same schedule creating a global unified algorithm. 
The table Table ‎2-1 below gives comparison of the related work in terms of 
Latency, Energy Efficiency and total communication overhead. 
Table ‎2-1: Performance comparsion of related MAC protocols.  
Protocol Latency Energy Efficiency Com. Overhead 
S-MAC High Low High 
T-MAC Moderate Moderate High 
DSMAC Low Moderate Moderate 
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TEEM Low High Moderate 
Global S-MAC Moderate High High 
SUA Moderate Moderate High 
  
2.2.2 S-MAC Protocol Worked Example 
The architecture of S-MAC protocol is built on three main 
components including virtual clustering, periodic listen/sleep (duty cycle), and 
data communication. The description of each of them is detailed hereafter. 
I. Virtual Clustering Process: The S-MAC protocol assumes that at 
the network initialization stage, each node first listens for broadcasted 
SYNC messages from neighbours for a limited time, called the 
synchronisation period. During this time, if a node receives a schedule 
(SYNC massage from a neighbour), it will configure its schedule time 
according to the received one, and then start broadcasting this 
schedule as its own schedule to its neighbours. On the other hand, if a 
node does not receive a scheduled message from its neighbours 
during the synchronisation period, it creates a schedule for itself 
arbitrarily, and announces it by broadcasting it as a SYNC message to 
its neighbours. If the node created its own schedule and announces 
this schedule, it later receives a schedule message from any of its 
neighbours; in this case there are two approaches for this node to 
take:  
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a) The node will check its neighbours availability - if no other 
neighbour is available, it adopts the new schedule and starts 
following it after it discards its current schedule. This will lead 
the node to join the existing schedule instead of creating a new 
one.  
b) If the node has one or more neighbours available. It has to 
follow both its own and the neighbour schedules by waking up 
at the active time for both schedules. Since these nodes wake 
up more frequently, they consume more energy due to the fact 
that they are used as a bridge for the communications between 
clusters. Nodes that follow multiple schedules are called border 
nodes because they are located in the borders between 
clusters.  
The overall shape of the whole network after completing the virtual 
clustering process is depicted in Figure ‎2-2.  
II. Periodic Cycling: Idle listening time is defined as the most power 
consuming source in ad hoc sensor networks as addressed by [24]. 
The S-MAC protocol puts nodes into periodic listen and sleep states 
to avoid idle listening. The basic concept of this scheme is to let nodes 
go to sleep the majority of the time and wake up at certain times for 
short periods to sense and report events that could happen. 
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Figure ‎2-2: Virtual Clustering Scheme for Wireless Sensor Network. 
 
In S-MAC, a frame is represented as a complete cycle time of listen and 
sleep intervals as described in detail in Figure ‎2-3. The listen interval is 
divided into two parts. The first one is proposed for broadcasting and 
receiving the SYNC packets, which is used for carrying the schedule to 
neighbours to keep them synchronised. The SYNC period is a short time 
interval designed to handle one SYNC packet. SYNC packets are 
broadcasted without any agreement between nodes using RTS and CTS 
handshaking mechanism. The second part used for data communications. 
This part is further divided into sub-parts, the first one for sending the RTS 
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packet and the second sub-part is for receiving the CTS packet. S-MAC 
assumes data transmissions start after a successful exchange of RTS and 
CTS messages. Data transmission extends to the sleeping duration as well, 
if required. 
Active Period
Sleep Period
In this period all nodes of the same cluster
are ON and start establishing communication
 if necessary
SYNC
Exchange RTS & CTS
Starting DATA Transmission
Only nodes have to send or receive 
data remain active during this period
 Cycle Time
Duty Cycle
Listen ListenListen Sleep SleepSleep
Time
 
Figure ‎2-3: S- MAC Duty Cycle Structure Details. 
 
III. Data Communication Phase: The S-MAC protocol inherits the 
majority of the functions of IEEE 82.11 DCF [62]. In addition to this, 
there are some modifications that have been made by S-MAC to the 
communication part, for instance solving the overhearing problem. 
Simply by letting nodes that overhear RTS or CTS packets which is 
not the designated to go to sleep for the time needed for data and 
ACK packets duration which included in the duration filed of RTS/CTS 
packets. S-MAC also reduces the communication overhead by 
transmitting the data as bursts, where messages are divided into 
fragments, and sending them using only one RTS and CTS reserve as 
the medium for all of the fragments. For collision avoidance, S-MAC is 
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similar to IEEE802.11; it uses both physical and virtual carrier 
sensing. 
2.2.3 S-MAC Protocol Delay Analysis  
There are several delay components in the WSN model. The most 
commonly used components are: Transmission delay, which is a function of 
the packet’s length over the transmission rate; queuing delay, which can be 
defined as the time that each job spends in the queue waiting to be 
processed; propagation delay is determined by the distance between the 
source and destination nodes; back-off delays are caused by collision or 
another transmission that has taken place; processing delay is the time 
needed by the node for processing before it is sent again; carrier sense 
delay is the time consumed by the virtual and physical carrier sense; In 
addition, there is sleep delay which is caused by the sleeping of the receiver, 
so the sender waits until the wake up of the receiver.  
In [24] there are several assumptions that have been made to 
make the analysis of S-MAC latency more feasible. In particular, the traffic 
was assumed to be very light and the packet size is fixed, as a result, the 
transmission delay is also fixed. In addition the distance between two 
communicating nodes is very small. According to these assumptions, both 
the propagation delay and the queuing delay were assumed to be zero.  This 
means that only the carrier sense delay, was assumed to be random and 
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means that the 𝑡𝑐𝑠 transmission delay and sleep delay were taken into 
consideration. 
The author concludes that, for the MAC protocol without sleep 
delay, the average delay over 𝑁 hops is: 
𝐸[𝐷(𝑁)]  =  𝑁(𝑡𝑐𝑠  +  𝑡𝑡𝑥)                  Equation 2.1 
Assuming that all nodes along a path follow the same sleep 
schedule, the average delay for S-MAC with sleep delay 𝑡𝑠,𝑛 for the n
th hop is: 
𝐷𝑛  =  𝑡𝑠,𝑛  +  𝑡𝑐𝑠,𝑛  +  𝑡𝑡𝑥                 Equation 2.2 
In S-MAC without adaptive listening, contention only occurs at the 
beginning of each frame. After receiving a packet, the node has to wait until 
the wake up of the next hop node (i.e. the beginning of the next frame). The 
frame time 𝑇𝑓 of listening and sleeping can be expressed as: 
𝑇𝑓  =  𝑡𝑐𝑠,𝑛−1  +  𝑡𝑡𝑥  +  𝑡𝑠,𝑛                 Equation 2.3 
In this case, the sleep delay at hop 𝑛 can be: 
𝑡𝑠,𝑛  =  𝑇𝑓  − (𝑡𝑐𝑠,𝑛−1  +  𝑡𝑡𝑥)                                                     Equation 2.4 
 
Substituting 𝑡𝑐𝑠,𝑛 Equation 2.2 in yields: 
𝐷𝑛  =  𝑇𝑓  +  𝑡𝑐𝑠,𝑛  −  𝑡𝑐𝑠,𝑛−1                            Equation 2.5
  
This expression is applicable to all 𝑛 values except (𝑛 = 1), i.e. the 
calculation of 𝑡𝑠,1, because in this case, a packet can be generated at any 
time within a frame (i.e. at a random time). By assuming this time to be 
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uniformly distributed in the range [0, 𝑇𝑓], the corresponding mean value 
is 𝑇𝑓/2. Thus in order to calculate the overall delays, the author expressed 
this as:            𝐷(𝑁)  =  𝐷1  +  ∑ 𝐷𝑛
𝑁
𝑛=2  
= ts,1 + (N-1) Tf + tcs,N + ttx                                     Equation 2.6 
Consequently, the average latency of S-MAC without the feature 
of adaptive listening over 𝑁 hops is: 
𝐸[𝐷(𝑁)]  =  𝐸[𝑡𝑠,1  +  (𝑁 + 1)𝑇𝑓  +  𝑡𝑐𝑠,𝑁  + 𝑡𝑡𝑥]  
 =  𝑁𝑇𝑓  −  𝑇𝑓/2 +  𝑡𝑐𝑠  +  𝑡𝑡𝑥                 Equation 2.7 
 
Figure ‎2-4 depicts the end-to-end delay of the basic S-MAC protocol 
produced via simulation against the analytic solution against the varying 
number of hops.  
 
 
Figure ‎2-4: Basic S-MAC protocol End-to-End delay with respect to number of hops. 
 
0
2
4
6
8
10
12
1 2 3 4 5 6 7 8 9 10
D
e
la
y
 
Hop Number 
Basic S-MAC End-to-End Delay  
Simulation
Analytical
 37 
 
The produced curves are almost identical which reflect the confidence in the 
simulated S-MAC protocol.  
Assuming that 𝑖 has data to send to 𝑗, it will wait for the wake-up 
time of 𝑗, and then it performs the carrier sense to send its data. In the phase 
of RTS/CTS exchange, between nodes 𝑖 and 𝑗, the next hop, node 𝑘, will 
also listen and overhears the 𝑗’s CTS packet. 
Thus, node 𝑘 will be aware of the transmission end time between 
the nodes 𝑖 and 𝑗. Afterworlds, the 𝑘 node will wake up immediately 
according to the adaptive listen scheme. At the same time, node 𝑗 is able to 
start the carrier sense process to communicate with node 𝑘. 
The carrier sense delay 𝑇𝑐𝑠 is a random value within the data 
contention window size for each hop, thus we can use its mean value as 
𝐶𝑊/2 for each hop. Also, because the packet length is assumed fixed, the 
transmission delay is fixed as well at each hop and its mean value is denoted 
by 𝑇𝑡𝑥. As a result, the delay at hop (𝑛 + 1) is: 
 
𝐷𝑛+1  =  𝑡𝑐𝑠,𝑛+1  +  𝑡𝑡𝑥                                      Equation 2.8 
 However, node 𝑙 is two hops away from node  𝑗, so it will not 
overhear 𝑗’s CTS. Thus, it will not wake up after the termination of the 
transmission between the pairs (𝑖 𝑡𝑜 𝑗) and (𝑗 𝑡𝑜 𝑘). 
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The delay on hop (𝑛 + 2) can also be expressed by an equation 
Equation ‎2.1. To this end, the sleep delay occurs at the 𝑁 hops in S-MAC 
with adaptive listen. To calculate latency over 𝑁 hops: 
𝐷(𝑁)  =  𝑡𝑠,1 + 𝑡𝑐𝑠,1 + 𝑡𝑡𝑥 + 𝑡𝑐𝑠,2 + 𝑡𝑡𝑥 + 𝑡𝑠,3 +  … + 𝑡𝑐𝑠,𝑁−1 + 𝑡𝑡𝑥 + 𝑡𝑐𝑠,𝑁 + 𝑡𝑡𝑥 
Tf  =  tcs,n  +  ttx  +  tcs,n+1  +  ttx  + ts,N+2                        Equation 2.10 
 
               Thus the average latency over 𝑁 hops for adaptive listen S-MAC is: 
𝐸[𝐷(𝑁)]  =  𝑇𝑓/2 +  (𝑁/2 − 1) 𝑇𝑓  + 2 𝑡𝑐𝑠  +  2 𝑡𝑡𝑥  
=
𝑁𝑇𝑓
2
+  2𝑡𝑐𝑠  +  2𝑡𝑡𝑥  −
𝑇𝑓
2
                Equation 2.11 
 
Figure ‎2-5 depicts the end-to-end delay of per hop S-MAC protocol produced 
via simulation against the analytic solution. 
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Figure ‎2-5: The Adaptive S-MAC protocol End-to-End delay with respect to the number of 
hops. 
 
2.2.4 MAC Protocols for Ad-Hoc Networks  
Before describing the most popular MAC protocol used for Ad-Hoc 
networks, IEEE802.11 with the Distributing Coordination Function (DCF), a 
brief introduction to the mechanisms that the IEEE802.11 is based on will be 
given here. These schemes were developed one on the other until reach 
IEEE802.11 starting by Carrier Sense Multiple Access with the Collision 
Avoidance (CSMA) scheme, [63] then the  Medium Access Collision 
Avoidance (MACA) scheme [64], and the MACAW scheme [65]. The 
description of those approaches is explained in more detail hereafter. 
The carrier sense medium access with collision avoidance 
(CSMA/CA) is one of the medium access mechanisms in which all of the 
nodes contend for the medium randomly. A brief handshaking mechanism 
between the sender and the receiver is introduced by the CSMA/CA. A node 
has data to transmit; it sends the Request-to-send packet (RTS) to the 
intended receiver. If the receiver is free to receive the data, it replys with 
Clear-to-Send (RTS), allowing the sender to start sending the data to the 
intended receiver. The purpose of the RTS-CTS handshake is to make an 
announcement to the neighbours of both the sender and the receiver that 
there is communication progressing in this region. Nodes that have 
overheard these control packets back-off their transmission for a while in 
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order to reduce the probability of data collisions. However, the CSMA 
scheme does not manage to solve the problem of contention between 
nearby neighbours in a complete way. The CSMA scheme induces the 
hidden node and exposed node problems as shown in Figure ‎2-6 and 
Figure ‎2-7, respectively. 
 
a c b
 
Figure ‎2-6: Hidden terminal problem: Node b is hidden from  node a. 
 
As illustrated by Figure ‎2-6 the hidden node problem occurs because node B 
is hidden from node A. This is simply because of the fact that they are out of 
the inference range of each other and, thus, they cannot be aware of their 
running transmission.    
For the exposed problem, node C is within the range of the transmitter and 
thus it is prohibited from accessing the medium unnecessarily, as explained 
in Figure ‎2-7. 
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a b c
Tx Cannot Tx
d
 
Figure ‎2-7: Exposed terminal problem. Node c is blocked unnecessarily by node a’s 
transmission. 
 
According to the CSMA/CA algorithm, the neighbour nodes of both the 
sender and the receiver can be aware of any communication that take place 
between a pair of nodes because of the use of the RTS-CTS handshaking 
technique, though the nodes do not know how long this communication will 
last. This leak is addressed by the MACA by adding a duration field in both 
the RTS and CTS packets indicating the amount of data that needs to be 
transmitted. Nodes that overhear the control packets (RTS and CTS) can 
decide how long they should back-off. 
Other improvements based on the CSMA/CA and MACA algorithms 
are proposed by [65] under the name MACAW. In this type, the receiver 
nodes acknowledge successful data received by adding an acknowledgment 
packet after data frames. The sequence of the handshaking is enhanced 
from the RTS-CTS-Data to the RTS-CTS-Data-ACK.  
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As we stated above, the IEEE 802.11with Distributed Coordination 
Function (DCF) [66] inherits the features of the handshaking technique which 
was developed in [63 , 64 , 65]. Also, IEEE802.11 develops some new 
enhancements, such as the network allocation vector (NAV) counter, which 
is used as a virtual carrier sense. The NAV counter records the time nodes 
must back off due to a channel being busy with other nodes. Nodes cannot 
send anything unless their NAV value is zero, which indicates that there is no 
communication running in the neighbourhood area. The other enhancement 
proposed by IEEE802.11 is that it priorities the medium access using the 
inter-frame-spacing (IFS) back-off timer for collision avoidance. There are 
three different types of IFS used in access priorities: short IFS, used between 
the control and data packets of the same transmission; the Distributed IFS, in 
which the transmitter must wait for an interval time for a channel to be idle 
before it can start to transmit. To give the on-going transmission priority over 
the new communication, IEEE802.11 defines the value of SIFS less than that 
of the DIFS interval time. Also, IEEE802.11 adds the fragmentation support. 
Long messages are divided into number of fragments before they get sent. In 
case any fragments collide, there is no need to send the whole message, 
only corrupted fragments can be retransmitted again. 
2.2.5 Multiple Concurrent Transmission 
Most of the algorithms that proposed with the goal of increasing the 
concurrent transmission opportunities are based on the idea of synchronising 
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the transmission of long messages with short messages. For example, the 
Parallel-MAC (P-MAC) protocol [67] proposed for transmitting a short packet 
together with a long packet in a concurrent approach by applying the 
RTS/CTS/DATA/ACK four-way handshaking procedure for long packets and 
the DATA/ACK two-way handshaking procedure for short packets, 
respectively. Once the long DATA packets transmission starts between two 
nodes, a and b, node c can commence the short Data transmission to node d 
directly, without using the RTS/CTS exchange. 
The other algorithm that shared the idea of synchronising short 
messages with long messages is EMAC [68]. EMAC is based on the feature 
of the fragmentation support mechanism used by the IEEE802.11 protocol. 
The EMAC scheme synchronises its transmission with the segments of the 
existing long packet. 
MACA-P scheme [69] is more relevant to the proposed scheme than 
other schemes presented above. MACA-P was proposed with the goal of 
enhancing the mechanism of the IEEE802.11 DCF protocol in the manner of 
allowing multiple transmissions in parallel at the same time, as long as it 
does not affect the basic mechanism used in IEEE802.11 for collision 
avoidance. Essentially, MACA-P enhances the 4-way handshake followed in 
IEEE802.11 to allow for parallel communications. MACA-P concludes that to 
make a MAC layer support parallel transmissions it should work on the 
assumption saying that neighbour nodes can working in parallelism if they 
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are either both transmitters or both receivers. In Ad Hoc networks, there is no 
synchronisation coordination between nodes. Thus, in order to achieve 
successfully scheduled transmission, MACA-P Inserts a control gap between 
the RTS/CTS exchange and the subsequent DATA/ACK exchange, as extra 
information is added to RTS and CTS packets of the first pair of nodes agree 
to communicate. The aim of the control gap is to allow: 
 Other neighbouring pairs to exchange their RTS/CTS packets within the 
control gap period suggested for the first pair, and 
 Subsequent pairs to align their DATA/ACK transmission time with that of 
the first pair. 
The aim of MACA-P is to concurrent data frame transmission in 
order to increase the system throughput. 
Since the MACA-P protocol was developed for the Ad hoc network, the 
synchronisation between the pairs of nodes is not always possible, in 
particular when the time between the first pair transmission and the second 
pair transmission is longer than the proposed control gap between RTS/CTS 
and DATA/ACK. In actual fact, these protocols aim to concurrent the data 
packets transmission while control packets like RTS and CTS are transmitted 
normally. In other words if the second transmission happens after the control 
gap time (with or after starting DATA transmission) of the first pair, the 
parallel transmission will not be possible. One of the main disadvantages of 
concurrent schemes is the varied control gap that is proposed to synchronise 
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more than one transmission could result in latency due to making a 
transmission wait to be synchronised with other transmissions. 
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Chapter 3.  
SIMULATION METHODOLOGY 
3.1 Introduction 
This chapter describes the methodology used for the 
implementation and evaluation of the work presented in this thesis. 
Generally, there are three main techniques used for analysing and evaluating 
the performance of wireless sensor networks: the analytical method, the 
computer simulation, and the test-bed measurement. However, many 
constraints are imposed on sensor networks such as energy limitation, 
synchronisation leak and density. These issues and others besides 
necessitate for rechecking the design before it is optimised for a specific 
hardware platform [70]. Developing, testing, and evaluating network protocols 
through computer simulation is a cost-effective method for testing the 
complete behaviour of the system and then assessing the appropriateness of 
the sensor network components before deployment takes place, i.e. it is not 
always applicable to adapt a large number of nodes in order to study the 
different factors of concern. Simulators can play significant roles to simplify 
the development process of a protocol or algorithm for a particular WSN 
application in the field of interest. Recently, several simulation tools have 
been developed specifically for WSNs, [70 , 71 , 72 , 73 , 74 , 75 , 76]. The 
goal of these simulators may be different to each other, where some consider 
 47 
 
the generic details while others might use it to model and simulate high 
details.  
3.2 Computer Simulation  
The simulation methodology used here has gone through three stages. In the 
first stage, understanding the exceptional properties of the WSN environment 
is covered; such properties are synchronising a large dense networks. The 
second stage is identifying the performance metrics used for evaluating the 
proposed approaches in comparison with some other relevant protocols. 
Finally, in the third stage, it emphasises on the implementation of the 
proposed algorithms, including Parallel S-MAC (PS-MAC), Adaptive Border 
Nodes MAC (ABN-MAC) and Overlapped Schedule Sensor MAC (OLS-MAC) 
schemes as shown in  
Figure  3-1. 
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Figure ‎3-1: NS-2 Simulation architecture with proposed approaches added. 
3.2.1 NS-2 Simulator  
The proposed approaches are implemented using the network 
simulator NS-2 [77], which runs in the Ubuntu 10.04 Linux platform. NS-2 is 
an object-oriented discrete event simulator designed specifically for analysing 
computer networks. NS-2 was originally designed by UC Berkeley [78] as a 
part of the VINT project. It is an open source simulator developed in the 
C++/C and Object Tool command (OTCL) languages.  The library and 
protocols are created using the C++ language, while the required simulation 
environment is addressed by the OTCL language. The simulation 
environment and the necessary parameters are set up using the TCL script, 
which is used as an interface for the NS-2, as illustrated in Figure ‎3-2.  
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Figure ‎3-2: Simplified User's View of NS-2 
 
The purpose of NS-2 is to simulate various types of wired/wireless 
local and wide area networks. It supports a wide range of protocols, traffic 
source behaviour, router queue management mechanisms and many other 
networking requirements. Therefore, NS-2 has become a famous network 
simulator tool for a large number of academic institutes and researchers, and 
is considered as the prototype of network simulation in research studies. 
3.2.1.1 Why NS-2 
We have chosen NS-2 to carry out our research based on several 
factors, which credit NS-2 as the best tool for academic research in the field 
of networking. Firstly, it has been used widely by the research community for 
many years, and has become the most trusted tool among all the network 
simulators. Furthermore, some researchers consider it as a reference 
simulator [79]. Secondly, NS-2 provides great flexibility in studying the 
characteristics of WSNs as it includes flexible extensions for WSNs. Such 
 50 
 
energy models represent the energy consumption at different modes, 
including idle, sleep, transmission and reception states.  Since NS-2 is an 
open source system, there are many free resources available online. Finally, 
it supports many specific WSN protocols such as directed diffusion [80], 
IEEE802.15.4 [81] and SMAC [24].  
3.2.1.2 Complexity of NS-2 
Despite the advantages of the NS-2, it still has some limitations 
[79] in certain aspects: (1) NS-2 is an open source, substantial parts have 
been built by individual developers. Thus, it is not easy to understand all it 
inherits between classes. (2) There are known and unknown bugs in some 
models. (3) Combining the C++ code with OTCL scripts makes it difficult to 
use. (4) Finally, NS-2 is not a powerful tool for analysing the obtained 
simulation results in a visual way. 
3.3 Software and Computer Resources 
 The TCL scripts are used for simulating the proposed 
approaches, producing an output trace file which is read by the AWK 
scripting language, and text processing in order to capture the information 
that is used in the performance metrics calculation, including energy 
consumption, throughput, delay, the packet loss rate and communication 
overhead, as illustrated in Figure ‎3-3. Additionally, Gun-plot graphics, open 
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office and Microsoft excel are used for statistical analysis of the resulting 
data. 
TCL Script
Output Trace 
File
AWK Script
Performance Metrics
 
Figure ‎3-3: Link the NS-2 used scripts. 
 
3.4 Simulation Setup 
We have simulated the proposed schemes under the Network 
Simulator NS-2 version 2.34, the latest version released at the time of 
implementation. There are different topologies which were used to imitate 
sensor network applications including tandem, grid and random layout 
topology. Nodes are uniformly distributed for both grid and random scenarios. 
All sensors transmit at the same power level and hence have the same 
transmission range, 250 metres. The used traffic source is CBR, with the 
packet size varying between 50 and 250 byte. Both of the versions, Basic 
and Adaptive, of the S-MAC protocol are used for validating the proposed 
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approaches. In our simulations, each node in the simulation scenario starts 
with a fixed amount of energy (10000 Joules) according to the simulation 
time. To explore the behaviour of the energy consumption at each radio 
state, we record the remaining amount of energy in each node in the trace 
file that is generated by the NS-2 during the running time. In addition to this 
energy calculation, the trace files are used to extract the performance metrics 
of interest including the average system throughput, the average system 
delay, the packet loss ratio and the communication overhead. The simulation 
time is set to a minimum of 10,000 seconds and is raised up to 100,000 
seconds.  
3.4.1 Simulated Network Topologies 
This section presents the topology scenarios that are used in our 
experiments. Ad-hoc networks (MANTs) are used as the topology 
environment to simulate the proposed approaches. Generally, network 
topology refers to the way in which nodes are connected to each other: 
tandem, random and grid. A topology consists of a collection of nodes 
(normal and sink), links between these nodes, and the dimension of the area 
deployment. We assumed a rectangle topology with an area of 2000m X 
2000m uniformly distributed for random and grid topologies. Two nodes can 
form a direct connection if the distance between them is less than the 
maximum node transmission range. In this research we have created three 
different scenarios: linear, random and grid topology, and a varying number 
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of nodes, from 11 to 200, with multiple sources and destinations in some 
cases. Linear topology in Figure ‎3-4 was used to examine the behaviour of 
the network in terms of the number of hops between the sources and their 
sinks.  
1 2 10 113
Source Sink
m m m
 
Figure ‎3-4: m-hop tandem network with one source and one sink. 
 
 
In the grid scenarios, nodes are placed in equal distance (m), 
according to uniform distribution, in order to evaluate the network under the 
assumption of a typical situation. Varied dimension n X n nodes were used. 
Sinks are located at the corners, as shown in Figure ‎3-5.  
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Figure ‎3-5: Simulated grid topology in n x m dimensions with multiple sinks. 
 
To make the analysis more realistic and practical, we went for 
random topologies shown in Figure ‎3-6, that were generated using two 
spread scenario generators, called NSG2 and GI-ITM [1], in addition to our 
Java program, which programmed with the desired input parameters like the 
cluster length (number of hops h), the point of synchronisation start (S), and 
the number of clusters (C). 
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Figure ‎3-6: Random topology of 100 nodes deployed in 2000m x 2000m. 
 
3.4.2 Used Routing Protocol 
In order for data packets to be sent from one node to another 
node, a connection must be established between these nodes. In this 
research we used two routing mechanisms -  the NOAH [82] agent and the 
DSR [83] protocol. NOAH is a wireless routing agent supporting direct 
communication between nodes in a multi-hop fashion. NOAH is quite suitable 
for the cases in which the routing header is not required to be included in the 
performance metrics calculation. Because there is no routing overhead 
involved in drawing the paths between the wireless nodes, NOAH instead 
uses static or manual defined routing paths. The Dynamic Source Routing 
(DSR) protocol is well-known in Ad-hoc network fields because of its simple 
and efficient design. DSR is designed to be completely self-organizing and 
self-configuring. The operation of DSR is based on two main concepts - route 
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discovery and route maintenance. Wireless nodes under DSR cooperate 
together to forward packets for each other to support a multiple hop 
communication style. This leads the nodes to dynamically discover the route 
between the source and destination nodes across multi-hops. The selection 
of the DSR protocol for simulating the proposed approaches in this research 
is due to DSR having some input parameters which can be tuned to make 
the process of establishing the desired route compatible with the MAC 
schemes that are based on the periodic listen/sleep concept, such as the 
maximum time between route requests, the length of one back-off period, 
and how long a packet can live in a send-buffer. 
3.4.3 Constant-Bit-Rate Traffic Service  
Network traffic of the simulated scenarios in this thesis was 
generated using constant bit rate (CBR) traffic sources. CBR is a traffic 
service that is used for generating data packets according to a deterministic 
rate. In order to manage transmitting at a constant bit rate, CBR reserves a 
static amount of bandwidth continuously for the lifetime of the connection 
between the source and destination.  
The algorithms proposed in this research focus on reducing 
energy consumption by putting sensor nodes into periodic listen/sleep states. 
This concept can serve a wide variety of applications, in which data is 
generated on a periodic time base, such as target detection. Thus, the data 
traffic modelled as the CBR traffic is managed by the User Datagram 
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Protocol (UDP) [84] as its transport protocol because it is a simple and 
connectionless protocol. 
3.4.4 Used Energy-Model 
Energy efficiency is another major factor that influences WSNs. 
Therefore, NS-2 provides an accurate per-node estimate of power 
consumption during the simulation time. Whenever the radio state changes, it 
updates the energy model by subtracting the consumed amount form the 
total value of the remaining energy in the node. This detailed tracing is 
important for the sensor network designers, where they can use it to obtain 
accurate and dependable power consumption figures for the wanted 
applications before deployment in real environments. Four possible states for 
energy consumption have been defined in NS-2: transmission, receiving, idle 
and sleep. The first two states are represented by the node in the 
transmission and reception mode respectively, the idle state represents the 
node when waiting for possible traffic, and the sleep state is a very low power 
state in which the node can neither receive nor transmit. The power usage 
values for the different radio modes have been defined as “used” in [24] and 
[85].  
The energy usage details are given in the trace file for each node. 
The details represent the level of the energy remaining in every node. It also 
gives the energy usage of every single activity that consumes energy, 
including transmission, receiving and sleeping.  
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Table ‎3-1: Radio power consumption for each radio mode. 
Radio State Power (mJ) 
Sleep 0.015 
Idle 14.4 
Transmitting 36.0 
Receiving 14.4 
Transition from sleep to idle 0.05 
 
3.4.5 Node Radio Parameters  
The radio parameters used by the NS-2 simulator for simulating the 
proposed approaches throughout this thesis are kept at default values, which 
are corresponding to the 914MHz Lucent WaveLAN DSSS radio interface:   
 The used antenna is Omni-directional and 1.5 metres in height. 
 The physical layer is set to 914-e+6 in frequency.  
 The prorogation module is the TwoRayGround module.  
 The transmission range is 250 metres. 
 The carrier sensing range is 550 metres. 
3.5 Identifying the Performance Metrics 
WSNs have their own parameter characteristics which influence 
the performance of the sensor network directly, including the number of 
sensor nodes, the topology, the energy management model, and the traffic 
pattern of the phenomena. The network performance matrices which are 
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considered in the simulation for the analysis of the networks’ behaviour under 
the proposed approaches are: 
3.5.1 Mean End-to-End Delay  
End-to-end delay is measured by the time interval taken by packets 
from the time of generating 𝑡𝑠
𝑖  to the time the packet has successfully reached 
the destination 𝑡𝑟
𝑖 , including delays caused by buffering, queues, 
retransmission delay propagation time, and transfer time as shown in 
Equation 3.1. The proposed algorithms as well as comparisons schemes are 
based on the periodic sleep mechanism, which cause more delay, called 
sleep delay. Thus, end-to-end delay is considered as one of the main 
matrices used for evaluating the algorithm performance. The average end-to-
end delay 𝑊 is defined as the total end-to-end delay divided by the number of 
successfully delivered messages 𝑚 ,as expressed below [86]: 
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                                                                      Equation 3.1 
3.5.2 Average Energy Consumption  
Energy consumption is the primary concern for most of the wireless 
sensor networks due to its effect on the network lifetime. Each 𝑖 node has 
different types of energy usages used for the consumption calculation 
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including the transmission power 𝐸𝑡𝑥
𝑖  , the receiving power 𝐸𝑟𝑥
𝑖  , the idle 
listening power 𝐸𝑖𝑑𝑙𝑒
𝑖 , and the sleeping power 𝐸𝑠𝑙𝑒𝑒𝑝
𝑖 . 
  We evaluate the proposed schemes in terms of two metrics 1) the 
average of the total energy consumed by the whole network and 2) the mean 
energy consumption per network throughput in bytes. The former metric is 
calculated by extracting the value of the consumed energy from the trace file 
for each node 𝑖 that has accumulated over the time and is divided by the total 
energy by the number of nodes 𝑁 as expressed by Equation 3.2 below. 
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                               Equation 3.2 
While the later power metric is expressed as the total amount of 
energy consumed divided by the network throughput in bytes as given by 
Equation 3.3. 
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                               Equation 3.3       
 
3.5.3 Throughput  
Throughput is a measurement of how quickly data information 
flows across the channel or a network. Alternatively, we can define it as the 
amount of data transferred successfully over a link from a source to a 
destination in a given period. Throughput is a key measurement of the quality 
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of a wireless data link, but not in sensor networks where most properly 
considered as secondary factor depends on the application [87]. Throughput 
can give a comprehensive idea about the network performance as it is 
affected by many factors, including the efficiency of collision avoidance, 
channel utilisation, latency and control overhead. The calculation of the 
average total throughput  𝑇ℎ is simply the number of received packets 
𝑃𝑟 multiplied by the packet size (8 bytes) and divided by the simulation time 
(time of generating first packet 𝑡𝑏 - time of receiving the last packet  𝑡𝑎) as 
illustrated in Equation 3.4. 
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                                                                     Equation 3.4 
3.5.4 Packet Loss Ratio 
Packet loss is expressed as a ratio of the number of packets lost 
𝑃𝐷 to the total number of packets transmitted 𝑃𝑠 as given in Equation 3.5. 
There are many reasons behind packet losses including interference, queue 
overflow and collisions. Packets lost can result in highly noticeable 
performance degradation.  
𝑃𝑙 =  
𝑃𝐷
𝑃𝑆
                                                                           Equation 3.5 
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3.5.5 Communication Overhead 
Overhead refers to the used resources like time, power and 
bandwidth to transmit control packets. Synchronising a large scale of sensor 
networks in an ad-hoc fashion requires a considerable number of 
synchronisation (SYNC) packets. This kind of communication is called 
communication overhead. Minimizing the number of used control packets 
without affecting the synchronisation process is the desired property for the 
reason of saving system resources like energy and channel utilisation. 
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Chapter 4.  
OVERLAPPED SCHEDULES MAC ALGORITHM 
4.1 Introduction  
Periodic listening and sleep (duty cycle) organize the network into 
clusters and maintains the synchronisation are the main attributes 
considered for designing a new medium access control (MAC) algorithm 
called Overlapped Schedules MAC (OLS-MAC). In addition, the OLS-MAC 
algorithm is designed with three main input parameters: the starter point, the 
number of hops per cluster and the overlap ratio between clusters. Energy 
efficiency is accomplished in the OLS-MAC by adopting duty cycle schemes 
by means of putting the node radio transceiver into periodic listen/sleep, 
which is an effective mechanism for saving energy and extends the network 
lifetime [24].  
The OLS-MAC algorithm portions the network into clusters 
initiated by a starter node, that can be the sink for instance. All nodes of the 
same cluster follow the same schedule and communicate in peer-to-peer 
modes. The schedules of different clusters are not exactly the same but 
sufficiently overlap to make communication between these clusters more 
feasible and with less delay. In the design of the OLS-MAC algorithm, a 
small shift time is introduced between the adjacent clusters which are used 
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to avoid the synchronisation errors, i.e. clock drift which is accumulated at 
each hop over time. OLS-MAC adopts the virtual clustering concept in which 
no cluster head is involved in order to be scalable to a large number of 
distributed sensor nodes. In actual fact, the OLS-MAC algorithm aims to 
generate connected overlapped clusters with a constant depth (number of 
hops) that covers the entire sensor network without having border nodes as 
a bridge between clusters.  
Through analysis and simulation experiments, we show how to 
select the different values of the parameters to achieve the clustering 
process objectives with central synchronisation. Moreover, the results show 
that the OLS-MAC algorithm incurs low overhead in terms of broadcasted 
SYNC messages used for network synchronisation, and produces controlled 
sized clusters, which allows distributing the load evenly over the different 
clusters.  
4.2 OLS-MAC Design 
4.2.1 Algorithm Overview 
In this section, we present our scheme termed, Medium Access 
Control, with Overlapped Schedules (OLS-MAC) for wireless sensor 
networks. The algorithm aims to prolong the lifetime wireless sensor 
networks using the duty cycle technique, where sensors alternate between 
sleeping and awaking periods. During the sleeping period, there is no energy 
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consumption due to communication. However, the OLS-MAC algorithm has 
to ensure the awaking period of sensors sufficiently overlaps in order to 
allow nodes to communicate with each other. Saving energy using the duty 
cycle concept requires to fulfil the number of concerns, as explained in 
Figure ‎4-1. 
Energy 
efficiency  
Duty Cycle
Clustering
Scheduling
Synchronization
Requires 
Requires
Requires
Requires 
 
Figure ‎4-1: Water-follow diagram for energy efficiency requirements. 
 
The solution presented by the OLS-MAC algorithm divides sensor 
nodes into clusters. This construction is initiated by a starter node, that can 
be the sink for instance. All nodes in the same cluster follow the same 
schedule for the awaking period. The schedules of two neighbouring clusters 
are not exactly the same but sufficiently overlap to allow communication 
between these clusters. The shift time introduced between the adjacent 
clusters is used to avoid the synchronisation errors, i.e. clock drift which is 
accumulated at each hop over the time. The clock drift means that the local 
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clocks of nodes could drift away from each other. Other advantages are that 
there is no node in the network that follows more than one schedule. This is 
a good feature since a node following two or more distinct schedules dies 
much sooner than a node following only one schedule. 
4.2.2 Algorithm Assumptions 
Let’s assume that all nodes are homogeneous and that they are 
stationary. All sensors transmit at the same power level, and hence, have the 
same transmission range. Data typically flows from the source nodes to the 
sink, while data flowing from the sink to the sources is much less frequent. It 
is also assumed that nodes are organised to form a hierarchical tree rooted 
at the sink node, and use an underlying CSMA (Carrier Sense Multiple 
Access) MAC protocol for the communication, where all the communication 
share a single wireless channel. A link can be established between a pair of 
nodes, but only if they are within the transmission range of each other. The 
communication between neighbour nodes occurs in communication periods, 
which are repeated periodically. Each communication period includes an 
active interval, during which nodes communicate by using the underlying 
MAC protocol, and a silence interval during which nodes turn their radio off to 
save energy. We refer to any two nodes that have a link as one-hop nodes.   
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4.2.3 Definitions and Notations 
A Sensor network can be represented as a graph  𝐺 =  (𝑉, 𝐿) 
where 𝑉 the set of nodes and 𝐿 is the links between nodes. 
There is a link 𝐿𝑢, 𝑣 between any two nodes 𝑢 and 𝑣 if node 𝑣 lies 
in the transmission range of 𝑢 and vice versa. 
The immediate nodes of node 𝑢 are the set of nodes 𝐼(𝑢)  =
 {𝑣 | (𝑢, 𝑣)  ∈  𝐿 }. 
The number of hops between node 𝑢 and node 𝑣 ℎ𝑢, 𝑣 is the 
minimum number of links in the 𝑢 − 𝑣 path. 
Let’s define a cluster 𝑖 𝛱𝑖 as a set of nodes that has a common 
schedule ϒ𝑖. The cluster 𝛱𝑖 has a starter node(s), {𝑢𝑗,0
𝑖 } where 𝑗 is the index 
of the starter nodes in cluster 𝑖. 
Let’s define the node {𝑢𝑗,𝑙
𝑖 }, with respect to the starter node of 
cluster 𝑖, as the set of nodes, such that ℎ𝑢,𝑣  =  𝑙 , where 𝑢 is the starter node 
and 𝑣 is the node {𝑢𝑗,𝑙
𝑖 }. 
4.2.4 The OLS-MAC Core Components: 
There are three main input parameters used to configure the OLS-
MAC scheme: 
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I. Starter node(𝑺): This node is assigned to one of the sink nodes. S 
node initiates the creation of the first cluster by generating a schedule 
and sends it with its neighbours. Also the schedules of the forthcoming 
clusters are relative to the S node schedule in order to produce 
overlapped schedules. It also configures the synchronisation of the 
clusters according to the direction of the data traffic, which improves the 
system delay. Thus, choosing the sink node for this purpose would 
serve the desired synchronisation direction. 
II. Cluster size (𝒉): One of the tools that is used for producing 
approximately equal- length clusters is the cluster radius. An equal- 
length cluster is a desired property because it enables load balancing. 
Also the depths of the cluster can affect the network performance 
directly in terms of energy efficiency, low overhead, communication 
reliability, etc. In addition,  it is relative to the clock drift error. It is hard to 
find a general optimal value representing the cluster size or cluster 
length, where it depends on different parameters, like the network 
application, communication, routing overhead and the number of nodes, 
etc. [88] and [89]. In the performance section, a derivation of the upper 
and lower bounds for the cluster radius ℎ is produced in respect to 
connectivity failure, successful data delivery and energy efficiency. 
III. Overlap shift ratio (𝒌): This value represents the time shift between the 
schedules of the adjacent clusters. Making schedules sufficiently 
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overlap and allowing for a small shift between them can be beneficial for 
numerous reasons, i.e. maintaining the clock drift and boosting the 
resilience of the routing. Additionally, the overlapped schedules may 
provide multiple paths between the communicated clusters, and also 
avoids the need for boundary nodes that are used as bridge between 
clusters on the coast of energy.  
4.2.5 The OLS-MAC Architecture  
The first step of the algorithm is assigning the start node (𝑆) as a 
root for the network. This phase runs only once at the network deployment 
time. At this time, all nodes of the network are in the initial mode. After being 
deployed, they are fully awake and keep listening for SYNC packets which 
are broadcasted by the S node first. The SYNC packet is very short, and 
includes the address of the sender, the time of its next sleep and the counter 
for the travelled hops. OLS-MAC follows the steps below to choose the first 
schedule and broadcast this to the remaining nodes: 
1. The root node 𝑢1,0
1  creates the first cluster 𝛱𝑖 by choosing a schedule 
ϒ𝑖 and broadcastin this to its immediate neighbours 𝑢𝑗,1
𝑖 , as shown in 
Figure ‎4-2. The process is repeated for each node 𝑢𝑗,𝑚
𝑖  in level 𝑖, 
where 𝑚 < ℎ and ℎ is the maximum number of hops per cluster. We 
call the nodes in level ℎ, the edge nodes 𝑢𝑗,ℎ
𝑖  of the cluster 𝛱𝑖. The 
task of this step is to creat the first cluster based on the schedule of 
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the first starter node 𝑆. The boundry (or edge) nodes of this cluster will 
be used as starter nodes for the next cluster.  
Starter Node (S)
 
Figure ‎4-2: Creating the first cluster by starter node (S). 
 
2. The edge nodes generate a new schedule ϒ𝑖+1 for the cluster 𝛱𝑖+1 
such that ϒ𝑖 + 1 =  ϒ𝑖 –  𝑘, where 𝑘 is given a desired shift time. The 
edge nodes broadcast the new schedule ϒ𝑖+1 to the immediate 
neighbours 𝑢𝑗,1
𝑖+1 . This process is repeated for each node 𝑢𝑗,𝑚
𝑖+1 in level 
𝑚, where 𝑚 < ℎ. 
Step 2 is repeated until all of the nodes are grouped into clusters, each with 
ℎ hops. Figure ‎4-3 below illustrates the steps followed by the OLS-MAC 
algorithm. 
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Figure ‎4-3: Clustering process in OLS-MAC algorithm, portioning the network into clusters 
based on the overlapping schedules. 
 
4.3 Clustering and Schedules 
4.3.1 OLS-MAC Clustering Shape 
The OLS-MAC algorithm uses  similar procedures to the S-MAC, 
T-MAC and DSMAC protocols, in terms of using broadcasting messages 
 72 
 
(SYNC) for clustering the network into a pre-planned topology. When a node 
comes to life, it first listens to the broadcasted SYNC message from its 
starter node and starts following it. Thus, the clusters of the OLS-MAC are 
synchronised to the sink node. Overlapping schedules is built by controlling 
the start time of each cluster schedule, where they are related to its 
synchroniser’s schedule as stated in the OLS-MAC architecture section. The 
OLS-MAC builds the network in the shape of waves, as in shown in Figure ‎4-
4.  
Starter Node (S)
 
Figure ‎4-4: The OLS-MAC network shape with starter node (S) in the middle. 
 
By following the clustering procedures of the OLS-MAC algorithm, 
the network clusters will always take the shape of the waves, regardless to 
the allocation of the starter nodes, as illustrated in Figure ‎4-5. 
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Starter Node (S)
 
Figure ‎4-5: OLS-MAC clustering shape with different starter node (S) allocation. 
 
4.3.2 Cluster Membership  
To maintain the neighbours list, each node updates its neighbours 
table every synchronisation period. Any node that receives a SYNC packet 
from an unknown neighbour will add a record for it in its neighbour-list-table. 
This table is very important because nodes cannot communicate to each 
other unless they share the neighbour-list-table. Nodes that have newly 
joined the network keep listening for, and adopt, the first schedule it hears, 
and become a member in the cluster that received its schedule. In OLS-MAC 
there are no border (or boundary) nodes allowed (nodes follow more than 
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one schedule) therefore, in order to prevent the node from joining more than 
one cluster, the Sched-ON flag is used. This flag is set to an ON state after 
the new node adopts the first schedule, after which nodes are not allowed to 
adopt another schedule. 
4.3.3 Schedules Updates 
According to the OLS-MAC algorithm nodes, are allowed to 
update their schedules only from their original synchroniser nodes. 
Schedules that have been received from non-synchronised nodes are simply 
discarded to maintain the synchronisation direction from the Starter node 
𝑢𝑖,0
𝑥  to the member nodes 𝑢𝑖,𝑗
𝑥 . In general nodes under OLS-MAC do not 
require updating their schedule very often due to synchronisation errors that 
are caused by the clock drift on each node, as in other protocols like the S-
MAC and T-MAC. OLS-MAC proposes small time shift between the 
overlapped schedules to compensate the clock drift. Although the introduced 
time shift can tolerate fairly large clock drift, neighbouring nodes still need to 
be periodically updated to prevent clock drift. The resynchronisation period 
needed by the OLS-MAC algorithm is quite long compare to other protocols 
of the same family like the S-MAC and its derived protocols. For instance, 
the simulation results show that OLS-MAC is fully functional with its 
resynchronisation period five times longer than that of the S-MAC protocol.  
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4.3.4 Duty Cycle Concept 
A primary factor that prolongs the battery lifetime is allowing 
sensors to sleep when they not active. This is due to idle listening, which 
consumes a significant amount of energy, which is comparable to 
transmission or reception [9]. With the sleep scheduling technique, nodes 
can operate in a low duty cycle and thus save energy and extend the 
network lifetime. The basic idea of the duty cycle is to divide the time period 
into frames. Each frame has two parts: an active part and a sleeping part, 
shown in Figure ‎4-6. During the sleeping part, nodes turn off their radio to 
conserve energy. During the active part, they can communicate with their 
neighbours and send any messages queued during the sleeping part. This 
makes the sensors sleep and wake up periodically with the aim of avoiding 
the idle listening problem. The sleeping part of a cycle frame could become 
shorter or longer, depending on the predefined duty cycle, which is the ratio 
of the active period length to the cycle length. 
 
Figure ‎4-6: Periodic listen/sleep Frame format. 
4.3.5 Data Transmission 
The OLS-MAC protocol adapts the mechanism of carrier scene 
multiple access with collision avoidance CSMA/CA for data communications. 
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Inspired by 802.11 [62], the mechanism includes physical and virtual carrier 
sense, back-off, and retransmission. In other words, the communication 
between nodes is normally achieved by exchanging packets that start with 
the Carrier Sense (CS) to avoid collisions. This is followed by the Ready to 
Send and Clear to Send (RTS/CTS) packets, which are unicasted packets in 
order to win the communication media, after which sources start sending 
data packets, as shown in Figure ‎4-7. 
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Figure ‎4-7: CSMA Channel Access Mechanism. 
 
4.4 OLS-MAC Features 
4.4.1 Scalability 
Scalability is a term of efficiency that represents the system 
performance matrix. In WSN, the scalability is a measure of the ability of the 
system to maintain efficiency, even with increasing some of the parameters 
to larger values, i.e. most sensor network applications need deployment of a 
large number of sensor nodes. As the number of nodes increases, one must 
determine whether the degradation in the performance of the system can be 
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tolerated. Therefore, scalability is particularly important for sensor networks 
due to the needs of large numbers of nodes in WSN. The synchronisation 
mechanism used in the OLS-MAC algorithm improves the network scalability 
due to two reasons; firstly, the reduction of the used control overhead, which 
in turn drops the collision rate and shrinks the routing tables. Secondly, 
maintaining the synchronisation between clusters would improve the system 
performance because synchronisation leaks results in losing the coordination 
between the sender and the receiver and, consequentially, loses the 
communication between them. Clustering through edge nodes makes the 
OLS-MAC algorithm more scalable to dens and distributed nodes, as 
explained in Figure ‎4-8. 
 
 
Figure ‎4-8: Clustering through edge nodes makes the OLS-MAC algorithm more scalable to 
dens and distributed nodes in the deployment area. 
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4.4.2 Overlapped Schedules 
The OLS-MAC algorithm maintains the connectivity between 
virtual clusters through overlapping the schedules of these clusters. Usually 
nodes that lie on the border of two virtual clusters (border nodes) adhere to 
the schedules of both the clusters, which maintain connectivity across the 
network. Following two or more schedules makes nodes die more quickly 
than the single schedule nodes. This results in disconnection in the network. 
Overlapping the active periods of the nodes successfully requires a certain 
degree of time accuracy in order to avoid synchronisation errors i.e. clock 
drift, as shown in Figure ‎4-9.  
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Figure ‎4-9: The listening period of cluster A and B overlapped with L – k. 
 
Synchronisation errors may result in losing the coordination 
between the sender and the receiver and, consequentially, lose the 
communication between them. The accuracy of the synchronisation in the 
low power listening systems has a direct effect on the performance of the 
system. Leaks in the synchronisation leads nodes to miss some operational 
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cycles and forces the jobs waiting in the queue for the next active cycle time. 
It is not quite possible to have 100% overlapped schedules in multi-hop 
networks due to the shift that happens because of clock drift. Therefore, in 
the proposed OLS-MAC, the receiver must wake up slightly earlier than the 
sender wake-up time. 
4.4.3 Synchronisation Error 
The functionality of any protocol based on the clustering concept 
depends mainly on the accuracy of the clustering process, which is affected 
seriously by the synchronisation mechanism. Synchronisation in WSNs is the 
coordination of a group of distributed nodes so that they have exactly the 
same schedules at the same time, and allows the nodes to exchange the 
data in a scheduled manner. Network time synchronisation is very important 
for all the aspects of the network resources i.e. energy conservation, 
bandwidth utilisation, system response, etc. [38]. For example, collisions are 
more likely to happen when there is no coordination between nodes, which in 
turn increases the retransmission rate. The leak in the network 
synchronisation, which can occur at any point in the network layers, leads to 
a reduction in  the network lifetime and affects the network functions [10]. 
There are many good research papers [6 , 7 , 10 , 12 , 20 , 21 , 27 
, 30 , 38 , 90] that have presented work on WSNs time synchronisation with 
the aim of achieving more accuracy and precision of time synchronisation 
through controlling the network topology, clustering process methodology 
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and estimating the clock errors (include clock drift and clock offset) between 
the nodes, and correcting the nodes’ clocks to the estimated value. Work 
presented in [38] refers that the clocks out of synchronisation happen 
because of clock offset and clock drift. The first one occurs between two 
nodes which run at the same frequency but their clock readings differ by a 
constant value as time advances, while clock drift happens due to clocks 
working at different frequencies. Our interest in this work is the clock drift due 
to its popularity in sensor networks. Further discussion about handling clock 
drift is given in the next section. 
 
4.4.4 Handling Clock Drift 
Maintaining the clock drift was one of the motivations behind 
designing the OLS-MAC algorithm. Two techniques were adopted for this 
purpose. Firstly, an increase in the inaccuracy coupled with an increase in 
the number of hops [12], therefore controlling the number of hops ℎ per 
cluster with respect to the clock drift rate can help for finding out the 
compensation time (resynchronisation period length). Secondly, introducing 
𝑘 shift between the schedules of the adjacent clusters can accommodate 
potential clock drift that could take place at any time. 
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Figure ‎4-10: Illustrates the effects of the clock drift in both positive and negative directions 
on schedules. Explain how k shift can compensate the clock drift. 
 
Figure ‎4-10 declares the use of the small 𝑘 shift to prevent the 
effect of the clock drift. The receivers are adjusted to wake up slightly earlier 
than the senders at every periodic cycle to correct the expected shift caused 
by the clock drift. Note that the clock drift can take place in both directions, 
as shown in Figure ‎4-10. Further investigation on choosing the proper 
selection for the 𝑘 value is given in the performance Section ‎4.6.2. 
4.5 OLS-MAC Delay Analysis: 
This section describes the delay analysis for the proposed 
algorithm. To analyse the delay of the OLS-MAC algorithm with respect to 
varying the number of hops, we use the same assumptions used in analysing 
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the S-MAC protocol delay (c.f., Sec.  2.2.3). The delay components taken into 
account for analysing the OLS-MAC delay are carrier sense delay 𝑇𝑐𝑠 and 
transmission delay 𝑇𝑡𝑥.  
The study considers that the adaptive listening feature is enabled by 
default and is taken into consideration from the beginning of the study. The 
other parameters that need to be defined are, the number of hops per cluster 
(𝑛) and the overlapped schedules ratio (𝐾) which is set to fixed values for 
simplicity.  
Under the adaptive listening mechanism the number of travelled hops 
in one frame time is two hops. Thus, at first 𝑛  is settled to two hops (𝑛 = 2) 
in order to make it compatible with the adaptive listening hop length. But from 
the simulation output, we observed that when the data packet size is less 
than 100 Byte, the number of hops that can be travelled in one frame time by 
the adaptive listening technique is three hops. Therefore, the cluster length is 
set to three hops 𝑛 = 3 ℎ𝑜𝑝𝑠.  
Based on these findings, it is clear that the delay during one frame 
time is very low, where data traffic can travel up to three hops in a single 
frame time. This means that the delay difference between these three hops 
is no longer than the sum of the mean value of 𝑡𝑐𝑠, 𝑡𝑡𝑥, which are 𝑇𝑐𝑠 and 𝑇𝑡𝑥 
respectively.  
Therefore the average delay of a single hop 𝑛 is given by: 
𝐷(𝑛) = 𝑇𝑐𝑠 + 𝑇𝑡𝑥        ; 𝑛 = 1,2 … , ℎ 𝑤ℎ𝑒𝑟𝑒 ℎ 𝑡ℎ𝑒 ℎ𝑜𝑝 𝑙𝑒𝑣𝑒𝑙.            Equation 4.1 
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There is an exception case on the first hop delay as stated in 
Section  2.2.3, because a data packet can be generated at any time in a 
random way within the first frame time 𝑇𝑓1.  
 
Supposing that the time of generating the packet is uniformly 
distributed within 𝑇𝑓1, its mean value is 𝑇𝑓1/2 as defined in [24]. To this end 
the delay defined in Equation  4.1, (𝑛 = 1) at the first hop 𝐷(1), can be 
expressedas: 
𝐷(1) =  𝑇𝑓/2 +  𝑇𝑐𝑠  +  𝑇𝑡𝑥               Equation 4.2 
 
The delay at the second hop 𝐷(2) is incremented by Equation  4.1.  
𝐷(2) = 𝐷(1) + 𝑇𝑐𝑠  +  𝑇𝑡𝑥 
 
= 𝑇𝑓/2 + 2 (𝑇𝑐𝑠  +  𝑇𝑡𝑥)                Equation 4.3 
 
The method of calculating 𝐷(1) and 𝐷(2) delay is the same as used in 
the S-MAC protocol. This is because the delay component for the first and 
second hop levels is the same for the S-MAC protocol. 
The delay per frame time is a component of the average delay (i.e. under 
normal operation condition) for the two hops given by Equation  4.1, with 𝑛 =
1, plus the first hop’s special case that is expressed in Equation 4.3. Thus, 
the delay of the third hop 𝐷(3) expresses the whole frame delay as given in 
Equation 4.4. 
𝐷(3)  =  𝐷(2)  +  𝑇𝑐𝑠  + 𝑇𝑡𝑥 
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= 𝑇𝑓/2 +  3 (𝑇𝑐𝑠  +  𝑇𝑡𝑥)                 Equation 4.4 
 
In order to calculate the transmission delay of the 4th hop in the next 
frame time 𝑇𝑓2, there will be a shift in 𝑇𝑓 by the value of 𝑘 (𝑖. 𝑒. (𝑇𝑓 −  𝑘)) 
added to the delay of the 3rd hop 𝐷(3) in Equation 4.4. 
 
𝐷(4) =  𝐷(ℎ3) + 𝑇𝑐𝑠 + 𝑇𝑡𝑥 + (𝑇𝑓 −  𝑘) 
=
𝑇𝑓
2
+ (𝑛 − 1) ∗ (𝑇𝑐𝑠 +  𝑇𝑡𝑥) + 𝑇𝑐𝑠 + 𝑇𝑡𝑥 + (𝑇𝑓 −  𝑘) 
=  𝑇𝑓/2 +  4 ∗ (𝑇𝑐𝑠 +  𝑇𝑡𝑥) + (𝑇𝑓 −  𝑘)                           Equation 4.5 
 
 It can be concluded that the delay over the number of hops is 
accumulative. Moreover, since each cycle time can handle up to three hops 
traveling, the delay calculation for 𝑛 = 4, 5 𝑎𝑛𝑑 6 can be formulated as: 
 
𝐷(𝑛) =  𝑇𝑓/2 +  𝑛 ∗ (𝑇𝑐𝑠 + 𝑇𝑡𝑥) + (𝑇𝑓 −  𝑘)                           Equation 4.6 
 
Similarly, the transmission for 𝑛 = 7, 8 𝑎𝑛𝑑 9  will take place in the third 
cycle time (𝑇𝑓3 − 𝑘). Thus the delay at hop 7, for example, can be expressed 
as:  
𝐷(7) =  𝐷(6) + 𝑇𝑐𝑠 + 𝑇𝑡𝑥 + (𝑇𝑓 − 𝑘) 
=  𝑇𝑓/2 +  7 ∗ (𝑇𝑐𝑠 +  𝑇𝑡𝑥) + 2(𝑇𝑓 −  𝑘)                Equation 4.7 
 
Generally, because the cluster length (𝐻𝑐) is set to three, it can be 
concluded that for every three hops, the delay is increased by a frame 
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time (𝑇𝑓 − 𝑘). Therefore if 𝑛 refers to the current hop level, then the general 
formula can be written as: 
 
  𝐷(𝑛) =  𝑇𝑓/2 +  𝑛 ∗ (𝑇𝑐𝑠 + 𝑇𝑡𝑥) + ⌊
𝑛−1
𝐻𝑐
⌋ ∗ (𝑇𝑓 −  𝑘)                        Equation 4.8 
 
Figure ‎4-11 illustrates the end-to-end delay of the OLS-MAC algorithm 
produced via the NS-2 simulation against the analytical solution as 
formulated in Equation 4.8. 
 
 
 
Figure ‎4-11: OLS-MAC algorithm End-to-End delay with respect to the number of hops. 
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parameters ℎ and 𝑘, the proposed OLS-MAC algorithm can achieve better 
data delivery at low power consumption. Clock drift is accumulated at each 
hop thus we show the careful selection of the ℎ value and then investigate 
better upper and lower 𝑘 values, which is demonstrated with constant ℎ. All 
experiments were performed with parameters listed in Table ‎4-1. 
Table ‎4-1: Simulation parameters for 𝒉 & 𝒌 optimaisation. 
Parameter Value 
Transmission Range 200 meter 
Simulation time 10000 Second 
Number of nodes 11 
Topology Tandem 
Routing Protocol DSR 
Application CBR 
Duty Cycle 10 % 
Inter-arrival Time 1-10 second 
4.6.1 Cluster Radius  
The evaluation of the OLS-MAC algorithm started by studying the 
effect of the cluster radius (𝑘) on the performance metrics of the OLS-MAC 
algorithm represented by the total number of delivered data packets and 
energy consumption. Clock drift accumulates over the time on each single 
hop, thus the value of ℎ is expected to play a direct impact system 
performance. However, at this stage, the 𝑘 value is not a part of the study, 
thus it is kept to 0 values. From Figure ‎4-13, it can be seen that the better 
rate of data delivery was achieved when the ℎ value was equal to 2 and 3 
hops per cluster. This is because of the fact that using the adaptive listening 
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features in the OLS-MAC algorithm, in which traffic can travel up to two hops 
per cycle time. Furthermore under the OLS-MAC algorithm when the data 
packet size is small, traffic can travel up to 3 hops or more in a frame time, 
as expressed in Figure ‎4-12, and per hop delay analysing Section  4.5. 
Therefore, in order to examine the impact of the 𝑘 value selection, the ℎ 
value is kept to 3 hops per cluster. 
 
 
Figure ‎4-12: OLS-MAC algorithm end-to-end delay against varying number of hops.  
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been extended to 30 frames instead of 10 frames to make the 𝑘 value able to 
compensate the clock drift. The starter node is chosen to be node 0, thus the 
shift value 𝑘 is given in a positive value in order to make the receiver active 
period earlier than the sender active period. The 𝑘 value is varied from 0.0 to 
0.4 seconds against the following performance metrics with the aim of 
showing the impact of 𝑘 values on the performance of the OLS-MAC 
algorithm. 
• Connectivity failure (transmission attempt failed).  
• Energy consumption. 
• Successful data delivered. 
 
4.6.2.1 Connectivity Failure 
The connectivity failure metric is a percentage of transmission 
over the total number of the sending attempts that have been made by all the 
network nodes. The number of failed transmissions attempted curve, plotted 
in Figure ‎4-13, which shows that the optimised values for the schedule 
overlap ratio is ranging between 0.06 and 0.1 seconds. By putting the 𝑘 
value within this inter-arrival, the OLS-MAC algorithm lowers the total 
number of the failed transmission attempts to a great extent. 
The simulation output trace file expresses the reason behind this failure in 
the transmission, which is that the active part of the duty cycle of the 
communicating neighbour nodes are drifted away from each other. This is 
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because, over the time the shift is caused by, the clock drift is accumulated 
at each hop link.  
 
 
Figure ‎4-13: Number of sending attempt against schedules overlap ratio. 
 
4.6.2.2 Successful Data Delivery   
The total number of successful data delivered in Figure ‎4-14 
shows clearly that varying the schedule overlap ratio (𝑘) value has a direct 
impact on the system data delivery. Clear observations have been made 
from varying the 𝑘 value are that the total number of delivered packets 
achieved its maximum when the 𝑘 value was within the inter-arrival between 
0.06 and 0.4% of the listening period. Both curves of connectivity failure in 
Figure ‎4-13 and data delivery in Figure ‎4-14 confirm that clock drift has a 
significant impact on the amount of delivered traffic. However, the 
accumulated delay resulted from clock drift causes the neighbouring loss and 
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transmission, nodes have to completely agree on a common active period 
(announce it by broadcasting it in SYNC packets) in order to establish 
communication (exchange RTS/CTS control packets) before starting to 
transfer data traffic. 
 
 
 
Figure ‎4-14: The amount of Data delivered with repect to varying 𝒌 valus. 
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study the effect of the power consumption rate in the context of the effective 
system throughput regardless to the other energy drainers, i.e. idle listening. 
As expected, the measurement of energy consumption in Figure ‎4-15 also 
endorses the same selection of the 𝑘 value as successful data delivery and 
connectivity failure metrics.  
 
 
Figure ‎4-15: Total energy consumption normalised to the amount of data delivered. 
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performance. After setting the required input parameters the performance 
evaluation of the OLS-MAC algorithm is presented. The scenario simulation 
parameters used here are given in Table ‎4-2. 
Table ‎4-2: OLS-MAC Simulation parameters. 
Parameter Value 
Transmission Range 250 meter 
Simulation time 5000 - 10000 Second 
Number of nodes 11 to 200 
Topology Tandem, Grid and Random 
Routing Protocol DSR and NOAH 
Application CBR 
Duty Cycle 10% to 50% 
Inter-arrival Time 1-10 second 
Synchronisation period 10 – 30 Frame 
4.8 OLS-MAC Performance Metrics    
The OLS-MAC algorithm was investigated with respect to varying both the 
duty cycle and the offered traffic load. The aim is to examine the behaviour of 
the OLS-MAC algorithm compared to the S-MAC protocol in terms of 
different system capacities (duty cycle) and under a varied offered load 
(inter-arrival time). Minimising the idle listening by adopting the scheme of 
periodic listening and sleeping (duty cycle) is so far the dominating scheme 
for power saving in synchronised WSN. The length of the duty cycle time and 
the traffic load are directly proportional to the system performance. 
Increasing the percentage of the active time increases the system capacity 
for handling more traffic and hence the system performance can be 
examined under heavy conditions.  
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4.8.1 Power Consumption 
The behaviour of the OLS-MAC algorithm is investigated in terms 
of energy consumption using two different scenarios, varying duty cycle and 
inter-arrival time. At first, the inter-arrival time is kept to 1 second and the 
simulation is carried out against varying duty cycle values from 10% to 50%, 
as shown in Figure ‎4-16. In the later scenario, the duty cycle is kept to 10% 
while the inter-arrival time is varied from 1 to 9 seconds and then the results 
are plotted in Figure ‎4-17. However, in both scenarios the OLS-MAC 
algorithm saves more energy over both versions, Basic and Adaptive, of the 
S-MAC protocol. There are a number of reasons behind this improvement 
including synchronisation overhead used by the OLS-MAC algorithm is much 
less than that used by both the Basic and Adaptive S-MAC protocols. Nodes 
of the OLS-MAC algorithm follow only one schedule therefore there are no 
border nodes that have multiple schedules in the OLS-MAC algorithm. 
Experiments on synchronising 100 nodes according to the S-MAC protocol 
show that some nodes (border nodes) get up to 7 schedules and must follow 
every cycle time. However the average number of schedules per node for the 
scenario of 100 nodes deployed randomly is about 2.67 schedules, while in 
the same scenario under the OLS-MAC algorithm, nodes have one schedule 
to follow at all the time. This difference in the number of adopted schedules 
significantly contributes to the saved amount of energy by the OLS-MAC 
algorithm. 
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Figure ‎4-16: Aggregate energy consumptions of the network V.S varied duty cycle. 
 
 The system improvements achieved by minimising the 
communication overhead (SYNC packets) cannot express the OLS-MAC 
algorithm improvement gained against varying offered load in Figure ‎4-17. In 
simple terms, the communication overhead is not affected by the inter-arrival 
time. Thus, with reference to the packet loss curves in Figure ‎4-21, it can be 
concluded that the reduced amount of energy consumption in Figure ‎4-17 is 
expressed by the packet drop rate in the OLS-MAC algorithm, which is less 
than that of the S-MAC protocol. Retransmitting the dropped packets 
consumes extra time and power. 
Generally, the clear observation made is that overlapping the 
schedules  largely reduces the overall time needed for a fixed amount of data 
to pass  between clusters, which reflects the performance improvement by 
the OLS-MAC algorithm.   
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Figure ‎4-17: Aggregate energy consumptions of the network V.S inter-arrival time. 
 
4.8.2 System Throughput: 
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Figure ‎4-18: Network overall throughput V.S. duty cycle. 
 
 
 
Figure ‎4-19: Network overall throughput V.S. offered load. 
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S-MAC is still affected by the sleep length, even with the 50% active mode 
out of the cycle time. In Figure ‎4-19, the duty cycle value is set to 10% and 
the message inter-arrival time is varied to show the measured overall 
throughput for the system in different offered load states. When the traffic 
load is heavy (inter-arrival time is less than 5 second), the OLS-MAC 
algorithm behaves significantly better than both the Basic and Adaptive S-
MAC protocols. However, there are a number of reasons behind the overall 
throughput improvement achieved by the OLS-MAC algorithm over S-MAC 
protocols in both the scenarios duty cycle and inter-arrival time. Firstly, 
overlapping schedules shortens the delay which results in higher throughput. 
 
Secondly, under the overlapping scheme, neighbouring nodes 
have the same listening period, which gives the opportunity for multiple 
adaptive listening events to happen allowing data traffic to travel a number of 
hops before start missing cycle time. From the end-to-end delay curves in 
Figure ‎4-20, we can see that the packets in the OLS-MAC algorithm travel up 
to 3 hops in a cycle frame before starting to suffer from a schedule miss, 
whereas the S-MAC protocol can achieve maximum number of 2 hops. 
Another reason for this is that nodes in the OLS-MAC algorithm 
have only one schedule to follow and thus produce much less 
synchronisation overhead (SYNC packets). Consequently, nodes 
communicate with less contention, which can significantly increase overall 
throughput. Also, the OLS-MAC algorithm requires a very small amount of 
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time to build its clusters and start passing the traffic while the S-MAC 
protocol spends more time for this stage. 
 
 
Figure ‎4-20: End-to-end delay with respect to a varying number of hops at light traffic. 
 
4.8.3 Packet Loss Rate  
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of the simulation, which makes the routing process more easy and robust for 
passing data.  
 
 
 
Figure ‎4-21: Network packet loss ratio V.S. offered load 
 
The use of border nodes (carrying multiple schedules) as a bridge 
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loss rate, we toggle between static (NOAH) and dynamic (DSR) routing 
protocols. 
 Figure ‎4-22 shows that the number of dropped packets in the 
NOAH protocol is reduced by over 12% compares to the DSR. In fact NOAH 
supports only direct communication between nodes and does not send any 
routing related packets, while the DSR protocol forms a route on-demand 
bases which may cause delay and consequentially drop the packets being 
delayed. However, in DSR, there are a number of parameters that need to 
be configured to the network needs like the periodic listen and sleep feature. 
Such parameters that might need adjustment are the send-timeout, the 
maximum time between the route-requests and perhaps the back-off period 
as that used by the DSR routing protocol. 
 
 
Figure ‎4-22: DSR and NOAH protocols end-to-end delay comparsion. 
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4.8.4 End-to-End Delay  
Delay is an important issue for applications that required fast 
reactions in large-scale sensor networks. The average delay measured at 
the sink node for the OLS-MAC algorithm, Basic S-MAC and Adaptive S-
MAC protocols is shown in Figure ‎4-23 and Figure ‎4-24.  
 
 
Figure ‎4-23: Average system delay V.S. duty cycle. 
 
The delay evaluation is carried out against varied duty cycle 
values from 10% to 50% and against varying inter-arrival times from 1 to 9 
seconds to evaluate the systems under different capacities at different 
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compared to the Basic and Adaptive S-MAC protocols due to adopting a 
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Figure ‎4-24: Average system delay V.S. offered load. 
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data traffic to wait in the queue for the next active cycle time and start 
contenting for the channel all over again. 
 
Figure ‎4-25: Impact of number of hops on the end-to-end delay. 
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This saying expressed by Figure ‎4-21, in which as workload increased, the 
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retransmission effort paid to recover these collided packets. 
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packets (SYNC) produced by each studied approach is the OLS-MAC 
algorithm, Basic and Adaptive S-MAC protocols, with respect to varying the 
duty cycle, are shown in Figure ‎4-26. The OLS-MAC algorithm uses much 
less SYNC packets compared to the S-MAC protocol versions. The 
synchronisation algorithm used in the OLS-MAC is fully controlled and 
centralised and requires less frequent time for resynchronising the network. 
The OLS-MAC algorithm produces fixed cluster sizes from the initialised 
phase and for the whole lifetime of the network, which distributes the 
contention between the clusters.  
 
 
Figure ‎4-26: Total number of SYNC packet sent during the simulation time. 
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Another reason worth to mention is that these protocols depend on the 
boundary nodes as bridges between clusters. Boundary nodes have to follow 
multiple schedules (up to 7 different schedules) to be able to work as a 
bridge for passing the traffic through different clusters. Therefore, these 
border nodes need to update all their schedules every resynchronisation 
period. 
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Chapter 5.  
PARALLEL TRANSMISSION FOR WSN 
5.1 Introduction 
WSNs anticipated supporting a large number of nodes due to the 
applications need in sensor networks. As the number of nodes increases, 
one must determine whether the degradation in the system performance can 
be tolerated. Dense networks are expected to face a number of issues that 
seriously affect the network performance including high collision rate, large 
routing tables and higher control packets overhead. Moreover, using 
contention based protocols in such dense networks such as that of the S-
MAC [24], DMAC [57], and T-MAC [5] have shown that the network 
performances suffer from the low network throughput, long packet delay and 
poor channel utilisation. In a dense area, many nearby nodes share common 
final destinations causing high contentions in this area. The protocols that 
are based on the CSMA/CA fashion assume that nodes within the carrier 
sense range of each other allow for only one transmission process to 
proceed at a time. Obviously, the number of contending transmissions 
attempted in such systems will have a direct impact on the throughput of the 
entire network performance.  
Most of the applications that WSN proposed to serve are required 
to deploy a large number of nodes. Therefore, it may be desired to have 
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multiple sinks instead of a single sink for a number of reasons; firstly, 
shortening the delay by minimising the number of travelled hops to get to the 
destination. Secondly, using a single sink for collecting the observed reports 
is not efficient due to the fact that failure could occur at this sink. In fact, the 
assumption of multiple sink sensor networks is encouraged for applying the 
multiple concurrent transmissions scheme to such networks. 
5.1.1 Concurrent Communications and WSNs 
 Using concurrent communications in a sensor networks could 
greatly improve the network throughput. One of the main characteristics of 
WSN nodes is that they are densely deployed in most of their applications. 
Thus, allowing concurrent transmissions for a number of pairs of nodes over 
the same channel at the same time will improve channel spatial reuse and 
will achieve higher throughput. Not all the types of wireless networks can 
support the approach of concurrent transmission unless they are 
synchronised. For instance, protocols based on the carrier sensing technique 
for access to the medium and exchange RTS/CTS handshake to block all 
other transmissions around both the sender and receiver in order to prevent 
packet collisions cannot be enhanced by adopting concurrent transmission 
mechanisms. We believe networks that are clustered and synchronised, 
such as wireless sensor networks (WSNs), can support concurrent 
transmission through scheduling transmission between the number of the 
pairs of nodes. Clustering the nodes into groups and synchronising their 
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active time (schedules) makes the concurrent transmission for these nodes 
feasible and more beneficial in terms of the total gained throughput.  
 
5.2 Problem Statement 
Consider a three hops network with four nodes under the S-MAC 
protocol. For simplicity, we assume that all nodes belong to a single cluster 
and thus they are synchronised to the same schedule. Nodes are agreed to 
talk using the handshaking scheme (RTS/CTS/DATA/ACK) to establish the 
communication between them. To illustrate the possible scenarios for two 
pairs of nodes under the CSMA/CA scheme in more detail, let’s consider a 
case study for four communicating nodes in the same region, as shown in 
Figure ‎5-1. There are two possible scenarios that the nodes can face if they 
want to talk at the same time as expressed next 
 
A B C D
 
Figure ‎5-1: Four nodes in the range of each other. 
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5.2.1 Transmission Scenario  
If node A wants to talk to node B, it starts by sending an RTS 
packet to node B and waits for its reply with the CTS packet. Node C is in the 
transmission range of node A, thus node C will overhear node A’s RTS 
packet and observe that the medium is busy. Therefore, node C will back-off 
and keep silent, even if it wants to destine data to node D, where the 
transmission from node C to node D will not affect the first transmission 
between the pair (A & B). Since collision happens at the receiving side, node 
C’s transmission will not interfere with node B’s reception due to the fact that 
nodes C and B are not in the same transmission range. From this scenario, it 
can be concluded that node C can talk to node D during the same time of 
node A’s transmission to node B without interrupting the communication 
already running between node A and node B, as expressed in Figure ‎5-2. 
 
 
Figure ‎5-2: A’s transmission to B blocks the surrounding nodes. 
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5.2.2 Reception Scenario  
The similar idea of the transmission scenario stated in Section  5.2.1 
can be applied for the reception scenario, as shown in Figure ‎5-3. Before 
node B starts sending DATA packets to node A, node A would first need to 
reply to B’s RTS packet with a CTS packet to confirm that node A is ready to 
receive from node B. This CTS packet will be overheard by node C and thus 
node C will be blocked from both cases, transmission and reception for the 
whole period of communication running between B and A. It can be observed 
that node C reception from node D will not affect A’s reception from B.  
 
 
Figure ‎5-3: A’s receptions from B block C reception. 
 
This is simply because node A cannot receive direct transmission 
from node D, and also node C cannot receive direct transmission from node 
B. This type of sole transmission means that fewer nodes can talk in a 
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neighbourhood area which consequently results in throughput and utilisation 
degradation. 
5.3 System Model  
Let 𝑁𝑖 denote to node 𝑖; 1 < 𝑖 < 𝑛  , where 𝑛 is the number of nodes. 
Let 𝑅𝑖 denotes the set of nodes in the transmission range of nodes. 
𝑇𝑡𝑥(𝑁𝑖, 𝑁𝑗) is the process of transmission from node 𝑁𝑖 to node 𝑁𝑗. 
𝐵𝑟𝑥(𝑁𝑖, 𝑁𝑗 , … , 𝑁𝑘) denotes that nodes 𝑁𝑖 , 𝑁𝑗 , … , 𝑁𝑘 are not allowed to receive 
but can transmit. 
𝐵𝑡𝑥(𝑁𝑖, 𝑁𝑗 , … , 𝑁𝑘) denotes that nodes Ni, Nj, … , Nk are not allowed to transmit 
but they can receive. The transmission from 𝑁𝑖 to Nj where 𝑁𝑖, 𝑁𝑖 ∊  𝑅𝑖 
because all nodes in 𝑅𝑖 except Nj are not allowed to receive  
Ttx(Ni, Nj) ⟹  Brx(Ri-{Nj}) and because node Nj is not allowed to 
transmit  𝑇𝑡𝑥(𝑁𝑖 , 𝑁𝑗) ⟹  𝐵𝑡𝑥(𝑁𝑖). 
 
5.4 Parallel Communication Concept 
The proposed PS-MAC algorithm solves the transmission and 
reception problems in section ‎5.2 by suggesting that neighbouring nodes (A 
and C) in Figure ‎5-4 are able to transmit to other nodes even though they are 
in the transmission range of each other, as long as their destination nodes B 
and D are not in the same transmission range. On the other hand, since 
collisions are taking place at the receiving side, the adjacent nodes A and C 
in Figure ‎5-5 are able to receive even though they are in the same 
  
112 
 
 
transmission range, as long as their corresponding senders B and D 
respectively are in the transmission range of their corresponding receivers 
only. In other words, there is no more than one transmitter node allowed in 
the same receiver side range of nodes A or C, as illustrated in Figure ‎5-5. 
 
Figure ‎5-4: Nodes A and B can transmit Simultaneous to nodes B and D respectively.  
 
 
Figure ‎5-5: Nodes A and C can receive Simultaneous from B and D respectively.   
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In summary, we conclude that, rather than totally blocking 
neighbouring nodes of an on-going communication according to adopting the 
CSMA/CA mechanism, we instead propose a mechanism that supports a 
half blocking technique rather than a full blocking technique. This will permit 
neighbouring nodes of running communication to transmit and receive 
simultaneously whenever possible depending on the location of these 
neighbours, as explained in the previous section.  
 
5.5 Why S-MAC Protocol 
We chose to enhance the S-MAC protocol using the concurrent 
transmission concept because the S-MAC can support parallel transmission 
since nodes under the S-MAC protocol are by default clustered and 
synchronised in distributed fashion. A periodic listen/sleep and clustering 
based on common schedules are the main features of S-MAC, which 
motivate for parallel transmission. In addition to the above, there are a 
number of other features which encourage for the integrated concurrent 
transmission scheme to be used in S-MAC, which are:  
1. Short-range communications among a large number of nodes, which 
will lead to getting benefits from applying the concurrent transmissions 
scheme between these nodes. 
2. Due to the communications nature between nodes as peers in S-
MAC, rather than a single base station, this will make the use of the 
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parallel transmissions to support the concurrent transmissions 
concept between multiple sources and destinations.  
The Figure ‎5-6 below shows the effect of transmission and reception 
problems induced by the CSMA/CD scheme that was adopted by the S-MAC 
protocol on the number of communicating nodes allowed in the same time. 
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Figure ‎5-6: S-MAC sensor network before modifying the communication architecture. 
 
The new scheme inherits the virtual clustering and loses 
synchronisation mechanisms used in the S-MAC and extends the basic 
scenario of the communication part of the S-MAC protocol which is based on 
the IEEE802.11 protocol. The extension is based on modifying the manner of 
establishing the communication (virtual carrier sense and exchange 
RTS/CTS) between pairs of neighbouring nodes. More specifically, the 
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modifications that have been proposed are associated with the decision of 
when neighbour nodes are put to silence mode. The proposed approach 
aims to increase the number of multiple concurrent transmissions per a cycle 
time in the S-MAC protocol, in order to improve the system performance in 
terms of the total gained system throughput, minimum average delay and 
enhance the energy efficiency. 
5.6 Parallel Communication Applied to S-MAC 
Protocol 
This section presents the idea of applying multiple concurrent 
transmission concepts to the S-MAC protocol. Since S-MAC works on 
making nodes of the same cluster to be synchronised together to share a 
common schedule (share the same wake up periods), this can offer a great 
opportunity for scheduling multiple concurrent communications between a 
number of pairs during the same time. Many elements need to be amended 
in the S-MAC protocol architecture in order to integrate the proposed parallel 
communication algorithm. 
5.6.1 Duty Cycle: 
Duty cycling is a widely used technique in WSNs to reduce energy 
consumption due to idle listening. In duty cycling, sensor nodes periodically 
alternate between active and sleep mode. In the S-MAC protocol the time 
line is divided into repeated operational cycles that contain three periods: 
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Sync, Data, and Sleep. Our interest is the Data part which is responsible for 
establishing communications between nodes. The Data period is further 
divided into two subparts, the first one is for sending the RTS packet and the 
second subpart is for receiving the CTS packet. Thus, Data period is used to 
acquire the channel through an RTS/CTS exchange. In the proposed 
algorithm PS-MAC, the length of this period should be set to a value that can 
handle two or more communications at the same time. To use the proposed 
length value, we need to restructure the component of the listening period as 
following: 
5.6.2 Data Period: 
The listening period should be reconfigured in a way that it can handle 
multiple simultaneous transmissions. The length of the Data period is 
originally designed to handle only one pair of communication (exchange 
RTS/CTS). In order to make concurrent transmission possible the Data period 
needs to be extended up to the double minimum. The extension should be 
capable for including the carrier sense (contention window) segments and the 
constant time value for SIFS and DIFS back-off periods, in addition to the 
length of the RTS/CTS frames. The form of the new Data period is illustrated 
in Figure ‎5-7. The proposed extension in the Data period gives the capability 
for more RTS/CTS exchanges per operational cycle. Pair nodes that have 
exchanged RTS/CTS successfully wait for the beginning of the sleep period 
to start their data transmission during this sleep period. On the other hand, 
other pairs of nodes may start to acquire the channel by exchanging the 
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RTS/CTS control packets during the same Data period and agree to start 
data transfer during the same sleep period in parallel with the first pair.  
In S-MAC, after a successful exchange of the RTS and CTS packets, the 
sender will start transmission and will extend its transmission time to the 
sleeping duration if required. 
 
Figure ‎5-7: Extended Data Period. 
 
The communicating nodes do not follow their normal sleep 
schedules until they finish their data transmissions. While in the proposed 
PS-MAC algorithm, the Data period used just for scheduling communication 
between communicating nodes through exchange RTS/CTS packets. 
Reserving the Data period for establishing communication agreements only 
gives the opportunity of handling multiple concurrent transmissions per cycle 
time and prevents collisions between RTS/CTS packets of the new pair with 
DATA/ACK packets of the first pair.  
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Figure ‎5-8 explains the procedures followed for making the 
communication agreement for two pairs (A & B and C & D) according to the 
proposed approach PS-MAC 
 
Figure ‎5-8: Procedures of scheduling two pairs communication agreement in the PS-MAC 
algorithm during the listening period. 
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. Note that after the first pair (A & B) has agreed to talk via 
exchange of RTS/CTS, they keep silent to give a chance for the other pair (C 
& D) to exchange their RTS/CTS packets. Data transmission for both pairs 
starts at the beginning of the sleep period, for both pairs in a parallel fashion. 
 
5.6.3 NAV Timers 
Virtual carrier sense is performed at the MAC layer using a 
counter called the network allocation vector (NAV) in order to prevent 
collision. The NAV timer contains duration filed indicating how long the 
current transmission will last. The main purpose of this counter is to keep the 
nodes that overhear transmission destined to another node silent for the 
duration of the transmission. This counter will not allow nodes to transmit or 
receive unless its value reaches zero.  
The mechanism used in the S-MAC protocol is similar to DCF 
802.11. But instead of using just one NAV timer, the S-MAC protocol 
proposes another counter called neighbour NAV. The new NAV job is to 
track the NAVs counters of its neighbours. Nodes are permitted to receive 
and transmit only when both of the NAV counters have counted down to a 
zero value. 
 In order to allow for concurrent communication to proceed, the 
mechanism of virtual carrier sense that is controlled by NAV timers needs to 
be reformed.  We cannot ignore this feature since it is used in preventing 
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collision between the nearby nodes. In both the IEEE802.11 and the S-MAC 
protocols, the NAV timers are used to block the nodes that overhear running 
transmissions in full mode (blocked from sending and receiving). We say that 
any node in such a situation is completely blocked.  
The proposed algorithm PS-MAC assumes that a node can be 
half blocked (can send, but cannot receive or can receive, but cannot send) 
rather than fully blocked depending on its position from the node, which 
initiates the current running communication. Therefore, instead of using one 
NAV timer, we suggest two timers, one for RTS and the other for CTS 
packets. These packets have the responsibility of establish the 
communication between nodes. The new NAV timers are called RTS_NAV 
and CTS_NAV. The RTS_NAV timer is used to prevent a node from 
transmitting, but it is still able to receive. While the CTS_NAV timer will allow 
a node to transmit, but it cannot receive. Therefore, a node under the PS-
MAC will be in one of three possible modes: 
 Blocked: a node is said to be fully blocked, if it is in the range of both a 
transmitter node (RTS_NAV is ON) and a receiver node, (CTS_NAV is 
ON). 
 Just-Sender: If a node in the range of a transmitter only then the node 
must be blocked from reception and is allowed to transmit. (RTS_NAV 
is OFF) and (CTS_NAV is ON). 
  
121 
 
 
 Just-Receiver: If a node is in a receiver range, the node can receive 
from a neighbour, but it cannot transmit. (RTS_NAV is ON) and 
(CTS_NAV is OFF). 
 Node is free for any activity if both NAVs counters are OFF (RTS_NAV 
is OFF) and (CTS_NAV is OFF). 
The table below explains the three different states that nodes can set its 
NAV counter to. These timers are binary counters and thus will not add 
overhead to the algorithms. 
 
Table ‎5-1: Node possible states under PS-MAC algorithm. 
Counters States Description 
RTS_NAV ON & CTS_NAV ON Blocked Cannot transmit or receive 
RTS_NAV OFF & CTS_NAV ON Half blocked Transmit but Cannot receive 
RTS_NAV ON & CTS_NAV OFF Half blocked Cannot Transmit but can receive 
RTS_NAV OFF & CTS_NAV OFF Free Can Transmit & Receive 
5.7 PS-MAC Algorithm features  
5.7.1 Sleeping Enhancement: 
The next phase of the PS-MAC algorithm design is enhancing the 
sleeping period of the communicating nodes by forcing them to sleep as 
soon as they have agreed to communicate. More specifically, after they have 
finished exchanging RTS/CTS packets during the listening period, they are 
put to sleep mode and wake up at the beginning of the sleep period to start 
their data transmission. In other worlds letting those nodes waiting in idle 
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mode for the whole listening period and starting data transmission at the 
beginning of sleep time is a waste of power. This is true in particular if we 
consider the extension added to the listening interval time. In the proposed 
PS-MAC algorithm, the listen period is doubled (176 units), thus we expect 
applying the new sleeping enhancement technique will contribute to the 
achieved energy efficiency. 
5.7.2 Parallelism the Border Nodes Transmission  
In the virtual clustering based protocols, nodes that are allocated 
in the region of the transmission range of two or more virtual clusters are 
allowed to adopt the schedules of those clusters and are called border 
nodes. The feature of the border nodes is to guarantee the transmission 
connection between virtual clusters by adopting completely different 
schedules. Thus border nodes frequently go to their listening state to relay 
the travelling data traffic from a cluster to another. This type of inter-
connection concept is one of the main attributes of the S-MAC protocol 
design. The absence of the border nodes results in cluster isolation, i.e. if 
there are two virtual clusters X and Y, each has its own schedule and there 
are no border nodes between them (nodes that follow both schedules X and 
Y). Then nodes of clusters X and Y will never communicate with each other. 
In other words, nodes from different clusters never have a common listening 
time in which they can establish communications. Therefore, border nodes 
function as a bridge or gateways that are used to connect different virtual 
clusters.  
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The area of existence these boarder nodes will experience is high 
contentions where the data traffic between clusters has to travel through this 
area. Since the nodes of the same transmission range are communicating 
with each other using the CSMA fashion, only one transmission process can 
proceed at a time. The contentions between border nodes significantly 
contribute to the traffic delay and will have an impact on the throughput of the 
entire network. Therefore, applying concurrent communications to those 
border nodes will greatly improve the function of these border nodes. Since 
the traffic in WSN is typically unidirectional towards the sink nodes, the 
border nodes can greatly benefit from the idea of parallel transmission where 
adjacent nodes can only be either transmitters or receivers or both, as 
depicted in Figure ‎5-9. 
Cluster 1
Cluster 2
   
Border Node Tx Range 
Sensor Node
Border Node
Sink Node
 
Figure ‎5-9: Applying parallel transmission on border nodes. 
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5.8 Performance Evaluation 
5.8.1 Simulation Scenario 
In this section, we evaluate the performance of the proposed 
parallel transmission PS-MAC algorithm through extensive simulation study 
and compare it with both the Basic and Adaptive S-MAC protocols. We start 
by examining the impact of the extended solution (multiple concurrent 
transmissions) on the performance of the network using three different 
topologies, including: 
1. Simple symmetric topology,  
2. Regular gird topology and  
3. Random deployment.  
We start with a symmetric topology of four nodes, two sources 
and destinations to show the enhancement achieved by the parallel 
transmissions scheme. Two symmetric flow scenarios without any 
interference from neighbour nodes can give the maximum possible 
performance for the parallelism system which is used as a reference for the 
other scenarios. Then we consider more complex scenarios such as grid and 
random deployment. In the grid scenario, nodes are placed at an equal 
distance within the default transmission range of 250 meters. The grid 
topology is used to examine the nodes under the proposed algorithm apart 
from the effect of other parameters like routing overhead and communication 
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interference. Finally, we study the random placement scenario which reflects 
to a high extent the reality of the nature of wireless sensor networks.  
5.8.2 Number of Flows 
Multiple sources and multiple sinks are used in order to simulate 
the scenario of having multiple events that may occur in different places in 
the WSN. Reporting to a single sink is not sufficiently efficient in most of the 
cases due to different reasons, such as sink failure and reporting to different 
observers quickly. In addition, a single sink can serve a limited region or 
number of sensor nodes while the remaining will suffer from high delays, 
broken links and synchronisation errors. Therefore a large deployment of 
sensor nodes may include multiple sinks each serving a patch of the nodes. 
Consequently, multiple traffic follow will be created to represent the scenario 
of multiple sources and multiple sinks.  For symmetric and grid topologies 
two flows were used to simulate the parallel transmission scheme, while in 
the random deployment, a multiple sources linked to multiple sinks scenario 
was created using the “cbrgen.tcl” tool provided in the ns-2.34 package. The 
cbrgen script creates n links for n pairs of nodes which represents the 
network sources and destinations.  
5.8.3 Varying Traffic Pattern   
Constant Bit Rate (CBR) traffic is used for simulating the 
generated traffic of each source of flow. The traffic load is varied by changing 
the inter-arrival time from 0.01 to 0.09 for simulating the symmetric topology, 
  
126 
 
 
and from 1 to 7 packets per second for simulating the grid and random 
scenarios. The performance of the proposed algorithm PS-MAC is compared 
to the Basic and Adaptive S-MAC protocols. The measurements are taken 
against the varied traffic load. The performance metrics considered in the 
evaluation are total system throughput, Energy consumption, packet loss 
rate and average system delay. 
5.9 Performance Results and Discussion 
5.9.1 System Throughput  
Since the simulated scenarios assume running several data flows 
that transmit simultaneously, we define the obtained throughput as the sum 
of the aggregate throughput of each flow. In order to investigate the total 
system throughput behaviour, we will first consider a single hop symmetric 
topology with two flows. Then we will consider a more realistic scenario: 
random placement with a random number of flows. In order to evaluate the 
effect of the proposed concurrent transmission in comparison with the S-
MAC protocol, we will put the system under a saturated condition. Figure ‎5-
10 shows the achieved total throughput of the symmetric topology against 
varying the inter-arrival time from 0.1 to 0.9 second for each flow.  
As expected, the curves of the gained throughput in Figure ‎5-10 show the 
effects of concurrent transmission in the contending transmission area. 
Figure ‎5-11 shows the gained total throughput of PS-MAC for the realistic 
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scenario (random scenario) in comparison with the Basic and Adaptive S-
MAC. 
 
Figure ‎5-10: Total data delivered of symmetric topology V.S offered load. 
 
The PS-MAC algorithm achieves better total system throughput in 
the case of high traffic load compared to the Basic and Adaptive S-MAC 
protocols. We believe that parallel mechanisms integrated to the S-MAC 
protocol increase the system capacity for handling more traffic follows 
simultaneously. Parallel scheme allow for a multiple concurrent transmission 
operation to proceeding per cycle time. Thus, the aggregate throughput of 
PS-MAC is proportional to the number of concurrent transmissions flow. 
Another point worth mentioning is that applying parallel communications for 
border nodes contributes significantly to the system throughput. The 
percentage of the border nodes in the simulated scenario is more than 50% 
out of the total network nodes. Further improvement in the system 
throughput happen because of the sleeping enhancement employed to PS-
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reduce the number of content nodes, which in turn decreases the collision 
rate between the control packets. Since the collision rate is reduced, the 
number of retransmitted packets will also be reduced which share the growth 
of the total achieved throughput. 
 
 
Figure ‎5-11: Average total gained throughput V.S arrival rate. 
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Figure ‎5-13 for the random scenario. Clearly from the results given in 
Figure ‎5-12 and Figure ‎5-13, we can observe that the parallel transmission 
algorithm behave the same for both symmetric and random scenarios. 
 
 
Figure ‎5-12: Normalised total energy consumption to throughput for symmetric topology V.S 
offered load. 
 
 
Figure ‎5-13: Average energy consumption per successful data delivered with respect to the 
arrival rate.  
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versions of the S-MAC, basic and adaptive. This is simply because PS-MAC 
runs multiple transmission flows at the same time. In the periodic listen/sleep 
systems, increasing the number of transmission per cycle will enhance the 
system capacity to handle higher data traffic at a lower power coast 
compared to delivering the same amount of traffic in multiple cycles. To 
clarify that the number of running transmissions per cycle operation has a 
direct effect on the gained throughput and the energy efficiency, let’s 
consider the case of the adaptive S-MAC, which doubles the improvement of 
the performance of the Basic S-MAC by almost half due to packets under the 
Adaptive mode being able to travel two hops per operational cycle period 
while in the Basic S-MAC traffic travel one per cycle time. Thus, we can 
conclude that the capacity of the duty cycled system can be represented by 
the number of transmissions running per cycle time. 
Figure ‎5-14 shows the measured average of energy consumption 
of all nodes (total energy consumed divided by the number of nodes). The 
simulated scenario consists of a random number of flows. Since PS-MAC is 
designed for handling multiple concurrent transmissions, there will be 
number of flows running simultaneously. Therefore PS-MAC largely 
increases the overall time needed for delivering a fixed amount of data 
through the network which is reflected on the energy consumed rate. 
Adopting the parallel transmission by border nodes significantly contributes 
to the improved energy efficiency. Also it is lucid from the measured collision 
rate that PS-MAC has highly minimised the percentage of packets collision, 
which is an important factor in terms of energy efficiency. 
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Figure ‎5-14: Average energy consumptions at all nodes in the network V.S arrival rate. 
 
5.9.3 Packet Loss Ratio 
The ratio of the packet loss for the PS-MAC algorithm compared 
to both the Basic and Adaptive S-MAC is given in Figure ‎5-15. PS-MAC has 
achieved a much lower collision rate as a result of enhancing the system 
capacity through the concurrent transmission concept. Through analysing the 
simulation trace file, we found that most of the packets lost by the Basic and 
Adaptive S-MAC protocol came from the transmission failure due to collision 
between the control packets. Although we increase the queue size, both of 
the S-MAC versions, Basic and Adaptive, still behave poor in terms of 
successful delivered data, which clarify our observations about transmission 
failure. In duty cycled systems when the offered load is heavy, data will be 
accumulated at each hop waiting to be sent during the active part of the 
cycle time. Because nodes under the S-MAC protocol follow CSMA for 
accessing the medium, only one transmission can proceed at a time, while 
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other packets wait till the queue becomes full and then packets start 
dropping according to the drop tail mechanism used in queue management. 
 
Figure ‎5-15: Packet loss ratio against arrival rate. 
 
5.9.4 Average Delay 
The average message delay measured against varied offered load 
represented by the packet arrival rate on each source from 0.14 to 
1packet/second. In order to get the overall average delay we record the time 
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and then divided by the number of successfully received packets. The mean 
delay of the PS-MAC algorithm compared to the Basic and Adaptive S-MAC 
protocols is given in Figure ‎5-16. The PS-MAC algorithm has a shorter delay 
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traffic load rate is getting lighters (0.2 packet/second and less) both the 
systems PS-MAC and S-MAC decrease the delay to a lower value where the 
service rate is higher than the offered load. Generally in the periodic 
listen/sleep scheme, nodes suffer from a higher delay due to what is called 
sleep delay, in which the sender nodes must wait until the intended receiver 
node wakes up to send the buffered data.  
 
Figure ‎5-16: Average delay of successful delivered data V.S arrival rate. 
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Chapter 6.  
ADAPTIVE BORDER NODES ALGORITHM 
6.1 Introduction 
This chapter presents the design and the implementation of the 
proposed adaptive border nodes (ABN-MAC) algorithm and applied this 
algorithm to the S-MAC protocol. The aim of the ABN-MAC algorithm is to 
extend the border nodes lifetime without affecting the achieved performance 
of the S-MAC protocol. Synchronising the distributed sensor networks in a 
flat manner in a peer-to-peer communication fashion without central 
coordination can achieve the desired scalability. Clear examples that adopt 
such scheme are the S-MAC [24], DMAC [57] and T-MAC [5] protocols. 
According to the synchronisation technique used in these protocols, nodes 
may follow more than one schedule. Nodes which receive multiple schedules 
have to adopt to all these schedules in order to maintain the connection 
between the clusters that originate those schedules. This clustering 
mechanism was first introduced by the S-MAC protocol and was called 
virtual clustering, where no cluster head was involved in the process of the 
creation of the network clusters. Essentially, some nodes adopt multiple 
schedules (called border nodes) because they are allocated in the 
intersection range of the communication ranges of the different schedules. 
Border nodes are considered as one of the key features in the S-MAC 
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design, where they are used to guarantee the connection between adjacent 
virtual clusters. Thus, these nodes frequently go to active states to relay 
packets from one cluster to another. There are a number of research papers 
[16 , 23 , 25 , 60 , 61] which focus on converting the network of multiple 
clusters into a single cluster network. The aim of such research is to 
eliminate the need of the border nodes, and consequently increase the life 
span of a WSN. This assumption of having a single cluster is not possible 
due to synchronisation errors that can take place between synchronised 
nodes at any time, such as clock drift (local clocks of nodes work on different 
frequencies [91]). 
The motivation behind proposing the Adaptive Border Nodes 
scheme and applying it to the S-MAC protocol comes from the advanced 
studies of the S-MAC protocol presented throughout this thesis. Although 
border nodes consume more energy (at least twice as much more) than 
normal nodes, they perform a significant job as being used as a gateway 
between clusters. Without the use of border nodes, there is no guarantee for 
connections between clusters. Thus, it is suggested that the adaptive 
scheme, which allows the border nodes to work as normal border nodes 
when there is data traffic and the need to travel from one cluster to another, 
and working as normal nodes otherwise. In the latter case, nodes follow just 
one schedule, known as their primary schedule, and wake up in their other 
schedules (secondary) during the synchronisation periods only, which comes 
once in a while.   
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6.2 Problem formulation  
In the S-MAC, border nodes get drained faster than the normal 
nodes because they follow multiple schedules. This leads to arising holes in 
different locations in the network. In actual fact, the S-MAC protocol meant 
the presence of the border nodes to maintain the links among the adjacent 
clusters in its design. Because the border nodes can stay awake for a longer 
time, they die too early compared to normal nodes. According to the previous 
discussions in Chapters 2 and 3, we can conclude that border nodes, despite 
the functions they perform, are still not a desired feature because of the fact 
that they die faster than normal nodes. For instance, simulating different 
network scenarios with various sizes shows that more than 50% of the 
simulated nodes follow more than one schedule. There is no doubt that 
border nodes seriously affect the network connectivity as they are 
responsible for linking the distributed clusters. The loss in such nodes 
causes a desynchronised network. Synchronisation in duty-cycled networks 
is a very sensitive issue since errors in synchronisation lead to nodes 
missing the active periods of each other. Simply, nodes that cannot agree on 
a synchronised time will never be able to communicate together.   
 
6.3 Birth of Border Nodes 
After nodes are deployed, the S-MAC protocol starts clustering the 
network into a number of clusters in a flat manner where no coordination or 
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control is being used by a cluster head. The clustering process is done by 
synchronising the sleep schedules of neighbouring sensor nodes so that they 
listen and sleep together at agreed times. Using such a synchronisation 
scheme, the S-MAC protocol forms virtual clusters around the common 
schedules. Nodes that receive multiple schedules during the process of 
synchronisation are called border nodes. At this stage of network 
initialisation, each node first listens for broadcasted SYNC messages from its 
neighbours for a pre-determined time (the synchronisation period). During 
this time, if a node receives a schedule from a neighbour, it will configure its 
sleep time according to the received message, and will then start 
broadcasting this schedule as its own schedule to its neighbours. On the 
other hand, if it does not receive a schedule message from its neighbours 
during this synchronisation period, it creates a schedule for itself arbitrarily 
and announces it by broadcasting it as an SYNC message to its neighbours. 
There is also another case where a node receives a different schedule after 
announcing its own schedule, check if it has any neighbours, adopt the new 
schedule and start following it. If the node has already received the schedule 
of its neighbours, the node has to follow both schedules (the current and 
newly received schedules) by waking up during the listening periods of both 
the schedules as explained through node B in Figure ‎6-1. This type of nodes 
is defined as border nodes.  
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Figure ‎6-1: Primary and secondary listening period time line. 
 
6.4 Death of border nodes 
Generally, nodes that belong to two or more clusters have to wake 
up during the listening periods of the adopted schedules. Evidently, the 
clustering construction of the S-MAC protocol starts at different points 
(nodes), thus clusters will be created in a distributed fashion and will be 
connected by border nodes. As a result of adopting multiple schedules, 
border nodes die much faster than normal nodes. The consequences of the 
absence of the border nodes results in clusters isolation i.e. if there are two 
virtual clusters named A and B, each has its own schedule and there are no 
border nodes between them (no nodes follow both A and B schedules). Then 
nodes of clusters A and B can never communicate with each other. In other 
words, nodes from different clusters never have a common listening time and 
they cannot establish communications. 
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6.5 Adaptive Border Nodes Algorithm (ABN) 
6.5.1 Algorithm Overview 
As described above, nodes in the intersection area of the 
transmission range of different virtual clusters consume more considerable 
power compared to others due to the multiple schedules that they adopt. 
Since the functions of the border nodes cannot be ignored in a large 
distributed system, we next propose the Adaptive scheme for the border 
nodes in the S-MAC protocol (ABN-SMAC). The core idea of the proposed 
ABN-SMAC is forcing nodes with multiple schedules to be adaptive to the 
traffic contention in the area of these nodes. In other words, border nodes 
that have no data to pass from a cluster to another do not need to wake up 
during all of their adopted schedules; instead each node chooses a schedule 
and sets it as its primary schedule (𝑠𝑐𝑝)  whilst considering the other 
schedules as secondary schedules, (𝑠𝑐𝑠) and follow them only when there is 
traffic. The assumption made for the proposed algorithm assumes that 
border nodes will work in full mode only in the case where they are part of 
the traffic path.  
Taking into account that the traffic direction is towards the sink node, border 
nodes can decide how many schedules they have to follow in the next cycle 
time (frame) according to the next hop location weather in the same cluster 
or no. the address of the next hop node is included in received data. 
Figure ‎6-2 illustrates the scenario where traffic taking place from cluster 𝑎 to 
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cluster 𝑏 through the border node 𝑥, which consists of both 𝑎 and 𝑏 
schedules. 
 
Normal Node
Border Node
Cluster X
Cluster Y
Cluster Z
Node c
 
Figure ‎6-2: Border nodes link different clusters.  
 
6.5.2 Algorithm Description  
Initially the border node has to ensure whether it is included in the 
traffic path rout or not. Essentially, border nodes that receive a request for 
data reception, or even overhears its neighbour replying with the Clear-To-
Send (CTS) packet, can realise from the information included in the 
overheard packet that it is the next hop destination for the on-going 
communication. In such a case, the border node has to wake up during its 
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secondary schedule (𝑠𝑐𝑠𝑒) in addition to its primary schedules (𝑠𝑐𝑝𝑟) in order 
to carry on this communication. 
To clarify the assumption in more detail, let’s look at the time diagram in 
Figure ‎6-3, in which there is traffic taking place from node 𝑎 to node 𝑑, where 
nodes 𝑎 and 𝑑 belong to clusters 𝑋 and 𝑌 respectively, as shown in Figure ‎6-
2. The next-hop node is 𝑐, which is the border node between the clusters 𝑋 
and 𝑌, which will receive the travelled traffic from node 𝑏 during its primary 
schedule and pass them to node 𝑑 during the secondary schedule 𝑠𝑐𝑠𝑒
𝑐  of 𝑐. 
Noticeably from the routing information included in the control packets (RTS 
and CTS), node 𝑐 can observe that its next hop node is node 𝑑. Thus node 𝑐 
will simply decide to wake up during its secondary schedule  𝑠𝑐𝑠𝑒
𝑐  that it 
shares with node 𝑑. When the node 𝑐 is in such scenario, it has to function 
as a border node between clusters 𝑋 and 𝑌. 
Now we will consider the alternate situation where there is no 
traffic traveling via node 𝑐. In the S-MAC protocol node 𝑐 has to wake up 
during every cycle time for both the 𝑋 and 𝑌 schedules, even though node 𝑐 
has no activity to perform. In the proposed ABN-SMAC algorithm, node 𝑐 is 
enforced to follow only the primary schedule  𝑠𝑐𝑝𝑟
𝑐  and live as a normal node 
unless it has traffic to pass from one cluster to another, where it would need 
to follow the secondary schedule  𝑠𝑐𝑠𝑒
𝑐 . 
Evidently, according to the time diagram given in Figure ‎6-3, we 
cannot assume that node 𝑐 can set schedule 𝑑 as its primary schedule 
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because node 𝑐 is synchronised first with the schedule of nodes 𝑎 and 𝑏, as 
illustrated in Figure ‎6-3. 
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Figure ‎6-3: Adaptive secondary listen period for border nodes. 
 
In such a scheme, a significant amount of energy can be saved 
from unnecessary waking up during the listening period of the secondary 
schedules 𝑠𝑐𝑠𝑒. The algorithm 6.1 describes the procedures followed by the 
border nodes in order to convert to the adaptive scheme.  
Algorithm 6.1: Border Nodes Adaptive to Secondary Schedules Algorithm. 
1. 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑠𝑎𝑡𝑖𝑜𝑛: 
2. 𝑐 ∶   𝑛𝑜𝑑𝑒 {1,2, … , 𝑘, 𝑁} 
3. 𝑆𝑐 ∶   𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒 {1,2, … , 𝑘, 𝑆} 
 
4. 𝑭𝒐𝒓  𝑒𝑎𝑐ℎ  𝑐   𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑    𝐷𝑎𝑡𝑎     𝑫𝒐 
5. 𝒊𝒇     𝑆𝑐  > 1    𝒕𝒉𝒆𝒏 
𝒊𝒇    𝑑𝑒𝑠  ∊   𝑠𝑐𝑐     𝒕𝒉𝒆𝒏     
𝒇𝒐𝒍𝒍𝒐𝒘     𝑠𝑐𝑝𝑟
𝑐      &   
𝒕𝒖𝒓𝒏 𝑜𝑓𝑓   𝑠𝑐𝑠𝑒
𝑐        
𝒆𝒍𝒔𝒆 
𝒇𝒐𝒍𝒍𝒐𝒘  𝑏𝑜𝑡ℎ   𝑠𝑐𝑝𝑟
𝑐     &    𝑠𝑐𝑠𝑒
𝑐  
𝒆𝒏𝒅𝒊𝒇 
6. 𝒆𝒏𝒅𝒊𝒇 
7. 𝒆𝒏𝒅𝒇𝒐𝒓 
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6.6 ABN Cycle Time Structure 
Nodes are periodically woken up to listen to each other, thus the 
lifetime of a node has to be divided into slots of frames, where the frames are 
defined by a complete listen and sleep period as shown in Figure 6-4. The 
frame time depends on the size of the carrier sense contention window and 
the value of the given duty cycle in percentage. 
SYNC DATA SLEEP
SYNC 
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D
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G
uard
Ctrl 
Duration
D
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SIFS
Ctrl 
Duration
G
uard
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Figure ‎6-4: Details SYNC and DATA periods. 
 
However, the S-MAC assumes that the fixed duty cycle of active 
periods in nodes coordinate their connection. The length of the sleep period 
is controlled by the value of the duty cycle, which is adjusted by the user 
from 1% to 100% while the length of the listening period is defined by the 
contention windows, used for broadcasting synchronisation packets (SYNC) 
and transmitting control packets. The listening period is divided into two 
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further parts. The first one is called the SYNC part, which is made up from 
the Distributed Inter-Frame Space (DIFS), the Contention Window for 
sending SYNC packets (SYNC_CW), the Duration Time for sending the 
SYNC packet (dur_sync), and finally the Guard time. The other part is called 
the DATA part, which consists of the Distributed Inter-Frame Space (DIFS), 
the Contention Window for sending the DATA packets (DATA_CW), the 
Duration Time for sending or receiving the Control packet (dur_Ctrl), the 
Short Inter-Frame Space (SIFS), the Duration Time for sending or receiving 
Control packet (dur_Ctrl) and finally the Guard time. Since this part (DATA 
period) is designed for exchange between the Request-To-Send (RTS) and 
Clear-To-Send (CTS) control packets, it has two portions designated for 
control packets.   
6.7 Border Nodes Synchronisation 
The question that arises here is how border nodes get 
synchronised with its secondary schedules. In fact border nodes under the 
ABN-SMAC algorithm do not need to wake up during the listening periods of 
all its adopted schedules in every single cycle time to maintain the 
synchronisation with these schedules. Instead, each border node follows its 
default schedule normally and needs to follow its secondary schedules at the 
resynchronisation period, which is defined to 10 complete cycle times by the 
S-MAC protocol as shown in Figure ‎6-5.  
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Figure ‎6-5: Hierarchy of resynchronisation periods for ABN algorithm. 
 
6.8 Analysing a Schedule Energy Consumption 
The main motivation behind the proposed ABN-SMAC is to reduce 
the total number of listening periods of the adopted schedules by the border 
nodes without affecting the functions of these nodes. To increase the amount 
of the energy that can be saved from the reduced schedules of the border 
nodes, we need to analyse the consumed energy by an individual listening 
period. Using the detailed listening period of Figure ‎6-6, we can calculate E 
the energy consumed by SYNC 𝐸𝑆𝑌𝑁𝐶 and 𝐸𝐷𝐴𝑇𝐴 DATA periods to express 
the power consumption of the listening period 𝐸𝐿𝑖𝑠𝑡𝑒𝑛.  
DIFS SYNC CW SYNC dur
Guard
Time
DIFS DATA CW Ctrl Dur
Proc
Delay SIFS
Ctrl Dur
Guard
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DATA PeriodSYNC Period
 
Figure ‎6-6: Detailed listen period structure. 
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The aim of the proposed ABN-SMAC is to force the border nodes 
to avoid following the secondary schedules during the time that there is no 
traffic to transmit from one cluster to another. Then the energy that is 
expected to be saved from these listening schedules can be expressed as 
the idle power consumption rate during the listening periods that the border 
nodes have avoided. The structure of the listening time consists of the SYNC 
and DATA periods, as stated in the cycle time structure section. Therefore, 
the energy consumed per listening period, when there is no activity being 
performed, can be expressed as: 
𝐸𝐿𝐼𝑆𝑇𝐸𝑁 =  𝐸𝑆𝑌𝑁𝐶 +  𝐸𝐷𝐴𝑇𝐴   Where 
𝐸𝑆𝑌𝑁𝐶 = (𝐷𝐼𝐹𝑆 + 𝑆𝑌𝑁𝐶_𝐶𝑊 +  𝑑𝑢𝑟_𝑆𝑦𝑛𝑐 + 𝐺𝑢𝑎𝑟𝑑_𝑡𝑖𝑚𝑒) ∗  𝑃𝑖𝑑𝑙𝑒  and 
𝐸𝐷𝐴𝑇𝐴 = (𝐷𝐼𝐹𝑆 + 𝐷𝐴𝑇𝐴𝐶𝑊 +  𝑑𝑢𝑟𝐶𝑡𝑟𝑙 + 𝑆𝐼𝐹𝑆 + 𝑑𝑢𝑟𝐶𝑡𝑟𝑙 + 𝐺𝑢𝑎𝑟𝑑_𝑡𝑖𝑚𝑒) ∗  𝑃𝑖𝑑𝑙𝑒 
where 𝑃𝑖𝑑𝑙𝑒 is the power consumed in the idle state which is equivalent to the 
receiving power rate [92]. 
6.9 Simulation Setup 
In this section, we evaluate the proposed algorithm ABN-SMAC, 
mainly in terms of the energy efficiency of the border nodes being the 
primary concern, and show that the modifications to the border nodes have 
not degraded the other performance metrics including, the average network 
throughput, the average delay and the packet loss rate. These performance 
metrics are evaluated against two input parameters: inter-arrival time - 
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varying from 1 to 15 seconds and duty cycles -incrementing from 10% to 
40% of the cycle time. These parameters have been chosen to examine the 
secondary schedules under different usage levels. In short inter-arrival times 
and low duty cycles, the system experienced a busy situation. The ABN-
SMAC algorithm was compared with the normal S-MAC and the S-MAC with 
only three schedules. The details of the other used parameters are listed in 
Table ‎6-1. 
 
Table ‎6-1: ABN algorithm simulation parameters. 
Parameter Value 
Simulator NS 2.34 
Simulation time 5000 - 10000 Second 
Number of nodes 25 - 100 
Topology Grid & Random 
Routing Protocol DSR, NOAH 
Application CBR 
Duty Cycle 10% to 40% 
Inter-arrival Time 1 to 10 
Packet Size 50 – 250 Byte 
Synchronisation Period  10 – 40 cycle time 
6.10 Simulation Results 
6.10.1 Node Schedules Rate  
The design of the S-MAC protocol employs nodes with multiple 
schedules to connect different clusters together. The investigation for the 
number of schedules of the simulated nodes shows that more than 50% of 
these nodes are adopting multiple schedules. The survey for the number of 
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schedules is carried out on 100 nodes and is deployed in grid and random 
layouts for a number of times. The survey output shows that the average 
number of schedules per node is 2.7 schedules in the random topology and 
about 2.3 schedules per node for the grid topology, where the distance 
between the nodes in the grid scenario is fixed at 200 meters. Figure ‎6-7 and 
Figure ‎6-8 show the number of nodes with respect to the varied number of 
schedules for both the grid and random layout. Clearly, we can see from the 
curves in both Figure ‎6-7 and Figure ‎6-8 that considerable number of nodes 
have more than 3 schedules and some even get up to 7 schedules.  
 
 
Figure ‎6-7: Average number of schedules adopted by nodes V.S transmission range. 
 
 
These nodes are more prone to failure due to the fact that they 
can run out of energy too quickly, causing holes in the network which result 
in a desynchronised network. It is worth mentioning that nodes which follow 
multiple schedules are the only nodes that provide the possible links 
between clusters. Thus, proposing an alternative mechanism for border 
nodes has to consider carefully the link issues between clusters. 
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Figure ‎6-8: nodes with multiple schedules. 
 
For instance, consider a small grid topology of 25 nodes as a case 
study in which nodes can be traced easily. Nodes are placed at an equal 
distance of 200 meters, with the first node (0) as the sink and the last node 
(24) as the source illustrated in Figure ‎6-9. 
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Figure ‎6-9: Simulation of 25 nodes deployed in grid fashion. 
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The survey for the multiple scheduled nodes in such a scenario 
under the S-MAC protocol shows that 14 nodes out of 25 nodes follow 
multiple schedules, whereas only 5 nodes out of the 14 multiple scheduled 
nodes are in the path between the source node (node 0) and the destination 
node (node 24). In the same scenario under the ABN-SMAC, there are 20 
nodes working normally and each follow a single schedule while the 
remaining 5 nodes need to follow their secondary schedules a few times to 
pass the data traffic. In more detail, the 25 nodes scenario under the S-MAC 
protocol produces about 57 schedules at each cycle time while in the ABN-
SMAC algorithm; the 25 nodes produce about 29 schedules per cycle time.  
6.10.2 Energy Consumption  
As expected the energy consumption rate at border nodes have 
seriously affected by the proposed ABN-SMAC algorithm. According to 
energy consumption measured in Figure ‎6-10 and Figure ‎6-11 the amount of 
saved energy by ABN-SMAC has a significant effect on the average power 
consumption of the whole network. The saved amount of energy comes from 
the reduced number of listen periods that border nodes follow before 
applying the adaptive scheme modifications on them. The observations that 
can be made from the curves shown in Figure ‎6-10 are that the performance 
gain increase by increasing the inter-arrival time. This is clearly because of 
the fact that when the packet inter-arrival times get longer, the traffic load 
becomes lighter and consequently requires less frequent use of the 
secondary schedules in the border nodes. 
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Figure ‎6-10: Average energy consumption for all nodes V.S offerd load. 
 
Also, in Figure ‎6-11 as the duty cycle value gets higher, the 
number of cycle times, including the listening period, is increased.  
 
Figure ‎6-11: Energy consumption at different duty cycle values. 
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Each schedule, with regards to whether it is primary or secondary, will have 
to track the number of cycles produced by the simulation timer. Thus, the 
border nodes that can avoid one schedule with a duty cycle of 20% could 
save up to 1602 in its listening period and wake up during 178 listening for 
resynchronisation purposes. In this case, the resynchronisation period is set 
to 10 frames.  
Eventually, we can conclude easily that minimising the number of 
schedules leads to a reduction in the number of the secondary listening 
periods of border nodes, which in turn save a considerable amount of 
energy. Figure ‎6-12 presents the remaining energy at each node of the 
scenario given in Figure ‎6-9, under both the S-MAC protocol and the ABN-
SMAC algorithm. The remaining energy bars of the ABN-SMAC algorithm 
are more balanced compared to those of the S-MAC, which reflects the 
longer network lifetime achieved by the OLS-MAC algorithm. 
 
Figure ‎6-12: the remaining energy for each node of the 25 nodes grid scenario. 
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6.10.3 Other Performance Metrics  
The other performance metrics including the average system 
delay as shown in Figure ‎6-13 and Figure ‎6-14, the average system 
throughput as shown in Figure ‎6-15 and Figure ‎6-16, and finally the packet 
loss rate as shown in Figure ‎6-17 and Figure ‎6-18 of the ABN-SMAC 
algorithm are compared against the normal S-MAC protocol and the S-MAC 
with a maximum of two schedules.  
 
 
Figure ‎6-13: Average ABN-SMAC delay against offered load. 
 
In WSNs, these metrics are defined as secondary factors that can 
be traded with energy efficiency. The results show that the secondary 
performance metrics experience very little degradation as a consequence of 
performing the adaptive scheme on the secondary listening periods of the 
border nodes. However, the change is very small and cannot be considered 
as an influence factor for the network functions.  
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The objective behind proposing the ABN-SMAC algorithm is to 
improve the energy efficiency, which is considered as a primary performance 
issue concerned in WSNs, while maintaining at least the same level of the 
performance achieved by the secondary performance metrics stated above.  
 
 
 
 
Figure ‎6-14: Average ABN-SMAC delay against duty cycle. 
 
 
 
Figure ‎6-15: Average total throughput of ABN-SMAC V.S duty cycle. 
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For instance, the curves of the packet loss ratio given in Figure ‎6-
17 and Figure ‎6-18 seem to show that there is a wide gap between the two 
curves, but in fact, the difference does not exceed 0.0018 packets in the 
varying duty cycle scenario, and it does not exceed 0.0065 packets in the 
inter-arrival time scenario.  
 
 
 
Figure ‎6-16: Average total throughput of ABN-SMAC V.S duty cycle. 
 
 
 
Figure ‎6-17: Packet loss ratio of ABN-SMAC V.S varied duty cycle. 
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Figure ‎6-18: Packet loss ratio of ABN-SMAC V.S offered load. 
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Chapter 7.  
CONCLUSION AND FUTURE WORK 
7.1 Conclusion 
As a special type of network, wireless sensor networks (WSNs) 
have received increasing research attention in recent years. There are many 
active research projects concerned with WSN. Recently, there has been 
growing interest in and demand for modern WSN applications with low and 
high traffic loads, including military operations, intelligent industrial systems, 
surveillance, targeting systems, health care needs and monitoring disaster 
areas. Typically, most of the WSN applications deploy the sensor nodes 
randomly without human intervention, where the battery might not be feasible 
to be replaced once it exhausts. Thus, this type of sensor networks is 
strongly dependent on the battery lifetime of the sensor nodes. WSNs are 
expected to last for long periods, typically years, without refreshing the 
batteries of the nodes. Therefore, WSNs must be highly energy efficient in 
order to extend the network lifetime for longer periods.  
Our advanced study to WSN attributes shows that there are a 
number of concerns which stand as vulnerabilities for WSNs, including idle 
listening, synchronisation leak, low capacity and self-configuration difficulties 
in addition to the energy waste sources. The different approaches designed 
in this thesis have considered these concerns as motivations and inspirations 
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for proposing the solutions of such problems. The introduced schemes in this 
work are based on the duty cycle mechanism, in which nodes are 
synchronised together into groups around a number of organised schedules. 
In this work, nodes communicate using a contention based style (CSMA), in 
which  nodes enter the sleep state at any time to save energy and only wake 
up when there is information ready to be sent. 
In Chapter 4, we prove that the efficiency of energy, in addition to 
other performance improvement, is increased by the OLS-MAC approach. 
OLS-MAC is designed to be configured using three main parameters, 
including the network root 𝑆, the cluster length ℎ, and the schedules overlap 
ratio 𝑘. The OLS-MAC algorithm portions the network into clusters, initiated 
by a starter node 𝑆. The schedules of different clusters are not exactly the 
same but are sufficiently overlapped. In its design, the OLS-MAC scheme 
uses a small shift time between the adjacent clusters, which is used to avoid 
the synchronisation of errors, i.e. clock drift, which are accumulated at each 
hop. Controlling the schedule time to be relatively related minimises the 
delay that is caused by packets waiting for their next active time.  
At the first stage of analysing the OLS-MAC performance using 
simulation tools, we have shown that the proper selection of ℎ and 𝑘 
parameters have a significant impact on the amount of the delivered data as 
well as the energy efficiency. For instance, even by extending the 
resynchronisation period from 10 frame times to 30 frame times, the OLS-
MAC, by using proper 𝑘 and ℎ values, still delivers the same amount of data 
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at less energy consumption. In fact, from the design prospective, the 
parameters ℎ & 𝑘 express the proposed solution for the synchronisation 
errors represented by clock drift that accumulative at each hop over the time. 
Therefore, as expected, ℎ and 𝑘 have had a significant impact on the OLS-
MAC algorithm performance. The OLS-MAC scheme utilises less energy 
even with the increase in the total gained throughput. The OLS-MAC 
algorithm shortens the delay to a high extent due to it adopting related 
schedules. Also, it has minimised the total number of control packets used 
for synchronisation (SYNC packets), compared to the S-MAC protocol, 
without affecting the synchronisation process. Due to the reduction in the 
synchronisation overhead, the energy consumption has considerably 
improved in addition to the channel utilisation. 
A new architecture of the S-MAC protocol was proposed in 
Chapter 5, aiming to improve the performance in advanced scenarios that 
are expected to deliver intensive throughput while keeping compatibility with 
the essential energy efficiency.  However, from the simulation experiments, it 
is obvious that the S-MAC network performance drops rapidly with intensive 
traffic load. This is because nodes under the S-MAC protocol follow the 
CSMA scheme for accessing the medium, in which only one transmission 
can proceed at a time. As a result, devices have to wait longer to access the 
channel. In the proposed scheme PS-MAC, the architecture of 
communication style has extended in order to allow for multiple concurrent 
transmissions. The new standard for establishing a new communication in 
PS-MAC consists of two parts: the transmission scenario and the receiving 
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scenario. In the former part, PS-MAC ensures that neighbouring nodes are 
able to transmit to other nodes, even though they are in the transmission 
range of each other, as long as their destinations are not in the same 
transmission range. While in the later scenario, PS-MAC forces the nodes to 
receive from other nodes, even though they are in the transmission range of 
each other, as long as their sources are not in the same transmission range. 
Consequently, by applying the parallel transmission mechanism, the number 
of transmissions per cycle time in the PS-MAC algorithm has almost doubled 
in some scenarios. This enhances the total network throughput which is 
significantly important for the applications that support the multiple sinks.  
Finally, the adaptive scheme (ABN-SMAC) has been proposed for 
border nodes (nodes in the intersection area of two or more clusters). Border 
nodes consume more power compared to the normal nodes due to adopting 
multiple schedules. Since the functions of border nodes cannot be ignored in 
distributed WSNs, ABN-SMAC forces nodes with multiple schedules to be 
adaptive to the traffic contention in the area of these nodes. The assumption 
of the adaptive scheme is to start by defining the primary and secondary 
schedules for the border nodes. ABN-SMAC forces border nodes to work in 
full mode (follow both primary and secondary schedules), only in the case 
where they are a part of the traffic path. Taking into account that the traffic 
direction is towards the sink node, border nodes can decide how many 
schedules they have to follow in the next cycle time. The leak in the border 
nodes design results in a dysfunctional network at a very early stage. For 
instance, the investigation for the number of schedules of the simulated 
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nodes shows that more than 50% of these nodes are adopting multiple 
schedules. The survey output shows that the average number of schedules 
per node, in some cases, has got to 2.7 schedules. Therefore, the 
supervision of the use of the secondary schedules via the adaptive scheme 
has played a significant role for energy efficiency. The experimental results 
indicate that the modifications to border nodes have not degraded the other 
performance metrics, including the average network throughput, the average 
delay and the packet loss rate. 
7.2 Future work 
In this thesis, we have presented three different approaches for an improved 
architecture of WSN applications. The purpose of the developed schemes is 
building sensor networks that take in account, the synchronisation errors, 
self-configuration, system capacity and multiple schedules nodes. NS-2 
simulator was used for implement and investigates the performance of the 
proposed schemes separately. While the preliminary simulation results from 
the above schemes looked promising, there are still several interesting 
issues and open problems that require further investigation.   
1) First, evaluate OLS-MAC algorithm in a realistic large-scale scenario 
to study the effect of varying cluster length, overlap ratio values and 
use these parameters for optimize OLS-MAC scheme to provide 
better services. An obvious next stage would be implement an 
integrated prototype of OLS-MAC scheme with all the features 
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proposed and demonstrate its performance in different network 
scenarios. 
2) The fundamentals of the proposed OLS-MAC mechanism (central 
clustering) can guide the design for develop continues adaptive 
scheme similar to that have been proposed in chapter 6. Proposing 
nodes with secondary schedules working on the base of adaptive 
scheme can shorten the delay. The time of the secondary schedule 
start at the second half of the cycle time to carry out the transmission 
that has arrived during the first part of the cycle time. 
3) Combine the concept of both OLS-MAC and PS-MAC into single 
algorithm with the aim of enhancing the sensor network capacity in 
order to improve the achieved network performance. The produced 
network will serve more advanced applications that require high 
throughput with multiple sinks distributed over the interesting area of 
investigation.   
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