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Abstract
This paper concerns the validity of the Prandtl boundary layer theory in the inviscid limit
for steady incompressible Navier-Stokes flows. The stationary flows, with small viscosity, are
considered on [0, L]×R+, assuming a no-slip boundary condition over a moving plate at y = 0.
We establish the validity of the Prandtl boundary layer expansion and its error estimates.
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1
1 Introduction
In this paper, we consider the stationary incompressible Navier-Stokes equations
UUX + V UY + PX = εUXX + εUY Y
UVX + V VY + PY = εVXX + εVY Y
UX + VY = 0
(1.1)
posed in a two dimensional domain Ω = {(X,Y ) : 0 ≤ X ≤ L, Y ≥ 0}, with a “no-slip” boundary
condition
U(X, 0) = ub > 0, V (X, 0) = 0 (1.2)
on the boundary at Y = 0. The given constant ub can be viewed as the moving speed of the plate
(that is, the boundary edge Y = 0). The case when ub ≡ 0 refers to the classical no-slip boundary
condition on a motionless boundary Y = 0. The boundary conditions at x = 0, L will be prescribed
explicitly in the text.
We are interested in the problem when ε → 0. The study of the inviscid limit and asymptotic
boundary layer expansions of Navier-Stokes equations (1.1) in the presence of no-slip boundary
condition is one of the central problems in the mathematical analysis of fluid mechanics. A for-
mal limit ε → 0 should lead the Euler flow [U0, V0] inside Ω which satisfies only non-penetration
condition at Y = 0 :
V0(X, 0) = 0.
Throughout this paper, we assume that the outside Euler flow is a shear flow
[U0, V0] ≡ [u0e(Y ), 0], (1.3)
for some smooth functions u0e(Y ). We note that there is no pressure pe for this Euler flow. Generi-
cally, there is a mismatch between the tangential velocities of the Euler flow ue ≡ U0(X, 0) ≡ u0e(0)
and the prescribed Navier-Stokes flows U(X, 0) = ub on the boundary.
Due to the mismatch on the boundary, Prandtl in 1904 proposed a thin fluid boundary layer of
size
√
ε to connect different velocities ue and ub. We shall work with the scaled boundary layer, or
Prandtl’s, variables:
x = X, y =
Y√
ε
.
In these variables, we express the solution of the NS equation [U, V ] via [U ε, V ε] as
[U(X,Y ), V (X,Y )] = [U(x,
√
εy),
√
ε
{
V (x,
√
εy)√
ε
}
] = [U ε(x, y),
√
εV ε(x, y)]
in which we note that the scaled normal velocity V ε is 1√
ε
of the original velocity V . Similarly,
P (X,Y ) = P ε(x, y). In these new variables, the Navier-Stokes equations (1.1) now read
U εU εx + V
εU εy + P
ε
x = U
ε
yy + εU
ε
xx
U εV εx + V
εV εy +
P εy
ε
= V εyy + εV
ε
xx
U εx + V
ε
y = 0.
(1.4)
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Throughout the paper, we perform our analysis directly on these scaled equations together with
the same no-slip boundary conditions (1.2). Prandtl then hypothesized that the Navier-Stokes flow
can be approximately decomposed into two parts:
[U ε, V ε] ≈ [u0e(
√
εy), 0] + [u¯(x, y), v¯(x, y)],
P ε ≈ p¯(x, y), (1.5)
in which u0e(
√
εy) denotes the Euler flow as in (1.3). Putting the ansatz into the Navier-Stokes
equations (1.4) and collecting the leading terms in ε, we obtain the Prandtl layer corrector [u¯, v¯]
which satisfies
[ue + u¯]u¯x + vu¯y + p¯x = u¯yy
u¯x + v¯y = 0
(1.6)
where p¯x = p¯x(x), since by the second equation in (1.4), p¯y = 0. Evaluating the first equation at
y = ∞, one gets p¯x = 0, which is precisely due to the assumption that the trace of Euler on the
boundary does not depend on x (a.k.a, Bernoulli’s law). Hence, the boundary layer satisfies
u¯(x, 0) = −ue + ub < 0, v¯(x, 0) = 0, lim
y→∞ u¯(x, y) = 0. (1.7)
The Prandtl layer [u¯, v¯] is subject to an “initial” condition at x = 0:
u¯(0, y) = u¯0(y). (1.8)
Regarded as one of the most important achievements of modern fluid mechanics, Prandtl’s the
boundary layer expansion (1.5) connects the theory of ideal fluid (Euler flows) with the real fluid
(Navier-Stokes flows) near the boundary, for a large Reynolds number (or equivalently, ε ≪ 1).
Such a theory has led to tremendous applications and advances in science and engineering. In
particular, since the Prandtl layer solution [u¯, v¯] satisfies an evolution equation in x, it is much
easier to compute its solutions numerically than those of the original NS flows [U ε, V ε] which
satisfy an elliptic boundary-value problem. Many other shear layer phenomena in fluids, such as
wake flows ([17, page 187]), plane jet flows ([17, page 190]), as well as shear layers between two
parallel flows, can also be described by the Prandtl layer theory (1.6) and (1.7).
In spite of the huge success of Prandtl’s boundary layer theory in applications, it remains an
outstanding open problem to rigorously justify the validity of expansion (1.5) in the inviscid limit.
The purpose of this paper is to provide an affirmative answer along this direction.
As it turns out, we will need higher order approximations, as compared to (1.5), in order to
be able to control the remainders. Precisely, we search for asymptotic expansions of the scaled
Navier-Stokes solutions [U ε, V ε, P ε] in the following form:
U ε(x, y) = u0e(
√
εy) + u0p(x, y) +
√
εu1e(x,
√
εy) +
√
εu1p(x, y) + ε
γ+ 1
2uε(x, y)
V ε(x, y) = v0p(x, y) + v
1
e(x,
√
εy) +
√
εv1p(x, y) + ε
γ+ 1
2 vε(x, y)
P ε(x, y) =
√
εp1e(x,
√
εy) +
√
εp1p(x, y) + εp
2
p(x, y) + ε
γ+ 1
2pε(x, y)
(1.9)
for some γ > 0, in which [uje, v
j
e, p
j
e] and [u
j
p, v
j
p, p
j
p], with j = 0, 1, denote the Euler and Prandtl
profiles, respectively, and [uε, vε, pε] collects all the remainder solutions. Here, we note that these
3
profile solutions also depend on ε, and the Euler flows are always evaluated at (x,
√
εy), whereas
the Prandtl profiles are at (x, y).
Formally speaking, plugging the above ansatz into (1.4) and matching the order in ε, we eas-
ily get that [u0p, v
0
p, 0] solves the nonlinear Prandtl equation (1.6), whereas the next Euler profile
[u1e, v
1
e , p
1
e] solves the linearized Euler equations around (u
0
e, 0):
u0eu
1
ex + v
1
eu
0
ey + p
1
ex = 0,
u0ev
1
ex + p
1
ey = 0,
u1ex + v
1
ey = 0,
(1.10)
or equivalently in the vorticity formulation,
−u0e∆v1e + u0eyyv1e = 0, (1.11)
with [u1e, p
1
e] being recovered from the last two equations in (1.10). The next Prandtl layer [u
1
p, v
1
p, p
1
p]
solves the linearized Prandtl equations around [ue + u
0
p, v
0
p + v
1
e ], with a source term Ep:
(ue + u
0
p)u
1
px + u
1
pu
0
px + (v
0
p + v
1
e)u
1
py + v
1
pu
0
px + p
1
px − u1pyy = Ep,
u1px + v
1
py = 0,
(1.12)
with p1p = p
1
p(x). Certainly, the remainder solutions [u
ε, vε, pε] solve the linearized Navier-Stokes
equations around the approximate solutions, with a source that contains nonlinearity in [uε, vε];
see Section 5 for details.
Note however that as we deal with functions in Sobolev spaces, all profile solutions are required
to vanish at y =∞. As it will be clear in the text, the actual Prandtl layers will introduce nonzero
normal velocity at infinity, and is one of the issues in controlling the remainders, since the profiles
then won’t even be integrable. As a result, our Prandtl layers [u1p, v
1
p] in the expansion (1.9) are
being cut-off for large y of the actual layers solving (1.12). In Section 2, we shall provide detailed
construction of the approximate solutions and derive sufficient estimates for our analysis.
1.1 Boundary conditions
The zeroth Euler flow u0e is given. Due to the no-slip boundary condition at y = 0, we require that
ue + u
0
p(x, 0) = ub, v
1
e(x, 0) + v
0
p(x, 0) = 0,
from the zeroth order in ε of the expansion (1.9), and
u1p(x, 0) = −u1e(x, 0), v1p(x, 0) = 0,
from the
√
ε-order layers. We also assume that
lim
y→∞u
0
p(x, y) = 0, limy→∞u
1
p(x, y) = 0, lim
Y→∞
[uje, v
j
e ](x, Y ) = 0.
The normal velocities v0p(x, y), v
1
p(x, y) in the boundary layers are constructed from u
0
p(x, y), u
1
p(x, y),
respectively, through the divergence-free condition. We note that in general limy→∞ v
j
p(x, y) 6= 0
and hence, cut-off functions will be introduced to localize vjp.
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Next, we discuss boundary conditions at x = 0, L. Since the Prandtl layers solve parabolic-type
equations, we require only “initial” conditions at x = 0:
u0p(0, y) = u¯0(y), u
1
p(0, y) = u¯1(y),
whereas we prescribe boundary values for the Euler profiles at both x = 0, L:
u1e(0, Y ) = u
1
b(Y ), v
1
e(0, Y ) = Vb0(Y ), v
1
e(L, Y ) = VbL(Y )
with compatibility conditions Vb0(0) = v
0
p(0, 0), VbL(0) = v
0
p(L, 0) at the corners of the domain
[0, L]× R+.
Finally, we impose the following boundary conditions for the remainder solution [uε, vε]:
[uε, vε]y=0 = 0 (no-slip), [u
ε, vε]x=0 = 0 (Dirichlet),
pε − 2εuεx = 0, uεy + εvεx = 0 at x = L (Neumann or stress-free).
(1.13)
Certainly, one may wish to consider different boundary conditions for [uε, vε] at x = L. However,
to avoid a possible formation of boundary layers with respect to x near the boundary x = L, the
above Neumann stress-free condition appears the most convenient candidate to impose.
1.2 Main result and discussions
We are ready to state our main result:
Theorem 1.1. Let u0e(Y ) be a given smooth Euler flow, and let u
1
b(Y ), Vb0(Y ), VbL(Y ), with Y =√
εy, and u¯0(y) and u¯1(y) be given smooth data and decay exponentially fast at infinity in their
arguments, and let ub be a positive constant. We assume that |VbL(Y ) − Vb0(Y )| . L for small L,
and
min
0≤y≤∞
{
u0e(
√
εy) + u¯0(y)
}
> 0. (1.14)
Then, there exists a positive number L that depends only on the given data so that the boundary
layer expansions (1.9), with the profiles satisfying the boundary conditions in Section 1.1, hold for
γ ∈ (0, 14). Precisely, [U ε, V ε, P ε] as defined in (1.9) is the unique solution to the Navier-Stokes
equations (1.4), so that the remainder solutions [uε, vε] satisfy
‖∇εuε‖L2 + ε
1
2 ‖∇εvε‖L2 + ε
γ
2 ‖uε‖L∞ + ε
1
2
+ γ
2 ‖vε‖L∞ ≤ C0,
for some constant C0 that depends only on the given data. Here, ∇ε = (
√
ε∂x, ∂y), and ‖ · ‖Lp
denotes the usual Lp norm over [0, L] × R+.
As a direct corollary of our main theorem above, we obtain the inviscid limit of the steady
Navier-Stokes flows, with prescribed data up to the order of square root of viscosity.
Corollary 1.2. Under the same assumption as made in Theorem 1.1, there are exact solutions
[U, V ] to the original Navier-Stokes equations (1.1) on Ω = [0, L]×R+, with L being as in Theorem
1.1, so that
sup
(x,y)∈Ω
∣∣∣U(x, y)− u0e(y)− u0p(x, y√ε)
∣∣∣ . ε 12
sup
(x,y)∈Ω
∣∣∣V (x, y)−√εv0p(x, y√ε)−√εv1e(x, y)
∣∣∣ . εγ2+ 12
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as ε→ 0, for given Euler flow u0e, the constructed Euler flows [u1e, v1e ] and Prandtl layers [u0p,
√
εv0p].
In particular, we have the convergence (U, V ) → (u0e, 0) in the usual Lp norm, with a rate of
convergence of order ε1/2p, 1 ≤ p <∞, in the inviscid limit of ε→ 0.
Remark 1.3. We note that the Prandtl layers [u0p, v
0
p ] are not exactly the layers [u¯, v¯] solving
(1.6)-(1.8). Indeed, whereas u0p = u¯, we have the normal velocity v
0
p =
∫∞
y u¯x, but v¯ = −
∫ y
0 u¯x for
the true Prandtl layer. The introduction of the Euler layer [u1e, v
1
e ] was necessary to correct this.
Let us give a few comments about the main result. First, the nonzero condition (1.14) and
ub > 0 are naturally related to the situation where boundary layers are near a moving plate: such
as a wake flow of a moving body, a moving plane jet flow, and a shear layer between two parallel
flows. It may also be related to the well-known fact in engineering that injection of moving fluids
at the surface prevents the boundary layer separation.
It is widely known that the mathematical study of Prandtl boundary layers and the inviscid
limit problem is challenging due to its characteristic nature at the boundary (that is, v = 0 at
y = 0) and the instability of generic boundary layers ([6, 7, 8, 9]). Here, for steady flows, we are
able to justify the Prandtl boundary layer theory. There are several issues to overcome. The first is
to carefully construct Euler and Prandtl solutions and derive sufficient estimates. The complication
occurs due to the fact that we have to truncate the actual layers in order to fit in our functional
framework, and the lack of a priori estimates for linearized Prandtl equations. The construction of
the approximate solutions is done in Section 2.
Next, once the approximate solutions are constructed, we need to derive stability estimates for
the remainder solutions. Due to the limited regularity obtained for the Prandtl layers [u1p, v
1
p], we
shall study the linearization around the following approximate solutions:
us(x, y) := u
0
e(
√
εy) + u0p(x, y) +
√
εu1e(x,
√
εy), vs(x, y) := v
0
p(x, y) + v
1
e(x,
√
ε). (1.15)
A straightforward calculation (Section 5) yields the equations for the remainder solutions [uε, vε, pε]
in (1.9):
usu
ε
x + u
εusx + vsu
ε
y + v
εusy + p
ε
x −∆εuε = R1(uε, vε)
usv
ε
x + u
εvsx + vsv
ε
y + v
εvsy +
pεy
ε
−∆εvε = R2(uε, vε)
uεx + v
ε
y = 0,
with ∆ε = ∂
2
y + ε∂
2
x. Here, [us, vs] denotes the leading approximate solutions (see (1.15)), and the
remainders R1,2(u
ε, vε) are defined as in (5.4). The standard energy estimate (Section 3.1) yields
precisely a control on ‖∇εuε‖L2 and
√
ε‖∇εvε‖L2 , but cannot close the analysis, due to the large
convective term:
∫
usyu
εvε, for instance. Indeed, this is a very common and central difficulty in
the stability theory of boundary layers.
The most crucial ingredient (Section 3.2) in the proof is to give bound on ‖∇εvε‖L2 (in order
one, instead of order
√
ε from the energy estimate). The key is to study the vorticity equation,
−us∆ǫvε + vs∆ǫuε − uε∆ǫvs + vε∆ǫus = ∆ǫωε +R1y − εR2x.
with a new multiplier v
ε
us
. Here, the assumption (1.14) and ub > 0, together with the Maximum
Principle for the Prandtl equations (see estimate (2.8)), assure that us is bounded away from zero.
Formally, without worrying about boundary terms, the integral
∫
∆εω
εvε vanishes. Hence, the
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leading term in the vorticity estimate lies in the convection: −us∆ǫvε+ vε∆ǫus, or to leading order
in the boundary layer analysis, −us∂2yvε+usyyvε. Our key observation is then the positivity of the
second-order operator:
−∂yy + usyy
us
.
Indeed, a direct calculation yields
−
∫
vyyv =
∫
|vy|2 =
∫ ∣∣∣∣∂y
{
v
us
us
}∣∣∣∣
2
=
∫
u2s
∣∣∣∣∂y
{
v
us
}∣∣∣∣
2
+
∫
u2sy
{
v
us
}2
+ 2
∫
∂y
{
v
us
}
ususy
{
v
us
}
=
∫
u2s
∣∣∣∂y
{
v
us
} ∣∣∣2 + ∫ u2sy
{
v
us
}2
−
∫ {
v
us
}2
[ususy]y
=
∫
u2s
∣∣∣∂y
{
v
us
} ∣∣∣2 − ∫ usyy
us
v2
which gives the positivity estimate:∫ {
−∂yy + usyy
us
}
vv =
∫
|∂yv|2 +
∫
usyy
us
v2 =
∫
u2s
∣∣∣∂y
{
v
us
} ∣∣∣2 > 0. (1.16)
The desired bound on vεy, and in fact, ∇εvε is derived from this positivity estimate and the weighted
estimates from the vorticity equation. Precisely,
∫∫
v2y =
∫∫ {
∂y
[
us
{
v
us
}]}2
≤ 2
∫∫
u2s
{
v
us
}2
y
+ 2
∫∫
{∂yus}2
{
v
us
}2
≤ 2
∫∫
u2s
∣∣∣∣∂y
{
v
us
}∣∣∣∣
2
+ 2
∫∫ [
∂y
{
v
us
}]2
× sup
x
∫
y{∂yus}2dy
≤ 2
∫∫
u2s
∣∣∣∣∂y
{
v
us
}∣∣∣∣
2
[1 +
1
minu2s
× sup
x
∫
y{∂yus}2dy]
.
∫∫
u2s
∣∣∣∣∂y
{
v
us
}∣∣∣∣
2
,
(1.17)
in which the last inequality used the estimate (3.8) on us.
In addition, the Dirichlet boundary condition at x = 0 and the stress-free boundary condition
at x = L as imposed in (1.13) are carefully designed to ensure boundary contributions at x = 0
and x = L are controllable.
Our second ingredient is to derive L∞ estimate for the remainder solution [uε, vε] and to close
the nonlinear analysis; Sections 4 and 5. We have to overcome the issue of regularity of solutions to
the elliptic problem in domains with corners. In particular, it is a subtlety to justify the integrability
of all terms in integration by parts, given the limited regularity provided for the solution near the
corners. We remark that in the case ub = 0, our analysis does not directly apply due to the
presence of zero points of the profile solutions us, and hence the function
vε
us
can no longer be used
as a multiplier. Our positivity estimate is lost in this limiting, but classical, case.
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Finally, the third ingredient is the construction of profiles (or approximate solutions) which
enables us to establish the error estimates and to close our nonlinear iteration. Such constructions
are delicate (Section 2), due to the regularity requirement of v1pxx in the remainder R2(u
ε, vε). In
order to control it, we need to create artificial new boundary layer at y = 0 in (2.30) to guarantee
sufficient regularity for the first order Euler correction [u1e, v
1
e , p
1
e]. More importantly, to construct
both v1e and v
1
p, the positivity estimate (1.16) once again plays the decisive role; see Sections 2.2
and 2.4.
We are not aware of any work in the literature that deals with the validity of the Prandtl
boundary layer theory for the steady Navier-Stokes flows. For unsteady flows, there are very
interesting contributions [1, 15, 16] in the analyticity framework, [10] in the case where the initial
vorticity is assumed to be away from the boundary, or [11] for special Navier-Stokes flows. An
analogous program for unsteady flows as done for the steady case in the precent paper appears not
possible, due to the fact that (unsteady) boundary layers are known to be very unstable; see, for
instance, [5, 6, 7, 8, 9].
Notation. Throughout the paper, we shall use 〈y〉 =
√
1 + y2, and ‖ · ‖Lp or occasionally
‖ · ‖p to denote the usual Lp norms, p ≥ 1, with integration taken over Ω = [0, L] × R+. We also
use ‖ · ‖Lp(0,L) and ‖ · ‖Lp(R+) to denote the Lp norms with integration taken over [0, L] and R+,
respectively. We shall denote by C(us, vs) a universal constant that depends only on the given
Euler flow u0e and boundary data. Occasionally, we simply write C or use the notation . in the
estimates. By uniform estimates, we always mean those that are independent of smallness of ε
and L. The smallness of L is determined depending only on the given data, whereas ε is taken
arbitrarily small, once the given data and L are fixed. In particular, ε≪ L.
2 Construction of the approximate solutions
In order to construct the approximate solutions, we plug the Ansatz (1.9) into the scaled Navier-
Stokes equations (1.4), and match the order in ε to determine the equations for the profiles. For
our own convenience, let us introduce
uapp(x, y) = u
0
e(
√
εy) + u0p(x, y) +
√
εu1e(x,
√
εy) +
√
εu1p(x, y)
vapp(x, y) = v
0
p(x, y) + v
1
e(x,
√
εy) +
√
εv1p(x, y)
papp(x, y) =
√
εp1e(x,
√
εy) +
√
εp1p(x, y) + εp
2
p(x, y).
(2.1)
We then calculate the error caused by the approximation:
Ruapp := [uapp∂x + vapp∂y]uapp + ∂xpapp −∆εuapp (2.2a)
Rvapp := [uapp∂x + vapp∂y]vapp +
1
ε
∂ypapp −∆εvapp, (2.2b)
or explicitly,
Ruapp =
[
{u0e + u0p +
√
ε[u1e + u
1
p]}∂x + {v0p + v1e +
√
εv1p}∂y
]
{u0e + u0p +
√
ε[u1e + u
1
p]}
+
√
ε∂x{p1e + p1p +
√
εp2p} − (∂2y + ε∂2x){u0e + u0p +
√
ε[u1e + u
1
p]}
Rvapp =
[
{u0e + u0p +
√
ε[u1e + u
1
p]}∂x + {v0p + v1e +
√
εv1p}∂y
]
{v0p + v1e +
√
εv1p}
+
1√
ε
∂y{p1e + p1p +
√
εp2p} − (∂2y + ε∂2x){v0p + v1e +
√
εv1p},
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in which we recall that the Euler profiles are always evaluated at (x, z) = (x,
√
εy). We shall
construct the approximate solutions so that Ru,vapp are being small in ε. In this long section, we shall
prove that
Proposition 2.1. Under the same assumptions as in Theorem 1.1, there are approximate solutions
[uapp, vapp, papp] so that
‖Ruapp‖L2 +
√
ε‖Rvapp‖L2 ≤ C(L, κ)ε3/4−κ,
for arbitrarily small κ > 0. Furthermore, there hold various regularity estimates on the approximate
solutions which are summarized in Corollary 2.3 for the zeroth-order Prandtl layers [u0p, v
0
p], Section
2.3.1 for the Euler profiles [u1e, v
1
e ], and Section 2.4.2 for the Prandtl layers [u
1
p, v
1
p].
2.1 Zeroth-order Prandtl layers
The (leading) zeroth order terms on the right-hand side of (2.2a) consist of
Ru,0 := {u0e + u0p}{u0e + u0p}x + {v0p + v1e}{u0e + u0p}y − {u0e + u0p}yy
in which we note that {u0e}x = 0. Since the Euler flows are evaluated at (x, z) = (x,
√
εy), we may
write
{v0p + v1e}∂yu0e =
√
ε{v0p + v1e}u0ez
and, with ue = u
0
e(0),
u0eu
0
px + v
1
eu
0
py = ueu
0
px + v
1
e(x, 0)u
0
py +
√
εuez(
√
εy)yu0px +
√
εv1ez(
√
εy)yu0py + E
0
in which E0 satisfies
E0 :=
√
εu0px
∫ y
0
{u0ez(
√
εθ)− u0ez(
√
εy)}dθ +√εu0py
∫ y
0
{v1ez(
√
εθ)− v1ez(
√
εy)}dθ
= εu0px
∫ y
0
∫ θ
y
u0ezz(
√
ετ)dτdθ + εu0py
∫ y
0
∫ θ
y
v1ezz(
√
ετ)dτdθ.
(2.3)
In particular, E0 is in the high order in ε, as to be proved rigorously in the next section; see (2.40).
To leading order, this yields the nonlinear Prandtl problem for u0p:

{ue + u0p}u0px + {v0p + v1e(x, 0)}u0py = u0pyy, v0p(x, y) :=
∫ ∞
y
u0px dy,
u0p(x, 0) = ub − ue, v0p(x, 0) + v1e(x, 0) = 0, u0p(0, y) = u¯0(y).
(2.4)
Having constructed the Prandtl layer [u0p, v
0
p], the zeroth order term R
u,0 is reduced to
Ru,0 =
√
ε{v0p + v1e}u0ez +
√
εuez(
√
εy)yu0px +
√
εv1ez(
√
εy)yu0py − εu0ezz + E0, (2.5)
which will be put into the next order in ε.
Lemma 2.2. Let u0p(0, y) := u¯0(y) be an arbitrary smooth boundary data for the Prandtl layer at
x = 0. Assume that miny{ue + u¯0(y)} > 0. Then, there exists a positive number L so that the
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problem (2.4) has the unique smooth solution u0p(x, y) in [0, L] × R+. Furthermore, for all n ≥ 0,
k ≥ 0, there exists a constant C0(n, k, u¯0) so that there holds the uniform bound:
sup
x∈[0,L]
‖〈y〉n/2∂kxu0p‖L2(R+) + ‖〈y〉n/2∂kx∂yu0p‖L2(0,L;L2(R+)) ≤ C0(n, k, u¯0), (2.6)
with 〈y〉 = √1 + |y|2. Here, the constant C(n, k, u¯0) depends on n, k, and the 〈y〉n-weighted
H2k(R+) norm of the boundary value u¯0(y).
Corollary 2.3. Let u0p be the Prandtl layer constructed as in Lemma 2.2. Then, there holds
sup
x∈[0,L]
‖〈y〉n/2∂kx∂jy[u0p, v0p]‖L2(R+) ≤ C0(n, k, j, u¯0), (2.7)
for arbitrary n, k, j.
Proof. Indeed, the proof follows directly from Lemma 2.2 and a use of equations (2.4) for the
Prandtl layer to bound ∂2yu
0
p by those of lower-order derivative terms.
Proof of Lemma 2.2. Let ue = u
0
e(0). Following Oleinik [12], we use the von Mises transformation:
η :=
∫ y
0
(ue + u
0
p(x, θ))dθ, w(x, η) := ue + u
0
p(x, y(η)).
The function w then solves
wx = {wwη}η
on [0, L] × R+. Note that by the standard Maximum Principle (to the equation for w2), we have
w ≥ min
y
{ub, ue + u0p|x=0} ≥ c0 > 0, (2.8)
for some positive constant c0. Hence, the above is a non-degenerate parabolic equation. Since w
does not vanish on the boundary, we introduce w = w − ue − [ub − ue]e−η. Hence, it follows that
w vanishes at both y = 0 and y =∞, and there holds
wx = [wwη]η − [ub − ue][we−η ]η − Fη , F (η) := [ub − ue][ue + [ue − ub]e−η]e−η. (2.9)
Clearly, 〈η〉nF (·) ∈ W k,p(R+), for arbitrary n, k ≥ 0 and p ∈ [1,∞]. We shall solve this equation
via the standard contraction mapping.
First, let us derive a priori weighted estimates. We introduce the following weighted iterative
norm:
Nj(x) :=
j∑
k=0
∫
〈η〉n|∂kxw|2 +
j∑
k=0
∫ x
0
∫
〈η〉n|∂kxwη|2, j ≥ 0. (2.10)
By multiplying the equation (2.9) by 〈η〉nw, it follows the standard weighted energy estimate:
1
2
d
dx
∫
〈η〉n|w|2 +
∫
〈η〉nw|wη|2 ≤
∫ [
〈η〉n−1|w||wη |+ 〈η〉ne−η|wwη |+ 〈η〉n|wFη |
]
,
for n ≥ 0, which together with the Young’s inequality yields
1
2
d
dx
∫
〈η〉n|w|2 +
∫
〈η〉nw|wη|2 ≤ C
∫
〈η〉n|w|2 + C
∫
〈η〉n|Fη|2.
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The Gronwall inequality then yields
sup
0≤x≤L
∫
〈η〉n|w|2 +
∫ L
0
∫
〈η〉n|wη|2 ≤ C(L), (2.11)
which gives N0(L) ≤ C(L), for some constant C(L) that depends only on large L and the give data
ue, ub, c0 in the problem.
Next, taking x−derivatives of (2.9), we get
∂jxwx = {w∂jxwη}η +
j∑
α=0
Cj−αj {∂j−αx w∂αxwη}η − [ub − ue][∂jxwe−η ]η
for j ≥ 1. Similarly as above, multiplying the equation by 〈η〉n∂jxw yields the inequality
1
2
d
dx
∫
〈η〉n|∂jxw|2 +
∫
〈η〉nw|∂jxwη|2
≤ n
∫
〈η〉n−1w∂jxwη∂jxw + C
∑
α<j
∫
〈η〉n{∂j−αx w∂αxwη}∂jxwη (2.12)
+C
∑
α<j
∫
〈η〉n−1{∂j−αx w∂αxwη}∂jxw − [ub − ue]
∫
[∂jxwe
−η ]η〈η〉n∂jxw.
Let us treat each term on the right. For arbitrary positive constant δ, we get∫
〈η〉n−1w∂jxwη∂jxw ≤ δ
∫
w〈η〉n|∂jxwη|2 + Cδ‖w‖∞
∫
〈η〉n|∂jxw|2∫
[∂jxwe
−η ]η〈η〉n∂jxw ≤ δ
∫
w〈η〉n|∂jxwη|2 + Cδ
∫
〈η〉n|∂jxw|2.
By choosing δ sufficiently small, the first term in the above inequalities can be absorbed into the
left-hand side of the inequality (2.12). Next, for 0 < α < j, we have∫
〈η〉n{∂j−αx w∂αxwη}∂jxwη ≤ δ
∫
w〈η〉n|∂jxwη|2 + Cδ‖∂j−αx w‖2∞
∫
〈η〉nw|∂αxwη|2∫
〈η〉n−1{∂j−αx w∂αxwη}∂jxw ≤ C‖∂j−αx w‖∞‖
√
〈η〉nw∂αxwη‖L2(R+)‖〈η〉
n−2
2 ∂jxw‖L2(R+)
≤ δ
∫
w〈η〉n|∂αxwη|2 + Cδ‖∂j−αx w‖2∞
∫
〈η〉n|∂jxw|2
Whereas in the case α = 0, we instead estimate∫
〈η〉n{∂jxwwη}∂jxwη ≤ δ
∫
w〈η〉n|∂jxwη|2 + Cδ‖wη‖2∞
∫
〈η〉n|∂jxw|2∫
〈η〉n−1{∂jxwwη}∂jxw ≤ ‖wη‖∞‖
√
〈η〉n∂jxw‖L2(R+)‖〈η〉
n−2
2 ∂jxw‖L2(R+).
It remains to give bounds on ‖wη‖∞ and ‖∂j−αx w‖∞, for 0 < α ≤ j. We recall the definition
w = w + ue + [ub − ue]e−η. Using the Sobolev embedding, we get
‖∂j−αx w‖2∞ ≤ C + ‖∂j−αx w‖2∞ ≤ C + ‖∂j−αx w‖L2(R+)‖∂j−αx wη‖L2(R+)
≤ C + ‖∂j−αx w‖L2(R+)
[
‖∂j−αx wη |x=0‖L2(R+) + ‖∂j−αx wη‖
1/2
L2
‖∂j−α+1x wη‖1/2L2
]
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in which ‖ · ‖L2 denotes the usual L2 norm over [0, x] × R+. In term of the iterative norm Nj(x),
this yields
‖∂j−αx w‖2∞ ≤ C +N 1/2j−α(x)
[
‖∂j−αx wη |x=0‖L2(R+) +N
1/2
j (x)
]
, (2.13)
for 0 < α ≤ j. Next, to estimate ‖wη‖∞, we use the embedding: ‖wη‖2∞ ≤ C‖wη‖L2(R+)‖wη‖H1(R+).
Using the equation (2.9) and the lower bound on w, we get
‖wηη‖L2(R+) ≤ C
(
‖wx‖L2(R+) + ‖w‖H1(R+) + ‖w2η‖L2(R+) + ‖Fη‖L2(R+)
)
in which the Sobolev embedding for the supremum norm again yields
‖w2η‖L2(R+) ≤ C‖wη‖3/2L2(R+)‖wη‖
1/2
H1
≤ δ‖wηη‖L2(R+) + Cδ‖wη‖3L2(R+).
Choosing δ sufficiently small, we conclude that
‖wη‖∞ . 1 + ‖wx‖L2(R+) + ‖w‖H1(R+) + ‖wη‖2L2(R+). (2.14)
Hence, integrating the above inequality over [0, x], recalling the definition of the iterative norm,
and using the uniform bound on N0(L), we obtain∫ x
0
‖wη‖2∞ . 1 +
∫ x
0
(‖wx‖2L2(R+) + ‖w‖2H1(R+)) + sup
s∈[0,x]
‖wη‖2L2(R+)
∫ x
0
‖wη‖2L2(R+)
. 1 +
∫ x
0
‖wx‖2L2(R+) + ‖wη |x=0‖2L2(R+) + ‖wxη‖2L2
. 1 + ‖wη |x=0‖2L2(R+) +
∫ x
0
N1(s) ds.
(2.15)
Putting the above estimates altogether into the jth weighted estimates (2.12), integrating the
result over [0, x] and rearranging terms, we obtain
Nj(x) .
∫ x
0
(1 + ‖w‖∞ + ‖wη‖2∞)
∫
〈η〉n|∂jxw|2 + ‖∂j−αx w‖2∞
∑
α<j
∫∫
〈η〉nw|∂αxwη|2
+ ‖∂j−αx w‖∞
∑
α<j
‖
√
〈η〉nw∂αxwη‖L2‖〈η〉
n−2
2 ∂jxw‖L2
. Nj(0) +
∫ x
0
[
1 +N1(s) +Nj−1(x)
]
Nj(s) ds.
(2.16)
The Gronwall inequality then yields
Nj(L) ≤ CNj(0), ∀j ≥ 0,
for L sufficiently small. Here, we note that the smallness of L and the constant C depend only on
the given data in the problem. The standard contraction mapping, together with a priori bounds,
yields the existence and the uniform bound of the solutions to (2.9) in [0, L]×R+. Changing back
to the original coordinates yields the lemma, upon noting that y ∼ η thanks to the upper and lower
bound of w.
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Remark 2.4. It is possible to iterate our above scheme to obtain a global-in-x solution to the
Prandtl equation. Indeed, the L2 estimate (2.11) yields the global existence of a bounded weak
solution. The standard Nash-Moser’s iteration applied to the parabolic equation (2.9) then yields
a uniform bound in C1 and hence H1 spaces. By a view of the iterative estimate (2.16) which is
only nonlinear at the first step for N1, it follows a uniform bound for all Nk, for k ≥ 1, uniformly
in small L. This yields the global smooth solution.
2.2 ε1/2-order corrections
Next, we collect all terms with a factor
√
ε from (2.2a), together with the new
√
ε-order terms
arising from Ru,0 (see (2.5)), to get
Ru,1 := [u1e + u
1
p]∂x[u
0
e + u
0
p] + [u
0
e + u
0
p]∂x[u
1
e + u
1
p] + v
1
p∂y[u
0
e + u
0
p] + [v
0
p + v
1
e ]∂y[u
1
e + u
1
p]
+ p1ex + p
1
px − ∂2y [u1e + u1p] + [yu0px + v0p + v1e ]u0ez + yv1ezu0py.
We construct the Euler and Prandtl layers so that Ru,1 is of order
√
ε. We rearrange terms with
respect to the interior variables (x,
√
εy) and the boundary-layer variables (x, y), respectively. We
stress that when the partial derivative ∂y hits an interior term with scaling
√
εy, that term can be
moved to the next order. For instance, [v0p + v
1
e ]∂yu
1
e =
√
ε[v0p + v
1
e ]u
1
ez(
√
εy). Having this in mind,
the leading interior terms consist of
u0eu
1
ex + v
1
eu
0
ez + p
1
ex = 0 (2.17)
and the boundary-layer terms consisting of
[u1e + u
1
p]u
0
px + u
0
pu
1
ex + [u
0
e + u
0
p]u
1
px + v
1
p[u
0
py +
√
εu0ez] + [v
0
p + v
1
e ]u
1
py + p
1
px − u1pyy
+ [yu0px + v
0
p]u
0
ez + yv
1
ezu
0
py = 0,
(2.18)
in which the equalities are made to precisely get rid of these leading terms. Hence, having con-
structed these layers, the error is then reduced to
√
ε[v0p + v
1
e ]u
1
ez − εu1ezz. (2.19)
Next, let us consider the normal component (2.2b). Clearly, the leading term is 1√
ε
p1py, which
leads to the fact that Prandtl’s pressure is independent of y:
p1p = p
1
p(x). (2.20)
The next (zeroth) order in (2.2b) consists of
Rv,0 := [u0e + u
0
p][v
0
px + v
1
ex] + [v
0
p + v
1
e ]∂y[v
0
p + v
1
e ] + p
1
ez + p
2
py − ∂2y [v0p + v1e ].
Again as above, we shall enforce Rv,0 = 0 (possibly, up to error of order
√
ε). Note that v1p has
now been determined through the divergence-free condition and the construction of u1p. We take
the interior layer [u1e, v
1
e , p
1
e] to satisfy
u0ev
1
ex + p
1
ez = 0. (2.21)
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Whereas, the next layer pressure p2p is taken to be of the form
p2p(x, y) =
∫ ∞
y
[
[u0e + u
0
p]v
0
px + u
0
pv
1
ex + [v
0
p + v
1
e ][v
0
py +
√
εv1ez]− v0pyy − εv1ezz
]
(x, θ) dθ. (2.22)
With this choice of p2p and (2.21), the error term R
v,0 in this leading order is reduced to
Rv,0 =
√
ε[v0p + v
1
e ]v
1
ez − εv1ezz. (2.23)
The set of equations (2.17), (2.21), together with the divergence-free condition, constitutes the
profile equations for the Euler correction [u1e, v
1
e , p
1
e], whereas equations (2.18) and (2.20) are for
the divergence-free Prandtl layers [u1p, v
1
p , p
1
p].
2.3 Euler correctors
We construct the Euler corrector [v1e , u
1
e, p
1
e] solving (2.17), (2.21). For sake of presentation, we drop
the superscript 1. Writing the equation for vorticity we = uez − vex and note that wex = −∆ve.
This leads to the following elliptic problem for ve:
−u0e∆ve + u0ezzve = 0, (2.24)
with ∆ = ∂2x + ∂
2
z , together with the boundary conditions as in Section 1.1, which we recall
ve(x, 0) = −v0p(x, 0), ve(0, z) = Vb0(z), ve(L, z) = VbL(z) (2.25)
with the comparability assumption: Vb0(0) = −v0p(0, 0) and VbL(0) = −v0p(L, 0). We need to derive
higher regularity estimates for ve. Due to the presence of corners in the domain for (x, z), singularity
could occur. To avoid this, we instead consider the following elliptic problem:
−u0e∆ve + u0ezzve = Eb, (2.26)
with the same boundary conditions (2.25), in which Eb is introduced as a boundary layer corrector.
To define Eb, let us introduce
B(x, z) := (1− x
L
)
Vb0(z)
v0p(0, 0)
v0p(x, 0) +
x
L
VbL(z)
v0p(L, 0)
v0p(x, 0)
=
Vb0(z)
v0p(0, 0)
v0p(x, 0) +
x
L
( VbL(z)
v0p(L, 0)
− Vb0(z)
v0p(0, 0)
)
v0p(x, 0).
(2.27)
Here, without loss of generality, assume that v0p(0, 0), v
0
p(L, 0) 6= 0. It is clear that B(x, z) satisfies
the boundary conditions (2.25), thanks to the compatibility assumption at the corners. In addition,
if we assume |∂kz (VbL − Vb0)(z)| ≤ CL, it follows that B ∈ W k,p for arbitrary k, p. In particular,
the function
Fe(x, z) := −u0e∆B + u0ezzB
is arbitrarily smooth and there holds
‖〈z〉nFe‖W k,q ≤ C, (2.28)
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for any n, k ≥ 0 and q ∈ [1,∞], for some constant C that is independent of small L. Let us then
introduce the function w through
ve = B + w.
The function w solves the following elliptic problem with homogenous boundary conditions:
−u0e∆w + u0ezzw = Eb + Fe(x, z), w|∂Ω = 0. (2.29)
To obtain high regularity for w, we introduce the boundary layer corrector:
Eb(x, z) := −χ(z
ε
)Fe(x, 0), (2.30)
in which χ(·) is a cut-off function with support in [0, 1] and with χ(0) = 1. It follows that
‖〈z〉n∂kzEb‖Lq ≤ Cε−k+
1
q , q ≥ 1, n, k ≥ 0. (2.31)
Let us now derive sufficient estimates on ve. We prove the following:
Lemma 2.5. Assume that Vb0 and VbL are sufficiently smooth, rapidly decaying at infinity, and
satisfy |∂kz (VbL − Vb0)(z)| ≤ CL, for k ≥ 0, uniformly in z. There exists a unique smooth solution
ve to the elliptic problem (2.25), (2.26), and (2.30), and there holds
‖ve‖∞ + ‖〈z〉nve‖H2 ≤ C0, ‖〈z〉nve‖H3 ≤ C0ε−1/2, ‖〈z〉nve‖H4 ≤ C0ε−3/2
for n ≥ 0 and for some constant C0 that depends on the given boundary data, and but does not
depend on L, when L is small. In addition,
‖〈z〉nve‖W 2,q ≤ C(L), ‖〈z〉nve‖W 3,q ≤ C(L)ε−1+1/q, ‖〈z〉nve‖W 4,q ≤ C(L)ε−2+1/q,
for n ≥ 0, q ∈ (1,∞), and for some constant C(L) that could depend on small L. Here, we note
that the integration in the above ‖ · ‖W k,q norms is taken with respect to (x, z) in [0, L]× R+.
Proof. We write ve = B+w with the smooth B defined as in (2.27). It suffices to derive estimates
on w, solving (2.29). We first perform the basic L2 estimate. Multiplying the equation by w/u0e
and using the zero boundary conditions yield∫∫ (
−∆ww + u
0
ezz
u0e
|w|2
)
=
∫∫ (
|∇w|2 + u
0
ezz
u0e
|w|2
)
=
∫∫
w(Eb + Fe)
u0e
.
Thanks to the crucial positivity estimate (see (1.16) and (1.17) with u0e), we have∫ (
|wz|2 + u
0
ezz
u0e
|w|2
)
=
∫
|u0e|2
{
w
u0e
}2
z
≥ θ0
∫
|wz|2,
in which we have used |w/ue0| ≤
√
z‖(w/u0e)z‖L2(R+)and the fast decay property of u0ez to obtain
the lower bound, for some constant θ0 independent of L. In addition, we estimate∫∫
w(Eb + Fe)
u0e
≤
∫∫ √
x|Eb + Fe|
u0e
‖wx‖L2(0,L) ≤ C‖Eb + Fe‖L2‖∇w‖L2 ≤ C‖∇w‖L2 .
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Putting the above estimates into the energy estimate, together with a use of the standard Young’s
inequality, we get
‖w‖H1 ≤ C, (2.32)
for some constant C that is independent of small L, in which the L2 norm of w is bounded by the
Poincare’s inequality.
Next, to derive high order energy estimates, we write the equation as
−∆w = Ge, Ge := 1
u0e
(
Eb + Fe − u0ezzw
)
. (2.33)
Clearly, ‖Ge‖L2 ≤ C. In addition, since Eb(x, 0) + Fe(x, 0) = 0, we have Ge = 0 and hence
w = wzz = 0 on the boundary z = 0. We thus have the following H
2 energy estimate by multiplying
the elliptic equation by wz:∫∫
|∇wz|2 +
∫ L
0
wzzwz(x, 0) +
∫ ∞
0
wzxwz
∣∣∣x=L
x=0
=
∫∫
(Ge)zwz = −
∫∫
Gewzz ≤ ‖Ge‖L2‖wzz‖L2 .
Since wzz(x, 0) = 0 and wz(0, z) = wz(L, z) = 0, the boundary terms vanish. Hence, together
with a use of the Young’s inequality, we have obtained the uniform bound ‖wz‖H1 ≤ C. Using the
equation to estimate wxx in term of the rest, we thus obtain the full H
2 bound of the solution w,
and hence of ve, uniformly in small L. In addition, since w = 0 on the boundary, we have
|w(x, z)| ≤
∫ x
0
|wx(θ, z)| dθ ≤
∫ x
0
(∫ z
0
|wxwxz|(θ, η) dη
)1/2
dθ
≤ √x‖wx‖1/2L2 ‖wxz‖
1/2
L2
≤ C0
√
L,
thanks to the H2 bound on w. This proves the uniform boundedness of ve.
As for the weighted estimates, we consider the elliptic problem for 〈z〉nw, with n ≥ 1, which
solves
−∆(〈z〉nw) = 〈z〉
n
u0e
(
Eb + Fe − u0ezzw
)
− w∂2z 〈z〉n − 2wz∂z〈z〉n
the homogenous boundary conditions. By induction, 〈z〉n−1w is uniformly bounded in H2, and
hence the right-hand side of the above elliptic problem is uniformly bounded in H1. The same
proof given just above for the unweighted norm yields ‖〈z〉nw‖H2 ≤ C, for all n ≥ 1.
Next, we derive higher regularity estimates for w. We recall that from (2.28) and (2.31), there
holds
‖〈z〉n∂kz (Eb + Fe)‖Lq ≤ C(1 + ε−k+
1
q ), q ≥ 1, n, k ≥ 0.
Let us now consider the elliptic problems for wz and wzz:
−∆wz = ∂z
[ 1
u0e
(
Fe + Eb − u0ezzw
)]
, wz |x=0,L = wzz |z=0 = 0
and
−∆wzz = ∂2z
[ 1
u0e
(
Fe + Eb − u0ezzw
)]
, wzz |∂Ω = 0.
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Here, we note that wzz = 0 on the boundary, precisely due to the layer corrector Eb and the
equation (2.33). Next, note that the source term in the above equations has its L2 norm bounded
by Cε−1/2 and Cε−3/2, respectively. Again, the above H2 energy estimates then give
‖〈z〉n∂kzw‖H2 ≤ Cε−k+1/2, k = 1, 2, n ≥ 0.
We now estimate w in H3 and H4 norms. Indeed, thanks to the H2 bound on wz, wzz, it remains
to estimate wxxx in L
2 and H1, respectively. Thanks to (2.33), we may write
wxxx = −wzzx +∆wx = −wzzx − ∂x
[ 1
u0e
(
Fe + Eb − u0ezzw
)]
.
This yields at once the desired weighted L2 and H1 estimates on wxxx, and hence the full weighted
H3 and H4 estimates on w.
Finally, the W k,q estimates follow simply from the standard elliptic theory in [0, L] × R, when
we make the odd extension to z < 0 for (2.33). We note that the boundary layer construction
(2.30) ensures that the odd extension of Ge ∈ W 2,q([0, L] × R). This completes the proof of the
lemma.
2.3.1 Euler profiles
We now construct the Euler corrector [u1e, v
1
e , p
1
e] that is used in the boundary-layer expansion (1.9).
We take v1e = ve, where ve solves the modified elliptic problem (2.26), with an extra source Eb. By
a view of (2.21) and the divergence-free condition, we take
u1e := u
1
b(z)−
∫ x
0
v1ez(ξ, z)dξ,
p1e := pb −
∫ x
0
[−u0ev1ez + v1eu0ez](ξ, 0)dξ −
∫ z
0
[u0ev
1
ex](x, θ)dθ,
(2.34)
for any constant pb. Without loss of generality, we take pb = 0. Clearly, by definition and the
uniform H2 estimates on v1e (Lemma 2.5), we have
‖u1e‖∞ + ‖〈z〉nu1e‖H1 ≤ C0, n ≥ 0. (2.35)
By construction, [u1e, v
1
e , p
1
e] solves (2.21), the divergence-free condition, and instead of (2.17), the
equation
u0eu
1
ex + v
1
eu
0
ez + p
1
ex = −
∫ ∞
z
Eb(x, θ) dθ. (2.36)
As compared to (2.17), this contributes a new error term into (2.19), which is now defined as
Ru,1 =
√
ε[v0p + v
1
e ]u
1
ez − εu1ezz +
∫ ∞
z
Eb(x, θ) dθ. (2.37)
To give an estimate on the error term, we first note that throughout the paper we work with the
coordinates (x, y), whereas the Euler flows are evaluated at (x, z) = (x,
√
εy). Thanks to Corollary
2.3, the boundedness of ve and (2.35), we have
‖√ε[v0p + v1e ]u1ez‖L2 ≤
√
ε‖v0p + v1e‖∞‖u1ez(
√
ε·)‖L2 ≤ Cε1/4‖u1ez(·)‖L2 .
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Similarly, by definition and the estimates from Lemma 2.5, we have
ε‖u1ezz(
√
ε·)‖L2 ≤ ε3/4‖u1bz‖L2 + Cε3/4‖〈z〉nv1ezzz‖L2 ≤ Cε1/4,
and by the estimate (2.31),
∥∥∥ ∫ ∞√
εy
Eb(x, θ) dθ
∥∥∥
L2
≤ Cε−1/4‖〈z〉nEb(·)‖L2 ≤ Cε1/4.
Hence, we obtain the uniform error estimate:
‖Ru,1‖L2 ≤ Cε1/4. (2.38)
Similarly, we give an estimate on Rv,0 defined as in (2.23). Thanks to the boundedness of v0p
and v1e , and the estimates on v
1
e (Lemma 2.5), we get
‖Rv,0‖L2 ≤
√
ε‖v0p + v1e‖L∞‖v1ez‖L2 + ε‖v1ezz‖L2 ≤ Cε1/4. (2.39)
Finally, we estimate E0 defined as in (2.3). Using the fact that u0p is rapidly decaying at infinity
and v1ezz is in L
2, we obtain
‖E0‖L2 ≤ ε‖〈y〉u0px‖L2‖u0ezz‖L∞ + ε‖〈y〉u0py‖L2‖v1ezz‖L2 ≤ Cε3/4. (2.40)
2.4 Prandtl correctors
In this subsection, we shall construct Prandtl layer [u1p, v
1
p, p
1
p], solving (2.18), (2.20). For conve-
nience, let us denote
u0 ≡ u0e(
√
εy) + u0p.
After rearranging terms, the equation (2.18) for the
√
ε-order Prandtl corrector [up, up, pp], after
dropping the superscript 1, becomes
u0upx + upu
0
x + vpu
0
y + [v
0
p + v
1
e ]upy − upyy
= −u0ez[yu0px + v0p]− yv1ezu0py − u1eu0px − u0pu1ex − ppx
=: Fp
(2.41)
in which we note that the source term Fp includes the unknown pressure pp. Thanks to (2.20),
pp = pp(x) and hence, by evaluating the equation (2.41) at y =∞, we get ppx = 0. We shall solve
(2.41) together with the divergence-free condition
upx + vpy = 0
and the boundary conditions:
up(0, y) = u¯1(y), up(x, 0) = −u1e(x, 0), vp(x, 0) = 0, limy→∞up(x, y) = 0.
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2.4.1 Construction of Prandtl layers
There is a natural energy estimate associated with the linearized Prandtl equation (2.41), yielding
bound on upy in term of vp. The difficulty is in controlling the unknown vp. Our construction starts
with the crucial positivity estimate (1.16). Indeed, we introduce the inner product
[[v,w]] ≡
∫
R+
[
vywy +
u0yy
u0
vw
]
dy.
Note that by (1.16) the quantity [[v, v]] yields a bound on ‖vy‖2L2(R+). We therefore shall re-write
the equation in term of vp, putting up in the source term. Precisely, taking y-derivative of (2.41)
and using the divergence-free condition yield
−u0vpyy + vpu0yy + upu0xy + [v0p + v1e ]upyy +
√
εv1ezupy − upyyy = Fpy,
or equivalently, in a view of the inner product,
−vpyy +
u0yy
u0
vp − ∂2y
(upy
u0
)
=
1
u0
(
Fpy − upu0xy − [v0p + v1e ]upyy −
√
εv1ezupy
)
− 2upyy
( 1
u0
)
y
− upy
( 1
u0
)
yy
=: Gp.
(2.42)
Furthermore, taking x-derivative of (2.42) yields
−vpxyy +
u0yy
u0
vpx +
(vpyy
u0
)
yy
= Gpx −
(u0yy
u0
)
x
vp +
(
upy
( 1
u0
)
x
)
yy
(2.43)
with Gp defined as in (2.42). We shall solve the problem (2.42)-(2.43) for vp, with upx + vpy = 0,
and the boundary conditions:
vp(x, 0) = 0, vpy(x, 0) = u
1
ex(x, 0). (2.44)
We prove the following:
Lemma 2.6. There exists a unique smooth divergence-free solution [up, vp] solving (2.41) with
initial condition up(0, y) = u¯1(y) and the boundary conditions (2.44). Furthermore, there hold
‖[up, vp]‖L∞ + sup
0≤x≤L
‖〈y〉nvpyy‖L2(R+) + ‖〈y〉nvpxy‖L2 . C(L, κ)ε−κ, (2.45)
for arbitrary small κ, and high regularity estimates
sup
0≤x≤L
‖〈y〉nvpxyy‖L2(R+) + ‖〈y〉nvpxxy‖L2 . C(L)ε−1, (2.46)
uniformly in small ε, L, in which the bounds depend only on the constructed profiles [u0, v0p ], the
given boundary data, and small L.
The proof consists of several steps. First, we express the boundary conditions of vp in term of
the given data up(0, y) = u¯1(z).
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Lemma 2.7. For smooth solutions [up, vp] solving (2.41) with up(0, y) = u¯1(y). Then, there hold
‖〈y〉nvp(0, ·)‖H˙k+1(R+) ≤ C0
(
1 + ‖〈y〉nu¯1‖Hk+3(R+)
)
‖〈y〉nvpx(0, ·)‖H˙k+1(R+) ≤ C0
(
1 + ‖〈y〉nu¯1‖Hk+3(R+) + ‖〈y〉−mu1exx(0,
√
ε·)‖Hk(R+)
)
for n,m, k ≥ 0, for some constant C0 = C0(u0, v0p, [u1e, v1e ](0, ·)) depending only on the profile [u0, v0p]
and given data [u1e, v
1
e ](0, ·).
Proof. Define the stream function ψ =
∫ y
0 up dy. Then, up = ψy and vp = −ψx. We introduce the
quantity w = u0ψy − u0yψ. Using (2.41), we get
wx = −u0xyψ − [v0p + v1e ]upy + upyy + Fp, (2.47)
for Fp defined as in (2.41). Hence, the boundary values of w and wx can be computed directly from
the given boundary data u¯1(y), [u
0
p, v
0
p], and Fp(0, y). Precisely, for k ≥ 0, we get
‖∂kyw(0, ·)‖L2 ≤ C(u0, v0p)‖u¯1‖Hk(R+), ‖∂kywx(0, ·)‖L2 ≤ C(u0, v0p)‖u¯1‖Hk+2(R+)+‖∂kyFp(0, ·)‖L2(R+)
for some constant C(u0, v0p) that depends on the high regularity norms of u
0, v0p ; see the estimates
on [u0p, v
0
p ] in Corollary 2.3. By definition of Fp in (2.41) and the fact that u
1
e, v
1
e , and hence
∂kz [u
1
e, v
1
e , u
1
ex], are all given on the boundary x = 0, we get
‖∂kyFp(0, ·)‖L2(R+) ≤ C(u0, v0p, [u1e, v1e ](0, ·)),
in which the y-decay factor comes directly from the decay property of u0p and C(u
0, v0p, [u
1
e, v
1
e ](0, ·))
depends on high regularity norms of u0, v0p, and [u
1
e, v
1
e ](0, ·).
Next, from the definition of w, we can write
ψ = u0
∫ y
0
w(x, θ)
{u0}2 dθ
and so we have
‖〈y〉n∂k+1y vp(0, ·)‖L2(R+) = ‖〈y〉n∂k+1y ψx(0, ·)‖L2(R+) ≤ C(‖w(0, ·)‖Hk(R+) + ‖wx(0, ·)‖Hk(R+)).
This proves the claimed estimate for vp(0, ·) in H˙k+1(R+). Next, as for vx estimate, we differentiate
(2.47) with respect to x and get
‖wxx(0, ·)‖Hk(R+) ≤ C(u0, v0p)
(
‖〈y〉−2ψx(0, ·)‖Hk(R+) + ‖vp(0, ·)‖Hk+3(R+)
)
+ ‖Fpx(0, ·)‖Hk(R+).
Again by definition of Fp in (2.41), we have
‖Fpx(0, y)‖Hk(R+) ≤ C(u0, v0p, [u1e , v1e ](0, ·))
(
1 + ‖〈y〉−mu1exx(0, ·)‖Hk(R+)
)
in which C(u0, v0p , v
1
e(0, ·)) depends on high regularity norms of u0, v0p, and v1e(0, ·). Similarly,
vpyy(0, y) can be written in term of up(0, y), vp(0, y), Fpy(0, y), according to (2.42). This gives
‖vp(0, ·)‖Hk+3(R+) ≤ C(u0, v0p, [u1e , v1e ](0, ·))
(
1 + ‖vp(0, ·)‖H˙k+1(R+)
)
This yields estimates on vpx on the boundary as claimed.
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Lemma 2.8. There exists a positive number L > 0 so that for each N large, the fourth order
elliptic equation:
− vyyx +
u0yy
u0
vx +
{vyy
u0
}
yy
= fy + g (2.48)
on [0, L] × [0, N ] has a unique solution satisfying initial condition v(0, y) = v¯0(y) and boundary
conditions: [v, vy] = 0 at y = 0, N , with sources f, g in weighted L
2 spaces. Furthermore, there
holds
sup
0≤x≤L
‖〈y〉n∂jxvyy‖L2([0,N ]) + ‖〈y〉n∂jxvxy‖L2
≤ C
1∑
k=0
(
‖〈y〉n∂kxvyy‖L2({x=0}) + ‖〈y〉n∂kxf‖L2 + ‖〈y〉n+
3
2∂kxg‖L2
) (2.49)
for j = 0, 1, for any n ≥ 0, as long as the right-hand side is finite.
Proof. Let us choose an orthogonal basis {ei(y)}∞i=1 in H2([0, N ]) with [ei, eiy] = 0 at y = 0, N , for
all i ≥ 1. The orthogonality is obtained with respect to the [[·]] inner product:
[[ei, ej ]] = δij .
Such an orthogonal basis exists, since [[·]] is equivalent to the usual inner product in H1([0, N ]).
Then, we introduce the weak formulation of (2.48):
[[vx, e
i]] +
∫
vyye
i
yy
u0
dy =
∫
(−feiy + gei) dy
for all ei(y), i ≥ 1. Next, for each fixed k, we construct an approximate solution in Span{ei(y)}ki=1
defined as
vk(x, y) :=
k∑
i=1
ai(x)ei(y),
for each x ∈ [0, L]. Then, vk(x.·) solves
[[vkx, e
i]] +
∫
vkyye
i
yy
u0
=
∫
(−feiy + gei) dy (2.50)
which by orthogonality yields a system of ODE equations:
aix +
k∑
i=1
aj
∫
ejyyeiyy
u0
=
∫
(−feiy + gei) dy.
Since f, g ∈ L2(R+), the ODE system has the unique smooth solution ak and hence, vk is defined
uniquely and smooth. Multiplying (2.50) by aix and taking the sum over i, we get
[[vkx, v
k
x]] +
∫
vkyyv
k
yyx
u0
=
∫
(−fvkxy + gvkx) dy
which is equivalent to
[[vkx, v
k
x]] +
1
2
d
dx
∫ {vkyy}2
u0
=
∫
(−fvkxy + gvkx −
1
2
{
1
u0
}
x
{vkyy}2
)
dy.
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By the positivity estimate (1.16) and (1.17) with u0, we note that [[vkx, v
k
x]] ≥ θ0‖vkxy‖2L2(0,N). The
standard Gronwall inequality then yields
sup
x∈[0,L]
∫
|vkyy|2 + ‖vkxy‖2L2 ≤ C
(
‖vkyy‖2L2({x=0}) + ‖f‖2L2 + ‖〈y〉3/2g‖2L2
)
(2.51)
in which we have used the inequality ‖gvkx‖L1 ≤ C‖vkxy‖L2‖〈y〉3/2g‖L2 . Taking limit as k →∞, we
obtain the solution to (2.48) at once. This also proves the claim (2.49) when j = n = 0.
Next, we shall derive high regularity estimates. We take x-derivative of (2.50) to get
[[vkxx, e
i]] +
∫
vkxyye
i
yy
u0
= −
∫ ({u0yy
u0
}
x
vkxe
i +
{
1
u0
}
x
vkyye
i
yy
)
+
∫
(−fxeiy + gxei) dy.
Recall now that vixx =
∑k
i=1 a
i
xxe
i, which is a smooth function, since ai, ei are both smooth. Using
vixx as a test function, we then get
[[vkxx, v
k
xx]] +
1
2
d
dx
∫ {vkyyx}2
u0
= −1
2
∫ {
1
u0
}
x
{vkxyy}2 −
∫ ({u0yy
u0
}
x
vkxv
k
xx +
{
1
u0
}
x
vkyyv
k
xxyy
)
+
∫
(−fxvkxxy + gxvkxx) dy.
The Gronwall inequality, together with (2.51), yields the claim (2.49) for the unweighted estimates,
upon integrating by parts in y the third term on the right. Almost identically, we may now insert
the weight function w(y) = 〈y〉2n and take inner products against w(y)vkx and w(y)vkxx, respectively
in the above energy estimates to obtain the weighted estimates as claimed. We avoid repeating the
details.
Proof of Lemma 2.6. To apply the previous step, we first take care of the non-zero boundary con-
ditions (2.44). Indeed, let us take χ(·) to be a cutoff function near 0 with χ(0) = 1, and introduce
v¯ = vp(x, y)− yχ(y)u1ex(x, 0).
Hence, v¯ = v¯y = 0 at both y = 0 and y = N. In addition, from (2.43), v¯ solves
−v¯xyy +
u0yy
u0
v¯x +
( v¯yy
u0
)
yy
= Gpx −
(u0yy
u0
)
x
vp +
(
upy
( 1
u0
)
x
)
yy
− (yχ)yyu1exx(x, 0)
+
u0yy
u0
yχu1exx(x, 0) +
((yχ)yy
u0
)
yy
u1ex(x, 0)
=: fy + g,
(2.52)
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in which Gp is defined as in (2.42). Explicitly, we have defined
f := upyy
( 1
u0
)
x
+ upy
( 1
u0
)
xy
+
(v0p + v1e
u0
)
vpyy + 2vpyy
( 1
u0
)
y
+
v1ex
u0
upy
g :=
( 1
u0
)
x
(
Fpy − upu0xy − [v0p + v1e ]upyy −
√
εv1ezupy
)
−
(v1ex
u0
)
y
upy
+
1
u0
(
Fpxy − upxu0xy − upu0xxy − v0pxupyy −
√
εv1exzupy −
√
εv1ezupxy
)
−
(v0p + v1e
u0
)
y
vpyy − 2vpyy
( 1
u0
)
yy
− 2upyy
( 1
u0
)
xy
− upxy
( 1
u0
)
yy
− upy
( 1
u0
)
xyy
−
(u0yy
u0
)
x
vp − (yχ)yyu1exx(x, 0) +
u0yy
u0
yχu1exx(x, 0) +
((yχ)yy
u0
)
yy
u1ex(x, 0)
with
Fp = −u0ez[yu0px + v0p]− yv1ezu0py − u1eu0px − u0pu1ex.
Here, we note that the divergence-free condition is imposed: upx = −vpy = −v¯y + (yχ)yu1ex(x, 0).
We construct the unique solution v¯ to the above problem, and hence the solution vp to (2.43) via
a contraction mapping theorem. We shall work with the norm:
|||v¯||| ≡ sup
0≤x≤L
∫
|v¯yy|2 +
∫∫
|v¯xy|2 dxdy.
Lemma 2.8 (or precisely, the estimate (2.51)) yields
|||v¯||| ≤ C
(
‖v¯yy‖2L2({x=0}) + ‖f‖2L2 + ‖〈y〉3/2g‖2L2
)
(2.53)
with (f, g) defined as in (2.52). Recall that v¯ = vp(x, y) + yχ(y)v
1
ez(x, 0) with v
1
e given on the
boundary x = 0. Hence, v¯yy(0, y) can be estimates as follows, thanks to Lemma 2.7,
‖vpyy(0, ·)‖L2(R+) ≤ C(u0, v0p , [u1e, v1e ](0, ·))
(
1 + ‖u¯1‖H4(R+)
)
.
The uniform bound on ‖v¯yy‖2L2({x=0}) follows.
Next, let us give bounds on f, g. For instance, |v¯| ≤ y3/2‖vyy‖L2(R+), |v¯y| ≤ y1/2‖vyy‖L2(R+),
and thus ∫∫
〈y〉−n|v¯|2 ≤ C sup
x
‖vyy‖2L2(R+)
∫∫
〈y〉−n+3 ≤ CL|||v¯|||,∫∫
〈y〉−n|v¯y|2 ≤ C sup
x
‖vyy‖2L2(R+)
∫∫
〈y〉−n+1 ≤ CL|||v¯|||,
for some large n. Such a spatial decay 〈y〉−n is produced by the rapid decay property of u0p.
Similarly, we have∫∫
〈y〉−n|up|2 ≤ C
∫∫
〈y〉−n
[
|u¯1|2 + L
∫ L
0
|upx|2
]
≤ CL
(
‖u¯1‖2L2(R+) + ‖u1ex(x, 0)‖2L2(0,L) + |||v¯|||
)
,
using the fact that upx = −vpy = −v¯y + (yχ)yu1ex(x, 0). As for upy, we use |upy| ≤ |u¯1y| +√
L‖upxy‖L2(0,L). Next, we bound 〈y〉−nupyy, which by observation the decaying factor 〈y〉−n is
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always present, for large n, due to the decay property of [u0p, v
0
p]. To do so, we use (2.41) to
estimate ∫∫
〈y〉−n|upyy|2 ≤
∫∫
〈y〉−n
∣∣∣u0upx + upu0x + vpu0y + [v0p + v1e ]upy − Fp∣∣∣2
which is again bounded by C + CL|||v|||. Finally, we note that
‖u1exx(x, 0)‖2L2 ≤
∫∫
|v1exz(x, z)v1exzz(x, z)|
≤ ‖v1exz‖Lq′‖v1exzz‖Lq ≤ C(L, q)ε−1+1/q,
for arbitrary pair (q, q′) so that 1/q + 1/q′ = 1; here, we take q → 1.
Taking L sufficiently small in the above estimates and in (2.53) yields a uniform bound on |||v¯|||:
|||v¯||| ≤ C(L, κ)ε−κ,
for arbitrarily small κ > 0. Since the equation is linear in v¯, this assures the existence of the
unique solution to (2.52) and hence to (2.43). In addition, the above construction can be repeated
to obtain a global solution in x for any given L for the existence of the Euler data. Finally, taking
N →∞, we obtain the solution to (2.41) over [0,∞]×R+. The claimed weighted estimates follow
similarly, using the rapid decay property of u0p.
In addition, the boundedness of vp follows by the calculation:
|v(x, y)|2 ≤
∫ y
0
|vvy|dy ≤
∫ ∞
0
〈y〉−n|v| dy +
∫ ∞
0
〈y〉n|vy|2 dy
≤ C sup
x
‖vyy‖2L2(R+) +
∫ ∞
0
〈y〉n|vy(0, y)|2dy + C
∫∫
〈y〉n|vxy|2 dxdy,
(2.54)
which is bounded thanks to the previous bound on |||v||| and the uniform estimate of vp on the
boundary x = 0. Similarly, boundedness of up follows from the definition
up(x, y) = u¯1(y) +
∫ x
0
vpy dx
in which ∫ L
0
|vpy|2 dx ≤
∫∫
〈y〉−n|vpy|2 +
∫∫
〈y〉n|vpyy|2
which is again bounded by |||v|||.
To complete the proof of the lemma, we are now concerned with the higher regularity estimate.
Again, applying Lemma 2.8 to the equation (2.52) yields
sup
0≤x≤L
‖〈y〉nvxyy‖L2(R+) + ‖〈y〉nvxxy‖L2
≤ C
1∑
k=0
(
‖〈y〉n∂kxvyy‖L2({x=0}) + ‖〈y〉n∂kxf‖L2 + ‖〈y〉n+
3
2 ∂kxg‖L2
)
.
Let us give bounds on the boundary term on x = 0. Recall that v = vp(x, y) − yχ(y)u1ex(x, 0).
Lemma 2.7 gives
‖〈y〉nvpxyy(0, ·)‖L2(R+) ≤ C0
(
1 + ‖〈y〉−mu1exx(0,
√
ε·)‖H1(R+)
)
.
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Using the inequality |Lf(0)| ≤ ∫ L0 |[(L− x)f(x)]x| dx ≤ √L‖f‖L2 + L3/2‖fx‖L2 , we have
‖u1exx(0,
√
ε·)‖L2(R+) ≤ Cε−1/4‖v1exz(0, ·)‖L2(R+)
≤ Cε−1/4L−1/2
(
‖v1exz(·)‖L2 + ‖v1exz(·)‖1/2L2 ‖v1exxz(·)‖
1/2
L2
)
≤ Cε−1/2L−1/2
and
‖u1exxy(0,
√
ε·)‖L2(R+) ≤ Cε1/4‖v1exzz(0, ·)‖L2(R+)
≤ Cε1/4L−1/2
(
‖v1exzz(·)‖L2 + ‖v1exzz(·)‖1/2L2 ‖v1exxzz(·)‖
1/2
L2
)
≤ Cε−3/4L−1/2
in which the estimates on v1e from Lemma 2.5 were used. Also, we have
|u1exx(0, 0)|2 ≤ ‖u1exx(0, ·)‖L2(R+)‖v1exzz(0, ·)‖L2(R+)
≤ CL−1/2‖u1exx(0, ·)‖L2(R+)
(
‖v1exzz(·)‖L2 + ‖v1exzz(·)‖1/2L2 ‖v1exzzz(·)‖
1/2
L2
)
≤ Cε−3/2L−1
This proves that
‖〈y〉nvpxyy(0, ·)‖L2(R+) ≤ Cε−3/4L−1/2,
uniformly in small ε and L. Next, estimates for f and g are treated similarly as done above. In
particular, we note
‖u1exxx(x, 0)‖2L2 ≤
∫∫
|v1exxz(x, z)v1exxzz(x, z)|
≤ ‖v1exxz‖L2‖v1exxzz‖L2 ≤ C(L)ε−2,
which together with the previous estimates yield the estimate (2.46).
This completes the proof of the lemma.
2.4.2 Cut-off Prandtl layers
Finally, we are ready to introduce the Prandtl layers that we shall use in the boundary layer
expansion. Let us define a cutoff function χ(·) with support in [0, 1], and let [up, vp] be constructed
as in the previous section. We introduce
u1p = χ(
√
εy)up +
√
εχ′(
√
εy)
∫ y
0
up(x, s)ds, v
1
p = χ(
√
εy)vp. (2.55)
Clearly, [u1p, v
1
p] is a divergence-free vector field. By the estimates from Lemma 2.6 on [up, vp], we
get ∣∣∣√εχ′(√εy)∫ y
0
up(x, s) ds
∣∣∣ ≤ √εy|χ′(√εy)|‖up‖∞ ≤ C(L, κ)ε−κ.
Hence, Lemma 2.6 now reads we have
‖[u1p, v1p]‖∞ + sup
0≤x≤L
‖〈y〉nv1pyy‖L2(R+) + ‖〈y〉nv1pxy‖L2 ≤ C(L, κ)ε−κ
sup
0≤x≤L
‖〈y〉nv1pxyy‖L2(R+) + ‖〈y〉nv1pxxy‖L2 ≤ C(L)ε−1
(2.56)
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uniformly in small ε, L, and for arbitrarily small κ. In addition, thanks to the cut-off function, we
also have
‖v1px‖2L2 ≤
∫∫
{√εy≤1}
|v1px|2dxdy . ε−1/2
∫∫
〈y〉n|v1pxy|2dxdy ≤ C(L, κ)ε−1/2−2κ
‖v1py‖2L2 ≤
∫∫
{√εy≤1}
|v1py|2dxdy . ε−1/2
∫∫
〈y〉n|v1pyy|2dxdy ≤ C(L, κ)ε−1/2−2κ
‖v1pxx‖2L2 ≤
∫∫
{√εy≤1}
|v1pxx|2dxdy . ε−1/2
∫∫
〈y〉n|v1pxxy|2dxdy ≤ C(L)ε−5/2.
(2.57)
We now plug [u1p, v
1
p] into (2.41), or equivalently, (2.18). It does not solve it completely, yielding
a new error due to the above cut-off:
Ru,1p :=
(
u0∂x + u
0
x + [v
0
p + v
1
e ]∂y − ∂2y
)
(
√
εχ′(
√
εy)
∫ y
0
up ds)− 2
√
εχ′(
√
εy)[v0p + v
1
e ]upy
+ up[v
0
p + v
1
e ](
√
εχ′(
√
εy)− εχ′′(√εy))
+ (1− χ(√εy))
(
u0ez[yu
0
px + v
0
p] + yv
1
ezu
0
py + u
1
eu
0
px + u
0
pu
1
ex
)
which contributes into Ru,1 in (2.37) (and hence Ruapp). Let us give an estimate on this error term.
Recall that u0p is rapidly decaying at infinity, and so u
0
x = u
0
px also decays rapidly. Hence, the
integral u0x
∫ y
0 up ds is uniformly bounded by ε
−κ. Together with boundedness of the constructed
Euler and Prandtl layers, we have L2 norm of the first three big terms involving up in R
u,1
p is
bounded by
Cε−κ
√
ε‖χ(√ε·)‖L2 ≤ Cε1/4−κ.
Now, as for the term
(1− χ(√εy))
(
u0ez[yu
0
px + v
0
p] + yv
1
ezu
0
py + u
1
eu
0
px + u
0
pu
1
ex
)
we note that the Prandtl layers [u0p, v
0
p] is rapidly decaying in y → ∞, this error term is thus
bounded by Ce−y, which is of order εn in the region where
√
εy ≥ 1, for arbitrary large n ≥ 0.
Combining with the above estimates proves that
‖Ru,1p ‖L2 . C(L, κ)ε1/4−κ. (2.58)
Finally, by a view of definition of p2p from (2.22), we estimate p
2
px:
p2px =
∫ ∞
y
∂x
[
[u0e + u
0
p]v
0
px + u
0
pv
1
ex + [v
0
p + v
1
e ]v
0
py − v0pyy
]
(x, θ) dθ
=
∫ ∞
y
[
[u0e + u
0
p]v
0
pxx + u
0
pv
1
exx + [v
0
p + v
1
e ]v
0
pxy − v0pxyy
]
(x, θ) dθ,
the last identity was obtained with a use of the divergence-free condition on the vector field [u0p, v
0
p].
We estimate each term on the right. Thanks to the boundedness of u0e, [u
0
p, v
0
p] and v
1
e , and the
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rapid decay property of the Prandtl layers [u0p, v
0
p], we note that∫ ∞
y
[u0e + u
0
p]v
0
pxx ≤ C〈y〉−n‖u0e + u0p‖L∞‖〈y〉nv0pxx‖L2(R+)∫ ∞
y
u0pv
1
exx ≤ C〈y〉−n‖〈y〉nu0p‖L2(R+)‖v1exx(x,
√
ε·)‖L2(R+)∫ ∞
y
[v0p + v
1
e ]v
0
pxy ≤ C〈y〉−n‖v0p + v1e‖L∞‖〈y〉nv0pxy‖L2(R+)∫ ∞
y
v0pxyy ≤ C〈y〉−n‖〈y〉nv0pxyy‖L2(R+).
Hence, taking n ≥ 2 and using the known bounds on the profile solutions, we immediately get
‖p2px‖L2 . ε−1/4. (2.59)
2.5 Proof of Proposition 2.1
Having constructed the Euler and Prandtl layers, we now calculate the remaining errors in Ruapp
and Rvapp from (2.2a) and (2.2b), respectively, and hence complete the proof of Proposition 2.1.
To do so, collecting errors from Ru,0 in (2.5), Ru,1 in (2.38), the new error Ru,1p in (2.58), and the
remaining ε-order terms in Ruapp, we get
Ruapp = E0 − εu0ezz +
√
εRu,1 +
√
εRu,1p + ε
[
[u1e + u
1
p]∂x + v
1
p∂y
]
[u1e + u
1
p]
+ εp2px − ε∂2x{u0p +
√
ε[u1e + u
1
p]}
in which reading the estimates (2.38), (2.40), (2.58), (2.59) and using the fact that u0ezz are bounded
in L2 in the original coordinates, we immediately have
‖E0 − εu0ezz +
√
εRu,1 +
√
εRu,1p + εp
2
px‖L2 ≤ C(L, κ)ε3/4−κ.
Similarly, using boundedness of u1e, u
1
p, v
1
p and the L
2 bound on the derivatives of u0p, u
1
e, u
1
p and
keeping in mind that the Euler flows are evaluated at (x,
√
εy), we get
ε‖[u1e + u1p]∂x[u1e + u1p]‖L2 ≤ ε[‖u1e‖L∞ + ‖u1p‖L∞ ][‖u1ex‖L2 + ‖u1px‖L2 ] ≤ C(L, κ)ε3/4−κ
ε‖v1p∂y[u1e + u1p]‖L2 ≤ ε‖v1p‖L∞ [‖
√
εu1ez‖L2 + ‖u1py‖L2 ] ≤ C(L, κ)ε1−κ
ε‖∂2x{u0p +
√
ε[u1e + u
1
p]}‖L2 ≤ ε‖u0pxx‖L2 + ε3/2[‖u1exx‖L2 + ‖u1pxx‖L2 ] ≤ Cε,
in which κ is arbitrarily small constant (we choose κ2 in Lemma 2.6). This proves that
‖Ruapp‖L2 ≤ C(L, κ)ε3/4−κ.
Next, we calculate the error Rvapp from (2.2b). Simply collecting the remaining terms in R
v,0
(see (2.23)) and all terms with a factor
√
ε or small, we get
Rvapp = R
v,0 +
√
ε
[
{u0e + u0p +
√
ε[u1e + u
1
p]}∂x + {v0p + v1e +
√
εv1p}∂y
]
v1p
+
√
ε
[
[u1e + u
1
p]∂x + v
1
p∂y
]
[v0p + v
1
e ]−
√
εv1pyy − ε∂2x{v0p + v1e +
√
εv1p}.
27
By (2.39), we have ‖Rv,0‖L2 ≤ Cε1/4. We now estimate the remaining terms one by one in Rvapp.
Similarly as above, using the boundedness of all profile solutions, we get
√
ε
∥∥∥[{u0e + u0p +√ε[u1e + u1p]}∂x + {v0p + v1e +√εv1p}∂y]v1p∥∥∥
L2
≤ C√ε‖[u0e, u0p, v0p, u1e, v1e ]‖L∞‖∇v1p‖L2
≤ C(L, κ)ε1/4−κ
upon recalling the bound ‖v1px‖L2 ≤ C(L)ε−1/4−κ. Next, we have
√
ε
∥∥∥[[u1e + u1p]∂x + v1p∂y][v0p + v1e ]∥∥∥
L2
≤ C√ε‖[u1e , u1p, v1p]‖L∞
(
‖v0px + v1ex‖L2 + ‖v0py +
√
εv1ez‖L2
)
≤ C(L, κ)ε1/4−κ,
with noting that ‖v1ex(·,
√
ε·)‖L2 ≤ Cε−1/4. Finally, it is clear that
‖√εv1pyy − ε∂2x{v0p + v1e +
√
εv1p}‖L2 ≤ C(L)ε1/4−κ,
since ‖[v1pyy, v0pxx]‖L2 is uniformly bounded by C(L, κ)ε−κ, ‖v1exx‖L2 ≤ Cε−1/4, and ‖v1pxx‖L2 ≤
C(L)ε−5/4, as summarized in Section 2.4.2. Putting these together into Rvapp and using the fact
that ε≪ L, we have obtained
‖Rvapp‖L2 ≤ C(L, κ)ε1/4−κ.
This completes the proof of Proposition 2.1.
3 Linear stability estimates
This section is devoted to prove the following crucial linear stability estimates for the linearized
equations around the constructed approximate solutions [uapp, vapp]. Recall (1.15).
Proposition 3.1. Let [us, vs] be the approximate solution defined as in (1.15). For any given f, g
in L2, there exists a positive number L so that the following linear problem
usux + uusx + vsuy + vusy + px −∆εu = f (3.1)
usvx + uvsx + vsvy + vvsy +
py
ε
−∆εv = g, (3.2)
together with the divergence-free condition ux + vy = 0 and boundary conditions
[u, v]y=0 = 0 (no-slip), [u, v]x=0 = 0 (Dirichlet),
p− 2εux = 0, uy + εvx = 0 at x = L (Neumann or stress-free).
(3.3)
has a unique solution [u, v, p] on [0, L] × R+. Furthermore, there holds
‖∇εu‖L2 + ‖∇εv‖L2 . ‖f‖L2 +
√
ε‖g‖L2 . (3.4)
The proof of Proposition 3.1 consists of several steps. First, we construct the solution in the
artificial cut-off domain:
ΩN := {0 ≤ x ≤ L, 0 ≤ y ≤ N},
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with the no-slip boundary conditions [u, v] = 0 prescribed at y = N . We shall apply the standard
Schaefer’s fixed theorem (see, for instance, [4, Section 9.2.2]) for the space X = {‖[u, v]‖H1(ΩN ) ≤
C}, for some fixed constant C > 0. Without loss of generality, we may assume the source terms f
and g are smooth. Then the standard regularity theory for the Stokes problem yields H3 regularity
for [u, v], except at the four corners [0, 0], [0, N ], [L, 0] and [L,N ]. In addition, by [13, 14, 2], we
know that [u, v] ∈ H3/2+ and p ∈ H1/2+ including the four corners, and hence, the H1 norm of
[u, v] makes sense. Indeed by the trace theorem, we have
‖∇[u, v]‖L2+(Γ) + ‖p‖L2+(Γ) . ‖[u, v]‖H3/2+ + ‖p‖H1/2+ ,
for any finite piece-wise C1 curve Γ. We now take Γ = Γδ to be the curve of intersection of ΩN and
the circle of radius δ and centered at the four corners, respectively. Clearly,∫
Γδ
|∇u|2 + |∇v|2 . o(1)
[
|∇u|2L2+(Γδ) + |∇v|2L2(Γδ)
]
. o(1)
[
‖[u, v]‖H3/2+ + ‖p‖H1/2+
]
where o(1)→ 0 as δ → 0. This justifies the meaning of H1 norm of the solution [u, v] in the presence
of corners.
We shall now derive uniform a priori estimates for (3.1)-(3.3). Taking the limit N →∞ yields
the uniform a priori bound (3.4). The existence of the solution and hence the Proposition 3.1 would
then follow from a direct application of the Schaefer’s fixed point theorem; see [4, Theorem 4, p.
504] and Section 3.3, below. As will be seen shortly, the positivity estimate (1.16) plays a crucial
role.
3.1 Energy estimates
Lemma 3.2. Let [u, v] be the solution to the problem (3.1)-(3.3). Assume that ε≪ L. There holds
‖∇εu‖22 +
∫
x=L
us(u
2 + εv2) . L‖∇εv‖2L2 + ‖f‖2L2 + ε‖g‖2L2 .
Proof. We multiply (3.1) with u and (3.2) with εv (or equivalently, take [u, v] as the test function
in the weak formulation) get∫∫
[usux + usxu+ vsuy + vusy + px −∆εu]u
+
∫∫
ε[usvx + usxv + vsvy + vvsy + py − ε∆εv]v
=
∫∫
uf +
∫∫
εvg.
By writing ∆εu = 2εuxx + (uy + εvx)y, ∆εv = (uy + εvx)x + 2vyy and performing the integration
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by parts multiple times, the left-hand side of the above is reduced to∫∫
{usux + usxu+ vsuy + vusy + px −∆εu}u
+
∫∫
ε[usvx + usxv + vsvy + vvsy + py − ε∆εv]v
= −
∫∫
usx
u2 + εv2
2
+ us
u2 + εv2
2
∣∣∣x=L
x=0
+
∫∫
usx[u
2 + εv2]−
∫∫
vsy
u2 + εv2
2
+
∫∫
[vusyu+ εvsyv
2] +
∫
pu
∣∣∣x=L
x=0
−2ε
∫
uxu
∣∣∣x=L
x=0
+ 2ε
∫∫
u2x +
∫∫
(uy + εvx)uy
−ε
∫
(uy + εvx)v
∣∣∣x=L
x=0
+
∫∫
ε(uy + εvx)vx + 2
∫∫
εv2y .
By using the boundary conditions p = 2εux at x = L and [u, v] = 0 at x = 0, and the divergence-free
condition usx + vsy = 0, the energy estimate now becomes∫
x=L
us
u2 + εv2
2
+
∫∫
[2εu2x + (uy + εvx)
2 + 2εv2y ]
= −
∫∫
usx[u
2 + εv2]−
∫∫
[vusyu+ εvsyv
2] +
∫∫
uf + ε
∫∫
vg.
Here, we note that∫∫
[2εu2x + (uy + εvx)
2 + 2εv2y ] =
∫∫
[2εu2x + u
2
y + ε
2vx + 2εv
2
y ] + 2ε
∫∫
uyvx
≥ 1
2
‖∇εu‖2L2 − 2ε‖∇εv‖2L2 ,
in which we have used the Young inequality, giving the estimate 2ε
∫∫
uyvx ≤ 12‖uy‖2L2+2ε‖∇εv‖2L2 .
In addition, since [u, v] = 0 at x = 0, we have the embedding inequalities ‖u‖L2 ≤ L‖ux‖L2 =
L‖vy‖L2 , ‖v‖L2 ≤ L‖vx‖L2 . Hence,∫∫
uf + ε
∫∫
vg ≤ ‖u‖L2‖f‖L2 + ε‖v‖L2‖g‖L2
≤ L2{‖vy‖2L2 + ε‖vx‖2}+ ‖f‖2L2 + ε‖g‖2L2 .
Similarly, since v = 0 at y = 0, we can estimate v =
∫ y
0 vy ≤
√
y
{∫ y
0 v
2
y
}1/2
. Hence,
−
∫∫
usx[u
2 + εv2]−
∫∫
[v∂yusu+ ε∂yvsv
2]
≤ L2
∫∫
|usx|u2x + ε
∫∫
|yusx|
{∫ y
0
v2y
}
+
∫∫ {∫ x
0
|u2xdx|
}1/2√
y∂yus
{∫ y
0
|v2ydx|
}1/2
+ε
∫∫
y∂yvs
{∫ y
0
v2ydy
}
≤
{
L2 sup |∂xus|+ ε sup
x
∫
|y∂yvs|dy + L sup
x
√∫
y{∂yus}2dy
}
‖vy‖2L2 .
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This proves the claimed inequality in the lemma, with
C(ε, L, us, vs) :=
{
L2 sup |usx|+ ε sup
x
∫
|yvsy|dy + L sup
x
√∫
y{usy}2dy + L2 + 2ε
}
.
It remains to give the bound on the constant C(ε, L, us, vs). We recall that us = u
0
e + u
0
p +
√
εu1e
and vs = v
0
p + v
1
e . Keeping in mind that the zeroth-order Prandtl layers [u
0
p, v
0
p] are smooth with
arbitrarily high Sobolev regularity and rapidly decaying in y. Hence,
‖usx‖∞ ≤ ‖u0px‖∞ +
√
ε‖u1ex‖∞ ≤ C(u0p) +
√
ε‖v1e(·)‖H3 ≤ C, (3.5)
thanks to bounds on the Euler flows, summarized in Section 2.3.1. Similarly, we have
sup
x
∫
|yvsy|dy ≤ C(v0p) + ε1/2 sup
x
∫
|yv1ez(x,
√
εy)|dy
≤ C(v0p) + ε−1/2 sup
x
∫
|zv1ez|dz (3.6)
≤ C(v0p) + Cε−1/2L−1
( ∫∫
|zv1ez|dxdz +
∫∫
|zv1exz|dxdz
)
. 1 + Cε−1/2L−1‖〈z〉nv1e‖2H2 , (3.7)
which is bounded by C(L)ε−1/2, thanks to the estimates from Lemma 2.5. Also, we have
sup
x
∫
y{usy}2dy ≤ sup
x
∫
y
[
ε|u0ez|2 + |u0py|2 + ε2|u1ez|2
]
dy
≤ C(u0p) + sup
x
∫ [
z|u0ez|2 + εz|u1ez |2
]
dz (3.8)
≤ C(u0e, u0p) + εL−1
(∫∫
z|u1ez|2dxdz +
∫∫
z|u1exz|2dxdz
)
. 1 + εL−1‖〈z〉nv1e‖2H2 ,
which is again bounded by C, for ε ≪ L. Putting this together into the above definition of
C(ε, L, us, vs) and the fact that ε≪ L yield the lemma at once.
3.2 Positivity estimates
In this section, we establish the following crucial positivity estimate:
Lemma 3.3. Let [u, v] be the solution to the problem (3.1)-(3.3). Assume that ε≪ L. There holds
‖∇εv‖2L2 + ε2
∫
x=0
v2x + ε
∫
x=L
v2y . ‖∇εu‖2L2 + L‖∇εv‖2L2 + ‖f‖2L2 + ε‖g‖2L2 . (3.9)
Proof. We start from the identity: ∂y
{
v
us
}
×(3.1)−ε∂x
{
v
us
}
×(3.2). Formally, this is the vorticity
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equation multiplied by the test function vus . This yields∫∫
∂y
{
v
us
}
{usux + usxu+ vsuy + v∂yus + px −∆εu}
−
∫∫
∂x
{
v
us
}
{ε[usvx + u∂xvs + vsvy + v∂yvs] + py − ε∆εv} (3.10)
=
∫∫
∂y
{
v
us
}
f − ε∂x
{
v
us
}
g.
Again, we use the inequality |v| ≤ √y {∫ y0 v2y}1/2, together with the estimates (3.6)-(3.8) on [us, vs]
to estimate the right-hand side of (3.10). We have∫∫ {
vy
us
− v∂yus
u2s
}
f − ε
{
vx
us
− v∂xus
u2s
}
g
≤ supx |〈y〉
1/2∇εus|2 + sup ‖us‖∞
{minus}2 {‖f‖L2 +
√
ε‖g‖L2}‖∇εv‖L2
. {‖f‖L2 +
√
ε‖g‖L2}‖∇εv‖L2 ,
in which the Young inequality can be applied to absorb the L2 norm of ∇εv to the left hand side
of (3.9).
Next, we treat each term on the left-hand side of (3.10). First, integrating by parts multiple
times, we have ∫∫
∂y
{
v
us
}
{usux + v∂yus} −
∫∫
∂x
{
v
us
}
εusvx
=
∫∫
∂y
{
v
us
}
{−usvy + v∂yus} −
∫∫ {
vx
us
− ∂xusv
u2s
}
εusvx
=
∫∫ {
vy
us
− ∂yusv
u2s
}
{−usvy + v∂yus} − ε
∫∫
v2x +
∫∫
ε∂xusvvx
u2s
= −
∫∫
v2y + 2
∫∫
vvy
∂yus
us
−
∫∫ {∂yus}2v2
u2s
− ε
∫∫
v2x +
∫∫
ε∂yusvvx
u2s
= −
∫∫
v2y −
∫∫
∂y
{
∂yus
us
}
v2 −
∫∫
v2
{∂yus}2
u2s
− ε
∫∫
v2x +
∫∫
ε∂yusvvx
u2s
= −
∫∫
v2y −
∫∫
∂yyus
us
v2 − ε
∫∫
v2x +
∫∫
ε∂yusvvx
u2s
= −
∫∫
u2s|∂y
{
v
us
}
|2 − ε
∫∫
v2x +
∫∫
ε∂yusvvx
u2s
,
in which the last equality is precisely due to the positivity estimate (1.16). From (1.17), we obtain
a lower bound∫∫
∂y
{
v
us
}
{usux + v∂yus} −
∫∫
∂x
{
v
us
}
εusvx . −
∫∫
|∇εv|2 +
∫∫
ε∂yusvvx
u2s
, (3.11)
which crucially yields a bound on the L2 norm of ∇εv; or precisely, the L2 norm of ∇εv appearing
on the left-hand side of (3.9).
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Next, we treat the pressure term. Integrating by parts, with recalling that p = 2εux at x = L,
we have ∫∫
∂y
{
v
us
}
px −
∫∫
∂x
{
v
us
}
py =
∫
x=L
∂y
{
v
us
}
p
= 2ε
∫
x=L
∂y
{
v
us
}
ux = −2ε
∫
x=L
∂y
{
v
us
}
vy
= −2ε
∫
x=L
v2y
us
− 2ε
∫
x=L
∂y
{
1
us
}
vvy
in which we can estimate
ε
∫
x=L
∂y
{
1
us
}
vvy ≤ ε
∫
x=L
∂yus
u2s
vvy ≤ ε sup ∂yus
u
3/2
s
∫
x=L
v
vy√
us
≤ {C(u0ey, u0py) + ε1/2‖u1ez‖∞}Lε‖vx‖L2
{∫
x=L
v2y
us
}1/2
.
Here, thanks to the bounds on the Euler flows, summarized in Section 2.3.1, we in particular have
ε1/2‖u1ez‖∞ ≤ Cε1/2‖u1e‖H3 . 1. Together with the Young inequality, we thus obtain∫∫ [
∂y
{
v
us
}
px − ∂x
{
v
us
}
py
]
≤ −ε
2
∫
x=L
v2y
us
+ C(us, vs)L
2‖∇εv‖2L2 , (3.12)
in which we stress that the boundary term is favorable.
Next, we shall treat terms involving the Laplacian. Again, we recall from [13, 14] that the
Stokes problem yields [u, v] ∈ H3/2+ and p ∈ H1/2+, and so their traces [∇u,∇v] ∈ L2+(Γ) and
p ∈ L2+(Γ) on any smooth curve Γ. Moreover, [u, v] ∈ H2 and p ∈ H1 away from the four corners
of [0, L]× [0, N ]. Hence, we can evaluate
I :=
∫∫ [
− ∂y
{
v
us
}
∆εu+ ∂x
{
v
us
}
ε∆εv
]
=
∫∫ [
− ∂y
{
v
us
}
[uyy + εuxx] + ∂x
{
v
us
}
ε[vyy + εvxx]
]
=
∫∫ [
−
{
vy
us
− v∂yus
u2s
}
[uyy + εuxx] +
{
vx
us
− v∂xus
u2s
}
ε[vyy + εvxx]
]
=
∫∫ [uyyux
us
+ ε
uxxux
us
+ ε
vxvyy
us
+ ε2
vxvxx
us
]
+
∫∫ [{v∂yus
u2s
}
[uyy + εuxx]− v∂xus
u2s
[εvyy + ε
2vxx]
]
.
Now taking integration by parts respectively in each integration above, with a special attention on
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the boundary contributions, we get
I = −1
2
∫
x=L
u2y
us
+
1
2
∫∫
∂x
{
1
us
}
u2y −
∫∫
∂y
{
1
us
}
uyux (3.13)
+
ε
2
∫
x=L
u2x
us
− ε
2
∫∫
∂x
{
1
us
}
u2x
−ε
2
∫
x=L
v2y
us
+
ε
2
∫∫
∂x
{
1
us
}
v2y − ε
∫∫
∂y
{
1
us
}
vyvx
+
ε2
2
∫
x=L
v2x
us
− ε
2
2
∫
x=0
v2x
us
− ε
2
2
∫∫
∂x
{
1
us
}
v2x
−
∫∫
∂y
{
v∂yus
u2s
}
uy − ε
∫∫
∂x
{
v∂yus
u2s
}
ux + ε
∫
x=L
{
v∂yus
u2s
}
ux
+ε
∫∫
∂y
{
v∂xus
u2s
}
vy + ε
2
∫∫
∂x
{
v∂xus
u2s
}
vx − ε2
∫
x=L
{
v∂yus
u2s
}
vx.
Let us first take care of boundary contributions. Notice that there is only one boundary term at
x = 0, which is a favorable term: − ε22
∫
x=0
v2x
us
. Now as for boundary terms at x = L, one can use
the fact that uy + εvx = 0 and ux + vy = 0 at x = L, and hence, the boundary contributions at
x = L can be simplified as
BL := −1
2
∫
x=L
u2y
us
+
ε
2
∫
x=L
u2x
us
− ε
2
∫
x=L
v2y
us
+
ε2
2
∫
x=L
v2x
us
+ε
∫
x=L
{
v∂yus
u2s
}
ux − ε2
∫
x=L
{
v∂yus
u2s
}
vx
= −ε
∫
x=L
{
v∂yus
u2s
}
vy − ε
∫
x=L
{
v∂yus
u2s
}
uy
= −ε
∫
x=L
{
v∂yus
u2s
}
vy + ε
∫
x=L
∂y
{
v∂yus
u2s
}
u,
which can be estimated by
BL ≤ ε
√
L sup
x
∣∣∣∣∂yusus
∣∣∣∣ ‖vx‖L2
√∫
x=L
v2y
us
+ ε
√
L sup
x
∣∣∣∣∂yusus
∣∣∣∣ ‖ux‖L2
√∫
x=L
v2y
us
+εL
{
sup
x
√∫
y|∂yyus|
u2s
dy + sup
x
√∫
y{∂yus}2
u3s
dy
}
‖ux‖L2
√∫
x=L
v2y
us
.
We estimate norms on us in the same lines as done in (3.6)-(3.8). Recall that us = u
0
e + u
0
p +
√
εu1e
and us is bounded below away from zero thanks to the assumption (1.14). Now, similarly as done
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for (3.8), we have
sup
x
∫
y|usyy|dy ≤ sup
x
∫
y
[
ε|u0ezz|+ |u0pyy|+ ε3/2|u1ezz|
]
dy
≤ C(u0p) + sup
x
∫ [
z|u0ezz|+ ε1/2z|u1ezz|
]
dz (3.14)
≤ C(u0e, u0p) + ε1/2L−1
( ∫∫
z|u1ezz|dxdz +
∫∫
z|u1exzz|dxdz
)
≤ C(u0e, u0p) + ε1/2L−1‖〈z〉nv1e‖W 3,q
. 1 +C(L)ε−1/2+1/q ,
for any q > 1. Here, Lemma 2.5 was used. Taking q → 1 in the above estimates so that −1/2+1/q >
0, the above is bounded uniformly by a constant C(us, vs), which is independent of small ε, L. The
integral
∫
y|usy|2 dy is already estimated in (3.8). Also, we get
‖usy‖∞ ≤
√
ε‖u0ez‖∞ + ‖u0py‖∞ + ε‖u1ez‖∞ ≤ C(u0e, u0p) + ε‖v1e (·)‖H3 ≤ C. (3.15)
This together with the Young inequality yields
BL ≤ ε
4
∫
x=L
v2y
us
+ C(us, vs)L‖∇εv‖22, (3.16)
upon using the divergence-free condition ux = −vy. Here, ∇ε = (
√
ε∂x, ∂y). The boundary term in
(3.16) can be absorbed into the good boundary term in (3.12).
We now combine the untreated terms on the left-hand side of (3.10), all the interior terms in
(3.13), and the last term in (3.11), altogether. We shall use the standard embedding inequalities
‖u‖L2 ≤ L‖ux‖L2 , |v| ≤ √y
{∫ y
0 v
2
y
}1/2
and |u| ≤ √y {∫ y0 u2y}1/2. Respectively, we have
R0 :=
∫∫
1
2
∂x
{
1
us
}
u2y − ∂y
{
1
us
}
uyux∫∫
−ε
2
∂x
{
1
us
}
u2x +
ε
2
∂x
{
1
us
}
v2y − ε∂y
{
1
us
}
vyvx − ε
2
2
∂x
{
1
us
}
v2x
−
∫∫
∂y
{
v∂yus
u2s
}
uy − ε∂x
{
v∂yus
u2s
}
ux + ε∂y
{
v∂xus
u2s
}
vy + ε
2∂x
{
v∂xus
u2s
}
vx
+
∫∫
∂y
{
v
us
}
{∂xusu+ vsuy} − ε∂x
{
v
us
}
{u∂xvs + vsvy + v∂yvs}+ ε∂yusvvx
u2s
.
Let us give estimates on each term on the right. We claim that
R0 . ‖∇εu‖2L2 + ‖∇εu‖L2‖∇εv‖L2 + C(L)
√
ε‖∇εv‖2L2 , (3.17)
Proof of (3.17). First, we have∫∫
1
2
∂x
{
1
us
}
u2y − ∂y
{
1
us
}
uyux ≤ C‖∇us‖∞‖uy‖L2(‖uy‖L2 + ‖vy‖L2)
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in which the bounds (3.5) and (3.15) gives ‖∇us‖∞ . 1. Next, upon recalling the definition
∇ε = (
√
ε∂x, ∂y), the Ho¨lder inequality yields∫∫
− ε
2
∂x
{
1
us
}
u2x +
ε
2
∂x
{
1
us
}
v2y − ε∂y
{
1
us
}
vyvx − ε
2
2
∂x
{
1
us
}
v2x
≤ C‖∇us‖∞
(
‖∇εu‖2L2 + ‖∇εu‖L2‖∇εv‖L2 +
√
ε‖∇εv‖2L2
)
which again gives the bound as claimed, since ‖∇us‖∞ . 1. We now estimate the third line on the
right of R0. We first have∫∫
∂y
{
v∂yus
u2s
}
uy =
∫∫ {
∂yus
u2s
}
uyvy +
∫∫
∂y
{
∂yus
u2s
}
uyv
≤ C
(
‖usy‖∞ + sup
x
(∫ ∞
0
y(|usyy|2 + |usy|4)
)1/2)
‖uy‖L2‖vy‖L2 ,
and ∫∫
ε∂x
{
v∂yus
u2s
}
ux = −ε
∫∫ {
∂yus
u2s
}
vyvx − ε
∫∫
∂x
{
∂yus
u2s
}
vyv
≤ C
(√
ε‖usy‖∞ + ε sup
x
( ∫ ∞
0
y(|usxy|2 + |usxusy|2)
)1/2)‖∇εv‖2L2 .
The last two terms on the third line on the right of R0 can be estimated very similarly. We give
bounds on the norms of [us, vs]. Similarly as done in (3.14), we get
sup
x
∫
y|usyy|2dy ≤ sup
x
∫
y
[
ε2|u0ezz|2 + |u0pyy|2 + ε3|u1ezz|2
]
dy
≤ C(u0p) + sup
x
∫ [
εz|u0ezz|2 + ε2z|u1ezz|2
]
dz
≤ C(u0e, u0p) + ε2L−1
(∫∫
z|u1ezz|2dxdz +
∫∫
z|u1exzz|2dxdz
)
≤ C(u0e, u0p) + ε2L−1‖〈z〉nv1e‖2H3
. 1 +C(L)ε,
and
sup
x
∫
y|usy|4dy ≤ sup
x
∫
y
[
ε2|u0ez|4 + |u0py|4 + ε4|u1ez|4
]
dy
≤ C(u0e, u0p) + ε3L−1
(∫∫
z|u1ez|4dxdz +
∫∫
z|u1exz|4dxdz
)
≤ C(u0e, u0p) + ε3L−1‖〈z〉nv1e‖2W 2,4
. 1 +C(L)ε3,
both of which are thus bounded, thanks to the estimates from Lemma 2.5. Same bounds can be
given for the weighted integrals of ε|usxy|2 and ε|usx|4, using the extra factor of ε in these integrals.
36
In addition, we have
sup
x
∫
εy|usxx|dy ≤ sup
x
∫
εy
[
|u0pxx|+ ε1/2|u1exx|
]
dy
≤ C(u0p) + ε1/2 sup
x
∫
z|v1exz|
]
dz
≤ C(u0p) + ε1/2L−1
( ∫∫
z|v1exz|dxdz +
∫∫
z|v1exxz|dxdz
)
≤ C(u0e, u0p) + ε1/2L−1‖〈z〉nv1e‖2W 3,q
. 1 + C(L)ε−3/2+2/q ,
which are again bounded, thanks to the Euler bounds from Lemma 2.5, with q being arbitrarily
close to 1.
We now give bounds on the last line on the right of R0. We have∫∫
∂y
{
v
us
}
{∂xusu+ vsuy}
=
∫∫
∂y
{
1
us
}
{∂xusu+ vsuy}v +
∫∫ {
1
us
}
{∂xusu+ vsuy}vy
≤ C
(
sup
x
( ∫ ∞
0
y(|usyusx|+ |usyvs|2 + |usx|2)
)1/2
+ ‖vs‖∞
)
‖uy‖L2‖vy‖L2
in which we note that vs is uniformly bounded. The estimate (3.8) gives the weighted bound on
usy. Next, we estimate
sup
x
∫
y{usx}2dy ≤ sup
x
∫
y
[
|u0px|2 + ε|u1ex|2
]
dy
≤ C(u0p) + sup
x
∫
z|v1ez|2 dz
≤ C(u0p) + C
(∫
z|v1ez|2|x=0 dz +
∫∫
z|v1ez |2dxdz +
∫∫
z|v1exz|2dxdz
)
,
. 1.
This gives the desired bound on the first term on the last line in R0. Next, we have
ε
∫∫
∂x
{
v
us
}
{u∂xvs + vsvy + v∂yvs}
= ε
∫∫
∂x
{
1
us
}
{u∂xvs + vsvy + v∂yvs}v + ε
∫∫ {
1
us
}
{u∂xvs + vsvy + v∂yvs}vx
≤ Cε sup
x
(∫ ∞
0
y(|usxvsx|+ |usxvs|2 + |usxvsy|)
)1/2
‖uy‖L2‖vy‖L2
+ C(L)ε
(
||vsx||∞ + ‖vs‖∞ + sup
x
( ∫ ∞
0
y|vsy|2
)1/2)‖ux‖L2‖vx‖L2
in which the last estimate used the inequality: ‖u‖L2 ≤ L‖ux‖L2 and the divergence-free condition
vy = −ux. As estimated above, it remains to give a uniform estimate on
||vsx||∞ ≤ ||v0px||∞ + ||v1ex||∞ . 1 + ‖v1e‖2W 2,q ≤ C(L)
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thanks to the estimates on v1e , with q > 2. Finally, we estimate
ε
∫∫
∂yusvvx
u2s
≤ Cε sup
x
(∫ ∞
0
y|usy|2
)1/2
‖vy‖L2‖vx‖L2
in which the integral
∫
y|usy|2 dy is already estimated in (3.8). Putting all above estimates together,
we have completed the proof for the claim (3.17).
Finally, using the Young inequality and the smallness of ε, the L2 norm of ∇εv can be absorbed
into the left-hand side of (3.9).
This completes the proof of the positivity estimate and the lemma.
3.3 Proof of Proposition 3.1
The proof of Proposition 3.1 now follows straightforwardly from the energy estimate (Lemma 3.2)
and the positivity estimate (Lemma 3.3), as a direct application of the Schaefer’s fixed point
theorem; see [4, Theorem 4, p. 504]. Indeed, first combining these estimates together and choosing
L sufficiently small, we get
‖∇εu‖L2 + ‖∇εv‖L2 ≤ C(us, vs)
[
‖f‖L2 +
√
ε‖g‖L2
]
uniformly in N . Taking N →∞ yields the stability estimate (3.4).
To apply the fixed point theorem of Schaefer ([4, Theorem 4, p. 504]), we consider the following
system
u+ px −∆εu = λ
(
f + u− [usux + uusx + vsuy + vusy]
)
v
ε
+
py
ε
−∆εv = λ
(
g +
v
ε
− [usvx + uvsx + vsvy + vvsy]
)
ux + vy = 0,
or in the operator form S[u, v] = λT [u, v], for parameter λ ∈ [0, 1]. The existence of a solution to
(3.1)-(3.2) is equivalent to the existence of a fixed point of S−1T . The compactness of the operator
S−1T follows directly from that of the Stokes operator. To derive uniform bounds on the set of
solutions [uλ, vλ], we may rewrite the above system as
(1− λ)u+ λ[usux + uusx + vsuy + vusy] + px −∆εu = λf
(1− λ)v
ε
+ λ[usvx + uvsx + vsvy + vvsy] +
py
ε
−∆εv = λg
together with the divergence-free condition and the same boundary conditions (3.3). The uniform
estimates now follow almost identically from the above energy estimates and positivity estimates.
We omit to repeat the details. This completes the proof of Proposition 3.1.
4 L∞ estimates
In order to perform nonlinear iteration, we shall need to derive bounds in L∞ for the solution. We
prove the following:
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Lemma 4.1. Consider the scaled Stokes system
px −∆εu = f, py
ε
−∆εv = g
together with the divergence-free condition ux + vy = 0 and the (same) boundary conditions
[u, v]y=0 = 0 (no-slip), [u, v]x=0 = 0 (Dirichlet),
p− 2εux = 0, uy + εvx = 0 at x = L (Neumann or stress-free).
(4.1)
Then, there holds
ε
γ
4 ‖u‖∞ + ε
γ
4
+ 1
2 ‖v‖∞ . Cγ,L
{
‖u‖H1 +
√
ε‖v‖H1 + ‖f‖L2 +
√
ε‖g‖L2
}
,
for some constant Cγ,L.
Proof. Since our rectangle domain can be covered by two C0,1 charts, we may apply the standard
extension theorem (see, for instance, [3, Theorem 5.4]) such that there exists u¯ ∈ H1+β(R2) and
v¯ ∈ H1+β(R2), for β ∈ (0, 1), such that [u¯, v¯] = [u, v] in [0, L] × R+, and
‖u¯‖H1+β ≤ Cβ,L‖u‖H1+β , ‖v¯‖H1+β ≤ Cβ,L‖v‖H1+β ,
for some constant Cβ,L that depends only on β and L. By the Sobolev’s imbedding in R
2 and an
interpolation inequality for u¯ and v¯, we have for any 0 < τ < α,
‖u‖∞ ≤ ‖u¯‖∞ ≤ ‖u¯‖H1+τ
≤ Cτ,L[‖u¯‖H1 ]
α−τ
α [‖u¯‖H1+α ]
τ
α
≤ Cτ,α,L[‖u‖H1 ]
α−τ
α [‖u‖H1+α ]
τ
α ,
and similarly,
ε1/2‖v‖∞ ≤ Cτ,α,L[ε1/2‖v‖H1 ]
α−τ
α [ε1/2‖v‖H1+α ]
τ
α
for some constant Cτ,α,L. Here, we have used the standard interpolation between Sobolev spaces
H1,H1+τ , and H1+α, with 0 < τ < α. We note that thanks to our uniform estimates for ‖u‖H1
and ε1/2‖v‖H1 , it suffices to give estimates on the H1+α norm of [u,
√
εv].
In what follows, we fix α ∼ 1/2 and take τ so that τ << α. We claim that there exists a
possibly large number mα > 0 such that there holds
‖u‖H1+α +
√
ε‖v‖H1+α . ε−mα{‖f‖L2 +
√
ε‖g‖L2 + ‖u‖H1 +
√
ε‖v‖H1}. (4.2)
Given the claim, we then have
‖u‖∞ +
√
ε‖v‖∞ ≤ Cτ,α,Lε−
mατ
α
{
‖f‖L2 +
√
ε‖g‖L2 + ‖u‖H1 +
√
ε‖v‖H1
}
.
The lemma would then be proved at once by choosing τ ≪ α so that mατα ≤ γ4 .
We shall now prove the claim for α = 1/2 and mα = 7/4. To do so, let us introduce the
(original) scaling:
uε(x, y) ≡ u(Lx,L y√
ε
), vε(x, y) ≡
√
εv(Lx,L
y√
ε
), pε(x, y) ≡ L
ε
p(Lx,L
y√
ε
). (4.3)
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Clearly, direct calculations yield uεx + vεy = 0 and
∂xxuε(x, y) = L
2uxx(Lx,L
y√
ε
), ∂yyuε(x, y) =
L2
ε
uyy(Lx,L
y√
ε
),
∂xxvε(x, y) = L
2√εvxx(Lx,L y√
ε
), ∂yyvε(x, y) =
L2
ε1/2
vyy(Lx,L
y√
ε
)
∂xpε(x, y) =
L2
ε
px(Lx,L
y√
ε
), ∂ypε(x, y) =
L2
ε3/2
py(Lx,L
y√
ε
).
Plugging these in the Stokes problem, we yield a normalized Stokes system:
pεx −∆uε = ε−1L2f(Lx,L y√
ε
), pεy −∆vε = ε− 12L2g(Lx,L y√
ε
) (4.4)
in a fixed domain 0 ≤ x ≤ 1 and 0 ≤ y ≤ ∞ with boundary conditions
[uε, vε] = 0 on both boundaries: {y = 0} and {x = 0}
pε + 2uεx = 0, vεx + uεy = 0 at x = 1.
We now invoke the standard elliptic estimate for the Stoke problem in such a fixed domain. Recall
that there holds the Poincare’s inequality: ‖uε‖L2 ≤ ‖uεx‖L2 , ‖vε‖L2 ≤ ‖vεx‖L2 . Next, the standard
energy estimates yield
‖∇uε‖L2 + ‖∇vε‖L2 ≤ C{ε−1L2‖f(Lx,
Ly√
ε
)‖L2 + ε−
1
2L2‖g(Lx, Ly√
ε
)‖L2} (4.5)
≤ Cε−3/4L
[
‖f‖L2 +
√
ε‖g‖L2
]
.
Next, let us give an L2 estimate on the pressure pε. First, for h ∈ L2, we show that there is a
vector-valued function φ ∈ H1 such that φ(0, y) ≡ 0, φ(x, 0) ≡ 0, ∇·φ = h and ‖φ‖H1 . ‖h‖L2 . In-
deed, we can decompose h =
∑∞
n=0 1n≤y<n+1(y)h, for characteristic functions 1n≤y<n+1(y). Hence,
for each n, the function qn = 1n≤y<n+1(y)h is supported in a unit square [0, 1] × [n, n + 1].
By [13, page 27], we can then find φn ∈ H1, such that ∇ · φn = hn on the unit square, with
φn(0, y) ≡ φn(x, n) ≡ φn(x, n+ 1) ≡ 0. Furthermore, we have ‖φn‖H1 ≤ C‖hn‖L2 , uniformly in n.
If we now define φ ≡ ∑∞n=1 φn, it then follows that ‖φ‖H1 ≤ C‖h‖L2 ,∇ · φ = h and φ(0, y) ≡ 0,
φ(x, 0) ≡ 0.
The pressure estimate now follows directly from the existence of the vector field φ. Indeed, we
approximate pε by smooth functions of the form q = ∇·φ so that ‖pε‖L2 . ‖q‖L2 = ‖∇φ‖L2 . Then,
we can use the vector field φ as a test function to the Stokes problem. This, together with the
Young inequality, immediately yields
‖pε‖L2 ≤ C
{
‖∇uε‖L2 + ‖∇vε‖L2 + ε−1L2‖f(Lx,
Ly√
ε
)‖L2 + ε−
1
2L2‖g(Lx, Ly√
ε
)‖L2
}
≤ Cε−3/4L
[
‖f‖L2 +
√
ε‖g‖L2
]
thanks to the estimate (4.5).
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Now, it remains to derive estimates in the higher regularity norms. We multiply the Stokes
system by an arbitrary cut-off function χ(x, y√
ε
) to obtain:
{χpε}x −∆{χuε} = χxpε + uε∆χ+ 2∇χ · ∇uε + χε−1L2f
{χpε}y −∆{χvε} = χypε + vε∆χ+ 2∇χ · ∇vε + χε− 12L2g.
If we choose χ = χ1(x,
y√
ε
) which has a compact support away from the corners, then the Stokes
problem has an H2 estimate so that
‖χ1pε‖H1 + ‖χ1uε‖H2 + ‖χ1vε‖H2
≤ ‖χxpε + uε∆χ+ 2∇χ · ∇uε + χε−1L2f‖L2 + ‖χypε + vε∆χ+ 2∇χ · ∇vε + χε−
1
2L2g‖L2
≤ ε−1{‖uε‖L2 + ‖vε‖L2}+ ε−
1
2{‖∇uε‖L2 + ‖∇vε‖L2 + ‖pε‖L2}+ ε−3/4L‖f‖L2 + ε−1/4L‖g‖L2
≤ ε−5/4L
{
‖f‖L2 +
√
ε‖g‖L2
}
,
upon using the estimate (4.5). This implies the following uniform estimate for the unscaled solution
[u, v, p] via the change of variables (4.3):
‖χ1uε‖H2 ≈ ε−1+
1
4‖∇2(χ1u)‖L2 + ε−
1
2
+ 1
4‖∇(χ1u)‖L2 + ε1/4‖χ1u‖L2 ,
‖χ1vε‖H2 ≈ ε1/2ε−1+
1
4 ‖∇2(χ1v)‖L2 + ε
1
4 ‖∇(χ1v)‖L2 + ε1/2+1/4‖χ1v‖L2 ,
which immediately yield
ε−1+
1
4 ‖∇2(χ1u)‖L2 + ε
1
2 ε−1+
1
4‖∇2(χ1v)‖L2
≤ ε−5/4L
{
‖f‖L2 +
√
ε‖g‖L2
}
+ ε−1/4
{
‖u‖H1 +
√
ε‖v‖H1
}
.
Next, we choose the cut-off function χ = χ2(x,
y√
ε
) with support near the corners, around which
we do not have any H2 estimate of the solution. However, thanks to [14], we do have a weaker
estimate: precisely,
‖χ2pε‖H3/2 + ‖χ2uε‖H1+3/2 + ‖χ2vε‖H1+3/2 ≤ ‖χ2xpε +∆χ2uε + 2∇χ2 · ∇uε + χ2f ‖L2
+‖χ2ypε +∆χ2vε + 2∇χ2 · ∇vε + χ2g‖L2
≤ ε−1{ε−3/4L‖f‖L2 + ε−1/4L‖g‖L2}.
Noting that by scaling via (4.3) there hold
‖∇{χ2uε}‖H1/2 = ε−
3
4
+ 1
4 ‖∇{χ2u}‖H1/2 , ‖∇{χ2vε}‖H1/2 = ε
1
2 ε−
3
4
+ 1
4 ‖∇{χ2v}‖H1/2
we thus obtain
ε−
3
2
+ 1
4‖∇{χ2u}‖H1/2 + ε
1
2 ε−
3
4
+ 1
4 ‖∇{χ2v}‖H1/2 ≤ ε−1{ε−3/4L‖f‖L2 + ε−1/4L‖g‖L2}.
Finally, combining the estimates on χ1[u, v] and χ2[u, v] yields at once the claimed bound (4.2)
for α = 1/2 and mα = 7/4. The lemma is thus proved.
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5 Proof of the main theorem
We are now ready to give the proof of our main theorem. Consider the nonlinear scaled Navier-
Stokes equations (1.4) and write the solutions [U ε, V ε, P ε] in the asymptotic expansion (1.9):
[U ε, V ε, P ε](x, y) = [uapp, vapp, papp](x, y) + ε
γ+ 1
2 [uε, vε, pε](x, y) (5.1)
with the approximate solutions constructed as in Proposition 2.1. We shall now study the equations
for the remainder solutions [uε, vε, pε]. Let us recall the leading approximate solutions (without
having the Prandtl layers [u1p, v
1
p]):
us(x, y) = u
0
e + u
0
p +
√
εu1e, vs(x, y) = v
0
p + v
1
e . (5.2)
Then, the remainder solutions [uε, vε, pε] solve
usu
ε
x + u
εusx + vsu
ε
y + v
εusy + p
ε
x −∆εuε = R1(uε, vε) (5.3a)
usv
ε
x + u
εvsx + vsv
ε
y + v
εvsy +
pεy
ε
−∆εvε = R2(uε, vε) (5.3b)
uεx + v
ε
y = 0 (5.3c)
in which ∆ε = ∂
2
y + ε∂
2
x and the remainders R1(u
ε, vε), R2(u
ε, vε) are defined by
R1(u
ε, vε) := ε−γ−
1
2Ruapp −
√
ε
[
(u1p + ε
γuε)uεx + u
εu1px + (v
1
p + ε
γvε)uεy + v
εu1py
]
R2(u
ε, vε) := ε−γ−
1
2Rvapp −
√
ε
[
(u1p + ε
γuε)vεx + u
εv1px + (v
1
p + ε
γvε)vεy + v
εv1py
]
.
(5.4)
Here, the errors Ruapp, R
v
app from the approximation are estimated in Proposition 2.1.
We shall apply the standard contraction mapping theorem for the existence of the solutions to
the nonlinear problem. Indeed, we introduce the function space X, endowed with the norm:
‖[uε, vε]‖X ≡ ‖∇εuε‖L2 + ‖∇εvε‖L2 + ε
γ
2 ‖uε‖∞ + ε 12+
γ
2 ‖vε‖∞.
Now, for each [uε, vε] ∈ X, we solve the following linear problem for [u¯ε, v¯ε]:
usu¯
ε
x + u¯
εusx + vsu¯
ε
y + v¯
εusy + p¯
ε
x −∆εu¯ε = R1(uε, vε),
usv¯
ε
x + u¯
εvsx + vsv¯
ε
y + v¯
εvsy +
p¯εy
ε
−∆εv¯ε = R2(uε, vε).
(5.5)
We are in the position to use the linear stability estimates obtained in Proposition 3.1, yielding
‖∇εu¯ε‖L2 + ‖∇εv¯ε‖L2 ≤ ‖R1(uε, vε)‖L2 +
√
ε‖R2(uε, vε)‖L2 . (5.6)
We give estimates on the remainders R1, R2, defined as in (5.4). Proposition 2.1 yields
ε−γ−
1
2
[
‖Ruapp‖L2 +
√
ε‖Rvapp‖L2
]
≤ C(L, us, vs)ε−γ−κ+
1
4 ,
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for arbitrary κ > 0. In what follows, we take any γ < 1 and take κ so that γ+κ < 1/4. In addition,
by a view of the definition of ‖ · ‖X , the divergence-free condition ux = −vy, and the fact that
[u1p, v
1
p] are nearly bounded, we estimate
√
ε‖(u1p + εγuε)uεx‖L2 ≤
√
ε(‖u1p‖∞ + εγ‖uε‖∞)‖uεx‖L2
≤ ε1/2−κ
(
C(u1p) + ε
γ
2 ‖[uε, vε]‖X
)
‖[uε, vε]‖X
√
ε‖(v1p + εγvε)uεy‖L2 ≤
√
ε(‖v1p‖∞ + εγ‖vε‖∞)‖uεy‖L2
≤
(
C(v1p)ε
1/2−κ + ε
γ
2 ‖[uε, vε]‖X
)
‖[uε, vε]‖X .
Also, using the inequality |[uε, vε]| ≤ √y‖[uεy, vεy]‖L2(R+) and the uniform H1 bounds obtained in
(2.56) on u1p, we get
√
ε‖uεu1px + vεu1py‖L2 ≤
√
ε sup
x
(
‖〈y〉nu1px‖L2(R+) + ‖〈y〉n‖u1py‖L2(R+)
)
‖[uεy, vεy]‖L2
≤ ε1/2−κC(u1p)‖[uε, vε]‖X .
Similarly for terms in R2, we have
√
ε‖(u1p + εγuε)vεx‖L2 ≤
√
ε(‖u1p‖∞ + εγ‖uε‖∞)‖vεx‖L2
≤ ε−κ
(
C(u1p) + ε
γ
2 ‖[uε, vε]‖X
)
‖[uε, vε]‖X
√
ε‖(v1p + εγvε)vεy‖L2 ≤
√
ε(‖v1p‖∞ + εγ‖vε‖∞)‖vεy‖L2
≤ ε1/2−κ
(
C(v1p) + ε
γ
2 ‖[uε, vε]‖X
)
‖[uε, vε]‖X
and √
ε‖uεv1px + vεv1py‖L2 ≤
√
ε
(
‖uε‖∞‖v1px‖L2 + sup
x
‖〈y〉n‖v1py‖L2(R+)‖vεy‖L2
)
≤ C(v1p)ε1/4−
γ
2
−κ‖[uε, vε]‖X ,
in which we have used the bound (2.57): ‖v1px‖L2 . ε−1/4−κ.
Combining the above estimates into (5.6) yields
‖R1(uε, vε)‖L2 +
√
ε‖R2(uε, vε)‖L2
≤ C(L, us, vs)ε−γ−κ+
1
4 + ε−
γ
2
+ 1
2{‖[uε, vε]‖X + ‖[uε, vε]‖2X}, (5.7)
upon noting that γ + κ ≤ 14 and ε≪ 1, and hence the bound on the gradient of u¯ε, v¯ε by (5.6). It
remains to bound the sup norm. We now use the estimates on the Stokes problem from Lemma
4.1 with
f = −usuεx − usxuε − vsuεy − vεusy +R1
g = −usvεx − uεvsx − vsvεy − vεvsy +R2.
The Stokes estimates, together with (5.6), yield
ε
γ
2 ‖u¯ε‖∞ + ε 12+
γ
2 ‖v¯ε‖∞ ≤ Cγε
γ
4 {‖∇εu¯ε‖L2 + ‖∇εv¯ε‖L2}
+ε
γ
4 ‖ − usuεx − usxuε − vsuεy − vεusy +R1‖L2 (5.8)
+ε
γ
4
+ 1
2‖ − usvεx − uεvsx − vsvεy − vεvsy +R2‖L2 .
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The estimates (5.6) and (5.7) have yielded the desired estimates on ∇ε[u¯ε, v¯ε] and on R1, R2. It
remains to give estimates on terms on the right-hand side of the above that involve [us, vs]. Indeed,
since [us, vs] are nearly bounded, we have
ε
γ
4 ‖usuεx + vsuεy‖L2 ≤ ε
γ
4
−κC(L, us, vs)(‖uεx‖L2 + ‖uεy‖L2) ≤ ε
γ
4C(us, vs)‖[uε, vε‖X
ε
γ
4 ‖usxuε + vεusy‖L2 ≤ ε
γ
4
(
sup
x
‖√yusx‖L2(R+) + sup
x
‖√yusy‖L2(R+)
)
‖[uεy, vεy]‖L2
≤ εγ4−κC(L, us, vs)‖[uε, vε‖X ,
in which the last inequality used the estimates (3.8) and the following estimate:
sup
x
∫
y|usx|2dy ≤ sup
x
∫
y
[
|u0px|2 + ε|u1ex|2
]
dy
≤ C(u0p) + sup
x
∫
z|v1ez|2 dz
≤ C(u0p) + L−1
( ∫∫
z|v1ez|2dxdz +
∫∫
z|v1exz|2dxdz
)
≤ C(L, us, vs).
Similarly, we estimate
ε
γ
4
+ 1
2 ‖usvεx + vsvεy‖L2 ≤ ε
γ
4
+ 1
2
−κC(L, us, vs)(‖vεx‖L2 + ‖vεy‖L2) ≤ ε
γ
4C(us, vs)‖[uε, vε‖X
ε
γ
4
+ 1
2‖vsxuε + vεvsy‖L2 ≤ ε
γ
4
+ 1
2 sup
x
(
‖√yvsx‖L2 + ‖
√
yusx‖L2(R+)
)
‖[uεy, vεy]‖L2
≤ εγ4−κC(L, us, vs)‖[uε, vε‖X ,
in which we have used
sup
x
∫
y|vsx|2dy ≤ sup
x
∫
y
[
|v0px|2 + |v1ex|2
]
dy
≤ C(v0p) + ε−1 sup
x
∫
z|v1ex|2 dz
≤ C(u0p) + ε−1L−1
( ∫∫
z|v1ex|2dxdz +
∫∫
z|v1exx|2dxdz
)
≤ ε−1C(L, us, vs).
Hence, putting the above estimates together into the sup estimate (5.8), we have proved
ε
γ
2 ‖u¯ε‖∞ + ε
1
2
+ γ
2 ‖v¯ε‖∞ ≤ C(us, vs)ε−
3γ
4
+ 1
4
−κ + ε−
γ
4
+ 1
2
−κ{‖[uε, vε]‖X + ‖[uε, vε]‖2X}
+ ε
γ
4
−κC(L, us, vs)‖[uε, vε‖X .
(5.9)
Thus, by definition and the assumption that γ + κ ≤ 14 , the estimates (5.7) and (5.9) yield
‖[u¯ε, v¯ε]‖X ≤ C(us, vs)
(
1 + ε
γ
4
−κC(L)‖[uε, vε]‖X + ε 38‖[uε, vε]‖2X
)
.
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This proves that the operator [uε, vε] 7→ [u¯ε, v¯ε] via the problem (5.5) maps the ball {‖[uε, vε]‖X ≤
2C(us, vs)} in X into itself, for sufficiently small ε. Moreover, it follows in the similar lines of
estimates that
‖[u¯ε1 − u¯ε2, v¯ε1 − v¯ε2]‖X ≤ C(L, us, vs)ε
γ
4
−κ{‖[uε1, vε1]‖X + ‖[uε2, vε2]‖X}‖[uε1 − uε2, vε1 − vε2]‖X ,
for every two pairs [uε1, v
ε
1] and [u
ε
2, v
ε
2] in X. This proves the existence of the solution to (5.5) with
[u¯ε, v¯ε] = [uε, vε] via the standard contraction mapping theorem, for sufficiently small ε. The main
theorem is proved.
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