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1. Introduction
All graphs considered in this paper are ﬁnite, undirected and simple. LetG = (V , E)be a graphwithn
vertices and let A(G) be its adjacencymatrix. Since A(G) is symmetric, its eigenvalues are real.Without
loss of generality, we can write them in nonincreasing order as λ1(G) λ2(G) · · · λn(G) and call
them the eigenvalues ofG. The characteristic polynomial ofG is just det(λI − A(G)), denoted byφ(G;λ).
The largest eigenvalue λ1(G) is called the index of G, denoted by ρ(G). If G is connected, then A(G) is
irreducible and by the Perron–Frobenius theory of non-negative matrices, ρ(G) has multiplicity one
and there exists a unique positive unit eigenvector corresponding to ρ(G).
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The investigation of the index of graphs is an important topic in the theory of graph spectra, in
which some early results can go back to the very beginnings (e.g., see [5]). Ref. [10] is a wonderful
survey which includes a large number of references on this topic. For results on the index of graphs,
one may refer to [1–9,12–14,16–18,20,22–25] and the references therein.
Brualdi and Solheid [2] proposed the following problem concerning the spectral radius of graphs:
Given a set G of graphs, ﬁnd an upper bound for the spectral radius in this set and characterize the graphs in
which themaximal spectral radius is attained. If G is the set of trees on n verticeswith perfectmatchings,
Xu [25] solved this problem. Chang and Tian [3] studied this problem for G to be the set of all the
unicyclic graphs on n vertices with perfect matchings. Chang et al. [4] studied this problem for G to be
the bicyclic graphs on n vertices having perfect matchings.
In light of the information available for maximum index among all trees, unicyclic and bicyclic
graphs with perfect matchings, respectively, it is natural to consider other class of graphs, and the
tricyclic graphs are a reasonable starting point for such an investigation. A tricyclic graph is a connected
graph inwhich the number of edges equals the number of vertices plus two. In this paper, we study the
index of tricyclic graphs with perfect matchings. We determine graphs with the largest index among
all the tricyclic graphs with perfect matchings.
Graphs with perfect matchings always have an even number of vertices. Accordingly, we denote
by T (2k) the set of all connected tricyclic graphs on 2k vertices with prefect matchings. u ∈ V(G), let
N(u) denote the set of neighbors of u in G.
2. Preliminaries
Denote by Cn and Pn the cycle and the path, respectively, each on n vertices.We know, by [19], that a
tricyclic graph G contains at least three cycles and at most seven cycles; furthermore, graphs with ﬁve
cycles do not exist inG. Then let T (2k) = T3(2k) ∪ T4(2k) ∪ T6(2k) ∪ T7(2k), where Ti(2k) denotes the
set of tricyclic graphs in T (2k) with exact i cycles for i = 3, 4, 6, 7.
In this section, we list some known results which will be used in this paper.
Lemma 2.1 [20,24]. Let G be a connected graph and ρ(G) be the spectral radius of A(G). Let u, v be two
vertices of G and d(v) be the degree of vertex v. Suppose υ1,υ2, . . . ,υs ∈ N(v)\N(u)(1 s  d(v)) and
x = (x1, x2, . . . , xn) is the Perron vector of A(G), where xi corresponds to the vertex υi(1 i  n). Let G∗
be the graph obtained from G by deleting the edges υυi and adding the edges uυi(1 i  s). If xu  xυ ,
then ρ(G)<ρ(G∗).
Lemma 2.2. Let G1 and G2 be two graphs.
(i) [18] If G2 is a proper spanning subgraphofG1 andG1 is a connected graph.Thenφ(G2;λ)>φ(G1;λ)
for λ ρ(G1);
(ii) [8,9] If φ(G2;λ)>φ(G1;λ) for λ ρ(G2), then ρ(G1)>ρ(G2);
(iii) [6] If G2 is a proper subgraph of G1 and G1 is a connected graph, then ρ(G2)<ρ(G1).
Lemma2.3 [8,21]. Let e = uv be an edge of G, andC(e)be the set of all cycles containing e. The characteristic
polynomial of G satisﬁes
φ(G;λ) = φ(G − e;λ) − φ(G − u − v;λ) − 2
∑
Z∈C(e)
φ(G\V(Z);λ),
where the summation extends over all Z ∈ C(e).
Lemma 2.4 [8,21]. Let u be a vertex of G, and let C(u) be the set of all cycles containing u. The characteristic
polynomial of G satisﬁes
φ(G;λ) = λφ(G − u;λ) −
∑
v∈N(u)
φ(G − u − v;λ) − 2
∑
Z∈C(u)
φ(G\V(Z);λ),
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where the ﬁrst summation extends over all vertices adjacent to u and the second extends over all Z ∈
C(u).
LetG be a connected graph, anduv ∈ E(G). The graphGu,v is obtained fromG by subdividing the edge
uv, i.e., adding a new vertexw and edgeswu,wv in G − uv. Hoffman and Smith deﬁne an internal path
of G as a walk v0v1 . . . vs(s  1) such that the vertices v0, v1, . . . , vs are distinct, d(v0)>2, d(vs)>2,
and d(vi) = 2, whenever 0< i< s. And s is called the length of the internal path. An internal path is
closed if v0 = vs.
Let Wn be the tree on n vertices obtained from a path Pn−4 (of length n − 5) by attaching two
new pendent edges to each end vertex of Pn−4, respectively. In [6], Hoffman and Smith obtained the
following result:
Lemma 2.5 [6]. Let uv be an edge of the connected graph G on n vertices.
(i) If uv does not belong to an internal path of G, and G /= Cn, then ρ(Gu,v)>ρ(G);
(ii) If uv belongs to an internal path of G, and G /= Wn, then ρ(Gu,v)<ρ(G).
Two edges of a graph G are called to be independent if they are not adjacent in G. An m-matching
of G is a set of m mutually independent edges of G. Let M be a matching of G. The vertex v in G is
M-saturated if v is incident with an edge in M; otherwise, v is M-unsaturated. A perfect matching M
of G means that each vertex of G is M-saturated. Let G be a connected graph with perfect matchings
which consists of a connected subgraph H and a tree T such that T is attached to a vertex r of H. The
vertex r is called the root of the tree T , or the root-vertex of G. The distance between the root r and the
vertex of T furthest from r is deﬁned as the height of the tree T . Throughout the paper, |V(T)| is the
number of vertices of an attached tree T not including the root r of T .
Lemma 2.6 [4]. Let G be a connected graph with perfect matchings which consists of a connected subgraph
H and a tree T such that T is attached to a root-vertex r of G. If |V(T)| 2 and v ∈ V(T) is a vertex furthest
from the root r. Then v is a pendent vertex and adjacent to a vertex u of degree 2.
Let G be a connected graph with perfect matchings on 2k vertices, and let G have an internal path
v0v1 . . . vs. Obviously, G /= W2k since W2k is the graph without perfect matchings, and either v0v1 or
v1v2 belongs to the perfect matchings of G. Furthermore, Chang et al., obtained the following:
Lemma2.7 [4]. Let G be a connected graphwith perfectmatchings on 2k vertices, and let G have an internal
path v0v1 . . . vs.
(i) When s = 2, one carries out the following transformations on G. First, joining v0 and v2 by an edge
in G − v1, the resulting graph is denoted by H′; then, attach a pendent edge to v0 in H′ if v0v1 belongs
to the perfect matchings of G, and a pendent edge to v2 if v1v2 belongs to the perfect matchings of G.
The resulting graph is denoted by H′′. Then the graph H′′ has perfect matchings and ρ(G)<ρ(H′′);
(ii) When s  3 and v0 /= v3, one carries out the following transformations on G. First, joining v0 and
v3 by an edge in G − v1 − v2, the resulting graph is denoted by G′; then, attach a path of length
2 to v0 in G
′. The resulting graph is denoted by G′′. Then the graph G′′ has perfect matchings and
ρ(G)<ρ(G′′).
Lemma 2.8 [8]. Let H be the graph obtained from the graph G with vertex set V(G) = {v1, v2, . . . , vk} in
the following way:
(i) To each vertex vi of G a set Vi of p new isolated vertices is added; and
(ii) vi is joined by an edge to each of the p vertices of Vi (i = 1, 2, . . . , k).
Then φ(H;λ) = λkpφ(G;λ − p/λ).
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Let G be a graph on 2k vertices obtained from a graph Ĝ on k vertices by taking p = 1 in above
procedures (i) and (ii) of Lemma 2.8, i.e., each vertex of Ĝ is attached by a pendent edge. Obviously,
G has a unique perfect matching which consists of all pendent edges. Contracting each edge of the
matching in G yields the graph Ĝ on k vertices. We call the graph Ĝ the contracted graph of the graph
G. If Ĝ is the contracted graph of a graph G, then G is often denoted by C(Ĝ).
Lemma 2.9 [4]. Let G be a connected graph whose contracted graph is H, i.e., G = C(H). If H is a graph in
which there exists either an internal path of length no less than two or a closed internal path of length no
less than four, then there exists a connected graph G′ with a path of length 2 attached such that G′ = C(H′)
for some graph H′ and ρ(G′)>ρ(G).
Lemma 2.10. Let G be a connected graph with perfect matchings, v ∈ V(G) and N(v) = {u,u1, v1}, where
u is a pendent vertex in G. Let H = G − vv1 + u1v1. If G satisﬁes one of the following conditions,
(i) There exists at least one cycle containing u1v, v1v and the minimum length of all such cycles is no
less than 4.
(ii) There does not exist a cycle containing u1v and v1v.
then the graph H has perfect matchings and ρ(G)<ρ(H).
Proof. In fact, if in G there exists at least one cycle containing u1v, v1v and the minimum length of
all such cycles is no less than 4, then consider the edge e1 = v1v of G and the edge e2 = u1v1 of H. By
Lemma 2.3, we have
φ(H;λ) = φ(H − e2;λ) − φ(H − u1 − v1;λ) − 2
∑
Z∈C(e2)
φ(H\V(Z);λ),
φ(G;λ) = φ(G − e1;λ) − φ(G − v − v1;λ) − 2
∑
Z∈C(e1)
φ(G\V(Z);λ).
It is straightforward to check thatG − e1 ∼= H − e2 andH − u1 − v1 is a subgraph ofG − v − v1. Thus,
φ(H − e2;λ) = φ(G − e1;λ). By Lemma 2.2, we have
φ(H − u1 − v1;λ)>φ(G − v − v1;λ)
for λ ρ(H − u1 − v1).
Moreover, C(e1) = C(e2), and for any Z ∈ C(e1) = C(e2), we obtain
G − V(Z) − u ∼= H − V(Z) − u′ − v′.
Therefore, φ(G − V(Z) − u;λ) = φ(H − V(Z) − u′ − v′;λ).
Consequently,
∑
Z∈C(e2)
φ(H\V(Z);λ) −
∑
Z∈C(e1)
φ(G\V(Z);λ)
=
∑
Z∈C(e1)
((λ2 − 1)φ(H − V(Z) − u′ − v′;λ) − λφ(G − V(Z) − u;λ))
=
∑
Z∈C(e1)
(λ2 − λ − 1)φ(G − V(Z) − u;λ).
Therefore, when λ> 1+
√
5
2
,∑
Z∈C(e2)
φ(H\V(Z);λ)>
∑
Z∈C(e1)
φ(G\V(Z);λ).
Note thatH − u1 − v1 is a proper subgraph ofG, by Lemma 2.2 (iii), we haveρ(G)>ρ(H − u1 − v1).
Thus, when λ ρ(G)
(
> 1+
√
5
2
)
, we get φ(G;λ)>φ(H;λ). By Lemma 2.2, we have ρ(H)>ρ(G).
If G has no cycle containing u1v and v1v, then let K = G − u − v + u1v1. Furthermore, denote G −
u − v by G1 ∪ G2, where u1 ∈ G1 and v1 ∈ G2. By Lemma 2.4, we have
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φ(H;λ) =
(
λ2 − 1
)
φ(K;λ) − λφ(K − u1;λ),
φ(G;λ) =
(
λ2 − 1
)
φ(G1;λ)φ(G2;λ) − λφ(G1;λ)φ(G2 − v1;λ)
−λφ(G1 − u1;λ)φ(G2;λ).
Note that K − u1 ∼= (G1 − u1) ∪ G2, hence
φ(K − u1;λ) = φ(G1 − u1;λ)φ(G2;λ).
Moreover, by Lemma 2.4, we have
φ(K;λ) = φ(G1;λ)φ(G2;λ) − φ(G1 − u1;λ)φ(G2 − v1;λ).
Therefore,
φ(G;λ) − φ(H;λ) =
(
λ2 − 1
)
φ(G1 − u1;λ)φ(G2 − v1;λ) − λφ(G1;λ)φ(G2 − v1;λ)
= φ(G2 − v1;λ)
[(
λ2 − 1
)
φ(G1 − u1;λ) − λφ(G1;λ)
]
. (2.1)
Notice that G2 − v1 is a subgraph of G, therefore by Lemma 2.2, we have ρ(G2 − v1)<ρ(G). Thus
for all λ ρ(G),
φ(G2 − v1;λ)>0. (2.2)
On the other hand, in view of Lemma 2.4 we have(
λ2 − 1
)
φ(G1 − u1;λ) − λφ(G1;λ)
=
(
λ2 − 1
)
φ(G1 − u1;λ) − λ
⎡
⎣λφ(G1 − u1;λ) − ∑
w′∈N(u1)
φ(G1 − u1 − w′;λ)
− 2
∑
Z∈C(u1)
φ(G1\V(Z);λ)
⎤
⎦
= λ
∑
w′∈N(u1)
φ(G1 − u1 − w′;λ) + 2λ
∑
Z∈C(u1)
φ(G1\V(Z);λ) − φ(G1 − u1;λ)
= −λφ(G1 − u1 − w;λ) +
∑
s∈N(w)
φ(G1 − u1 − w − s;λ)
+ 2λ
∑
Z∈C(w)
φ(G1\V(Z);λ) + λ
∑
w′∈N(u1)
φ(G1 − u1 − w′;λ)
+ 2λ
∑
Z∈C(u1)
φ(G1\V(Z);λ), (2.3)
where w ∈ N(u1). Therefore, the right hand side of Eq. (2.3)
=
∑
s∈N(w)
φ(G1 − u1 − w − s;λ) + 2λ
∑
Z∈C(w)
φ(G1\V(Z);λ)
+λ
∑
w′∈N(u1)\w
φ(G1 − u1 − w′;λ) + 2λ
∑
Z∈C(u1)
φ(G1\V(Z);λ)>0
for all λ ρ(G). Together with (2.1) and (2.2), we have
φ(G;λ) − φ(H;λ)>0 for all λ ρ(G).
By Lemma 2.2, we obtain that ρ(H)>ρ(G). This completes the proof of Lemma 2.10. 
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Fig. 1. Seven possible cases for the arrangement of three cycles contained in G ∈ T3(2k).
Fig. 2. B3(2k),G1,G
′
i
, i = 2, 3, . . . , 8 and subgraphs with a perfect matching of C(G1).
3. Main results
In this section, we ﬁrst determine the unique graph in Ti(2k) with maximum index, i = 3, 4, 6, 7.
Then we characterize the graph with maximum index in T (2k).
The arrangement of three cycles in a graph of T3(2k) has seven possible cases; see Fig. 1. Therefore,
T3(2k) is a set of all graphs each of which contains exactly three cycles, has some trees attached and
has a perfect matching.
Theorem 3.1. Let G be a graph in T3(2k), k  4. Then ρ(G) ρ(B3(2k)) and the equality holds if and
only if G ∼= B3(2k), where B3(2k) is the graph shown in Fig. 2.
Proof. When k = 4, by Lemmas 2.1, 2.7, 2.9 and 2.10, it is easy to calculate that B3(8) has the largest
index among all the graphs in T3(8).
When k  5, if G is a graph in T3(2k), by Lemmas 2.7, 2.9 and 2.10, one can always ﬁnd a graph G′
such thatρ(G) ρ(G′) andG′ has a pendent vertex v′ with its adjacent vertex u′ of degree 2, i.e.,G′ has
apendentpathof length2attached to a root-vertex r, except for the following exceptional graphs: eight
graphs C(G1),C(G
′
2
),C(G′
3
),C(G′
4
),C(G′5),C(G
′
6
),C(G′7),C(G
′
8
) and their subgraphswith perfectmatch-
ingsbydeleting somependentedgesofC(G1),C(G
′
2
),C(G′
3
),C(G′
4
),C(G′5),C(G
′
6
),C(G′7),C(G
′
8
)), respec-
tively, whereG1,G
′
2
,G′
3
,G′
4
,G′5,G
′
6
,G′7,G
′
8
and the subgraphswith perfectmatchings of C(G1) (the num-
ber under each subgraph is its index) are shown in Fig. 2. For each graph among C(G′
2
),C(G′
3
),C(G′
4
),
C(G′5),C(G
′
6
),C(G′7),C(G
′
8
) and their subgraphs each with a perfect matching, by Lemmas 2.1 and 2.7
(if necessary), we can always ﬁnd a graph G′ such that ρ(G′)>ρ(G), where G′ has a pendent path of
length 2 or, G′ is the graph C(G1) or, G′ having a perfect matching is a subgraph of C(G1) obtained by
deleting some pendent edges of C(G1).
It is sufﬁcient to show that φ(G′;λ)>φ(B3(2k);λ) for all λ ρ(G′) when k  5. We prove it by
induction on k. When k = 5, by Lemmas 2.1, 2.7, 2.9 and 2.10, it is easy to calculate that B3(10) has the
largest index among all the graphs in T3(10). Now we suppose k  6 and proceed by induction. Let v
be a pendent vertex of B3(2k) whose neighbor is of degree 2. By Lemma 2.4, for graph B3(2k) and G
′,
we have
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Fig. 3. (i) is the graph P(l, p, q) and (ii), (iii), (iv), (v) are the four types of G˜-graphs.
φ(B3(2k);λ) =
(
λ2 − 1
)
φ(B3(2(k − 1));λ) − λφ(K1 ∪ (k − 2)K2;λ), (3.1)
φ(G
′′ ;λ) =
(
λ2 − 1
)
φ(G′ − v′ − u′;λ) − λφ(G′ − v′ − u′ − r;λ). (3.2)
SinceG′ − v′ − u′ is a graphon2(k − 1) verticeswith a perfectmatching, i.e,G′ − v′ − u′ ∈ T3(2(k − 1)),
by induction hypothesis, we have
φ(G′ − v′ − u′;λ)>φ(B3(2(k − 1));λ) for all λ ρ(G′ − v′ − u′).
Since G′ − v′ − u′ − r is a graph on 2k − 3 vertices with (k − 2)-matching, K1 ∪ (k − 2)K2 is a spanning
subgraph of G′ − v′ − u′ − r when G′ /= B3(2k). By Lemma 2.2, we have
φ(K1 ∪ (k − 2)K2;λ)>φ(G′ − v′ − u′ − r;λ) for all λ ρ(G′ − v′ − u′ − r)
and since G′ − v′ − u′ − r is a proper subgraph of G′ − v′ − u′ and G′ − v′ − u′ is that of G′, we have
ρ(G′)>ρ(G′ − v′ − u′)>ρ(G′ − v′ − u′ − r). Hence, by Eqs. (3.1) and (3.2), we have
φ(G′;λ)>φ(B3(2k);λ) for all λ ρ(G′).
This completes the induction on k. Therefore, by Lemma 2.2, we have,
ρ(G) ρ(G′)<ρ(B3(2k)).
For graph C(G1) and its subgraphs depicted in Fig. 2, by direct calculation (rounded to four decimal
places), we have
ρ(B3(14)) = 3.5511>ρ(C(G1)) = 3.3028 and ρ(B3(10)) = 3.2769, ρ(B3(12)) = 3.4162.
So it is easy to verify that the results hold. This completes the proof of Theorem 3.1. 
Let Pl+1, Pp+1, Pq+1 be three vertex-disjoint paths, where l, p, q 1 and at most one of them is 1.
Identifying the three initial vertices and terminal vertices of them, respectively, the resulting graph,
denoted by P(l, p, q), is called a θ-graph; see Fig. 3(i). Furthermore, let Ch be a cycle. Connect Ch and
P(l, p, q) by a path Ps, where s≥1 and call the resulting graph G˜-graph. By [19], we know that there are
exactly four types of G˜-graph; see (ii)–(v) in Fig. 3. For example, G2,G3 depicted in Fig. 4 is G˜-graph,
respectively. Furthermore, T4(2k) is a set of graphs each ofwhich is a G˜-graph, has some trees attached
and has perfect matchings.
Theorem 3.2. Among all graphs in T4(2k)with k  3,B4(2k) is the unique graphwith themaximal index,
where B4(2k) is the graph shown in Fig. 4.
Proof. When k = 3, 4, by Lemmas 2.1, 2.7, 2.9 and 2.10, it is easy to calculate that B4(6) and B4(8) have
the largest index among all the graphs in T4(6) and T4(8), respectively.
When k  5, if G is a graph in T4(2k), by Lemmas 2.1, 2.7, 2.9 and 2.10, there must exist a graph
G∗ such that ρ(G) ρ(G∗) and G∗ has a pendent vertex v′ with its adjacent vertex u′ of degree 2,
i.e., G∗ has a path of length 2 attached to a root-vertex r, except for the following exceptional graphs:
four graphs C(G2),C(G3),C(G
′′
1
),C(G
′′
2
) and their subgraphs with perfect matchings by deleting some
pendent edges of C(G2),C(G3),C(G
′′
1
),C(G
′′
2
), respectively, where G2,G3,G
′′
1
,G
′′
2
and the subgraphswith
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Fig. 4. B4(2k),B
′
4
(2k),G2,G3,G
′′
1
,G
′′
2
and subgraphs with perfect matchings of C(G2),C(G3).
perfect matchings of C(G2),C(G3) (the number under each subgraph is its index) are shown in Fig. 4.
And then for each graph in C(G
′′
1
),C(G
′′
2
) and their subgraphs each with perfect matchings, by Lemmas
2.1 and 2.7 (if necessary), we can always ﬁnd a graph G′ such that ρ(G′)>ρ(G), where G′ either has
a path of length 2 or, G′ is the graph C(G2) (or, C(G3)), or G′ is one of the subgraphs with perfect
matchings by deleting some pendent edges of C(G2),C(G3), respectively.
Case 1. G˜-graph in G∗ is neither G2 nor G3, or there exists a tree whose height is greater than 2
attached in G∗.
We will show in this case that φ(G∗;λ)>φ(B4(2k);λ) for all λ ρ(G∗) when k  5, and prove
it by induction on k. When k = 5, it is easy to calculate that B4(10) has the largest index among all
the graphs in T4(10). Now we suppose k  6 and proceed by induction. Let v be a pendent vertex of
B4(2k) with its adjacent vertex u of degree 2. Then, by Lemma 2.4, we have
φ(B4(2k);λ) =
(
λ2 − 1
)
φ(B4(2(k − 1));λ) − λφ(K1 ∪ (k − 4)K2 ∪ P4;λ), (3.3)
φ(G∗;λ) =
(
λ2 − 1
)
φ(G∗ − v′ − u′;λ) − λφ(G∗ − v′ − u′ − r;λ). (3.4)
SinceG∗ − v′ − u′ is a graphon2(k − 1)verticeswithperfectmatchings, i.e,G∗ − v′ − u′ ∈ T4(2(k − 1)).
By induction hypothesis, we have
φ(G∗ − v′ − u′;λ)>φ(B4(2(k − 1));λ) for all λ ρ(G∗ − v′ − u′).
Since G∗ − v′ − u′ − r is a graph on 2k − 3 vertices with (k − 2)-matching, and has P4 as its subgraph,
K1 ∪ (k − 4)K2 ∪ P4 is a spanning subgraph of G∗ − v′ − u′ − r when G∗ /= B4(2k). By Lemma 2.2, we
have
φ(K1 ∪ (k − 4)K2 ∪ P4;λ)>φ(G∗ − v′ − u′ − r;λ) for all λ ρ(G∗ − v′ − u′ − r)
and since G∗ − v′ − u′ − r is a proper subgraph of G∗ − v′ − u′ and G∗ − v′ − u′ is that of G∗, we have
ρ(G∗)>ρ(G∗ − v′ − u′)>ρ(G∗ − v′ − u′ − r). Hence, by Eqs. (3.3) and (3.4), we have
φ(G∗;λ)>φ(B4(2k);λ) for all λ ρ(G∗).
Therefore, by Lemma 2.2, ρ(G∗)<ρ(B4(2k)) in this case.
Case 2. G˜-graph in G∗ is G2 or G3, and all trees attached in G∗ have heights no more than 2.
When k = 5, it is easy to calculate that B4(10) has the largest index among all the graphs in T4(10);
When k  6, we notice in this situation that all graphs have at least one path of length 2 attached to G2
except for C(G2), C(G3) and their subgraphs with perfect matchings by deleting some pendent edges
of C(G2) and C(G3). So we can prove using the similar method in Case 1 that φ(G
∗;λ)>φ(B4(2k);λ)
for all λ ρ(G∗), that is ρ(G∗)<ρ(B4(2k)), except for C(G2), C(G3) and their subgraphs with perfect
matchings, or G∗ is the graph shown in Fig. 4, which denoted by B′
4
(2k).
Weﬁrstproveρ(B4(2k))>ρ(B
′
4
(2k))byshowingφ(B4(2k);λ)<φ(B′4(2k);λ) forallλ ρ(B′4(2k)).
By Lemma 2.4, we have
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Fig. 5. Three possible cases for the arrangement of six cycles contained in a tricyclic graph.
φ(B4(2k);λ) =
(
λ2 − 1
)k−4 (
λ8 − 10λ6 − 6λ5 + 19λ4 + 12λ3 − 9λ2 − 4λ + 1
)
−
(
λ2 − 1
)k−4
(k − 4)
(
λ6 − 3λ4 + λ2
)
,
φ(B′4(2k);λ) =
(
λ2 − 1
)k−4 (
λ8 − 9λ6 − 6λ5 + 17λ4 + 14λ3 − 9λ2 − 8λ
)
−
(
λ2 − 1
)k−4
(k − 3)
(
λ6 − 3λ4 + 2λ2
)
.
Therefore, we have
φ(B′4(2k);λ) − φ(B4(2k);λ) =
(
λ2 − 1
)k−4 (
λ4 + 2λ3 − (k − 2)λ2 − 4λ − 1
)
.
Note that λ ρ(B′
4
(2k))>
√
k + 2, then we obtain λ4 + 2λ3 − (k − 2)λ2 − 4λ − 1>0. Thus, we have
φ(B4(2k);λ)<φ(B′4(2k);λ) for all λ ρ(B′4(2k)). By Lemma 2.2, it is obvious that
ρ(B4(2k))>ρ(B
′
4(2k)).
For graphs C(G2), C(G3) and their subgraphs in Fig. 4, by direct calculation (rounded to four decimal
places), we have ρ(B4(12)) = 3.3704 and ρ(B4(10)) = 3.2412. So it is easy to verify that the results
hold. 
The arrangement of six cycles in a graph of T6(2k) has three possible cases; see Fig. 5. Obviously,
T6(2k) is a set of graphs each of which is depicted in Fig. 5 with some trees attached and each of which
has perfect matchings.
Theorem 3.3. Let G be a graph in T6(2k), k  6. Then ρ(G) ρ(B6(2k)) and the equality holds if and
only if G ∼= B6(2k). In the case k = 3, 4 and k = 5, the graph B1,B2 and C(G5) have the largest index,
respectively, where B6(2k),B1,B2 and G5 are the graphs shown in Fig. 6.
Proof. When k = 3, 4, 5, choose G ∈ T6(2k) such that the index of G is as large as possible. By Lemmas
2.7, 2.9 and 2.10, we ﬁnd graph Gmust in C(G4), C(G5) and their subgraphs with perfect matchings by
deleting some pendent edges of C(G4) and C(G5), respectively, where G4, G5 and the subgraphs with
perfect matchings of C(G4) and C(G5)(the number under each subgraph is its index) are shown in Fig.
6. Then by direct calculation, we can verify that the results hold for k = 3, 4, 5.
When k  6, if G is a graph in T6(2k), by Lemmas 2.7, 2.9 and 2.10, one can ﬁnd a graph G′ such that
ρ(G) ρ(G′) and G′ has a pendent vertex v′ with its adjacent vertex u′ of degree 2, i.e., G′ has a path
of length 2 attached to a root-vertex r.
It sufﬁces to show that φ(G′;λ)>φ(B6(2k);λ) for all λ ρ(G′) when k  6. We prove this by
induction on k. When k = 6, it is easy to calculate that B6(12) has the largest index among all the
graphs in T6(12). Nowwe suppose k  7 and proceed by induction. Let v be a pendent vertex of B6(2k)
with its adjacent vertex u of degree 2. Then, by Lemma 2.4, we have
φ(B6(2k);λ) =
(
λ2 − 1
)
φ(B6(2(k − 1));λ) − λφ(K1 ∪ (k − 4)K2 ∪ P4;λ), (3.5)
φ(G′;λ) =
(
λ2 − 1
)
φ(G′ − v′ − u′;λ) − λφ(G′ − v′ − u′ − r;λ). (3.6)
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Fig. 6. B6(2k), G4,G5, B1,B2 and subgraphs with perfect matchings of C(G4),C(G5).
SinceG′ − v′ − u′ is a graph on 2(k − 1) verticeswith perfectmatchings, i.e,G′ − v′ − u′ ∈ T6(2(k − 1)),
by induction hypothesis, we have
φ(G′ − v′ − u′;λ)>φ(B6(2(k − 1));λ) for all λ ρ(G′ − v′ − u′).
Since G′ − v′ − u′ − r is a graph on 2k − 3 vertices with (k − 2)-matching, and has P4 as its subgraph,
K1 ∪ (k − 4)K2 ∪ P4 is a spanning subgraph of G′ − v′ − u′ − r when G′ /= B6(2k). By Lemma 2.2, we
have
φ(K1 ∪ (k − 4)K2 ∪ P4;λ)>φ(G′ − v′ − u′ − r;λ) for all λ ρ(G′ − v′ − u′ − r)
and since G′ − v′ − u′ − r is a proper subgraph of G′ − v′ − u′ and G′ − v′ − u′ is that of G′, we have
ρ(G′)>ρ(G′ − v′ − u′)>ρ(G′ − v′ − u′ − r).
Hence, by Eqs. (3.5) and (3.6), we have
φ(G′;λ)>φ(B6(2k);λ) for all λ ρ(G′).
This completes the induction on k. By Lemma 2.2, we have
ρ(G) ρ(G′)<ρ(B6(2k)).
This completes the proof of Theorem 3.3. 
The arrangement of seven cycles contained in a graph of T7(2k) has only one case; see Fig. 7.
Obviously,T7(2k) is a set of graphs eachofwhich contains exactly seven cycles, has some trees attached
and has perfect matchings.
Theorem 3.4. Let G be a graph in T7(2k), k  7. Then ρ(G) ρ(B7(2k)) and the equality holds if and
only if G ∼= B7(2k). In the case k = 2, 3, 4, 5, 6,K4,B3,C(K4),B4,B5 are the graphs with the largest index,
respectively, where B3,B4,B5 are the graphs shown in Fig. 8.
Proof. When k = 2, There is only one graph in T7(4), that is K4. When k = 3, 4, 5, 6, choose G ∈ T7(2k)
such that the index of G is as large as possible, by Lemmas 2.7, 2.9 and 2.10, we obtain that graph G
must belong to the graphs which are shown in Fig. 8. Then by direct calculation, we can verify that the
results hold for 3 k  6.
When k  7, if G is a graph in T7(2k), by Lemmas 2.7, 2.9 and 2.10, one can always ﬁnd a graph G∗
such that ρ(G) ρ(G∗) and G∗ has a pendent vertex v′ with its adjacent vertex u′ of degree 2, i.e.,
G∗ has a path of length 2 attached to a root-vertex r. Delete the attached trees in G∗, and denote the
resulting graph by G∗∗. We now distinguish the following two cases:
Case 1. G∗∗ is not K4, or there exists a tree whose height is greater than 2 attached to G∗∗.
Wewill show thatφ(G∗;λ)>φ(B7(2k);λ) for allλ ρ(G∗)when k  7.We prove it by induction
on k.When k = 7, by direct calculationweobtain thatB7(14)has the largest index among all the graphs
in T7(14). Now we suppose k  8 and proceed by induction. Let v be a pendent vertex of B7(2k) with
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Fig. 7. One possible case for the arrangement of seven cycles contained in G.
Fig. 8. B7(2k),B
′
7(2k) and the graphs with the largest index for k = 3, 4, 5, 6.
its adjacent vertex u of degree 2. Let K ′
4
be the graph obtained from K4 by deleting two adjacent edges.
By Lemma 2.4, we have
φ(B7(2k);λ) =
(
λ2 − 1
)
φ(B7(2(k − 1));λ) − λφ(K1 ∪ (k − 4)K2 ∪ K ′4;λ), (3.7)
φ(G∗;λ) =
(
λ2 − 1
)
φ(G∗ − v′ − u′;λ) − λφ(G∗ − v′ − u′ − r;λ). (3.8)
SinceG∗ − v′ − u′ is a graphon2(k − 1)verticeswithperfectmatchings, i.e,G∗ − v′ − u′ ∈ T7(2(k − 1)),
by induction hypothesis, we have
φ(G∗ − v′ − u′;λ)>φ(B7(2(k − 1));λ) for all λ ρ(G∗ − v′ − u′).
Since G∗ − v′ − u′ − r is a graph on 2k − 3 vertices with (k − 2)-matching, and has K ′
4
as its subgraph,
K1 ∪ (k − 4)K2 ∪ K ′4 is a spanning subgraph of G∗ − v′ − u′ − r when G∗ /= B7(2k). By Lemma 2.2, we
have
φ(K1 ∪ (k − 4)K2 ∪ K ′4;λ)>φ(G∗ − v′ − u′ − r;λ) for all λ ρ(G∗ − v′ − u′ − r),
and since G∗ − v′ − u′ − r is a proper subgraph of G∗ − v′ − u′ and G∗ − v′ − u′ is that of G∗, we have
ρ(G∗)>ρ(G∗ − v′ − u′)>ρ(G∗ − v′ − u′ − r). Hence, by Eqs. (3.7) and (3.8), we have
φ(G∗;λ)>φ(B7(2k);λ) for all λ ρ(G∗).
This completes the induction on k. Therefore, by Lemma 2.2, ρ(G∗)<ρ(B7(2k)) in this case.
Case 2. G∗∗ is K4, and all trees attached to G∗∗ have heights no more than 2.
When k = 7, by direct calculation we obtain that B7(14) has the largest index among all the graphs
in T7(14);When k  8, note, in this situation, that all graphs have at least one path of length 2 attached
to K4. So we can prove using a similar method to that used in Case 1 that φ(G
∗;λ)>φ(B7(2k);λ) for
all λ ρ(G∗); that is ρ(G∗)<ρ(B7(2k)), except for G∗ is the graph shown in Fig. 8, which is denoted
by B′7(2k).
Nextweproveρ(B7(2k))>ρ(B
′
7(2k))byshowingφ(B7(2k);λ)<φ(B′7(2k);λ) forallλ ρ(B′7(2k)).
By Lemma 2.4, we have
φ(B7(2k);λ) =
(
λ2 − 1
)k−3 (
λ6 − 8λ4 − 8λ3 + 4λ2 + 4λ − 1
)
−
(
λ2 − 1
)
(k − 4)
(
λ6 − 4λ4 − 2λ3 + λ2
)
,
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φ(B′7(2k);λ) =
(
λ2 − 1
)k−3 (
λ6 − 7λ4 − 8λ3 + 3λ2 + 8λ + 3
)
−
(
λ2 − 1
)
(k − 3)
(
λ4 − 3λ2 − 2λ
)
.
Therefore, we have
φ(B′7(2k);λ) − φ(B7(2k);λ) =
(
λ2 − 1
)k−4 (
2λ4 + 6λ3 − (2k − 8)λ2 − 2kλ − 4
)
.
Note that λ ρ(B′7(2k))>
√
k + 1, then we have 2λ4 + 6λ3 − (2k − 8)λ2 − 2kλ − 4>0. Thus, we
have φ(B7(2k);λ)<φ(B′7(2k);λ) for all λ ρ(B′7(2k)). By Lemma 2.2, we obtain
ρ(B7(2k))>ρ(B
′
7(2k)).
Combining the above two cases, we complete the proof Theorem 3.4. 
Theorem 3.5. Let G be a graph in T (2k) and k  8. Then ρ(G) ρ(B3(2k)) and the equality holds if and
only if G ∼= B3(2k).
Proof. By Lemma 2.4, we have
φ(B3(2k);λ) =
(
λ2 − 1
)k−3 (
λ6 − 9λ4 − 6λ3 + 9λ2 + 6λ − 1
)
−(k − 4)
(
λ2 − 1
)k−4 (
λ6 − 2λ4 + λ2
)
,
φ(B4(2k);λ) =
(
λ2 − 1
)k−4 (
λ8 − 10λ6 − 6λ5 + 19λ4 + 12λ3 − 9λ2 − 4λ + 1
)
−
(
λ2 − 1
)k−4
(k − 4)
(
λ6 − 3λ4 + λ2
)
,
φ(B6(2k);λ) =
(
λ2 − 1
)k−3 (
λ6 − 8λ4 − 6λ3 + 6λ2 + 2λ − 1
)
−(k − 3)
(
λ2 − 1
)k−4 (
λ6 − 3λ4 + λ2
)
.
Therefore, we have
φ(B4(2k);λ) − φ(B3(2k);λ) =
(
λ2 − 1
)k−4 (
(k − 3)λ4 + λ2 + 2λ
)
.
Note that λ ρ(B4(2k))>
√
k + 1 and when k  4, we have (k − 3)λ4 + λ2 + 2λ>0. Thus, when
k  4 we have φ(B3(2k);λ)<φ(B4(2k);λ) for all λ ρ(B4(2k)). By Lemma 2.2, we obtain
ρ(B3(2k))>ρ(B4(2k)) for k  4.
Next, we show that ρ(B3(2k))>ρ(B6(2k)) when k  6. In fact,
φ(B6(2k);λ) − φ(B3(2k);λ) =
(
λ2 − 1
)k−4
((k − 5)λ4 − 4λ3 + 2λ2 + 4λ).
Note thatλ ρ(B4(2k))>
√
k + 1 for k  6; thuswehave (k − 5)λ4 − 4λ3 + 2λ2 + 4λ>0. Therefore,
when k≥6, we have φ(B3(2k);λ)<φ(B6(2k);λ) for all λ ρ(B6(2k)). By Lemma 2.2, we obtain
ρ(B3(2k))>ρ(B6(2k)) for k  6. Hence, we obtain
ρ(B3(2k))>ρ(B4(2k)) and ρ(B3(2k))>ρ(B6(2k)) for k  6.
Now we show that ρ(B3(2k))>ρ(B7(2k)). It is sufﬁcient to show that φ(B7(2k);λ)>φ(B3(2k);λ)
for all λ ρ(B7(2k)). We proceed by induction on k.
When k = 8, it is easy to calculate that ρ(B3(16)) = 3.6818>ρ(B7(16)) = 3.6622.
Now we suppose k  9 and proceed by induction. Let v1 be a pendent vertex with its adjacent
vertex u1 of degree 2 in B3(2k) and v2 be a pendent vertex with its adjacent vertex u2 of degree 2 in
B7(2k). Then, by Lemma 2.4, we have
2316 X. Geng et al. / Linear Algebra and its Applications 431 (2009) 2304–2316
φ(B3(2k);λ) =
(
λ2 − 1
)
φ(B3(2(k − 1));λ) − λ2
(
λ2 − 1
)k−2
, (3.9)
φ(B7(2k);λ) =
(
λ2 − 1
)
φ(B7(2(k − 1));λ) − λ2
(
λ4 − 4λ2 − 2λ + 1
) (
λ2 − 1
)k−4
. (3.10)
By induction hypothesis, we have
φ(B7(2(k − 1);λ))>φ(B3(2(k − 1));λ) for all λ ρ(B7(2(k − 1))).
Moreover, for λ>1,
λ2
(
λ2 − 1
)k−2 − λ2 (λ4 − 4λ2 − 2λ + 1) (λ2 − 1)k−4 = (λ2 − 1)k−4 (2λ4 + 2λ3) >0.
Note that B7(2(k − 1)) is a proper subgraph of B7(2k); thuswe haveρ(B7(2k))>ρ(B7(2(k − 1)))>1.
Hence, by Eqs. (3.9) and (3.10), we have
φ(B7(2k);λ)>φ(B3(2k);λ) for all λ ρ(B7(2k).
Therefore, by Lemma 2.2, ρ(B3(2k))>ρ(B7(2k)) when k  8. This completes the proof of
Theorem 3.5. 
From Theorems 3.1–3.5, we can get the following theorem.
Theorem 3.6. Among all graphs in T (2k),B3(2k) has the largest index when k  8; and K4,B3,C(K4),B4,
B5,B7(14) are the graphs with the largest index when k = 2, 3, 4, 5, 6, 7, respectively.
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