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Abstract
The aim of the paper is to point out some imprecision in Srivastava and Hui’s tests for multivariate
normality. A correction for their tests is proposed.
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1. Introduction
A lot of techniques in multivariate analysis require assuming multivariate normality. There
are many procedures for assessing this assumption. Most of them are generalizations of tests for
univariate normality [1–3]. Two such tests, the generalizations of the Shapiro–Wilk W statistic,
were proposed by Srivastava and Hui [7]. These tests are based on principal components obtained
from the eigenvectors of the sample covariance matrix. In this paper we want to point out some
inaccuracy connected with these tests described in [7,6].
2. Srivastava and Hui’s tests
Let x1, . . . , xn be independently distributed as Np (µ,Σ ). Let x = 1n
∑n
i=1 xi and S = 1n−1∑n
i=1 (xi − x) (xi − x)′ be the sample mean and sample covariance matrix, respectively. LetH =
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h1, . . . ,hp
)
be an orthogonal matrix such that S = HDuH′, where Du = diag
(
u1, . . . , u p
)
, and
u1 ≥ · · · ≥ u p are eigenvalues of S. Define yi j = h′ix j , i = 1, . . . , p; j = 1, . . . , n. Now, let us
take p univariate Shapiro–Wilk statistics
W (i) = 1
nui
[
n∑
j=1
a j yi( j)
]2
, i = 1, . . . , p,
where a,j s are the constants tabulated in [4] and yi(1) ≤ · · · ≤ yi(n) are the order statistics. W (i)
can be transformed to a standard normal variable
G [W (i)] = γ + δ log
[
W (i)− ε
1−W (i)
]
,
where γ , δ and ε are given in [5].
Srivastava and Hui propose taking as a test statistic, for testing multivariate normality, the
following:
M1 = −2
p∑
i=1
ln [Φ (G (W (i)))] ,
where Φ (·) is the cumulative distribution function of the standard normal distribution. Srivastava
and Hui state that under multivariate normality of xi (i = 1, . . . , n) the statistic M1 is approxi-
mately distributed as χ22p. Thus, large values of M1 indicate non-normality. They also propose
M2 = min
1≤ i≤p
{W (i)}
as the second test statistic, the distribution of which is approximately given by
Pr (M2 ≤ x) = 1− [1− Φ (G (x))]p . (1)
This test rejects normality for small values of M2.
3. A remark on the Srivastava and Hui’s tests
Tests described in the previous section require a small correction, namely, instead of S =
1
n−1
∑n
i=1 (xi − x) (xi − x)′, the maximum likelihood estimate S˜ = 1n
∑n
i=1 (xi − x) (xi − x)′
should be taken in all formulas. To confirm this, simulation studies were done to find the
distribution of M1 and M2. For different values of n and p, 5000 samples from a multivariate
normal distribution were generated. The histograms for M1 together with plots of the probability
density function (pdf) for χ22p in the case of S and S˜ for n = 50, p = 4 are given in Fig. 1.
Fig. 2 presents histograms for M2 together with plots of the approximated pdf derived from the
formula (1) in the case of S and S˜. The simulation results for different n and p are included in
Table 1.
Thus, we can conclude that the null distributions of M1 and M2 are χ22p and (1), respectively,
but after changing S to S˜.
Moreover, Srivastava and Hui in [7] give tables with results of a simulation study. It seems that
they performed simulations using S˜, not S, as they claim. They compare the significance level α
with p-values obtained from the χ22p distribution for M1 and (1) for M2. Nevertheless, instead
of (1 − α) percentiles for the distribution of M1 (i.e. critical values) they give α percentiles.
Thus their p-values are not correct. For example, in Table 1 in [7], P
(
χ24 > 0.7689
) = 0.9426,
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Fig. 1. Histograms and pdf of M1 for n = 50, p = 4 in the case of S (left) and S˜ (right).
Fig. 2. Histograms and pdf of M2 for n = 50, p = 4 in the case of S (left) and S˜ (right).
Table 1
Simulation results for M1 and M2
n p α M1 M2
χ22p,1−α 1− α percentile p-value Crit. v. α percentile p-value
S S˜ S S˜ for (1) S S˜ S S˜
10 2 .05 9.488 18.420 9.450 .928 .049 .815 .734 .815 .436 .049
.10 7.790 16.748 7.758 .999 .079 .843 .759 .843 .758 .099
3 .05 12.592 25.829 12.367 .997 .046 .800 .736 .818 .312 .046
.10 10.645 24.092 10.661 1.0 .101 .827 .748 .831 .590 .091
4 .05 15.507 33.367 15.429 1.0 .049 .789 .712 .791 .408 .047
.10 13.362 31.228 13.349 1.0 .100 .816 .739 .821 .700 .091
25 2 .05 9.488 17.355 9.680 .734 .055 .905 .870 .906 .349 .047
.10 7.779 15.517 7.801 .930 .104 .919 .881 .918 .618 .104
3 .05 12.592 24.247 12.788 .930 .053 .898 .863 .907 .312 .032
.10 10.645 22.068 10.619 .992 .098 .911 .876 .913 .585 .092
4 .05 15.507 30.653 15.462 .987 .049 .892 .855 .904 .326 .029
.10 13.362 28.645 13.464 .999 .103 .906 .869 .905 .585 .104
50 2 .05 9.488 16.152 9.375 .556 .047 .940 .923 .942 .276 .043
.10 7.779 14.638 7.840 .788 .103 .948 .929 .948 .508 .093
3 .05 12.592 22.535 12.402 .763 .045 .936 .918 .937 .267 .045
.10 10.645 20.638 10.633 .909 .099 .943 .926 .944 .499 .090
4 .05 15.507 28.538 15.116 .890 .045 .933 .916 .935 .246 .042
.10 13.362 26.448 13.151 .973 .093 .940 .924 .943 .482 .079
not 0.0574 as they assert. Besides the histograms presented in Figs. 1 and 2 and simulation
results in Table 1, there is another argument for taking S˜ instead of S in Srivastava and
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Hui’s tests. In the case of p = 1 we have yi j = x j and the Shapiro–Wilk W statistic
is then
W =
[
n∑
j=1
a j x( j)
]2
n∑
i=1
(xi − x)2
=
[
n∑
j=1
a j x( j)
]2
nS˜
.
The difference between S˜ and S is especially enormous in the case of M1. Let us add that the
mistake of taking S instead of S˜ in the statistics M1 and M2 appears also in [6].
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