Russell, Gödel and the liar : set-theoretical and semantical paradoxes and Gödel's incompleteness theorem in comparison by Ucsnay, Stefanie
Russell, G¨ odel und der L¨ ugner
Ontologische und semantische Antinomien
und G¨ odels Unvollst¨ andigkeitssatz im Vergleich
Inauguraldissertation
zur Erlangung des Grades eines Doktors der Philosophie
im Fachbereich Philosophie und Geschichtswissenschaften
der Johann-Wolfgang-Goethe-Universit¨ at
zu Frankfurt am Main
vorgelegt von
Stefanie Ucsnay
aus Bonn
2008
Gutachter:
Prof. Dr. Wilhelm K. Essler
Prof. Dr. Ulrich Kohlenbach
Prof. Dr. Peter Gold
Tag der m¨ undlichen Pr¨ ufung: 2. Juli 2008iiF¨ ur die Unterst¨ utzung bei dieser Arbeit danke ich besonders
Professor Wilhelm K. Essler und Professor Ulrich Kohlenbach.
iiiivInhaltsverzeichnis
Einleitung 1
1 Antinomien und S¨ atze der Logik 9
1.1 Ontologische Antinomien . . . . . . . . . . . . . . . . . . . . . . 9
1.1.1 Die Antinomie von Cantor und der Satz von Cantor . . . 9
1.1.2 Die Antinomie von Burali-Forti . . . . . . . . . . . . . . 11
1.1.3 Die Antinomie von Russell . . . . . . . . . . . . . . . . . 13
1.1.4 Erster Vergleich ontologischer Antinomien . . . . . . . . 13
1.2 Semantische Antinomien . . . . . . . . . . . . . . . . . . . . . . 15
1.2.1 Die L¨ ugner-Antinomie . . . . . . . . . . . . . . . . . . . 17
1.2.2 Die Antinomie von Grelling . . . . . . . . . . . . . . . . 24
1.2.3 Die Antinomie von Richard . . . . . . . . . . . . . . . . 25
1.2.4 Die Antinomien von Berry und K¨ onig . . . . . . . . . . . 27
1.3 Der Satz von Tarski, Unvollst¨ andigkeit und Unentscheidbarkeit . 29
1.3.1 Der Fixpunktsatz . . . . . . . . . . . . . . . . . . . . . . 30
1.3.2 Der Satz von Tarski . . . . . . . . . . . . . . . . . . . . 32
1.3.3 Die G¨ odelschen Unvollst¨ andigkeitss¨ atze . . . . . . . . . . 38
1.3.4 Das Halteproblem . . . . . . . . . . . . . . . . . . . . . . 50
2 Abstrakte Darstellungen 53
2.1 Vergleich semantischer Antinomien und damit verwandter
Widerspruchsbeweise – eine abstrakte Beschreibung . . . . . . . 53
2.1.1 Darstellung ohne Fixpunktsatz . . . . . . . . . . . . . . 56
2.1.2 Darstellung mit Fixpunktsatz . . . . . . . . . . . . . . . 65
vvi Inhaltsverzeichnis
2.2 Vergleich mit der abstrakten Beschreibung von Ser´ eny . . . . . 75
2.3 Eine abstrakte Version des zweiten G¨ odelschen
Unvollst¨ andigkeitssatzes . . . . . . . . . . . . . . . . . . . . . . 78
2.4 Eine abstrakte Version des Satzes von Tarski f¨ ur Terme . . . . . 79
3 Diagonalargumente in ontologischen und semantischen
Antinomien 87
3.1 Diagonalstrukturen . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.2 Diagonalargumente in ontologischen Antinomien . . . . . . . . . 94
3.3 Diagonalargumente in semantischen Antinomien . . . . . . . . . 97
3.4 Vergleich ontologischer und semantischer Antinomien . . . . . . 101
3.4.1 Analogien in den beiden Antinomietypen . . . . . . . . . 102
3.4.2 Voraussetzungen in den beiden Antinomietypen . . . . . 105
3.4.3 Abgrenzung gegen triviale F¨ alle von Diagonalargumenten 109
3.5 Alternative Schemata . . . . . . . . . . . . . . . . . . . . . . . . 111
3.6 L¨ ugner-Zirkel & Co . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.7 Berrys Antinomie . . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.8 L¨ osungen f¨ ur Antinomien . . . . . . . . . . . . . . . . . . . . . . 127
3.9 Antinomien als Grenzen des Aussagbaren . . . . . . . . . . . . . 134
Literaturverzeichnis 139
Begriﬀs- und Symbolverzeichnis 145Einleitung
“Dieser Satz ist falsch” – eine schnell aufgestellte Behauptung, ¨ uber deren Status
schon viel gegr¨ ubelt worden ist. Die Menge aller Mengen, die sich nicht selbst
enthalten – enth¨ alt sie sich selbst?
Antinomien sind einfach zu schildern und ¨ uben auf viele Menschen einen be-
sonderen Reiz aus. Sie fordern uns heraus, ¨ uber unsere intuitiven Annahmen
bez¨ uglich Sprache, Semantik, Logik und Ontologie nachzudenken. Die Aus-
einandersetzung mit Antinomien hat der Philosophie und der mathematischen
Grundlagenforschung immer wieder wichtige Impulse vermittelt.1 Philosophen
und Mathematiker haben vielf¨ altige L¨ osungsans¨ atze zur Antinomienproblema-
tik entwickelt – ohne dass es Einigkeit ¨ uber die L¨ osung gibt.
Ein Aspekt der Besch¨ aftigung mit Antinomien besteht in der Untersuchung
verschiedener Typen von Antinomien auf Gemeinsamkeiten. Auf welche Wei-
se lassen sich intuitiv vermutete ¨ Ahnlichkeiten zwischen der Aussage “Dieser
Satz ist falsch.” und der Bildung der Menge aller Mengen, die sich nicht selbst
enthalten, pr¨ azisieren? Oder erweisen sie sich am Ende als tr¨ ugerisch, weil sie
einer genaueren Untersuchung nicht standhalten? Dieser Aspekt steht hier im
Vordergrund. Und daran schließt sich auch die Frage nach der Beziehung zu
einem bedeutenden Satz der Logik an, n¨ amlich G¨ odels erstem Unvollst¨ andig-
keitssatz, in dem ein mathematisches Pendant des Satzes “Dieser Satz ist nicht
beweisbar.” gebildet und als unentscheidbar nachgewiesen wird.
Es gibt eine Vielzahl unterschiedlicher Arten von Paradoxien und Antinomi-
en.2 Die in dieser Arbeit behandelten Antinomien werden gew¨ ohnlich in die
1Hier sind z.B. die Bildung verschiedener Mengenlehren, die Entstehung verschiedener
Wahrheitstheorien, aber auch die G¨ odelschen Unvollst¨ andigkeitss¨ atze zu nennen.
2Antinomien werden hier als bestimmte Arten von Paradoxien betrachtet. W¨ ahrend in Pa-
radoxien allgemein aus intuitiven Annahmen widerspr¨ uchliche Ergebnisse resultieren, soll von
Antinomien gesprochen werden, wenn die Ergebnisse innerhalb eines logischen Systems aus
f¨ ur den jeweiligen Anwendungsbereich g¨ ultigen Annahmen folgen und einen Widerspruch in-
nerhalb des logischen Systems darstellen. Die Unterscheidung zwischen Paradoxien und echten
Antinomien h¨ angt dabei nat¨ urlich davon ab, was f¨ ur Annahmen f¨ ur einen Anwendungsbereich
vorausgesetzt werden und auf welches logische System man sich bezieht.
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zwei Typen der semantischen und der ontologischen Antinomien eingeteilt.3 Un-
ber¨ ucksichtigt bleiben hier also beispielsweise Zenons Paradoxien des Raums,
der Zeit und der Bewegung, Sorites Paradoxien, Paradoxien der Best¨ atigung
sowie das Gefangenendilemma.4 Auch Kants Antinomien der reinen Vernunft,
die dem Thema der Arbeit n¨ aher stehen als die zuletzt genannten, werden nicht
eingehend behandelt.
Die Urspr¨ unge der Unterscheidung zwischen semantischen und ontologischen
Antinomien ﬁnden sich bei Peano und Ramsey.5 Semantische Antinomien sind
dadurch ausgezeichnet, dass in ihnen semantische Begriﬀe wie “Wahrheit”, “Zu-
treﬀen auf”, “Deﬁnition” usw. eine wesentliche Rolle spielen. Zu den bekann-
testen semantischen Antinomien z¨ ahlen die L¨ ugner-Antinomie, die Antinomien
von Curry, Grelling, Richard, Berry und K¨ onig, die auch in dieser Arbeit behan-
delt werden. Ontologische Antinomien nehmen keinen Bezug auf semantische
Begriﬀe, sondern letztlich nur auf den Begriﬀ der Menge oder Klasse und den
Begriﬀ “Element von”. Die Antinomien von Cantor, Burali-Forti und Russell
geh¨ oren zu den ontonlogischen Antinomien.
Die Unterscheidung nach semantischem Bezug und reinem Mengen- bzw. Klas-
senbezug scheint auf den ersten Blick klar und berechtigt. Die bekannten Anti-
nomien lassen sich diesen Kategorien leicht zuordnen. Zun¨ achst hat diese Unter-
scheidung sicher auch viel zu einer klareren Sicht der Antinomien beigetragen,
denn der Blick wurde gezielt in Richtung Sprache und Semantik bzw. Logik
und mengentheoretische Voraussetzungen gelenkt. Wie jedoch die Beziehung
zwischen semantischen und ontologischen Antinomien genau aussieht und in-
wieweit ein philosophisch relevanter Unterschied besteht, wird in der Geschichte
der Antinomiendiskussion sehr unterschiedlich beurteilt. So betonen beispiels-
weise Peano6 und Ramsey7 einen wesentlichen Unterschied; Russell8, Priest9
und Champlin10 ¨ außern sich im Sinne der wesentlichen ¨ Ahnlichkeit der Typen.
3Semantische Antinomien werden auch als sprachliche Antinomien, ontologische Antinomi-
en auch als logische, mengentheoretische oder mathematische Antinomien bezeichnet. Bezieht
man sich mit der Bezeichnung auf die Art der involvierten Objekte, so w¨ aren die passendsten
Bezeichnungen “semantische Antinomie” und “mengentheoretische Antinomie”.
4Einen ¨ Uberblick ¨ uber diese und andere Paradoxien bietet z.B. Sainsbury (2001).
5Vgl. Peano (1906), Ramsey (1925).
6Vgl. Peano (1906) und van Heijenoort (1967), S. 142.
7Vgl. Ramsey (1925).
8Vgl. Russell (1905) und Russell (1908).
9Vgl. Priest (2002).
10Vgl. Champlin (1988).Einleitung 3
In direktem Zusammenhang damit steht die Frage, welche Auswirkungen diese
Beurteilung auf m¨ ogliche L¨ osungen f¨ ur die Antinomien hat. Kann oder muss
es zum Beispiel eine einheitliche L¨ osung f¨ ur ontologische und semantische An-
tinomien geben? Die ganz strenge Trennung, die bewirkt hat, dass semantische
Antinomien als außermathematisch und damit f¨ ur die Mathematik unbedeut-
sam eingestuft wurden, ist sp¨ atestens seit dem ersten Unvollst¨ andigkeitssatz
von G¨ odel und der dort verwendeten Methode, auf semantische Begriﬀe ¨ uber
nat¨ urliche Zahlen Bezug zu nehmen, hinf¨ allig geworden.
Das Hauptziel dieser Arbeit ist es, zu zeigen, dass und in welcher Form eine en-
ge strukturelle Beziehung zwischen den beiden Typen von Antinomien besteht.
Dies geschieht durch die Angabe eines mengentheoretischen Diagonalschemas,
auf das die Antinomien bezogen werden. Durch die Gegen¨ uberstellung der bei-
den Typen von Antinomien auf dieser Basis soll aber auch deutlich gemacht
werden, dass trotz der strukturellen ¨ Ahnlichkeiten Unterschiede aus philosophi-
scher Perspektive bestehen. Hieran schließt sich die Frage nach der Bedeutung
dieser Ergebnisse f¨ ur L¨ osungen von Antinomien an, insbesondere die Frage, wie
einheitliche L¨ osungen aussehen k¨ onnen.
Ein weiterer Schwerpunkt wird auf die Einbeziehung logischer bzw. metamathe-
matischer S¨ atze in die Analyse gelegt, speziell des Satzes von Tarski, der G¨ odel-
schen Unvollst¨ andigkeitss¨ atze11 und des Unentscheidbarkeitssatzes. Die Beweise
dieser S¨ atze ¨ ahneln in entscheidenden Aspekten ihres Aufbaus den semantischen
Antinomien. Diese erstaunliche Tatsache, die vielfach in der Literatur erw¨ ahnt
wird,12 soll hier in Form von abstrakten S¨ atzen genau ausgef¨ uhrt werden.
In Kapitel 1 geht es zun¨ achst um die Darstellung der Antinomien. Die intuitiven
Voraussetzungen, die zum jeweiligen Widerspruch f¨ uhren, werden herausgear-
beitet und formalsprachlich pr¨ azisiert. In den meisten F¨ allen handelt es sich
um bekannte Rekonstruktionen der Antinomien. Eine Besonderheit ist jedoch
die Hervorhebung zweier sprachlicher Feinunterschiede in den Formulierungen
der semantischen Antinomien. Zum einen wird ein Schwerpunkt auf die Unter-
scheidung zwischen Objekt- und Metasprache gelegt, zum anderen wird, im Zu-
sammenhang hiermit, diﬀerenziert zwischen Ans¨ atzen, die von einem Wahrheits-
pr¨ adikat ausgehen, und solchen, die von einem Falschheitspr¨ adikat ausgehen.
11Im Wesentlichen interessiert hierbei der erste Unvollst¨ andigkeitssatz. Es wird jedoch auch
kurz auf den zweiten Unvollst¨ andigkeitssatz eingegangen.
12Zum Beispiel von G¨ odel selbst; vgl. G¨ odel (1931), S. 175.4 Einleitung
Im Anschluss folgen einige mit den semantischen Antinomien verwandte Wider-
spruchsbeweise der Logik bzw. Metamathematik. Die Darstellung orientiert sich
dabei an dem Ziel, Parallelen zu den semantischen Antinomien besonders deut-
lich werden zu lassen. So werden die Beweise des Satzes von Tarski, der Unvoll-
st¨ andigkeitss¨ atze und des Unentscheidbarkeitssatzes nur so weit ausgef¨ uhrt, wie
dies f¨ ur einen Vergleich mit den semantischen Antinomien sinnvoll ist, und in
einer den Antinomien entsprechenden Form angegeben. Der erste Unvollst¨ andig-
keitssatz wird in einer semantischen Form nach Tarski, in einer semantischen
und einer syntaktischen Form nach G¨ odel und nach dem Ansatz von Rosser
bewiesen. Der Beweis des Unentscheidbarkeitssatzes wird nach Church ¨ uber die
Unentscheidbarkeit des Halteproblems und in der Form von Rosser dargestellt.
F¨ ur den ontologischen Teil schließt sich ein erster Vergleich an. Hierbei zeigen
sich ¨ Ahnlichkeiten sowohl zwischen den Antinomien von Russell und Cantor als
auch zwischen den Antinomien von Burali-Forti und Cantor, wobei in Bezug auf
die Antinomie von Cantor jeweils andere Gesichtspunkte in den Vordergrund
treten. Diese drei ontologischen Antinomien lassen sich jedoch alle so darstel-
len, dass eine gemeinsame Struktur zu Tage tritt, die sich am klarsten in der
Russellschen Antinomie zeigt.
In Kapitel 2 werden abstrakte Fassungen der semantischen Antinomien und mit
ihnen verwandter Widerspruchsbeweise entwickelt, die auf den Darstellungen
des vorangegangenen Kapitels beruhen. Hierzu wird zun¨ achst eine abstrakte
Sprache eingef¨ uhrt. Diese entspricht in ihren wesentlichen Aspekten der von
Smullyan13 und Ser´ eny14 verwendeten Sprache. Die abstrakten Fassungen ha-
ben die Form von mathematischen S¨ atzen mit Beweisen. Der eigentliche Wi-
derspruch der Antinomien tritt entweder in Form einer ¨ Aquivalenzaussage als
spezieller Einsetzungsfall der Satzaussage oder im indirekten Beweis auf.
Zun¨ achst werden zwei Gruppen von abstrakten S¨ atzen unterschieden:
- Abstrakte Fassungen der Antinomien von Grelling und Richard: Hier lassen
sich die Beweise des Satzes von Tarski und des Unvollst¨ andigkeitssatzes
zuordnen, die nicht explizit auf den Fixpunktsatz zur¨ uckgreifen. Auch der
Beweis des Unentscheidbarkeitssatzes von Church f¨ allt in seinem Kern,
der sich in der hier gegebenen Darstellung auf Registermaschinen bezieht,
darunter.
13Vgl. Smullyan (1992).
14Vgl. Ser´ eny (2003).Einleitung 5
- Abstrakte Fassungen der L¨ ugner-Antinomie, die nach Stegm¨ uller in An-
lehnung an den mathematischen Fixpunktsatz dargestellt wird: Hier lassen
sich Beweise des Satzes von Tarski und des Unvollst¨ andigkeitssatzes zuord-
nen, die auf den Fixpunktsatz zur¨ uckgreifen.
Jede dieser beiden Gruppen besteht aus vier abstrakten S¨ atzen. Diese vier S¨ atze
geben die Unterscheidung zwischen rein objektsprachlichen und teils meta-
sprachlichen Ans¨ atzen sowie zwischen solchen, die von einem Wahrheitspr¨ adikat
ausgehen, und solchen, die von einem Falschheitspr¨ adikat ausgehen, wieder. Bei
den zum zweiten Punkt geh¨ orenden S¨ atzen spielt der hier ebenfalls f¨ ur eine ab-
strakte Sprache formulierte Fixpunktsatz eine Rolle. Das Verh¨ altnis der S¨ atze
der beiden Gruppen und die Bedeutung des Fixpunktsatzes wird untersucht,
wobei sich herausstellt, dass die S¨ atze der zweiten Gruppe im Wesentlichen
Spezialf¨ alle der S¨ atze der ersten sind.
¨ Ahnliche Ans¨ atze zu Abstraktionen auf diesem Gebiet ﬁnden sich bei Smully-
an15 und Ser´ eny16. In diesem Kapitel wird immer wieder auf Gemeinsamkeiten
und Unterschiede zu jenen beiden Ans¨ atzen eingegangen. Insbesondere der An-
satz von Ser´ eny, der eine allgemeinere Form der Darstellung w¨ ahlt, in deren
Folge jedoch die L¨ ugner-Antinomie und der Unvollst¨ andigkeitssatz nicht pr¨ azi-
se interpretiert werden k¨ onnen, wird einem ausf¨ uhrlichen Vergleich mit dem hier
vorgestellten Ansatz unterzogen.
Die bisher untersuchten semantischen Antinomien und Widerspruchsbeweise
beziehen sich auf Formeln. Parallel k¨ onnen sie aber auch f¨ ur Terme betrachtet
werden. So ergibt sich beispielsweise ein Satz von Tarski f¨ ur Terme, in dem
die Frage nach der objektsprachlichen Ausdr¨ uckbarkeit der semantischen Zu-
ordnung eines Terms zu dem von ihm bezeichneten Objekt negativ beantwortet
wird. Kapitel 2 endet mit der ¨ Ubertragung der abstrakten S¨ atze f¨ ur Formeln
auf abstrakte S¨ atze f¨ ur Terme und der Anwendung in Form eines Unvollst¨ andig-
keitssatzes f¨ ur Terme.
In Kapitel 3 werden die ontologischen und semantischen Antinomien und Wider-
spruchsbeweise gemeinsam betrachtet. Auf der Basis von Cantors Diagonalver-
fahren wird ein mengentheoretisches Schema entwickelt, dessen Einsetzungsf¨ alle
Diagonalstrukturen genannt werden. Das eigentliche Diagonalargument ﬁndet
15Vgl. Smullyan (1992).
16Vgl. Ser´ eny (2003).6 Einleitung
sich in einem auf den Begriﬀ der Diagonalstruktur bezogenen Satz wieder. Das
Schema enth¨ alt zwei Arten von Diagonalstrukturen, die der Unterscheidung
nach Bezug auf ein Wahrheitspr¨ adikat und Bezug auf ein Falschheitspr¨ adikat
entsprechen. Im Anschluss an die Entwicklung dieses Schemas wird durch eine
semantische Interpretation ¨ uber einer Struktur gezeigt, wie sich die Antinomien
und Widerspruchsbeweise als Diagonalargumente auﬀassen lassen. Alle behan-
delten Antiomien und Widerspruchsbeweise mit Ausnahme der Antinomien von
Berry und K¨ onig ﬁnden sich hier wieder.
Vor diesem Hintergrund kann nach Analogien in den Antinomietypen gefragt
werden und die Voraussetzungen f¨ ur das Zustandekommen ontologischer und
semantischer Antinomien k¨ onnen gegen¨ ubergestellt werden. Sie erweisen sich
als Voraussetzungen bez¨ uglich Logik und Semantik der Objektsprache und
bez¨ uglich der Ontologie – f¨ ur die ontologischen Antinomien – und der Aus-
drucksf¨ ahigkeit – f¨ ur die semantischen Antinomien – der Objektsprache. Ob-
wohl sich die Voraussetzungen auf verschiedene Aspekte der Sprache beziehen,
zeigen sie strukturelle Parallelen in ihrer Wirkung bei der Erzeugung einer Dia-
gonalstruktur und der Bildung eines Diagonalarguments. Grob gesagt entspricht
eine Klasse als Objekt aus Sicht der ontologischen Antinomien einer einstelli-
gen Formel als Objekt aus Sicht der semantischen Antinomien. Das Enthal-
tensein in einer Klasse entspricht dem Zutreﬀen einer einstelligen Formel. Die
naive Annahme von beliebigen in der Sprache der Klassentheorie beschreibba-
ren Zusammenfassungen als Klassen entspricht so der Annahme von einstelligen
Formeln, die beliebige Formelschemata erf¨ ullen, in denen auch die metasprach-
liche Abbildung, die einer Formel ihren Standardnamen in der Objektsprache
zuordnet, verwendet werden kann. Das Abstraktionsschema der naiven Klassen-
theorie entspricht in diesem Sinn der Wahrheitskonvention von Tarski f¨ ur einen
objektsprachlich ausgedr¨ uckten Wahrheitsbegriﬀ.
Die meisten bisher bekannten Versuche, strukturelle ¨ Ahnlichkeiten verschiede-
ner Antinomien aufzuzeigen, beziehen sich in irgendeiner Art auf die Idee der
Diagonalisierung. Die wohl erste Darstellung dieser Art stammt von Russell17
selbst. Allerdings scheitert sein Schema an der Erfassung der semantischen An-
tinomien. An dieser Stelle setzt die Arbeit von Priest18 an, der Russells Sche-
ma so erweitert, dass es auch den semantischen Antinomien gerecht wird. In
17Vgl. Russell (1905).
18Vgl. Priest (2002).Einleitung 7
der neueren Zeit ist es besonders er, der sich mit strukturellen ¨ Ahnlichkeiten
von ontologischen und semantischen Antinomien besch¨ aftigt. Priests Schema
unterscheidet sich wesentlich von dem der vorliegenden Arbeit, da es seinen
Schwerpunkt gerade nicht auf das Diagonalverfahren legt, das jedoch als m¨ ogli-
cher Bestandteil darin integriert sein kann. Das Schema von Priest wird einer
ausf¨ uhrlichen Kritik unterzogen, wobei sich herausstellt, dass es keine Klarheit
¨ uber die Frage bringt, welches die Voraussetzungen f¨ ur das Zustandekommen
der Widerspr¨ uche sind und welche dieser Voraussetzungen sich in den einzelnen
Antinomien entsprechen.
Ein weiterer fr¨ uher Ansatz ist neben dem Russellschen der von Nelson und Grel-
ling19. Er enth¨ alt ein Schema, das dem Schema der vorliegenden Arbeit, genauer
einem Teil hiervon, gleicht. Es wird von Nelson und Grelling jedoch nicht auf
alle Antinomien angewendet, und der sich daraus ergebende Vergleich ontolo-
gischer und semantischer Antinomien wird nicht durchgef¨ uhrt. Den Abschluss
dieses Abschnitts bildet ein Vergleich des Begriﬀs einer Diagonalstruktur mit
dem von Essler20 pr¨ azisierten Begriﬀ des Cantorschen Diagonalverfahrens.
Aufbauend auf die vorangegangene Untersuchung der Voraussetzungen in den
einzelnen Antinomien wird im Anschluss eine ¨ Ubersicht und Klassiﬁzierung von
L¨ osungsans¨ atzen zur Antinomienproblematik gegeben und die Frage nach der
Einheitlichkeit von L¨ osungen diskutiert. Es zeigt sich, dass durch Antinomien
Unvollst¨ andigkeiten bez¨ uglich der Klassenbildung in der Objektsprache bzw. der
Ausdr¨ uckbarkeit semantischer Begriﬀe f¨ ur die Objektsprache in der Objektspra-
che deutlich werden – egal f¨ ur welchen der angesprochenen L¨ osungswege man
sich entscheidet. Denn selbst im Fall von L¨ osungen, die zun¨ achst den Anschein
einer Vollst¨ andigkeit bez¨ uglich Klassenbildung und Ausdr¨ uckbarkeit semanti-
scher Begriﬀe erwecken, kehrt die Unvollst¨ andigkeit in Form einer verst¨ arkten
Antinomie zur¨ uck.
19Vgl. Nelson u. Grelling (1908).
20Vgl. Essler (1964).8Kapitel 1
Antinomien und S¨ atze der Logik
1.1 Ontologische Antinomien
Ontologische Antinomien basieren auf intuitiven ontologischen Annahmen, die
die Typen von Objekten und die Arten von Zusammenfassungen von ihnen
betreﬀen. Diese gilt es jeweils zun¨ achst zu beschreiben. Dabei sollen die Vor-
aussetzungen, die zur Darstellung einer Antinomie, d.h. zur Herleitung des Wi-
derspruchs, gemacht werden, m¨ oglichst gering gehalten werden. In den Formu-
lierungen der ontologischen Antinomien wird eine Klassensprechweise und f¨ ur
die Elementbeziehung das Symbol ∈ verwendet. Die Klassensprechweise wird
in Abgrenzung zur metasprachlichen Mengensprechweise in sp¨ ateren Abschnit-
ten verwendet. Mit ihr wird das logische Konzept von Zusammenfassungen als
Extensionen von Begriﬀen verbunden. Dies entspricht dem naiven Vorgehen,
das f¨ ur die Entstehung der ontologischen Antinomien charakteristisch ist. Im
Gegensatz dazu steht das eher mit der Mengensprechweise verbundene iterative
Konzept, nach dem die Elemente von Zusammenfassungen kombinatorisch aus
schon gebildeten Zusammenfassungen ausgew¨ ahlt werden.
Im letzten Teil dieses Abschnitts werden die geschilderten ontologischen Anti-
nomien im Zusammenhang betrachtet. Dabei nimmt die Antinomie von Burali-
Forti zwar eine Sonderstellung ein, da der zus¨ atzliche Begriﬀ der Wohlordnung
eine wesentliche Rolle spielt, sie kann jedoch als Parallele zur Antinomie von
Cantor auf der Grundlage von Ordinalzahlen gedeutet werden.
1.1.1 Die Antinomie von Cantor und der Satz von Can-
tor
Der Satz von Cantor besagt, dass die M¨ achtigkeit der Potenzklasse einer Klasse
echt gr¨ oßer ist als die M¨ achtigkeit der Klasse selbst. In einer allgemeineren
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Form kann der Satz f¨ ur Abbildungen in eine beliebige Klasse mit mindestens
zwei Elementen formuliert werden.
Satz 1.1. a,a′ seien Klassen, wobei |a′|   2.1 b sei die Klasse aller Abbildungen
von a nach a′. Dann gilt |a| ≺ |b|.
Beweis. id+ : a′ → a′ sei eine Abbildung, so dass f¨ ur alle x ∈ a′ gilt: id+(x)  = x.
Angenommen |a|   |b|. Dann gibt es eine surjektive Abbildung f : a → b. c ∈ b
sei deﬁniert durch c(x) := id+(f(x)(x)) f¨ ur alle x ∈ a. xc sei ein Urbild von c
unter f. Dann gilt:
c(xc) = id
+(f(xc)(xc))
 = f(xc)(xc)
= c(xc).
Widerspruch.2
Der Satz von Cantor ist der Spezialfall von Satz 1.1 f¨ ur |a′| = 2. Der Beweis wird
f¨ ur diesen Spezialfall noch einmal formuliert, analog zum allgemeinen Fall, da er
in dieser Schreibweise leichter lesbar ist und auch sp¨ ater auf diese Formulierung
Bezug genommen wird.
Satz 1.2 (Satz von Cantor). a sei eine Klasse und b sei die Potenzklasse
P(a) von a. Dann gilt |a| ≺ |b|.
Beweis. Angenommen |a|   |b|. Dann gibt es eine surjektive Abbildung f :
a → b. c ∈ b sei deﬁniert als c := {x ∈ a|x  ∈ f(x)}. xc sei ein Urbild von c.
1F¨ ur Klassen a,b soll |a|   |b| bedeuten, dass die M¨ achtigkeit von a gr¨ oßer oder gleich der
M¨ achtigkeit von b ist. |a| ≺ |b| soll bedeuten, dass die M¨ achtigkeit von a echt kleiner als die
M¨ achtigkeit von b ist.
2Eine direkte Anwendung einer Verallgemeinerung dieses Satzes ist der weiter unten fol-
gende Beweis f¨ ur die ¨ Uberabz¨ ahlbarkeit von R. b sei jetzt eine Klasse von Abbildungen von
a nach a′. f : a → b sei eine Abbildung. Dann liegt die Abbildung c, die deﬁniert ist durch
c(x) := id+(f(x)(x)) f¨ ur alle x ∈ a, nicht im Bild von f.
Nun w¨ ahlt man a = a′ = N. Sind die reellen Zahlen des oﬀenen Intervalls [0,1[ abz¨ ahlbar, so
ergibt sich aus der Dezimalbruch-Entwicklung in nat¨ urlicher Weise eine Abbildung f : a → b.
id+ : a′ → a′ bilde x ∈ N auf 0 ab, falls x  = 0, und auf 1, falls x = 0. Dann liegt die reelle
Zahl, die durch c(x) := id+(f(x)(x)) f¨ ur alle x ∈ a deﬁniert ist, nicht in der Abz¨ ahlung, was
ein Widerspruch ist. Vgl. Cantor (1890).1.1. Ontologische Antinomien 11
Dann gilt:3
xc ∈ c gdw. xc ∈ {x ∈ a|x  ∈ f(x)}
gdw. xc  ∈ f(xc)
gdw. xc  ∈ c.
Angenommen xc ∈ c, dann gilt auch xc  ∈ c. Es gilt also xc  ∈ c und damit auch
xc ∈ c. Widerspruch.
Die Antinomie von Cantor
a sei die Klasse aller Klassen. Nach Satz 1.2 ist die Potenzklasse P(a) von
a von echt gr¨ oßerer M¨ achtigkeit als a. Andererseits enth¨ alt die Klasse aller
Klassen alle Klassen als Teilklassen. Damit gibt es keine Klasse, die von echt
gr¨ oßerer M¨ achtigkeit als a ist, insbesondere ist auch P(a) nicht von echt gr¨ oßerer
M¨ achtigkeit als a.
1.1.2 Die Antinomie von Burali-Forti
Deﬁnition 1.3. Eine Relation < ist eine Wohlordnung auf einer Klasse a gdw.
< strikte Ordnung4 auf a ist und jede nicht-leere Teilklasse von a ein bez¨ uglich
< minimales Element5 hat.
Deﬁnition 1.4. Eine Klasse a ist eine Ordinalzahl gdw. a transitiv6 ist und die
Elementrelation ∈ eine Wohlordnung auf der Klasse a ist.
Aus der Deﬁnition folgt, dass f¨ ur alle α ∈ Ω mit α  = Ø: Ø ∈ α. F¨ ur alle x ∈ α:
x = {y|y ∈ x ∧ y ∈ α}. x ist die Klasse aller Elemente aus α, die bez¨ uglich der
Ordnung ∈ kleiner als x sind.
Ω sei die Klasse aller Ordinalzahlen.
Satz 1.5. a) Ω ist transitiv.
b) Ω wird durch ∈ strikt geordnet.
c) ∈ ist eine Wohlordnung auf Ω.
3“gdw.” steht im Folgenden immer f¨ ur “genau dann, wenn”.
4Eine Relation ist eine strikte Ordnung auf einer Klasse gdw. sie auf der Klasse asymme-
trisch, transitiv und total ist.
5D.h. zu b ⊆ a, b  = Ø gibt es x ∈ b mit x < y f¨ ur alle y ∈ b,y  = x.
6Eine Klasse a ist transitiv gdw. f¨ ur alle x ∈ a,y ∈ x auch y ∈ a gilt.12 Kapitel 1. Antinomien und S¨ atze der Logik
Beweis.
Zu a) Sei x ∈ α ∈ Ω. x wird durch ∈ strikt geordnet. x ist transitiv: Sei
z ∈ y ∈ x. Dann ist y ∈ α und damit z ∈ α. Es gilt also z ∈ x. Damit ist x
Ordinalzahl.
Zu b) F¨ ur alle α,β ∈ Ω mit α  = β gilt α ∈ β oder β ∈ α: α ∩ β ist eine Ordinal-
zahl und es gilt α ∩ β ⊆ α und α ∩ β ⊆ β. Da α,β Ordinalzahlen sind, gibt es
jeweils ein minimales Element in α\(α ∩ β),β\(α ∩ β), falls α\(α ∩ β)  = Ø,
β\(α ∩ β)  = Ø. Dieses minimale Element muss in beiden F¨ allen α ∩ β sein.
Dann liegt es jedoch in α ∩ β, was der Voraussetzung widerspricht. Es gilt also
α = α ∩ β oder β = α ∩ β und damit α ∈ β oder β ∈ α.
Zu c) Es sei c ⊆ Ω,α ∈ c. Wenn α ∩ c = Ø, dann ist α minimales Element in
c. Wenn α ∩ c  = Ø, gibt es ein minimales Element in α ∩ c, da α ∩ c ⊆ α und
α Ordinalzahl ist. Dieses Element ist auch minimales Element in c.
F¨ ur alle α ∈ Ω gilt: α = {y|y ∈ α ∧ y ∈ Ω}. α ist also die Klasse aller Ordi-
nalzahlen, die bez¨ uglich der Ordnung ∈ kleiner als α sind. Die Klasse α ∪ {α}
ist eine Ordinalzahl und α ist kleiner als α ∪ {α}, genauer: α ∪ {α} ist der
Nachfolger von α.
Die Antinomie von Burali-Forti7
Nach Satz 1.5 ist Ω eine Ordinalzahl. Damit ist auch Ω ∪ {Ω} eine Ordinalzahl.
Ω ist kleiner als Ω ∪ {Ω}. Ω ist aber die Ordinalzahl aller Ordinalzahlen und
enth¨ alt damit alle Ordinalzahlen; insbesondere ist Ω ∪ {Ω} kleiner als Ω. Dies
widerspricht den Eigenschaften der Ordnung ∈.
7Vgl. Burali-Forti (1897). Ordinalzahlen werden in der Originalfassung nicht als spezielle
wohlgeordnete Klassen, sondern als ¨ Aquivalenzklassen ordnungsisomorpher wohlgeordneter
Klassen aufgefasst. In diesem Fall ist zun¨ achst zu zeigen, dass es f¨ ur zwei wohlgeordnete
Klassen a,b immer entweder einen Ordnungsisomorphismus von a nach b oder von einem
echten Anfangsst¨ uck von a nach b oder von einem echten Anfangsst¨ uck von b nach a gibt.
Zus¨ atzlich ist das jeweilige Anfangsst¨ uck eindeutig. Daraus ergibt sich eine strikte Ordnung
auf der Klasse aller Ordinalzahlen. Nun kann gezeigt werden, dass jede wohlgeordnete Klasse
ordnungsisomorph zu einem eindeutigen Anfangsst¨ uck dieser Ordnung ist; und zwar zu dem
Anfangsst¨ uck, das aus allen echt kleineren Ordinalzahlen besteht. Satz 1.5 c) kann nun analog
bewiesen werden.
Geht man, um Antinomien zu vermeiden, z.B. von der Mengenlehre ZF aus, treten Proble-
me schon an der Stelle der ¨ Aquivalenzklassenbildung auf. Die gebildeten ¨ Aquivalenzklassen
sind keine Mengen mehr. Dies kann durch einen typentheoretischen Ansatz vermieden werden.
¨ Aquivalenzklassen von wohlgeordneten Klassen werden dann als Objekte einer h¨ oheren Stufe
angesehen. Die Klasse aller Ordinalzahlen kann dann ebenfalls als Objekt einer wiederum
h¨ oheren Stufe aufgefasst werden. Die Antinomie von Burali-Forti zeigt sich, wenn man diese
Stufen zusammenfallen l¨ asst. Vgl. Essler u. Brendel (1993), S. 298 ﬀ.1.1. Ontologische Antinomien 13
1.1.3 Die Antinomie von Russell
r sei die Klasse aller Klassen, die sich nicht selbst enthalten (r := {x|x  ∈ x}).
Dann gilt:
r ∈ r gdw. r ∈ {x|x  ∈ x}
gdw. r  ∈ r.
Angenommen r ∈ r, dann gilt auch r  ∈ r. Es gilt also r  ∈ r und damit auch
r ∈ r.
1.1.4 Erster Vergleich ontologischer Antinomien
Die Antinomie von Cantor und der Satz von Cantor
Die Antinomie von Cantor l¨ asst sich so formulieren, dass sich der Widerspruch
der Antinomie als spezielle Anwendung des Satzes von Cantor bzw. des oben
formulierten Beweises hierzu ergibt:
a sei die Klasse aller Klassen. Dann ist a von mindestens so großer M¨ achtigkeit
wie P(a); also gibt es eine surjektive Abbildung f : a → P(a). Damit gilt f¨ ur
c := {x ∈ a|x  ∈ f(x)} und ein Urbild xc von c: xc ∈ c und xc  ∈ c.
Diese Darstellung ist die Grundlage der folgenden Herleitung der Russellschen
Antinomie aus der Antinomie von Cantor.
Die Antinomie von Cantor und die Antinomie von Russell
Die Klasse aller Klassen ist nicht nur Oberklasse ihrer Potenzklasse, sondern so-
gar mit dieser identisch: Jede Klasse ist eine Klasse von Klassen, also Element
der Potenzklasse der Klasse aller Klassen. Eine spezielle surjektive Abbildung
von der Klasse aller Klassen a in ihre Potenzklasse P(a) ist also die identi-
sche Abbildung. Verfolgt man die Argumentation, die im Beweis des Satzes
von Cantor zum Widerspruch f¨ uhrt, f¨ ur diesen Spezialfall, erh¨ alt man die An-
tinomie von Russell in der folgenden Form: {x ∈ a|x  ∈ x} ∈ {x ∈ a|x  ∈ x}
und {x ∈ a|x  ∈ x}  ∈ {x ∈ a|x  ∈ x}. Die Antinomie von Russell ergibt sich
dieser Sichtweise nach also aus der Antinomie von Cantor, wenn als surjektive
Abbildung f : a → P(a) speziell die Identit¨ at gew¨ ahlt wird. 8
8Diese Darstellung der Antinomie von Russell als Spezialfall der Antinomie von Cantor
ﬁndet sich z.B. in Essler (1964). Russell selbst beschreibt dies als den Weg, wie er die nach14 Kapitel 1. Antinomien und S¨ atze der Logik
Der sich so ergebende Widerspruch – {x ∈ a|x  ∈ x} ∈ {x ∈ a|x  ∈ x} und
{x ∈ a|x  ∈ x}  ∈ {x ∈ a|x  ∈ x} – unterscheidet sich jedoch von dem der Antino-
mie von Russell, wie sie in Abschnitt 1.1.3 dargestellt wird. In der Formulierung
der Antinomie in Abschnitt 1.1.3 wird kein Bezug auf die Allklasse a genom-
men. Von einer Metaebene aus betrachtet l¨ asst sich die Antinomie von Russell
dennoch als Spezialfall der Cantorschen auﬀassen. Die Allklasse a kann dann als
Metaklasse eingef¨ uhrt werden. Sie ist identisch mit dem Teil der Potenzklasse
der Allklasse, der nur die Teilklassen der Allklasse enth¨ alt, die Klassen im Sinn
der Objektsprache sind. P ′(a) sei dieser Teil der Potenzklasse P(a). Eine spezi-
elle surjektive Abbildung von der Allklasse a nach P ′(a) ist also die identische
Abbildung. Verfolgt man wieder die Argumentation, die im Beweis des Satzes
von Cantor zum Widerspruch f¨ uhrt, jetzt angewandt auf die Metaklassen a und
P ′(a), erh¨ alt man die Antinomie von Russell, da zu den Voraussetzungen der
Antinomie geh¨ ort, dass die f¨ ur den Widerspruch relevante Zusammenfassung
r := {x|x  ∈ x} eine Klasse ist und damit in P ′(a) liegt.
Die Antinomie von Cantor und die Antinomie von Burali-Forti
Die Antinomie von Burali-Forti ist die Parallele zur Antinomie von Cantor auf
der Basis von Ordinalzahlen. Statt allgemeinen Klassen werden nur bestimm-
te Klassen, n¨ amlich transitive, durch ∈ wohlgeordnete betrachtet. Einer Klas-
se von Klassen entspricht im Fall von Ordinalzahlen eine transivite, durch ∈
wohlgeordnete Klasse von Ordinalzahlen, also ein Anfangsst¨ uck von Ω. Einer
Teilklasse einer Klasse entspricht ein Anfangsst¨ uck einer Ordinalzahl. Der Po-
tenzklasse einer Klasse entspricht die wohlgeordnete Klasse aller Anfangsst¨ ucke
einer Ordinalzahl α, d.h. α ∪ {α}, also der Nachfolger von α. Einer bijektiven
Abbildung zwischen zwei Klassen entspricht eine bijektive, ordnungserhaltende
Abbildung zwischen zwei Ordinalzahlen.
Der Satz von Cantor lautet also ¨ ubertragen auf Ordinalzahlen: α sei eine Ordi-
nalzahl; dann gibt es keine bijektive, ordnungserhaltende Abbildung von einem
Anfangsst¨ uck von α nach α ∪ {α}, dem Nachfolger von α. Angenommen es
g¨ abe eine bijektive, ordnungserhaltende Abbildung f : α′ → α ∪ {α}, wobei α′
ein Anfangsst¨ uck von α sei. Es gibt h¨ ochstens eine bijektive, ordnungserhalten-
de Abbildung zwischen zwei Ordinalzahlen: die Identit¨ at. Da keine Ordinalzahl
sich selbst als Element enth¨ alt, ist α′ – es gilt α′ ∈ α ∪ {α} – die Ordinalzahl
ihm benannte Antinomie gefunden hat. Siehe Russell (1903), Abschnitte 346-9 und Russell
(1905). Priest (2002), S. 129 verweist hierauf.1.2. Semantische Antinomien 15
aller Ordinalzahlen aus α′, die nicht in ihrem Bild enthalten sind. Es gilt also
analog zur Antinomie von Cantor α′ ∈ α′ und α′  ∈ α′, also ein Widerspruch.9
¨ Ubertr¨ agt man die Antinomie von Cantor von allgemeinen Klassen auf Ordi-
nalzahlen, ergibt sich folgendermaßen die Antinomie von Burali-Forti: Ω sei die
Ordinalzahl aller Ordinalzahlen. Wie oben gezeigt, gibt es keine bijektive, ord-
nungserhaltende Abbildung von einem Anfangsst¨ uck von Ω in den Nachfolger
Ω ∪ {Ω}. Andererseits enth¨ alt Ω alle Ordinalzahlen als Anfangsst¨ ucke. Damit
gibt es zu jeder Ordinalzahl, insbesondere auch zu Ω ∪ {Ω}, eine bijektive, ord-
nungserhaltende Abbildung von einem Anfangsst¨ uck von Ω in die Ordinalzahl.
Auch die Antinomie von Russell l¨ asst sich in dieser Weise auf Ordinalzahlen
¨ ubertragen: α sei die Klasse aller Ordinalzahlen, die sich nicht selbst enthalten.
Da keine Ordinalzahl sich selbst enth¨ alt, ist α die Klasse aller Ordinalzahlen
und damit selbst eine Ordinalzahl. Es gilt also analog zur Antinomie von Russell
α ∈ α und α  ∈ α.
1.2 Semantische Antinomien
Semantische Antinomien basieren auf der intuitiven Verwendung von semanti-
schen Begriﬀen, die sich in den hier angegebenen Darstellungen auf syntakti-
sche Entit¨ aten beziehen. Die Voraussetzungen, die gemacht werden, sind nicht
mehr von allgemein ontologischer Art, also Typen von Objekten und Arten von
Zusammenfassungen hiervon betreﬀend, sondern sie beziehen sich auf die Aus-
dr¨ uckbarkeit semantischer Aspekte einer Objektsprache in der Objektsprache.
9 Werden stattdessen ¨ Aquivalenzklassen ordnungsisomorpher wohlgeordneter Klassen als
Ordinalzahlen betrachtet, so ist eine Ordinalzahl α nach Fußnote 7 eindeutig durch die Klasse
von Ordinalzahlen bestimmt, die kleiner sind als α. Das Anfangsst¨ uck aus diesen Ordinalzah-
len ist ein Repr¨ asentant von α.
Wird nun die Elementrelation durch die Kleinerrelation ersetzt, ergibt sich folgende analoge
¨ Ubertragung des Satzes von Cantor: α sei eine Ordinalzahl; der Potenzklasse einer Klasse
entspricht dann die Ordinalzahl β, die durch
 
x ∈ Ω : x < β ↔ (x < α ∨ x = α) bestimmt
ist. Es gibt es keine bijektive, ordnungserhaltende Abbildung von einem Anfangsst¨ uck {x|x <
α′} von {x|x < α} in die Klasse {x|x < β}. Beweis: Angenommen es g¨ abe eine solche
bijektive, ordnungserhaltende Abbildung f : {x|x < α′} → {x|x < α ∨ x = α}. Es gibt
h¨ ochstens eine bijektive, ordnungserhaltende Abbildung zwischen zwei Anfangsst¨ ucken der
Ordinalzahlordnung: die Identit¨ at. Da keine Ordinalzahl kleiner als sie selbst ist, ist α′ – es
gilt α′ ∈ {x|x < α ∨ x = α} – die Ordinalzahl, die gr¨ oßer ist als alle Ordinalzahlen aus
{x|x < α′}, die nicht gr¨ oßer als sie selbst sind. Es gilt also analog zum Satz von Cantor
α′ < α′ und α′  < α′.16 Kapitel 1. Antinomien und S¨ atze der Logik
Diese Voraussetzungen werden nicht in der Sprache der Antinomie, der Objekt-
sprache, sondern in einer Metasprache hierzu als Schemata f¨ ur die Sprache der
Antinomie formuliert. In einer genauen Rekonstruktion muss also zun¨ achst die
Sprache der Antinomie, auf die sich die Voraussetzungen ja beziehen, angegeben
werden. In der Metasprache werden in dieser Arbeit die Begriﬀe “Menge” und
“∈” verwendet. Die verwendete Logik der Metasprache ist hier klassisch, d.h.
die Junktoren und Quantoren werden in Argumentationen nach der klassischen
Logik verwendet.
Die folgenden Antinomien sind alle seit langem bekannt und werden in zahlrei-
chen Ver¨ oﬀentlichungen, in teilweise recht unterschiedlichen Fassungen, wieder-
gegeben. In der vorliegenden Darstellung wird ein besonderer Schwerpunkt auf
die Unterscheidung von Objekt- und Metasprache in ihrer Bedeutung f¨ ur die
Wiedergabe der Antinomien gelegt. Ferner wird der Unterschied zwischen der
Verwendung eines Wahrheitspr¨ adikats und der Verwendung eines Falschheits-
pr¨ adikats als Ausgangspunkt der Formulierung untersucht. Stellen, an denen
Voraussetzungen ¨ uber die Negation der Objektsprache gemacht werden, treten
klar hervor.
Bei den zur Formulierung der Antinomien und der metamathematischen Bewei-
se verwendeten und im Folgenden n¨ aher charakterisierten formalen Sprachen
handelt es sich um konkrete Sprachen, die jedoch m¨ oglichst allgemein gehalten
sind.
Allgemeine Voraussetzungen und Bezeichnungsweisen
F¨ ur die Objektsprachen, ihre Logik und ihre Semantik sollen f¨ ur die gesamte
Arbeit die folgenden Voraussetzungen gelten, soweit an den jeweiligen Stellen
keine abweichenden Voraussetzungen getroﬀen werden.
α ≥ 1 sei eine nat¨ urliche Zahl. Eine Symbolmenge der Stufe α bestehe aus
Objekt-, Relations- und Funktionskonstanten beliebiger Typen mit einer Stufe
≤ α.10
Das Alphabet einer Sprache der Stufe α enthalte an Objektvariablen zu jedem
Typ α′ einer Stufe ≤ (α − 1) genau die abz¨ ahlbar unendlich vielen, paarweise
verschiedenen (auch außerhalb einzelner Typen verschiedenen) Objektvariablen
vα′
0 ,vα′
1 ,vα′
2 ,... Handelt es sich um Variablen der Stufe 0, so wird der Typ-Index
auch weggelassen.
10Genauer sei eine Symbolmenge eine Abbildung, die jedem Typ eine Menge zuordnet.1.2. Semantische Antinomien 17
F¨ ur jede Symbolmenge S einer Stufe ≤ α seien die Mengen der Sα-
Terme/Formeln/S¨ atze die in ¨ ublicher Weise deﬁnierten Mengen der Ter-
me/Formeln/S¨ atze der Quantorenlogik α-ter Stufe mit Identit¨ at zur Symbol-
menge S. Dabei ist Quantiﬁkation ¨ uber Variablen bis Stufe (α −1) zugelassen.
An den meisten Stellen gelten die Aussagen f¨ ur alle Stufen. Daher sei α fest,
aber beliebig gew¨ ahlt, falls nichts anderes bestimmt wird. Der Index wird dann
weggelassen.
F¨ ur m ∈ N seien Sα
[v0,v1,...,vm]-Terme und Sα
[v0,v1,...,vm]-Formeln die Sα-Terme
bzw. -Formeln, die genau die Objektvariablen v0,v1,...,vm frei enthalten,
und Sα
[v0,v1,...,vm]⊆-Terme und Sα
[v0,v1,...,vm]⊆-Formeln bzw. Sα
[v0,v1,...,vm]⊇-Terme und
Sα
[v0,v1,...,vm]⊇-Formeln die Sα-Terme bzw. -Formeln, die h¨ ochstens bzw. mindes-
tens die Objektvariablen v0,v1,...,vm frei enthalten.
F¨ ur einen Sα
[v0,v1,...,vm]-Term t(x0,...,xm) oder eine Sα
[v0,v1,...,vm]-Formel ϕ(x0,...,xm)
und Terme a0,...,am von jeweils denselben Typen wie v0,...,vm sei t(a0,...,am)
der Term, der durch simultane Substitution von v0,...,vm durch a0,...,am aus
t(x0,...,xm) hervorgeht, und ϕ(a0,...,am) die Formel, die durch simultane Sub-
stitution von v0,...,vm durch a0,...,am aus ϕ(x0,...,xm) hervorgeht.
Die Semantik der Objektsprache sei klassisch. Ein Satz ¬ϕ sei also beispielsweise
genau dann wahr in einer vorgegebenen Struktur, wenn der Satz ϕ in dieser
Struktur nicht wahr ist.
Die Ableitbarkeitsrelation ⊢ sei (semantisch) korrekt. Bezogen auf die erste
Stufe einer Sprache sei ⊢ (semantisch) vollst¨ andig, stelle also die klassische
Quantorenlogik erster Stufe dar. Die Menge der ableitbaren S¨ atze sei aufz¨ ahlbar.
Zu einer Symbolmenge S einer Stufe ≤ α und einer S-Struktur A sei Th
α(A)
die Menge der in A wahren Sα-S¨ atze.
Zu einer Symbolmenge S einer Stufe ≤ α und einer Menge von Sα-S¨ atzen Φ sei
Φ⊢
α die Menge der Sα-S¨ atze, die aus Φ ableitbar sind.
1.2.1 Die L¨ ugner-Antinomie
Es wird die folgende, h¨ auﬁg verwendete Formulierung der L¨ ugner-Antinomie zu
Grunde gelegt.11
11Vgl. z.B. Brendel (1992), S. 4.18 Kapitel 1. Antinomien und S¨ atze der Logik
Es wird ausgegangen von dem Satz χ,
χ := “Dieser Satz ist falsch.”
(oder, in alternativer Formulierung, χ : χ ist falsch.).
Es ergibt sich: Wenn der Satz χ wahr ist, stimmt, was er ausdr¨ uckt,
d.h. er ist falsch. Wenn der Satz χ falsch ist, stimmt, was er aus-
dr¨ uckt, d.h. er ist wahr.
Rekonstruktion der L¨ ugner-Antinomie
SL¨ u sei die Symbolmenge der Sprache der L¨ ugner-Antinomie. Um die Antinomie
formulieren zu k¨ onnen, sei zun¨ achst vorausgesetzt, dass die Sprache Standard-
terme f¨ ur alle SL¨ u-S¨ atze enth¨ alt. Dies soll zun¨ achst nur heißen, dass jedem SL¨ u-
Satz ϕ ein fester S1
L¨ u-Term ⌈ϕ⌉ zugeordnet ist. Die leicht fettgedruckten Haken
m¨ ogen im Folgenden immer den Standardterm einer Zeichenkette andeuten.
Die Argumentation der L¨ ugner-Antinomie spielt sich im Rahmen der klassi-
schen Logik ab. Sie kann also als logische Folgerung in Bezug auf den klassischen
Wahrheitsbegriﬀ der Wahrheit in einer SL¨ u-Struktur nach der klassischen Se-
mantik dargestellt werden. Interpretiert man die Sprache in einer SL¨ u-Struktur
AL¨ u = (UL¨ u,jL¨ u), muss zun¨ achst vorausgesetzt werden, dass alle SL¨ u-S¨ atze Ele-
mente von UL¨ u sind.12 jL¨ u bilde den Standardterm einer Formel auf die Formel
ab.
In der Formulierung der Antinomie wird nun von der Wahrheit von S¨ atzen
gesprochen. Um die Argumentation in der formalen Sprache nachvollziehen zu
k¨ onnen, wird eine SL¨ u[v0]-Formel w(x) angenommen, so dass f¨ ur alle SL¨ u-S¨ atze
ϕ gilt
AL¨ u |= ϕ ↔ w(⌈ϕ⌉).
Der Ausdruck “x ist falsch” wird durch die SL¨ u[v0]-Formel ¬w(x) wiedergege-
ben. Zur Formulierung des L¨ ugner-Satzes “Dieser Satz ist falsch.” wird nun
vorausgesetzt, dass es einen SL¨ u-Satz χ gibt mit
AL¨ u |= χ ↔ ¬w(⌈χ⌉).
χ entspricht dann dem L¨ ugner-Satz.
12Diese Voraussetzung ist allerdings aus formaler Sicht unn¨ otig, da die Standardterme der
SL¨ u-Formeln beliebig auf paarweise verschiedene Elemente abgebildet werden k¨ onnen. Die
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Die Argumentation der L¨ ugner-Antinomie l¨ asst sich, da sie die logischen Zeichen
in klassischem Sinn verwendet, in Form des KNS13 f¨ ur die klassische Logik
formulieren. Hierbei werden nur auch intuitionistisch g¨ ultige Regeln verwendet.
Sie lautet:
1 χ ↔ w(⌈χ⌉) Voraussetzung
2 χ ↔ ¬w(⌈χ⌉) Voraussetzung
3(3) w(⌈χ⌉) AE
4(3) χ ↔ B, → B,1,3
5(3) ¬w(⌈χ⌉) ↔ B, → B,2,4
6 w(⌈χ⌉) → ¬w(⌈χ⌉) → E,3,5
7(7) ¬w(⌈χ⌉) AE
8(7) χ ↔ B, → B,2,7
9(7) w(⌈χ⌉) ↔ B, → B,1,7
10 ¬w(⌈χ⌉) → w(⌈χ⌉) → E,7,9
11 ¬w(⌈χ⌉) ↔ w(⌈χ⌉) ↔ E,6,10
Folgende ¨ Uberlegung, in Form des KNS formuliert, f¨ uhrt zu einem expliziten
Widerspruch:
1 ¬w(⌈χ⌉) ↔ w(⌈χ⌉) Voraussetzung
2(2) w(⌈χ⌉) AE
3(2) ¬w(⌈χ⌉) ↔ B, → B,1,2
4 ¬w(⌈χ⌉) WS,2,2,3
5 w(⌈χ⌉) ∧ ¬w(⌈χ⌉) ↔ B, → B, ∧ E,1,4
Die letzte Voraussetzung der Existenz eines SL¨ u-Satzes χ, so dass AL¨ u |=
χ ↔ ¬w(⌈χ⌉), l¨ asst sich erzwingen, indem vorausgesetzt wird, dass es einen
SL¨ u[v0]-Term α(x) gibt, der semantisch der Selbsteinsetzung von SL¨ u[v0]-Formeln
in sich entspricht. Dazu wird also zun¨ achst angenommen, dass auch f¨ ur alle
SL¨ u[v0]-Formeln Standardterme in der Sprache enthalten sind. Es gelte hierzu
ferner f¨ ur alle SL¨ u[v0]-Formeln ϕ(x): AL¨ u |= α(⌈ϕ(x)⌉) ≡ ⌈ϕ(⌈ϕ(x)⌉)⌉. Dann ist
¬w(α(⌈¬w(α(x))⌉)) ein Satz der gesuchten Art, denn es folgt
AL¨ u |= ¬w(α(⌈¬w(α(x))⌉)) ↔ ¬w(⌈¬w(α(⌈¬w(α(x))⌉))⌉).
13Kalk¨ ul des Nat¨ urlichen Schließens. Vgl. Essler u.a. (2001).20 Kapitel 1. Antinomien und S¨ atze der Logik
¬w(α(⌈¬w(α(x))⌉)) entspricht damit dem L¨ ugner-Satz “Dieser Satz ist
falsch.”14
Eine aus metasprachlicher Sicht rekonstruierte Variante ergibt sich folgender-
maßen:
Es wird vorausgesetzt, dass es ein Wahrheitspr¨ adikat in der Sprache gibt, d.h.
eine SL¨ u[v0]-Formel w(x), so dass f¨ ur alle SL¨ u-S¨ atze ϕ gilt:
AL¨ u |= ϕ gdw. AL¨ u |= w(⌈ϕ⌉).
Zur Formulierung des L¨ ugner-Satzes wird nun ein SL¨ u-Satz χ vorausgesetzt mit:
AL¨ u |= χ gdw. AL¨ u |= ¬w(⌈χ⌉).
Die Existenz eines SL¨ u-Satzes χ mit der obigen Eigenschaft folgt wiederum aus
der Existenz eines SL¨ u[v0]-Terms α(x), so dass f¨ ur alle SL¨ u[v0]-Formeln ϕ(x),ψ(x)
gilt:
AL¨ u |= ψ(α(⌈ϕ(x)⌉)) gdw. AL¨ u |= ψ(⌈ϕ(⌈ϕ(x)⌉)⌉).
Dann ist ¬w(α(⌈¬w(α(x))⌉)) ein Satz der gesuchten Art. Die Argumentation
der Rekonstruktion verl¨ auft analog zu obiger:
AL¨ u |= ¬w(⌈χ⌉) gdw. AL¨ u |= w(⌈χ⌉), und damit
AL¨ u |= w(⌈χ⌉) und AL¨ u |= ¬w(⌈χ⌉).
Der Unterschied dieser Rekonstruktionen besteht in der einmal objekt- und ein-
mal metasprachlichen Wiedergabe der ¨ Aquivalenz. Die zweite, metasprachliche
Variante ist sinnvoll f¨ ur sp¨ atere Vergleiche mit Versionen der L¨ ugner-Antinomie
innerhalb einer dreiwertigen Semantik – in Zusammenhang mit der verst¨ arkten
L¨ ugner-Antinomie – und mit dem G¨ odelschen Unvollst¨ andigkeitssatz.
Die Antinomie von Curry15
Die Antinomie von Curry stellt eine Variante der L¨ ugner-Antinomie dar.
Der Widerspruch wird hier nicht durch einen Satz und seine Negation
14In einem umgangssprachlichen Pendant zu dieser Rekonstruktion wird der L¨ ugner-Satz
von Stegm¨ uller wiedergegeben. Siehe Stegm¨ uller (1957), S. 31 f. Stegm¨ uller orientiert sich hier
an dem Satz, den G¨ odel f¨ ur seinen Unvollst¨ andigkeitssatz verwendet hat.
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(w(⌈χ⌉) ∧ ¬w(⌈χ⌉)), sondern durch einen beliebigen anderen Satz, der einen
Widerspruch ausdr¨ uckt, dargestellt. Wird als ein solcher Satz 0 ≡ 1 gew¨ ahlt,
baut die Antinomie von Curry statt auf den L¨ ugner-Satz auf den Satz “Wenn
dieser Satz wahr ist, dann ist 0 ≡ 1.” auf. Nach dem Prinzip der Rekonstruktion
des L¨ ugner-Satzes l¨ asst sich dieser Satz rekonstruieren als w(α(⌈w(α(x)) → 0 ≡
1⌉)) → 0 ≡ 1. Wird dieser Satz mit χ bezeichnet, gilt n¨ amlich AL¨ u |=
χ ↔ (w(χ) → 0 ≡ 1). Analog zum Fall der L¨ ugner-Antinomie erh¨ alt man
AL¨ u |= w(⌈χ⌉) ↔ (w(⌈χ⌉) → 0 ≡ 1). Die weitere Argumentation lautet:16
1 (w(⌈χ⌉) → 0 ≡ 1) ↔ w(⌈χ⌉) Voraussetzung
2(2) w(⌈χ⌉) AE
3(2) w(⌈χ⌉) → 0 ≡ 1 ↔ B, → B, 1,2
4(2) 0 ≡ 1 → B, 2,3
5 w(⌈χ⌉) → 0 ≡ 1 → E, 2,4
6 w(⌈χ⌉) ↔ B, → B, 1,5
7 0 ≡ 1 → B, 5,6
Die verst¨ arkte L¨ ugner-Antinomie
Die verst¨ arkte L¨ ugner-Antinomie ist eine Variante der L¨ ugner-Antinomie in-
nerhalb einer mehrwertigen Semantik.17 Bezogen auf eine dreiwertige Semantik
kann diese Variante etwa so formuliert werden:
Es wird ausgegangen von dem Satz χ,
χ := “Dieser Satz ist falsch oder unbestimmt.”
Es ergibt sich: Wenn der Satz χ wahr ist, stimmt, was er ausdr¨ uckt,
d.h. er ist falsch oder unbestimmt. Wenn der Satz χ falsch oder
unbestimmt ist, stimmt ja, was er ausdr¨ uckt, d.h. er ist wahr.
Zur Rekonstruktion werden zun¨ achst die folgenden Abk¨ urzungen eingef¨ uhrt:
“|=W”, “|=F”, “|=U” f¨ ur “ist wahr in”, “ist falsch in”, “ist unbestimmt in”.
Diese Begriﬀe werden jeweils auf eine Struktur im Sinne eines dreiwertigen
Logiksystems bezogen. Anders als in einem zweiwertigen Logiksystem wird in
16Die Argumentation kann f¨ ur jeden beliebigen Satz anstelle von 0 ≡ 1 durchgef¨ uhrt werden.
Da die verwendeten Regeln alle schon in der Minimalen Logik von Prawitz gelten, in der
allerdings nicht die Regel “ex falso quodlibet” – wie noch in der intuitionistischen Logik –
gilt, kann auf diesem Weg auch in der Minimalen Logik jeder Satz abgeleitet werden. Vgl.
Feferman (1984), S. 80.
17Vgl. Brendel (1992).22 Kapitel 1. Antinomien und S¨ atze der Logik
diesem Fall einer einstelligen Formel – und das Gleiche gilt f¨ ur mehrstellige
Formeln analog – nicht nur eine Teilmenge des Universums als Extension und
das Komplement hierzu als Antiextension zugordnet, sondern das Universum
wird in drei disjunkte Teile zerlegt: die Extension des Begriﬀs, die Antiextension
und den verbleibenden dritten Teil, auf dem der Begriﬀ nicht anwendbar ist.
Wenn in diesem Abschnitt von Strukturen die Rede ist, insbesondere von SL¨ u-
Strukturen, so sollen immer Strukturen im Sinn eines dreiwertigen Logiksystems
gemeint sein. Die Zuordnung der Wahrheitswerte nicht-atomarer S¨ atze sei durch
die starken oder schwachen Kleeneschen Wahrheitsregeln gegeben.18
Zun¨ achst wird eine Rekonstruktion der einfachen L¨ ugner-Antinomie innerhalb
einer dreiwertigen Semantik angegeben:
W¨ ahlt man eine SL¨ u-Struktur im Sinn eines dreiwertigen Logiksystems und
verwendet die starken oder schwachen Kleeneschen Wahrheitsregeln, so folgt
aus den Voraussetzungen ¨ uber w(x) – AL¨ u |= ϕ ↔ w(⌈ϕ⌉) – und α(x) –
AL¨ u |= α(⌈ϕ(x)⌉) ≡ ⌈ϕ(⌈ϕ(x)⌉)⌉ – weiterhin logisch w(χ) ∧ ¬w(χ), woraus
auch nach den Kleeneschen Wahrheitsregeln jeder Satz logisch folgt. Die Ur-
sache hierf¨ ur ist, dass eine ¨ Aquivalenz innerhalb der dreiwertigen Semantik
nach Kleene nur dann wahr ist, wenn die ¨ aquivalenten S¨ atze den Wahrheits-
wert “wahr” oder “falsch” haben, also nicht unbestimmt sind. Die Antinomie
scheint also zun¨ achst auch innerhalb der dreiwertigen Semantik zustande zu
kommen. Bei n¨ aherer Betrachtung der Voraussetzungen wird jedoch klar, dass
sie, sollen sie als eine Rekonstruktion der L¨ ugner-Antinomie dienen, nicht un-
abh¨ angig von dem metasprachlichen Wahrheitsbegriﬀ f¨ ur die Objektsprache ge-
bildet werden d¨ urfen. In einer SL¨ u-Struktur, in der der Satz ϕ ↔ w(⌈ϕ⌉) nach
den Kleeneschen Regeln wahr ist, ist der Satz ϕ wahr oder falsch. Die Vorausset-
zung: ϕ ↔ w(⌈ϕ⌉) ist wahr f¨ ur alle SL¨ u-S¨ atze ϕ, w¨ urde also implizieren, dass in
den betrachteten Strukturen kein Satz den Wahrheitswert “unbestimmt” hat,
was nicht die Intention einer Formulierung der L¨ ugner-Antinomie, insbesondere
eines objektsprachlichen Wahrheitsbegriﬀs, innerhalb eines dreiwertigen Logik-
systems sein kann.
Stattdessen l¨ asst sich die metasprachliche Variante f¨ ur eine dreiwertige Semantik
wie folgt wiedergeben: Vorausgesetzt wird, dass es ein Wahrheitspr¨ adikat in der
18Vgl. z.B. Brendel (1992).1.2. Semantische Antinomien 23
Sprache gibt, d.h. eine SL¨ u[v0]-Formel w(x), so dass f¨ ur alle SL¨ u-S¨ atze ϕ gilt:
AL¨ u |=W ϕ gdw. AL¨ u |=W w(⌈ϕ⌉).
Zur Formulierung des L¨ ugner-Satzes “Dieser Satz ist falsch.” wird nun voraus-
gesetzt, dass es einen SL¨ u-Satz χ gibt mit:
AL¨ u |=W χ gdw. AL¨ u |=W ¬w(⌈χ⌉).
Die letzte Voraussetzung wird wieder durch den Satz χ := ¬w(α(⌈¬w(α(x))⌉))
erf¨ ullt, wobei α(x) ein SL¨ u[v0]-Term sei, so dass f¨ ur alle SL¨ u[v0]-Formeln ϕ(x),ψ(x)
gilt:
AL¨ u |=W ψ(α(⌈ϕ(x)⌉)) gdw. AL¨ u |=W ψ(⌈ϕ(⌈ϕ(x)⌉)⌉).
Analog zum zweiwertigen Fall gilt mit diesen Voraussetzungen:
AL¨ u |=W ¬w(⌈χ⌉) gdw. AL¨ u |=W w(⌈χ⌉).
Ein Widerspruch l¨ asst sich jetzt jedoch nicht mehr so erzeugen, wie das f¨ ur den
Fall der zweiwertigen Semantik m¨ oglich war: Angenommen AL¨ u |=W w(⌈χ⌉).
Dann gilt auch AL¨ u |=W ¬w(⌈χ⌉). Daraus folgt jedoch nicht AL¨ u |=W ¬w(⌈χ⌉),
also AL¨ u |=F w(⌈χ⌉), denn es gibt ja jetzt die dritte M¨ oglichkeit, dass AL¨ u |=U
w(⌈χ⌉).
Insofern erweist sich der (einfache) L¨ ugner-Satz als nicht antinomisch innerhalb
der dreiwertigen Semantik.
Rekonstruktion der verst¨ arkten L¨ ugner-Antinomie:
Im Fall der einfachen L¨ ugner-Antinomie wurde “falsch” in der rekonstruierten
Sprache durch “nicht wahr” ausgedr¨ uckt. Um im Fall des verst¨ arkten L¨ ugners,
dann den Begriﬀ “falsch oder unbestimmt” betreﬀend, analog vorgehen zu
k¨ onnen, m¨ usste die rekonstruierte Sprache um eine weitere Negation erweitert
werden, die semantisch der metasprachlichen Negation entspricht. Eine andere
M¨ oglichkeit besteht darin, diese Negation nur in Zusammenhang mit dem Wahr-
heitspr¨ adikat einzuf¨ uhren. Sie entspricht der Einf¨ uhrung eines Pr¨ adikats “falsch
oder unbestimmt” und wird hier gew¨ ahlt. ¬mw(x) sei diese SL¨ u[v0]-Formel; es24 Kapitel 1. Antinomien und S¨ atze der Logik
gelte also f¨ ur alle SL¨ u-S¨ atze ϕ:
(AL¨ u |=F w(ϕ) oder AL¨ u |=U w(ϕ)) gdw. AL¨ u |=W ¬
mw(⌈ϕ⌉).
Zur Formulierung des L¨ ugner-Satzes “Dieser Satz ist falsch oder unbestimmt.”
wird nun vorausgesetzt, dass es einen SL¨ u-Satz χ gibt mit:
AL¨ u |=W χ gdw. AL¨ u |=W ¬
mw(⌈χ⌉).
χ := ¬mw(α(⌈¬mw(α(x))⌉)) erf¨ ullt diese Voraussetzung. Damit gilt:
AL¨ u |=W ¬
mw(⌈χ⌉) gdw. AL¨ u |=W w(⌈χ⌉).
Folgende ¨ Uberlegung f¨ uhrt zu einem expliziten Widerspruch:
Angenommen AL¨ u |=W w(⌈χ⌉). Dann gilt auch AL¨ u |=W ¬mw(⌈χ⌉), also
AL¨ u |=F w(⌈χ⌉) oder AL¨ u |=U w(⌈χ⌉), was ein Widerspruch ist. Es folgt al-
so (AL¨ u |=F w(⌈χ⌉) oder AL¨ u |=U w(⌈χ⌉)) und damit AL¨ u |=W ¬mw(⌈χ⌉). Dies
impliziert jedoch auch AL¨ u |=W w(⌈χ⌉).
Die verst¨ arkte L¨ ugner-Antinomie innerhalb eines dreiwertigen Logiksystems
entspricht der einfachen L¨ ugner-Antinomie innerhalb eines zweiwertigen Lo-
giksystems, da in beiden F¨ allen die Negation – im dreiwertigen Fall ¬mw – der
metasprachlichen Negation entsprechend interpretiert wird.
1.2.2 Die Antinomie von Grelling
Die folgende Formulierung der Antinomie von Grelling wird zugrunde gelegt.
Es wird ausgegangen von dem Begriﬀ “heterologisch”. Ein einstelli-
ger Begriﬀ heißt heterologisch gdw. er nicht auf sich selbst zutriﬀt.
Es ergibt sich: Wenn der Begriﬀ “heterologisch” heterologisch ist,
triﬀt er nicht auf sich selbst zu, d.h. er ist nicht heterologisch. Wenn
der Begriﬀ “heterologisch” nicht heterologisch ist, triﬀt er nicht auf
sich selbst zu, d.h. er ist heterologisch.
Rekonstruktion der Antinomie von Grelling:
SGr sei die Symbolmenge der Sprache der Antinomie von Grelling. Die Sprache1.2. Semantische Antinomien 25
enthalte Standardterme f¨ ur alle SGr[v0]-Formeln. Die Sprache sei interpretiert
¨ uber einer SGr-Struktur AGr = (UGr,jGr), deren Universum alle SGr[v0]-Formeln
enthalte und deren Interpretation den Standardterm einer Formel auf sich selbst
abbilde.
Entscheidend ist die Bildung des Begriﬀs “heterologisch”. Es wird also voraus-
gesetzt, dass es eine SGr[v0]-Formel het(x) gibt, so dass f¨ ur jede SGr[v0]-Formel
ϕ(x) gilt
AGr |= ¬ϕ(⌈ϕ(x)⌉) ↔ het(⌈ϕ(x)⌉).
Nach Einsetzen von het(x) ergibt sich
AGr |= ¬het(⌈het(x)⌉) ↔ het(⌈het(x)⌉).
Und damit gilt auch
AGr |= het(⌈het(x)⌉) ∧ ¬het(⌈het(x)⌉).
Eine metasprachliche Variante ergibt sich folgendermaßen: Es wird vorausge-
setzt, dass es eine SGr[v0]-Formel het(x) gibt, so dass f¨ ur jede SGr[v0]-Formel
ϕ(x) gilt:
AGr  |= ϕ(⌈ϕ(x)⌉) gdw. AGr |= het(⌈ϕ(x)⌉).
Es ergibt sich:
AGr  |= het(⌈het(x)⌉) gdw. AGr |= het(⌈het(x)⌉), und damit:
AGr |= het(⌈het(x)⌉) und AGr  |= het(⌈het(x)⌉).
1.2.3 Die Antinomie von Richard
Es wird ausgegangen von einer injektiven Zuordnung der einstelligen
Begriﬀe zu den nat¨ urlichen Zahlen. Ferner wird von dem Begriﬀ
“richardisch” ausgegangen. Das Bild eines einstelligen Begriﬀs heißt
richardisch gdw. der Begriﬀ nicht auf es zutriﬀt.
Es ergibt sich: Wenn das Bild des Begriﬀs “richardisch” richardisch
ist, triﬀt der Begriﬀ nicht auf es zu, d.h. es ist nicht richardisch.
Wenn das Bild des Begriﬀs “richardisch” nicht richardisch ist, triﬀt26 Kapitel 1. Antinomien und S¨ atze der Logik
der Begriﬀ nicht auf es zu, d.h. es ist richardisch.19
Rekonstruktion der Antinomie von Richard:
Die Symbolmenge SN sei deﬁniert als SN := {0,nf }, wobei 0 eine Objektkon-
stante sei und nf eine einstellige Funktionskonstante sei. AN sei die SN-Struktur
(N,0N,(+1)N). F¨ ur n ∈ N sei n der Standardterm f¨ ur n aus den S1
N-Termen.
SRi sei die Symbolmenge der Sprache der Antinomie von Richard. Die Sym-
bolmenge SRi enthalte die Symbolmenge SN und sei h¨ ochstens abz¨ ahlbar. Die
Sprache sei interpretiert ¨ uber einer SRi-Struktur ARi = (URi,jRi), deren Univer-
sum N enthalte. ARi enthalte AN, nach Einschr¨ ankung auf die Symbolmenge
SN, als Substruktur.
Da die Menge der SRi[v0]-Formeln abz¨ ahlbar ist, gibt es eine injektive Abbildung
⌈ ⌉ : {ϕ(x)|ϕ(x) ist SRi[v0]-Formel} → N.
Entscheidend ist die Bildung des Begriﬀs “richardisch”. Es wird also vorausge-
setzt, dass es eine SRi[v0]-Formel ri(x) gibt, so dass f¨ ur jede SRi[v0]-Formel ϕ(x)
gilt
ARi |= ¬ϕ(⌈ϕ(x)⌉) ↔ ri(⌈ϕ(x)⌉).
Nach Einsetzen von ri(x) ergibt sich
ARi |= ¬ri(⌈ri(x)⌉) ↔ ri(⌈ri(x)⌉).
Und damit gilt auch
ARi |= ri(⌈ri(x)⌉) ∧ ¬ri(⌈ri(x)⌉).
Eine metasprachliche Variante ergibt sich analog zur Antinomie von Grelling.
H¨ auﬁg wird die Antinomie von Richard auch ausgehend von einstelligen Funk-
tionen anstatt einstelliger Begriﬀe formuliert. F¨ ur alle SRi-Terme r gelte ARi |=
nf (r)  ≡ r. Es wird vorausgesetzt, dass es einen SRi[v0]-Term r(x) gibt, so dass
f¨ ur jeden SRi[v0]-Term t(x) gilt
ARi |= nf (t(⌈t(x)⌉)) ≡ r(⌈t(x)⌉).
19Dies ist eine abgewandelte Form der von Richard geschilderten Antinomie. Die im An-
schluss dargestellte, auf Funktionen statt einstelligen Begriﬀen basierende Fassung entspricht
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Nach Einsetzen von r(x) ergibt sich
ARi |= nf (r(⌈r(x)⌉)) ≡ r(⌈r(x)⌉).
1.2.4 Die Antinomien von Berry und K¨ onig
Die Antinomie von Berry
Es werden Deﬁnitionen nat¨ urlicher Zahlen betrachtet. Da es nur end-
lich viele Deﬁnitionen mit weniger als 20 Worten gibt, gibt es genau
eine nat¨ urliche Zahl m, auf die die Formel ψ(x) := “x ist kleinste
Zahl unter denjenigen nat¨ urlichen Zahlen, die nicht mit weniger als
20 Worten deﬁnierbar sind” zutriﬀt. ψ(x) stellt also eine Deﬁnition
der nat¨ urlichen Zahl m dar. Da sie aus 16 Worten besteht, ergibt
sich: Die nat¨ urliche Zahl m ist mit weniger als 20 Worten deﬁnier-
bar. Andererseits ist m nicht mit weniger als 20 Worten deﬁnierbar,
da ψ(x) auf m zutriﬀt und dies besagt.20
Rekonstruktion der Antinomie von Berry:
Die Symbolmenge S<
N sei deﬁniert als S<
N := {0,nf ,<}, wobei 0 eine Objekt-
konstante, nf eine einstellige Funktionskonstante und < eine zweistellige Rela-
tionskonstante sei. A<
N sei die S<
N-Struktur (N,0N,(+1)N,<N). F¨ ur n ∈ N sei n
der Standardterm f¨ ur n aus den S<
N-Termen.
SBe sei die Symbolmenge der Sprache der Antinomie von Berry. SBe enthalte die
Symbolmenge S<
N. Die Sprache enthalte Standardterme f¨ ur alle SBe[v0]-Formeln.
Die Sprache sei interpretiert ¨ uber einer SBe-Struktur ABe = (UBe,jBe), deren
Universum Obermenge von N sei und alle SBe[v0]-Formeln enthalte und deren
Interpretation den Standardterm einer Formel auf sich selbst abbilde. ABe ent-
halte A<
N, nach Einschr¨ ankung auf die Symbolmenge S<
N, als Substruktur.
Da ¨ uber die nat¨ urlichen Zahlen und die SBe[v0]-Formeln quantiﬁziert werden
muss, um die relevante Deﬁnition ψ(x) zu bilden, seien SBe[v0]-Formeln nat(x),
20Die Antinomie geht auf G. B. Berry zur¨ uck und wird in Russell (1908), S. 153 geschildert.
Vgl. f¨ ur das Folgende auch die Formalisierungen in Boolos (1989) und Ser´ eny (2004).28 Kapitel 1. Antinomien und S¨ atze der Logik
fm(x) vorausgesetzt, so dass f¨ ur jede Variablenbelegung β gilt:
A
β
Be |= nat(x) gdw. β(x) ∈ N,
A
β
Be |= fm(x) gdw. β(x) ist eine SBe[v0]-Formel.
Deﬁnitionen nat¨ urlicher Zahlen n werden aufgefasst als SBe[v0]-Formeln ϕ(x),
mit ABe |=
 
x(ϕ(x) ↔ x ≡ n). Die entscheidende Voraussetzung zur Bildung
der Deﬁnition ψ(x) ist eine SBe[v0,v1]-Formel def (x,y), so dass f¨ ur alle SBe[v0]-
Formeln ϕ(x) und alle n ∈ N:
ABe |=
 
x(ϕ(x) ↔ x ≡ n) gdw. ABe |= def (⌈ϕ(x)⌉,n).
Ferner muss ¨ uber die L¨ ange von Deﬁnitionen, also die Anzahl der in ihr ent-
haltenen Worte, gesprochen werden k¨ onnen. Es wird also ein SBe[v0]-Term
l(x) vorausgesetzt, so dass f¨ ur alle SBe[v0]-Formeln ϕ(x) der L¨ ange n gilt:
ABe |= l(⌈ϕ(x)⌉) ≡ n. Jetzt kann die Deﬁnition ψ(x) gebildet werden:
ψ(x) :=nat(x) ∧ ¬
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,x))
∧
 
z(nat(z) ∧ z < x →
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,z))).
Es gibt genau eine nat¨ urliche Zahl m, auf die ψ(x) zutriﬀt. Es gilt also ABe |=  
x(ψ(x) ↔ x ≡ m). Das bedeutet aber, dass m mit weniger als 20 Worten
deﬁnierbar ist, gleichzeitig jedoch, da ψ(x) auf m zutriﬀt, nicht mit weniger als
20 Worten deﬁnierbar ist.21 Damit ergibt sich der Widerspruch als:
ABe |= ¬
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,m)) und
ABe |=
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,m)).
Die Antinomie von K¨ onig
Es werden Deﬁnitionen von Ordinalzahlen betrachtet. Da es nur
abz¨ ahlbar viele Deﬁnitionen gibt, gibt es genau eine Ordinalzahl
α, auf die die Formel ψ(x) := “x ist kleinste Ordinalzahl, die nicht
21Es wird hier oﬀen gelassen, was die L¨ ange einer Deﬁnition der formalen Sprache ist. Damit
die L¨ ange von ψ(x) kleiner 20 ist, m¨ ussen eventuell zus¨ atzliche Zeichen in die Symbolmenge
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deﬁnierbar ist” zutriﬀt. ψ(x) stellt also eine Deﬁnition dar. Es ergibt
sich also: Die Ordinalzahl α ist deﬁnierbar. Andererseits ist α nicht
defnierbar, da ψ(x) auf α zutriﬀt und dies besagt.22
Die Antinomie von K¨ onig hat oﬀensichtlich eine ¨ ahnliche Struktur wie die An-
tinomie von Berry. Sie wird darum nicht weiter gesondert betrachtet.
1.3 Der Satz von Tarski, Unvollst¨ andigkeit und
Unentscheidbarkeit
Die Darstellung des Satzes von Tarski, des ersten G¨ odelschen Unvollst¨ andig-
keitssatzes und des Unentscheidbarkeitssatzes, bzw. ihrer Beweise ist so ge-
staltet, dass nur die f¨ ur die weitere Untersuchung wichtigen Teile der Beweise
in aller Ausf¨ uhrlichkeit durchgef¨ uhrt werden. Dies sind die Teile, die in ihrer
Struktur den semantischen Antinomien, speziell der L¨ ugner-Antinomie und den
Antinomien von Grelling und Richard, entsprechen.
Parallel zur Darstellung der Antinomien wird auch hier ein Schwerpunkt auf
die Unterscheidung von Objekt- und Metasprache gelegt. Die Verwendung ei-
nes Wahrheitspr¨ adikats (bzw. Beweisbarkeitspr¨ adikats) wird der Verwendung
eines Falschheitspr¨ adikats (bzw. Unbeweisbarkeitspr¨ adikats) gegen¨ ubergestellt.
Es wird besonders darauf geachtet, was jeweils in Bezug auf die objektsprachli-
che Negation vorausgesetzt wird. In Zusammenhang hiermit sind alle drei S¨ atze
in mehreren Fassungen formuliert, die mathematisch gesehen in einigen F¨ allen
¨ aquivalent sind. Sie sind dennoch als eigene S¨ atze formuliert und bewiesen, da
sie zu unterschiedlichen S¨ atzen f¨ uhren, wenn man sie verallgemeinert. Dies wird
im anschließenden Kapitel 2 ¨ uber abstrakte Fassungen dieser S¨ atze deutlich.
Ziel des Abschnitts ¨ uber diese drei S¨ atze ist die Herausarbeitung einer gemein-
samen Struktur ihrer Beweise, die anschließend in einer abstrakten Fassung
m¨ undet, unter die auch die L¨ ugner-Antinomie und die Antinomien von Grelling
und Richard fallen. Hierbei werden verschiedene Beweise dieser S¨ atze ber¨ uck-
sichtigt. So werden Tarskis Beweis f¨ ur den Satz von Tarski und sein Beweis
des Unvollst¨ andigkeitssatzes, G¨ odels eigener semantischer und syntaktischer Be-
weis, der Beweis von Rosser f¨ ur den Unvollst¨ andigkeitssatz und die Beweise von
22Vgl. K¨ onig (1905).30 Kapitel 1. Antinomien und S¨ atze der Logik
Church und Rosser f¨ ur den Unentscheidbarkeitssatz alle in ihrem Kern auf eine
bestimmte gemeinsame Struktur zur¨ uckgef¨ uhrt.23
1.3.1 Der Fixpunktsatz
Der Fixpunktsatz wird h¨ auﬁg in Darstellungen von Beweisen des Satzes von
Tarski und des Unvollst¨ andigkeitssatzes verwendet.
S sei im Folgenden eine Symbolmenge, die die Symbolmenge SN enth¨ alt, und
Φ sei eine Menge von S-S¨ atzen.24
Deﬁnition 1.6. Eine (partielle) Funktion f : Nr → N heißt repr¨ asentierbar in
Φ gdw. es eine S[v0,...,vr]-Formel ϕ(x0,...,xr) gibt, so dass f¨ ur alle n0,...,nr ∈ N:
- [(n0,...,nr−1) ∈ f−1[N] und f(n0,...,nr−1) = nr] gdw. Φ ⊢ ϕ(n0,...,nr)
- Wenn (n0,...,nr−1) ∈ f−1[N], dann Φ ⊢
  .
xrϕ(n0,...,nr−1,xr).
ϕ(x0,...,xr) repr¨ asentiert f in Φ.
Φ erlaubt Repr¨ asentierungen bez¨ uglich Funktionen gdw. alle totalen berechen-
baren Funktionen ¨ uber N in Φ repr¨ asentierbar sind.
Um die Schreibweise f¨ ur repr¨ asentierbare Funktionen zu vereinfachen, wird me-
tasprachlich der ι-Operator eingef¨ uhrt. Ist eine Funktion f : Nr → N in Φ re-
pr¨ asentierbar, dann gibt es in diesem Sinn einen S[v0,...,vr−1]-Term t(x0,...,xr−1),
der f in Φ repr¨ asentiert. Es gilt also:
[(n0,...,nr−1) ∈ f−1[N] und f(n0,...,nr−1) = nr] gdw.
Φ ⊢ t(n0,...,nr−1) ≡ nr.
Diese Termschreibweise wird als eine metasprachliche Abk¨ urzung verstanden.
ϕ(x0,...,xr) sei eine Formel, die eine Funktion repr¨ asentiert. n0,...,nr−1 liege im
Deﬁnitionsbereich der Funktion. Statt “
 
xrϕ(n0,...,nr−1,xr) → ψ(xr)” wird
dann einfach “ψ(t(n0,...,nr−1))” geschrieben.
23Einen ¨ Uberblick ¨ uber die dargestellten Beweise des Unvollst¨ andigkeits- und Unentscheid-
barkeitssatzes bietet Rosser (1939).
24Die Symbolmenge wird m¨ oglichst allgemein gehalten. Da SN in S enthalten ist, k¨ onnen
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Satz 1.7 (Fixpunktsatz). 25 Die Symbolmenge S sei h¨ ochstens abz¨ ahlbar.
⌈ ⌉ : {ϕ|ϕ ist S-Formel} → N sei injektiv. f : N → N sei gegeben durch
f(n) =
 
⌈ϕ(n)⌉, falls n = ⌈ϕ(x)⌉ f¨ ur eine S[v0]-Formel ϕ(x)
0, sonst.
f sei in Φ repr¨ asentierbar. Dann gibt es zu jeder S[v0]-Formel ψ(x) einen Fix-
punkt, d.h. einen S-Satz χ, so dass Φ ⊢ χ ↔ ψ(⌈χ⌉).
Beweis. α(x) repr¨ asentiere f in Φ.26 Dann gilt f¨ ur alle S[v0]-Formeln ϕ(x):
Φ ⊢ α(⌈ϕ(x)⌉) ≡ ⌈ϕ(⌈ϕ(x)⌉)⌉. χ sei der S-Satz ψ(α(⌈ψ(α(x))⌉)). χ geht also
aus ψ(α(x)) durch Einsetzen des Standardterms f¨ ur ψ(α(x)) in ψ(α(x)) hervor.
Dann ist χ Fixpunkt; denn es gilt Φ ⊢ α(⌈ψ(α(x))⌉) ≡ ⌈ψ(α(⌈ψ(α(x))⌉))⌉
und damit – nach Einsetzen von α(⌈ψ(α(x))⌉) und ⌈χ⌉ = ⌈ψ(α(⌈ψ(α(x))⌉))⌉
in ψ(x) – Φ ⊢ ψ(α(⌈ψ(α(x))⌉)) ↔ ψ(⌈χ⌉), woraus nach der Deﬁnition von χ
die Fixpunkteigenschaft folgt: Φ ⊢ χ ↔ ψ(⌈χ⌉).
S sei im Folgenden h¨ ochstens abz¨ ahlbar und ⌈ ⌉ : {ϕ|ϕ ist S-Formel} → N sei
eine eﬀektive G¨ odelisierung.27
Satz 1.8. Φ erlaube Repr¨ asentierungen bez¨ uglich Funktionen. Dann gibt es
zu jeder S[v0]-Formel ψ(x) einen Fixpunkt, d.h. einen S-Satz χ, so dass
Φ ⊢ χ ↔ ψ(⌈χ⌉).
Beweis. f : N → N sei gegeben durch
f(n) =
 
⌈ϕ(n)⌉, falls n = ⌈ϕ(x)⌉ f¨ ur eine S[v0]-Formel ϕ(x)
0, sonst.
f ist berechenbar und damit in Φ repr¨ asentierbar. Aus dem Fixpunktsatz folgt
die Behauptung.
25Der Fixpunktsatz ﬁndet sich in dieser Form z.B. in Ebbinghaus u.a. (1992), S. 212.
Explizit wurde der Fixpunktsatz erstmals von Carnap (Carnap (1934), S. 90-92) formuliert
und mit Hilfe von G¨ odels unentscheidbarem Satz bewiesen. Vgl. Kahle (2007), S. 6 und Kleene
(1986), S. 134 Fußnote h.
26Es wird nur die eine Richtung der ¨ Aquivalenz dieser Voraussetzung verwendet: Wenn
f(n0,...,nr−1) = nr, dann Φ ⊢ t(n0,...,nr−1) ≡ nr.
27Die Abbildung von der Menge der Formeln in die nat¨ urlichen Zahlen ist injektiv, bere-
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1.3.2 Der Satz von Tarski
Deﬁnition 1.9. a) Eine Relation R ⊆ Nr+1 heißt repr¨ asentierbar in Φ gdw. es
eine S[v0,...,vr]-Formel ϕ(x0,...,xr) gibt, so dass f¨ ur alle n0,...,nr ∈ N:
(n0,...,nr) ∈ R gdw. Φ ⊢ ϕ(n0,...,nr).
b) Eine Relation R ⊆ Nr+1 heißt stark repr¨ asentierbar in28 Φ gdw. es eine
S[v0,...,vr]-Formel ϕ(x0,...,xr) gibt, s.d. f¨ ur alle n0,...,nr ∈ N:29
(n0,...,nr) ∈ R gdw. Φ ⊢ ϕ(n0,...,nr),
(n0,...,nr)  ∈ R gdw. Φ ⊢ ¬ϕ(n0,...,nr).
ϕ(x0,...,xr) repr¨ asentiert R in Φ (stark).
Φ erlaubt Repr¨ asentierungen bez¨ uglich Relationen gdw. alle entscheidbaren Re-
lationen ¨ uber N in Φ stark repr¨ asentierbar sind.
Die Symbolmenge SAr sei deﬁniert als SAr := {0,1,+, }, wobei 0,1 Objektkon-
stanten und +,  zweistellige Funktionskonstanten seien. N sei die SAr-Struktur
(N,0N,1N,+N, N). F¨ ur n ∈ N sei n der Standardterm f¨ ur n aus den SAr-Termen.
Satz 1.10. Th(N) erlaubt Repr¨ asentierungen (bez¨ uglich Funktionen und Rela-
tionen).
Satz 1.11 (Satz von Tarski). Es gibt keine SAr[v0]-Formel w(x), so dass f¨ ur
alle SAr-S¨ atze ϕ gilt
N |= ϕ ↔ w(⌈ϕ⌉).
Beweis. w(x) sei eine SAr[v0]-Formel, so dass f¨ ur alle SAr-S¨ atze ϕ gilt N |=
ϕ ↔ w(⌈ϕ⌉). Dann gibt es einen Fixpunkt χ der Negation ¬w(x) von w(x); es
28Eine ¨ Ubertragung des Begriﬀs der starken Repr¨ asentierbarkeit auf Funktionen k¨ onnte
erreicht werden, indem zu den Bedingungen der Repr¨ asentierbarkeit von Funktionen hinzu-
gef¨ ugt wird, dass die Menge der nat¨ urlichen Zahlen, auf denen die partielle Funktion nicht
deﬁniert ist, repr¨ asentierbar ist. F¨ ur totale Funktionen f¨ allt damit der Begriﬀ der starken
Repr¨ asentierbarkeit mit dem der einfachen Repr¨ asentierbarkeit zusammen.
29Die Richtung “Wenn Φ ⊢ ¬ϕ(n0,...,nr), dann (n0,...,nr)  ∈ R.” folgt, falls Φ wider-
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gilt also N |= χ ↔ ¬w(⌈χ⌉). Nach Einsetzen von χ f¨ ur ϕ ergibt sich
N |= ¬w(⌈χ⌉) ↔ w(⌈χ⌉) und damit
N |= w(⌈χ⌉) ∧ ¬w(⌈χ⌉)
Widerspruch.
Die hier angegebene Formulierung des Satzes und des Beweises entspricht in ih-
ren wesentlichen Schritten der urspr¨ unglichen Fassung Tarskis.30 In dieser wird
gezeigt, dass ein ad¨ aquater Wahrheitsbegriﬀ f¨ ur eine Objektsprache nicht in
einer Metasprache deﬁniert werden kann, die die gleiche Stufe wie die Objekt-
sprache hat. Tarski bezieht sich an dieser Stelle auf eine Sprache h¨ oherer Stufe
ohne Konstanten, die ¨ uber einem unendlichen Universum interpretiert ist.31
Sp¨ ater zeigt Tarski, dass sich in einer erweiterten Sprache ein Wahrheitsbegriﬀ
f¨ ur die (nicht erweiterte) Sprache gem¨ aß der Wahrheitskonvention deﬁnieren
l¨ asst.32 Auf dieser Basis kann die folgende Form des Satzes formuliert werden.
Sie ist eine metasprachliche Variante.
Satz 1.12. Die Menge der G¨ odelnummern von S¨ atzen aus Th(N) ist nicht
repr¨ asentierbar in Th(N). Genauer gibt es sogar kein Wahrheitspr¨ adikat f¨ ur
N, d.h. es gibt keine SAr[v0]-Formel w(x), so dass f¨ ur alle SAr-S¨ atze ϕ gilt:
N |= ϕ gdw. N |= w(⌈ϕ⌉).
30 Siehe Tarski (1935), S. 522 ﬀ. Tarski verweist an dieser Stelle in Fußnote 88 und im
Nachwort, S. 543 ﬀ. darauf, dass er die Methode des Beweises, insbesondere der Konstruktion
des Fixpunktes, dem Beweis G¨ odels f¨ ur dessen ersten Unvollst¨ andigkeitssatz entnommen hat.
Ein Unterschied zwischen Tarskis Originalfassung und der hier gegebenen ist, dass statt der
direkten Selbsteinsetzung des Standardterms einer SAr[v0]-Formel in sich, also der Funktion
f im Fixpunktsatz, eine etwas andere Funktion gew¨ ahlt wird, die f¨ ur den hier interessanten
ersten Fall so wiedergegeben werden kann (andere F¨ alle werden hier einfach auf 0 abgebildet):
f′(n) :=
 
⌈
 
v0(v0 ≡ ⌈ϕ(x)⌉ ∧ ϕ(v0))⌉, falls n = ⌈ϕ(x)⌉ f¨ ur eine S[v0]-Formel ϕ(x)
0, sonst.
Der Fixpunktsatz kann jedoch fast analog bewiesen werden. Der SAr[v0]-Term α′(x) repr¨ asen-
tiere f′ in N. Dann ergibt sich als Fixpunkt der SAr-Satz
 
v0(v0 ≡ ⌈ψ(α′(x)⌉ ∧ ψ(α′(v0))),
denn es gilt
N |=
 
v0(v0 ≡ ⌈ψ(α′(x)⌉ ∧ ψ(α′(v0))) ↔ ψ(α′(⌈ψ(α′(x))⌉)) und
N |= ψ(α′(⌈ψ(α′(x))⌉)) ↔ ψ(⌈
 
v0(v0 ≡ ⌈ψ(α′(x)⌉ ∧ ψ(α′(v0)))⌉).
31Zur Analyse der Form des urspr¨ unglichen Beweises vgl. Abschnitt 2.1 der vorliegenden
Arbeit.
32Tarski (1935), S. 542.34 Kapitel 1. Antinomien und S¨ atze der Logik
Der Satz folgt sofort aus Satz 1.11, da von einem klassischen Logiksystem aus-
gegangen wird. Da sp¨ ater in der abstrakten Form in Satz 2.10 ein klassisches
Logiksystem nicht mehr vorausgesetzt wird, wird hier der ¨ Ubersicht halber der
Beweis noch einmal gef¨ uhrt:
Beweis. w(x) sei eine SAr[v0]-Formel, so dass f¨ ur alle SAr-S¨ atze ϕ gilt: N |=
ϕ gdw. N |= w(⌈ϕ⌉). Nach dem Fixpunktsatz gibt es einen Fixpunkt χ der
Negation ¬w(x) von w(x); es gilt also N |= χ ↔ ¬w(⌈χ⌉). Damit gilt auch:
N |= χ gdw. N |= ¬w(⌈χ⌉). Nach Einsetzen von χ f¨ ur ϕ ergibt sich:
N |= ¬w(⌈χ⌉) gdw. N |= w(⌈χ⌉), und damit:
N |= w(⌈χ⌉) und N |= ¬w(⌈χ⌉).
Widerspruch.
Als Parallele zu den Antinomien von Grelling und Richard und im Hinblick auf
die abstrakte Formulierung in Satz 2.10 werden hier zwei weitere Varianten des
Satzes von Tarski mit Beweis dargestellt. Ausgangspunkt ist hier nicht mehr
ein objektsprachlicher Wahrheitsbegriﬀ bzw. ein Wahrheitspr¨ adikat, sondern
ein objektsprachlicher Falschheitsbegriﬀ bzw. ein Falschheitspr¨ adikat. In diesen
Varianten werden ¨ Aquivalenz und Negation einmal objektsprachlich und ein-
mal metasprachlich wiedergegeben. Die eine Variante bezieht sich also auf die
objektsprachliche Negation von S¨ atzen und die andere auf die Nicht-Wahrheit
von S¨ atzen. Beide Teile folgen sofort aus dem Satz von Tarski, da hier von ei-
nem klassischen Logiksystem ausgegangen wird, ¨ Aquivalenz und Negation also
denen der Metasprache entsprechen.
Satz 1.13. a) Es gibt keine SAr[v0]-Formel f(x), so dass f¨ ur alle SAr-S¨ atze ϕ
gilt
N |= ¬ϕ ↔ f(⌈ϕ⌉).
b) Die Menge der G¨ odelnummern von S¨ atzen aus {ϕ|N  |= ϕ} ist nicht re-
pr¨ asentierbar in Th(N). Genauer gibt es sogar keine SAr[v0]-Formel f(x), so
dass f¨ ur alle SAr-S¨ atze ϕ gilt:
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Beweis. Zu a) f(x) sei eine SAr[v0]-Formel, so dass f¨ ur alle SAr-S¨ atze ϕ gilt
N |= ¬ϕ ↔ f(⌈ϕ⌉). Dann gibt es einen Fixpunkt χ von f(x); es gilt also
N |= χ ↔ f(⌈χ⌉) und N |= ¬χ ↔ ¬f(⌈χ⌉). Nach Einsetzen von χ f¨ ur ϕ ergibt
sich
N |= f(⌈χ⌉) ↔ ¬f(⌈χ⌉) und damit
N |= f(⌈χ⌉) ∧ ¬f(⌈χ⌉)
Widerspruch.
Zu b) f(x) sei eine SAr[v0]-Formel, so dass f¨ ur alle SAr-S¨ atze ϕ gilt: N  |=
ϕ gdw. N |= f(⌈ϕ⌉). Dann gibt es einen Fixpunkt χ von f(x), es gilt also
N |= χ ↔ f(⌈χ⌉). Damit gilt auch: N  |= χ gdw. N  |= f(⌈χ⌉). Nach Einsetzen
von χ f¨ ur ϕ ergibt sich:
N |= f(⌈χ⌉) gdw. N  |= f(⌈χ⌉), und damit:
N |= f(⌈χ⌉) und N  |= f(⌈χ⌉).
Widerspruch.
Allgemeiner l¨ asst sich Satz 1.12 wie im folgenden Satz formulieren. Eine analoge
Verallgemeinerung ist nat¨ urlich auch f¨ ur die drei genannten Varianten m¨ oglich.
Satz 1.14. S sei eine h¨ ochstens abz¨ ahlbare Symbolmenge, die die Symbolmen-
ge SN enth¨ alt, und A sei eine S-Struktur. Th(A) erlaube Repr¨ asentierungen
bez¨ uglich Funktionen. Dann ist die Menge der G¨ odelnummern von S¨ atzen aus
Th(A) nicht repr¨ asentierbar in Th(A). Genauer gibt es sogar kein Wahrheits-
pr¨ adikat f¨ ur A, d.h. es gibt keine S[v0]-Formel w(x), so dass f¨ ur alle S-S¨ atze ϕ
gilt: A |= ϕ gdw. A |= w(⌈ϕ⌉).
Beweis. Siehe den Beweis zu Satz 1.11.
Der Satz von Tarski beantwortet grob gesagt die Frage nach der Ausdr¨ uckbar-
keit der semantischen Zuordnung des Wahrheitswertes eines Satzes zu diesem
Satz als Pr¨ adikat der Sprache. Und zwar beantwortet er sie negativ. Ein ent-
sprechender Satz, der sich auf die Ausdr¨ uckbarkeit der semantischen Zuordnung
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als einstelliger Term der Sprache bezieht und der wiederum diese Ausdr¨ uckbar-
keit als nicht m¨ oglich darstellt, ist der nun folgende Satz. Er wird dem Satz
von Tarski entsprechend in vier Versionen dargestellt. Auch f¨ ur die Antinomien
k¨ onnen analog “Term”-Versionen formuliert werden. Dies geschieht in Abschnitt
2.4. Zun¨ achst folgt ein dem Fixpunktsatz entsprechendes Lemma. Alle S¨ atze
werden der K¨ urze halber nur f¨ ur die Symbolmenge SAr und die SAr-Struktur N
angegeben.33
Lemma 1.15. 34 Zu jedem SAr[v0]-Term t(x) gibt es einen Fixpunkt, d.h. einen
SAr-Term u mit Th(N) ⊢ u ≡ t(⌈u⌉).
Beweis. Da ⌈ ⌉ eine eﬀektive G¨ odelisierung ist, ist die Abbildung f : N → N,
die gegeben ist durch
f(n) =
 
⌈t(n)⌉, falls n = ⌈t(x)⌉ f¨ ur einen SAr[v0]-Term t(x)
0, sonst,
berechenbar. Da Th(N) Repr¨ asentierungen erlaubt, gibt es einen SAr[v0]-
Term α(x), der f repr¨ asentiert. Dann gilt f¨ ur alle SAr[v0]-Terme t(x):
Th(N) ⊢ α(⌈t(x)⌉) ≡ ⌈t(⌈t⌉)⌉. Ein Fixpunkt der gesuchten Art ist der SAr-
Term t(α(⌈t(α(x))⌉)). Denn es gilt Th(N) ⊢ α(⌈t(α(x))⌉) ≡ ⌈t(α(⌈t(α(x))⌉))⌉,
und damit Th(N) ⊢ t(α(⌈t(α(x))⌉)) ≡ t(⌈t(α(⌈t(α(x))⌉))⌉).
Satz 1.16. a) Es gibt keinen SAr[v0]-Term s(x), so dass f¨ ur alle SAr-Terme t
gilt
N |= t ≡ s(⌈t⌉).
b) Die partielle Funktion f : N → N, die gegeben ist durch
f(n) = jN(t), falls n = ⌈t⌉ f¨ ur einen SAr-Term t
ist nicht repr¨ asentierbar in Th(N). Genauer gibt es sogar keinen Inter-
pretationsterm f¨ ur N, d.h. es gibt keinen SAr[v0]-Term s(x), so dass f¨ ur alle
33Zum Satz von Tarski f¨ ur Terme vgl. Hilbert u. Bernays (1939), S. 263-278.
34Das Lemma l¨ asst sich folgendermaßen ohne Termschreibweise der repr¨ asentieren-
den Formel formulieren und beweisen: Zu jeder SAr[v0,v1]-Formel ϕ(x0,x1), so dass
Th(N) ⊢
  .
x1ϕ(n,x1) f¨ ur alle n ∈ N, gibt es einen Fixpunkt, d.h. eine SAr[v1]-Formel
χ(x) mit Th(N) ⊢
  .
xχ(x) und Th(N) ⊢
 
x : χ(x) → ϕ(⌈χ(x)⌉,x). Beweis: α(x0,x1) re-
pr¨ asentiere die Abbildung f, ¨ ubertragen auf die Selbsteinsetzung von SAr[v0,v1]-Formeln.
Dann ist
 
z : α(⌈
 
zα(x0,z) → ϕ(z,x1)⌉,z) → ϕ(z,x1) Fixpunkt; denn es gilt Th(N) ⊢
 
z :
α(⌈
 
zα(x0,z) → ϕ(z,x1)⌉,z) ↔ z ≡ ⌈
 
z : α(⌈
 
zα(x0,z) → ϕ(z,x1)⌉,z) → ϕ(z,x1)⌉.1.3. Der Satz von Tarski, Unvollst¨ andigkeit und Unentscheidbarkeit 37
SAr-Terme t gilt:
F¨ ur alle q ∈ N : N |= t ≡ q gdw. N |= s(⌈t⌉) ≡ q.
c) Es gibt keinen SAr[v0]-Term r(x), so dass f¨ ur alle SAr-Terme t gilt
N |= t + 1 ≡ r(⌈t⌉).
d) Die Funktion f : N → N, die gegeben ist durch
f(n) = jN(t) + 1, falls n = ⌈t⌉ f¨ ur einen SAr-Term t,
ist nicht repr¨ asentierbar in Th(N). Genauer gibt es sogar keinen SAr[v0]-Term
r(x), so dass f¨ ur alle SAr-Terme t gilt:35
F¨ ur alle q ∈ N : N |= t ≡ q gdw. N |= r(⌈t⌉) ≡ q + 1.
Beweis. Zu a) s(x) sei ein solcher SAr[v0]-Term, so dass f¨ ur alle SAr-Terme t
gilt N |= t ≡ s(⌈t⌉). s+(x) sei der SAr[v0]-Term s(x) + 1. Dann gibt es einen
Fixpunkt u von s+(x); es gilt also N |= u ≡ s+(⌈u⌉). Nach Einsetzen von u f¨ ur
t ergibt sich
N |= s
+(⌈u⌉) ≡ s(⌈u⌉).
Widerspruch.
Zu b) s(x) sei ein solcher SAr[v0]-Term, so dass f¨ ur alle SAr-Terme t gilt: F¨ ur
alle q ∈ N: N |= t ≡ q gdw. N |= s(⌈t⌉) ≡ q. s+(x) sei der SAr[v0]-Term s(x)+1.
Dann gibt einen Fixpunkt u von s+(x); es gilt also N |= u ≡ s+(⌈u⌉). Damit
gilt auch: F¨ ur alle q ∈ N: N |= u ≡ q gdw. N |= s+(⌈u⌉) ≡ q. Nach Einsetzen
von u f¨ ur t ergibt sich:
F¨ ur alle q ∈ N : N |= s+(⌈u⌉) ≡ q gdw. N |= s(⌈u⌉) ≡ q.
Widerspruch.
Zu c) r(x) sei ein solcher SAr[v0]-Term, so dass f¨ ur alle SAr-Terme t gilt N |=
t + 1 ≡ r(⌈t⌉). Dann gibt es einen Fixpunkt u von r(x); es gilt also N |= u ≡
35q + 1 ist der Standardterm f¨ ur q + 1 aus den SN-Termen.38 Kapitel 1. Antinomien und S¨ atze der Logik
r(⌈u⌉) und N |= u + 1 ≡ r(⌈u⌉) + 1. Nach Einsetzen von u f¨ ur t ergibt sich
N |= r(⌈u⌉) ≡ r(⌈u⌉) + 1.
Widerspruch.
Zu d) r sei ein solcher SAr[v0]-Term, so dass f¨ ur alle SAr-Terme t gilt: F¨ ur alle
q ∈ N: N |= t ≡ q + 1 gdw. N |= r(⌈t⌉) ≡ q. Dann gibt es einen Fixpunkt
u von r(x); es gilt also N |= u ≡ r(⌈u⌉). Damit gilt auch: F¨ ur alle q ∈ N:
N |= u ≡ q gdw. N |= r(⌈u⌉) ≡ q. Nach Einsetzen von u f¨ ur t ergibt sich:
F¨ ur alle q ∈ N : N |= r(⌈u⌉) ≡ q + 1 gdw. N |= r(⌈u⌉) ≡ q.
Widerspruch.
1.3.3 Die G¨ odelschen Unvollst¨ andigkeitss¨ atze
Zun¨ achst wird die Form des ersten Unvollst¨ andigkeitssatzes hergeleitet, die
Tarski36 entwickelt. Diese Version des Unvollst¨ andigkeitssatzes kann als seman-
tisch bezeichnet werden, da sie auf dem semantischen Begriﬀ der Wahrheit in
einer Struktur aufbaut. In der vorliegenden Darstellung liegt der Schwerpunkt
darauf, zu zeigen, in welcher Art diese Form des Unvollst¨ andigkeitssatzes und
Tarskis Beweis hierf¨ ur auf dem Satz von Tarski als Grundger¨ ust beruhen.
Im Anschluss wird die Form des ersten Unvollst¨ andigkeitssatzes hergeleitet, die
G¨ odel37 selbst entwickelt. Genauer geht es in diesem Abschnitt um die rein
syntaktische Form des Satzes, die in der zitierten Arbeit von G¨ odel ausf¨ uhrlich
dargestellt wird.38 In derselben Arbeit gibt G¨ odel auch eine semantische Form
des Unvollst¨ andigkeitssatzes an, die er informell zu Beginn beweist.39 Auf diese
Form und G¨ odels Beweis hierf¨ ur wird erst in Abschnitt 2.1 eingegangen. Als
Beweis f¨ ur die syntaktische Form des Unvollst¨ andigkeitssatzes wird ein Beweis
angegeben, der den Fixpunktsatz verwendet. Auf G¨ odels Originalbeweis, der
sich nicht explizit auf eine Fixpunktkonstellation bezieht wie sie im Fixpunkt-
satz der vorliegenden Arbeit auftritt, wird ebenfalls erst in Abschnitt 2.1 n¨ aher
36Vgl. Tarski (1935).
37Vgl. G¨ odel (1931).
38G¨ odel (1931), S. 187 ﬀ.
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eingegangen. Es folgt der auf G¨ odels Satz aufbauende Unvollst¨ andigkeitssatz
von Rosser. Ziel ist es, zu zeigen, in welcher Art diese S¨ atze bzw. ihre Beweise
auf einem Grundger¨ ust beruhen, das eine syntaktische Parallele zum Satz von
Tarski bzw. Satz 1.12 ist.
Die Beweise werden jeweils nur so weit dargestellt, wie dies f¨ ur dieses Ziel er-
forderlich ist. Von den Eigenschaften des Grundger¨ usts wird dann im sp¨ ateren
Abschnitt 2.1 so abstrahiert, dass auch die L¨ ugner-Antinomie, die Antinomien
von Grelling und Richard und die Beweise des Unentscheidbarkeitssatzes von
der Abstraktion umfasst werden.
Lemma 1.17. Zu jeder aufz¨ ahlbaren Menge M ⊆ N gibt es eine SAr[v0,v1]-
Formel ϕ(x,y), s.d. f¨ ur alle n ∈ N: n ∈ M gdw. N |=
 
xϕ(x,n).
Beweis. Zu jeder aufz¨ ahlbaren Menge M ⊆ N und jedem Aufz¨ ahlungsverfahren
ist die zweistellige Relation RM ¨ uber N, die gegeben ist durch
RM := {(n1,n2)|n2 steht an der Stelle n1 der Aufz¨ ahlung von M},
entscheidbar. Nach Satz 1.10 gibt es also eine SAr[v0,v1]-Formel ϕ(x,y), die RM in
Th(N) repr¨ asentiert. Damit gilt f¨ ur alle n ∈ N: n ∈ M gdw. N |=
 
xϕ(x,n).
S sei im Folgenden eine h¨ ochstens abz¨ ahlbare Symbolmenge, die die Symbol-
menge SN enth¨ alt, und A sei eine S-Struktur.
Deﬁnition 1.18. Eine Menge von S- S¨ atzen Φ heißt ω-widerspruchsfrei gdw.
f¨ ur jede S[v0]-Formel ϕ(x) gilt: Wenn Φ ⊢ ¬ϕ(n) f¨ ur alle n ∈ N, dann Φ  ⊢  
xϕ(x).
Lemma 1.19. Th(A) sei ω-widerspruchsfrei und erlaube Repr¨ asentierungen.
Dann gibt es zu jeder aufz¨ ahlbaren Menge M nat¨ urlicher Zahlen eine S[v0,v1]-
Formel ϕ(x,y), s.d. f¨ ur alle n ∈ N: n ∈ M gdw. A |=
 
xϕ(x,n).
Beweis. Siehe den Beweis zu Lemma 1.17.
Um nach dem Satz von Tarski (in der metasprachlichen Variante in Satz
1.12) bzw. Satz 1.14 zu einem Widerspruch zu kommen, gen¨ ugt also schon40 Kapitel 1. Antinomien und S¨ atze der Logik
die Aufz¨ ahlbarkeit von Th(N) bzw. Th(A) (die zu ihrer Entscheidbarkeit ¨ aqui-
valent ist40). Damit sind Th(N) und Th(A) als Theorien erster Stufe nicht
axiomatisierbar (aus der semantischen Vollst¨ andigkeit von ⊢ erg¨ abe sich die
Aufz¨ ahlbarkeit von Th(N) bzw. Th(A)). Als Theorie h¨ oherer Stufe ist Th(N)
axiomatisierbar, woraus folgt, dass die Logik h¨ oherer Stufe semantisch unvoll-
st¨ andig ist. Unabh¨ angig von der Stufe l¨ asst sich dies auch folgendermaßen aus-
dr¨ ucken: F¨ ur jede aufz¨ ahlbare Menge von SAr- bzw. S-S¨ atzen Φ gilt: Wenn
Φ⊢ ⊆ Th(N) bzw. Φ⊢ ⊆ Th(A), dann Φ⊢  = Th(N) bzw. Φ⊢  = Th(A). Eine
aufz¨ ahlbare Menge von in N bzw. A wahren SAr- bzw. S-S¨ atzen ist also nie
syntaktisch vollst¨ andig. Dies ist die Folgerung, die in Tarski (1935), S. 527 f.
gezogen wird.
Nach dem Satz von Tarski (Satz 1.12) bzw. Satz 1.14 gibt es zwar kein Wahr-
heitspr¨ adikat f¨ ur N bzw. A, aus Lemma 1.17 ergibt sich jedoch, dass es ein
Ableitbarkeitspr¨ adikat f¨ ur jede aufz¨ ahlbare Menge von S′-S¨ atzen einer abz¨ ahl-
baren Symbolmenge S′ gibt. Dies wird in Lemma 1.20 dargestellt. Wendet man
nun den Beweis des Satzes von Tarski (Satz 1.12) bzw. den Beweis von Satz
1.14 auf ein solches Ableitbarkeitspr¨ adikat, f¨ ur eine aufz¨ ahlbare Menge Φ von in
N bzw. A wahren SAr- bzw. S-S¨ atzen, als potenzielles Wahrheitspr¨ adikat an,
erh¨ alt man speziell den Satz ¬
 
xbewΦ(x,α(⌈¬
 
xbewΦ(x,α(y))⌉)) als nicht
aus Φ ableitbaren, jedoch in N bzw. A wahren Satz. Hierbei sei bewΦ(x,y) eine
SAr- bzw. S-Formel, die die Relation “n2 steht an der Stelle n1 einer Aufz¨ ahlung
von Φ⊢” in Th(N) bzw. Th(A) repr¨ asentiert. Dies wird in Satz 1.21 bzw. Satz
1.22 dargestellt. Satz 1.21 bzw. Satz 1.22 entsprechen der Version des ersten
G¨ odelschen Unvollst¨ andigkeitssatzes, die Tarski im Nachwort zu Tarski (1935),
S. 543 f. beweist.
Lemma 1.20. Φ sei eine aufz¨ ahlbare Menge von S′-S¨ atzen. Dann gibt es ein
Ableitbarkeitspr¨ adikat
 
xbewΦ(x,y) mit einer SAr[v0,v1]-Formel bewΦ(x,y), d.h.
es gilt f¨ ur jeden S′-Satz ϕ: ϕ ist aus Φ ableitbar gdw. N |=
 
xbewΦ(x,⌈ϕ⌉).
Beweis. Da Φ aufz¨ ahlbar ist, ist die Menge der aus Φ ableitbaren S′-S¨ atze
aufz¨ ahlbar. Die Aussage folgt also aus Lemma 1.17.41
40Die ¨ Uberlegungen dieses Absatzes sind daher von Lemma 1.17 bzw. Lemma 1.19 un-
abh¨ angig.
41 Nach dem Beweis zu Lemma 1.17 ergibt sich das Ableitbarkeitspr¨ adikat
 
xbewΦ(x,y)
aus der SAr[v0,v1]-Formel bewΦ(x,y), die eine entscheidbare Relation in Th(N) repr¨ asentiert:
Eine feste Aufz¨ ahlung der Ableitungen von S′-S¨ atzen aus S¨ atzen aus Φ sei gegeben. Dann1.3. Der Satz von Tarski, Unvollst¨ andigkeit und Unentscheidbarkeit 41
Satz 1.21. Zu jeder aufz¨ ahlbaren Menge Φ von in N wahren SAr-S¨ atzen ist
χ := ¬
 
xbewΦ(x,α(⌈¬
 
xbewΦ(x,α(y))⌉)) ein unentscheidbarer SAr-Satz: Φ  ⊢
χ und Φ  ⊢ ¬χ. Ferner gilt N |= χ.
Beweis. Es gibt kein Wahrheitspr¨ adikat, da sich ansonsten ein Widerspruch
durch die Existenz eines Fixpunkts zur Verneinung des Wahrheitspr¨ adika-
tes erg¨ abe. Die Herleitung dieses Widerspruchs wird nun ¨ ubertragen auf  
xbewΦ(x,y) in der Rolle eines m¨ oglichen Wahrheitspr¨ adikats. χ sei der
nach dem Beweis des Fixpunktsatzes konstruierte Fixpunkt zu ¬
 
xbewΦ(x,y).
W¨ are
 
xbewΦ(x,y) ein Wahrheitspr¨ adikat, w¨ urde also insbesondere gelten:
N |= χ gdw. N |=
 
xbewΦ(x,⌈χ⌉), so erg¨ abe sich aus der Fixpunkteigen-
schaft42 der Widerspruch: N |=
 
xbewΦ(x,⌈χ⌉) gdw. N |= ¬
 
xbewΦ(x,⌈χ⌉).
Aus der Deﬁnition von
 
xbewΦ(x,y) folgt jedoch nur:
Wenn N |=
 
xbewΦ(x,⌈χ⌉), dann N |= ¬
 
xbewΦ(x,⌈χ⌉).
Hieraus ergibt sich N  |=
 
xbewΦ(x,⌈χ⌉). Und da dies N |= ¬
 
xbewΦ(x,⌈χ⌉)
impliziert, folgt ¨ uber die Fixpunkteigenschaft N |= χ. Damit gilt Φ  ⊢ χ und
Φ  ⊢ ¬χ.
Der nach dem Beweis des Fixpunktsatzes konstruierte Fixpunkt χ ist genau
¬
 
xbewΦ(x,α(⌈¬
 
xbewΦ(x,α(y))⌉)).
Satz 1.22. Th(A) sei ω-widerspruchsfrei. Th(A) erlaube Repr¨ asentierungen.
Zu jeder aufz¨ ahlbaren Menge Φ von in A wahren S-S¨ atzen ist
χ := ¬
 
xbewΦ(x,⌈¬
 
xbewΦ(x,y)⌉) ein unentscheidbarer S-Satz: Φ  ⊢ χ und
Φ  ⊢ ¬χ. Ferner gilt A |= χ.
Beweis. Siehe den Beweis zu Satz 1.21.
Im Folgenden geht es um den Unentscheidbarkeitssatz nach Rosser, G¨ odels syn-
taktische Form des Unvollst¨ andigkeitssatzes und den darauf aufbauenden Satz
von Rosser. Hierzu wird zun¨ achst der Satz von Tarski auf die Ableitbarkeitsre-
lation an Stelle der Wahrheitsrelation ¨ ubertragen.
gibt es eine SAr[v0,v1]-Formel bewΦ(x,y), s.d. f¨ ur alle n1,n2 ∈ N gilt: Die n1-te Ableitung
aus S¨ atzen aus Φ ist eine Ableitung des S′-Satzes mit der G¨ odelnummer n2 gdw. N |=
bewΦ(n1,n2).
42N |= χ ↔ ¬
 
xbewΦ(x,⌈χ⌉)42 Kapitel 1. Antinomien und S¨ atze der Logik
Die Menge PA bestehe aus folgenden SAr-S¨ atzen:
-
 
x : x + 1  ≡ 0
-
 
xy : x + 1 ≡ y + 1 → x ≡ y
- f¨ ur alle ϕ(x) ∈ SAr[v0]⊇ mit genau den weiteren freien Variablen y0,...,yn
der Satz
 
y0...yn : ϕ(0) ∧
 
x(ϕ(x) → ϕ(x + 1)) →
 
xϕ(x)
-
 
x : x + 0 ≡ x
-
 
xy : x + (y + 1) ≡ (x + y) + 1
-
 
x : x   0 ≡ 0
-
 
xy : x   (y + 1) ≡ x   y + x
PA ist damit ein Axiomensystem f¨ ur die Peano-Arithmetik erster Stufe.43
S sei im Folgenden eine h¨ ochstens abz¨ ahlbare Symbolmenge, die die Symbol-
menge SAr enth¨ alt. PA sei ab jetzt eine widerspruchsfreie Menge von S-S¨ atzen,
die die Menge PA enth¨ alt.44 Dem Satz von Tarski in seinen vier Varianten ent-
spricht Satz 1.24.
Satz 1.23. PA erlaubt Repr¨ asentierungen (bez¨ uglich Funktionen und Relatio-
nen).
Beweis. Siehe Tarski u.a. (1953), S. 56, Theorem 6.
Satz 1.24. a) Wenn die Menge der G¨ odelnummern von S¨ atzen aus PA
⊢ in
PA repr¨ asentierbar ist, genauer gen¨ ugt schon: wenn es eine S[v0]-Formel bew(x)
gibt, so dass f¨ ur alle S-S¨ atze ϕ gilt:
PA ⊢ ϕ gdw. PA ⊢ bew(⌈ϕ⌉),
so gilt f¨ ur jeden Fixpunkt χ der Negation ¬bew(x) von bew(x):
PA  ⊢ bew(⌈χ⌉) und PA  ⊢ ¬bew(⌈χ⌉).
b) Es gibt keine S[v0]-Formel bew(x), so dass f¨ ur alle S-S¨ atze ϕ gilt
PA ⊢ ϕ ↔ bew(⌈ϕ⌉).
43Die folgenden ¨ Uberlegungen lassen sich auch f¨ ur schw¨ achere Systeme wie die Robinson
Arithmetik durchf¨ uhren. Vgl. hierzu Tarski u.a. (1953), S. 56, Theorem 6. G¨ odel selbst f¨ uhrt
die ¨ Uberlegungen f¨ ur ein st¨ arkeres System, die Peano-Arithmetik h¨ oherer Stufe, durch.
44Die Bezeichnung f¨ ur diese Menge ist kursiv im Gegensatz zu der Bezeichnung der Menge
der Peano-Axiome, da es sich nicht um eine feste Menge handelt. “PA” ist also eine Variable.1.3. Der Satz von Tarski, Unvollst¨ andigkeit und Unentscheidbarkeit 43
c) Die Menge der G¨ odelnummern von S-S¨ atzen aus {ϕ|PA  ⊢ ϕ} ist nicht re-
pr¨ asentierbar in PA. Genauer gibt es sogar keine S[v0]-Formel nbew(x)45, so
dass f¨ ur alle S-S¨ atze ϕ gilt:
PA  ⊢ ϕ gdw. PA ⊢ nbew(⌈ϕ⌉).
d) Es gibt keine S[v0]-Formel nbew(x), so dass f¨ ur alle S-S¨ atze ϕ gilt
PA ⊢ ¬ϕ ↔ nbew(⌈ϕ⌉).
Beweis. Zu a) bew(x) sei eine S[v0]-Formel, so dass f¨ ur alle S-S¨ atze
ϕ gilt: PA ⊢ ϕ gdw. PA ⊢ bew(⌈ϕ⌉). χ sei ein Fixpunkt der Negation
¬bew(x) von bew(x); es gilt also PA ⊢ χ ↔ ¬bew(⌈χ⌉). Damit gilt auch:
PA ⊢ χ gdw. PA ⊢ ¬bew(⌈χ⌉). Nach Einsetzen von χ f¨ ur ϕ ergibt sich:
PA ⊢ ¬bew(⌈χ⌉) gdw. PA ⊢ bew(⌈χ⌉), und damit:
PA  ⊢ bew(⌈χ⌉) und PA  ⊢ ¬bew(⌈χ⌉).
Zu b) bew(x) sei eine S[v0]-Formel, so dass f¨ ur alle S-S¨ atze ϕ gilt: PA ⊢
ϕ ↔ bew(⌈ϕ⌉). χ sei ein Fixpunkt der Negation ¬bew(x) von bew(x); es gilt
also PA ⊢ χ ↔ ¬bew(⌈χ⌉). Nach Einsetzen von χ f¨ ur ϕ ergibt sich
PA ⊢ ¬bew(⌈χ⌉) ↔ bew(⌈χ⌉) und damit
PA ⊢ bew(⌈χ⌉) ∧ ¬bew(⌈χ⌉).
Widerspruch.
Zu c) nbew(x) sei eine solche S[v0]-Formel, so dass f¨ ur alle S-S¨ atze ϕ gilt:
PA  ⊢ ϕ gdw. PA ⊢ nbew(⌈ϕ⌉). Dann gibt es einen Fixpunkt χ von nbew(x), es
gilt also PA ⊢ χ ↔ nbew(⌈χ⌉). Damit gilt auch: PA  ⊢ χ gdw. PA  ⊢ nbew(⌈χ⌉).
Nach Einsetzen von χ f¨ ur ϕ ergibt sich:
PA ⊢ nbew(⌈χ⌉) gdw. PA  ⊢ nbew(⌈χ⌉), und damit:
PA ⊢ nbew(⌈χ⌉) und PA  ⊢ nbew(⌈χ⌉).
Widerspruch.
45¨ Uber die S[v0]-Formel nbew(x) ist sonst nichts weiter vorausgesetzt, sie muss also kein
negierter Satz sein. “nbew” soll “nicht-ableitbar” andeuten.44 Kapitel 1. Antinomien und S¨ atze der Logik
Zu d) nbew(x) sei eine S[v0]-Formel, so dass f¨ ur alle S-S¨ atze ϕ gilt
PA ⊢ ¬ϕ ↔ nbew(⌈ϕ⌉). Dann gibt es einen Fixpunkt χ von nbew(x), es gilt
also PA ⊢ χ ↔ nbew(⌈χ⌉) und PA ⊢ ¬χ ↔ ¬nbew(⌈χ⌉). Nach Einsetzen von
χ f¨ ur ϕ ergibt sich
PA ⊢ nbew(⌈χ⌉) ↔ ¬nbew(⌈χ⌉) und damit
PA ⊢ nbew(⌈χ⌉) ∧ ¬nbew(⌈χ⌉).
Widerspruch.
Satz 1.25 (Unentscheidbarkeitssatz nach Rosser). PA
⊢ ist nicht ent-
scheidbar.
Beweis. W¨ are PA
⊢ entscheidbar, so w¨ are die Menge der G¨ odelnummern von
S¨ atzen aus {ϕ|PA  ⊢ ϕ} in PA repr¨ asentierbar, was oben ausgeschlossen wurde
(Satz 1.24 c)).46
Falls PA entscheidbar ist, ist es damit (syntaktisch) unvollst¨ andig. Denn w¨ are
PA vollst¨ andig, so w¨ are PA
⊢ entscheidbar.
Im Anschluss an den Satz von Tarski wird mit einer Art Ann¨ aherung an die
nicht in N repr¨ asentierbare Relation der Wahrheit in N fortgefahren. Dazu
wird eine aufz¨ ahlbare Menge Φ von in N wahren SAr-S¨ atzen und die Menge der
aus ihr ableitbaren S¨ atze betrachtet. Dann wird die Tatsache, dass die Menge
der aus Φ ableitbaren S¨ atze in N repr¨ asentierbar ist, mit dem Satz von Tarski
in Verbindung gebracht. Das Ergebnis ist in Satz 1.21 formuliert. Analog wird
im Folgenden dargestellt, inwiefern die Relation der Ableitbarkeit aus PA in PA
repr¨ asentiert werden kann und wie dies in Verbindung mit Satz 1.24 gebracht
werden kann. Das Ergebnis ist der erste G¨ odelsche Unvollst¨ andigkeitssatz und
die Erg¨ anzung von Rosser. PA sei ab jetzt aufz¨ ahlbar.
Die SAr[v0]-Formel
 
xbewPA(x,y), das Ableitbarkeitspr¨ adikat, erf¨ ullt die folgen-
de Teilbedingung einer Repr¨ asentierung.
Lemma 1.26. F¨ ur alle SAr-S¨ atze ϕ gilt:
Wenn PA ⊢ ϕ, dann PA ⊢
 
xbewPA(x,⌈ϕ⌉).
46Vgl. Rosser (1936), Theorem III. Der Beweis von Rosser ist allerdings etwas anders auf-
gebaut und benutzt die Repr¨ asentierbarkeit der Menge der G¨ odelnummern der ableitbaren
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Beweis. Der Beweis l¨ auft parallel zum Beweis von Lemma 1.20. Da PA Re-
pr¨ asentierungen erlaubt, gibt es eine SAr[v0,v1]-Formel bewPA(x,y), so dass, bei
gegebener Aufz¨ ahlung der Ableitungen von SAr-S¨ atzen aus S¨ atzen aus PA, f¨ ur
alle n1,n2 ∈ N gilt: Die n1-te Ableitung aus S¨ atzen aus PA ist eine Ableitung
des SAr-Satzes mit der G¨ odelnummer n2 gdw. PA ⊢ bewPA(n1,n2). Damit gilt
f¨ ur jeden SAr-Satz ϕ: Wenn PA ⊢ ϕ, dann PA ⊢
 
xbewPA(x,⌈ϕ⌉).
Lemma 1.27. PA ist ω-widerspruchsfrei.
Lemma 1.28. PA sei ω-widerspruchsfrei. Dann gilt f¨ ur alle SAr- S¨ atze ϕ:
PA ⊢ ϕ gdw. PA ⊢
 
xbewPA(x,⌈ϕ⌉).
Beweis. Es gelte PA ⊢
 
xbewPA(x,⌈ϕ⌉). Da PA ω-widerspruchsfrei ist, gibt
es ein n ∈ N mit PA  ⊢ ¬bewPA(n,⌈ϕ⌉). Da bewPA(x,y) die Relation in PA
stark repr¨ asentiert, die angibt, ob die n1-te Ableitung aus S¨ atzen aus PA eine
Ableitung des SAr-Satzes mit der G¨ odelnummer n2 ist, ist die n-te Ableitung
aus S¨ atzen aus PA eine Ableitung des Satzes ϕ. Es gilt also PA ⊢ ϕ. Mit Lemma
1.26 folgt die Behauptung.47
Das Ableitbarkeitspr¨ adikat
 
xbew
R
Φ(x,y) von Rosser f¨ ur eine aufz¨ ahlbare Men-
ge Φ von S-S¨ atzen ist deﬁniert als Entsprechung zum umgangssprachlichen “Es
gibt ein x, so dass die x-te Ableitung aus S¨ atzen aus Φ eine Ableitung des S-
Satzes mit der G¨ odelnummer y ist und alle Ableitungen vor der x-ten keine
Ableitungen des dazu negierten Satzes sind”:48
Deﬁnition 1.29.
bew
R
Φ(x,y) := bewΦ(x,y) ∧
 
z[
 
w(z + w = x) → ¬bewΦ(z,neg(y))],
wobei neg(y) ein SAr[v0]-Term sei, der die berechenbare Funktion, die die G¨ odel-
nummer eines Satzes auf die G¨ odelnummer seiner Negation abbildet, repr¨ asen-
tiert.
47Dies ist zusammen mit dem Beweis von Lemma 1.30 und dem Beweis von Satz 1.31 a)
(zweiter Teil) die einzige Stelle, an der auf den Begriﬀ der starken Repr¨ asentierung Bezug
genommen wird. Mit bewPA(x,y) wird auf eine SAr[v0]-Formel Bezug genommen wird, die die
Relation repr¨ asentiert, die angibt, ob die n1-te Ableitung aus S¨ atzen aus PA eine Ableitung
des SAr-Satzes mit der G¨ odelnummer n2 ist. Gleichzeitig wird ben¨ otigt, dass die Negation
dieser Formel das Komplement der Relation repr¨ asentiert.
48Siehe Rosser (1936), S. 89 f.46 Kapitel 1. Antinomien und S¨ atze der Logik
Es gilt: Φ ⊢ ϕ gdw. N |=
 
xbew
R
Φ(x,⌈ϕ⌉). Dies wird jedoch im Folgenden nicht
benutzt; es wird direkt zur Entsprechung im Beweis des Unvollst¨ andigkeitssatzes
zu Lemma 1.26 und Lemma 1.28 ¨ ubergegangen.
Lemma 1.30. F¨ ur alle S-S¨ atze ϕ gilt:
Wenn PA ⊢ ϕ, dann PA ⊢
 
xbew
R
PA(x,⌈ϕ⌉);
wenn PA ⊢ ¬ϕ, dann PA ⊢ ¬
 
xbew
R
PA(x,⌈ϕ⌉).
Beweis. Teil 1 gilt analog zu Lemma 1.26 bzw. 1.28. Teil 2: ¬ϕ sei ableitbar.
Dann gibt es n ∈ N, so dass PA ⊢ bewPA(n,⌈¬ϕ⌉). F¨ ur alle m < n,m ∈ N gilt
PA ⊢ ¬bewPA(m,⌈ϕ⌉). Und damit PA ⊢ bewPA(x,⌈ϕ⌉) →
 
w(n + w = x).
Also auch PA ⊢ ¬
 
xbew
R
PA(x,⌈ϕ⌉).
Nun wird Satz 1.24 auf
 
xbewPA(x,y) bzw.
 
xbew
R
PA(x,y) angewandt.
Der G¨ odelsatz g¨ oΦ zu einer aufz¨ ahlbaren Menge Φ von S-S¨ atzen sei deﬁniert
als Fixpunkt (als der im Beweis des Fixpunktsatzes konstruierte Fixpunkt) der
Verneinung des Ableitbarkeitspr¨ adikats
 
xbewΦ(x,y). g¨ oΦ ist also der Satz
¬
 
xbewΦ(x,α(⌈¬
 
xbewΦ(x,α(y))⌉)). Und es gilt
PA ⊢ g¨ oPA ↔ ¬
 
xbewPA(x,⌈g¨ oPA⌉). Entsprechend sei auch der G¨ odelsatz g¨ oR
Φ
als Fixpunkt der Verneinung des Ableitbarkeitspr¨ adikats von Rosser deﬁniert.
Satz 1.31 (Der erste G¨ odelsche/Rossersche Unvollst¨ andigkeitssatz).
a) PA  ⊢ ¬
 
xbewPA(x,⌈g¨ oPA⌉), jedoch gilt f¨ ur alle n ∈ N:
PA ⊢ ¬bewPA(n,⌈g¨ oPA⌉).
b)49 PA sei ω-widerspruchsfrei. Dann gilt PA  ⊢
 
xbewPA(x,⌈g¨ oPA⌉) und PA  ⊢
¬
 
xbewPA(x,⌈g¨ oPA⌉).
c) PA  ⊢ ¬¬
 
xbew
R
PA(x,⌈g¨ o
R
PA⌉) und PA  ⊢ ¬
 
xbew
R
PA(x,⌈g¨ o
R
PA⌉).
Beweis. Zu a) Aus der Deﬁnition von
 
xbewPA(x,y) folgt nur die eine Rich-
tung der Voraussetzung in Satz 1.24 a), angewandt auf den Fixpunkt also:
Wenn PA ⊢ g¨ oPA, dann PA ⊢
 
xbewPA(x,⌈g¨ oPA⌉).
49In Ehrenfeucht u. Feferman (1960) wird gezeigt, dass jede aufz¨ ahlbare Menge auch unter
der Bedingung der einfachen Widerspruchsfreiheit in PA repr¨ asentierbar ist. Vorausgesetzt
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Es ergibt sich damit auch nur:
Wenn PA ⊢ ¬
 
xbewPA(x,⌈g¨ oPA⌉), dann PA ⊢
 
xbewPA(x,⌈g¨ oPA⌉);
und damit PA  ⊢ ¬
 
xbewPA(x,⌈g¨ oPA⌉).
Da g¨ oPA Fixpunkt zu ¬
 
xbewPA(x,y) ist, gilt damit auch PA  ⊢ g¨ oPA. Und da
bewPA(x,y) die Relation in PA stark repr¨ asentiert, die angibt, ob die n1-te Ab-
leitung aus S¨ atzen aus PA eine Ableitung des SAr-Satzes mit der G¨ odelnummer
n2 ist, gilt f¨ ur alle n ∈ N
PA ⊢ ¬bewPA(n,⌈g¨ oPA⌉).
Zu b) Da PA ω-widerspruchsfrei ist, gilt nach Lemma 1.28 f¨ ur alle SAr-S¨ atze
ϕ: PA ⊢ ϕ gdw. PA ⊢
 
xbewPA(x,⌈ϕ⌉). Aus Satz 1.24 a) folgt damit PA  ⊢
¬
 
xbewPA(x,⌈g¨ oPA⌉) und PA  ⊢
 
xbewPA(x,⌈g¨ oPA⌉).
Zu c) Parallel zum Beweis zu a) ergibt sich, PA  ⊢ ¬
 
xbew
R
PA(x,⌈g¨ o
R
PA⌉).
Da50 g¨ o
R
PA Fixpunkt zu ¬
 
xbew
R
PA(x,y) ist, gilt auch
PA ⊢ ¬g¨ o
R
PA gdw. PA ⊢ ¬¬
 
xbew
R
PA(x,⌈g¨ o
R
PA⌉).
Nach Lemma 1.30 gilt:
Wenn PA ⊢ ¬g¨ o
R
PA, dann PA ⊢ ¬
 
xbew
R
PA(x,⌈g¨ o
R
PA⌉).
Es ergibt sich also:
Wenn PA ⊢ ¬¬
 
xbew
R
PA(x,⌈g¨ o
R
PA⌉), dann PA ⊢ ¬
 
xbew
R
PA(x,⌈g¨ o
R
PA⌉);
und damit PA  ⊢ ¬¬
 
xbew
R
PA(x,⌈g¨ o
R
PA⌉).
Die Originalformulierung der S¨ atze bei G¨ odel und Rosser ist eine von der obigen
leicht verschiedene. Die Teile a), b) und c) k¨ onnen in einer der Originalformu-
50F¨ ur diesen Teil des Beweises besteht zun¨ achst keine direkte Verbindung zu Satz 1.24. Diese
wird erst in Abschnitt 2.1 hergestellt, indem auch dieser Teil von Satz 1.31 als Spezialfall eines
abstrakten Satzes dargestellt wird. Der Begriﬀ der Repr¨ asentierbarkeit wird dabei erweitert,
so dass von einer Repr¨ asentierbarkeit in der Menge der SAr-S¨ atze ψ mit PA ⊢ ¬ψ gesprochen
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lierung entsprechenden Fassung etwa wie folgt wiedergegeben werden:
a) PA  ⊢ ¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉))51, jedoch gilt f¨ ur alle n ∈ N:
PA ⊢ ¬bewPA(n,α(⌈¬
 
xbewPA(x,α(y))⌉)).
b) PA sei ω-widerspruchsfrei. Dann gilt
PA  ⊢
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)) und
PA  ⊢ ¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)).
c) PA  ⊢ ¬¬
 
xbew
R
PA(x,α(⌈¬
 
xbew
R
PA(x,α(y))⌉)) und
PA  ⊢ ¬
 
xbew
R
PA(x,α(⌈¬
 
xbew
R
PA(x,α(y))⌉)).52
Die Fassungen sind ¨ aquivalent, da
PA ⊢ α(⌈¬
 
xbewPA(x,α(y))⌉) ≡ ⌈¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉))⌉.
Entsprechendes gilt auch f¨ ur den Fall des Ableitbarkeitspr¨ adikats von Rosser.
G¨ odels urspr¨ unglicher Beweis – und damit auch Rossers, der darauf aufbaut –
unterscheidet sich in seiner Struktur leicht von dem obigen. Auf den urspr¨ ung-
lichen Beweis und die Unterschiede zu dem oben gegebenen wird in Abschnitt
2.1 eingegangen.
Satz 1.32 (Der zweite G¨ odelsche Unvollst¨ andigkeitssatz).
Der SAr-Satz konPA sei deﬁniert als konPA := ¬
 
xbewPA(x,⌈
 
yy  = y⌉). Dann
gilt
N |= konPA und PA  ⊢ konPA.
Beweis. 53 Nach Voraussetzung gilt f¨ ur alle SAr-S¨ atze ϕ: Wenn PA ⊢ ϕ, dann
PA ⊢
 
xbewPA(x,⌈ϕ⌉). Der Beweis des Satzes l¨ asst sich darauf aufbauen, dass
bewPA(x,y) so gew¨ ahlt werden kann, dass diese Bedingung und die Regel des
Modus ponens auch aus Sicht von PA gelten. Genauer, dass f¨ ur alle SAr-S¨ atze
ϕ, ψ gilt:
A1: PA ⊢
 
xbewPA(x,⌈ϕ⌉) →
 
xbewPA(x,⌈
 
xbewPA(x,⌈ϕ⌉)⌉),
A2: PA ⊢
 
xbewPA(x,⌈ϕ⌉) ∧
 
xbewPA(x,⌈ϕ → ψ⌉) →
 
xbewPA(x,⌈ψ⌉).
Auf der Basis von PA l¨ asst sich nun der erste Unvollst¨ andigkeitssatz nachvoll-
ziehen.
Nach A1 gilt
PA ⊢
 
xbewPA(x,⌈g¨ oPA⌉) →
 
xbewPA(x,⌈
 
xbewPA(x,⌈g¨ oPA⌉)⌉).
51D.h. PA  ⊢ g¨ oPA.
52D.h. PA  ⊢ g¨ oR
PA und PA  ⊢ ¬g¨ oR
PA.
53Zum Beweis vgl. z.B. Smorynski (1978), S. 825 ﬀ.1.3. Der Satz von Tarski, Unvollst¨ andigkeit und Unentscheidbarkeit 49
Da g¨ oPA Fixpunkt zu ¬
 
xbewPA(x,y) ist, gilt
PA ⊢
 
xbewPA(x,⌈¬
 
xbewPA(x,⌈g¨ oPA⌉) → g¨ oPA⌉).
Und damit nach A2
PA ⊢
 
xbewPA(x,⌈¬
 
xbewPA(x,⌈g¨ oPA⌉)⌉) →
 
xbewPA(x,⌈g¨ oPA⌉)⌉).
Insgesamt erh¨ alt man
PA ⊢
 
xbewPA(x,⌈¬
 
xbewPA(x,⌈g¨ oPA⌉)⌉) →
 
xbewPA(x,⌈
 
xbewPA(x,⌈g¨ oPA⌉)⌉).
Dies entspricht dem Ergebnis des ersten Unvollst¨ andigkeitssatzes auf der Basis
von PA.
Zur besseren ¨ Ubersicht sei “
 
xbewPA(x,⌈g¨ oPA⌉)” abgek¨ urzt durch “ϕ”. Da
PA ⊢
 
xbewPA(x,⌈¬ϕ → (ϕ → ϕ ∧ ¬ϕ)⌉), gilt nach A2 und dem schon Be-
wiesenen: (*) PA ⊢
 
xbewPA(x,⌈¬ϕ⌉) →
 
xbewPA(x,⌈ϕ ∧ ¬ϕ⌉). Also
PA ⊢ ¬
 
xbewPA(x,⌈ϕ ∧ ¬ϕ⌉) → ¬
 
xbewPA(x,⌈¬ϕ⌉).
Auf Grund von A1 gilt PA ⊢
 
xbewPA(x,⌈ϕ ∧ ¬ϕ⌉) →
 
xbewPA(x,⌈
 
yy  =
y⌉) und damit
PA ⊢ ¬
 
xbewPA(x,⌈
 
yy  = y⌉) → ¬
 
xbewPA(x,¬
 
xbewPA(x,⌈g¨ oPA⌉)).
Da PA ⊢ ¬
 
xbewPA(x,⌈¬
 
xbewPA(x,⌈g¨ oPA⌉)⌉) ↔ ¬
 
xbewPA(x,⌈g¨ oPA⌉) und
PA  ⊢ ¬
 
xbewPA(x,⌈g¨ oPA⌉), gilt auch PA  ⊢ konPA.54
Bemerkung. Entsprechend sei kon
R
PA deﬁniert als
54F¨ uhrt man den ersten Unvollst¨ andigkeitssatz an dieser Stelle nicht auf der Grundla-
ge der SAr[v0]-Formel ¬
 
xbewPA(x,y) durch, sondern parallel zur Antinomie von Cur-
ry auf der Grundlage der SAr[v0]-Formel
 
xbewPA(x,y) → ψ, so erh¨ alt man den Satz
von L¨ ob. Dabei sei ψ ein beliebiger SAr-Satz. Statt der Zeile (*) erh¨ alt man n¨ amlich
PA ⊢
 
xbewPA(x,⌈ϕ → ψ⌉) →
 
xbewPA(x,⌈ψ⌉). Und auf Grund der Fixpunkteigenschaft
PA ⊢
 
xbewPA(x,⌈g¨ oPA⌉) →
 
xbewPA(x,⌈ψ⌉). Es gelte die Voraussetzung des Satzes von
L¨ ob: PA ⊢
 
xbewPA(x,⌈ψ⌉) → ψ. Dann gilt PA ⊢
 
xbewPA(x,⌈g¨ oPA⌉) → ψ und damit
PA ⊢
 
xbewPA(x,⌈g¨ oPA⌉) und PA ⊢ ψ, was die Aussage des Satzes von L¨ ob ist. Vgl. Boolos
u. Jeﬀrey (2002), Kap. 16.50 Kapitel 1. Antinomien und S¨ atze der Logik
kon
R
PA := ¬
 
xbew
R
PA(x,⌈
 
yy  = y⌉). Dann gilt PA ⊢ konR
PA.55 Dies macht die
Intensionalit¨ at des 2. Unvollst¨ andigkeitssatzes deutlich.
1.3.4 Das Halteproblem
Der Begriﬀ der Registermaschine sei in einer ¨ ublichen Weise deﬁniert.56 Fer-
ner sei eine eﬀektive G¨ odelisierung57 (⌈ ⌉) von Registermaschinen gegeben. Es
gen¨ ugt hier die Betrachtung von Registermaschinen ¨ uber einem einstelligen Al-
phabet {l}, da berechenbare Funktionen von N nach N dargestellt werden sollen.
Zur Darstellung des Halteproblems gen¨ ugt es ferner, nur Registermaschinen zu
betrachten, die nur ein Eingaberegister und die einzige Ausgabem¨ oglichkeit l
haben. F¨ ur eine solche Registermaschine Q gibt es dann zwei M¨ oglichkeiten:
Angesetzt auf die Eingabe n58 h¨ alt sie entweder mit Ergebnis l an – Bezeich-
nungsweise: Q(n) ֒→ l – oder sie h¨ alt nicht an (liefert kein Ergebnis) – Bezeich-
nungsweise: Q(n)  ֒→ l.59
Deﬁnition 1.33. Eine Relation R ⊆ N heißt repr¨ asentierbar gdw. es eine Re-
gistermaschine Q gibt, so dass f¨ ur alle n ∈ N:
n ∈ R gdw. Q(n) ֒→ l;
Q repr¨ asentiert R.
Satz 1.34 (Unentscheidbarkeit des Halteproblems). 60 Die Menge der
G¨ odelnummern von Registermaschinen Q mit Q(⌈Q⌉)  ֒→ l ist nicht repr¨ asen-
tierbar. Genauer gibt es sogar keine Registermaschine nHalt, so dass f¨ ur alle
Registermaschinen Q gilt:
Q(⌈Q⌉)  ֒→ l gdw. nHalt(⌈Q⌉) ֒→ l.
55Vgl. z.B. Smorynski (1978), S. 841.
56Eine solche Deﬁnition ﬁndet sich z.B. in Ebbinghaus u.a. (1992), S. 180 f.
57Vgl. S. 31.
58F¨ ur n ∈ N sei n die n-gliedrige Zeichenkette, bei der jeder Eintrag l ist.
59¨ Uber den Begriﬀ einer wie oben eingeschr¨ ankten Registermaschine l¨ asst sich der Be-
griﬀ der Aufz¨ ahlbarkeit einf¨ uhren. Es gilt n¨ amlich: F¨ ur jede Registermaschine Q ist {n ∈
N|Q(n) ֒→ l} aufz¨ ahlbar. Umgekehrt gibt es zu jeder aufz¨ ahlbaren Menge M nat¨ urlicher
Zahlen eine solche Registermaschine Q mit M = {n ∈ N|Q(n) ֒→ l}.
60In den hier wesentlichen Schritten entspricht die Fassung dieses Satzes und des folgenden
Beweises der Version in Church (1936), die statt auf dem Begriﬀ der Registermaschine auf
dem λ-Kalk¨ ul von Church als Berechenbarkeitsbegriﬀ basiert.1.3. Der Satz von Tarski, Unvollst¨ andigkeit und Unentscheidbarkeit 51
Eine Formulierung dieses Satzes in Bezug auf die Repr¨ asentierbarkeit der Menge
der G¨ odelnummern von Registermaschinen Q mit Q(⌈Q⌉) ֒→ l ergibt:
Satz 1.35. a) Die Menge der G¨ odelnummern von Registermaschinen Q mit
Q(⌈Q⌉) ֒→ l ist repr¨ asentierbar.
b) Halt repr¨ asentiere die Menge aus a). Dann gilt f¨ ur jede Registermaschi-
ne nHalt, f¨ ur die f¨ ur keinen Eingabewert n sowohl Halt(n) ֒→ l als auch
nHalt(n) ֒→ l gilt:
Halt(⌈nHalt⌉)  ֒→ l und nHalt(⌈nHalt⌉)  ֒→ l.
Zu Satz 1.24 besteht folgender Zusammenhang: F¨ ur eine ω-widerspruchsfreie
Menge PA von SAr-S¨ atzen, die die Menge PA enth¨ alt, gilt: F¨ ur jede Teilmenge
M ⊆ N gilt: Wenn es eine Registermaschine Q gibt, so dass f¨ ur alle n ∈ N:
n ∈ M gdw. Q(n) ֒→ l, dann gibt es eine SAr[v0]-Formel ϕ(x), so dass f¨ ur alle
n ∈ N: n ∈ M gdw. PA ⊢ ϕ(n). F¨ ur eine widerspruchsfreie und aufz¨ ahlbare
Menge Φ von S-S¨ atzen (S enthalte SN) gilt umgekehrt: F¨ ur jede Teilmenge
M ⊆ N gilt: Wenn es eine S[v0]-Formel ϕ(x) gibt, so dass f¨ ur alle n ∈ N: n ∈ M
gdw. Φ ⊢ ϕ(n), dann gibt es eine Registermaschine Q, so dass f¨ ur alle n ∈ N:
n ∈ M gdw. Q(n) ֒→ l.
Im Zusammenhang mit dem Satz von der Unentscheidbarkeit des Halteproblems
ergeben sich verschiedene Unentscheidbarkeitsaussagen f¨ ur Satzmengen:
- Die Symbolmenge S∞ enthalte abz¨ ahlbar unendlich viele Objekt-, Relations-
und Funktionskonstanten jedes Typs der Stufe 0 oder 1. Die Menge der lo-
gisch wahren S1
∞-S¨ atze (die Logik erster Stufe) ist unentscheidbar: Jedem
Paar aus einer Registermaschine und einer Eingabefolge kann ein S1
∞-Satz
zugeordnet werden, der genau dann aus der leeren Menge ableitbar ist,
wenn die Registermaschine irgendwann anh¨ alt.61
- Die Menge der in N wahren SAr-S¨ atze ist unentscheidbar: Jeder Register-
maschine kann eine SAr[v0]-Formel zugeordnet werden, die f¨ ur alle n ∈ N
angewandt auf n genau dann in N wahr ist, wenn die Registermaschine
angewandt auf n irgendwann anh¨ alt.62
- Der obige Punkt ist ein Spezialfall von: F¨ ur eine ω-widerspruchsfreie Menge
PA von SAr-S¨ atzen, die die Menge PA enth¨ alt, ist PA
⊢ unentscheidbar:
61Vgl. z.B. Ebbinghaus u.a. (1992), S. 193 ﬀ.
62Vgl. z.B. Ebbinghaus u.a. (1992), S. 203 ﬀ.52 Kapitel 1. Antinomien und S¨ atze der Logik
Jeder Registermaschine kann eine SAr[v0]-Formel zugeordnet werden, die
f¨ ur alle n ∈ N angewandt auf n genau dann aus PA ableitbar ist, wenn die
Registermaschine angewandt auf n irgendwann anh¨ alt.63
Hierbei ist relevant, dass die gew¨ ahlte Zuordnung eines Satzes bzw. einer For-
mel zu einer Registermaschine berechenbar ist, da von der Entscheidbarkeit
bestimmter Satzmengen auf die Entscheidbarkeit bestimmter Mengen von Re-
gistermaschinen geschlossen wird.
Durch die obigen ¨ Uberlegungen wird deutlich, dass und wie auch der Beweis der
Unentscheidbarkeit der Logik erster Stufe, der Beweis der Unentscheidbarkeit
der Arithmetik und der Ansatz zum Beweis des Unvollst¨ andigkeitssatzes, der
die Unentscheidbarkeit des Halteproblems benutzt, auf einen Satz (eben den
Satz von der Unentscheidbarkeit des Halteproblems) als wesentliche Grundlage
zur¨ uckgreifen, der seiner Struktur nach dem Satz von Tarski (in der Form von
Satz 1.13) und Satz 1.24 gleicht.
63Vgl. Church (1936).Kapitel 2
Abstrakte Darstellungen
2.1 Vergleich semantischer Antinomien und
damit verwandter Widerspruchsbeweise –
eine abstrakte Beschreibung
In diesem Abschnitt werden die Beziehungen der L¨ ugner-Antinomie, der An-
tinomien von Grelling und Richard und verschiedener Beweise des Satzes von
Tarski, des ersten Unvollst¨ andigkeitssatzes und des Unentscheidbarkeitssatzes
zueinander untersucht. Genauer geht es um die Herausarbeitung gemeinsamer
wesentlicher Strukturen in den genannten Antinomien und Beweisen. Zur Dar-
stellung dieser Strukturen wird eine abstrakte Form der Antinomien und Wider-
spruchsbeweise entwickelt. Beginnend bei einer Antinomie oder einem Wider-
spruchsbeweis gibt es mehrere Aspekte, in deren Hinsicht abstrahiert werden
kann, bzw. von denen abstrahiert werden kann. So kann zun¨ achst vom syn-
taktischen Aufbau der Sprache, vom Wahrheits- oder Ableitbarkeitsbegriﬀ und
in diesem Zusammenhang von der semantischen Zuordnung und den voraus-
gesetzten Axiomen und Regeln abstrahiert werden. In dem folgenden Ansatz
wird in allen diesen Bereichen abstrahiert. Insbesondere wird keine Negation
mit Regeln oder mit semantischer Interpretation in der Sprache vorausgesetzt,
so dass auch Darstellungen und Auﬂ¨ osungen von Antinomien, die mit einer
nicht-klassischen Negation arbeiten, als Spezialf¨ alle der abstrakten S¨ atze aufge-
fasst werden k¨ onnen. Da keine Negation verwendet wird, k¨ onnen die abstrakten
S¨ atze in ihren Beweisen auch nicht den konkreten Widerspruch, sofern es sich
um einen objektsprachlichen Widerspruch handelt, oder die konkrete Unvoll-
st¨ andigkeit ausdr¨ ucken. Die Formulierungen enden in diesem Fall einen Schritt
vor dem eigentlichen Widerspruch mit einer ¨ Aquivalenz oder einem ¨ Aquivalenz-
schema.
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Ziel ist dabei nicht, m¨ oglichst schwache Voraussetzungen der konkreten Be-
weise auch in den abstrakten Formen abbilden zu k¨ onnen, sondern sozusagen
nur den Rumpf der Beweise. Daher wird z.B. in Bezug auf den ersten Un-
vollst¨ andigkeitssatz in der abstrakten Form nicht wiedergegeben, dass die ω-
Widerspruchsfreiheit von PA zusammen mit der Eigenschaft, Repr¨ asentatio-
nen zu erlauben, als Voraussetzung gen¨ ugt. Im abstrakten Satz taucht nur die
gr¨ obere Voraussetzung auf, dass die Menge der aus PA ableitbaren S¨ atze in PA
repr¨ asentierbar sein muss.
Zun¨ achst wird kurz auf andere Ans¨ atze zum Vergleich der oben genannten Anti-
nomien und Widerspruchsbeweise eingegangen. Eine ausf¨ uhrliche Auseinander-
setzung mit dem Ansatz von Ser´ eny1 erfolgt in dem gesonderten Abschnitt 2.2.
Auf einem nicht abstrakten Niveau entwickelt Stegm¨ uller2 Schritt f¨ ur Schritt aus
der Antinomie von Richard den ersten Unvollst¨ andigkeitssatz. Seine Ausf¨ uhrun-
gen in diesem Abschnitt haben informellen Charakter. ¨ Ubertragen auf das for-
male System des letzten Kapitels gelangt er von der Antinomie von Richard zu
folgender Form des Unvollst¨ andigkeitssatzes:
Φ sei eine aufz¨ ahlbare, widerspruchsfreie Menge von in N wahren
SAr-S¨ atzen. Dann gibt es eine SAr[v0]-Formel ri(x), so dass f¨ ur alle
SAr[v0]-Formeln ϕ(x) gilt:
Φ  ⊢ ϕ(⌈ϕ(x)⌉) gdw. N |= ri(⌈ϕ(x)⌉).
Daher gilt:
Φ  ⊢ ri(⌈ri(x)⌉) gdw. N |= ri(⌈ri(x)⌉).
Und es ergibt sich: Φ  ⊢ ri(⌈ri(x)⌉) und N |= ri(⌈ri(x)⌉), also auch
Φ  ⊢ ¬ri(⌈ri(x)⌉).
Diese Form des Unvollst¨ andigkeitsbeweises entspricht eher dem semantischen
Beweis von G¨ odel.3 Er f¨ allt unter den in der vorliegenden Arbeit formulierten
abstrakten Satz 2.4 b). Betrachtet man diesen Beweis, so muss man Stegm¨ uller
1Vgl. Ser´ eny (2003).
2Vgl. Stegm¨ uller (1973), S. 3-11.
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Recht geben, dass in dieser Hinsicht der Unvollst¨ andigkeitssatz eine zur Anti-
nomie von Richard bzw. Grelling parallele Struktur aufweist. Betrachtet man
andere Unvollst¨ andigkeitsbeweise, ergeben sich Parallelen zu anderen Antino-
mien.4
Mostowski leitet aus dem semantischen Beweis Tarskis, G¨ odels syntaktischem
Beweis und Rossers Beweis des ersten Unvollst¨ andigkeitssatzes jeweils Verall-
gemeinerungen dieses Satzes5 ab, die sich auf die in den jeweiligen Beweisen
benutzten Voraussetzungen an die Satzmenge beziehen. Anschließend zeigt er
ihre Unvergleichbarkeit in Bezug auf die St¨ arke der jeweiligen Voraussetzungen.
F¨ ur diese drei S¨ atze, bzw. in ihren Beweisen bei Mostowski, spielt der Begriﬀ
der Deﬁnierbarkeit in einer Satzmenge eine wichtige Rolle, der f¨ ur widerspruchs-
freie Satzmengen mit dem Begriﬀ der starken Repr¨ asentierbarkeit, wie er in der
vorliegenden Arbeit eingef¨ uhrt wird, zusammenf¨ allt. Alle drei S¨ atze werden be-
zogen auf einen Satz6, dem in der Terminologie der vorliegenden Arbeit grob
gesagt die S¨ atze 1.24 a) und c) entsprechen. Mostowski deutet also diesen Satz
als gemeinsames Kernst¨ uck der verschiedenen Beweise an. Seine Verallgemei-
nerungen gehen aber in die entgegengesetzte Richtung, indem gerade die un-
terschiedlichen Voraussetzungen, die die Bedingungen in den Kernst¨ ucken der
Beweise erm¨ oglichen, deutlich gemacht werden.
Smullyan7 gibt mehrere Fassungen des Satzes von Tarski und des ersten Unvoll-
st¨ andigkeitssatzes in unterschiedlichen Abstraktionsgraden der Objektsprache
an. Zentral ist der Begriﬀ der Repr¨ asentierbarkeit, der mit dem der vorliegen-
den Arbeit ¨ ubereinstimmt. In Smullyans Darstellung werden die verschiedenen
abstrakten S¨ atze jedoch nicht systematisch zueinander in Beziehung gesetzt,
wie es das Ziel in dieser Arbeit ist. Im folgenden Kapitel wird an vielen Stellen
direkt auf Gemeinsamkeiten mit der Darstellung Smullyans verwiesen.
Auch Ser´ eny8 entwickelt auf der Basis einer abstrakten Sprache, die ¨ ahnlich der
von Smullyan verwendeten ist, und aufbauend auf den Begriﬀ der Repr¨ asen-
tierbarkeit, abstrakte Versionen verschiedener Fassungen des Satzes von Tarski,
4Dies wird auf S. 73 n¨ aher ausgef¨ uhrt.
5Siehe Mostowski (1964), S. 97, Theorem 1, 2, 3. Diese Verallgemeinerungen sind zum Teil
schon in Tarski (1935) bzw. Rosser (1936) enthalten und stellen in Bezug auf den syntaktischen
Aufbau der Sprache keine Abstraktionen dar.
6Siehe Mostowski (1964), S. 88, Theorem 1 und 5.
7Vgl. Smullyan (1992).
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des ersten Unvollst¨ andigkeitssatzes und des Unentscheidbarkeitssatzes. Alle ab-
strakten S¨ atze werden als Anwendungsf¨ alle eines Satzes dargestellt, der wieder-
um eine abstrakte Version der Antinomie von Richard darstellt. Dies geschieht
im Unterschied zu der vorliegenden Arbeit, in der diese Rolle von zwei zwar mit-
einander verwandten, jedoch unterschiedlichen abstrakten S¨ atzen eingenommen
wird. Die Konstruktion von Ser´ eny erfordert damit auch eine andere Interpre-
tation des syntaktischen Beweises von G¨ odel innerhalb des abstrakten Satzes.
Dazu setzt er eine Negation in der Objektsprache voraus, mit der Eigenschaft,
dass f¨ ur die Menge A der ableitbaren abstrakten S¨ atze und f¨ ur alle abstrakten
S¨ atze ϕ gilt: ϕ ∈ A gdw. ¬¬ϕ ∈ A.
Auch in Bezug auf die Arbeit von Ser´ eny wird an den entsprechenden Stel-
len auf Gemeinsamkeiten eingegagen. In Abschnitt 2.2 erfolgt ein ausf¨ uhrlicher
Vergleich mit dem Ansatz von Ser´ eny.
2.1.1 Darstellung ohne Fixpunktsatz
Die f¨ ur das Zustandekommen der Antinomien und Widerspr¨ uche wesentlichen
Aspekte der vorkommenden Sprachen werden unter dem Begriﬀ einer abstrakten
Sprache zusammengefasst.
Deﬁnition 2.1. Eine abstrakte Sprache9 S ist ein Tupel (FS,F ′
S,TS,T ′
S,eS,nS)
aus
- einer Menge FS (Menge der S-Formeln)10,
- einer Menge F ′
S ⊆ FS (Menge der S-S¨ atze),
- einer Menge TS (Menge der S-Terme),
- einer Menge T ′
S ⊆ TS (Menge der geschlossenen S-Terme),
- einer Abbildung eS : (FS\F ′
S) × TS → FS (Einsetzung eines Terms t in
eine Formel ϕ(x) mit genau einer freien Variable, ϕ(t))
- mit eS[(FS\F ′
S)×T ′
S] ⊆ F ′
S (die Einsetzung eines geschlossenen Terms
in eine Formel mit genau einer freien Variable ist ein Satz)
9Die hier deﬁnierte abstrakte Sprache hat ¨ Ahnlichkeit mit der in Smullyan (1992), S. 5
und Ser´ eny (2003), S. 8 eingef¨ uhrten.
10Die Beschreibungen in Klammern geben die intendierte Bedeutung der Mengen und Ab-
bildungen an und geh¨ oren nicht zur Deﬁnition. Im Folgenden werden meist diese Bezeichnun-
gen, die von speziellen Anwendungsf¨ allen her stammen, verwendet, da sie leichter lesbar sind
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- und eS[(FS\F ′
S)×(TS\T ′
S)] ⊆ FS\F ′
S (die Einsetzung eines Terms mit
genau einer freien Variable in eine Formel mit genau einer freien Va-
riable ist eine Formel mit genau einer freien Variable),
- einer injektiven Abbildung nS : FS → T ′
S (Standardterm oder Standard-
name einer Formel ϕ, ⌈ϕ⌉).
Die Menge der S[v0]-Formeln bzw. -Terme sei die Menge FS\F ′
S bzw. TS\T ′
S.
Die in diesem Abschnitt untersuchten Antinomien und Widerspruchsbeweise
sind alle in einer Sprache formuliert, die sich als abstrakte Sprache in obigem
Sinn auﬀassen l¨ asst: In der Darstellung der L¨ ugner-Antinomie und der Antino-
mie von Grelling wird vorausgesetzt, dass es in der Sprache Standardterme f¨ ur
die S¨ atze bzw. Formeln der Sprache gibt. In der Darstellung der Antinomie von
Richard, im Satz von Tarski und in Satz 1.24 werden eine injektive Abbildung
⌈ ⌉ von der Menge der Formeln der Sprache nach N und Standardterme f¨ ur die
nat¨ urlichen Zahlen, und damit indirekt auch Standardterme f¨ ur die Formeln
der Sprache, vorausgesetzt. Die Menge der Registermaschinen mit einem Ein-
gabefeld kann als Menge der S[v0]-Formeln aufgefasst werden, die Menge der
endlichen Folgen ¨ uber l als Menge T ′
S. Die Menge der geordneten Paare aus Re-
gistermaschinen und endlichen Folgen ¨ uber l kann dann als Menge F ′
S aufgefasst
werden. ¨ Uber die vorausgesetzte G¨ odelisierung ergeben sich die Standardterme
f¨ ur Formeln. Die G¨ odelisierung wird in Abschnitt 1.3.4 nur f¨ ur Registermaschi-
nen, also S[v0]-Formeln, eingef¨ uhrt, womit der hier dargestellte Beweis f¨ ur die
Unentscheidbarkeit des Halteproblems auskommt. Die G¨ odelisierung kann aber
nat¨ urlich auf geordnete Paare aus Registermaschinen und endlichen Folgen ¨ uber
l, also auf FS, ausdehnt werden.
Wesentlich f¨ ur die Formulierung der Antinomien und Widerspruchsbeweise ist
weiter die Auszeichnung einer Teilmenge (W) aus der Menge der S¨ atze, die
je nach Anwendungsfall der Menge der wahren bzw. ableitbaren S¨ atze in den
konkreten F¨ allen entspricht. In den drei Antinomien und dem Satz von Tarski
entspricht diese der Menge der in der ausgezeichneten Struktur wahren S¨ atze.
In Satz 1.24 entspricht sie der Menge der aus einer Satzmenge, die die Peano-
Axiome erster Stufe enth¨ alt, ableitbaren S¨ atze. Im Unentscheidbarkeitssatz nach
Church entspricht sie der Menge der geordneten Paare aus Registermaschinen
und Eingaben, bei denen die Registermaschine mit der jeweiligen Eingabe mit
dem Ergebnis l stoppt.58 Kapitel 2. Abstrakte Darstellungen
Wenn es darum geht, die Struktur der Antinomien und Widerspruchsbeweise
deutlich zu machen, ist es jedoch irrelevant, um welche Menge von S¨ atzen es
sich handelt. Darum wird hier einfach von einer festen aber beliebigen Menge
W von wahren bzw. ableitbaren S¨ atzen ausgegangen. In Bezug auf diese Menge
kann der Begriﬀ der Repr¨ asentierbarkeit einer Relation deﬁniert werden:
Deﬁnition 2.2. S sei eine abstrakte Sprache. W sei eine Menge von S-S¨ atzen.
Eine Relation R ⊆ FS heißt repr¨ asentierbar in W gdw. es eine S[v0]-Formel ϕ(x)
gibt, so dass f¨ ur alle S-Formeln ψ:
ψ ∈ R gdw. ϕ(⌈ψ⌉) ∈ W.
ϕ(x) repr¨ asentiert R in W.
Der Begriﬀ der Repr¨ asentierbarkeit einer Relation ¨ uber der Menge der S-
Formeln in einer Menge von S-S¨ atzen W entspricht, ¨ uber die G¨ odelisierung,
dem der Repr¨ asentierbarkeit einer Relation ¨ uber N zum einen in einer Menge
von S-S¨ atzen (S enthalte die Symbolmenge SN, Deﬁnition 1.9), zum anderen
durch eine Registermaschine (Deﬁnition 1.33). Als Menge W wird dabei die
Menge der aus der Satzmenge ableitbaren S¨ atze bzw. der Paare aus Register-
maschinen und Eingaben, bei denen die Registermaschine mit der jeweiligen
Eingabe mit dem Ergebnis l stoppt, gew¨ ahlt.
Die Antinomien von Grelling und Richard k¨ onnen nun in ihrer metasprachlichen
Fassung auf abstrakte Sprachen ¨ ubertragen werden. Sie werden dabei nicht als
Antinomien, sondern als S¨ atze formuliert. In Teil a) wird angegeben, auf welche
¨ Aquivalenzen in der Metasprache geschlossen werden kann, in Teil b) wird aus
dem metasprachlich auftretenden Widerspruch auf die Nichtrepr¨ asentierbarkeit
einer Formelmenge geschlossen.
Satz 2.3. S sei eine abstrakte Sprache und W eine Menge von S-S¨ atzen.
a) Wenn die Menge der S[v0]-Formeln ϕ(x) mit ϕ(⌈ϕ(x)⌉) ∈ W in W durch
eine S[v0]-Formel ϑ1(x) repr¨ asentiert wird, so gilt f¨ ur jede S[v0]-Formel ϑ2(x):11
ϑ2(⌈ϑ2(x)⌉) ∈ W gdw. ϑ1(⌈ϑ2(x)⌉) ∈ W.
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b) Die Menge der S[v0]-Formeln ϕ(x) mit ϕ(⌈ϕ(x)⌉)  ∈ W ist nicht in W re-
pr¨ asentierbar.12
Beweis. Zu a) Hier ist nichts zu beweisen.
Zu b) Angenommen ϑ2(x) ist eine S[v0]-Formel, so dass f¨ ur alle S[v0]-Formeln
ϕ(x) gilt: ϕ(⌈ϕ(x)⌉)  ∈ W gdw. ϑ2(⌈ϕ(x)⌉) ∈ W. Nach Einsetzen von ϑ2(x) f¨ ur
ϕ(x) ergibt sich: ϑ2(⌈ϑ2(x)⌉)  ∈ W gdw. ϑ2(⌈ϑ2(x)⌉) ∈ W. Widerspruch.
Satz 2.3 a) kann als Entsprechung der folgenden Variante der Antinomie von
Grelling oder einer entsprechenden Fassung der Antinomie von Richard aufge-
fasst werden:13
Es wird ausgegangen von dem Begriﬀ “autologisch”. Ein einstelliger
Begriﬀ heißt autologisch gdw. er auf sich selbst zutriﬀt.
Es ergibt sich nun: Wenn der Begriﬀ “nicht autologisch” autologisch
ist, triﬀt er auf sich selbst zu, d.h. er ist nicht autologisch. Wenn
der Begriﬀ “nicht autologisch” nicht autologisch ist, triﬀt er auf sich
selbst zu, d.h. er ist autologisch.
Satzes 2.3 b) entspricht den metasprachlichen Fassungen der Antinomien von
Grelling und Richard, wie sie in Abschnitt 1.2.2 dargestellt werden.
G¨ odels syntaktischer Beweis des ersten Unvollst¨ andigkeitssatzes in G¨ odel
(1931), S. 187 ﬀ. f¨ allt unter Satz 2.3 a).14 Hierzu wird W interpretiert als
die Menge der aus einer Menge PA von SAr-S¨ atzen ableitbaren SAr-S¨ atze. Da-
bei sei vorausgesetzt, dass PA aufz¨ ahlbar und ω-widerspruchsfrei ist und die
Menge PA enth¨ alt. Da die Relation der Ableitbarkeit aus PA in PA durch15
 
xbewPA(x,y) repr¨ asentiert wird und die Menge der SAr[v0]-Formeln ϕ(x) mit
PA ⊢ ϕ(⌈ϕ(x)⌉) damit durch
 
xbewPA(x,α(y)), ergibt die Anwendung von
Satz 2.3 a) f¨ ur ϑ2(y) = ¬
 
xbewPA(x,α(y)):
PA ⊢ ¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)) gdw.
PA ⊢
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)).
12Teil b) entspricht Theorem (T)1. in Smullyan (1992), S. 9 und Proposition (Liar Theorem)
und Theorem 2(iii) in Ser´ eny (2003), S. 10 bzw. S. 16.
13In Abschnitt 1.2.2 werden die Antinomien von Grelling und Richard nur ausgehend von
dem Begriﬀ “heterologisch”, “triﬀt nicht auf sich selbst zu” dargestellt.
14Vgl. die Bemerkungen zur Originalformulierung von G¨ odel auf Seite 48.
15Die folgenden Bezeichnungen sind Abschnitt 1.3.3 entnommen.60 Kapitel 2. Abstrakte Darstellungen
Daraus ergibt sich PA  ⊢
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)) und
PA  ⊢ ¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)).
Ausgangspunkt f¨ ur die Bestimmung des Ableitbarkeitspr¨ adikats
 
xbewPA(x,y)
in Abschnitt 1.3.3 war die Repr¨ asentierung der Relation “die n1-te Ablei-
tung aus S¨ atzen aus PA ist eine Ableitung des SAr-Satzes mit der G¨ odel-
nummer n2” durch bewPA(x,y) in PA.16 G¨ odels Ausgangspunkt in seiner
Originalformulierung ist die Repr¨ asentierung der Relation “die n1-te Ab-
leitung aus S¨ atzen aus PA ist keine Ableitung des SAr-Satzes mit der
G¨ odelnummer n2” in PA durch eine SAr[v0]-Formel. Demnach ergibt sich
sein Beweispr¨ adikat, auf die Bezeichnungen dieser Arbeit ¨ ubertragen, als
¬
 
x¬bewPA(x,y). G¨ odels Unentscheidbarkeitssatz f¨ uhrt als nicht aus PA
ableitbare SAr-S¨ atze die S¨ atze
 
x¬bewPA(x,α(⌈
 
x¬bewPA(x,α(y))⌉)) und
¬
 
x¬bewPA(x,α(⌈
 
x¬bewPA(x,α(y))⌉)) auf. F¨ ur G¨ odels Beweis wesentlich
ist jedoch, wie in der vorliegenden Darstellung, die Repr¨ asentierbarkeit der Ab-
leitbarkeit aus PA – hier durch
 
xbewPA(x,y), in G¨ odels Originalbeweis durch
¬
 
x¬bewPA(x,y).
Interpretiert man in 2.3 b) W als Menge von Paaren aus Registermaschinen und
Eingaben, bei denen die Registermaschine mit der jeweiligen Eingabe mit dem
Ergebnis l stoppt, ergibt sich aus Satz 2.3 b) der Satz von der Unentscheidbarkeit
des Halteproblems.
Satz 2.3 reicht zur Interpretation der Beweise des letzten Kapitels noch nicht
aus. Denn zum Teil werden nicht Satzmengen in sich selbst oder in ihrem Kom-
plement bzw. Formelmengen aus Formeln, deren Selbsteinsetzung in einer Satz-
menge liegt, in ebendieser oder in ihrem Komplement repr¨ asentiert, sondern
Teilmengen oder Obermengen von ihnen. Der folgende Satz, der sich auf Teil-
mengen von W bezieht, ist eine Verallgemeinerung des letzten Satzes.
Satz 2.4. S sei eine abstrakte Sprache und W eine Menge von S-S¨ atzen.
a) F¨ ur A ⊆ W repr¨ asentiere die S[v0]-Formel ϑ1(x) die Menge der S[v0]-Formeln
ϕ(x) mit ϕ(⌈ϕ(x)⌉) ∈ A in W. Dann gilt f¨ ur jede S[v0]-Formel ϑ2(x):
(i) Wenn ϑ1(⌈ϑ2(x)⌉) ∈ W, dann ϑ2(⌈ϑ2(x)⌉) ∈ W.
(ii) Wenn ϑ1(⌈ϑ2(x)⌉) ∈ A, dann ϑ2(⌈ϑ2(x)⌉) ∈ A.
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b)17 F¨ ur A ⊆ W repr¨ asentiere die S[v0]-Formel ϑ2(x) die Menge der S[v0]-
Formeln ϕ(x) mit ϕ(⌈ϕ(x)⌉)  ∈ A in W. Dann gilt:
ϑ2(⌈ϑ2(x)⌉)  ∈ A und ϑ2(⌈ϑ2(x)⌉) ∈ W.
Beweis. Zu a) Nach Voraussetzung gilt f¨ ur alle S[v0]-Formeln ϕ(x): ϕ(⌈ϕ(x)⌉) ∈
A gdw. ϑ1(⌈ϕ(x)⌉) ∈ W. Nach Einsetzen von ϑ2(x) f¨ ur ϕ(x) ergibt sich:
ϑ2(⌈ϑ2(x)⌉) ∈ A gdw. ϑ1(⌈ϑ2(x)⌉) ∈ W.
Nach Voraussetzung gilt A ⊆ W. Damit folgen (i) und (ii).
Zu b) Nach Voraussetzung gilt f¨ ur alle S[v0]-Formeln ϕ(x): ϕ(⌈ϕ(x)⌉)  ∈ A
gdw. ϑ2(⌈ϕ(x)⌉) ∈ W. Nach Einsetzen von ϑ2(x) f¨ ur ϕ(x) ergibt sich:
ϑ2(⌈ϑ2(x)⌉)  ∈ A gdw. ϑ2(⌈ϑ2(x)⌉) ∈ W.
Nach Voraussetzung gilt A ⊆ W und damit:
Wenn ϑ2(⌈ϑ2(x)⌉) ∈ A, dann ϑ2(⌈ϑ2(x)⌉)  ∈ A.
Also gilt: ϑ2(⌈ϑ2(x)⌉)  ∈ A und ϑ2(⌈ϑ2(x)⌉) ∈ W.
Der Satz l¨ asst sich allgemein f¨ ur Mengen A formulieren.18 Da jedoch in den hier
relevanten F¨ allen nur Teilmengen von W und Obermengen von W vorkommen,
folgt nur die Variante f¨ ur eine Obermenge A von W.
Satz 2.5. S sei eine abstrakte Sprache und W eine Menge von S-S¨ atzen.
a) F¨ ur A ⊇ W repr¨ asentiere die S[v0]-Formel ϑ1(x) die Menge der S[v0]-Formeln
ϕ(x) mit ϕ(⌈ϕ(x)⌉) ∈ A in W. Dann gilt f¨ ur jede S[v0]-Formel ϑ2(x):
(i) Wenn ϑ2(⌈ϑ2(x)⌉) ∈ W, dann ϑ1(⌈ϑ2(x)⌉) ∈ W.
(ii) Wenn ϑ2(⌈ϑ2(x)⌉) ∈ A, dann ϑ1(⌈ϑ2(x)⌉) ∈ A.
17Teil b) entspricht Theorem (GT) in Smullyan (1992), S. 7.
18Auch die Teile a) und b) des Satzes lassen sich dann zusammenfassen zu dem folgen-
den Satz: F¨ ur jede Menge A von S-S¨ atzen, f¨ ur die die Menge der S[v0]-Formeln ϕ(x) mit
ϕ(⌈ϕ(x)⌉) ∈ A in W durch eine S[v0]-Formel ϑ(x) repr¨ asentiert wird, und f¨ ur jede S[v0]-
Formel ϑ′(x) gilt: ϑ′(⌈ϑ′(x)⌉) ∈ A gdw. ϑ(⌈ϑ′(x)⌉) ∈ W. Diese Abstraktion geht nicht mehr
¨ uber den Begriﬀ der Repr¨ asentierbarkeit hinaus.62 Kapitel 2. Abstrakte Darstellungen
b) F¨ ur A ⊇ W repr¨ asentiere die S[v0]-Formel ϑ2(x) die Menge der S[v0]-Formeln
ϕ(x) mit ϕ(⌈ϕ(x)⌉)  ∈ A in W. Dann gilt:
ϑ2(⌈ϑ2(x)⌉)  ∈ W und ϑ2(⌈ϑ2(x)⌉) ∈ A.
Beweis. Analog zum Beweis von Satz 2.4.
Die semantische Version des Beweises des ersten Unvollst¨ andigkeitssatzes, die
G¨ odel informell in G¨ odel (1931), S. 174 f. beschreibt, f¨ allt unter Satz 2.4 b).
Dabei wird W interpretiert als die Menge der in N wahren SAr-S¨ atze und A als
die Menge der aus einer aufz¨ ahlbaren Menge PA von in N wahren SAr-S¨ atzen
ableitbaren SAr-S¨ atze.
Da die Relation der Nicht-Ableitbarkeit aus PA in Th(N) durch ¬
 
xbewPA(x,y)
repr¨ asentiert wird, ergibt die Anwendung von Satz 2.4 b):
PA  ⊢ ¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)). So wird an dieser Stelle von
G¨ odel dargestellt, dass dieser Satz nicht ableitbar ist.
Um zu zeigen, dass auch seine Negation nicht ableitbar ist, argumentiert G¨ odel
wie folgt. Dabei sei der Satz ¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)) abgek¨ urzt
durch g¨ oPA. Wenn PA ⊢ ¬g¨ oPA, dann auch N |= ¬g¨ oPA. Und damit N  |= g¨ oPA,
was im Widerspruch zur Annahme PA ⊢ g¨ oPA impliziert. In dieser Argumen-
tation wird die Voraussetzung PA
⊢ ⊆ Th(N) verwendet und die Implikation:
Wenn N  |= g¨ oPA, dann PA ⊢ g¨ oPA. Dies kann wiederum als Anwendung von
Satz 2.4 b) gedeutet werden, in dessen Beweis die ¨ Aquivalenz: ϑ2(⌈ϑ2(x)⌉)  ∈ A
gdw. ϑ2(⌈ϑ2(x)⌉) ∈ W zentral ist.
G¨ odels syntaktischer Beweis des ersten Unvollst¨ andigkeitssatzes in G¨ odel
(1931), S. 190, der die ω-Widerspruchsfreiheit nicht voraussetzt, f¨ allt unter Satz
2.5 a)(i).19 Hierzu wird W interpretiert als die Menge der aus einer Menge
PA von SAr-S¨ atzen ableitbaren SAr-S¨ atze, wobei vorausgesetzt wird, dass PA
aufz¨ ahlbar ist und die Menge PA enth¨ alt. A wird interpretiert als die Menge
PA
⊢ ∪ {ϕ(⌈ϕ(x)⌉)|ϕ(x) ist SAr[v0]-Formel mit PA ⊢
 
xbewPA(x,α(⌈ϕ(x)⌉))}.
Die Anwendung von Satz 2.5 a)(i) f¨ ur ϑ2(y) = ¬
 
xbewPA(x,α(y)) ergibt:
Wenn PA ⊢ ¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)),
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dann PA ⊢
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)).
Dies impliziert PA  ⊢ ¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)).20
Rossers Beweis seiner Form des ersten Unvollst¨ andigkeitssatzes in Rosser (1936),
S. 89 f. f¨ allt ebenfalls unter Satz 2.5 a)(i).21 Genauer gesagt wird Satz 2.5 a)(i)
zweimal angewendet. Hierzu wird W zum einen interpretiert als die Menge der
aus einer Menge PA von SAr-S¨ atzen ableitbaren SAr-S¨ atze, wobei vorausgesetzt
wird, dass PA aufz¨ ahlbar ist und die Menge PA enth¨ alt. A wird interpretiert
als die Menge
PA
⊢ ∪ {ϕ(⌈ϕ(x)⌉)|ϕ(x) ist SAr[v0]-Formel mit PA ⊢
 
xbew
R
PA(x,α(⌈ϕ(x)⌉))}.
Die Anwendung von Satz 2.5 a)(i) ergibt dann wieder
PA  ⊢ ¬
 
xbew
R
PA(x,α(⌈¬
 
xbew
R
PA(x,α(y))⌉)).22
Zum anderen wird W interpretiert als die Menge der SAr-S¨ atze, deren Negation
aus PA ableitbar ist. A wird dazu interpretiert als die Menge
W ∪ {ϕ(⌈ϕ(x)⌉)|ϕ(x) ist SAr[v0]-Formel mit PA ⊢ ¬
 
xbew
R
PA(x,α(⌈ϕ(x)⌉))}.
Die Anwendung von Satz 2.5 a)(i) ergibt dann
PA  ⊢ ¬¬
 
xbew
R
PA(x,α(⌈¬
 
xbew
R
PA(x,α(y))⌉)).
Die Antinomien in Kapitel 1.2 sind rein objektsprachlich formuliert. Um eine
solche objektsprachliche Variante von Satz 2.3 formulieren zu k¨ onnen, wird eine
¨ Aquivalenz und eine Negation in abstrakten Sprachen ben¨ otigt. Die ¨ Aquivalenz
soll dabei gew¨ ahrleisten, dass alle Argumentationen der Metasprache, die sich
auf die ¨ Aquivalenz beziehen, auch in der Objektsprache durchgef¨ uhrt werden
k¨ onnen. An die Negation werden zun¨ achst keine Anforderungen gestellt, da
gerade an diesem Punkt m¨ ogliche Ans¨ atze zur Vermeidung von Antinomien
bestehen. Die Negation wird also zun¨ achst nur als eine Abbildung innerhalb
der objektsprachlichen Formeln angesehen, die eine Form von Assoziativit¨ at
bez¨ uglich der Einsetzung von Termen erf¨ ullt.
Deﬁnition 2.6. S = (FS,F ′
S,TS,T ′
S,eS,nS) sei eine abstrakte Sprache. W sei
eine Menge von S-S¨ atzen.
20G¨ odels Ausgangspunkt ist die Repr¨ asentierung der Relation “die n1-te Ableitung aus
S¨ atzen aus PA ist keine Ableitung des SAr-Satzes mit der G¨ odelnummer n2” in PA durch
eine SAr[v0]-Formel (vgl. S. 60).
Die weitere Folgerung, die G¨ odel an dieser Stelle zieht, lautet in der Formulierung dieser
Arbeit: F¨ ur alle n ∈ N gilt PA ⊢ ¬bewPA(n,α(⌈
 
x¬bewPA(x,α(y))⌉)). Siehe auch Satz 1.31.
Dieser Teil bezieht sich auf die spezielle Situation der Aufz¨ ahlbarkeit der repr¨ asentierbaren
Relation und taucht daher in der abstrakten Fassung nicht auf.
21Siehe die Bemerkung zur Originalformulierung von Rosser auf Seite 48.
22Vgl. die abstrakte Darstellung in Smullyan (1992), S. 76 f.64 Kapitel 2. Abstrakte Darstellungen
a) ↔ : F ′
S×F ′
S → F ′
S (¨ Aquivalenz zweier S¨ atze) sei eine Abbildung. (S,W, ↔ )
ist eine abstrakte Sprache mit ¨ Aquivalenz gdw.:
• f¨ ur alle S-S¨ atze ϕ1, ϕ2 gilt: wenn ϕ1 ↔ ϕ2 ∈ W, dann ϕ2 ↔ ϕ1 ∈ W,
• f¨ ur alle S-S¨ atze ϕ1,ϕ2,ϕ3 gilt: wenn ϕ1 ↔ ϕ2 ∈ W und ϕ2 ↔ ϕ3 ∈ W,
dann ϕ1 ↔ ϕ3 ∈ W,
• wenn ϕ1 ↔ ϕ2 ∈ W, dann: ϕ1 ∈ W gdw. ϕ2 ∈ W.23
b) (S,W, ↔ ) sei eine abstrakte Sprache mit ¨ Aquivalenz. ¬ : FS → FS (Nega-
tion einer Formel) sei eine Abbildung. (S,W, ↔ ,¬) ist eine abstrakte Sprache
mit Negation gdw.:
• f¨ ur alle S[v0]-Formeln ϕ(x) und alle S-Terme t gilt: ¬(ϕ(x)) ∈ FS\F ′
S und
¬(ϕ(t)) = ¬(ϕ(x))(t).
Die rein objektsprachliche Variante von Satz 2.3 lautet nun:
Satz 2.7.
a) (S,W, ↔ ) sei eine abstrakte Sprache mit ¨ Aquivalenz. Wenn es eine S[v0]-
Formel ϑ1(x) gibt, so dass f¨ ur jede S[v0]-Formel ϕ(x) gilt
ϕ(⌈ϕ(x)⌉) ↔ ϑ1(⌈ϕ(x)⌉) ∈ W,
so gilt f¨ ur jede S[v0]-Formel ϑ2(x)
ϑ2(⌈ϑ2(x)⌉) ↔ ϑ1(⌈ϑ2(x)⌉) ∈ W.
b) (S,W, ↔ ,¬) sei eine abstrakte Sprache mit Negation. Wenn es eine S[v0]-
Formel ϑ2(x) gibt, so dass f¨ ur jede S[v0]-Formel ϕ(x) gilt
¬ϕ(⌈ϕ(x)⌉) ↔ ϑ2(⌈ϕ(x)⌉) ∈ W,
so gilt
¬ϑ2(⌈ϑ2(x)⌉) ↔ ϑ2(⌈ϑ2(x)⌉) ∈ W.
23Die letzte Bedingung wird nur zur ¨ Ubereinstimmung gewisser Begriﬀe f¨ ur Sprachen mit
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Beweis. Hier ist nichts zu beweisen.
Angewendet auf die Sprache der Antinomie von Grelling als abstrakte Sprache
mit Negation (bez¨ uglich der Menge der in AGr wahren S¨ atze dieser Sprache),
besagt Satz 2.7 b), dass unter der Annahme einer SGr[v0]-Formel het(x), so
dass f¨ ur jede SGr[v0]-Formel ϕ(x) gilt AGr |= ¬ϕ(⌈ϕ(x)⌉) ↔ het(⌈ϕ(x)⌉), die
“antinomische” Aussage
AGr |= ¬het(⌈het(x)⌉) ↔ het(⌈het(x)⌉)
gilt. Entsprechendes gilt f¨ ur die Antinomie von Richard.
2.1.2 Darstellung mit Fixpunktsatz
Die L¨ ugner-Antinomie, der Satz von Tarski und Satz 1.24 lassen sich als Ver-
feinerungen der S¨ atze 2.3 bzw. 2.7 deuten: Die Voraussetzungen der L¨ ugner-
Antinomie, des Satzes von Tarski und des Satzes 1.24 besagen, dass die Einset-
zungsfunktion (der Name einer Formel wird in die Formel eingesetzt) repr¨ asen-
tierbar ist und die Menge der wahren oder ableitbaren bzw. der nicht wah-
ren oder nicht ableitbaren S¨ atze repr¨ asentierbar ist oder ein objektsprachlicher
Wahrheits- bzw. Falschheitsbegriﬀ ad¨ aquat deﬁnierbar ist. Dies ist hinreichend
daf¨ ur, dass auch die Bedingungen der S¨ atze 2.3 bzw. 2.7 f¨ ur die jeweiligen An-
wendungsf¨ alle erf¨ ullt sind. Die L¨ ugner-Antinomie, den Satz von Tarski und Satz
1.24 betreﬀend wird jedoch h¨ auﬁg – wie auch in der vorliegenden Arbeit – mit
einem Fixpunktsatz argumentiert, der in seiner abstrakten Fassung nach der
Einf¨ uhrung des Repr¨ asentierbarkeitsbegriﬀs f¨ ur Funktionen formuliert werden
kann.
Deﬁnition 2.8. a) S sei eine abstrakte Sprache und W eine Menge von S-
S¨ atzen. Eine totale Funktion f : FS → FS heißt repr¨ asentierbar in W gdw. es
einen S[v0]-Term t(x) gibt, so dass f¨ ur alle S-Formeln ψ1,ψ2:
f(ψ1) = ψ2 gdw.
f¨ ur alle S[v0]-Formeln ϕ(x) gilt: ϕ(t(⌈ψ1⌉)) ∈ W gdw. ϕ(⌈ψ2⌉) ∈ W.
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b) (S,W, ↔ ) sei eine abstrakte Sprache mit ¨ Aquivalenz. Eine totale Funktion
f : FS → FS heißt repr¨ asentierbar in (S,W, ↔ ) gdw. es einen S[v0]-Term t(x)
gibt, so dass f¨ ur alle S-Formeln ψ1,ψ2:
f(ψ1) = ψ2 gdw.
f¨ ur alle S[v0]-Formeln ϕ(x) : ϕ(t(⌈ψ1⌉)) ↔ ϕ(⌈ψ2⌉) ∈ W.
t(x) repr¨ asentiert f in S.
Satz 2.9 (Abstrakter Fixpunktsatz). S sei eine abstrakte Sprache und W
eine Menge von S-S¨ atzen. f : FS → FS sei gegeben durch
f(ϕ(x)) =
 
ϕ(⌈ϕ(x)⌉), falls ϕ(x) eine S[v0]-Formel ist,
t∗, sonst.
Dabei sei t∗ eine beliebige S-Formel.
a) f sei in W repr¨ asentierbar. Dann gibt es zu jeder S[v0]-Formel ψ(x) einen
S-Satz χ, so dass: χ ∈ W gdw. ψ(⌈χ⌉) ∈ W.
b) (S,W, ↔ ) sei eine abstrakte Sprache mit ¨ Aquivalenz. f sei in (S,W, ↔ )
repr¨ asentierbar. Dann gibt es zu jeder S[v0]-Formel ψ(x) einen Fixpunkt, d.h.
einen S-Satz χ, so dass χ ↔ ψ(⌈χ⌉) ∈ W.
Beweis. Zu a) α(x) repr¨ asentiere f in W. F¨ ur jede S[v0]-Formel ϕ(x) gilt:
ψ(α(⌈ϕ(x)⌉)) ∈ W gdw. ψ(⌈ϕ(⌈ϕ(x)⌉)⌉) ∈ W. Dann erf¨ ullt χ :=
ψ(α(⌈ψ(α(x))⌉)) die Bedingung, denn mit ψ(α(x)) f¨ ur ϕ(x) erh¨ alt man:
ψ(α(⌈ψ(α(x))⌉)) ∈ W gdw. ψ(⌈ψ(α(⌈ψ(α(x))⌉)))⌉) ∈ W.
Zu b) α(x) repr¨ asentiere f in (S,W, ↔ ). F¨ ur jede S[v0]-Formel ϕ(x) gilt
ψ(α(⌈ϕ(x)⌉)) ↔ ψ(⌈ϕ(⌈ϕ(x)⌉)⌉) ∈ W. Dann erf¨ ullt χ := ψ(α(⌈ψ(α(x))⌉)) die
Bedingung, denn mit ψ(α(x)) f¨ ur ϕ(x) erh¨ alt man
ψ(α(⌈ψ(α(x))⌉)) ↔ ψ(⌈ψ(α(⌈ψ(α(x))⌉)))⌉) ∈ W.
Parallel zur L¨ ugner-Antinomie, zum Satz von Tarski und Satz 1.24 kann nun
folgende abstrakte Version bewiesen werden:
Satz 2.10. S sei eine abstrakte Sprache und W eine Menge von S-S¨ atzen.
a) Die Abbildung f aus Satz 2.9 sei in W repr¨ asentierbar. Wenn die Menge
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γ1(x) gibt, so dass f¨ ur alle S-S¨ atze ϕ gilt:
ϕ ∈ W gdw. γ1(⌈ϕ⌉) ∈ W,
so gibt es zu jeder S[v0]-Formel γ2(x) einen S-Satz χ, so dass:
γ2(⌈χ⌉) ∈ W gdw. γ1(⌈χ⌉) ∈ W.
b) Die Abbildung f aus Satz 2.9 sei in W repr¨ asentierbar. Die Menge F ′
S\W
der S-S¨ atze, die nicht in W liegen, ist nicht repr¨ asentierbar in W. Genauer gibt
es sogar keine S[v0]-Formel γ2(x), so dass f¨ ur alle S-S¨ atze ϕ gilt:
ϕ ∈ F
′
S\W gdw. γ2(⌈ϕ⌉) ∈ W.
c)24 (S,W, ↔ ) sei eine abstrakte Sprache mit ¨ Aquivalenz. Die Abbildung f aus
Satz 2.9 sei in (S,W, ↔ ) repr¨ asentierbar. Wenn es eine S[v0]-Formel γ1(x) gibt,
so dass f¨ ur alle S-S¨ atze ϕ gilt
ϕ ↔ γ1(⌈ϕ⌉) ∈ W,
so gibt es zu jeder S[v0]-Formel γ2(x) einen S-Satz χ, so dass:
γ2(⌈χ⌉) ↔ γ1(⌈χ⌉) ∈ W.
d) (S,W, ↔ ,¬) sei eine abstrakte Sprache mit Negation. Die Abbildung f aus
Satz 2.9 sei in (S,W, ↔ ) repr¨ asentierbar. Wenn es eine S[v0]-Formel γ2(x) gibt,
so dass f¨ ur alle S-S¨ atze ϕ gilt
¬ϕ ↔ γ2(⌈ϕ⌉) ∈ W,
so gilt
γ2(⌈χ⌉) ↔ ¬γ2(⌈χ⌉) ∈ W.
Beweis. Zu a) γ1(x) sei eine S[v0]-Formel, so dass f¨ ur alle S-S¨ atze ϕ gilt:
ϕ ∈ W gdw. γ1(⌈ϕ⌉) ∈ W. χ sei ein S-Satz gem¨ aß Satz 2.9, so dass:
χ ∈ W gdw. γ2(⌈χ⌉) ∈ W. Nach Einsetzen von χ f¨ ur ϕ ergibt sich:
γ2(⌈χ⌉) ∈ W gdw. γ1(⌈χ⌉) ∈ W.
24Vgl. Smullyan (1992), Theorem 7, S. 104 f.68 Kapitel 2. Abstrakte Darstellungen
Zu b) Angenommen es gibt eine solche Formel γ2(x), so dass f¨ ur alle S-S¨ atze
ϕ gilt: ϕ ∈ F ′
S\W gdw. γ2(⌈ϕ⌉) ∈ W. χ sei ein S-Satz gem¨ aß Satz 2.9, so dass:
χ ∈ F ′
S\W gdw. γ2(⌈χ⌉) ∈ F ′
S\W. Nach Einsetzen von χ f¨ ur ϕ ergibt sich:
γ2(⌈χ⌉) ∈ W gdw. γ2(⌈χ⌉) ∈ F ′
S\W. Widerspruch.
Zu c) γ1(x) sei eine S[v0]-Formel, so dass f¨ ur alle S-S¨ atze ϕ gilt ϕ ↔ γ1(⌈ϕ⌉) ∈
W. χ sei ein Fixpunkt von γ2(x). Es gilt also χ ↔ γ2(⌈χ⌉) ∈ W. Nach Einsetzen
von χ f¨ ur ϕ ergibt sich γ2(⌈χ⌉) ↔ γ1(⌈χ⌉) ∈ W.
Zu d) γ2(x) sei eine S[v0]-Formel, so dass f¨ ur alle S-S¨ atze ϕ gilt ¬ϕ ↔ γ2(⌈ϕ⌉) ∈
W. χ sei ein Fixpunkt von γ2(x), es gilt also χ ↔ γ2(⌈χ⌉) ∈ W. Mit der gleichen
Argumentation wie im Fixpunktsatz erh¨ alt man auch ¬χ ↔ ¬γ2(⌈χ⌉) ∈ W, da
¬γ2(α(⌈γ2(α(x))⌉)) ↔ ¬γ2(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W. Nach Einsetzen von χ
f¨ ur ϕ ergibt sich γ2(⌈χ⌉) ↔ ¬γ2(⌈χ⌉) ∈ W.
Wendet man Satz 2.10 c) auf die Sprache der L¨ ugner-Antinomie als abstrakte
Sprache mit Negation an und setzt voraus, dass die Selbsteinsetzungsfunktion
(der Standardterm einer Formel wird in die Formel eingesetzt) durch einen
SL¨ u[v0]-Term α(x) in Th(AL¨ u) repr¨ asentiert wird und es eine SL¨ u[v0]-Formel w(x)
gibt, so dass f¨ ur jeden SL¨ u-Satz ϕ gilt AL¨ u |= ϕ ↔ w(⌈ϕ⌉), so erh¨ alt man die
“antinomische” Aussage
AL¨ u |= ¬w(⌈χ⌉) ↔ w(⌈χ⌉).
Dabei ist χ ein Fixpunkt zu ¬w(α(x)), also z.B. der im Fixpunktsatz konstru-
ierte Satz ¬w(α(⌈¬w(α(x))⌉)).
Angewandt auf die Sprache der Arithmetik zur Symbolmenge SAr als abstrakte
Sprache mit Negation bez¨ uglich der Menge der in N wahren S¨ atze als Menge
W, stellt Satz 2.10 a)-d) den Satz von Tarski in den verschiedenen Varian-
ten der S¨ atze 1.11, 1.12, 1.13 dar. Da Th(N) Repr¨ asentierungen erlaubt, ist
die Funktion f aus Satz 2.9, die auf Grund der Standardnamenbildung durch
G¨ odelisierung berechenbar ist, in Th(N) repr¨ asentierbar. Die Voraussetzung
von Satz 2.10 ist also erf¨ ullt.
Angewandt auf die gleiche Sprache als abstrakte Sprache mit Negation, jetzt
jedoch bez¨ uglich der Menge der aus PA ableitbaren S¨ atze als Menge W, stellt
Satz 2.10 a)-d) den Satz 1.24 a)-d) dar. Da PA Repr¨ asentierungen erlaubt, ist
die Funktion f aus Satz 2.9 in PA repr¨ asentierbar. Die Voraussetzung von Satz
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Satz 2.10 und die S¨ atze 2.3 und 2.7 stehen in engem Zusammenhang. Satz 2.10
kann sozusagen als Verfeinerung der S¨ atze 2.3 und 2.7 aufgefasst werden, denn
aus den Voraussetzungen von Satz 2.10 a)-d) ergeben sich die Voraussetzungen
der S¨ atze 2.3a) und b) bzw. 2.7 a) und b). Aber auch die Konklusion des Satzes
2.10 geht nicht ¨ uber die der S¨ atze 2.3 und 2.7 hinaus. Dies soll im Folgenden
gezeigt werden. Der S[v0]-Term α(x) repr¨ asentiere die Funktion f aus Satz 2.9
in W.
Zu Satz 2.10 a)
Unter der Voraussetzung von Satz 2.10 a) gilt f¨ ur jede S[v0]-Formel ϕ(x):
γ1(α(⌈ϕ(x)⌉)) ∈ W gdw. ϕ(⌈ϕ(x)⌉) ∈ W.
γ1(α(x)) erf¨ ullt also die Bedingung aus Satz 2.3 a). Speziell f¨ ur die S[v0]-Formel
γ2(α(x)) f¨ ur ϕ(x) ergibt sich dies in folgenden zwei Schritten:
γ1(α(⌈γ2(α(x))⌉)) ∈ W gdw. γ1(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W,
da α(x)f in W repr¨ asentiert, und:
γ1(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W gdw. γ2(α(⌈γ2(α(x))⌉)) ∈ W
nach Voraussetzung.
Die Aussage aus Satz 2.10 a) ergibt sich nun hieraus, da α(x) f in W repr¨ asen-
tiert:
γ2(α(⌈γ2(α(x))⌉)) ∈ W gdw. γ2(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W.
Zu Satz 2.10 b)
Unter der Voraussetzung von Satz 2.10 b) gilt f¨ ur jede S[v0]-Formel ϕ(x):
ϕ(⌈ϕ(x)⌉)  ∈ W gdw. γ2(α(⌈ϕ(x)⌉)) ∈ W.
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γ2(α(x)) f¨ ur ϕ(x) ergibt sich dies in folgenden zwei Schritten:
γ2(α(⌈γ2(α(x))⌉)) ∈ W gdw. γ2(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W,
da α(x)f in W repr¨ asentiert, und:
γ2(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W gdw. γ2(α(⌈γ2(α(x))⌉))  ∈ W
nach Voraussetzung.
Der genaue Widerspruch des Beweises von Satz 2.10 b) ergibt sich nun hieraus,
da α(x) f in W repr¨ asentiert:
γ2(α(⌈γ2(α(x))⌉))  ∈ W gdw. γ2(⌈γ2(α(⌈γ2(α(x))⌉))⌉)  ∈ W.
Zu Satz 2.10 c)
Unter der Voraussetzung von Satz 2.10 c) gilt f¨ ur jede S[v0]-Formel ϕ(x):
γ1(α(⌈ϕ(x)⌉)) ↔ ϕ(⌈ϕ(x)⌉) ∈ W.
γ1(α(x)) erf¨ ullt also die Bedingung aus Satz 2.7 a). Speziell f¨ ur die S[v0]-Formel
γ2(α(x)) f¨ ur ϕ(x) ergibt sich dies in folgenden zwei Schritten:
γ1(α(⌈γ2(α(x))⌉)) ↔ γ1(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W,
da α(x)f in W repr¨ asentiert, und:
γ1(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ↔ γ2(α(⌈γ2(α(x))⌉)) ∈ W
nach Voraussetzung.
Die Aussage aus Satz 2.10 c) ergibt sich nun hieraus, da α(x) f in W repr¨ asen-
tiert:
γ2(α(⌈γ2(α(x))⌉)) ↔ γ2(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W.
Zu Satz 2.10 d)
Unter der Voraussetzung von Satz 2.10 d) gilt f¨ ur jede S[v0]-Formel ϕ(x):
¬ϕ(⌈ϕ(x)⌉) ↔ γ2(α(⌈ϕ(x)⌉)) ∈ W.
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γ2(α(x)) f¨ ur ϕ(x) ergibt sich dies in folgenden zwei Schritten:
γ2(α(⌈γ2(α(x))⌉)) ↔ γ2(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W,
da α(x)f in W repr¨ asentiert, und:
γ2(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ↔ ¬γ2(α(⌈γ2(α(x))⌉)) ∈ W
nach Voraussetzung.
Die Aussage aus Satz 2.10 d) ergibt sich nun hieraus, da α(x) f in W repr¨ asen-
tiert:
¬γ2(α(⌈γ2(α(x))⌉)) ↔ ¬γ2(⌈γ2(α(⌈γ2(α(x))⌉))⌉) ∈ W.
Der Unterschied in dem Ansatz der S¨ atze 2.3 und 2.7 einerseits und dem
Ansatz des Satzes 2.10 andererseits kann also aufgefasst werden als Unter-
schied in der Bezeichnung des G¨ odelsatzes25 γ2(α(⌈γ2(α(x))⌉)). In den zuerst
genannten S¨ atzen wird der G¨ odelsatz nicht mit dem Standardnamen bezeich-
net, sondern als Wert α(⌈γ2(α(x))⌉) der Einsetzungsfunktion α(x) betrach-
tet. Im zuletzt genannten Satz wird der G¨ odelsatz mit seinem Standardnamen
⌈γ2(α(⌈γ2(α(x))⌉))⌉ bezeichnet. In diesem Sinn haben auch die Argumentatio-
nen und Beweise, die ¨ uber den Fixpunktsatz laufen, die Struktur, die in den
S¨ atzen 2.3 und 2.7 wiedergegeben wird.
Dieser Unterschied soll noch einmal konkret an der L¨ ugner-Antinomie und der
Antinomie von Grelling in der “autologisch”-Variante deutlich gemacht wer-
den. Voraussetzung in der L¨ ugner-Antinomie ist eine SL¨ u[v0]-Formel w(x), so
dass f¨ ur alle SL¨ u-S¨ atze ϕ gilt AL¨ u |= ϕ ↔ w(⌈ϕ⌉). Der L¨ ugner-Satz kann
konstruiert werden, wenn es einen SL¨ u[v0]-Term α(x) gibt, der semantisch der
Selbsteinsetzung von SL¨ u[v0]-Formeln in sich entspricht. Setzt man den Term in
die obige Formel ein, so erh¨ alt man eine SL¨ u[v0]-Formel, die die Voraussetzun-
gen der Antinomie von Grelling in der “autologisch”-Variante erf¨ ullt. Denn es
gilt f¨ ur alle SL¨ u[v0]-Formeln ϕ(x): AL¨ u |= w(α(⌈ϕ(x)⌉)) ↔ w(⌈ϕ(⌈ϕ(x)⌉)⌉), da
α(x) die Selbsteinsetzung einer einstelligen Formel repr¨ asentiert, und AL¨ u |=
w(⌈ϕ(⌈ϕ(x)⌉)⌉) ↔ ϕ(⌈ϕ(x)⌉), zusammen: AL¨ u |= w(α(⌈ϕ(x)⌉)) ↔ ϕ(⌈ϕ(x)⌉).
Der Widerspruch der Antinomie von Grelling ergibt sich also auch hier nach
Einsetzen von ¬w(α(x)) f¨ ur ϕ(x) in den einzelnen Schritten:
25Zur Deﬁnition des G¨ odelsatzes siehe Seite 46.72 Kapitel 2. Abstrakte Darstellungen
AL¨ u |= w(α(⌈¬w(α(x))⌉)) ↔ w(⌈¬w(α(⌈¬w(α(x))⌉))⌉)
und
AL¨ u |= w(⌈¬w(α(⌈¬w(α(x))⌉))⌉) ↔ ¬w(α(⌈¬w(α(x))⌉)),
zusammen also
AL¨ u |= w(α(⌈¬w(α(x))⌉)) ↔ ¬w(α(⌈¬w(α(x))⌉)).
Demgegen¨ uber wird in der L¨ ugner-Antinomie folgendermaßen argumentiert:
Der Schritt
AL¨ u |= w(⌈¬w(α(⌈¬w(α(x))⌉))⌉) ↔ ¬w(α(⌈¬w(α(x))⌉))
wird ¨ ubernommen. Nun wird auf die rechte Seite der ¨ Aquivalenz nochmals an-
gewendet, dass α(x) die Selbsteinsetzung einer einstelligen Formel repr¨ asentiert:
AL¨ u |= ¬w(α(⌈¬w(α(x))⌉)) ↔ ¬w(⌈¬w(α(⌈¬w(α(x))⌉))⌉).
Zusammen erh¨ alt man
AL¨ u |= w(⌈¬w(α(⌈¬w(α(x))⌉))⌉) ↔ ¬w(⌈¬w(α(⌈¬w(α(x))⌉))⌉).
Verwendet wird also in beiden F¨ allen in gleicher Weise die Eigenschaft des
Wahrheitsbegriﬀs w(x). Im ersten Fall, also der Nachzeichnung der Anti-
nomie von Grelling mit den Voraussetzungen der L¨ ugner-Antinomie, wird
der Satz w(⌈¬w(α(⌈¬w(α(x))⌉))⌉), der eine Aussage ¨ uber den L¨ ugner-Satz
¬w(α(⌈¬w(α(x))⌉)) darstellt, so durch Anwendung von α(x) umformuliert,
dass er eine Aussage ¨ uber den L¨ ugner-Satz als Funktionswert von α(x) darstellt:
w(α(⌈¬w(α(x))⌉)). Im zweiten Fall, also der eigentlichen L¨ ugner-Antinomie,
wird umgekehrt der Satz ¬w(α(⌈¬w(α(x))⌉)), der eine Aussage ¨ uber den
L¨ ugner-Satz als Funktionswert von α(x) ist, so durch Anwendung von α(x)
umformuliert, dass er eine Aussage ¨ uber den L¨ ugner-Satz ¬w(α(⌈¬w(α(x))⌉))
darstellt: ¬w(⌈¬w(α(⌈¬w(α(x))⌉))⌉).
Der Unterschied zwischen der Antinomie von Grelling in der “autologisch”-
Variante und der L¨ ugner-Antinomie kann also zusammenfassend beschrieben
werden als Unterschied erstens in der Feinheit der Voraussetzung – die Voraus-2.3. Vergleich semantischer Antinomien und damit verwandter Widerspruchsbeweise 73
setzung der L¨ ugner-Antinomie ist mit der Annahme von w(x) und α(x) feiner
als die Voraussetzung der Antinomie von Grelling mit der Annahme von aut –
und zweitens in der Art des Bezugs auf den L¨ ugner-Satz – die L¨ ugner-Antinomie
bezieht sich direkt auf ihn, die Antinomie von Grelling bezieht sich auf ihn als
Funktionswert.
Die S¨ atze 2.3 und 2.7 einerseits und Satz 2.10 andererseits stellen also in ab-
strakter Form die vier S¨ atze dar, die aus der L¨ ugner-Antinomie, den Antinomien
von Grelling und Richard, dem Satz von Tarski, dem ersten G¨ odelschen Unvoll-
st¨ andigkeitssatz und dem Unentscheidbarkeitssatz abstrahiert werden k¨ onnen.
Die Abstraktion bezieht sich hierbei auf den Aspekt der Repr¨ asentierbarkeit
einer Formelmenge in einer Satzmenge. Abstrahiert wird insbesondere von den
Eigenschaften einer Negation in den speziellen Objektsprachen, insbesondere in
Bezug auf einen Wahrheitsbegriﬀ.
Die zwei Fassungen der vier abstrakten S¨ atze in den S¨ atzen 2.3 und 2.7 einerseits
und Satz 2.10 andererseits unterscheiden sich dabei nicht wesentlich, wie die
obigen Bemerkungen zeigen.
Der urspr¨ ungliche syntaktische Beweis von G¨ odel entspricht der Abstraktion in
Satz 2.3 a).26 Dies ist die abstrakte Version der Antinomie von Grelling in Bezug
auf den Begriﬀ “autologisch”. G¨ odel selbst zieht einen Vergleich seiner Beweise
in erster Linie zur Antinomie von Richard aber auch zur L¨ ugner-Antinomie.
Er f¨ uhrt den Vergleich allerdings nicht n¨ aher aus.27 Die abstrakte Version der
Antinomie von Richard wird in Satz 2.3 b) wiedergegeben. Dies ist auch die ab-
strakte Version der Antinomie von Grelling in Bezug auf den Begriﬀ “heterolo-
gisch”. Wenn die Unterscheidung zwischen einem verneinten Wahrheitspr¨ adikat
und einem Falschheitspr¨ adikat bzw. zwischen der Verneinung des Begriﬀs “au-
tologisch” und dem Begriﬀ “heterologisch” in den abstrakten S¨ atzen getroﬀen
wird, dann ist der syntaktische Beweis G¨ odels der Antinomie von Grelling in
Bezug auf den Begriﬀ “autologisch” zuzuordnen. F¨ uhrt man diesen Beweis auf
der Basis des Fixpunktsatzes durch, wie in Abschnitt 1.3 geschehen, erh¨ alt man
als abstrakte Version Satz 2.10 a), der auch die abstrakte Version der L¨ ugner-
Antinomie ist. Aus dieser Sichtweise, also mit diesem Beweis als Grundlage, hat
der Unvollst¨ andigkeitssatz die Form der L¨ ugner-Antinomie.
26Siehe Seite 59.
27Siehe G¨ odel (1931), S. 175.74 Kapitel 2. Abstrakte Darstellungen
G¨ odels semantischer Beweis entspricht der Abstraktion in Satz 2.4 b).28 Dieser
Satz wiederum ist abgeleitet aus Satz 2.3 b), also der abstrakten Version der
Antinomie von Richard bzw. der Antinomie von Grelling bezogen auf den Begriﬀ
“heterologisch”.
Der urspr¨ ungliche Beweis von Tarski verl¨ auft nach meiner Deutung auf Seite
32 gem¨ aß den Abstraktionen in Satz 2.10. Tarski29 selbst bezieht sich in seiner
Konstruktion eines Widerspruchs ausdr¨ ucklich auf die L¨ ugner-Antinomie, die
auch der Abstraktion in Satz 2.10 entspricht. Er beschreibt die Idee seines Be-
weises als Analogie zur L¨ ugner-Antinomie. Der Beweis selbst weist allerdings
Z¨ uge des Ansatzes auf, der ohne den Fixpunktsatz vorgeht.
Als Ergebnis l¨ asst sich festhalten, dass die L¨ ugner-Antinomie, die Antinomi-
en von Grelling und Richard und die verschiedenen Beweise des Satzes von
Tarski, des ersten G¨ odelschen Unvollst¨ andigkeitssatzes und des Unentscheid-
barkeitssatzes in wesentlichen Z¨ ugen durch die abstrakten S¨ atze 2.3 a) und b)
wiedergegeben werden. Dies ist umso bemerkenswerter, als dass diese beiden
S¨ atze direkte, auf die abstrakte Sprache ¨ ubertragene Fassungen der Antinomie
von Grelling sind, einmal bezogen auf den Begriﬀ “heterologisch” und einmal
bezogen auf den Begriﬀ “autologisch”.
Satz 2.10 a) und b) lassen sich parallel zu den S¨ atzen 2.4 und 2.5 allgemein f¨ ur
Teil- oder Obermengen von W ausdr¨ ucken.
Es werden jeweils nur die den Teils¨ atzen a)(i) 2.4 und a)(i) 2.5 entsprechenden
Teile wiedergegeben. Nur f¨ ur diese ﬁnden sich Anwendungsf¨ alle unter den hier
angegebenen Beweisen zu S¨ atzen der Logik.
Satz 2.11. S sei eine abstrakte Sprache und W eine Menge von S-S¨ atzen. Die
Abbildung f aus Satz 2.9 sei in W repr¨ asentierbar.
a) Die S[v0]-Formel γ1(x) repr¨ asentiere die Menge A ⊆ W in W. Dann gibt es
zu jeder S[v0]-Formel γ2(x) einen S-Satz χ, so dass:
Wenn γ1(⌈χ⌉) ∈ W, dann γ2(⌈χ⌉) ∈ W.
b) Die S[v0]-Formel γ1(x) repr¨ asentiere die Menge A ⊇ W in W. Dann gibt es
28Siehe Seite 62.
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zu jeder S[v0]-Formel γ2(x) einen S-Satz χ, so dass:
Wenn γ2(⌈χ⌉) ∈ W, dann γ1(⌈χ⌉) ∈ W.
Beweis. Zu a) Nach Voraussetzung gilt f¨ ur alle S-S¨ atze ϕ: ϕ ∈ A gdw.
γ1(⌈ϕ⌉) ∈ W. χ sei ein S-Satz gem¨ aß Satz 2.9, so dass:
χ ∈ W gdw. γ2(⌈χ⌉) ∈ W. Nach Einsetzen von χ f¨ ur ϕ(x) ergibt sich:
χ ∈ A gdw. γ1(⌈χ⌉) ∈ W.
Nach Voraussetzung gilt A ⊆ W. Damit folgt a).
Zu b) Analog.
Die Version des ersten G¨ odelschen Unvollst¨ andigkeitssatzes, die Tarski im Nach-
wort zu Tarski (1935), S. 543 f. beweist, bzw. Satz 1.21 fallen unter Satz 2.11 a).
Dabei wird W interpretiert als die Menge der in N wahren SAr-S¨ atze und A
als die Menge der aus einer aufz¨ ahlbaren Menge PA von in N wahren SAr-
S¨ atzen ableitbaren SAr-S¨ atze. Da die Relation der Ableitbarkeit aus PA in
Th(N) durch
 
xbewPA(x,y) repr¨ asentiert wird, ergibt die Anwendung von Satz
2.11 a): Wenn N |=
 
xbewΦ(x,⌈χ⌉), dann N |= ¬
 
xbewΦ(x,⌈χ⌉). Es folgt
also N  |=
 
xbewΦ(x,⌈χ⌉), was auch N  ⊢ χ bedeutet. Die weiteren Folgerun-
gen im Unvollst¨ andigkeitssatz nach Tarski sind m¨ oglich, da in diesem speziel-
len Fall γ1(⌈χ⌉) ∈ W gdw. γ2(⌈χ⌉)  ∈ W. Mit N  |=
 
xbewΦ(x,⌈χ⌉) gilt also
N |= ¬
 
xbewΦ(x,⌈χ⌉) und ¨ uber die Fixpunkteigenschaft N |= χ und N  ⊢ ¬χ.
Die S¨ atze 1.31 a) und c) k¨ onnen als Einsetzungsf¨ alle von Satz 2.11 b) betrachtet
werden.30
2.2 Vergleich mit der abstrakten Beschreibung
von Ser´ eny
Ser´ eny31 behandelt in seiner Arbeit ein dem vorliegenden Kapitel ¨ ahnliches The-
ma. Er untersucht den Zusammenhang zwischen der L¨ ugner-Antinomie, dem
30Vgl. S. 62. Dort werden die urspr¨ unglichen Beweise dieser S¨ atze von G¨ odel bzw. Rosser
als Spezialf¨ alle von Satz 2.5 dargestellt. Parallel dazu verl¨ auft die Darstellung der S¨ atze 1.31
a) und c) als Spezialf¨ alle von Satz 2.11 b).
31Vgl. Ser´ eny (2003).76 Kapitel 2. Abstrakte Darstellungen
Satz von Tarski, dem Unvollst¨ andigkeits- und dem Unentscheidbarkeitssatz,
indem er eine abstrakte Sprache verwendet und Antinomie sowie S¨ atze samt
Beweisen in dieser Sprache darstellt. Die abstrakte Antinomie und die abstrak-
ten S¨ atze fallen wiederum unter ein allgemeines Schema, das Ser´ eny ”Theorem
1 (Generalized Liar Theorem)“32 nennt.
Die L¨ ugner-Antinomie hat bei Ser´ eny eine andere Form als in der vorliegen-
den Arbeit. Sie entspricht der hier als Antinomie von Grelling wiedergegebenen
Antinomie. In der abstrakten Formulierung33 hat die Antinomie bei Ser´ eny kon-
sequenter Weise die Form von Satz 2.3 b), unter den die Antinomie von Grel-
ling in der vorliegenden Arbeit f¨ allt. Dieser Unterschied erkl¨ art sich dadurch,
dass Ser´ eny nicht zwischen der Verwendung eines Wahrheits- und der Verwen-
dung eines Falschheitspr¨ adikats unterscheidet. Er benutzt damit auch nicht zwei
unterschiedliche abstrakte S¨ atze f¨ ur die Verwendung eines Wahrheitspr¨ adikats
einerseits und die Verwendung eines Falschheitspr¨ adikats andererseits. Weiter
unterscheidet Ser´ eny nicht zwischen einem Ansatz mit Fixpunktsatz und einem
Ansatz ohne Fixpunktsatz.
Eine Verallgemeinerung der abstrakten L¨ ugner-Antinomie, die er in Theorem
1 (Generalized Liar Theorem)34 formuliert, liefert Ser´ eny das Schema, unter
das die abstrakten Formen der Antinomie und der S¨ atze fallen. Theorem 1
(Generalized Liar Theorem) entspricht im Wesentlichen Satz 2.4 b) und Satz
2.5 b). ¨ Ubertragen auf die Bezeichnungsweisen der vorliegenden Arbeit lautet
das Theorem von Ser´ eny:
S sei eine abstrakte Sprache und V eine Menge von S-S¨ atzen. Die
Abbildung f aus Satz 2.9 sei in V repr¨ asentierbar. B sei eine Menge
von S-S¨ atzen, so dass F ′
S\B in V repr¨ asentierbar ist. Dann gibt es
eine S[v0]-Formel ϑ2(x), so dass ϑ2(⌈ϑ2(x)⌉)  ∈ B gdw. ϑ2(⌈ϑ2(x)⌉) ∈
V .
Nun werden bei Ser´ eny der Satz von Tarski, der Unvollst¨ andigkeits- und der
Unentscheidbarkeitssatz abstrakt formuliert und dann als Spezialf¨ alle des obigen
Satzes interpretiert. Dies geschieht in Theorem 2(i)-(iii)35. ¨ Ubertragen auf die
Bezeichnungsweisen der vorliegenden Arbeit lautet das Theorem:
32Siehe Ser´ eny (2003), S. 12.
33Siehe Proposition (Liar Theorem), Ser´ eny (2003), S. 10.
34Siehe Ser´ eny (2003), S. 12.
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S sei eine abstrakte Sprache und W, A seien Mengen von S-S¨ atzen.
(S,W, ↔ ,¬) sei eine abstrakte Sprache mit Negation.
(i)(a) F¨ ur die Negation ¬ gelte folgende zus¨ atzliche Voraussetzung:
F¨ ur alle S-S¨ atze ϕ ist ϕ ∈ A gdw. ¬¬ϕ ∈ A.
Die Abbildung f aus Satz 2.9 sei in A repr¨ asentierbar. A sei in
A repr¨ asentierbar. Dann gibt es eine S[v0]-Formel ϑ1(x), so dass
¬ϑ1(⌈¬ϑ1(x)⌉) ∈ A gdw. ¬¬ϑ1(⌈¬ϑ1(x)⌉) ∈ A.36
(i)(b) F¨ ur die Negation ¬ gelte folgende zus¨ atzliche Voraussetzung:
F¨ ur alle S-S¨ atze ϕ ist ϕ ∈ W gdw. ¬ϕ  ∈ W.
Die Abbildung f aus Satz 2.9 sei in W repr¨ asentierbar. A sei in
W repr¨ asentierbar. Dann gibt es eine S[v0]-Formel ϑ1(x), so dass
¬ϑ1(⌈¬ϑ1(x)⌉)  ∈ A gdw. ¬ϑ1(⌈¬ϑ1(x)⌉) ∈ W.
(ii) F¨ ur die Negation ¬ gelte folgende zus¨ atzliche Voraussetzung:
F¨ ur alle S-S¨ atze ϕ ist ϕ ∈ W gdw. ¬ϕ  ∈ W.
Die Abbildung f aus Satz 2.9 sei in W repr¨ asentierbar. Dann ist W
nicht in W repr¨ asenierbar. Denn andernfalls g¨ abe es eine S[v0]-Formel
ϑ1(x), so dass ¬ϑ1(⌈¬ϑ1(x)⌉)  ∈ W gdw. ¬ϑ1(⌈¬ϑ1(x)⌉) ∈ W.
(iii) Die Abbildung f aus Satz 2.9 sei in A repr¨ asentierbar. Dann
ist F ′
S\A nicht in A repr¨ asentierbar. Denn andernfalls g¨ abe es eine
S[v0]-Formel ϑ1(x), so dass ϑ2(⌈ϑ2(x)⌉)  ∈ A gdw. ϑ2(⌈ϑ2(x)⌉) ∈ A.
Dabei stellen (i)(a) und (i)(b) abstrakte Formen des Unvollst¨ andigkeitssatzes
dar. (a) bezieht sich auf die syntaktische Form, (b) bezieht sich auf die seman-
tische Form des Beweises von G¨ odel. (ii) stellt die abstrakte Form des Satzes
von Tarski und (iii) den Unentscheidbarkeitssatz nach Rosser dar.
Ein wesentlicher Unterschied zu den abstrakten Fassungen der jeweiligen S¨ atze
in der vorliegenden Arbeit besteht in Bezug auf die syntaktische Form des Un-
vollst¨ andigkeitssatzes. Ser´ eny muss hier f¨ ur die Negation voraussetzen, dass f¨ ur
alle S-S¨ atze ϕ gilt: ϕ ∈ A gdw. ¬¬ϕ ∈ A. Daf¨ ur kann er alle abstrakten S¨ atze
unter einem Satz (Generalized Liar Theorem) zusammenfassen, w¨ ahrend in der
vorliegenden Arbeit die folgenden zwei S¨ atze, formuliert analog zu Ser´ enys Ge-
neralized Liar Theorem, verwendet werden:37
36Vgl. auch Smullyan (1992), Theorem 1, S. 59 und das Korollar hierzu, S. 60.
37Die S¨ atze sind ¨ Ubertragungen der S¨ atze 2.4 und 2.5.78 Kapitel 2. Abstrakte Darstellungen
S sei eine abstrakte Sprache und V eine Menge von S-S¨ atzen. Die
Abbildung f aus Satz 2.9 sei in V repr¨ asentierbar.
(i) B sei eine Menge von S-S¨ atzen, so dass B in V repr¨ asentierbar ist.
Dann gibt es eine S[v0]-Formel ϑ1(x), so dass f¨ ur alle S[v0]-Formeln
ϑ2(x) gilt: ϑ2(⌈ϑ2(x)⌉) ∈ B gdw. ϑ1(⌈ϑ2(x)⌉) ∈ V .
(ii) B sei eine Menge von S-S¨ atzen, so dass F ′
S\B in V repr¨ asentier-
bar ist. Dann gibt es eine S[v0]-Formel ϑ2(x), so dass ϑ2(⌈ϑ2(x)⌉)  ∈ B
gdw. ϑ2(⌈ϑ2(x)⌉) ∈ V .
Um den Beweis nach Ser´ eny zu deuten, sei V interpretiert als die Menge
der SAr-S¨ atze, deren Negation aus einer Menge PA von SAr-S¨ atzen ableitbar
ist. B sei interpretiert als PA ⊢ . Dabei wird vorausgesetzt, dass PA aufz¨ ahl-
bar und ω-widerspruchsfrei ist und die Menge PA enth¨ alt. Da die Relation
der Ableitbarkeit aus PA in PA durch
 
xbewPA(x,y) repr¨ asentiert wird und:
PA ⊢ ¬¬
 
xbewPA(x,y) gdw. PA ⊢
 
xbewPA(x,y), wird diese Relation in V
durch ¬
 
xbewPA(x,y) repr¨ asentiert. Die Anwendung des abstrakten Satzes
von Ser´ eny ergibt also PA ⊢ ¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)) gdw.
PA ⊢ ¬¬
 
xbewPA(x,α(⌈¬
 
xbewPA(x,α(y))⌉)).
G¨ odels syntaktischer Beweis des Unvollst¨ andigkeitssatzes benutzt nicht die Vor-
aussetzung, dass f¨ ur alle SAr-S¨ atze ϕ gilt: PA ⊢ ϕ gdw. PA ⊢ ¬¬ϕ.
2.3 Eine abstrakte Version des zweiten G¨ odel-
schen Unvollst¨ andigkeitssatzes
Da der Beweis des zweiten Unvollst¨ andigkeitssatzes von G¨ odel so formuliert
werden kann, dass er im Kern38 nichts anderes als der Beweis des ersten Unvoll-
st¨ andigkeitssatzes auf der Basis von PA ist, kann auch der zweite Unvollst¨ andig-
keitssatz als Anwendung von Satz 2.10 a) verstanden werden. Als Metasprache
wird in diesem Fall die Sprache der Peano-Arithmetik erster Stufe, bzw. eine
widerspruchsfreie, aufz¨ ahlbare Erweiterung hiervon, benutzt.
Es wird nun untersucht, inwieweit sich der zweite Unvollst¨ andigkeitssatz auf
abstrakte Sprachen im Sinn des Abschnitts 2.1 ¨ ubertragen l¨ asst.
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(S,W, ↔ ) sei eine abstrakte Sprache mit ¨ Aquivalenz. In der abstrakten Spra-
che wird nun zus¨ atzlich zur ¨ Aquivalenz eine zweite, schw¨ achere Verkn¨ upfung
zwischen S¨ atzen ben¨ otigt. F¨ ur alle S-S¨ atze ϕ1, ϕ2 sei ϕ1 → ϕ2 ein S-Satz. Die
Relation → sei schw¨ acher als die Relation ↔ : Wenn ϕ1 ↔ ϕ2 ∈ W, dann auch
ϕ1 → ϕ2 ∈ W. Ferner gelte f¨ ur alle S-S¨ atze ϕ1, ϕ2,ϕ3: Wenn ϕ1 → ϕ2 ∈ W und
ϕ2 → ϕ3 ∈ W, dann ϕ1 → ϕ3 ∈ W.
Satz 2.12. Die Abbildung f aus Satz 2.9 sei in W repr¨ asentierbar. γ1(x) sei
eine S[v0]-Formel, so dass f¨ ur alle S-S¨ atze ϕ: Wenn ϕ ∈ W, dann γ1(⌈ϕ⌉) ∈ W.
F¨ ur γ1(x) wird nun angenommen, dass diese Bedingung und die Regel des Modus
ponens auch aus Sicht von W gelten. Genauer, dass f¨ ur alle S-S¨ atze ϕ, ψ:
A1: γ1(⌈ϕ⌉) → γ1(⌈γ1(⌈ϕ⌉)⌉) ∈ W
A2: Wenn γ1(⌈ϕ ↔ ψ⌉) ∈ W, dann γ1(⌈ϕ⌉) ↔ γ1(⌈ψ⌉) ∈ W.
Dann gilt f¨ ur jede S[v0]-Formel γ2(x) und einen Fixpunkt χ von γ2(x)
γ1(⌈γ2(⌈χ⌉)⌉) → γ1(⌈γ1(⌈χ⌉)⌉) ∈ W.
Beweis. Wegen A1 gilt γ1(⌈χ⌉) → γ1(⌈γ1(⌈χ⌉)⌉) ∈ W. Da χ Fixpunkt zu γ2(x)
ist, gilt γ1(⌈γ2(⌈χ⌉) ↔ χ⌉) ∈ W. Und nach A2: γ1(⌈γ2(⌈χ⌉)⌉) ↔ γ1(⌈χ⌉) ∈ W.
Insgesamt erh¨ alt man also γ1(⌈γ2(⌈χ⌉)⌉) → γ1(⌈γ1(⌈χ⌉)⌉) ∈ W.
Damit ist Satz 2.9 a) auf der Basis von W durchgef¨ uhrt. Mit den vorhan-
denen Mitteln kann die Argumentation des zweiten Unvollst¨ andigkeitssatzes
nicht weiter ¨ ubertragen werden. Es m¨ usste f¨ ur geeignete Wahl von γ2(x) von
γ1(⌈γ2(⌈χ⌉)⌉) → γ1(⌈γ1(⌈χ⌉)⌉) ∈ W auf γ1(⌈γ2(⌈χ⌉)⌉) → γ1(⌈⊥⌉) ∈ W ge-
schlossen werden. Dann gilt ¨ uber die Fixpunkteigenschaft auch
γ1(⌈χ⌉) → γ1(⌈⊥⌉) ∈ W. Von hier m¨ usste auf γ2(⌈⊥⌉) → γ2(⌈χ⌉) ∈ W ge-
schlossen werden.
2.4 Eine abstrakte Version des Satzes von
Tarski f¨ ur Terme
In Satz 1.16 in Abschnitt 1.3.2 wird der Satz von Tarski von der Frage nach
der Ausdr¨ uckbarkeit der Wahrheit auf die Frage nach der Ausdr¨ uckbarkeit der80 Kapitel 2. Abstrakte Darstellungen
Bezeichnungsrelation ¨ ubertragen. Statt der semantischen Zuordnung des Wahr-
heitswertes eines Satzes zu diesem Satz wird die semantische Zuordnung eines
von einem Term bezeichneten Objekts des Universums zu diesem Term be-
trachtet. Auch Satz 1.16 kann f¨ ur abstrakte Sprachen formuliert werden. Zuvor
wird die Deﬁnition einer abstrakten Sprache f¨ ur diesen Abschnitt entsprechend
abge¨ andert und der Fixpunktsatz formuliert.
Deﬁnition 2.13. Eine abstrakte Sprache S ist ein Tupel (TS,T ′
S,F ′
S,eS,nS,≡)
aus
- einer Menge TS (Menge der S-Terme),
- einer Menge T ′
S (Menge der geschlossenen S-Terme) mit T ′
S ⊆ TS,
- einer Menge F ′
S (Menge der S-S¨ atze),
- einer Abbildung eS : (TS\T ′
S) × TS → TS (Einsetzung eines Terms u in
einen Term t(x) mit genau einer freien Variable, t(u))
- mit eS[(TS\T ′
S)×T ′
S] ⊆ T ′
S (die Einsetzung eines geschlossenen Terms
in einen Term mit genau einer freien Variable ist ein geschlossener
Term),
- eS[(TS\T ′
S) × (TS\T ′
S)] ⊆ TS\T ′
S (die Einsetzung eines Terms mit ge-
nau einer freien Variable in einen Term mit genau einer freien Variable
ist ein Term mit genau einer freien Variable)
- und eS(eS(t1,t2),t3) = eS(t1,eS(t2,t3))) f¨ ur alle t1,t2 ∈ TS\T ′
S,t3 ∈
TS,
- einer injektiven Abbildung nS : TS → T ′
S (Standardterm oder Standard-
name eines Terms t, ⌈t⌉),
- einer Abbildung ≡: T ′
S × T ′
S → F ′
S (Identit¨ at).
Die Menge der S[v0]-Terme sei die Menge TS\T ′
S.
Die folgende Deﬁntion ist die Parallele zur Deﬁnition einer abstrakten Sprache
mit ¨ Aquivalenz bzw. mit Negation in Abschnitt 2.1.
Deﬁnition 2.14. S=(TS,T ′
S,F ′
S,eS,nS,≡) sei eine abstrakte Sprache. W sei
eine Menge von S-S¨ atzen.
a) (S,W) ist eine abstrakte Sprache mit Identit¨ at gdw.:
• f¨ ur alle t1,t2 ∈ T ′
S,v(x) ∈ TS\T ′
S gilt: wenn t1 ≡ t2 ∈ W, dann v(t1) ≡
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• f¨ ur alle S-Terme t1, t2 gilt: wenn ⌈t1⌉ ≡ ⌈t2⌉ ∈ W, dann t1 = t2,
• f¨ ur alle geschlossenen S-Terme t1, t2 gilt: wenn t1 ≡ t2 ∈ W, dann t2 ≡
t1 ∈ W,
• f¨ ur alle geschlossenen S-Terme t1,t2,t3 gilt: wenn t1 ≡ t2 ∈ W und t2 ≡
t3 ∈ W, dann t1 ≡ t3 ∈ W.
b) (S,W) sei eine abstrakte Sprache mit Identit¨ at. +1 : TS → TS sei eine Ab-
bildung. (S,W,+1) ist eine abstrakte Sprache mit Nachfolgerfunktion gdw.:
• f¨ ur alle S[v0]-Terme t(x) und alle geschlossenen S-Terme v gilt: t(x) +1 ∈
TS\T ′
S und t(v) + 1 = (t(x) + 1)(v).
Deﬁnition 2.15. S sei eine abstrakte Sprache und W sei ein Menge von S-
S¨ atzen. Eine (partielle) Funktion f : TS → TS heißt repr¨ asentierbar in W gdw.
es einen S[v0]-Term t(x) gibt, so dass f¨ ur alle S-Terme v1,v2:
v1 ∈ f
−1[TS] und f(v1) = v2 gdw.
t(⌈v1⌉) ≡ ⌈v2⌉ ∈ W.
t(x) repr¨ asentiert f in S.
Diese Deﬁnition der Repr¨ asentierbarkeit einer partiellen Funktion ist st¨ arker als
Deﬁnition 1.6 f¨ ur den konkreten Anwendungsfall in Abschnitt 1.3.1. Denn hier
wird, ¨ ubertragen auf den konkreten Fall, nicht nur f¨ ur n, f¨ ur die die partielle
Funktion deﬁniert ist, gefordert, dass Φ ⊢
  .
xϕ(n,x), sondern allgemein. Ohne
diese Verst¨ arkung h¨ atte die Konklusion in Satz 2.17 a) eine andere Form. Hierauf
wird im Anschluss an Satz 2.17 kurz eingegangen.
Lemma 2.16. (S,W) sei eine abstrakte Sprache mit Identit¨ at. f : TS → TS sei
gegeben durch
f(t(x)) =
 
t(⌈t(x)⌉), falls t(x) ein S[v0]-Term ist,
t∗, sonst.
Dabei sei t∗ ein beliebiger S-Term.
f sei in W repr¨ asentierbar. Dann gibt es zu jedem S[v0]-Term v(x) einen Fix-
punkt, d.h. einen geschlossenen S-Term u, so dass u ≡ v(⌈u⌉) ∈ W.82 Kapitel 2. Abstrakte Darstellungen
Beweis. Siehe den Beweis zu Lemma 1.15.
Satz 2.17. (S,W) sei eine abstrakte Sprache mit Identit¨ at.
a) Die Abbildung f aus Lemma 2.16 sei in W repr¨ asentierbar. Wenn die parti-
elle Funktion g von der Menge der S-Terme in sich, die gegeben ist durch
g(t) = v, falls t ∈ T
′
S und t ≡ ⌈v⌉ ∈ W f¨ ur einen S-Term v,
durch einen S[v0]-Term s1(x) repr¨ asentierbar ist, so gibt es zu jedem S[v0]-Term
s2(x) einen S-Term u, so dass:
f¨ ur alle S-Terme q : s2(⌈u⌉) ≡ ⌈q⌉ ∈ W gdw. s1(⌈u⌉) ≡ ⌈q⌉ ∈ W.
b) p sei eine Abbildung von der Menge der S-Terme in sich, so dass p(t)  = t
f¨ ur alle S-Terme t. Die Funktion f von der Menge der S-Terme in sich, die
gegeben ist durch
f(t) =
 
p(v), falls t ∈ T ′
S und t ≡ ⌈v⌉ ∈ W f¨ ur einen S-Term v
t∗, sonst,
ist nicht repr¨ asentierbar.
c) Wenn es einen S[v0]-Term s1(x) gibt, so dass f¨ ur alle geschlossenen S-Terme
t gilt
t ≡ s1(⌈t⌉) ∈ W,
so gibt es zu jedem S[v0]-Term s2(x) einen geschlossenen S-Term u, so dass
s2(⌈u⌉) ≡ s1(⌈u⌉) ∈ W.
d) Wenn es einen S[v0]-Term s2(x) gibt, so dass f¨ ur alle geschlossenen S-Terme
t gilt
t + 1 ≡ s2(⌈t⌉) ∈ W,
so gilt
s2(⌈u⌉) ≡ s2(⌈u⌉) + 1 ∈ W.
Beweis. Zu a) s1(x) sei ein S[v0]-Term, so dass f¨ ur alle geschlossenen S-Terme
t gilt: t ≡ ⌈q⌉ ∈ W gdw. s1(⌈t⌉) ≡ ⌈q⌉ ∈ W, f¨ ur alle S-Terme q. u sei ein
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s2(⌈u⌉) ≡ ⌈q⌉ ∈ W. Nach Einsetzen von u f¨ ur t ergibt sich: s2(⌈u⌉) ≡ ⌈q⌉ ∈ W
gdw. s1(⌈u⌉) ≡ ⌈q⌉ ∈ W, f¨ ur alle S-Terme q.
Zu b) s2(x) sei ein S[v0]-Term, so dass f¨ ur alle geschlossenen S-Terme t und
alle S-Terme q gilt:
[q = p(v) und t ≡ ⌈v⌉ ∈ W f¨ ur einen S-Term v oder
q = t
∗ und t ≡ ⌈v⌉  ∈ W f¨ ur alle S-Terme v]
gdw. s2(⌈t⌉) ≡ ⌈q⌉ ∈ W.
u sei ein S-Term nach Lemma 2.16, so dass f¨ ur alle S-Terme q: u ≡ ⌈q⌉ ∈ W
gdw. s2(⌈u⌉) ≡ ⌈q⌉ ∈ W. Nach Einsetzen von u f¨ ur t ergibt sich f¨ ur alle S-
Terme q:
[q = p(v) und u ≡ ⌈v⌉ ∈ W f¨ ur einen S-Term v oder
q = t
∗ und u ≡ ⌈v⌉  ∈ W f¨ ur alle S-Terme v]
gdw. u ≡ ⌈q⌉ ∈ W.
Widerspruch.
Zu c) s1(x) sei ein S[v0]-Term, so dass f¨ ur alle geschlossenen S-Terme t gilt:
t ≡ s1(⌈t⌉) ∈ W. u sei ein Fixpunkt zu s2(x). Es gilt also u ≡ s2(⌈u⌉) ∈ W.
Nach Einsetzen von u f¨ ur t ergibt sich s2(⌈u⌉) ≡ s1(⌈u⌉) ∈ W.
Zu d) s2(x) sei ein S[v0]-Term, so dass f¨ ur alle geschlossenen S-Terme t gilt:
t+1 ≡ s2(⌈t⌉) ∈ W. u sei ein Fixpunkt zu s2(x). Es gilt also u ≡ s2(⌈u⌉) ∈ W.
Mit der gleichen Argumentation wie in Lemma 2.16 erh¨ alt man auch u + 1 ≡
s2(⌈u⌉)+1 ∈ W, da s2(α(⌈s2(α(x))⌉))+1 ≡ s2(⌈s2(α(⌈s2(α(x))⌉))⌉)+1 ∈ W.
Nach Einsetzen von u f¨ ur t ergibt sich s2(⌈u⌉) ≡ s2(⌈u⌉) + 1 ∈ W.
Ohne die Verst¨ arkung der Deﬁnition der Repr¨ asentierbarkeit einer Funktion
w¨ urde die Konklusion in Teil a) des obigen Satzes lauten:
f¨ ur alle S-Terme q : s2(⌈u⌉,⌈q⌉) ∈ W gdw. s1(⌈u⌉,⌈q⌉) ∈ W.
Hierzu m¨ ussten zweistellige Formeln in die abstrakte Sprache eingef¨ uhrt wer-
den. s1(x0,x1), s2(x0,x1) w¨ aren dann zweistellige Formeln, von denen nicht an-
genommen werden kann, dass
 
x0
  .
x1s1(x0,x1) ∈ W,
 
x0
  .
x1s2(x0,x1) ∈ W.
Parallel zu Satz 2.10 kann auch Satz 2.17 in einer Form wiedergegeben werden,84 Kapitel 2. Abstrakte Darstellungen
die an die Antinomie von Grelling, ¨ ubertragen auf einstellige Terme, angelehnt
ist. Teil a) lautet dann z.B.: Wenn die partielle Funktion g von der Menge der
S-Terme in sich, die gegeben ist durch
g(t) = v, falls t ∈ TS\T
′
S und t(⌈t⌉) ≡ ⌈v⌉ ∈ W f¨ ur einen S-Term v,
durch einen S[v0]-Term r1(x) repr¨ asentiert wird, so gilt f¨ ur jeden S[v0]-Term r2(x):
F¨ ur alle S-Terme q : r2(⌈r2(x)⌉) ≡ ⌈q⌉ ∈ W gdw. r1(⌈r2(x)⌉) ≡ ⌈q⌉ ∈ W.
Aus dem abstrakten Satz 2.17 ergeben sich ein Unvollst¨ andigkeitssatz, ein Un-
entscheidbarkeitssatz und Antinomien parallel zur L¨ ugner-Antinomie und zu
den Antinomien von Grelling und Richard. Der entsprechende Unvollst¨ andig-
keitssatz lautet:
Satz 2.18. PA sei aufz¨ ahlbar, enthalte PA und sei widerspruchsfrei. Dann gibt
es einen SAr[v0]-Term s2(x), so dass f¨ ur alle q ∈ N: PA  ⊢ s2(⌈u⌉) ≡ q, wobei u
ein Fixpunkt zu s2(x) sei.39
Beweis. Wie in Ritchie u. Young (1969) gezeigt wird, ist unter diesen Bedin-
gungen die partiell rekursive Funktion g : N → N, die gegeben ist durch
g(n) =

 
 
m, falls n = ⌈t⌉ f¨ ur einen geschlossenen SAr-Term t
und PA ⊢ t ≡ m,
undeﬁniert, sonst,
in PA durch einen SAr[v0]-Term s1(x) repr¨ asentierbar. Die Anwendung des ab-
strakten Satzes 2.17 a) ergibt also f¨ ur s1(x) + 1 als SAr[v0]-Term s2(x):
f¨ ur alle q ∈ N : PA ⊢ s1(⌈u⌉) + 1 ≡ q gdw. PA ⊢ s1(⌈u⌉) ≡ q.
Hierbei sei u Fixpunkt zu s1(x) + 1.
Damit gilt f¨ ur alle q ∈ N: PA  ⊢ s1(⌈u⌉) + 1 ≡ q.
39In Bezug auf die Formulierung des Satzes sei an die Konvention der Termschreibweise auf
S. 30 erinnert. Eine Formulierung des Satzes ohne Termschreibweise lautet:
Es gibt eine SAr[v0,v1]-Formel ϕ(x,y) und n ∈ N, so dass PA ⊢
 
x
  .
yϕ(x,y), jedoch f¨ ur alle
q ∈ N: PA  ⊢ ϕ(n,q).2.4. Eine abstrakte Version des Satzes von Tarski f¨ ur Terme 85
Eine zur L¨ ugner-Antinomie parallele Antinomie k¨ onnte lauten:
Es wird ausgegangen von dem Term u, u := “diejenige Zahl, die
dieser Term bezeichnet, plus 1”, oder allgemeiner u := “ein von
demjenigen Objekt, das dieser Term bezeichnet, verschiedenes Ob-
jekt”.
Es ergibt sich: Dasjenige Objekt, das der Term u bezeichnet, ist das,
was er bezeichnet, also ein von demjenigen Objekt, das er bezeich-
net, verschiedenes Objekt.86Kapitel 3
Diagonalargumente in ontologischen und
semantischen Antinomien
In diesem Kapitel werden die strukturellen Gemeinsamkeiten der im letzten
Kapitel dargestellten ontologischen und semantischen Antinomien untersucht.
Dazu wird ein mengentheoretisches Schema entwickelt – das Schema einer Dia-
gonalstruktur –, das wesentlich von Cantors Diagonalverfahren1 gepr¨ agt ist und
von dem gezeigt werden soll, dass auf seiner Grundlage die relevanten Z¨ uge der
einzelnen Antinomien dargestellt werden k¨ onnen. Ferner soll gezeigt werden,
dass auf diese Weise die gemeinsame Struktur, aber auch die Unterschiede der
Antinomien deutlich werden.
Allgemein stellt sich hier zun¨ achst die Frage, was die Kriterien f¨ ur ein Schema
sein k¨ onnten, das die relevanten Z¨ uge oder die Struktur von Einzelf¨ allen be-
friedigend darstellt. Sicher handelt es sich bei einem solchen Schema um eine
Abstraktion, die um so weitgehender abstrahiert und um so weniger speziﬁ-
sche Begriﬀe verwendet, je unterschiedlicher die Einzelf¨ alle sind, die darunter
subsumiert werden sollen. Trotzdem soll das Schema wesentliche Aspekte jedes
Einzelfalls wiedergeben. Umgekehrt werden die in das Schema aufgenomme-
nen Eigenschaften so auch zu wesentlichen erkl¨ art. Priest, dessen Darstellung
der Struktur der Antinomien am Ende dieses Abschnitts der hier entwickelten
gegen¨ ubergestellt wird, beschreibt die Schwierigkeit, klare Bedingungen f¨ ur ein
solches Schema zu bestimmen, wie folgt: “We want not just any old pattern, but
the essential pattern. How to cash out this notion here is an interesting question.
If we were dealing with a scientiﬁc, empirical, matter, what we would be after
would be a pattern that is a lawlike, not just accidental, generalisation (however,
in the end, one wishes to cash out the distinction). But it is not clear (at least
to me) how to transfer the distinction to the present case.”2 Diese Frage soll
1Vgl. Fußnote 3, S. 89.
2Priest (2002), S. 135.
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hier nicht weiter behandelt werden. Der Begriﬀ eines strukturbeschreibenden
Schemas bleibt also vage.
Das vorgeschlagene Schema hat die Form einer mengentheoretischen Struktur.
Analog zu den abstrakten S¨ atzen aus Abschnitt 2.1, in denen nach der Verwen-
dung eines Wahrheits- und eines Falschheitsbegriﬀs unterschieden wird, werden
auch hier zwei Arten von Diagonalstrukturen eingef¨ uhrt. Der zu der Verwen-
dung eines Falschheitsbegriﬀs analoge Begriﬀ einer Diagonalstruktur, die durch
ein 3-Tupel aus einer Menge, einer Abbildung und einem Element, dem Diago-
nalelement, gegeben ist, beschreibt beispielsweise, dass die Abbildung von der
Menge in ihre Potenzmenge geht und das Diagonalelement genau die Elemente
der Menge enth¨ alt, die nicht in ihrem Bild enthalten sind. Unter Verwendung
der klassischen Logik ergibt sich dann, dass das Diagonalelement nicht im Bild
der Abbildung liegen kann.
Im Anschluss an die Darstellung werden die einzelnen Antinomien und Wider-
spruchsbeweise auf Diagonalstrukturen bezogen. Dies geschieht durch Interpre-
tation der Objektsprachen ¨ uber zu den jeweiligen Symbolmengen passenden
Strukturen. Die ontologischen Antinomien, die auf dem Klassen- und dem Ele-
mentbegriﬀ aufbauen, werden ¨ uber einem Universum – also einer Menge –, auf
dem eine zweistellige Relation gegeben ist, interpretiert. Die zweistellige Rela-
tion erzeugt eine Abbildung vom Universum in die Potenzmenge des Univer-
sums, indem einem Element des Universums die Menge der mit ihm in Relation
stehenden Elemente zugeordnet wird. Auf dieser Basis wird durch die in der
Antinomie gemachten Voraussetzungen eine Diagonalstruktur erzeugt. In den
semantischen Antinomien werden bestimmte einstellige Formeln vorausgesetzt.
Eine einstellige Formel wird ¨ uber dem Universum, das die Menge der einstelligen
Formeln der Sprache enth¨ alt, als Menge interpretiert. Dadurch wird wiederum
eine Abbildung vom Universum in die Potenzmenge des Universums erzeugt,
indem einem Element – also einer einstelligen Formel – seine Extensionsmenge
zugeordnet wird. Auf diesem Weg entsteht durch die in der Antinomie gemach-
ten Voraussetzungen eine Diagonalstruktur, die direkt auch mit den durch on-
tologische Antinomien erzeugten Diagonalstrukturen verglichen werden kann.
In Abschnitt 3.6 werden einige Formen von Antinomien, die keine Diagonalar-
gumente im eigentlichen Sinn verwenden, wie z.B. der L¨ ugner-Zirkel, auf ihre
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Vor diesem Hintergrund werden die Voraussetzungen ontologischer und semanti-
scher Antinomien gegen¨ ubergestellt und es wird gefragt, ob es zu den jeweiligen
Antinomien Entsprechungen im anderen Antinomietyp gibt und wo Gemein-
samkeiten und Unterschiede in der Art der Voraussetzungen bestehen.
Im Anschluss werden einige alternative Schemata, die in Zusammenhang mit
Antinomien stehen, vorgestellt und mit dem Diagonalschema der vorliegenden
Arbeit verglichen.
Es folgt eine ¨ Ubersicht und Klassiﬁzierung von L¨ osungsans¨ atzen zur Antinomi-
enproblematik, die auf die vorangegangene Untersuchung der Voraussetzungen
der einzelnen Antinomien aufbaut. Ferner wird der Frage nach der Einheit-
lichkeit von L¨ osungen nachgegangen. Das Kapitel endet mit der Feststellung,
dass Antinomien Grenzen des Aussagbaren deutlich machen – unabh¨ angig vom
eingeschlagenen L¨ osungsweg.
3.1 Diagonalstrukturen
Der Begriﬀ der Diagonalstruktur wird vor dem Hintergrund einer Mengenlehre
unter Verwendung der klassischen Logik eingef¨ uhrt.
Von einer Diagonalstruktur1 bzw. einer Diagonalstruktur2 soll gesprochen wer-
den, wenn Folgendes gegeben ist:
N, N′ sind Mengen, M ist die Menge von Abbildungen von N nach N′.
f : N → M ist eine Abbildung. Es gibt ein Element m1 ∈ M, so dass f¨ ur
alle n ∈ N
f(n)(n) = m1(n),
bzw. ein Element m2 ∈ M, so dass f¨ ur alle n ∈ N
f(n)(n)  = m2(n).
m1 bzw. m2 heiße Diagonalelement1 bzw. Diagonalelement2.3
3 Das Beweisverfahren, das Cantor benutzt, um zu zeigen, dass die M¨ achtigkeit der reel-
len Zahlen echt gr¨ oßer ist als die der nat¨ urlichen Zahlen, wird ¨ ublicherweise als Cantorsches
Diagonalverfahren bezeichnet. Der Begriﬀ der Diagonalstruktur2 ist daran angelehnt. Das
Beweisverfahren von Cantor hat eine Diagonalstruktur2 im Sinne der vorliegenden Arbeit
als Grundlage und f¨ uhrt die zur Satzaussage gegenteilige Annahme zum Widerspruch, in-
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F¨ ur abz¨ ahlbare N kann eine Diagonalstruktur wie folgt veranschaulicht werden:
Dabei seien x1,x2,x3,... die Elemente von N. y1,y2,y3,... seien die Bilder von
Elementen aus N unter f (y1 sei das Bild von x1, usw.). Die Diagonalelemente
m1 und m2 stehen unterhalb – es ist oﬀen gelassen, ob sie in f[N] liegen oder
nicht. Im rechten Teil der Darstellung sind die Elemente von f[N], angewendet
auf die einzelnen Argumente, notiert. F¨ ur die Diagonalelemente ausschlagge-
bend ist die Diagonale. Das Diagonalelement1 stimmt an jeder Stelle mit der
Diagonalen ¨ uberein. Das Diagonalelement2 unterscheidet sich an jeder Stelle
von der Diagonalen, was durch das Ungleichheitszeichen angedeutet ist.
N f[N]
x1 y1 y1(x1) y1(x2) y1(x3)    
x2 y2 y2(x1) y2(x2) y2(x3)    
x3 y3 y3(x1) y3(x2) y3(x3)    
. . .
. . .
. . .
. . .
. . . ...
m1 y1(x1) y2(x2) y3(x3)    
m2  = y1(x1)  = y2(x2)  = y3(x3)    
Die genaue Deﬁnition einer Diagonalstruktur laute:
Deﬁnition 3.1. Eine Diagonalstruktur1 bzw. eine Diagonalstruktur2 ist ein
Tupel (N,N′,f,m1) bzw. (N,N′,f,m2), wobei N,N′ Mengen sind, f : N → M
eine Abbildung in die Menge aller Abbildungen M von N nach N′ ist und
m1 ∈ M bzw. m2 ∈ M, so dass f¨ ur alle n ∈ N
f(n)(n) = m1(n) bzw. f(n)(n)  = m2(n).
Satz 3.2. a) (N,N′,f,m1) sei eine Diagonalstruktur1. Liegt m1 im Bild von f,
so gilt f¨ ur jedes Urbild n1 von m1 und alle n2 ∈ N
f(n2)(n2) = f(n1)(n2).
Diagonalstruktur1 ist gewissermaßen das positive Gegenst¨ uck zu dem der Diagonalstruktur2,
das sich auf die nicht “verschobene” Diagonale bezieht. Zur Pr¨ azisierung und Verallgemeine-
rung des Begriﬀs des Cantorschen Diagonalverfahrens vgl. Essler (1964) und die Bemerkungen
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b) (N,N′,f,m2) sei eine Diagonalstruktur2. Dann liegt das Diagonalelement
m2 nicht im Bild von f.
Beweis. Zu b) F¨ ur jedes Urbild n2 von m2 gilt
f(n2)(n2)  = m2(n2) = f(n2)(n2).
Damit liegt m2 nicht im Bild von f.
In der folgenden Deﬁnition wird der Spezialfall einer Diagonalstruktur f¨ ur N′ =
{0,1} als Diagonalstruktur f¨ ur Teilmengen von N eingef¨ uhrt:
Deﬁnition 3.3. Eine Diagonalstruktur1 (f¨ ur Teilmengen) bzw. Diagonalstruk-
tur2 (f¨ ur Teilmengen) ist ein Tupel (N,f,m1) bzw. (N,f,m2), wobei N eine
Menge, f : N → P(N) eine Abbildung in die Potenzmenge von N und m1 ∈
P(N) bzw. m2 ∈ P(N), so dass f¨ ur alle n ∈ N gilt:
n ∈ f(n) gdw. n ∈ m1 bzw.
n  ∈ f(n) gdw. n ∈ m2.
F¨ ur abz¨ ahlbare N l¨ asst sich diese Art von Diagonalstruktur wie folgt veran-
schaulichen. Im rechten Teil der Darstellung stehen in jedem Eintrag jeweils
eine Null oder eine Eins, je nachdem, ob das Element aus N in seinem Bild
enthalten ist oder nicht. Das Diagonalelement1 stimmt an jeder Stelle mit der
Diagonalen ¨ uberein. Das Diagonalelement2 unterscheidet sich an jeder Stelle von
der Diagonalen, was jeweils durch das Nichtelementzeichen angedeutet wird.
N f[N]
x1 y1 x1 ∈ y1? x2 ∈ y1? x3 ∈ y1?    
x2 y2 x1 ∈ y2? x2 ∈ y2? x3 ∈ y2?    
x3 y3 x1 ∈ y3? x2 ∈ y3? x3 ∈ y3?    
. . .
. . .
. . .
. . .
. . . ...
m1 x1 ∈ y1? x2 ∈ y2? x3 ∈ y3?    
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Satz 3.4. a) (N,f,m1) sei eine Diagonalstruktur1. Liegt m1 im Bild von f, so
gilt f¨ ur jedes Urbild n1 von m1 und alle n2 ∈ N:
n2 ∈ f(n2) gdw. n2 ∈ f(n1).
b) (N,f,m2) sei eine Diagonalstruktur2. Dann liegt das Diagonalelement m2
nicht im Bild von f.
Beweis. Zu b) F¨ ur jedes Urbild n2 von m2 gilt:
n2  ∈ f(n2) gdw. n2 ∈ f(n2).
Eine allgemeinere Version ergibt sich, wenn f¨ ur eine beliebige Abbildung g :
N → P(N) an ein Diagonalelement die Anforderung gestellt wird, dass n ∈ g(n)
gdw. n ∈ m0:
Deﬁnition 3.5. g : N → P(N) sei eine Abbildung. Eine Diagonalstruktur re-
lativ zu g ist ein Tupel (N,f,m0), wobei N eine Menge, f : N → P(N) eine
Abbildung in die Potenzmenge von N und m0 ∈ P(N), so dass f¨ ur alle n ∈ N
gilt:
n ∈ g(n) gdw. n ∈ m0.
Satz 3.6. (N,f,m0) sei eine Diagonalstruktur relativ zu g. Liegt m0 im Bild
von f, so gilt f¨ ur jedes Urbild n0 von m0 und alle n ∈ N:
n ∈ g(n) gdw. n ∈ f(n0).
Auf den Seiten 69 ﬀ. wird der abstrakte Satz 2.10 – dies ist die Fixpunktversion
der abstrakten S¨ atze – als Spezialfall der abstrakten S¨ atze 2.3 und 2.7 – dies
sind die Versionen ohne Fixpunktsatz – beschrieben. Dieser Spezialfall kann
auch auf der Ebene der Diagonalstrukturen formuliert werden. Dies erm¨ oglicht
in Abschnitt 3.3 z.B. eine direkte Interpretation der L¨ ugner-Antinomie als An-
wendung von Satz 3.4 auf eine Diagonalstruktur, die ja unter den abstrakten
Satz 2.10 f¨ allt. Damit wird auch auf der Ebene von Diagonalstrukturen der Zu-3.1. Diagonalstrukturen 93
sammenhang zwischen der Antinomie von Grelling und der L¨ ugner-Antinomie
nachvollzogen.
Zus¨ atzlich zu den Mengen N und P(N) werden die Menge N′ der geordneten
Paare der Form (n,n) mit n ∈ N und die Potenzmenge P(N′) betrachtet.
Eine Abbildung f′ : N′ → P(N′) wird so eingef¨ uhrt, dass das Bild eines Paares
(n,n) unter f′ genau die Elemente (x,x) mit x ∈ f(n) enth¨ alt. Damit ist in f[N]
gewissermaßen die Bildung eines geordneten Paares (n,n) und die Verkn¨ upfung
dieser Abbildung mit Elementen aus f[N′] – und umgekehrt – m¨ oglich.
Es wird eine Bedingung aufgestellt, die die Existenz eines Diagonalelements –
relativ zu einer Abbildung g – in P(N) und P(N′) garantiert.
Satz 3.7. N sei eine Menge, N′ sei die Menge der geordneten Paare aus
N mit identischen Komponenten, N′ := {(n,n)|n ∈ N}. f : N → P(N),
g : N → P(N) seien Abbildungen in die Potenzmenge von N, f′ : N′ → P(N′),
g′ : N′ → P(N′) seien Abbildungen in die Potenzmenge von N′, so dass
f′((n1,n1)) = {(n2,n2) ∈ N′|n2 ∈ f(n1)} und g′((n1,n1)) = {(n2,n2) ∈ N′|n2 ∈
g(n1)}.
F¨ ur m′
0 ∈ M′ und alle n ∈ N gelte: n ∈ g(n) gdw. (n,n) ∈ m′
0.
a) (N,f,{n|(n,n) ∈ m′
0}) ist eine Diagonalstruktur relativ zu g.
b) (N′,f′,m′
0) ist eine Diagonalstruktur relativ zu g′.
c) m′
0 liegt im Bild der Abbildung f′ gdw. {n|(n,n) ∈ m′
0} im Bild der Abbildung
f liegt.
Beweis. Zu a) Nach Voraussetzung gilt f¨ ur alle n ∈ N: n ∈ g(n) gdw. (n,n) ∈
m′
0. Ferner gilt: (n,n) ∈ m′
0 gdw. n ∈ {n|(n,n) ∈ m′
0}, woraus die Behauptung
– f¨ ur alle n ∈ N: n ∈ g(n) gdw. n ∈ {n|(n,n) ∈ m′
0} – folgt.
Zu b) Nach Voraussetzung gilt f¨ ur alle n ∈ N: n ∈ g(n) gdw. (n,n) ∈
m′
0. Ferner gilt f¨ ur alle n ∈ N: (n,n) ∈ g′((n,n)) gdw. n ∈ g(n), woraus die
Behauptung – f¨ ur alle n′ ∈ N′: n′ ∈ g′(n′) gdw. n′ ∈ m′
0 – folgt.
Zu c) Nach Voraussetzung an f und f′ gilt f¨ ur alle n ∈ N: f′((n,n)) = m′
0
gdw. f(n) = {n|(n,n) ∈ m′
0}.94 Kapitel 3. Diagonalargumente in ontologischen und semantischen Antinomien
Die Konstruktion l¨ asst sich f¨ ur abz¨ ahlbare N und g = f wie folgt darstellen:
N f[N]
x1 y1 x1 ∈ y1? x2 ∈ y1? x3 ∈ y1?
x2 y2 x1 ∈ y2? x2 ∈ y2? x3 ∈ y2?
x3 y3 x1 ∈ y3? x2 ∈ y3? x3 ∈ y3?
. . .
. . .
. . .
. . .
. . .
{n|(n,n) ∈ m′
0} x1 ∈ y1? x2 ∈ y2? x3 ∈ y3?
N′ f[N′]
(x1,x1) {(x,x)|x ∈ y1} (x1,x1) ∈ {(x,x)|x ∈ y1}? (x2,x2) ∈ {(x,x)|x ∈ y1}? (x3,x3) ∈ {(x,x)|x ∈ y1}?
(x2,x2) {(x,x)|x ∈ y2} (x1,x1) ∈ {(x,x)|x ∈ y2}? (x2,x2) ∈ {(x,x)|x ∈ y2}? (x3,x3) ∈ {(x,x)|x ∈ y2}?
(x3,x3) {(x,x)|x ∈ y3} (x1,x1) ∈ {(x,x)|x ∈ y3}? (x2,x2) ∈ {(x,x)|x ∈ y3}? (x3,x3) ∈ {(x,x)|x ∈ y3}?
. . .
. . .
. . .
. . .
. . .
m′
0 x1 ∈ y1? x2 ∈ y2? x3 ∈ y3?
3.2 Diagonalargumente in ontologischen Anti-
nomien
Der Satz von Cantor
Der Satz von Cantor ist eine direkte Anwendung des Diagonalarguments aus
Satz 3.4 b). Genauer gesagt wird in der Klassensprechweise eine Diagonalstruk-
tur2 beschrieben und Satz 3.4 angewendet.
Die Sprache der Antinomie von Cantor wird nun als Sprache erster Stufe aufge-
fasst und ¨ uber einer Struktur interpretiert. Die Symbolmenge SKl bestehe aus
der zweistelligen Relationskonstante ∈. Die Sprache sei interpretiert ¨ uber der
SKl-Struktur AKl = (U,j∈), wobei j∈ die zweistellige Relationskonstante ∈ auf
die Relation R∈ ¨ uber U abbilde.
Die Abbildung idR∈ : U → P(U) bilde ein Element x ∈ U ab auf die Menge
{y ∈ U|(y,x) ∈ R∈} aus P(U). idR∈ : P(U) → P(P(U)) bilde eine Menge
x ∈ P(U) ab auf die Menge {y ∈ idR∈[U]|idR∈
−1(y) ∈ x} aus P(P(U)).4 idR∈
ist injektiv. Die Abbildung idR∈ : U → P(U) bildet also das Bild einer Klasse als
4Die Bezeichnung “idR∈” wird f¨ ur beide Abbildungen verwendet, da es nicht zu Miss-
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Objekt auf das – nach R∈ – entsprechende Bild der Klasse als Zusammenfassung
von Klassen ab. Die Abbildung idR∈ : P(U) → P(P(U)) bildet das Bild einer
Klasse von Klassen als Objekten auf das – nach R∈ – entsprechende Bild der
Klasse von Klassen als Zusammenfassungen ab:
U → P(U) → P(P(U))
x  → {y ∈ U|(y,x) ∈ R∈}  → {y ∈ idR∈[U]|(idR∈
−1(y),x) ∈ R∈}
Die objektsprachliche Annahme, dass es zu jeder Klasse eine Potenzklasse gibt,
besagt in der Struktur AKl, dass zu jeder Menge a aus idR∈[U] die Menge
{x ∈ idR∈[U]|x ⊆ a} in idR∈[idR∈[U]] liegt.
Die Annahme im Widerspruchsbeweis des Satzes von Cantor besagt, interpre-
tiert in der Struktur AKl, dass es zu einer Menge a ∈ idR∈[U] eine surjektive
Abbildung f : a → {x ∈ idR∈[U]|x ⊆ a} gibt. Die Annahme wird im Beweis
von Cantor zum Widerspruch gef¨ uhrt. Hierzu wird ein Element c deﬁniert, dem
in AKl das Element {y ∈ a|y  ∈ f(y)} ∈ {x ∈ idR∈[U]|x ⊆ a} entspricht. Der
Widerspruch, der sich daraus in der Objektsprache ergibt, lautet ¨ ubertragen
auf AKl: F¨ ur jedes Urbild x ∈ a von {y ∈ a|y  ∈ f(y)} unter f gilt:
x ∈ {y ∈ a|y  ∈ f(y)} und x  ∈ {y ∈ a|y  ∈ f(y)}.
Mit N = a, m2 = {y ∈ a|y  ∈ f(y)} und f : a → {x ∈ idR∈[U]|x ⊆ a} ist
eine Diagonalstruktur2 gegeben. Der Widerspruchsbeweis im Satz von Cantor
entspricht dem Beweis zu Satz 3.4 b), der die Annahme zum Widerspruch f¨ uhrt,
dass f surjektiv ist.
Die Antinomie von Cantor
In der Antinomie von Cantor wird der Satz von Cantor auf die Allklasse ange-
wendet. Zus¨ atzlich benutzte Voraussetzung ist also die Existenz der Allklasse,
von der gezeigt werden kann, dass sie mit ihrer Potenzklasse identisch ist. Die
Existenz der Allklasse bedeutet in der Struktur AKl, dass die Menge U im Bild
der Abbildung idR∈ : U → P(U) liegt. Die Abbildung idR∈ : U → P(U) ist eine
surjektive Abbildung von U nach {x ∈ idR∈[U]|x ⊆ U} = idR∈[U]. Die Anwen-
dung des Diagonalarguments aus dem Satz von Cantor f¨ uhrt zum Widerspruch
zur Annahme, dass U im Bild von idR∈ liegt, bzw. zur Existenz der Allklasse.96 Kapitel 3. Diagonalargumente in ontologischen und semantischen Antinomien
Der Widerspruch ergibt sich nach Satz 3.4 b) als:
id
−1
R∈({y ∈ U|y  ∈ idR∈(y)}) ∈ {y ∈ U|y  ∈ idR∈(y)} und
id
−1
R∈({y ∈ U|y  ∈ idR∈(y)})  ∈ {y ∈ U|y  ∈ idR∈(y)}.
Die Antinomie von Burali-Forti
Hier werden in der Objektsprache Klassen betrachtet, die transitiv sind und
auf denen die Elementrelation eine Wohlordnung ist: Ordinalzahlen. Da jede
solche Klasse nur Klassen mit dieser Eigenschaft enth¨ alt, ist jede Ordinalzahl
eine Klasse von Ordinalzahlen. ord ∈ P(U) sei das Bild des einstelligen Begriﬀs
der Objektsprache “x ist eine Ordinalzahl” in der Struktur AKl, also die Menge
aller Elemente aus U, die als Variableninterpretation den Begriﬀ “x ist eine
Ordinalzahl” wahr machen.
Die Annahme in der Objektsprache, dass es eine Klasse aller Ordinalzahlen
gibt, bedeutet in der Struktur AKl, dass die Menge ord im Bild der Abbil-
dung idR∈ : U → P(U) liegt und ihr Urbild in ord liegt, da die Zusammen-
fassung aller Ordinalzahlen transitiv und wohlgeordnet ist. Der Potenzmen-
ge entspricht innerhalb der Ordinalzahlen der Nachfolger einer Ordinalzahl.5
Wird eine Ordinalzahl in AKl als die Menge a ∈ idR∈[ord] interpretiert, so wird
ihr Nachfolger als {x ∈ idR∈[ord]|x ⊆ a} ∈ idR∈[idR∈[ord]] interpretiert. Die
Abbildung idR∈ : U → P(U) bildet eine surjektive Abbildung von ord nach
{x ∈ idR∈[ord]|x ⊆ ord} = idR∈[ord].
In der Antinomie von Burali-Forti wird das Diagonalelement – interpretiert
in AKl – gebildet als {y ∈ ord} = {y ∈ ord|y  ∈ idR∈(y)} ∈ idR∈[ord]. Der
Widerspruch ergibt sich nach Satz 3.4 b) als:6
id
−1
R∈({y ∈ ord|y  ∈ idR∈(y)}) ∈ {y ∈ ord|y  ∈ idR∈(y)} und
id
−1
R∈({y ∈ ord|y  ∈ idR∈(y)})  ∈ {y ∈ ord|y  ∈ idR∈(y)}.
5Vgl. S. 14.
6Geht man von Ordinalzahlen als ¨ Aquivalenzklassen wohlgeordneter Klassen aus, so wird
statt der zweistelligen Relationskonstante “∈” die zweistellige Relationskonstante “<” in der
Struktur AKl durch j∈ auf R∈ abgebildet. Interpretiert man die Antinomie von Burali-Forti
auf diese Weise in AKl, ergibt sich die gleiche Diagonalstruktur und der gleiche Widerspruch
wie im oben dargestellten Fall, der von Ordinalzahlen als transitiven Klassen ausgeht. Vgl.
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Antinomie von Russell
In der Formulierung der Antinomie von Russell wird in der Objektsprache direkt
vorausgesetzt, dass es eine Klasse aller Klassen, die sich nicht selbst enthalten,
gibt. Diese Annahme bedeutet in der SKl-Struktur AKl, dass die Menge {x ∈
U|x  ∈ idR∈(x)} im Bild der Abbildung idR∈ liegt. Mit N = U, m2 = {x ∈
U|x  ∈ idR∈(x)} ∈ idR∈[U] ist eine Diagonalkonstruktion2 gegeben. Satz 3.4 b)
f¨ uhrt zum Widerspruch:
id
−1
R∈({x ∈ U|x  ∈ idR∈(x)}) ∈ {x ∈ U|x  ∈ idR∈(x)} und
id
−1
R∈({x ∈ U|x  ∈ idR∈(x)})  ∈ {x ∈ U|x  ∈ idR∈(x)}.
3.3 Diagonalargumente in semantischen Anti-
nomien
In Abschnitt 2.1 werden die L¨ ugner-Antinomie, die Antinomien von Grelling
und von Richard, der Satz von Tarski, der erste G¨ odelsche Unvollst¨ andigkeits-
satz und der Unentscheidbarkeitssatz als Spezialf¨ alle von abstrakten S¨ atzen, die
sich auf eine abstrakte Sprache beziehen, dargestellt. Es gen¨ ugt deshalb hier,
diese abstrakten S¨ atze als Anwendungen von Diagonalargumenten auf Diago-
nalstrukturen darzustellen.
Darstellung von Satz 2.7 – Form ohne Fixpunktsatz
Satz 2.7 a) und b) sind die abstrakten, rein objektsprachlichen Fassungen der
Antinomie von Grelling, aufbauend auf die Begriﬀe “autologisch” bzw. “hete-
rologisch”.
(S,W, ↔ ) sei eine abstrakte Sprache mit ¨ Aquivalenz. S wird in einer S-
Struktur Aabstr = (U,jabstr) ¨ uber dem Universum U ⊇ FS interpretiert. Dazu
wird durch die Abbildung jabstr
- jeder S[v0]-Formel aus FS\F ′
S ein Element aus P(U) und
- jedem geschlossenen S-Term aus T ′
S ein Element aus U zugeordnet.
F¨ ur alle Standardnamen einer S-Formel ϕ, also f¨ ur alle S-Terme aus nS[FS], sei
jabstr(⌈ϕ⌉) = ϕ.
F¨ ur alle S[v0]-Formeln ϕ(x) und alle geschlossenen S-Terme t sei die Modell-
beziehung Aabstr |= deﬁniert durch: Aabstr |= ϕ(t) gdw. jabstr(t) ∈ jabstr(ϕ(x)).98 Kapitel 3. Diagonalargumente in ontologischen und semantischen Antinomien
Die ¨ Aquivalenz “ ↔ ” der abstrakten Sprache sei klassisch interpretiert; f¨ ur alle
S-S¨ atze ϕ, ψ gelte: Aabstr |= ϕ ↔ ψ gdw. [Aabstr |= ϕ gdw. Aabstr |= ψ].
Parallel zur Abbildung idR∈ : U → P(U) bilde die Abbildung idExt :
FS\F ′
S → P(FS\F ′
S) eine S[v0]-Formel ϕ(x) aus U auf ihre Extension ¨ uber den
S[v0]-Formeln, also die Menge {ψ(x) ∈ FS\F ′
S|Aabstr |= ϕ(⌈ψ(x)⌉)} ab:
FS\F
′
S → P(FS\F
′
S)
ϕ(x)  → jabstr(ϕ(x)) ∩ FS\F
′
S
In Satz 2.7 a) wird eine S[v0]-Formel ϑ1(x) vorausgesetzt, so dass f¨ ur jede S[v0]-
Formel ϕ(x) gilt ϕ(⌈ϕ(x)⌉) ↔ ϑ1(⌈ϕ(x)⌉) ∈ W. ¨ Ubertragen auf die Struk-
tur Aabstr bedeutet dies, dass die Menge der S[v0]-Formeln, die in ihrer Ex-
tension enthalten sind, die Extension der S[v0]-Formel ϑ1(x) bildet: {ϕ(x) ∈
FS\F ′
S|ϕ(x) ∈ idExt(ϕ(x))} = idExt(ϑ1(x)). Mit N = FS\F ′
S, f = idExt und
m1 = idExt(ϑ1(x)) ist also eine Diagonalstruktur1 gegeben, wobei das Diago-
nalelement im Bild von f liegt. Die Anwendung von Satz 3.4 a) ergibt f¨ ur alle
S[v0]-Formeln ϑ2(x) nach Bestimmung von n2 als n2 = ϑ2:
ϑ2 ∈ idExt(ϑ2) gdw. ϑ2 ∈ idExt(ϑ1).
Zur Darstellung von Satz 2.7 b) sei die Negation ¬ der abstrakten Sprache
zun¨ achst klassisch interpretiert; f¨ ur alle S-S¨ atze ϕ gelte: Aabstr |= ¬ϕ gdw.
Aabstr  |= ϕ.
In Satz 2.7 b) wird eine S[v0]-Formel ϑ2(x) vorausgesetzt, so dass f¨ ur jede
S[v0]-Formel ϕ(x) gilt ¬ϕ(⌈ϕ(x)⌉) ↔ ϑ2(⌈ϕ(x)⌉) ∈ W. ¨ Ubertragen auf die
Struktur Aabstr bedeutet dies, dass die Menge der S[v0]-Formeln, die nicht in
ihrer Extension enthalten sind, die Extension der S[v0]-Formel ϑ2(x) bildet:
{ϕ(x) ∈ FS\F ′
S|ϕ(x)  ∈ idExt(ϕ(x))} = idExt(ϑ2(x)). Wie oben, jetzt jedoch
mit m2 = idExt(ϑ2(x)), ergibt sich nun eine Diagonalstruktur2, wobei das Dia-
gonalelement im Bild von f liegt. Die Anwendung von Satz 3.4 b) ergibt den
Widerspruch:
ϑ2(x) ∈ idExt(ϑ2(x)) und ϑ2(x)  ∈ idExt(ϑ2(x)).
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Sprache aus, so erh¨ alt man keinen Widerspruch, sondern die ¨ Aquivalenz:
ϑ2(x) ∈ idExt(¬ϑ2(x)) gdw. ϑ2(x) ∈ idExt(ϑ2(x)).
Das zum Teil metasprachliche Pendant zu Satz 2.7 a) und b) – Satz 2.3 a) und
b) – l¨ asst sich auf die gleiche Weise als Diagonalargument auﬀassen wie Satz 2.7
a) und b). Der Unterschied in der Bedeutung des Ergebnisses f¨ ur die Satzteile
a) besteht in folgender Weise: Der auf eine Diagonalstruktur (N,f,m1) ange-
wendete Satz 3.4 a) besagt, dass unter den Voraussetzungen des Satzes f¨ ur alle
n2 ∈ N: n2 ∈ f(n2) gdw. n2 ∈ f(n1). Diese Aussage hat nun eine unterschiedli-
che Bedeutung, je nachdem, was f¨ ur Mengen sich in f(N) beﬁnden. Geht man
z.B. vom Satz von Tarski aus, so beﬁndet sich mit idExt(¬w(α(x))) immer das
Komplement von idExt(w(α(x))) im Bild von f. Geht man vom Unvollst¨ andig-
keitssatz aus, so beﬁndet sich mit idExt(¬bew(α(x))) eine Menge im Bild von f,
die disjunkt zur Menge idExt(bew(α(x))) ist. Es handelt sich nicht – unbedingt
– um das Komplement, da die Negation relativ zur metasprachlichen Negation
und bez¨ uglich ⊢ als Wahrheitsbegriﬀ nicht klassisch verwendet wird.
Die S¨ atze 2.4 und 2.5, die sich im Vergleich zu Satz 2.3 auf repr¨ asentierbare Teil-
oder Obermengen A von W beziehen, k¨ onnen als Diagonalargumente bez¨ uglich
einer Diagonalstruktur relativ zu einer Abbildung g aufgefasst werden. F¨ ur eine
abstrakte Sprache S und Mengen W, A von S-S¨ atzen ist durch N = FS\F ′
S,
f : N → P(N) mit f(ϕ(x)) = {ψ(x) ∈ FS\F ′
S|ϕ(⌈ψ⌉) ∈ W}, g : N → P(N)
mit g(ϕ(x)) = {ψ(x) ∈ FS\F ′
S|ϕ(⌈ψ⌉) ∈ A} und m0 = {x ∈ N|x ∈ g(x)} eine
Diagonalstruktur gegeben. Satz 3.6 besagt, dass, unter der Bedingung m0 ∈
f[N], f¨ ur jedes Urbild n0 von m0 und alle n ∈ N: n ∈ g(n) gdw. n ∈ f(n0).
Dies ist der Schluss, der auch in den Beweisen der S¨ atze 2.4 und 2.5 f¨ ur Teil-
und Obermengen A von W gezogen wird: Es gibt eine Formel ϑ(x), so dass f¨ ur
alle S[v0]-Formeln ϕ(x): ϕ(⌈ϕ(x)⌉) ∈ A gdw. ϑ(⌈ϕ(x)⌉) ∈ W.
Darstellung von Satz 2.10 c), d) – Form mit Fixpunktsatz
Die Menge N′ sei deﬁniert als {ϕ(α(⌈ϕ(α(x))⌉))|ϕ(x) ∈ FS\F ′
S}.7 Die Ab-
bildung idExt : FS\F ′
S → P(FS\F ′
S) wird erg¨ anzt um eine Abbildung f′ :
N′ → P(N′), die einen S-Satz der Form ϕ(α(⌈ϕ(α(x))⌉)) auf die Menge
7Die Deﬁnition ist als reine Abk¨ urzung zu verstehen. Diese Menge wird in der Interpreta-
tion als Diagonalstruktur die Rolle der dortigen Menge N′ ¨ ubernehmen.100 Kapitel 3. Diagonalargumente in ontologischen und semantischen Antinomien
{ψ(α(⌈ψ(α(x))⌉)) ∈ N′|Aabstr |= ϕ(⌈ψ(α(⌈ψ(α(x))⌉))⌉)} abbildet:
FS\F
′
S → P(FS\F
′
S)
ϕ(x)  → jabstr(ϕ(x)) ∩ FS\F
′
S
N
′ → P(N
′)
ϕ(α(⌈ϕ(α(x))⌉))  → jabstr(ϕ(x)) ∩ N
′
In Satz 2.10 c) wird eine S[v0]-Formel γ1(x) vorausgesetzt, so dass f¨ ur al-
le S-S¨ atze ϕ gilt ϕ ↔ γ1(⌈ϕ⌉) ∈ W. Insbesondere gilt also f¨ ur alle S[v0]-
Formeln ψ(x): ψ(α(⌈ψ(α(x))⌉)) ↔ γ1(⌈ψ(α(⌈ψ(α(x))⌉))⌉) ∈ W. ¨ Ubertra-
gen auf die Struktur Aabstr bedeutet dies, dass die Menge der Selbstein-
setzungen der S[v0]-Formeln ϕ(α(x)), die in ihrer Extension enthalten sind,
die Menge f′(γ1(α(⌈γ1(α(x))⌉))) bildet: {ϕ(α(⌈ϕ(α(x))⌉)) ∈ N′|ϕ(α(x)) ∈
idExt(ϕ(α(x)))} = f′(γ1(α(⌈γ1(α(x))⌉))).
Mit N = {ϕ(α(x))|ϕ(x) ∈ FS\F ′
S}, f = idExt und N′ = {ϕ(α(⌈ϕ(α(x))⌉))|ϕ(x)
∈ FS\F ′
S}, f′, m′
1 = f′(γ1(α(⌈γ1(α(x))⌉))) sind also die Voraussetzungen von
Satz 3.7 gegeben.
Satz 2.10 c) baut weiter darauf auf, dass χ ↔ γ2(⌈χ⌉) ∈ W. Im konkreten Fall
ist χ z.B. der L¨ ugner-Satz oder der selbstbez¨ ugliche Satz, der im Fixpunktsatz
konstruiert wird. Diesem Schritt entspricht in der Struktur Aabstr die ¨ Aquivalenz
im Beweis zu Satz 3.7 b): (n,n) ∈ g′((n,n)) gdw. n ∈ g(n); n ∈ g(n) ist hierbei
χ und (n,n) ∈ g′((n,n)) ist γ2(⌈χ⌉) zuzuordnen. Angewendet auf n = γ2(α(x))
und g = f, g′ = f′ lautet sie: γ2(α(⌈γ2(α(x))⌉)) ∈ f′(γ2(α(⌈γ2(α(x))⌉))) gdw.
γ2(α(x)) ∈ f(γ2(α(x)).8 Da m′
1 im Bild der Abbildung f′ liegt, ergibt Satz 3.4 a)
f¨ ur alle S[v0]-Formel γ2(x) nach Bestimmung von n′
2 als n′
2 = γ2(α(⌈γ2(α(x))⌉)):
γ2(α(⌈γ2(α(x))⌉)) ∈ f
′(γ2(α(⌈γ2(α(x))⌉))) gdw.
γ2(α(⌈γ2(α(x))⌉)) ∈ f
′(γ1(α(⌈γ1(α(x))⌉))).
Dies entspricht der Konklusion von Satz 2.10 c): γ2(⌈χ⌉) ↔ γ1(⌈χ⌉) ∈ W.
8Der Fixpunktsatz wird h¨ auﬁg als “Diagonalization Lemma” bezeichnet, was den Bezug
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In Satz 2.10 d) wird eine S[v0]-Formel γ2(x) vorausgesetzt, so dass f¨ ur al-
le S-S¨ atze ϕ gilt ¬ϕ ↔ γ2(⌈ϕ⌉) ∈ W. Insbesondere gilt also f¨ ur alle S[v0]-
Formeln ψ(x): ¬ψ(α(⌈ψ(α(x))⌉)) ↔ γ2(⌈ψ(α(⌈ψ(α(x))⌉))⌉) ∈ W. ¨ Ubertra-
gen auf die Struktur Aabstr bedeutet dies, dass die Menge der Selbsteinset-
zungen der S[v0]-Formeln ϕ(α(x)), die nicht in ihrer Extension enthalten sind,
die Menge f′(γ2(α(⌈γ2(α(x))⌉))) bildet: {ϕ(α(⌈ϕ(α(x))⌉)) ∈ N′|ϕ(α(x))  ∈
idExt(ϕ(α(x)))} = f′(γ2(α(⌈γ2(α(x))⌉))).
Wie oben, jetzt mit m′
2 = f′(γ2(α(⌈γ2(α(x))⌉))), ergibt sich nun eine
Diagonalstruktur2, wobei das Diagonalelement im Bild von f′ liegt. Die An-
wendung der Selbstbez¨ uglichkeit des L¨ ugner-Satzes oder des Fixpunktsat-
zes zeigt sich wieder in der ¨ Aquivalenz im Beweis zu Satz 3.7 b): (n,n) ∈
g′((n,n)) gdw. n ∈ g(n). Die Selbstbez¨ uglichkeit wird hier benutzt in der Form
¬χ ↔ ¬γ2(⌈χ⌉) ∈ W.
Die Anwendung des Beweises von Satz 3.4 b) ergibt die ¨ Aquivalenz:
γ2(α(⌈γ2(α(x))⌉)) ∈ f
′(γ2(α(⌈γ2(α(x))⌉))) gdw.
γ2(α(⌈γ2(α(x))⌉))  ∈ f
′(γ2(α(⌈γ2(α(x))⌉))).
Dies entspricht der Konklusion von Satz 2.10 c): γ2(⌈χ⌉) ↔ ¬γ2(⌈χ⌉) ∈ W.
3.4 Vergleich ontologischer und semantischer
Antinomien
In den Abschnitten 3.2 und 3.3 werden ontologische und semantische Antino-
mien als Anwendungen von Diagonalargumenten in Diagonalstrukturen darge-
stellt. ¨ Uber diese Beziehung entstehen Analogien zwischen einzelnen Vorausset-
zungen in den ontologischen Antinomien und entsprechenden Aussagen f¨ ur den
semantischen Fall, und umgekehrt zwischen Voraussetzungen, die in semanti-
schen Antinomien gemacht werden, und Aussagen f¨ ur den ontologischen Fall.
Eine Untersuchung dieser Analogien erfolgt in Abschnitt 3.4.1. Die in den An-
tinomien implizit oder explizit getroﬀenen Annahmen werden im Anschluss in
Abschnitt 3.4.2 in ihrem Verh¨ altnis zu Diagonalargumenten und -strukturen
betrachtet und nach drei verschiedenen Typen kategorisiert.102 Kapitel 3. Diagonalargumente in ontologischen und semantischen Antinomien
3.4.1 Analogien in den beiden Antinomietypen
Die ontologischen Antinomien sind so aufgebaut, dass direkt ¨ uber Klassen als
Elemente gesprochen wird, die gleichzeitig auch als Zusammenfassungen von
Elementen auftreten. Die Klassentheorie wird dabei extensional verstanden.
Zwei Klassen sind identisch, wenn sie die gleichen Elemente haben. Die Ab-
bildung idR∈ : U → P(U) ist also injektiv.9 Dem stehen in den semantischen
Antinomien Formeln als Objekte gegen¨ uber. Die Abbildung idExt von einer
Teilmenge von U in die Potenzmenge ist also in der Regel nicht injektiv. Im
Folgenden werden einige Analogien aufgef¨ uhrt.
Die Klasse aller Klassen
In der Antinomie von Cantor spielt die Existenz einer Klasse aller Klassen eine
wesentliche Rolle. Betrachtet man diese Annahme innerhalb der Diagonalstruk-
tur, die sich wie in Abschnitt 3.2 beschrieben aus der Interpretation der objekt-
sprachlichen Argumentation in der Struktur AKl ergibt, so zeigt sich, dass die
Klasse aller Klassen der Menge U in P(U) entspricht und die Forderung ihrer
Existenz der Tatsache, dass U im Bild von idR∈ liegt, entspricht. ¨ Ubertr¨ agt
man dies auf eine Diagonalstruktur, wie sie aus den semantischen Antinomien
entsteht, also durch Interpretation der Objektsprache in der Struktur Aabstr,
ergibt sich als Entsprechung zur Klasse aller Klassen die Menge aller einstelli-
gen Formeln der Objektsprache. Der Forderung der Existenz einer Klasse aller
Klassen entspricht also die Forderung, dass die Menge aller einstelligen Formeln
im Bild von idExt liegt bzw. dass eine S[v0]-Formel γ(x) existiert, so dass f¨ ur alle
S[v0]-Formeln ψ(x): γ(⌈ψ(x)⌉) ∈ W.
Eine solche einstellige Formel ist in den meisten konkreten Sprachen vorhanden
und f¨ uhrt nicht wie die Klasse aller Klassen zu einer Antinomie. Die Klasse
aller Klassen wird in der Antinomie von Cantor ihrer Potenzklasse gegen¨ uber-
gestellt. Der Potenzklasse einer Klasse entspricht in der Struktur AKl die Men-
ge {x ∈ idR∈[U]|x ⊆ a} zu einer Menge a. Dem Potenzklassenaxiom k¨ onnte
im semantischen Fall also die Forderung entsprechen, dass es zu jeder S[v0]-
Formel ϕ(x) eine S[v0]-Formel pϕ(x)(x) gibt, so dass f¨ ur alle S[v0]-Formeln ψ(x):
pϕ(x)(⌈ψ(x)⌉) ∈ W gdw. [ψ(⌈ϑ(x)⌉) ∈ W impliziert ϕ(⌈ϑ(x)⌉) ∈ W f¨ ur alle
9In einer intensionalen Variante werden Eigenschaften von Eigenschaften betrachtet und
gebildet. Die entsprechende Abbildung idR∈ : U → P(U) ist dann nicht mehr injektiv. Vgl.
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S[v0]-Formeln ϑ(x)]. F¨ ur die S[v0]-Formel γ(x), die auf alle S[v0]-Formeln zutriﬀt,
und die zugeh¨ orige S[v0]-Formel pγ(x)(x) w¨ urde damit gelten: pγ(x)(⌈ψ(x)⌉) ∈ W
gdw. γ(x)(⌈ψ(x)⌉) ∈ W f¨ ur alle S[v0]-Formeln ψ(x).
Die Anwendung des Aussonderungsschemas in der Antinomie von Cantor be-
wirkt, dass zu jeder Klasse jede in der Sprache SKl beschreibbare Zusammen-
fassung von Elementen der Klasse selbst eine Klasse, also Element der Po-
tenzklasse ist. Insbesondere ist das Diagonalelement2 im Bild von idR∈[U] ent-
halten, da U selbst im Bild liegt, was zur Antinomie f¨ uhrt. Das Aussonde-
rungsschema ist so nicht auf den semantischen Fall ¨ ubertragbar, da die Abbil-
dung idR∈[U] in der Sprache der Klassentheorie ausdr¨ uckbar ist, nicht jedoch in
den Sprachen der semantischen Antinomien. Jedenfalls w¨ urde zu einer Entspre-
chung geh¨ oren, dass es zu jeder S[v0]-Formel ψ(x) und jedem metasprachlichen
{⌈   ⌉}[v0]-Term F(x)10 eine S[v0]-Formel ϕ(x) gibt, so dass f¨ ur alle S[v0]-Formeln
ϑ(x) gilt: [ψ(⌈ϑ(x)⌉) ∈ W und F(ϑ(x)) ∈ W] gdw. ϕ(⌈ϑ(x)⌉) ∈ W. Spezi-
ell g¨ abe es also eine einstellige Formel het(x), f¨ ur die gilt: [γ(⌈ϑ(x)⌉) ∈ W
und ¬ϑ(⌈ϑ(x)⌉) ∈ W] gdw. het(⌈ϑ(x)⌉) ∈ W f¨ ur alle S[v0]-Formeln ϑ(x). Al-
so: ¬ϑ(⌈ϑ(x)⌉) ∈ W gdw. het(⌈ϑ(x)⌉) ∈ W, woraus sich parallel zur Anti-
nomie von Cantor: ¬het(⌈het(x)⌉) ∈ W gdw. het(⌈het(x)⌉) ∈ W ergibt. Im
klassentheoretischen Fall besteht ein gravierender Unterschied zwischen einem
uneingeschr¨ ankten Abstraktionsschema und einem – eingeschr¨ ankten – Ausson-
derungsschema. In den Sprachen der semantischen Antinomien ist die Situation
eine andere, da aus der klassischen Verwendung der Negation und dem – einge-
schr¨ ankten – Aussonderungsschema die uneingeschr¨ ankte Abstraktionsm¨ oglich-
keit folgt. Denn zu jeder S[v0]-Formel ψ(x) gibt es die dazu negierte Formel
¬ψ(x). Setzt man diese an Stelle von ψ(x) und verkn¨ upft die sich ergebenden
Formeln disjunktiv, so erh¨ alt man eine Formel der uneingeschr¨ ankten Abstrak-
tion.
Es besteht also im semantischen Fall nicht der Unterschied in den Vorausset-
zungen einer solchen Antinomie und der Antinomie von Grelling wie im ontolo-
gischen Fall zwischen den Voraussetzungen der Antinomie von Cantor und der
Antinomie von Russell. Denn das ¨ ubertragene – eingeschr¨ ankte – Aussonde-
rungsschema f¨ allt mit dem uneingeschr¨ ankten Abstraktionsschema zusammen.
Eine einstellige Formel, die auf alle einstelligen Formeln zutriﬀt, das Pendant
zur Allklasse also, ist damit f¨ ur sich genommen unproblematisch.
10F(x) bilde eine S[v0]-Formel – eventuell unter Benutzung von ⌈ ⌉ – auf einen S-Satz ab.104 Kapitel 3. Diagonalargumente in ontologischen und semantischen Antinomien
Die Klasse aller Klassen, die sich nicht selbst enthalten
Die Existenz einer Klasse aller Klassen, die sich nicht selbst enthalten, ist eine
der wesentlichen Voraussetzungen der Antinomie von Russell. Interpretiert in
der Struktur AKl und innerhalb der entsprechenden Diagonalstruktur betrach-
tet, bewirkt diese Annahme, dass die Menge aller Mengen aus U, die nicht in
ihrem Bild unter idR∈ enthalten sind, im Bild von idR∈ liegt. ¨ Ubertragen auf
die Struktur Aabstr bedeutet dies, dass die Menge aller Mengen aus FS\F ′
S, die
nicht in ihrem Bild unter idExt enthalten sind, in idExt liegt; dass es also eine
S[v0]-Formel het(x) gibt, die auf die Standardnamen genau der einstelligen For-
meln zutriﬀt, die nicht auf ihre Standardnamen zutreﬀen. Die genaue Parallele
zur Antinomie von Russell ist damit die Antinomie von Grelling.
Der S[v0]-Formel aut(x) entspricht im ontologischen Fall die Klasse aller Klassen,
die sich selbst enthalten. Der zum Widerspruch f¨ uhrenden, einzusetzenden For-
mel ¬aut(x) entspricht das Komplement der Klasse aller Klassen, die sich selbst
enthalten. Der Voraussetzung, dass zu jeder Menge G ∈ idExt[FS\F ′
S] das Kom-
plement (FS\F ′
S)\G in idExt[FS\F ′
S] liegt, entspricht die Forderung, dass zu je-
der Klasse die Zusammenfassung aller Elemente, die nicht in der Klasse liegen,
als Klasse existiert. Geht man im Spezialfall von der Existenz einer Klasse aller
Klassen aus, die sich nicht selbst enthalten, so l¨ asst sich folgende Parallele zur
Antinomie von Grelling in der “autologisch”-Form bilden: Die Klasse aller Klas-
sen, die sich nicht selbst enthalten, ist in der Klasse aller Klassen, die sich nicht
selbst enthalten, enthalten gdw. sie in der Klasse aller Klassen, die sich selbst
enthalten, enthalten ist – {x|x  ∈ x} ∈ {x|x  ∈ x} gdw. {x|x  ∈ x} ∈ {x|x ∈ x}.
Das Wahrheitspr¨ adikat
In der Formulierung der L¨ ugner-Antinomie wird eine S[v0]-Formel w(x) vor-
ausgesetzt, die auf Standardnamen von S¨ atzen der Form ϕ(α(⌈ϕ(α(x))⌉)) ge-
nau dann zutriﬀt, wenn ϕ(α(x)) auf seinen eigenen Standardnamen zutriﬀt.
In Abschnitt 3.3 wird diese Formel in der Struktur Aabstr interpretiert und
als Diagonalelement1 gedeutet. Die zur Diagonalstruktur geh¨ orende Menge N′
besteht aus allen S-S¨ atzen der Form ϕ(α(⌈ϕ(α(x))⌉)). S¨ atzen dieser Form ent-
sprechen in der Struktur AKl geordnete Paare (x,x) mit zwei gleichen Eintr¨ agen
von Elementen aus x ∈ U.
Die Abbildung f′ als Bestandteil der Diagonalstruktur bildet einen S-
Satz ϕ(α(⌈ϕ(α(x))⌉)) ab auf die Menge {ψ(α⌈ψ(α(x))⌉) ∈ F ′
S|Aabstr |=
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chend auf die Menge {(y,y)|y ∈ idR∈(x)} abgebildet werden. Diagonalelement1
ist in diesem Fall die Menge {(y,y)|y ∈ idR∈(y)}. Diese Menge liegt im
Bild der Abbildung f′, wenn es eine entsprechende objektsprachliche Klasse
a = {x|x ∈ x} gibt. Dann wird (j∈(a),j∈(a)) durch f′ auf {(y,y)|y ∈ idR∈(y)}
abgebildet. Der S[v0]-Formel w(x) entspricht also die Klasse {(x,x)|x ∈ x}.
Die Anwendung des Diagonalarguments auf diese Diagonalstruktur1 bzw. die
Anwendung von Satz 3.4 a) ergibt die ¨ Aquivalenz: F¨ ur alle (x,x) mit x ∈ U:
(x,x) ∈ {(y,y)|y ∈ idR∈(x)} gdw. (x,x) ∈ {(y,y)|y ∈ idR∈(y)}. Oder in klassen-
theoretischer Objektsprache:
 
x : (x,x) ∈ {(y,y)|y ∈ x} ↔ (x,x) ∈ {(y,y)|y ∈
y}.
Setzt man f¨ ur {(y,y)|y ∈ x} das Komplement der Klasse {(y,y)|y ∈ y} ein, f¨ ur
x also die Klasse {y|y  ∈ y}, erh¨ alt man als Parallele zur L¨ ugner-Antinomie: Das
geordnete Paar mit dem zweifachen Eintrag der Klasse aller Klassen, die sich
nicht selbst enthalten, ist in der Klasse aller geordneten Paare mit identischen
Eintr¨ agen, die sich nicht selbst enthalten, enthalten gdw. es in der Klasse aller
geordneten Paare mit identischen Eintr¨ agen, die sich selbst enthalten, enthal-
ten ist: ({y|y  ∈ y},{y|y  ∈ y}) ∈ {(y,y)|y  ∈ y} ↔ ({y|y  ∈ y},{y|y  ∈ y}) ∈
{(y,y)|y ∈ y}.
Ist zus¨ atzlich zu einer Formel w(x) die M¨ oglichkeit der Einsetzung von Termen
in einstellige Formeln in der Sprache gegeben, z.B. durch einen zweistelligen
Term α(y,z), so ist mit w(α(y,z)) die M¨ oglichkeit gegeben, zwischen Formeln
als Objekten und Formeln als Zusammenfassungen hin- und herzuwechseln, wie
dies in der klassentheoretischen Sprechweise m¨ oglich ist. Die metasprachliche
Abbildung idExt wird quasi objektsprachlich ausdr¨ uckbar. Insofern ist mit einer
Formel w(x) nicht nur die Entsprechung zur Klasse {(x,x)|x ∈ x} gegeben,
sondern auch eine Art uneingeschr¨ ankte Abstraktionsm¨ oglichkeit. Das Wahr-
heitsschema – f¨ ur alle SL¨ u-S¨ atze ϕ: AL¨ u |= ϕ ↔ w(⌈ϕ⌉) – entspricht in diesem
Sinn dem uneingeschr¨ ankten Abstraktionsschema der naiven Klassentheorie:  
x
 
y : y ∈ x ↔ ψ(y) f¨ ur alle SKl[v0] Formeln ψ(y).
3.4.2 Voraussetzungen in den beiden Antinomietypen
Die Voraussetzungen exemplarischer Antinomien werden daraufhin untersucht,
in welchen Bereich des Gesamtkomplexes von Sprache sie fallen und was ihre
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gonalarguments ist. Hierbei wird zur¨ uckgegriﬀen auf die Abschnitte 3.2 und 3.3,
in denen die ontologischen bzw. semantischen Antinomien als Anwendung eines
Diagonalarguments in Form von Satz 3.4 auf eine Diagonalstruktur dargestellt
werden.
In der Formulierung der Antinomie von Cantor wird vorausgesetzt, dass eine
Klasse aller Klassen existiert. Dies ist eine ontologische Voraussetzung, denn es
wird innerhalb der Objektsprache die Existenz einer bestimmten Zusammenfas-
sung von Objekten als Klasse gefordert. Zusammen mit dem Potenzklassenaxi-
om und dem Aussonderungsschema, die ebenfalls ontologische Voraussetzungen
darstellen, ergibt sich die objektsprachliche ¨ Aquivalenz
{x|x  ∈ x}  ∈ {x|x  ∈ x} ↔ {x|x  ∈ x} ∈ {x|x  ∈ x}.
Was nun aus dieser ¨ Aquivalenz folgt, ob sie zum Problem wird, weil jeder Satz
logisch folgt, h¨ angt von der in der Objektsprache verwendeten Logik ab. Es
kommt also eine die Logik betreﬀende Voraussetzung hinzu, bevor die Antino-
mie entsteht.
Innerhalb der zugeh¨ origen Diagonalstruktur bewirken die ontologischen Vor-
aussetzungen die M¨ oglichkeit der Bildung einer Diagonalstruktur – in diesem
Fall einer Diagonalstruktur2 –, deren Diagonalelement im Bild der zugeh¨ origen
Abbildung f liegt.11 Die die Logik betreﬀende Voraussetzung, die in der An-
nahme einer klassischen Logik besteht, bewirkt die Ableitbarkeit jedes objekt-
sprachlichen Satzes aus der obigen ¨ Aquivalenz. Oder, auf die Diagonalstruktur
bezogen, bewirkt sie, dass die Wahrheitswertbestimmung eines Satzes klassisch
geschehen kann – ausgehend von einer zweiwertigen Semantik und klassischer
metasprachlicher Logik – und sich der Widerspruch so im metasprachlichen
Diagonalargument ergibt.
Die Antinomie von Russell enth¨ alt ganz analog zur Antinomie von Cantor on-
tologische und die Logik betreﬀende Voraussetzungen. Die ontologische Voraus-
setzung besteht hier in der direkten Annahme einer Klasse aller Klassen, die
sich nicht selbst enthalten.
In der Formulierung der L¨ ugner-Antinomie wird vorausgesetzt, dass es in der
Sprache eine einstellige Formel gibt, die genau auf die Standardnamen aller wah-
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ren S¨ atze zutriﬀt. Dies ist eine Voraussetzung bez¨ uglich der Ausdrucksf¨ ahigkeit
der Sprache. Diese Voraussetzung f¨ uhrt zu der objektsprachlichen ¨ Aquivalenz
¬w(⌈χ⌉) ↔ w(⌈χ⌉).
Was aus dieser ¨ Aquivalenz folgt, ob sie zum Problem wird, weil jeder Satz
logisch folgt, h¨ angt von der Logik bzw. der Semantik der Objektsprache ab.
Denn im Vergleich beispielsweise zu den ontologischen Antinomien scheint hier
die Voraussetzung nicht nur als Voraussetzung bez¨ uglich der objektsprachli-
chen Logik interpretierbar zu sein, sondern auch als Voraussetzung bez¨ uglich
der objektsprachlichen Semantik, genauer bez¨ uglich der in der Objektsprache
ausgedr¨ uckten Semantik der Objektsprache. Identiﬁziert man ¬w mit “falsch”,
so sagt obige ¨ Aquivalenz ¨ uber einen bestimmten Satz, dass er falsch ist genau
dann, wenn er wahr ist. Verwendet man nun z.B. statt einer zweiwertigen eine
dreiwertige Semantik, ergibt sich kein Widerspruch. Von einer solchen ¨ Anderung
bleibt die Logik der Objektsprache jedoch nicht unber¨ uhrt. Es muss festgelegt
werden, wie sich die logischen Operatoren semantisch verhalten. Selbst bei Ver-
wendung der klassischen Logik f¨ ur alle S¨ atze mit den Wahrheitswerten “wahr”
oder “falsch” gelten logische Gesetze wie ϕ ∨ ¬ϕ nicht f¨ ur S¨ atze ϕ mit Wahr-
heitswert “unbestimmt”. Die Bereiche Logik und Semantik werden daher hier
zu einem Bereich zusammengefasst.
Innerhalb der zugeh¨ origen Diagonalstruktur bewirkt die Voraussetzung bez¨ ug-
lich der Ausdrucksst¨ arke der Sprache die M¨ oglichkeit der Bildung einer Diago-
nalstruktur – in diesem Fall einer Diagonalstruktur1 –, deren Diagonalelement
im Bild der zugeh¨ origen Abbildung f′ liegt.12 Die Voraussetzungen bez¨ uglich Lo-
gik und Semantik, die in der Verwendung einer klassischen Logik und Semantik
bestehen, bewirken, dass jeder Satz logisch folgt. Auf die Diagonalstruktur be-
zogen bewirken sie einen Widerspruch im metasprachlichen Diagonalargument,
da die einstellige Formel ¬w(x) durch das Komplement der Interpretation der
einstelligen Formel w(x) interpretiert wird.
Analog zur L¨ ugner-Antinomie enth¨ alt die Antinomie von Grelling Vorausset-
zungen bez¨ uglich der Ausdrucksst¨ arke der Sprache und bez¨ uglich der Logik
und Semantik der Sprache. Die Annahme bez¨ uglich der Ausdrucksf¨ ahigkeit der
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Sprache bildet hier die Voraussetzung eines Pr¨ adikats “heterologisch” bzw. “au-
tologisch”, je nach Variante dieser Antinomie.
Es treten also in den dargestellten Antinomien drei verschiedene Bereiche von
Sprache13 auf, in Bezug auf die f¨ ur das Zustandekommen der Antinomien rele-
vante Voraussetzungen getroﬀen werden; und zwar: Ontologie, Ausdrucksst¨ arke
der Sprache, Logik und Semantik.14 Weitere Voraussetzungen, wie die M¨ oglich-
keit durch Standardnamen auf die Formeln einer Sprache Bezug zu nehmen,
werden als unproblematische Voraussetzungen angesehen und nicht weiter ge-
sondert behandelt.
Die logisch-semantischen Voraussetzungen entsprechen sich in beiden Antino-
mietypen. In den ontologischen Antinomien werden zus¨ atzlich ontologische Vor-
aussetzungen und in den semantischen Antinomien Voraussetzungen bez¨ uglich
der Ausdrucksst¨ arke der Sprache gemacht. In ihrer Funktion zur Erzeugung
einer Diagonalstruktur und Anwendung eines Diagonalarguments entsprechen
sich die ontologischen Annahmen der ontologischen Antinomien und die An-
nahmen bez¨ uglich der Ausdrucksf¨ ahigkeit der Sprache der semantischen Anti-
nomien.
In der klassentheoretischen Sprache ist die zur Diagonalstruktur geh¨ orende Ab-
bildung f durch die Identit¨ at ausdr¨ uckbar, da die Elementbeziehung in dem
einstuﬁgen System Elemente als Objekte mit Elementen als Zusammenfassun-
gen verbindet. So ist die Bildung einer einstelligen Formel m¨ oglich, die das
Diagonalelement darstellt. Die Existenz eines zugeh¨ origen Objekts, also einer
Klasse, die genau die Klassen enth¨ alt, auf die die Formel zutriﬀt, muss jedoch
explizit gefordert werden. Genau dies leisten die ontologischen Voraussetzungen
in den ontologischen Antinomien.
In den Sprachen der semantischen Antinomien besteht nicht schon vom Auf-
bau der Sprache her die M¨ oglichkeit, die jeweilige Abbildung f innerhalb der
Objektsprache auszudr¨ ucken. Einstellige Formeln als Objekte und einstellige
Formeln als Zusammenfassungen sind von unterschiedlichem Typ, es gibt keine
Abbildungsm¨ oglichkeit zwischen ihnen. Verfolgt man einen typentheoretischen
13Sprache wird dabei in einem sehr allgemeinen Sinn verstanden, so dass auch die durch
sprachliche Voraussetzungen dargestellte Ontologie einer Sprache dazu z¨ ahlt.
14Diese Unterteilung entspricht der Unterteilung der Erkl¨ arungen f¨ ur das Zustandekommen
von Antinomien in Bromand (2001), wo allerdings die Bereiche Logik und Semantik getrennt
behandelt werden. Vgl. auch Abschnitt 3.8 der vorliegenden Arbeit.3.4. Vergleich ontologischer und semantischer Antinomien 109
Ansatz einer Logik h¨ oherer Stufe mit Abstraktionsregeln, kann vorausgesetzt
werden, dass es eine Abbildung gibt, die eine einstellige Formel als Objekt null-
ter Stufe auf die Klasse aller Klassen, auf die die Formel zutriﬀt, als Objekt
erster Stufe abbildet. Die einstellige Formel het(x) kann dann mit Hilfe dieser
Abbildung konstruiert werden. Die Voraussetzung, dass es eine solche Abbildung
gibt, ist allerdings auch keine objektsprachlich formulierbare, sondern eine me-
tasprachliche Voraussetzung bez¨ uglich der Ausdrucksf¨ ahigkeit der Objektspra-
che. In dem hier verfolgten Ansatz muss metasprachlich explizit eine einstellige
Formel gefordert werden, die das Diagonalelement repr¨ asentiert, die also ein be-
stimmtes Formelschema erf¨ ullt, wie in der Antinomie von Grelling beispielswei-
se die einstellige Formel het(x) das Schema ¬ϕ(⌈ϕ(x)⌉) ↔ het(⌈ϕ(x)⌉) f¨ ur alle
einstelligen Formeln ϕ(x) erf¨ ullt. Ist eine Formel gegeben, die das Formalsche-
ma erf¨ ullt und damit das Diagonalelement repr¨ asentiert, dann existiert sie auch
als Objekt, auf das mit Hilfe des Standardnamens Bezug genommen werden
kann. Diese Existenz muss also im Gegensatz zu den ontologischen Antinomien
nicht explizit gefordert werden. Ebenso ergibt sich auch zu einer Formel die
Existenz der verneinten Formel aus dem Aufbau des Systems heraus, w¨ ahrend
im ontologischen Fall eine gesonderte ontologische Annahme gemacht werden
muss.
3.4.3 Abgrenzung gegen triviale F¨ alle von Diagonal-
argumenten
Der Begriﬀ der Diagonalstruktur ist ein sehr allgemeiner Begriﬀ und die An-
wendung von Satz 3.4 hat ebenfalls einen sehr allgemeinen Charakter. So ist es
nicht erstaunlich, dass sich auch als trivial empfundene F¨ alle darunter subsu-
mieren lassen. Es kann sogar jeder Widerspruch, gegeben beispielsweise in der
mengentheoretischen Form a ∈ b ∧ a  ∈ b, als Ergebnis eines Diagonalarguments
gedeutet werden. Hierzu sei N = b, f : N → P(N), so dass f(x) = {a} f¨ ur alle
x ∈ N\{a} und f(a) = b, m2 = b = {x ∈ N|x  ∈ f(x)}. Dann bildet (N,f,m2)
eine Diagonalstruktur2 mit einem Diagonalelement, das im Bild von f liegt.
Satz 3.4 liefert also den Widerspruch a ∈ b ∧ a  ∈ b.
Triviale F¨ allen wie dieser unterscheiden sich von den Anwendungen der letzten
Abschnitte in der Art, wie sie auf das Schema bezogen werden. Als Beispiel soll
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als Element, das alle Klassen enth¨ alt, die sich nicht selbst enthalten. Es wird
also gerade als Diagonalelement bestimmt und diese Eigenschaft wird benutzt,
um einen Widerspruch abzuleiten. Da durch die Konstruktion automatisch das
Diagonalelement auch im Bild der Abbildung f liegt, ergibt sich der Wider-
spruch. Im oben geschilderten trivialen Fall wird jedoch der Widerspruch dazu
benutzt, die Diagonalstruktur erst zu erzeugen. Das Verfahren ist also genau
umgekehrt. Es ist allerdings schwer, hier eine genaue Abgrenzung zu schaﬀen,
da ein Bezug auf intensionale Aspekte der Ableitung des Widerspruchs n¨ otig
ist. Das Argument hat deshalb nur hinweisenden Charakter.
Priest weist auf das Problem der trivialen F¨ alle f¨ ur sein inclosure schema, nach
dem er die Antinomien darstellt, ebenfalls hin.15 Das Diagonalelement zu einer
Menge wird im Schema von Priest durch die Funktion δ gebildet. Die nicht-
trivialen F¨ alle sind in seiner Erkl¨ arung von den trivialen dadurch zu unterschei-
den, dass in der Beschreibung der Funktion δ ein Zusammenhang von Argument
und Wert gegeben ist, dass das Argument zur Berechnung des Werts benutzt
wird. Wie Priest weiter bemerkt, ergeben sich bei einer Pr¨ azisierung des Begriﬀs
des Zusammenhangs von Argument und Wert jedoch ebenfalls Schwierigkeiten.
Die Eigenschaft des Diagonalelements, dass es gerade als solches gebildet ist und
sich nicht erst nachtr¨ aglich durch einen sich ergebenden Widerspruch heraus-
stellt, dass es die Z¨ uge eines Diagonalelements tr¨ agt, scheint f¨ ur die Antinomie
von Burali-Forti unter den hier geschilderten Antinomien am fragw¨ urdigsten.
Insbesondere, wenn Ordinalzahlen nicht als transitive Klassen, sondern als ¨ Aqui-
valenzklassen von wohlgeordneten Klassen aufgefasst werden, dr¨ angt sich der
Verdacht auf, dass die sich ergebende Diagonalstruktur nur eine konstruierte
ist.16 Die Frage l¨ asst sich reduzieren auf die Frage, ob sich das folgende Pro-
blem als ein durch ein Diagonalargument auf nat¨ urliche Weise l¨ osbares Problem
darstellt: a sei eine durch < wohlgeordnete Klasse, die ein maximales Element
b hat. Gibt es eine bijektive, ordnungserhaltende Abbildung von der Klasse
{x ∈ a|x < b} in die Klasse a? Nach dem Rekursionssatz, angewendet auf <,
gibt es genau eine ordnungserhaltende Abbildung von {x ∈ a|x < b} nach a,
n¨ amlich die Identit¨ at. Das Element b ist nicht im Bild der Identit¨ at, also in
{x ∈ a|x < b}, enthalten, da es gr¨ oßer ist als alle Elemente dieser Klasse und
15Siehe Priest (2002), Kap. 9.5.
16Vgl. zur Antinomie von Burali-Forti auf der Basis von ¨ Aquivalenzklassen wohlgeordneter
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kein Element dieser Klasse kleiner als es selbst ist. Das heißt aber nichts ande-
res, als dass b Diagonalelement bez¨ uglich der Relation < ist: b ist gr¨ oßer als alle
Elemente aus {x ∈ a|x < b}, die nicht kleiner als ihr Bild sind.
Diese Situation stellt einen Extremfall von Diagonalstruktur dar, da kein Ele-
ment mit seinem Bild in Relation steht oder – nach Interpretation der Relation
– da kein Element in seinem Bild enthalten ist.
3.5 Alternative Schemata
Im Folgenden werden einige alternative Schemata wiedergegeben, die in Zu-
sammenhang mit der Struktur von Antinomien und damit verwandten Wider-
spruchsbeweisen stehen. Was genau durch das jeweilige Schema erfasst werden
soll, stellt sich dabei in den einzelnen Ans¨ atzen als verschieden heraus.
Russells Darstellung der Struktur der Antinomien 17
Priest stellt Russells Schema der Struktur der Antinomien, auf das er seine
eigene Darstellung aufbaut, folgendermaßen dar: Es seien eine Eigenschaft ϕ
und eine Funktion δ gegeben. Aus den folgenden Bedingungen ergibt sich ein
Widerspruch:
1. Ω = {y|ϕ(y)} existiert,
2. f¨ ur alle x ⊆ Ω: (a) δ(x)  ∈ x und (b) δ(x) ∈ Ω.18
Priests Darstellung der Struktur der Antinomien19
Priests Darstellung ist eine Verallgemeinerung der Darstellung von Russell, mit
der auch semantische Antinomien erfasst werden sollen. In seiner eigenen For-
mulierung lautet das Schema: Es seien Eigenschaften ϕ und ψ und eine Funktion
δ gegeben. Aus den folgenden Bedingungen ergibt sich ein Widerspruch:
1. Ω = {y|ϕ(y)} existiert und ψ(Ω),
17Das Schema zur Struktur der Antinomien von Russell ist der Wiedergabe in Priest (2002),
S. 129 ﬀ. entnommen. Priest bezieht sich dabei auf Russell (1905).
18Die Bezeichnungen und Formulierungen sind die aus Priest (2002). Eine sinngem¨ aße
¨ Ubertragung in die Sprechweise der vorliegenden Arbeit k¨ onnte lauten: Aus folgenden Be-
dingungen ergibt sich ein Widerspruch: Ω sei eine Menge und δ : P(Ω) → Ω eine Abbildung.
F¨ ur alle x ⊆ Ω gelte δ(x)  ∈ x.
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2. f¨ ur alle x ⊆ Ω mit ψ(x): (a) δ(x)  ∈ x und (b) δ(x) ∈ Ω.20
Priest nennt 1) die Existenz-, 2)(a) die Transzendenz-, 2)(b) die Abgeschlos-
senheitsbedingung. Alle Bedingungen zusammen bezeichnet er als Inclosure-
Schema. Der Widerspruch ergibt sich, da sowohl δ(Ω) ∈ Ω als auch δ(Ω)  ∈ Ω.
Einige der von Priest innerhalb seines Schemas rekonstruierten Antinomien sol-
len nun in dieser Rekonstruktion dargestellt werden. Zur Rekonstruktion der
ersten beiden Antinomien reicht das Schema von Russell aus.
Die Antinomie von Russell: Priest fasst die Antinomien von Russell und Cantor
als eine einzige auf, indem er wie in Abschnitt 1.1.4 die Antinomie von Russell
mit der Anwendung des Beweises des Satzes von Cantor auf die Klasse aller
Klassen und ihre mit ihr identische Potenzklasse identiﬁziert.21 Zur Darstellung
der Antinomie innerhalb des Inclosure-Schemas sei Ω die Klasse aller Klassen.
δ bilde eine Klasse von Klassen x auf die Klasse {y ∈ x|y  ∈ y} ab. F¨ ur alle
x ⊆ Ω gilt {y ∈ x|y  ∈ y}  ∈ x, da aus {y ∈ x|y  ∈ y} ∈ x sowohl {y ∈ x|y  ∈ y} ∈
{y ∈ x|y  ∈ y} als auch {y ∈ x|y  ∈ y}  ∈ {y ∈ x|y  ∈ y} folgt. F¨ ur alle x ⊆ Ω gilt
ferner {y ∈ x|y  ∈ y} ∈ Ω. Es folgt also der Widerspruch: {y ∈ Ω|y  ∈ y} ∈ Ω
und {y ∈ Ω|y  ∈ y}  ∈ Ω.22
In einer Fußnote23 gibt Priest eine weitere M¨ oglichkeit der Rekonstruktion dieser
Antinomie innerhalb des Schemas an, ohne auf die Beziehung dieser beiden
Rekonstruktionen einzugehen: Ω sei die Klasse aller Klassen, die sich nicht selbst
enthalten. δ sei die identische Abbildung. F¨ ur alle x ⊆ Ω gilt x  ∈ x, da aus x ∈ x
– nach Deﬁnition von Ω – x  ∈ x folgt. F¨ ur alle x ⊆ Ω gilt damit ferner x ∈ Ω.
Es folgt also der Widerspruch: Ω ∈ Ω und Ω  ∈ Ω.
Die Antinomie von Burali-Forti: Ω sei die Klasse aller Ordinalzahlen. δ bilde
eine Klasse von Ordinalzahlen ab auf die kleinste Ordinalzahl, die echt gr¨ oßer
ist als alle Ordinalzahlen der Klasse. F¨ ur alle x ⊆ Ω gilt oﬀensichtlich δ(x)  ∈ x
20Eine sinngem¨ aße ¨ Ubertragung in die Sprechweise der vorliegenden Arbeit k¨ onnte lauten:
Aus folgenden Bedingungen ergibt sich ein Widerspruch: Ω und Ψ ⊆ P(Ω) seien Mengen, so
dass Ω ∈ Ψ. δ : Ψ → Ω eine Abbildung, so dass f¨ ur alle x ∈ Ψ gilt δ(x)  ∈ x.
21Siehe Priest (2002), S. 130.
22Wie in Abschnitt 1.1 werden, abweichend von Priests Darstellung, die ontologischen An-
tinomien in einer Klassensprechweise formuliert. Priest bezieht die bei der Bildung der An-
tinomien verwendeten Klassen und Abbildungen direkt auf das Inclosure-Schema und nicht
¨ uber die Interpretation in einer Struktur wie in den Abschnitten 3.2 und 3.3. Daher werden
auch die Zusammenfassungen des Inclosure-Schemas jetzt als Klassen bezeichnet.
23Siehe Priest (2002), Fußnote 8, S. 130.3.5. Alternative Schemata 113
und x ∈ Ω. Der Widerspruch ergibt sich dann, da δ(Ω) = Ω, als: Ω ∈ Ω und
Ω  ∈ Ω.
Die Antinomie von Berry: Hier spielt zum ersten Mal die zus¨ atzliche Eigenschaft
ψ eine Rolle. Ω sei die Menge der durch weniger als 20 Worte deﬁnierbaren
nat¨ urlichen Zahlen. ψ sei die Eigenschaft, durch weniger als 11 Worte deﬁnierbar
zu sein. δ bilde eine durch weniger als 11 Worte deﬁnierbare Menge x ⊆ Ω ab
auf die kleinste nat¨ urliche Zahl, die nicht in x enthalten ist. F¨ ur alle x ⊆ Ω gilt
δ(x)  ∈ x und δ(x) ∈ Ω, da “die kleinste nat¨ urliche Zahl, die nicht in x enthalten
ist” 9 W¨ orter und “x” enth¨ alt. Der Widerspruch ergibt sich als: Die kleinste
nicht mit weniger als 20 Worten deﬁnierbare nat¨ urliche Zahl geh¨ ort zu Ω und
geh¨ ort nicht zu Ω.
Die L¨ ugner-Antinomie: Ω sei die Menge aller wahren S¨ atze einer Sprache. Die
Eigenschaft ψ besage f¨ ur eine Menge, dass sie in der Sprache deﬁnierbar ist. δ bil-
de eine Menge von wahren S¨ atzen, die durch die einstellige Formel γ(x) deﬁniert
wird (hier muss f¨ ur jede Menge eine Deﬁnition ausgew¨ ahlt werden), auf den Satz
¬γ(α(⌈¬γ(α(x))⌉))24 ab, wobei der einstellige Term α(x) die Selbsteinsetzungs-
funktion repr¨ asentiere. F¨ ur jede Menge von wahren S¨ atzen z, die durch γ(x) de-
ﬁniert wird, gilt ¬γ(α(⌈¬γ(α(x))⌉))  ∈ z, da aus ¬γ(α(⌈¬γ(α(x))⌉)) ∈ z insbe-
sondere die Wahrheit von ¬γ(α(⌈¬γ(α(x))⌉)) und damit ¬γ(α(⌈¬γ(α(x))⌉))  ∈
z folgt, da z durch γ(x) deﬁniert ist und α(x) die Selbsteinsetzungsfunktion
repr¨ asentiert. F¨ ur jede solche Menge von wahren S¨ atzen z gilt damit ferner
¬γ(α(⌈¬γ(α(x))⌉)) ∈ Ω, was aus ¬γ(α(⌈¬γ(α(x))⌉))  ∈ z folgt.
Der Widerspruch ergibt sich hier also als: ¬w(α(⌈¬w(α(x))⌉)) ist wahr und ist
nicht wahr, wobei w(x) die Menge der wahren S¨ atze deﬁniere.
Die Antinomie von Grelling: Ω sei die Menge aller einstelligen Formeln, die
nicht auf sich selbst – auf ihren Namen – zutreﬀen. Die Eigenschaft ψ sei die
Eigenschaft einer Menge, in der Sprache deﬁnierbar zu sein. δ bilde eine durch
die einstellige Formel ϑ(x) deﬁnierte Menge von einstelligen Formeln (hier muss
f¨ ur jede Menge eine Deﬁnition ausgew¨ ahlt werden), die nicht auf sich selbst
zutreﬀen, auf die Formel ϑ(x) ab. F¨ ur jede Menge x ⊆ Ω, die durch ϑ(x) deﬁniert
wird, gilt ϑ(x)  ∈ x, da aus ϑ(x) ∈ x auf Grund der Deﬁnition von Ω ja ϑ(x)  ∈ x
24Dieser Satz ist ein Fixpunkt zu ¬γ(x). Priest selbst gibt diesen Satz nicht an. Er schreibt,
dass durch eine geeignete Diagonalisierungstechnikein Satz gebildet werden kann, der aussagt,
nicht zur durch γ(x) deﬁnierten Menge zu geh¨ oren. Siehe Priest, S. 144.114 Kapitel 3. Diagonalargumente in ontologischen und semantischen Antinomien
folgt. Ferner gilt damit f¨ ur jede solche Menge x auf Grund der Defnition von Ω
auch ϑ(x) ∈ Ω.
Der Widerspruch ergibt sich hier also als: die einstellige Formel het(x) triﬀt auf
sich selbst zu und triﬀt nicht auf sich selbst zu, wobei het(x) die Menge der
Formeln deﬁniere, die nicht auf sich selbst zutreﬀen.
Kritik des Schemas von Priest und Vergleich mit dem Schema einer
Diagonalstruktur
Zur Beantwortung der Frage, in welchem Verh¨ altnis das Schema von Priest und
die Einordnung der Antinomien darunter zu dem Schema einer Diagonalstruktur
im Sinne der vorliegenden Arbeit stehen, ist zun¨ achst eine n¨ ahere Betrachtung
dieses Schemas unter Zuhilfenahme der Erl¨ auterungen von Priest hierzu und
eine Einordnung in den Gesamtzusammenhang bei Priest sinnvoll.25
Priests Thema umfasst deutlich mehr als die Analyse ontologischer und se-
mantischer Antinomien. Er besch¨ aftigt sich mit Grenzen des Gedankens26 im
Allgemeinen. Die ¨ ublicherweise als ontologische und semantische Antinomien
bezeichneten Widerspr¨ uche bilden nur einen Teil dieser Grenzen. Es geh¨ oren
ferner Berkeleys Paradox, die Antinomien von Kant, Hegels Unendlichkeiten
und weitere Grenzph¨ anomene der Philosophiegeschichte dazu. Diese werden von
Priest zun¨ achst eingeteilt nach der Art, nach der die Grenzen des Gedankens er-
reicht werden. F¨ ur die Antinomien sind dabei relevant: die Grenze der Iteration,
woraus die Paradoxien der absoluten Unendlichkeit entstehen – hierzu z¨ ahlt er
Kants Antinomien27 und die Antinomien von Burali-Forti, Cantor und Russell
–, die Grenze der Deﬁnierbarkeit – hierzu werden Berkeleys Paradoxie und die
Antinomien von Richard und Berry gez¨ ahlt – und die Grenze der Erkenntnis –
hierzu werden die L¨ ugner-Antinomie und die Antinomie von Grelling gez¨ ahlt.
Die ¨ ubliche Einteilung in ontologische und semantische Antinomien wird von
25F¨ ur das Folgende vgl. Priest (2002), vor allem Kap. 9 und 10.
26Der Gedanke wird hierbei im Sinn von Frege verstanden. Siehe Priest (2002), S. 3.
27Priest entwirft eine Abwandlung der vierten Antinomie Kants und stellt sie folgender-
maßen dar: Es wird der Gedanke an a gebildet, dann der Gedanke an den Gedanken an a,
..., dann der Gedanke an alle diese Gedanken, der Gedanke daran, und so weiter mit jedem
Gedanken und jeder unbegrenzten Folge von Gedanken. Betrachtet man dann diese Reihe von
Gedanken, so stellt man fest, dass sie kein letztes Element hat, da immer wieder ein Gedanke
an ein Element gebildet werden kann. Also kann der Gedanke an die Zusammenfassung aller
dieser Gedanken nicht mehr gebildet werden. Denn er k¨ ame in der Reihe der Gedanken vor –
als Gedanke an eine unbegrenzte Folge von Gedanken – und m¨ usste dann ein letztes Element
der Reihe sein. Andererseits k¨ onnen wir den Gedanken an die Zusammenfassung bilden. Es
wurde ja gerade getan. (Siehe Priest (2002), S. 100 f.)3.5. Alternative Schemata 115
Priest komplett abgelehnt und als irref¨ uhrend bezeichnet, da es sich zum einen
nicht um eine strukturelle Unterscheidung handelt und zum anderen z.B. Ber-
keleys Paradoxie und Kants Antinomien nicht ber¨ ucksichtigt werden.28 Hierzu
soll nur kurz bemerkt werden, dass zum einen durch die Einteilung nach der
Art, wie eine Grenze des Gedankens erreicht wird, wesentliche strukturelle Ge-
meinsamkeiten verwischt werden; denn die Antinomien von Richard und von
Grelling fallen hierbei in unterschiedliche Bereiche, obwohl sie nahezu als iden-
tisch angesehen werden k¨ onnen.29 Zum anderen zeigt sich in der Unterteilung
in ontologische und semantische Antinomien bei aller struktureller Gemeinsam-
keit doch auch ein relevanter Unterschied. Dieser bezieht sich auf die Art, wie
die Voraussetzungen in der Antinomie gegeben werden: als ontologische oder als
sprachliche Voraussetzungen, als logische oder als semantische Voraussetzungen.
Als gemeinsame Beschreibung, als strukturelles Schema f¨ ur alle behandelten
Grenzph¨ anomene gibt Priest das oben beschriebene Inclosure-Schema an. Die
Abbildung δ wird von Priest Diagonalisator genannt. Er bemerkt zu dieser
Bezeichnung, dass δ nicht durch Diagonalisierung im eigentlichen Sinn deﬁniert
sein muss. Jede solche Abbildung δ ist jedoch so deﬁniert, dass sichergestellt
ist, dass der Wert eines Arguments kein Element des Arguments sein kann; und
Diagonalisierung ist ein paradigmatisches Beispiel f¨ ur eine solche Abbildung.30
Unter Diagonalisierung versteht Priest das Cantorsche Diagonalverfahren.31 In
einer Diagonalstruktur2 f¨ ur Teilmengen entspricht dem Diagonalisator δ damit
in der naheliegendsten Weise die Zuordnung des Diagonalelements m2 zum Bild
f[N] unter f. Bei Priest wird der Diagonalisator auf bestimmte Teilmengen
verallgemeinert: Einer Menge f[N′] ⊆ f[N] ordnet der Diagonalisator die Menge
{x ∈ N′|x  ∈ f(x)} zu. Ein Diagonalisator in diesem Sinn ist also ein typisches
Beispiel f¨ ur eine Abbildung, die einer Menge von Mengen (und weiter jeder
Teilmenge von ihr) eine Menge zuordnet, die nicht in ihr (bzw. der Teilmenge)
enthalten ist. Priest spricht auch von “herausdiagonalisieren”.
Der Diagonalisator muss aber bei Priest nicht diese Form haben, es kann sich um
eine beliebige Abbildung handeln, die einen Zusammenhang zwischen Argument
und Wert herstellt.32 Das Schema von Priest setzt in seiner Strukturbeschrei-
28Siehe Priest (2002), S. 142 f.
29Siehe Abschnitt 2.1.1.
30Siehe Priest (2002), S. 130.
31Siehe Priest (2002), Kap. 8.3.
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bung nach der Diagonalisierung an, die in ihrem inneren Aufbau nicht durch
das Schema festgelegt wird. Geht man von der oben beschriebenen Entspre-
chung des Diagonalisators δ und der Zuordnung des Diagonalelements in einer
Diagonalstruktur2 aus, beschreibt das Schema von Priest, dass einerseits m2
bzw. allgemein {x ∈ N′|x  ∈ f(x)} nicht in f[N] bzw. f[N′] liegen kann – auf
Grund des Widerspruchs, der sich durch das Vorliegen einer Diagonalstruktur2
mit Diagonalelement im Bild der Abbildung f ergeben w¨ urde –, andererseits m2
und {x ∈ N′|x  ∈ f(x)}, aus Gr¨ unden, die in der jeweiligen Deﬁnition des Ele-
ments liegen, immer in f[N] liegen. Der Widerspruch ergibt sich an der Grenze
f[N] als: m2 ∈ f[N] und m2  ∈ f[N].
Diesem Gedanken entsprechen Priests Rekonstruktionen der Antinomie von
Russell bzw. Cantor – und zwar der ersten seiner Rekonstruktionen dieser An-
tinomie – und der Antinomien von Burali-Forti. Nur im Fall der Antinomie von
Russell wird die Abbildung δ von Priest als eine aus einer Diagonalisierung her-
vorgegangene Abbildung dargestellt, also als ein Diagonalisator im eigentlichen
Sinn.
Die Rekonstruktionen der L¨ ugnerantinomie und der Antinomie von Grelling
und die zweite, in einer Fußnote von Priest beschriebene Rekonstruktion der
Antinomie von Russell f¨ ugen sich nicht so recht diesen eigenen Erkl¨ arungen
Priests zu seinem Schema. Betrachtet man z.B. die zweite Darstellung der An-
tinomie von Russell und vergleicht die darin vorkommenden Argumentationen
mit denen der ersten, so stellt man fest, dass sie ¨ ahnliche Bestandteile enthal-
ten. Genauer kann sogar die zweite Darstellung als aus der ersten abgeleitet
angesehen werden. Allgemein l¨ asst sich dieser Zusammenhang so beschreiben:
(N,f,m2) sei eine Diagonalstruktur2 mit injektiver Abbildung f. Dann sind
mit Ω := f[N] und δ(x) := {z ∈ f−1[x]|z  ∈ f(z)} f¨ ur x ⊆ Ω, die Teile 1)
und 2)(a) des Inclosure-Schemas erf¨ ullt. 2)(a) ist dabei die Verallgemeinerung
der Anwendung von Satz 3.4 b) auf eine Diagonalstruktur2. Als δ(Ω) ergibt
sich m2 = {z ∈ N|z  ∈ f(z)}. Teil 2)(b) des Inclosure-Schemas entspricht die
Eigenschaft: {z ∈ f−1[x]|z  ∈ f(z)} ∈ f[N], f¨ ur alle x ⊆ f[N]. Der Wider-
spruch im Schema von Priest ergibt sich als: {z ∈ N|z  ∈ f(z)} ∈ f[N] und
{z ∈ N|z  ∈ f(z)}  ∈ f[N].
Priests Darstellung der Antinomien von Russell bzw. Cantor (die erste Dar-
stellung) und Burali-Forti legt diesen Zusammenhang zwischen dem Inclosure-
Schema und dem Schema einer Diagonalstruktur nahe. Eine weitere M¨ oglich-3.5. Alternative Schemata 117
keit, aus einer Diagonalstruktur einen Einsetzungsfall des Inclosure-Schemas zu
erzeugen, ergibt sich wie folgt: (N,f,m2) sei eine Diagonalstruktur2 mit injekti-
ver Abbildung f. Mit Ω := m2 = {z ∈ N|z  ∈ f(z)}, ψ deﬁniert als Eigenschaft,
im Bild von f zu liegen, und δ := f−1 sind der erste Punkt von Teil 1) und
die Teile 2)(a) und (b) des Inclosure-Schemas erf¨ ullt. 2)(a) und (b) sind da-
bei zusammen eine Verallgemeinerung der Anwendung von Satz 3.4 b) auf eine
Diagonalstruktur2. ψ(Ω) bedeutet in diesem Fall {z ∈ N|z  ∈ f(z)} ∈ f[N],
stellt also die Voraussetzung f¨ ur Satz 3.4 b) dar. Der Widerspruch im Schema
von Priest ergibt sich dann als: f−1({z ∈ N|z  ∈ f(z)}) ∈ {z ∈ N|z  ∈ f(z)}
und f−1({z ∈ N|z  ∈ f(z)})  ∈ {z ∈ N|z  ∈ f(z)}.
Priests zweite Darstellung der Antinomie von Russell bzw. Cantor legt diesen
Zusammenhang zwischen dem Inclosure-Schema und dem Schema einer Dia-
gonalstruktur nahe. Auf diese zweite Art kann auch die Rekonstruktion der
Antinomie von Grelling innerhalb einer Diagonalstruktur gedeutet werden.
Auch Priests Rekonstruktion der L¨ ugner-Antinomie geht im Wesentlichen so aus
ihrer Darstellung als Diagonalstruktur hervor. Nur handelt es sich in diesem Fall
um eine Diagonalstruktur1 als Grundlage. Aus einer solchen geht, parallel zu
der oben geschilderten Entstehung, wie folgt ein Einsetzungsfall des Inclosure-
Schemas hervor: Mit Ω := m1 = {z ∈ N|z ∈ f(z)}, ψ deﬁniert als Eigenschaft,
dass das Komplement im Bild von f liegt, und δ(x) := f−1(N\x) f¨ ur alle
x ⊆ m1 mit ψ(x), sind der erste Punkt von Teil 1) und die Teile 2)(a) und (b)
des Inclosure-Schemas erf¨ ullt. 2)(a) und (b) sind dabei zusammen eine Verall-
gemeinerung der Anwendung von Satz 3.4 a) auf eine Diagonalstruktur1. ψ(Ω)
bedeutet in diesem Fall N\{z ∈ N|z ∈ f(z)} ∈ f[N], stellt also die Vorausset-
zung daf¨ ur dar, dass sich in Satz 3.4 a) ein Widerspruch ergibt. Der Widerspruch
im Schema von Priest ergibt sich dann als: f−1(N\{z ∈ N|z ∈ f(z)}) ∈ {z ∈
N|z ∈ f(z)} und f−1(N\{z ∈ N|z ∈ f(z)})  ∈ {z ∈ N|z ∈ f(z)}.
Das Schema von Priest ist insofern umfangreicher, als dass nicht nur die ¨ Aqui-
valenz: f−1(m2)  ∈ m2 gdw. f−1(m2) ∈ m2 betrachtet wird, wie dies in Satz
3.4 b) der Fall ist, sondern auch eine Entsprechung f¨ ur Teilmengen33 von m2.
Der eigentliche Widerspruch der Antinomie entsteht aber auch bei Priest aus
der ¨ Aquivalenz, die sich auf das Diagonalelement selbst bezieht. Und auch das
Argumentationsprinzip f¨ ur die Implikationen, die sich auf Teilmengen des Dia-
33In F¨ allen, die ¨ uber das Schema von Russell hinausgehen, gilt dies nur f¨ ur Teilmengen von
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gonalelements beziehen, entspricht dem f¨ ur die ¨ Aquivalenz und bringt insofern
nichts Neues.
Auf den Unterschied in der Art und Weise, wie die Antinomien unter das
Inclosure-Schema fallen, der deutlich wird in der zweifachen Subsumierung der
Antinomie von Russell bzw. Cantor unter das Schema, geht Priest nur indi-
rekt ein. Es scheint f¨ ur ihn jedenfalls nicht relevant zu sein, welche Abbildung
z.B. in der Antinomie von Russell bzw. Cantor die Rolle des Diagonalisators
¨ ubernimmt: die Abbildung, die eine Klasse abbildet auf die Klasse aller Klassen
daraus, die sich nicht selbst enthalten, oder die Identit¨ at. Im Zusammenhang
mit der Unterscheidung zwischen ontologischen und semantischen Antinomien
betont er, dass der einzige strukturelle Unterschied zwischen ihnen darin be-
steht, wie sich Eigenschaft 2)(a) des Inclosure-Schemas – δ(x)  ∈ x – ergibt.
Genauer unterteilt er die semantischen Antinomien weiter in solche, in denen
Deﬁnitionen eine Rolle spielen, und die verbleibenden, L¨ ugner-Antinomie und
Antinomie von Grelling. W¨ ahrend sich Eigenschaft 2)(a) f¨ ur die ontologischen
und die auf Deﬁnitionen bezogenen Antinomien einfach daraus ergibt, dass die
Abbildung δ aus dem Argument herausdiagonalisiert34, wird in der L¨ ugner-
Antinomie und der Antinomie von Grelling indirekt vorgegangen. Es wird von
der Annahme, dass δ(x) ∈ x, auf δ(x)  ∈ x geschlossen und hierbei auf ein
Wahrheits- bzw. Erf¨ ullbarkeitsschema als Br¨ ucken-Prinzip Bezug genommen.35
F¨ ur die L¨ ugner-Antinomie und die Antinomie von Grelling gibt er nur die Va-
riante ¨ uber ein Br¨ ucken-Prinzip an. Wie oben gezeigt, l¨ asst sich aber auch hier
direkt vorgehen.
Diese Unterscheidung von Priest betriﬀt also keinen strukturellen Unterschied
einiger Antinomien, sondern seine eigene Art, die Antinomien in unterschied-
licher Weise innerhalb seines Schemas darzustellen. Betrachtet man die zweite
Rekonstruktion der Antiomie von Russell, so stellt man fest, dass hier ebenso
indirekt von der Annahme, dass δ(x) ∈ x, auf δ(x)  ∈ x geschlossen wird und
auf ein Klassenbildungsschema als Br¨ ucken-Prinzip Bezug genommen wird. Be-
trachtet man die erste Rekonstruktion der Antinomie von Russell, so kann man
feststellen, dass das direkte Herausdiagonalisieren der Abbildung δ aus dem Ar-
gument auf eben diesem indirekten Schluss zusammen mit dem Umkehrschluss
34Zu beachten ist, dass bei Priest mit Herausdiagonalisieren kein klassisches Diagonalargu-
ment gemeint sein muss.
35Siehe Priest (2002), S. 146.3.5. Alternative Schemata 119
beruht. Dies ist die oben beschriebene erste Art, von einer Diagonalstruktur zu
einem Einsetzungsfall des Inclosure-Schemas zu gelangen.
Zusammenfassend kann also gesagt werden, dass eine Inkonsequenz in der Art
besteht, wie Priest die Antinomien in sein Schema einordnet. Diese Inkonse-
quenz macht ein solches Schema unplausibel, dessen Eigenschaft, das Wesent-
liche der Antinomien wiederzugeben, von Natur aus schwer zu begr¨ unden ist.
Ein Grund f¨ ur diese Inkonsequenz ist, dass die Abbildung δ, das Herausdia-
gonalisieren, nicht weiter analysiert wird. Als Folge davon werden wesentliche
Parallelen, die in der Darstellung als Diagonalstruktur hervortreten, nicht deut-
lich. Hier sind z.B. die Entsprechung einer Klasse aller Klassen, die sich nicht
selbst enthalten, und eines Begriﬀs “heterologisch” zu nennen. Es wird weiter
nicht ber¨ ucksichtigt, von welcher Art die Voraussetzungen sind. Ob es sich um
ontologische Voraussetzungen oder um Voraussetzungen an die Sprache, um lo-
gische oder um semantische Voraussetzungen handelt. Wesentliche Unterschiede
zwischen den Antinomien werden also auch nicht deutlich. Davon betroﬀen ist
z.B. die Frage, wie eine einheitliche L¨ osung von Antinomien aussieht.
Die Darstellung von Nelson und Grelling
Nelson und Grelling geben ein Diagonalschema an, das sie auf die Russellsche
Antinomie, die Russellsche Antinomie f¨ ur Eigenschaften und die Antinomien
Burali-Forti und Grelling anwenden.36 Das Schema entspricht im Wesentlichen
dem einer Diagonalstruktur2 bezogen auf Teilmengen. Die Anwendung auf die
Antinomien von Russell und Grelling verl¨ auft analog zu der hier beschriebe-
nen.37 Die Anwendung des Schemas auf die Russellsche Antinomie f¨ ur Eigen-
schaften ist eine Parallele zur Anwendung auf die Russellsche Antinomie f¨ ur
Klassen. Die Elemente des Universums sind statt Klassen Eigenschaften. Statt
einer Klasse sich selbst zuzuordnen, wird einer Eigenschaft die Klasse der Ei-
genschaften, auf die sie zutriﬀt, zugeordnet. Statt der Klasse aller Klassen, die
sich nicht selbst enthalten, wird die Eigenschaft einer Eigenschaft, nicht auf sich
selbst zuzutreﬀen, als Diagonalelement gebildet.
36Siehe Nelson u. Grelling (1908), S. 100 ﬀ. Die Russellsche Antinomie f¨ ur Eigenschaften
bezieht sich statt auf Mengen auf Eigenschaften. Sie ist eine intensionale Variante der Antino-
mie von Russell. Es wird die Eigenschaft einer Eigenschaft gebildet, nicht auf sich zuzutreﬀen.
Die Antinomie von Grelling wird an dieser Stelle erstmals formuliert.
37Allerdings werden genau genommen Argumente aus Satz 3.4 a), bezogen auf eine
Diagonalstruktur1, und Argumente aus Satz 3.4 b), bezogen auf eine Diagonalstruktur2, ver-
mischt. Ebenso wird in der Darstellung der Antiomie von Grelling sowohl auf den Begriﬀ
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Nelson und Grelling versuchen bereits, auch die Antinomie von Burali-Forti mit
der Antinomie von Russell in Verbindung zu bringen. Ihr Schema wenden sie
folgendermaßen auf diese Antinomie an:38 Ausgangspunkt sind die Ordinalzah-
len in ihrer urspr¨ unglichen Form als ¨ Aquivalenzklassen.39 W sei die Klasse aller
Ordinalzahlen. Nelson und Grelling w¨ ahlen als Teilklasse von W × P(W) eine
Relation, die nicht voreindeutig, also keine Abbildung ist. Ein Element α ∈ W
steht mit einer Teilklasse A ∈ P(W) in Relation gdw. α die kleinste Ordinal-
zahl ist, die gr¨ oßer ist als alle Ordinalzahlen aus A. Bernays ver¨ andert in einer
Anmerkung diese Relation zu einer Abbildung f : W → P(W), indem er einer
Ordinalzahl die Klasse aller kleineren Ordinalzahlen zuordnet.40 In der Anti-
nomie wird davon ausgegangen, dass W selbst, da es wohlgeordnet ist, einen
Ordnungstyp besitzt. W liegt damit im Bild der Abbildung. Da kein Element
in seinem Bild enthalten ist, ist W die Klasse aller Ordinalzahlen, die nicht
in ihrem Bild enthalten sind. W ist also Diagonalelement. Diese Darstellung
der Antinomie von Burali-Forti innerhalb des Schemas von Nelson und Grel-
ling entspricht in ihren wesenlichen Z¨ ugen der Darstellung der Antinomie als
Diagonalstruktur, wie sie in Abschnitt 3.2 gegeben wird.
Bernays bemerkt hierzu, dass die Darstellung insofern etwas Unbefriedigendes
hat, als dass der Widerspruch f−1(W) ∈ W und f−1(W)  ∈ W unabh¨ angig von
der Deﬁnition von W als Diagonalelement ist.41 Dies ist ein Einwand, auf den
in Abschnitt 3.4.3 eingegangen wird.
Der Begriﬀ des Diagonalverfahrens bei Essler
Essler entwickelt eine Pr¨ azisierung und Verallgemeinerung des intuitiven Be-
griﬀs des Cantorschen Diagonalverfahrens.42 Das Cantorsche Diagonalverfah-
ren wird als ein in den Antinomien von Cantor, Russell, Grelling und Richard
und der L¨ ugner-Antinomie sowie in Beweisen des Unvollst¨ andigkeits- und des
Unentscheidbarkeitssatzes wesentlich verwendetes Verfahren untersucht. Es ist
also nicht prim¨ ares Ziel der Arbeit, eine gemeinsame Struktur m¨ oglichst vieler
Antinomien und verwandter Widerspruchsbeweise anzugeben. Der Fokus liegt
von Anfang an schon auf dem Diagonalverfahren. Da dieses jedoch nach den
Ausf¨ uhrungen dieses Kapitels gerade den wesentlichen Aspekt in der Struktur
38Die Darstellung ist allerdings nicht ausf¨ uhrlich und daher interpretationsbed¨ urftig.
39Vgl. die Fußnoten 7, S. 12 und 9, S. 15.
40Siehe die Erg¨ anzungen von Bernays in Nelson (1974), S. 103, Fußnote 8.
41Siehe die Erg¨ anzungen von Bernays in Nelson (1974), S. 103, Fußnote 8.
42F¨ ur das Folgende vgl. Essler (1964).3.5. Alternative Schemata 121
der Antinomien ausmacht, besteht eine enge Beziehung zu der Aufgabenstellung
der vorliegenden Arbeit.
Essler gibt zwei Deﬁnitionen eines Cantorschen Diagonalverfahrens an, eine,
die sich auf Mengen43 bezieht, und eine, die sich auf einstellige Formeln44 be-
zieht. Sie lassen sich, ¨ ubertragen auf die Sprechweise der vorliegenden Arbeit,
sinngem¨ aß wie folgt wiedergeben:
(I) 45Vom Vorliegen des Cantorschen Diagonalverfahrens in Bezug auf eine
Menge m2 wird gesprochen, wenn mit (N,f,m2) eine Diagonalstruktur2
(f¨ ur Teilmengen) gegeben ist und durch Anwendung von Satz 3.4 b) ein
Widerspruch abgeleitet wird. D.h. es gilt f¨ ur alle n ∈ N: n  ∈ f(n) gdw.
n ∈ m2. Wenn nun, wie in Satz 3.4 b), angenommen wird, dass m2 im
Bild von f liegt, ergibt sich: n2  ∈ f(n2) gdw. n2 ∈ f(n2).
(II) 46Vom Vorliegen des Cantorschen Diagonalverfahrens in Bezug auf eine
einstellige Formel der Form γ2(α(x)), wobei α(x) die Selbsteinsetzungs-
funktion (der Standardterm einer einstelligen Formel wird in die For-
mel eingesetzt) repr¨ asentiert und γ2(x) eine einstellige Formel ist, wird
gesprochen, wenn ¬ϕ(⌈ϕ(x)⌉) ↔ γ2(α(⌈ϕ(x)⌉)) f¨ ur alle einstelligen For-
meln ϕ(x) und durch Einsetzen von γ2(α(x)) f¨ ur ϕ(x) der Widerspruch
¬γ2(α(⌈γ2(α(x))⌉)) ↔ γ2(α(⌈γ2(α(x))⌉)) abgeleitet wird.
Die Antinomie von Cantor, die Antinomie von Russell, die auf die vorige zur¨ uck-
gef¨ uhrt wird, und die Antinomien von Grelling und Richard werden Schema (I)
in einer Weise zugeordnet, die ihrer Auﬀassung als Diagonalstruktur2 in den
Abschnitten 3.2 und 3.3 entspricht. Die Antinomie von Burali-Forti wird von
Essler nicht als Anwendung des Diagonalverfahrens gesehen, auch wenn er den
Hinweis gibt, dass die Klasse aller Ordinalzahlen, die als transitive Klassen auf-
gefasst werden, eine Klasse von Klassen ist, die sich nicht selbst enthalten. In
der Darstellung der Antinomien von Grelling (in der heterologisch-Form) und
Richard wird wieder eine objektsprachliche Bezeichnungsrelation verwendet, die
43Genau genommen bezieht sich diese Deﬁnition auf Eigenschaften, bei Essler als Attribute
oder Pr¨ adikate bezeichnet.
44Bei Essler werden diese als Aussageformen bezeichnet.
45Siehe Essler (1964), S. 33.
46Siehe Essler (1964), S. 36. Im Unterschied zu dem hier dargestellten Diagonalverfahren
in Bezug auf einstellige Formeln benutzt Essler eine objektsprachliche Bezeichnungsrelation,
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Bezeichnungen von Eigenschaften mit Eigenschaften in Relation setzt.47 Diese
Relation entspricht der metasprachlichen Abbildung, die den Standardnamen
einer einstelligen Formel auf die Formel abbildet.
Die L¨ ugner-Antinomie wird unter das Schema (II) gefasst. Die Darstellung der
Antinomie erfolgt zun¨ achst durch die Konstruktion eines Fixpunkts der einstel-
ligen Formel ¬w(x). Diese Rekonstruktion ¨ ahnelt der Darstellung in Abschnitt
1.2 dieser Arbeit. Es folgt jedoch eine zweite Darstellung, die der Antinomie von
Grelling ¨ ahnelt. Nur diese zweite Form wird weiter betrachtet und dem Schema
(II) zugeordnet.48 Auch der Unvollst¨ andigkeits- und der Unentscheidbarkeits-
satz werden im Rahmen von Schema (II) behandelt.
Die getrennten Ans¨ atze zum Diagonalverfahren f¨ ur Mengen und f¨ ur einstellige
Formeln werden bei Essler nicht weiter vereinheitlicht. Schema (II) kann jedoch
als Spezialfall von Schema (I) angesehen werden, in dem die Diagonalformel die
spezielle Form γ2(α(x)) hat, N als Menge der einstelligen Formeln deﬁniert ist
und f eine einstellige Formel auf ihre Extension abbildet.
3.6 L¨ ugner-Zirkel & Co
Goddard und Johnston geben in ihrem Artikel folgende Variante der Antinomie
von Russell an, die Zirkel mit mehr als einem Glied zul¨ asst.
Anstatt der Russellschen Klasse werden die Klassen r1 := {x|
 
y : x ∈ y ∧ y ∈ x}
und r2 := {x|¬
 
y : x ∈ y ∧ y ∈ x} gebildet.
Dann gilt: Wenn r2 ∈ r1, dann gibt es eine Klasse a, so dass r2 ∈ a und a ∈ r2.
Da a ∈ r2, gibt es keine Klasse, die gleichzeitig a enth¨ alt und in a enthalten ist.
Dies ist ein Widerspruch, da r2 diese Bedingung erf¨ ullt. Es gilt also r2  ∈ r1 und
damit r2 ∈ r2. Dann gibt es keine Klasse, die gleichzeitig r2 enth¨ alt und in r2
enthalten ist. Dies ist ein Widerspruch, da r2 diese Bedingung erf¨ ullt.49
47Vgl. S. 109.
48Die erste Darstellung der L¨ ugner-Antinomie kann nicht unter das Schema subsumiert
werden, da eine Variante, die sich statt auf ein Falschheitspr¨ adikat auf ein Wahrheitspr¨ adikat
bezieht, also eine “autologisch”-Variante, darin nicht vorgesehen ist.
49Siehe Goddard u. Johnston (1983). Diese Antinomie kann verallgemeinert werden auf
Zirkel beliebiger L¨ ange oder unendliche Folgen x1,x2,x3... mit der Eigenschaft x1 ∈ x2 ∧ x2 ∈
x3... Die Klassen r1, r2 werden dann also gebildet als Klassen aller Klassen x1, die (nicht)
erstes Glied einer unendlichen Folge x1,x2,x3... der obigen Art sind. Vgl. Herzberger (1970).3.6. L¨ ugner-Zirkel & Co 123
Der Begriﬀ der Diagonalstruktur l¨ asst sich analog ver¨ andern: Hierzu seien N
und f wie in einer Diagonalstruktur gegeben. F¨ ur m1 ∈ P(N) und m2 ∈ P(N)
gelte:
Es gibt p mit n ∈ f(p) und p ∈ f(n) gdw. n ∈ m1,
es gibt kein p mit n ∈ f(p) und p ∈ f(n) gdw. n ∈ m2.
Liegt m2 im Bild von f, ergibt sich ein Widerspruch analog zum obigen klas-
sentheoretischen Fall.
Eine umgangssprachliche ¨ Ubertragung auf den semantischen Fall k¨ onnte wie
folgt lauten:
Es wird ausgegangen von den Begriﬀen “zirkelautologisch” und
“zirkelheterologisch”. Ein einstelliger Begriﬀ heißt zirkelautologisch
gdw. es einen einstelligen Begriﬀ gibt, der auf den ersten zutriﬀt und
auf den der erste zutriﬀt. Ein einstelliger Begriﬀ heißt zirkelhetero-
logisch gdw. es keinen einstelligen Begriﬀ gibt, der auf den ersten
zutriﬀt und auf den der erste zutriﬀt.
Es ergibt sich: Wenn der Begriﬀ “zirkelheterologisch” zirkelautolo-
gisch ist, dann gibt es einen einstelligen Begriﬀ, der auf “zirkelhetero-
logisch” zutriﬀt und der zirkelheterologisch ist. Da dieser einstellige
Begriﬀ zirkelheterologisch ist, gibt es keinen einstelligen Begriﬀ, der
auf ihn zutriﬀt und auf den er zutriﬀt. Dies ist ein Widerspruch,
da “zirkelheterologisch” diese Bedingung erf¨ ullt. Es gilt also, dass
“zirkelheterologisch” nicht zirkelautologisch, sondern zirkelheterolo-
gisch ist. Dann gibt es keinen einstelligen Begriﬀ, der auf “zirkel-
heterologisch” zutriﬀt und der zirkelheterologisch ist. Dies ist ein
Widerspruch, da “zirkelheterologisch” diese Bedingung erf¨ ullt.50
50Eine ¨ Ubertragung dieser Antinomie auf den semantischen Fall ist nicht rein objektsprach-
lich m¨ oglich, da in der Bestimmung der r1 und r2 entsprechenden Begriﬀe ¨ uber alle Begriﬀe
quantiﬁziert werden muss. Eine analoge semantische Antinomie kann mit Hilfe einstelliger
Formeln ϑ1 und ϑ2, die folgende Bedingungen erf¨ ullen, gebildet werden:
Es gibt ψ(x) mit A |= ψ(⌈ϕ(x)⌉) ∧ ϕ(⌈ψ(x)⌉) gdw. A |= ϑ1(⌈ϕ(x)⌉),
f¨ ur alle ψ(x) gilt A |= ¬(ψ(⌈ϕ(x)⌉) ∧ ϕ(⌈ψ(x)⌉)) gdw. A |= ϑ2(⌈ϕ(x)⌉).124 Kapitel 3. Diagonalargumente in ontologischen und semantischen Antinomien
Hintikka benutzt eine ¨ ahnliche Konstruktion wie Goddard und Johnston zur
Deﬁnition einer Klasse, die nicht das Zirkelfehlerprinzip (VCP) von Russell
verletzt und dennoch zu einer Antinomie f¨ uhrt. Dazu werden die Deﬁnitionen
von r1 und r2 so abge¨ andert, dass ein Bezug auf die deﬁnierten Klassen in den
Deﬁnitionen und eine direkte Anwendung der deﬁnierten Klassen auf sich selbst
ausgeschlossen wird. Die Deﬁnitionen von r1 und r2 lauten sinngem¨ aß:
- F¨ ur alle Klassen x  = r1: x ∈ r1 gdw. es eine Klasse y  = r1 gibt, mit x ∈ y
und y ∈ x,
- f¨ ur alle Klassen x  = r2: x ∈ r2 gdw. es keine Klasse y  = r2 gibt, mit x ∈ y
und y ∈ x.
Die Elementbeziehung zu den beiden Klassen wird nun nicht f¨ ur die Klasse r2
selbst untersucht – dies ist ja auch durch die Deﬁnition ausgeschlossen –, sondern
f¨ ur die Paarklasse {r1,r2}. Es gilt nach Deﬁnition von r1: {r1,r2} ∈ r1 gdw.
{r1,r2} ∈ r2.51 Und nach Deﬁnition von r2: {r1,r2} ∈ r2 gdw. {r1,r2}  ∈ r1.52
Auf Grund der ¨ Aquivalenzen:
{r1,r2} ∈ r1 gdw. {r1,r2} ∈ r2,
{r1,r2} ∈ r2 gdw. {r1,r2}  ∈ r1
kann eine semantische Entsprechung dieser Antinomie als Formalisierung des
L¨ ugner-Zirkels gedeutet werden. Der L¨ ugner-Zirkel baut auf zwei S¨ atzen χ1,
χ2 der folgenden Art auf: χ1:=“Der Satz χ2 ist wahr”, χ2:=“Der Satz χ1 ist
falsch”. Mit diesen Deﬁnitionen gilt: χ1 ist wahr gdw. χ2 ist wahr, χ2 ist wahr
gdw. χ1 ist nicht wahr.53
51Dies gilt f¨ ur alle Klassen außer r1 an Stelle von r2.
52Siehe Hintikka (1957).
53Einen anderen Ansatz zur Rekonstruktion des L¨ ugner-Zirkels stellt folgende Parallele zum
Fixpunktsatz dar: SL¨ u-S¨ atz χ1 und χ2 mit AL¨ u |= χ1 ↔ w(⌈χ2⌉) und AL¨ u |= χ2 ↔ ¬w(⌈χ1⌉)
lassen sich parallel zur einfachen L¨ ugner-Antinomie durch eine Ab¨ anderung des Fixpunktsat-
zes konstruieren. Vorausgesetzt sei hierzu diesmal, dass es einen SL¨ u[v0]-Term α(x) gibt, der,
angewandt auf eine SL¨ u[v0]-Formel ϕ(x), die nicht mit einer Negation beginnt, semantisch der
SL¨ u-Formel ϕ(⌈¬ϕ(x)⌉) entspricht, und, angewandt auf eine SL¨ u[v0]-Formel ¬ϕ(x), die mit ei-
ner Negation beginnt, semantisch der SL¨ u-Formel ¬ϕ(⌈ϕ(x)⌉) entspricht. Es gelte also f¨ ur alle
SL¨ u[v0]-Formeln ϕ(x), die nicht mit einer Negation beginnen, und alle SL¨ u[v0]-Formeln ψ(x):
AL¨ u |= ψ(α(⌈ϕ(x)⌉)) ↔ ψ(⌈ϕ(⌈¬ϕ(x)⌉)⌉) und AL¨ u |= ψ(α(⌈¬ϕ(x)⌉)) ↔ ψ(⌈¬ϕ(⌈ϕ(x)⌉)⌉).
Dann sind f¨ ur eine SL¨ u[v0]-Formel w(x), die nicht mit einer Negation beginnt, χ1 :=3.7. Berrys Antinomie 125
3.7 Berrys Antinomie
Die Antinomie von Berry kann als einzige der im Eingangskapitel geschilder-
ten semantischen Antinomien nicht als Speziallfall eines abstrakten Satzes aus
Abschnitt 2.1 aufgefasst werden. Parallel zu den anderen sematischen Antino-
mien kann die Antinomie von Berry aber auch als Grundlage f¨ ur Beweise des
Satzes von Tarski, des ersten G¨ odelschen Unvollst¨ andigkeitssatzes und des Un-
entscheidbarkeitssatzes dienen. Die ¨ Ubertragung der Antinomie von Berry auf
eine semantische Form des Beweises des Unvollst¨ andigkeitssatzes wird von Boo-
los dargestellt.54 F¨ ur eine syntaktische Form des Beweises des Unvollst¨ andig-
keitssatzes, f¨ ur den Satz von Tarski und den Unentscheidbarkeitssatz wird die
¨ Ubetragung der Antinomie von Berry von Ser´ eny ausgef¨ uhrt.55 Zur genauen
Durchf¨ uhrung sind leichte Ab¨ anderungen in der Formalisierung der Antinomie
n¨ otig. Ein Einblick kann jedoch auch auf der Basis der vorliegenden Formalisie-
rung gegeben werden:56
- Die Existenz einer SBe[v0,v1]-Formel def (x,y), so dass f¨ ur alle SBe[v0]-Formeln
ϕ(x) und alle n ∈ N:
ABe |=
 
x(ϕ(x) ↔ x ≡ n) gdw. ABe |= def (⌈ϕ(x)⌉,n)
f¨ uhrt in der Antinomie von Berry zum Widerspruch. Insbesondere ist also
f¨ ur die Symbolmenge SAr und die Struktur N die Menge der G¨ odelnum-
mern von in N wahren SAr-S¨ atzen nicht in N repr¨ asentierbar. Es ergibt
sich also der Satz von Tarski.
- W¨ ahlt man statt der Wahrheit in der Struktur N die Ableitbarkeit aus einer
aufz¨ ahlbaren Menge Φ von SAr-S¨ atzen, ist eine Repr¨ asentierung m¨ oglich:
Φ ⊢
 
x(ϕ(x) ↔ x ≡ n) gdw. N |= def (⌈ϕ(x)⌉,n)
w(α(⌈¬w(α(x))⌉)) und χ2 := ¬w(α(⌈w(α(x))⌉)) S¨ atze der gesuchten Art, denn es folgt
AL¨ u |= w(α(⌈¬w(α(x))⌉)) ↔ w(⌈¬w(α(⌈w(α(x))⌉))⌉) und
AL¨ u |= ¬w(α(⌈w(α(x))⌉)) ↔ ¬w(⌈w(α(⌈¬w(α(x))⌉))⌉).
54Vgl. Boolos (1989).
55Vgl. Ser´ eny (2004).
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f¨ ur alle SAr[v0]-Formeln ϕ(x) und alle n ∈ N. Verfolgt man die Anintomie
weiter, so erh¨ alt man
N |=¬
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,m))
∧
 
z(z < m →
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,z))).
Anstatt einer Antinomie ergibt sich jedoch
Φ  ⊢¬
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,m))
∧
 
z(z < m →
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,z))).
Auf diese Weise gelangt man also zu einer semantischen Form des Unvoll-
st¨ andigkeitssatzes.
- Ist PA eine aufz¨ ahlbare Menge von SAr-S¨ atzen, die die Menge PA enth¨ alt,
so erlaubt PA Repr¨ asentierungen und es folgt analog zu der obigen seman-
tischen Form
PA  ⊢ ¬
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,m)).
Ist PA zudem ω-widerspruchsfrei, so gilt analog zu der obigen semantischen
Form
PA  ⊢
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,m)).
Dies stellt eine syntaktische Form des Unvollst¨ andigkeitssatzes dar.
- Ist PA wie oben und ist zus¨ atzlich PA
⊢ entscheidbar, so gilt im Widerspruch
zu Obigem
PA ⊢ ¬
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,m)),
da PA Repr¨ asentierungen erlaubt. PA
⊢ ist also unentscheidbar.
Die Antinomie von Berry l¨ asst sich nicht als Spezialfall eines abstrakten Satzes
aus Abschnitt 2.1 und ebenfalls auch nicht als Diagonalargument darstellen.
Allerdings ist mit der Voraussetzung einer SBe[v0,v1]-Formel def (x,y), so dass
f¨ ur alle SBe[v0]-Formeln ϕ(x) und alle n ∈ N:
ABe |=
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eine der Wahrheitskonvention entsprechende Voraussetzung zu machen. Diese
wird nur nicht in Form eines Diagonalarguments genutzt. Mit Hilfe von def (x.y)
wird die den Widerspruch erzeugende Deﬁnition
ψ(x) :=nat(x) ∧ ¬
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,x))
∧
 
z(nat(z) ∧ z < x →
 
y(fm(y) ∧ l(y) < 20 ∧ def (y,z)))
gebildet. In ihren Voraussetzungen bez¨ uglich der Ausdrucksf¨ ahigkeit der Spra-
che und bez¨ uglich der Logik der Sprache ¨ ahnelt die Antinomie von Berry damit
stark den anderen semantischen Antinomien.
3.8 L¨ osungen f¨ ur Antinomien
Abschnitt 3.4.2 zeigt m¨ ogliche Ansatzpunkte f¨ ur L¨ osungen von Antinomien,
indem die zur Ableitung der jeweiligen Antinomien n¨ otigen Voraussetzungen
vier Aspekten von Sprache in einem sehr allgemeinen Sinn zugeordnet werden.
In jedem dieser vier Bereiche k¨ onnen durch Einschr¨ ankung der Voraussetzun-
gen L¨ osungsversuche ansetzen. Diese Bereiche sind Logik, Semantik, Ontologie
(f¨ ur ontologische Antinomien) und Ausdrucksst¨ arke der Sprache (f¨ ur semanti-
sche Antinomien). Logik und Semantik werden hier innerhalb eines Komplexes
behandelt, da Ans¨ atze in dieser Richtung meist ¨ Anderungen in beiden Berei-
chen beinhalten. Eine Semantik beinhaltet auch die Interpretation der logischen
Zeichen, die Logik wird h¨ auﬁg durch eine Semantik festgelegt.57 Die Aufteilung
der L¨ osungsans¨ atze in diese vier sprachlichen Bereiche entspricht der Aufteilung
von Bromand, der sie f¨ ur Erkl¨ arungen des Zustandekommens von Antinomien
– sogenannte Diagnosen – verwendet. Die zum Bereich der sprachlichen Aus-
drucksst¨ arke geh¨ orende Diagnose wird von Bromand als epistemologische Dia-
gnose bezeichnet. Darunter versteht er jedoch in erster Linie auch eine expres-
sive Unvollst¨ andigkeit. Bromand behandelt Logik und Semantik als getrennte
Ans¨ atze, betont aber auch deren enge Beziehung.58
57Bei einer ¨ Anderung der klassischen Semantik zu einer dreiwertigen Semantik kann aller-
dings die Logik – und die Semantik – f¨ ur alle S¨ atze mit den herk¨ ommlichen Wahrheitswerten
“wahr” und “falsch” gleichbleiben. Dies ist bei Verwendung der Kleeneschen Regeln der Fall.
In einem gewissen Sinn ¨ andert sich in diesem beispielhaften Fall also die Semantik als Ganzes,
nicht aber die Logik. Vgl. S. 107.
58Vgl. Bromand (2001). Bromand beleuchtet in seiner Arbeit haupts¨ achlich die Bedeutung,
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Im Bereich der semantischen Antinomien geh¨ oren zu den neueren, besonders
h¨ auﬁg diskutierten Ans¨ atzen die L¨ osungen von Martin und Woodruﬀ, Krip-
ke, Herzberger, Gupta und Belnap, Barwise und Etchemendy sowie Priest.59
Alle diese Ans¨ atze sind dem logisch-semantischen Bereich zuzuordnen.60 Sie
unterscheiden sich in der Art der Ver¨ anderungen von Logik und Semantik im
Vergleich zur klassischen Logik und Semantik und in der Menge der als paradox
einzustufenden S¨ atze, die keinen Wahrheitswert in klassischem Sinn erhalten.
Die L¨ osung von Priest baut auf einer parakonsistenten Logik auf. Sowohl Mar-
tin und Woodruﬀ als auch Kripke, deren Ans¨ atze sich sehr ¨ ahneln, verwenden
ein dreiwertiges System, das neben den klassischen Wahrheitswerten “wahr”
und “falsch” eine Wahrheitswertl¨ ucke “weder wahr noch falsch” enth¨ alt. Durch
wiederholte semantische Bewertung immer komplexerer, das Wahrheitspr¨ adikat
enthaltender S¨ atze werden Extension und Antiextension des Wahrheitspr¨ adikats
monoton angef¨ ullt. Ausschlaggebend f¨ ur die letztendliche semantische Bewer-
tung ist das Verhalten der S¨ atze in Fixpunkten dieses Prozesses. Vom L¨ ugner-
Satz wird durch Widerspruch gezeigt, dass er in keinem Fixpunkt in Extension
oder Antiextension des Wahrheitspr¨ adikats liegen kann. Er f¨ alllt damit in eine
Wahrheitswertl¨ ucke. Bei den Ans¨ atzen von Herzberger sowie Gupta und Belnap
geht es weniger um die Bestimmung einer ad¨ aquaten Extension und Antiexten-
sion des Wahrheitspr¨ adikats als um die Modellierung des Verhaltens von S¨ atzen
wie dem L¨ ugner-Satz. Es wird dabei ein Bewertungsprozess dargestellt, in dem
der Wahrheitswert des L¨ ugner-Satzes zwischen “wahr” und “falsch” oszilliert.
Da die Wahrheitswerte “wahr” und “falsch” jeweils auf verschiedenen Stufen
des Bewertungsprozesses angenommen werden, wird ein Widerspruch vermie-
den. Auch in dem situationssemantischen Ansatz von Barwise und Etchemendy
Unvollst¨ andigkeit und st¨ arkt sie als Erkl¨ arung f¨ ur das Zustandekommen der semantischen
Antinomien.
59Vgl. Martin u. Woodruﬀ (1975), Kripke (1975), Herzberger (1982), Gupta u. Belnap
(1993), Barwise u. Etchemendy (1987), Priest (1979), Priest (1984). In Brendel (1992) wer-
den diese Ans¨ atze innerhalb eines einheitlichen Typs von formaler Sprache mit einer an den
jeweiligen L¨ osungsvorschlag angepassten Semantik dargestellt und besprochen. Insbesondere
wird das Verhalten des L¨ ugner-Satzes, des Wahrsagers – “Dieser Satz ist wahr” – und des
verst¨ arkten L¨ ugner-Satzes innerhalb der einzelnen L¨ osungen untersucht. Auch in K¨ uhnberger
(2002) werden diese Ans¨ atze, mit Ausnahme des Ansatzes von Priest, ausf¨ uhrlich untersucht.
Hier werden unter anderem die formalen Methoden, die jeweils verwendet werden, um zir-
kul¨ are Ph¨ anomene zu modellieren, detailliert dargestellt und weiterentwickelt.
60Der Ansatz von Barwise und Etchemendy kann allerdings auch berechtigterweise dem
Bereich der Ausdrucksst¨ arke der Sprache zugeordnet werden. Vgl. die Ausf¨ uhrungen in diesem
Absatz und ferner Priest (2002), S. 152 und Bromand (2001), S. 92.3.8. L¨ osungen f¨ ur Antinomien 129
geht es um die Modellierung des Verhaltens von S¨ atzen wie dem L¨ ugner-Satz.
Der Oszillationsprozess, der sich in der Reﬂexion ¨ uber den L¨ ugner-Satz ergibt,
wird hier durch die Einf¨ uhrung eines kontextsensitiven Situationsparamenters
antinomiefrei aufgel¨ ost. Der Situationsparameter erm¨ oglicht den Bezug eines
Satzes auf unterschiedliche Situationen. In diesem Ansatz erh¨ alt der L¨ ugner-
Satz den Wahrheitswert “falsch”.
Der erste Unvollst¨ andigkeitssatz von G¨ odel kann ebenfalls als Diagonalargument
aufgefasst werden. Er wurde implizit in Abschnitt 3.3 als Diagonalargument, an-
gewendet auf eine Diagonalstruktur1, beschrieben, da er unter den abstrakten
Satz 2.3 a) f¨ allt. Es kommt jedoch zu keiner Antinomie, da sich grob gesagt die
objektsprachliche Negation bez¨ uglich der Ableitbarkeitsrelation und der meta-
sprachlichen Negation nicht klassisch verh¨ alt. Es gilt also nicht f¨ ur alle S¨ atze
ϕ: PA  ⊢ ϕ gdw. PA ⊢ ¬ϕ. Der erste Unvollst¨ andigkeitssatz kann damit auch
als ein L¨ osungsansatz in einer dreiwertigen Semantik f¨ ur die L¨ ugner-Antinomie
betrachtet werden.
F¨ ur ontologische Antinomien sind entsprechende L¨ osungsans¨ atze weniger aus-
gearbeitet, jedoch durchaus denkbar. Maddy ¨ ubertr¨ agt beispielsweise in ihrem
Ansatz den Weg Kripkes zur Bestimmung von Extension und Antiextension
des Wahrheitspr¨ adikats auf Klassen. Dabei werden Klassen entsprechende Ex-
tensionen und Antiextensionen so zugeordnet, dass L¨ ucken m¨ oglich sind. Es
gibt also Klassen, die weder in die Extension noch in die Antiextension ei-
ner bestimmten Klasse fallen.61 Auch das Problem des verst¨ arkten L¨ ugners62
¨ ubertr¨ agt sich dann allerdings auf den ontologischen Fall. Die verst¨ arkte L¨ ugner-
Antinomie f¨ ur die Antinomie von Russell soll an dieser Stelle kurz angedeutet
werden. Der Metasprache und dem metasprachlichen Wahrheitsbegriﬀ entspre-
chen im ontologischen Fall eine Metaklassentheorie bzw. eine Metaklasse m aus
Paaren von Klassen, die auf der Metaebene die Elementbeziehung der Klas-
sen ausdr¨ uckt. Zur genauen Festlegung dieser Metaklasse ist wie beim meta-
sprachlichen Wahrheitsbegriﬀ die Interpretation der logischen Verkn¨ upfungen,
wie z.B. des Komplements einer Klasse, n¨ otig. (x1,x2) ∈ m f¨ ur Klassen x1,x2
im ontologischen Fall entspricht dann grob ausgedr¨ uckt A |= ϕ(t) im seman-
tischen Fall. Um analog zur L¨ ugner-Antinomie vorgehen zu k¨ onnen, wird ei-
61Vgl. Maddy (1983).
62Die verst¨ arkte L¨ ugner-Antinomie ist eine Variante der einfachen L¨ ugner-Antinomie in-
nerhalb einer dreiwertigen Semantik, die sich auf die metasprachliche Negation bezieht. Sie
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ne Variante der Antinomie von Russell betrachtet, die von der Klasse aller
Klassen, die sich selbst enthalten, ausgeht.63 Es ergibt sich damit als ¨ Aqui-
valenz: {x|x  ∈ x} ∈ {x|x  ∈ x} gdw. {x|x  ∈ x} ∈ {x|x ∈ x}. ¨ Ubertragen
auf die Metaklassen-Sprechweise – analog zur metasprachlichen Darstellung der
L¨ ugner-Antinomie, genauer der Antinomie von Grelling in der autologisch-Form
– erh¨ alt man: ({x|x  ∈ z},{x|x  ∈ z}) ∈ m gdw. ({x|x  ∈ z},z) ∈ m. Hierbei sei
z eine Klasse, die die Selbsteinsetzung in die Metaklasse m in der Klassentheo-
rie analog zu der einstelligen Formel aut repr¨ asentiert: f¨ ur alle Klassen x gelte:
(x,x) ∈ m gdw. (x,z) ∈ m. Die ¨ Aquivalenz ({x|x  ∈ z},{x|x  ∈ z}) ∈ m gdw.
({x|x  ∈ z},z) ∈ m stellt nun keinen Widerspruch mehr dar, wenn die Metaklas-
sentheorie dreiwertig gestaltet wird. Allerdings tritt der Widerspruch erneut auf,
sobald die metasprachliche Komplementbildung objektsprachlich ausdr¨ uckbar
wird: sobald es also eine Klasse zk gibt, so dass (x,z)  ∈ m gdw. (x,zk) ∈ m.
¨ Ubliche Systeme der Mathematik, die verwendet werden, um ontologische Anti-
nomien zu umgehen, sind Mengenlehren wie ZF oder Mengen-Klassen-Theorien
wie NBG. In reinen Mengenlehren wird das Abstraktionsschema durch ande-
re Mengenbildungsaxiome wie das Paarmengen- oder das Potenzmengenaxiom
und ein Aussonderungsschema, das die Abstraktion aus einer Menge erlaubt,
ersetzt. In Mengen-Klassen-Theorien gibt es zus¨ atzlich ein Abstraktionssche-
ma, durch das beliebige durch eine Formel beschreibbare64 Zusammenfassungen
von Mengen als Klassen gebildet werden k¨ onnen. Die Bildung von beliebigen
Klassen durch Quantiﬁkation ¨ uber alle Klassen ist jedoch auch in dieser Theo-
rie nicht m¨ oglich. Mengenlehren und Mengen-Klassen-Theorien geh¨ oren damit
zu den ontologischen Ans¨ atzen. Bromand ordnet die Mengen-Klassen-Theorien
dem Ansatz der sprachlichen Ausdrucksst¨ arke zu, da beispielsweise die Zusam-
menfassung aller Mengen in diesem System zwar nicht als Menge, aber doch
als Klasse, also als Objekt existiert. Er argumentiert, dass es sich damit nicht
um eine ontologische Beschr¨ ankung, sondern um eine Beschr¨ ankung der Aus-
drucksst¨ arke handelt. Selbst wenn man in diesem Fall eine Beschr¨ ankung der
Ausdrucksst¨ arke sieht, was nicht nahe liegend scheint, so bleibt doch die on-
tologische Beschr¨ ankung bestehen, dass es keine Klasse aller Klassen in diesen
Theorien gibt.
63Vgl. S. 104.
64Das “beliebige” wird allerdings jeweils durch die zugelassene Art von Formeln einge-
schr¨ ankt. Die grobe Unterscheidung ist, ob nur pr¨ adikative oder auch impr¨ adikative Begriﬀs-
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Als Beispiel f¨ ur ontologische Ans¨ atze zu semantischen Antinomien nennt Bro-
mand die Auﬀassung, dass es keine Menge gibt, die genau die wahren S¨ atze
enth¨ alt. Eine solche Auﬀassung wird von Grim als Diagnose f¨ ur das Zustan-
dekommen von semantischen Antinomien vertreten.65 Beispiele f¨ ur Ans¨ atze im
Bereich der Ausdrucksst¨ arke der Sprache f¨ ur semantische Antinomien sind die
axiomatischen Systeme von Feferman.66 In seinem System KF ¨ ubertr¨ agt Fefer-
man den semantischen Ansatz von Kripke auf ein klassisches Logiksystem. Der
Wahrheitsbegriﬀ ist dabei partiell deﬁniert.
Russells (einfache) Typentheorie und die Sprachstufentheorie Tarskis werden
von Bromand den semantischen Ans¨ atzen zugeordnet. Genauer gesagt fasst er
sie als syntaktische Ans¨ atze und Vorl¨ aufer der semantischen auf.67 Nach Russells
Typentheorie werden nur noch die einer Stufung in der Syntax entsprechenden
S¨ atze zugelassen. Die S¨ atze, die dieser Stufung nicht entsprechen, k¨ onnen als in
eine Wahrheitswertl¨ ucke fallend gedeutet werden. Insofern besteht eine gewisse
Berechtigung, Russells Typentheorie mit semantischen Ans¨ atzen in Verbindung
zu bringen. Durch die Stufung der Konstanten und Variablen wird jedoch auch
die Quantiﬁkation ¨ uber Klassen im Abstraktionsschema eingeschr¨ ankt. Es wird
nicht mehr ¨ uber den gesamten Gegenstandsbereich quantiﬁziert, der durch die
Stufung in der Syntax ebenfalls in verschiedene Stufen zerf¨ allt, sondern nur
noch ¨ uber einen Gegenstandsbereich, der dem Typ der Quantiﬁkationsvariable
entspricht. Der Typ der Quantiﬁkationsvariable muss eine wohlgebildete For-
mel entstehen lassen, falls dies ¨ uberhaupt m¨ oglich ist. Eine Klasse {x|x  ∈ x}
kann beispielsweise f¨ ur keinen Variablentyp von x gebildet werden, es wird qua-
si ¨ uber einem leeren Bereich quantiﬁziert. Zur Bildung einer Klasse {x|x = x}
wird jeweils ¨ uber einen Bereich von Klassen eines festen Typs quantiﬁziert.
Insofern wird nach der Russellschen Typentheorie das Abstraktionsschema als
Klassenbildungsprinzip eingeschr¨ ankt und damit die Ontologie ge¨ andert. In die-
ser Hinsicht ist diese L¨ osung also dem ontologischen Ansatz zuzurechnen.
Tarski selbst stellt seine Hierarchie als eine Stufung verschiedener Sprachen dar.
Die Idee des Ansatzes l¨ asst sich aber auch als Stufung innerhalb einer Sprache
65Vgl. Bromand (2001), Kap. 7, Grim (1991).
66Vgl. Feferman (1984) und Feferman (1991).
67W¨ ahrend Bromand diese Ans¨ atze als nur noch historisch interessant ansieht, wird von
Brendel die Sprachstufentheorie Tarskis gegen neuere Ans¨ atze zu semantischen Antinomien
verteidigt. Das Hauptargument ist dabei die verst¨ arkte L¨ ugner-Antinomie, die letztlich eine
Sprachstufung unumgehbar macht. Vgl. Brendel (1992) und Abschnitt 3.9 der vorliegenden
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rekonstruieren.68 Dabei werden syntaktisch Stufen eingef¨ uhrt bez¨ uglich des Vor-
kommens von einstelligen Relationskonstanten w1, w2, w3, ..., die die Funktion
eingeschr¨ ankter Wahrheitsbegriﬀe erf¨ ullen. Jedem Term und jeder Formel ist
dadurch eine bestimmte Stufe zugewiesen, und ein wohlgebildeter Satz aus ei-
nem Term und einer einstelligen Formel kommt nur zustande, wenn die Stufe des
Terms kleiner ist als die Stufe der einstelligen Formel. Wie im Fall der Typen-
theorie Russells kann die Menge der nicht wohlgebildeten S¨ atze als Wahrheits-
wertl¨ ucke aufgefasst werden, die nach rein syntaktischen Kriterien bestimmt ist.
In dieser Hinsicht r¨ uckt der Ansatz in die N¨ ahe semantischer Ans¨ atze. Wahrheit
wird nach dem Ansatz von Tarski objektsprachlich durch die Folge w1, w2, w3, ...
ausgedr¨ uckt. Die Wahrheitskonvention gilt f¨ ur jede dieser einstelligen Relations-
konstanten wi nur bezogen auf S¨ atze mit einer Stufe kleiner als i. Insofern wird
das Wahrheitsschema eingeschr¨ ankt und damit die Ausdrucksst¨ arke der Sprache
ver¨ andert. In dieser Hinsicht ist der Ansatz in den Bereich der Ausdrucksst¨ arke
der Sprache einzuordnen. Im Fall des Wahrheitsbegriﬀs ist allerdings schon der
L¨ ugner-Satz selbst nicht formulierbar, denn der einstellige Term α(x), der die
Selbsteinsetzung repr¨ asentiert, kann nicht mehr beliebig angewendet werden –
so z.B. nicht auf ⌈w(α(x))⌉.
Generell kann zu L¨ osungen von ontologischen und semantischen Antinomien
gesagt werden, dass sich im semantischen Fall insbesondere die Frage stellt, wie
ein alternativer Wahrheitsbegriﬀ aussehen kann oder wie Extension und Antiex-
tension des Wahrheitspr¨ adikats in Bezug auf eine alternative Semantik gebildet
werden k¨ onnen, und im ontologischen Fall die Frage, in welcher Form ¨ uberhaupt
Zusammenfassungen als Objekte gebildet werden k¨ onnen. Die besondere Rolle
des Wahrheitsbegriﬀs unter den semantischen Begriﬀen wird auch auf S. 105
geschildert.
Eine im Zusammenhang mit L¨ osungen von ontologischen und semantischen An-
tinomien h¨ auﬁg diskutierte Frage ist die Frage nach der Einheitlichkeit der
L¨ osungen.69 Hierzu geh¨ ort die Frage, wann L¨ osungen, insbesondere f¨ ur ver-
schiedene Typen von Antinomien, einheitlich sind, und die Frage, ob es m¨ oglich
und erstrebenswert ist, einheitliche L¨ osungen anzuwenden. Um von der Einheit-
lichkeit von L¨ osungen zu sprechen, muss zun¨ achst eine Basis geschaﬀen werden,
durch die festgelegt wird, in welcher Hinsicht sie einheitlich sein sollen. Als eine
68Vgl. Brendel (1992), Kap. 7.
69Vgl. z.B. Priest (2002), Bromand (2001).3.8. L¨ osungen f¨ ur Antinomien 133
solche Basis k¨ onnen die Darstellungen der Antinomien als Diagonalargumente
in den Abschnitten 3.2 und 3.3 dienen. Ein Beispiel f¨ ur einheitliche L¨ osungs-
ans¨ atze im logisch-semantischen Bereich wird auf S. 129 durch die Einf¨ uhrung
einer Metaklasse parallel zu einem metasprachlichen Wahrheitsbegriﬀ und der
Verwendung einer dreiwertigen Semantik in beiden angedeutet. Ferner entspre-
chen Ans¨ atze im ontologischen Bereich f¨ ur ontologische Antinomien auf dieser
Basis Ans¨ atzen im Bereich der Ausdrucksst¨ arke der Sprache f¨ ur semantische
Antinomien. Diese Parallele gilt auch f¨ ur Antinomien wie den L¨ ugner-Zirkel
und die in Abschnitt 3.6 geschilderten Antinomien, die nicht ¨ uber ein Diagonal-
argument im eigentlichen Sinn zustande kommen. Eine weitere Parallele kann
auf einer anderen Ebene zwischen L¨ osungen f¨ ur semantische Antinomien gebil-
det werden, indem die Menge der S¨ atze ohne klassischen Wahrheitswert in einer
semantischen L¨ osung der Menge der S¨ atze, auf die eine ver¨ anderte Wahrheits-
konvention nicht angewendet werden kann, gegen¨ ubergestellt wird.
In Bezug auf einheitliche L¨ osungen f¨ ur ontologische und semantische Antino-
mien muss die unterschiedliche Situation der beiden F¨ alle beachtet werden. Im
ontologischen Fall geht es um den Entwurf einer Mengen- oder Klassentheo-
rie, in der mathematische Theorien formuliert und bewiesen werden sollen. Im
semantischen Fall geht es um den Entwurf einer Sprache und ihrer Semantik,
insbesondere eines Wahrheitsbegriﬀs f¨ ur die Sprache, wobei auch bestimmte
Intuitionen in Bezug auf die nat¨ urliche Sprache zu ber¨ ucksichtigen sind.
Priest sieht in der Einheitlichkeit von L¨ osungen f¨ ur Antinomien ein ausschlagge-
bendes Kriterium, diese ¨ uberhaupt als sinnvoll zu erachten.70 Nat¨ urlicherweise
macht Priest sein eigenes Antinomien-Schema zum Kriterium f¨ ur die Einheit-
lichkeit von L¨ osungen. Eine ¨ Ubertragung der L¨ osungen f¨ ur semantische Anti-
nomien von Tarski, Kripke, Barwise und Etchemedy und der meisten anderen
L¨ osungen auf ontologische Antinomien schließt Priest mit der einfachen Be-
merkung aus, dass in ihnen kein Bezug auf Gesamtheiten, das Unendliche oder
andere Objekte der ontologische Antinomien genommen wird.71 Diese wenig
ausgearbeitete Ablehnung der ¨ Ubertragungsm¨ oglichkeit dieser L¨ osungen ¨ uber-
rascht, da Priest bei der Gegen¨ uberstellung der verschiedenen Antinomien den
strukturellen Aspekt besonders betont, im Fall der L¨ osungen die Parallele jedoch
an dieser Stelle nicht auf die von ihm ausgearbeitete Struktur der Antinomien
70Vgl. Priest (2002), S. 166 f.
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bezieht. L¨ osungen f¨ ur ontologische Antinomien wie ZF und NBG werden von
ihm anhand seines Schemas ¨ ubertragen – in diesem Fall also nach strukturellen
Aspekten. Diese L¨ osungen setzen nach seiner Darstellung an Punkt 1 seines
Schemas an. Im Fall der Russellschen Antinomie sagt Punkt 1 des Schemas je
nach Interpretation, dass eine Klasse aller Klassen bzw. eine Klasse aller Klas-
sen, die sich nicht selbst enthalten, existiert. Priest ¨ ubertr¨ agt dies nun auf die
L¨ ugner-Antinomie – als ein Beispiel f¨ ur eine semantische Antinomie –, indem er
dieser Existenz die Existenz der Menge der wahren S¨ atze gegen¨ uberstellt. Da
diese jedoch abz¨ ahlbar ist, ist sie nicht in Frage zu stellen. Damit kommt er
zu dem Schluss, dass ZF, NBG und ¨ ahnliche Theorien keine Entsprechung f¨ ur
semantische Antinomien haben.72 Im Fall der L¨ ugner-Antinomie besteht Punkt
1 des Schemas jedoch noch aus einer zweiten Bedingung: die Menge der wahren
S¨ atze ist in der Sprache deﬁnierbar. Und dies ist die f¨ ur die L¨ ugner-Antinomie
ausschlaggebende Bedingung. Eine ¨ Ubertragung k¨ onnte also nach dem Schema
von Priest auch an dieser Stelle ansetzen.
3.9 Antinomien als Grenzen des Aussagbaren
In Abschnitt 3.8 wird grob geschildert, wie in den drei Bereichen Logik und Se-
mantik, Ontologie sowie Ausdrucksst¨ arke der Sprache L¨ osungen f¨ ur Antinomien
ansetzen k¨ onnen. In diesem Abschnitt soll nun gezeigt werden, dass die hier
besprochenen Antinomien immer, welchen L¨ osungsweg man auch einschl¨ agt,
Grenzen des Aussagbaren deutlich machen.
Geht man von einer ontologischen Diagnose f¨ ur die ontologischen Antinomi-
en aus, sieht man also die Ursache f¨ ur das Zustandekommen der Antinomi-
en im intuitiv ¨ ubersch¨ atzten ontologischen Reichtum, der sich aus Sicht der
Objektsprache ergibt, so ist in einem alternativ zu entwickelnden System das
unbeschr¨ ankte Abstraktionsschema einzuschr¨ anken. Das Auftreten der Antino-
mie mit der Implikation, dass im antinomischen System jeder Satz wahr ist,
kann also – w¨ ahlt man diese Diagnose – als Hinweis auf eine Unvollst¨ andig-
keit bez¨ uglich der Klassenbildung gedeutet werden. Geht man parallel dazu
von einer Diagnose bez¨ uglich der Ausdrucksst¨ arke der Sprache f¨ ur die semanti-
schen Antinomien aus, sieht man also die Ursache f¨ ur das Zustandekommen in
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der intuitiv ¨ ubersch¨ atzten sprachlichen Ausdrucksf¨ ahigkeit der Objektsprache,
so ist in einem alternativ zu entwickelnden System das Wahrheitsschema, die
Wahrheitskonvention einzuschr¨ anken. Das Auftreten der Antinomie mit der Im-
plikation, dass im antinomischen System jeder Satz wahr ist, kann also – w¨ ahlt
man diese Diagnose – als Hinweis auf eine Unvollst¨ andigkeit bez¨ uglich der Aus-
dr¨ uckbarkeit semantischer Begriﬀe der Sprache in der Sprache selbst gedeutet
werden.
Geht man prim¨ ar von einer logisch-semantischen Diagnose aus, sieht man al-
so die Ursache f¨ ur das Zustandekommen der Antinomien in einem verkehrten
Verst¨ andnis von Logik oder Semantik, so kann durch eine ¨ Anderung dieser in ei-
nem alternativen System das Abstraktionsschema – in einer ¨ ubertragenen Form
– erhalten bleiben bzw. der Wahrheitsbegriﬀ in der Objektsprache repr¨ asentiert
werden. Diesbez¨ uglich kann also von Vollst¨ andigkeit gesprochen werden. Die
Unvollst¨ andigkeit tritt jedoch an einer anderen Stelle wieder zu Tage: Die me-
tasprachliche Negation, der Nichtwahrheitsbegriﬀ, das Komplement einer Klas-
se sind nicht ausdr¨ uckbar. F¨ ur die genannten logisch-semantischen Ans¨ atze zu
semantischen Antinomien wird diese Unvollst¨ andigkeit von Brendel jeweils in
Form einer verst¨ arkten L¨ ugner-Antinomie deutlich gemacht.73 Die verst¨ arkte
L¨ ugner-Antinomie bezieht sich ja gerade auf die metasprachliche Negation bzw.
den Nichtwahrheitsbegriﬀ, weswegen durch sie gezeigt werden kann, dass sich
nicht die gesamte Semantik der Objektsprache in der Objektsprache ausdr¨ ucken
l¨ asst. Dieselbe Form von Unvollst¨ andigkeit wird auch im G¨ odelschen Unvoll-
st¨ andigkeitssatz und im Satz von der Unentscheidbarkeit des Halteproblems
deutlich.
Die Unvollst¨ andigkeit in ontologischer oder expressiver Hinsicht wird also durch
keinen der L¨ osungsans¨ atze umgangen. Insofern machen die Antinomien Gren-
zen des Aussagbaren deutlich. Ausschlaggebend f¨ ur das Zustandekommen der
Antinomie – oder der verst¨ arkten Antinomie – ist jeweils die Existenz einer be-
stimmten Klasse, im Fall der ontologischen Antinomien, und die objektsprach-
liche Ausdr¨ uckbarkeit einer bestimmten Eigenschaft von Formeln, im Fall der
semantischen Antinomien. Zur Bildung dieser Objekte – der Klasse bzw. der
Formel – ist zum einen die Quantiﬁkation ¨ uber den gesamten Objektbereich,
also ¨ uber alle Klassen bzw. ¨ uber alle Formeln, relevant74 und zum anderen
73Vgl. Brendel (1992).
74Dies darf allerdings nicht so verstanden werden, dass eine Einschr¨ ankung des Quantiﬁka-136 Kapitel 3. Diagonalargumente in ontologischen und semantischen Antinomien
der Bezug von Klassen als Objekten zu Klassen als Zusammenfassungen bzw.
von einstelligen Formeln als Objekten zu einstelligen Formeln als Zusammen-
fassungen. Ferner ist eine Negation mit bestimmten klassischen Eigenschaften
relevant. Wird die Negation im logischen System nicht klassisch verwendet, so
kommt ¨ uber die Anforderung, den metasprachlichen Nichtwahrheitsbegriﬀ oder
das metatheoretische Komplement objektsprachlich repr¨ asentieren zu k¨ onnen,
eine solche zur Hintert¨ ur herein.
Diese M¨ oglichkeiten zusammengenommen ergeben Antinomien; die Grenzen,
die durch die Antinomien angedeutet werden, liegen davor. Auch die in Ab-
schnitt 3.6 geschilderten Antinomien, die nicht ¨ uber ein Diagonalargument im
eigentlichen Sinn zustande kommen, zeigen diese Grenzen auf, denn zu ihrer
Bildung wird ebenfalls auf die oben geschilderten M¨ oglichkeiten zur¨ uckgegrif-
fen. Es muss also keinesfalls immer ein Diagonalargument im eigentlichen Sinn
vorliegen – dies ist z.B. auch in der Antinomie von Berry nicht der Fall –, Diago-
nalisierung ist aber eine naheliegende M¨ oglichkeit, ein Objekt so zu bestimmen,
dass ein Widerspruch entsteht.
So unterschiedlich also die Art der Voraussetzungen in den einzelnen Antinomi-
en ist, so unterschiedlich auch die Voraussetzungen in ihrer Funktion innerhalb
des Diagonalarguments und der Diagonalstruktur sind, gemeinsam ist diesen
Antinomien, dass ein Bezug auf die Gesamtheit als Umgrenzung des Systems
als Ganzem zur Bildung von Objekten erm¨ oglicht wird.75 Bei der Gesamtheit
kann es sich, wie im Fall der Klassentheorie, um die Gesamtheit aller Klassen
handeln oder, wie im Fall der Ordinalzahltheorie, um die Gesamtheit aller Or-
dinalzahlen oder um die Gesamtheit aller einstelligen Begriﬀe. Der Bezug auf
die Gesamtheit, der in Form einer Quantiﬁkation ¨ uber die Gesamtheit erfolgt,
sieht ebenfalls unterschiedlich aus. In der Antinomie von Russell wird direkt
tionsbereichs automatisch eine Antinomie vermeidet. Vgl. Abschnitt 3.6.
75Vgl. hierzu auch Priest (2002). F¨ ur Priest stellen Umgrenzungen oder Umh¨ ullungen, auf
die man sich bei der Bildung einer Antinomie so bezieht, dass ein Widerspruch entsteht,
die relevante strukturelle Gemeinsamkeit der Antinomien dar. In Zusammenhang mit der
Antinomie von Burali-Forti beschreibt er dies wie folgt: “... the limit is deﬁned “from below”;
but the contradiction is produced by considering it “from above”: that is, in each case we
take the limit to be itself a unity and note its properties.” (Priest (2002), S. 120.)
Priest w¨ ahlt jedoch in einigen Antinomien etwas Anderes als Grenze, als es in der vor-
liegenden Arbeit geschieht. Er untersucht außerdem nicht weiter, in welcher Form jeweils
auf die Grenze Bezug genommen wird, was unabl¨ asslich ist, will man die relevanten Paral-
lelen und Unterschiede zwischen ontologischen und semantischen Antinomien erkennen. Eine
Auseinandersetzung mit der Arbeit von Priest erfolgt in Abschnitt 3.5.3.9. Antinomien als Grenzen des Aussagbaren 137
die Bildung einer problematischen Klasse, die aus der Gesamtheit aller Klassen
abstrahiert wird, zugelassen. In der Antinomie von Cantor erfolgt dies ¨ uber die
Existenz der Gesamtheit aller Klassen als Klasse. In den semantischen Antino-
mien erfolgt die Quantiﬁkation metasprachlich. Es zeigt sich aber auch, dass der
Bezug auf die Gesamtheit allein nicht zu einer Antinomie f¨ uhrt, dass zus¨ atzlich
die Abbildung von Objekten als Elementen auf Objekte als Zusammenfassun-
gen in irgendeiner Form ausdr¨ uckbar sein muss. Ferner muss eine klassisch ver-
wendete Negation vorhanden sein oder m¨ ussen entsprechende metasprachliche
Begriﬀe oder Klassen wie Nichtwahrheit oder das Komplement einer Klasse re-
pr¨ asentierbar sein. Antinomien bringen so ein allgemeines Unbehagen auf den
Punkt, das man dabei empﬁndet, wenn man sich innerhalb eines Ganzen auf
das Ganze bezieht – wie auch immer dies genau aussieht. Sie stellen F¨ alle dar,
in denen dieses Unbehagen gerechtfertigt ist.
An dieser Stelle l¨ asst sich auch der gesteckte Rahmen der vorliegenden Arbeit
¨ uber ontologische und semantische Antinomien hinaus erweitern. Es k¨ onnen
z.B. Kants Antinomien unter diesem Gesichtspunkt untersucht werden.76 Auch
hier wird eine Umgrenzung zum Objekt innerhalb der Umgrenzung gemacht,
indem z.B. – innerhalb der Betrachtung von Gegenst¨ anden in Raum und Zeit
– Raum und Zeit selbst als Gegenst¨ ande angesehen und ihre Eigenschaften
untersucht werden.77
76Vgl. Kant (1990), “Die transzendentale Dialektik”. Essler nennt diese Antinomien me-
taphysische Antinomien, da sie sich auf metaphysische Annahmen ¨ uber die Natur beziehen.
Vgl. Essler (1972), S. 129, Fußnote 23.
77Zu Kants Antinomien unter diesem Gesichtspunkt vgl. Priest (2002) und die Bemerkun-
gen zu Priest auf S. 114 der vorliegenden Arbeit. Eine fr¨ uhe Bemerkung zu einer Parallele
zwischen ontologischen Antinomien und den Antinomien von Kant ﬁndet sich bei Hessenberg:
die Antinomie von Burali-Forti “... erinnert an diejenigen Antinomien, die nach Kant entste-
hen, wenn wir die Natur als ein abgeschlossenes Ganzes betrachten.” (Hessenberg (1906), S.
633.) In dieser Parallele spielt allerdings der in der vorliegenden Arbeit irrelevante Begriﬀ der
Abgeschlossenheit eine wichtige Rolle.138Literaturverzeichnis
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