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Let u = qp’ where p is a prime number and p does not divide q. Let 58 and 48’ be isomorphic 
combinatorial objects whose vertex sets is &,, the integers module IJ, and further assume that 
translations in &, are automorphisms of the objects. Conditions are given which imply that S 
and 58’ must be isomorphic by the composition of a polynomial in Z,, and a map which is a 
translation when restricted to each of the cosets of Z!,, modulo q. 
1. Introduction 
Let 9 and S’ be combinatorial objects such as graphs, designs, or simplical 
complexes. Further, suppose that the objects are cyclic. That is, we assume the 
underlying set (or vertex set) is &,, the cyclic group of order v and translation by 
1 is an automorphism. The Bays-Lambossy Theorem [2,9] states that if v is a 
prime then 9 and 3’ are isomorphic if and only if they are isomorphic by a 
multiplier map, that is, one of the form f(x) = mu where m E & is a unit. In the 
case that v is not prime, there are many examples of isomorphic graphs and 
designs which are not isomorphic by a multiplier map [ 1, 3,4, 7,8, 111. Palfy has 
shown that the only values of v for which any two isomorphic cyclic objects with v 
vertices are isomorphic by a multiplier map satisfy gcd(v, q(v)) = 1 or v = 4 [lo], 
where 43 is the Euler Q, function. Palfy’s result leaves open the question of what 
happens in the case that gcd(v, q(v)) # 1. In [S] it was shown in the case where v 
is a prime power, if there are enough polynomials of degree n in the 
automorphism group of one of the objects and a few technical conditions are 
satisfied then the objects are isomorphic by a polynomial of degree n + 1. The 
purpose of this paper is to generalize the results of [S] to include the case v = 4p’ 
where p is a prime and p does not divide 4. The main result is Theorem 2.1 which 
generalizes Theorem 2.2 of [5]. 
2. Some notation 
We first introduce some notation which will be used throughout. We let p > 2 
be a prime number, 4 any positive integer rekkely prime to p, and r any 
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positive integer. We will use it to denote a natural number less than p. For some 
of the proofs to work we will further restrict II to be less than p - 1. The number 
m is bny integer at least as large as r/2, and v = qpr. Calculations will be in the 
ring & unless otherwise indicated. The following subsets of gpV, the symmetric 
group on Z,,, will be used throughout the paper: 
T={f:G+G If(x) =x+aforsomeaK7!&}, 
T,={f:G+& If(d =x+aforsomeaE&,witha=Omodq}, 
Q= = [f : &) + Z$, 1 f(x) = 3 aixi with ai E Z,, for all i, gcd(pq, aI) = 1, 
i=l 
qp”Iaiforia2, andqIaO, 
I 
!x=[f :a * Zv If(x) = 2 a$ with ai E ZU for all i, a1 = 1 mod qp”, 
i=O 
qp”IaiforIs2, andqla, , 
F={f:Zv4zv If(x)= x + ix where ix depends only on the value of 
x modq}, and Q” = FQ”, the set of all compositions of polynomials in 
Qn with elements in ?‘. 
Whenever an element from Qy or Qn is represented as a polynomial, it will be 
assumed that the above conditions on the coefficients are satisfied. It is not 
difficult to verify that Qn is a subgroup of Spv. The key facts are that if 
a, b = 0 mod qpm then ab = 0 in &, and the inverse of f(x) = Cyzo a$ is given by 
f-‘(x) = Crzl bi(x - ao)’ where bi = a;’ and for i 3 2, bi = -ai~~(i+l’. Note that 
the formula makes sense for any f E Qn because al is a unit in &,. It is also easy 
to see that Tp c Q4 < Qn. Furthermore, T is a subgroup of Spv. We will use 
t, : &, + Zv to denote translation by a in &,. 
By a combinatorial object we mean a pair 93 = (V, S), where V is a finite set 
and 9’~Vu2~u2~~u--- . Of course, combinatorial objects include graphs, 
designs, simplical complexes, and most other objects studied in combinatorics. 
Note that it is possible to code multisets in the structure. For example, to include 
two edges between x and y in a pseudograph one could include {x, y} and 
{{x, y}} in S. The set V will be referred to as the vertex set and the set S will be 
referred to as the structure set. An isomorphism between two combinatorial 
objects is a bijective function between the vertex sets such that the function and 
its inverse preserve the structure. The automorphism group of an object B is the 
group of all isomorphisms of $3 to itself and is denoted Aut(93). Throughout this 
paper we assume that the objects have vertex set &, and that T is a subgroup of 
the automorphism group. Objects of this type are called cyclic objects. 
The main result of this paper is Theorem 2.1 which is a generalization of 
Theorem 2.2 of [S]. In [5], the case v =pr was considered. Here we generalize to 
the case v = qpr. 
Isomorphiwns of cyclic combinatorial objects 75 
Theorem 2.1. Let !JB and 9’ be isomorphic combinatorial objects. Suppose 
T c Aut(B’), Qy b a subgroup of Aut@), pnr-mn+r+l does not divide IAut(B)l, 
and 0 < n < p - 1. Then 9 and %’ are isomorphic by a map in Qn+? 
This tneorem can be useful in determining when two objects are isomorphic 
since the theorem says that under certain conditions, two objects are either not 
isomorphic or else they are isomorphic by a map in Qn+l. For a fixed value of n 
the number of functions in Qn+l is bounded by a polynomial in v, while the 
number of elements in YV is exponential in v. In this sense the theorem gives a 
polynomial time algorithm in determining isomorphism when the conditions of 
the theorem are known to be satisfied. 
The result of Theorem 2.1 can be improved if more is known about the 
automorphism group of 98. 
Corollary 2.2. With the same assumptions as in Theorem 2. I, assume further that 
Qn c Aut(9). Then 98 and 9’ are isomorphic by a map of the form f(x) = 
an+lX n+l + x + iX, where iX depends only on the value of x modulo q. 
Proof. Let g E Qn+’ be an isomorphism between B and 9Y by Theorem 2.1. We 
can write g = hf where h E T and f E Q’? Let f (x) = CyZJ six’. We can assume 
a0 is 0 by simply changing the function h. We let fi(x) = an+lxn+l and 
h(X)= C~=oaiX'. Then f(x) = fn(x) = h(x) with f2 E Qn. As was pointed out above, 
f l’(x) = CyzI bix’ where b 1= Q r’ and bi = -aia,(‘+‘) for i > 1, and in particular 
fz’ E Qn c Aut(B?). Th ere ore h&’ is an isomorphism from 93 to 9’. Now f 
fPz’(x)=fi(f~1(x))+f2(f~‘(x))=an+, 
[ 1 i bix’ n+l+x=an+lb;+lxn+l+x. i=l 
SO h#T1 has the desired form. El 
Corollary 2.3. Under the same assumptions as in Theorem 2.1 with q = 1 (v = p’), 
Q; is a subgroup of Aut@?‘). 
Proof. Since q = 1, 99 and 98’ are isomorphic by a map in en”. It is easy to 
verify that conjugation of an element in Q; by an element in Qn+’ gives an 
element in Q;. G 
3. Proof of Theorem 2.1 
For more detail the reader is referred to [5] as the proof here parallels the 
proof given in [5]. The first lemma is a slight generalization of Lemma 3.1 of [5]. 
Let K, G C Y;, the symmetric group on the set V. We define H,(G) = {h E 
y;lI h-‘Kh <G}. 
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I,emma 3.1. Let SB and 3’ be isomorphic combinatorial objects with common 
vertex set V. Let P be any Sylow p-subgroup of Aut@) and K < Aut(W) be a 
p-group. Then 9 and 9’ are isomorphic by a map in H,(P). 
proof, Let f : V+ V be an isomorphism from !98 to 9’. Then fPf -’ = P” is a 
Sylow p-subgroup of Aut(SB’). Let P’ be any Sylow p-subgroup of Aut(W) 
containing K. Since P’ and P” are both Sylow p-subgroups of Aut@‘), there is a 
gfz Aut( Se’) such that gP’g_’ = P”. Therefore, gKg_’ c P” = fPf -l. Equiv- 
alently, f -‘gKg-‘f c P. ‘I%us g”f E H,(P). Also, g-‘f : iz, + Z,, is an isomorph- 
ism from 99 to 58’ since f is an isomorphism from a to 9’ and g-’ is an 
automorphism of B’. Cl 
The proof of Theorem 2.1 consists of a calculation of H%(Qy). It is obvious 
that T4 is a p-group. Lemmas 3.2 and 3.3 show that Qy is a p-group and gives the 
number of elements of QT. The condition in Theorem 2.2 on the highest power of 
p that divides jAut(SB)( implies that Qy is a Sylow p-subgroup of Aut(9). 
Lemma 3.2. Let n Cp and for each i = 0, 1,2,3, . . . , n let ai E E, with 
ai z 0 mod 4. If Ey& six’ = 0 for every x E Z$, then ai = 0 for each i. 
Proof. The Vandermonde determkant is 
1 0’ d: d==*O” 
1 1’ 12 13.. .I” 
1 2’ 2* z3. . .zn = 1”2+13”-*. . . nl_ 
. . 
; n1 n* n3.. .nn 
Since the determinant is a unit in Z”‘, the system 
[ 
1 
1 
1 
. 
; 
0' 
l1 
2’ 
n1 
02 
l2 
2* 
n* 
03-T a0 0 
13-.= 1” al 0 
z3’. -2” 
II L 
a2 = 0 
n3...nn jn 
. 
b 
has a unique solution in i&. Thus each ai is equivalent to zero both mod q and 
modp’, SO ai s 0 mod qpf. El 
=a 3.3. Let n <p. Furthermore, let bi, Ci E Z,, with ci E bi mod q for each 
i = 1,2,3, . . . , 12. If f(X) = CF=o CiXi = Cy+ bix’ for every x E Z,, then Ci = bi for 
each i. 
Let ai = Ci - bin By assumption, ~~zO aixi = 0 for each x E Z,,. Note that 
f(0) = CO = bo. Lemma 3.2 implies ai = 0 for each i. 0 
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Theorem 3.4. Let n Cp. The group QT is a p-group of order p”-““+‘. 
Proof. Simply count the number of possible coefficients for each term in the 
representation of an element of QT. Lemma 3.3 says that each element is counted 
only once. Cl 
The conditions of Theorem 3.4 imply that Qy is a Sylow p-subgroup of Aut(sB). 
It therefore remains to compute &(Qy). 
Lemma 3.5. The group Q”+’ is a subgroup of HT,(Qy). 
Proof. Let g(x) = CyZ,’ aixi E Q”+’ 
that g-‘tqg E QT. 
and t,(x) =x + q E T4. It is sufficient o check 
The computations are straightforward using the fact that 
g-l(x) = c;z; bi(x - ao)i with bl =a;’ and bi = -aia,(‘+‘) for i > 1. One must 
simply remember that aibj = 0 as long as i, j > 1. cl 
Lemmas 3.6, 3.7, and 3.8 are technical lemmas needed to prove Theorem 3.9. 
Theorem 2.1 is then a consequence of Theorem 3.9. 
Lemma 3.6. Let g E Qy. 
(a) If g has order pr then g(x) = CyzO aixi and p does not divide a,,. 
(b) If g(x) = cx + d then g has order p’ if and only if p does not divide d. 
Proof. (a) For each orbit of & under the action of (g) there must be an integer i
such that size of the orbit is pi and some orbit must have p’ elements. If p divides 
a0 then for any x E &,, g(x) =x mod qp. But then, there can be at most 
qp’lqp =pr-l elements in each orbit. Thus, p does not divide ao. 
(b) It is sufficient o show that if g(x) = cx + d with 4 a factor of d but p not a 
factor of d, then g has order p’. We note that 
g”(x) = c’x + d(1 + c + c2 + c3 + l l l i-c’-‘). 
Since c = 1 mod qp”, we can write c = 1 + kqp”. Substitution into the above 
equation yields 
g’(x) = C'X + di 1 + kqp [ m(y)]ifiisodd. 
Thus g”‘(x) = x. The order of g is therefore some power 
gP’-‘(X) = cP’-‘x + dp’-’ [l+kqpm(pr-;-‘)I. 
Now, 
dp’-I[ 1+ kqpm(pr-;- ‘)] = dp’-‘. 
Since dK’ is not zero. nP’-‘~xj is not x. Thus the order of E must be p’. Cl 
of p. Note that 
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Lemma 3.7. Let c and d be integers uch that q divides d, p does not divide d, and 
c = 1 mod qp”. There are integers a and b’ such that 
1. qp” divides a, 
2. gcd(6, qp) = 1, 
3. bd(1 - b’*da) = q mod qp’; 
4. c(1 - 2udb*) = 1 mod qp’. 
proof, In the ring Z&, c is a unit. We let c-’ denote any integer such that 
cc-’ = 1 mod qpf. Since 2 and q are units in ZPr, there is an integer 6’ with the 
property that 
d(1 + c-‘) = 2b’q modp’. 
Since 1 + c-’ = - 2 mod p and p does not divide d, p does not divide 6’. We let 
6” = 6’ if q does not divide 6’. Otherwise, since pr is a unit in XC, there is an 
integer k such that kp’= 1 mod q, so we can let 6” = 6’ + kp’. In either case, 
gcd(b”, qp) = 1 and d(1 + c-‘) = 2b’q modp’. 
Since c, 2 and d are all units modulo p', we can find an integer a’ such that 
2a’d = (1 - c-‘)(b’)* modp’. The integer a’ must be a multiple of pm since 
C -' = 1 modp”. Since pr is a unit in Zq, there is an integer e such that 
eP I = a’ mod q. We let a = a’ - ep’. Then a = 0 mod q. Thus qp” divides a. 
Since 6’ is a unit in Z,, we can let 6 = (b’)-’ mod v. We then have 
gcd(6, qp) = 1, d(1 + c-l)6 =2q modp’, and 2adb*= 1 - c-’ modp’. Thus c(1 - 
2ad6*) = c[l - (1 - c-‘)I = 1 mod pf and c(1 - 2adb’*) = 1 mod q. It follows that 
c(1 - 2adb*) = 1 mod qpr. 
Next, 26d(l-6*da)=6d[2-(1-c-‘)]=~d(l+c-’)=2q modp’. Thus 6d(l- 
b2da) = q modp’. Also, 6d(l- &*da) = 0 = q mod q. Thus, bd(l - 6*d) = 
q mod qp’. 0 
Lemma 3.8. Let g(x) = cx + d with c = 1 mod qp”, q divides d and p does not 
divide d. There is an f E Q* such that f -‘gf = x + q. 
Proof. By Lemma 3.7, there are integers a and 6 such that 
1. qp” divides a, 
2. gcd(6, qp) = 1, 
3. 6d(l- b2da) = q mod qpr, 
4. c(1 - 2udh2) = 1 mod qpr. 
Let 6 = 6-l mod qp’. Note that f(x) = ax2 + bx defines an element of Q2. It is an 
easy calculation to show that f-‘H(x) = x + q. (One needs to use C e formula 
f-‘(x) = -abe3x2 + b-lx.). 0 
3.9. Let g(x) E Q; have order p’ with n <p - 1. There is an f (x) E Q”” 
such that f -‘d(x) =x + q. 
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Proof. The proof is by induction on II. The case n = 1 is Lemma 3.8. Suppose 
g(X) = Cr=(-j CiXim Let a1 = cl. Since n + 1 and co are units in ZP,, we can find an 
integer aA+I which satisfies (n + l)coai+I =c,c, modp’. We then let 
kp’= aA+I mod q and define a,,, = aL+1 - kp’, so (n + l)coa,+l = clc, = 0 mod q. 
Thus (9t + l)coa,,l = clc, mod qp’. 
Let f (x) = an+#+l + alx. Then we have 
f -‘gf(X) = f -l[ 2 Ci(&+lX”+l + a,x)j 
i=O 
n 
= 
f[ 
-’ CO + CltZn+*Xn+l + clalx + C &Xi 
i=2 
1 =-a ;(n+2)an+I(co + cIalx)“+’ 
+a,’ 
( CO + Clan+lX 
n+l + clalx + E C$iX’ . 
i=2 
The coefficient Of Xn+l is -a~(n+2)Q,+lC~+1a~+1 + arlCICZ,+I = -an+& + a,+, = 
an+l(l - a?) = 0 since a1 = 1 mod qp”. The coefficient of x” is 
-a;(n+2)a,+I(n + l)coc~a~ + ar’c,aT 
=-a im2an+I(n + l)co + a;-%, 
=a n-2 
=of 
1 -an+dn + l)co + clcnl* 
Furthermore, it is easy to see that the coefficient of x is 1 modulo qp” while the 
coefficient of xi is 0 modulo qp” for each i. Therefore, f -‘gf E Qy-‘. By induction 
there is an h E Qn such that h-‘f -‘@z(x) =x + q. Since f 0 h E Q”” the 
induction is complete. Cl 
Lemma 3.10. The centralizer of Tq in sPv is T. 
Proof. It is easy to check that elements of i; commute with elements of T4. 
Suppose that f E Yv commutes with t4, translation by q. Since & = tJ, 
q+f(x)=f(x+q). Soify=x+kq, f(y)=f(x)+kq. Thusf ET. Cl 
Proof of Theorem 2.1. We have Q; is a Sylow p-subgroup of Aut(Se) by 
Theorem 3.4. Therefore, by Lemma 3.1 it is sufficient to show &--(Qy) c @+‘. 
Let h E l&-(Qy) and ts be translation by q in Z,,. Then h-‘&h E Q; has order p’, 
so by Theorem 3.9 there is an f E Qn” such that fh-‘t,hf -I = t4. Therefore, hf -’ 
is in the centralizer of Ts. Lemma 3.10 implies aZf_’ E F, so h E Ff c (Zn+‘. 0 
4. Examples 
Here we give exampIes of hypergraphs which satisfy the conditions of Theorem 
2.1. We let R” be the group generated by T and Q;. Thus 
R”= f~Yv~f(x)=~aix~witha,~1modqp”anda,~OmodqF”fori~2 
I I 
. 
i=O 
Weletb<w<p - 1 and define a hypergraph G” to have vertex set Z, and edge 
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set the orbit of e = (0, 1,2, . . . , w - 1) under the action of R”. 
Lemma 4.1. Let e’={t, t+l, t+2,. . . , t + (w - 2), y} be an edge of g”. Then 
eithery=t+w-1 orei!sey=t-1. 
Proof. Let f E R” be such that f(e) = e’. By definition of R” it follows that 
f(x) =x + f (0) mod q@? Since f (0), f(l), . . . , f (w - 1) are all consecutive 
integers modulo, 4p” it follows that either y = f (0) or else y = f (w - 1). Lemma 
3.2 implies that either f (x) =x + t or else f(x) = x + t - 1. Therefore y = w + t - 
lory=t-1. El 
Theorem 4.2. The group Q4 is a Sylow p-subgroup of Aut(G”) for any 
nCw<p-1. 
Proof. Let r be the subgroup of Aut(G”) which maps e to itself. Since QT acts 
transitively and faithfully on the edge set of G” it follows that [Aut(G”) : F] = 
[Q$ It therefore suffices to show r has no element of order p. Suppose on the 
contrary that f E r has order p. Since e has fewer than p vertices, f 1, must be the 
identity. 
Now we show by induction on k that f I~O,l,___,kj is the identity. The start of the 
induction is the fact that f le is the identity. The induction follows easily from 
Lemma 4.1. This contradicts the fact that f has order p. Cl 
The above theorem gives examples of hypergraphs satisfying the conditions on 
56 in Theorem 2.1. Thus for any hypergraph 58’ which admits translation 
automorphisms it follows that either the hypergraphs are isomorphic by an 
element of Qn+l or else they are not isomorphic. 
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