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I. INTRODUCTION
T RANSFORMERS and inductors are key components in many power applications, but perhaps less well known generally is their role in high-speed digital data transmission systems such as high-speed digital subscriber line (HDSL) or asymmetric digital subscriber line (ADSL) where line transformers are used as the interface between the transceiver and the transmission line. It is critical to ensure that models of magnetic components in both these situations are accurate for systems and circuit simulation.
One of the key aspects of modeling magnetic components is the accurate representation of the -hysteresis loop, which defines the nonlinear behavior of the device. This nonlinear behavior is crucial in communications systems where a fundamental measure of the system performance is bit-error rate, which is directly affected by nonlinear distortion. The chosen method in this case for modeling the hysteresis behavior of the magnetic material was the Jiles-Atherton approach [1] - [3] . This model is appropriate for circuit simulation as it is physically based and allows a direct implementation using a series of differential equations.
Since the original presentation of the model by Jiles and Atherton for the simulation of magnetic material hysteresis loops, there have been a series of modifications and extensions to the model to allow parameter definition and optimization in comparison with experimental data.
Jiles et al. [4] showed how the equations in the Jiles-Atherton model could be solved to directly predict the values for the original Jiles-Atherton parameters. Prozygy [5] attacked the issue of understanding the Jiles-Atherton model parameters from a different perspective and used simple variational techniques to demonstrate the relationship between parameter variations and the main effects of the hysteresis loop, e.g., varying the parameter was responsible primarily for the loop height. More recently, Schmidt and Güldner [6] used the model as the core of an optimization approach to fit curve data and this was also used by Lederer et al. [7] to propose modifications to the original model to handle the variations in parameters between minor and major loops.
While these methods have proved extremely useful, there still remain some key issues to be addressed. The first issue is how to define the performance of a model in an appropriate way. The optimization technique used in [6] used a least squares fit approach. This does consider the key features in the model that may have different relative importance depending on the application, which are not taken into account in the optimization process. For example, in a power application the key parameter may be energy loss, so an accurate measure of the - loop area will be crucial. In a line transformer for a high-speed communications application, the key metric may be the accurate modeling of the peak value of rate of change of flux to correctly predict the rise time of the voltage pulse and the resulting harmonics. This paper will discuss methods to allow metrics to be implemented in the modeling and optimization process.
The second issue is the Jiles-Atherton model itself. During experimental testing and analysis of data sheet -loop curves, it was clear that above a specific field strength the -loop loses its hysteretic behavior and becomes effectively an-hysteretic. This effect could be called "early closure" as the loop effectively closes before the maximum applied field strength is reached. While the "early closure" effect can be modeled by varying several of the Jiles-Atherton model parameters, there is no direct correlation between any single parameter and this behavior. This paper proposes a method of directly modeling early closure using a simple modification to the original Jiles-Atherton approach.
The third main issue addressed is the overall -loop slope. There are many magnetic materials with very different characteristics and, as a result, it has proved difficult to provide a flexible enough modeling approach to accommodate this variation in one model. A proposed modification to address the issue of the overall slope of the -loop is also presented in this paper.
Experimental data has been included in this paper to illustrate how the modeling and optimization process can accurately model practical materials of different types, and figures are given to demonstrate the relative merits of the classical and modified Jiles-Atherton models for different materials.
II. MEASUREMENT OF MAGNETIC CHARACTERISTICS
The accurate modeling and simulation of magnetic materials requires the correlation of the model with measured results. A standard material, 3F3, was used to illustrate the process and concepts in this paper. The test setup was defined as shown in Fig. 1 . The stimulus was a sinusoidal signal generated from a Stanford Systems DS345 Signal Generator, and the waveforms were captured using a Tektronix Digital Oscilloscope (TDS220). All the post-processing of the measured data to calculate the flux and field strength was done in software after being transferred to a PC.
A toroid was used as the core type to remove the effect of any air gaps and wound with the number of turns to achieve saturation with the driving circuit of the signal generator. The core used in these tests was a Philips TN10/6/4 toroid made of 3F3. The number of turns on the primary and secondary were set to 40 and the primary current monitor resistance was set to 10 . The signal generator frequency was set to 1 kHz and the amplitude varied from approximately 1.2 to 10 Vpp.
The field strength was calculated from the voltage measured across the primary sense resistor using the expression (1) as the field strength is proportional to the applied current in the primary winding ( )
The flux density is derived from the voltage on the secondary winding using expression (2). The integration was carried out numerically using trapezoidal integration of the voltage on the secondary winding ( )
Both the field strength and the flux density were automatically calculated in software from the oscilloscope waveforms and after they were transferred to the PC for post-processing.
The overall structure of the analysis software developed is shown in Fig. 2 . The software derives the measured field strength ( ) and flux density ( ) from the oscilloscope data, with the test configuration able to be customized. The Jiles-Atherton model can be calculated using the derived field strength from the measured data or an ideal internally generated test waveform (sinusoidal or triangle) and then compared with the original test results. Metrics can be applied to both the measured and simulated results to assess the relative performance of the model, and an optimization loop allows the model parameters to be modified using iteration to achieve optimum model performance. The optimization method uses a steepest descent type of approach. Fig. 3 shows the measured -loops for the 3F3 material at three different levels of applied field. The low-level signal is a good example of a minor loop. The medium-level signal shows a well-defined hysteresis loop exhibiting saturation. Finally, the high-level signal demonstrates the material driven into strong saturation. These waveforms clearly illustrate the range of required waveshapes any model must provide for accurate simulation in a wide variety of applications.
III. METRICS FOR MAGNETIC MATERIALS
Once the measurements were taken, performance metrics were used to characterize the behavior of the core in a meaningful and concise manner. The material's basic magnetic characteristics can be defined in terms of the fundamental points on the hysteresis curve, which are the maximum field strength ( ) and flux density ( ), the remanence ( ) and the coercive force ( ), all of which are shown in Fig. 4 .
Although these metrics are useful, they do not provide a complete set for optimization. Fig. 3 shows one such situation, where the material has saturated to such an extent at high field strengths that the hysteresis loop "closes up" prior to the maximum applied field strength being reached. This "early closure" of the loops requires a new parameter to be defined, which is the applied field at which early closure takes place ( ). The measurement of where the loop has effectively closed requires the specification of the loop being closed (e.g., to within 1%).
The permeability of the material is also a significant parameter, and there are two key metrics which can be extracted from the -data. These are the initial permeability and the maximum incremental permeability at on the -loop. The area enclosed by the -loop defines the energy loss of the material, and a measurement of this is crucial if temperature effects are to be included dynamically in the model. The shape of the loop is also important, as can be seen from the variation in shape of the waveforms in Fig. 3 . As the field strength increases, the slope of the hysteresis loop as a whole changes, and the shape changes from an almost elliptical minor loop to the sigmoid shape of saturation.
For electrical circuit simulation, it is important to ensure that the magnetic component parameters chosen result in the correct electrical behavior at the terminals of the device. The metrics can be used to ensure that the model parameters are optimized so that the electrical behavior is accurately represented by the magnetic component. This may be achieved by including specific electrical metrics such as the response of the magnetic component to an applied voltage waveform as well as the purely magnetic metrics. This can be applied in the optimization approach by using the voltage and current waveforms as the goal rather than the -curve.
The chosen set of metrics was extracted from the measured data and the same set of metrics was extracted from the results of simulation. Optimization of the model parameters was achieved by minimizing the difference between either the two sets of metrics or the least squares error (LSE).
In order to visualize the convergence of the algorithm, the two sets of metrics are first normalized to the measured metrics and then plotted on a polar diagram, as shown in Fig. 5 . The measured metrics are all normalized and spaced equally around the unit circle (e.g., for four metrics the results are spaced 90 apart). The normalized metrics of the simulated results are then plotted on the same graph, equally spaced as before, with the magnitude set to the normalized value of the metric. It can be clearly seen which metrics of the simulated waveforms after optimization are above or below the measured values and by how much relative to each other. The unit circle indicated is intended as a visual aid that becomes more useful for a larger number of metrics. 
IV. MODELING THE MAGNETIC MATERIAL
The magnetic material was modeled using PSPICE, although the techniques are generally applicable for most circuit or system simulators. The magnetic model used for the hysteresis characteristic was a modified form of the Jiles-Atherton approach. The original Jiles-Atherton model provides a good model, in general, for sigmoid form hysteresis loops of the form shown in Fig. 3 (the midrange hysteresis measured data) . Unfortunately, the model does not handle the problem of early closure as shown in the higher field strength levels, as shown previously in Fig. 3 .
The model was therefore modified with two extra parameters. The applied field strength level was limited by the value of at the early closure value ( ). A hard limit function on the applied field was added, modifying this to allow a small slope (ecrate) after limit to avoid complete loop closure and to reduce the discontinuity at the transition to the early closure region. With the limit in place, the model now correctly modeled the early closure, but the slope of the function after closure was too flat. A function was therefore added to the final equation for the flux density ( ) to allow the slope to be varied to give a more realistic hysteresis loop. The structure of the modified model is shown in Fig. 6 .
The difficulty with simply changing the slope from a practical simulation point of view is that a discontinuity is introduced to the first derivative of the effective field strength. The function was therefore modified to have a softer limit by changing the linear change to an exponential change of the form given in (3), when the applied field is greater than the early closure field . 
V. OPTIMIZATION OF THE MODEL TO MEASURED RESULTS
An optimization engine was built into the analysis software to allow optimization of the -hysteresis loop using a LSE calculation or minimizing the error between the measured and simulated metrics. The optimization engine has univariate search, simulated annealing, and a genetic algorithm method implemented, but the univariate method was applied in this paper. The optimizer allows the specification of the breadth and depth parameters in a univariate search method, so different types of optimization approach could be implemented. With a breadth type search the parameters are varied, but each parameter has a low number of iterations before moving onto the next parameter. The breadth type search allows local minima to be generally avoided by searching widely across the solution area. The depth first search allows each parameter to be tuned in turn to the best advantage and is useful where optimization is nearly converged. The optimizer also allows the specification of which parameters are to be allowed to vary, therefore allowing control to be anywhere from completely manual (varying one parameter at a time) to automatic (varying every parameter). The optimizer also allows variable step sizes to ensure that different parameter sensitivities are catered for in the software.
The optimizer was run on the experimental data given in Fig. 2 for 3F3 with the original Jiles-Atherton model and the modified Jiles-Atherton model. The number of outer iterations (breadth) was set to 20 and the number of inner iterations (depth) was set to 5. The LSE calculation was started after the initial magnetization of the model had taken place and a fourth-order Runga-Kutta Integration method was used to calculate the Jiles-Atherton model.
A. Minor Loop (35 At/m) Optimization Results
The 35-At/m field strength measured data was optimized using the defined parameters and with the original Jiles-Atherton Model obtained a LSE of 1.8 mT. This corresponds to an rms error of 3.8 mT over the range of thecurve. When the modified Jiles-Atherton model was used for the optimization, with the same parameters a LSE of 1.5 mT was reached (rms error of 3.4 mT). The resulting measured and simulated (for the modified model) -curves are shown in Fig. 7 .
B. Medium Field Strength (70 At/m) Optimization Results
With the field strength of 70 At/m, the same optimization experiment was carried out giving the LSE for the standard Jiles-Atherton model of 6.2 mT (rms error of 7.04 mT) and with the modified model 2.6 mT (rms error of 4.56 mT). The resulting measured and simulated (for the modified model) -curves are shown in Fig. 8 . There is some discrepancy for the first half cycle as the model goes through the initial magnetization sequence, but subsequent cycles show a good correlation.
C. Major Loop (140 At/m) Optimization Results
The 140-At/m field strength measured data was optimized using the defined parameters and with the original Jiles-Atherton Model obtained a LSE of 381 mT. This corresponds to an rms error of 17.4 mT over the range of thecurve. When the modified Jiles-Atherton model was used for the optimization, with the same parameters a LSE of 246 mT was reached (rms error of 14.0 mT). The resulting measured and simulated (for the modified model) -curves are shown in Fig. 9 .
D. Summary of the Optimized Model Parameters
The result of the optimization process with and without the early closure modification are summarized in Table I . The final parameter values after optimization are given and also the error squared for each case. Fig. 10 shows the difference in result when the model is applied with and without the early closure modification for the 140-At/m field strength loop. It can be clearly seen that the loop tips are modeled more accurately using the modified model.
These results indicate that while the Jiles-Atherton model can achieve a good fit to measured data, with or without modifications, there are still considerable variations in the parameter values derived across the range of operation of the model from minor to major loops.
E. Proposed Modification to the Optimization Goal Function
It is the view of the authors that although the LSE function is the best general method for optimizing curves of this kind, it is often essential to ensure that a particular facet of the -loop characteristic is modeled extremely accurately. This leads to the use of the previously defined metrics as a method of ensuring that specific features of the behavior are optimized for directly, instead of the more general least squares approach.
To implement this in software requires a simple modification to the error calculation so that instead of calculating the error using least squares, the error is the normalized deviation from the defined metrics, with appropriate weighting factors for each metric. This is defined in (5) Error where metric of the simulated curve; metric of the measured curve; individual weighting for the metric. The advantage of this method is that the optimization of the material characteristic can be tailored for the end application. For example, a communications pulse transformer may need excellent modeling of the minor loop slope, whereas a power transformer may need more emphasis on the area of the -loop for energy calculations. The error function for different applications can be easily defined using the weighting factors in (5). For example, in the characterization of the 3F3 material thus far in this paper, the method used has been a least squares approach. If the metrics previously defined are applied for an optimization run of a major loop with a LSE of 0.098 T (rms error of 8.85 mT) then although the error is quite small for the whole curve, the normalized error for the remanence is 7.2% and the normalized error for the coercive force is 7.7%.
When the optimization is repeated, but this time using the goal function defined by the remanence, coercive force and maximum and , the LSE increases to 0.195 T (rms error of 12.49 mT) but the normalized error for the remanence reduced to 0.4% and the coercive force reduced to 0%. The normalized errors on the maximum reduced from 0.9% to 0.17%. The full set of model parameters after optimization and the relative errors are given in Table II. The -curves for the metric and least squares optimized parameters are shown in Fig. 11 (using the modified Jiles-Atherton model). It can be seen that although the resulting curves are similar, the metric optimized -curves have improved accuracy at the key crossing points and .
F. Notes on the Optimization Procedure
The optimization of thecurves at different field strengths, as summarized in Table I , clearly shows the difficulty in assigning a single parameter set to the Jiles-Atherton model for all values of field strength. There are significant differences in the optimized parameters highlighted between minor and major loops, and Lederer et al. [7] have addressed this problem by setting the values of and to fixed values and tightly constraining the values of and during the optimization process. This does reduce the risk of convergence to a poor solution in the optimization process, but does not necessarily give the flexibility to achieve an excellent fit of the -curve. Carpenter [8] has proposed a modification to the Jiles-Atherton model to address the issue of minor loops, and this approach has been implemented by Dallago et al. [9] for the modeling of high frequency transformers. This approach would certainly provide an improvement in the generality of parameters and could be easily implemented as the core model in the optimization method.
The comparison in Table II of the two goal functions used in the optimization procedure and the resulting -curves indicate that, in general, the least squares approach gives a good approximation to the overall shape of the -curve under test, but that the metric approach gives an near exact match of the key features of the model. This allows the designer to select the optimization method to achieve the match that is required for the application. It is also clear that the least squares fit can be considered as another metric, and could simply be added to the list of metrics used by the optimizer. This would allow the magnetics designer to trade off the exact fitting of key features with the best fit of the overall -curve shape.
VI. SUMMARY
This paper has presented methods for optimizing models of magnetic materials using the Jiles-Atherton approach, investigating the issue of characterizing materials and applying metrics.
Modifications to the Jiles-Atherton model for the accurate representation of the early closure effect when heavily saturated have been presented and a resulting improvement demonstrated in the optimization of the model parameters.
Finally, a method of providing application oriented optimization using a metric-based error function was presented and demonstrated to give better parameter based optimization results than a standard least squares approach.
It is clear, however, that the parameters optimized for a single set of loop data are only valid for a limited range of the applied fields. This is a basic limitation of the original Jiles-Atherton model.
VII. CONCLUSION
The difficulty of accurately modeling magnetic materials in heavy saturation using the Jiles-Atherton model has been addressed and a possible solution presented. Comparable optimization simulations have shown a significant improvement in accuracy by adding these extensions to the model. The specific problems of early closure and slope changes in the -loop have been addressed using a modified Jiles-Atherton approach.
The optimization of the -loop for a range of loops from small minor to heavily saturated major has highlighted the problem with the original Jiles-Atherton model in implementing a general purpose model which can accurately represent the material over a wide range of operation. This is clearly demonstrated in Table I , where the parameter values for particular levels vary widely.
The problem of how to assess the quality of an optimized model using metrics shows how using different goal functions can guide the optimizer intelligently to a solution that is appropriate for the application in question. A goal function was presented which will allow this to take place and was demonstrated to give better optimization results for specific parameters of the -curve than a generic least squares approach. Using a modified Jiles-Atherton model and specific metrics to characterize the model parameters, much greater accuracy in the eventual circuit simulation can be achieved. Using a modified Jiles-Atherton model and specific metrics to characterize the model parameters, much greater accuracy in the eventual circuit simulation can be achieved. The advantage of this approach is that the model parameters are tailored to meet the needs of the particular application. For an ADSL transformer, the model could be optimized to ensure high accuracy of minor loops and hence the operating distortion could be estimated using simulation to a much higher accuracy than obtained using a least squares optimized model. For a power supply transformer, the resulting model could be optimized to ensure that the area of the loop, and hence the power dissipated was correct, thus ensuring that the circuit simulation could provide much better estimates of power loss and efficiency.
