Abstract-This paper presents a completely new approach to the problem of hypergraph clustering for wirelength-driven placement. The novel algorithm we propose is called SafeChoice (SC). Different from all previous approaches, SC is proposed based on a fundamental theorem, safe condition which guarantees that clustering would not degrade the placement wirelength. To mathematically derive such a theorem, we first introduce the concept of safe clustering, i.e., do clustering without degrading the placement quality. To efficiently check the safe condition for pair-wise clustering, we propose a technique called selective enumeration. SafeChoice maintains a global priority queue based on the safeness and area of potential clusters. Using a simple heuristic, it automatically stops clustering when generating more clusters would degrade the placement wirelength. Moreover, we extend SafeChoice to do clustering while considering the object physical locations, i.e., physical clustering. Finally, we apply SafeChoice into a two-phase placement framework and propose a high-quality analytical placement algorithm called SCPlace. Comprehensive experimental results show that the clusters produced by SC consistently help the placer to achieve the best wirelength among all other clustering algorithms, and SCPlace generates the best half-perimeter wirelength compared with all other state-of-the-art placers.
ever-increasing design complexity. Therefore, as an essential approach to improve both the runtime and quality of result, various clustering algorithms have been adopted in the stateof-the-art placement algorithms [1] - [8] .
A. Previous Work
Clustering is a traditional problem in VLSI computer-aided design (CAD) area. The clustering algorithms proposed long time ago were described in [9] . In the last several years, various new algorithms were proposed to continue improving the clustering quality. In [10] , Karypis et al. proposed edge coarsening (EC) clustering. In EC objects are randomly visited. Each object is clustered with the most highly-connected unvisited neighbor object. The connectivity between two objects is computed as the total weight of all edges connecting them with hyperedges represented by a clique model. FirstChoice (FC) clustering was developed in [11] and is very similar to EC. The only difference between them is that for each object in FC, all of its neighbor objects are considered for clustering. FC has been used in placers NTUplace3 [1] and Capo [2] . However, neither EC nor FC considers the impact of cluster size on the clustering quality. Alpert et al. [12] and Chan et al. [13] improved EC and FC, respectively, by considering the area of clusters, i.e., clusters with smaller area are preferred to be generated. Cong et al. [14] proposed an edge separabilitybased clustering (ESC). Unlike previous methods, ESC uses edge separability to guide the clustering process. To explore global connectivity information, all edges are ranked via a priority queue (PQ) based on the edge separability. Without violating the cluster size limit, the two objects in the highest ranking edge are clustered. Hu et al. [15] developed fine granularity (FG) clustering. The difference between FG and ESC is that for FG the order in the PQ is based on edge contraction measured by a mutual contraction metric. FG has been used in placer mFAR [3] . Nam et al. [16] proposed BestChoice (BC) clustering which has been widely used in the top-of-the-line placers APlace [4] , mPL6 [5] , FastPlace3 [6] , RQL [7] , and FLOP [8] . Instead of ranking the edges, BC maintains a PQ based on a pair of objects, i.e., each object and its best neighbor object. A score function considering both hyperedge weight and object area is derived to calculate the score between two objects. For each object, the best neighbor object is the neighbor object with the highest score. The two objects at the top of the PQ are clustered iteratively. But updating such a PQ is quite time-consuming. Hence, the authors proposed a lazy-update technique to make a tradeoff between the clustering runtime and quality.
0278-0070/$26.00 c 2011 IEEE All of the above clustering algorithms either explicitly or implicitly transform a hyperedge into a clique model, so that they can handle pair-wise clustering, i.e., cluster two objects at each time. Recently, Li et al. [17] presented NetCluster (NC) that can handle hyperedges directly and cluster more than two objects at one time. In NC, initial clusters are first generated by FM algorithm [18] . Then a score is assigned to each net. The objects in the net with the highest score are clustered.
For all previous clustering algorithms, none of them specifically aims at improving the placement quality. They proposed a variety of heuristics, e.g., different score functions, to measure the direct connectivity among the objects, so that the most highly directly connected objects are clustered. Of course, the benefit is a reduction of problem size. But, clustering such objects may not help the placer to produce better solution. This is because clustering forces some objects to stay together during placement, which constrains the solution space exploration of the placer. If such a constraint is enforced improperly, i.e., clustering objects that should not be clustered, the placement solution would be jeopardized. It has not been proved that clustering highly directly connected objects can definitely minimize the placement wirelength. Even though it makes some sense intuitively to cluster such objects, we believe it is not sufficient to just consider the direct connections. We also need to take the indirect connections into account. For example in Fig. 1 , two objects a and b are connected by a two-pin net. At the same time, they are indirectly connected by two two-pin nets via object c. Such indirect connections intend to pull a and b toward each other. But they have been ignored in all previous work. As a result, it is very likely that previous algorithms mislead the placers to a low-quality solution.
In order to form the best clusters for placement, we need to solve the fundamental problem of clustering for placement: how can we do clustering so that it can be guaranteed that clustering would not degrade the placement quality?
B. Our Contributions
This paper presents a completely new approach to the problem of hypergraph clustering for wirelength-driven placement. We propose a novel clustering algorithm called SafeChoice (SC).
1 SC handles hyperedges directly. Different from all previous clustering algorithms, SC is proposed based on a fundamental theorem, which guarantees that clustering would not degrade the placement quality. None of previous techniques has such guarantee. Additionally, three operation modes of SC are presented to achieve various clustering objectives. Essentially, we have seven main contributions.
1) Concept of safe clustering: we introduce the concept of safe clustering. If clustering some objects would not 1 A preliminary version of SafeChoice was presented in [19] .
degrade the wirelength in an optimal placement, it is safe to cluster such objects. 2) Safe condition: based on the concept of safe clustering, we derive the fundamental theorem-safe condition for pair-wise clustering. We prove that if any two objects satisfy the safe condition, clustering them would not degrade the wirelength. 3) Selective enumeration: to check the safe condition for pair-wise clustering, we propose selective enumeration.
With such a method, we can efficiently find out the safe clusters in a circuit. 4) SafeChoice: we present SafeChoice algorithm that globally ranks potential clusters via a PQ based on their safeness and area. Iteratively the cluster at the top of the PQ will be formed. 5) Smart stopping criterion: a smart stopping criterion is proposed based on a simple heuristic. So it can automatically stop clustering once generating more clusters would start to degrade the placement wirelength. As far as we know, none of previous algorithms has such feature. 6) Physical SafeChoice: we extend SafeChoice to do clustering if the physical locations of some objects are given. In this way, SafeChoice can make use of such location information, e.g., an initial placement or fixed I/O object locations, and thus produces even better clusters. 7) SCPlace: to demonstrate the effectiveness of physical SafeChoice, we propose a simple and high-quality twophase placement algorithm called SCPlace. SCPlace is simple in the sense that it has only one clustering level and two placement phases. But, it produces significantly better results than all other state-of-the-art placement algorithms. We compare SC with three state-of-the-art clustering algorithms FC, BC, and NC. The results show that the clusters produced by SC consistently help the placer to generate the best wirelength. Compared with the state-of-the-art placement algorithms, SCPlace is able to generate the best half-perimeter wirelength (HPWL).
The rest of this paper is organized as follows. Section II describes the safe clustering. Section III introduces the algorithm of SafeChoice. Section IV presents the physical SafeChoice. Section V introduces the algorithm of SCPlace. Experimental results are presented in Section VI. Finally, this paper ends with a conclusion and the direction of future work.
II. Safe Clustering
In this section, we first introduce the concept of safe clustering. Then based on this concept we derive the safe condition for pair-wise clustering. Finally, we propose selective enumeration to practically check the safe condition for any two objects in the circuit.
First, we introduce some notations used in the discussion. The original netlist is modeled by a hypergraph G(V, E), where V is the set of vertices and E is the set of hyperedges. Given v ∈ V , E v is the set of hyperedges incident to v, and E v = E − E v . Let P be the set of all possible legalized placements of the vertices in V . The wirelength is measured by weighted HPWL.
A. Concept of Safe Clustering
The concept of safe clustering is defined as follows. Definition 1: safe clustering. For a set of vertices V c ⊆ V (|V c | ≥ 2), if the optimal wirelength of the netlist generated by clustering V c is the same as the optimal wirelength of the original netlist, then it is safe to cluster the vertices in V c .
The placement problem is NP-hard. In practice, we cannot find the optimal wirelength for a real circuit. So we present a more practical definition below.
Definition 2: safe clustering . ∀p ∈ P, if a set of vertices V c ⊆ V (|V c | ≥ 2) can be moved to the same location without increasing the wirelength, then it is safe to cluster the vertices in V c . Definition 2 is established based an assumption that the area of every vertex in V c is zero, so that we can move them in a legalized placement and ignore the overlap issue. In other words, we only consider clustering zero-area objects. Definition 2 shows that when safe clustering is performed on any legalized (zero-overlap) placement p, it does not increase the total wirelength of p. But, the clustering algorithm is not a placement algorithm and thus does not specify how any overlap incurred by the clustering is to be removed. Therefore, we assume that the clusters are small enough, i.e., zero area, compared to the total area of place-able objects in the clustered netlist, such that any wirelength increase incurred by any displacement needed to remove overlap incurred by the clustering does not exceed the wirelength decrease induced by the clustering. This assumption is reasonable, even though there is no zero-area object in the real circuits. This is because for a typical clustering ratio, 2 the size of each cluster is always much smaller than the total area of objects in the circuit. Note that, however, such assumption may not be applicable when some complex floorplan geometry is presented, e.g., when a big cluster is placed in a narrow channel between two big fixed objects. In this case, the displacement needed to remove overlap incurred by the clustering may be quite big.
As you can see, Definition 2 is stronger than Definition 1. If V c is safe for clustering based on Definition 2, it is also safe under Definition 1. In the rest of this paper, we employ Definition 2 for discussion. Based on Definition 2, we derive the definitions for horizontally and vertically safe clustering as follows.
Definition 3: horizontally/vertically safe clustering. ∀p ∈ P, if a set of vertices V c ⊆ V (|V c | ≥ 2) can be horizontally/vertically moved to the same x/y coordinate without increasing the wirelength in x/y direction, then it is horizontally/vertically safe to cluster the vertices in V c . Now we show that if vertices in V c are both horizontally and vertically safe for clustering, then it is safe to cluster them under Definition 2. Given any initial placement p ∈ P, first we move those vertices horizontally to the same x coordinate. Second, we move them vertically to the same y coordinate. Consequently, the vertices in V c are moved to the same location. Based on Definition 3 the wirelength would not increase during the movements. So it is safe to cluster the vertices in V c by Definition 2.
In the remaining part of Section II, we consider only x direction and horizontally safe clustering. Analogically, the theoretical proof and mathematical derivation for y direction and vertical safe clustering can be done in a similar way.
B. Safe Condition for Pair-Wise Clustering
From Definition 2 we derive a condition to mathematically determine whether it is safe to cluster the vertices in V c . First, we define two key functions for the derivation. For the sake of simplicity, we always assume V c contains only two vertices a and b (i.e., V c = {a, b}), and a is on the left of b. 
C. Selective Enumeration
To check whether it is safe to cluster a and b, Theorem 1 shows that we need to generate all placements in P. To do so, we have to enumerate all possible positions for all vertices in V . Apparently this is not a practical approach. In this section, we show that in order to check Theorem 1, it is sufficient to consider only a small subset of placements. Selective enumeration technique is proposed to enumerate such necessary placements.
Selective enumeration is motivated by the following principle. Given two placements p 1 , p 2 ∈ P, if we know F ab (p 1 ) ≤ F ab (p 2 ), then p 1 can be ignored in the enumeration. This is because Theorem 1 shows that the safe condition is only determined by the placement with the maximum F ab (p) value. So the basic idea of selective enumeration is to find out the relationship of F ab (p) values among different placements, so that in the enumeration process we can ignore the placements with smaller or equal F ab (p) values. Placements in P are generated by different positions of different vertices. Our goal is to identify some vertices in V , such that some or even all of their possible positions can be ignored.
We first classify the vertices in V into two categories V¯a¯b and V ab (V¯a¯b∪V ab ∪{a, b} = V ). Then we discuss the enumeration of their positions separately. ∀v ∈ V , x v denotes the x coordinate of v. 1) V¯a¯b: vertices connecting with neither a nor b.
2) V ab : vertices connecting with at least one of a and b. Lemma 1: Given a placement p ∈ P, by moving vertex v ∈ V¯a¯b to any other position, another placement p ∈ P is generated. We have F ab (p) = F ab (p ).
Proof: Since ∀v ∈ V¯a¯b, v connects with neither a nor b, changing the position of v would not change the leftmost or rightmost vertex of any hyperedge connecting with a or b.
Based on Lemma 1, in the enumeration we can simply ignore all vertices in V¯a¯b.
Lemma 2: Given a placement p ∈ P, vertex v ∈ V ab and x v = k 1 . After moving v to x v = k 2 , another placement p ∈ P is generated. We have F ab (p) = F ab (p ) if any one of the following conditions is satisfied:
Proof: Suppose condition 1 holds, i.e., v is on the left of a in both p and p . ∀e ∈ E v , we consider two 3 possible values 3 Because v is on the left of a, a would not be the only leftmost vertex of e. Thus,
This means a is the rightmost vertex of e in p.
This means a is neither the only leftmost nor the rightmost vertex of e in p. After moving v to k 2 , because k 2 ≤ x a , v is still on the left of a in p . Thus,
. Analogically, the cases for (2) and (3) can be proved as well.
Lemma 2 shows that ∀v ∈ V ab , instead of enumerating all possible positions, we only need to consider three possibilities:
Based on Lemmas 1 and 2, we need to enumerate 3
different placements rather than all placements in P. Next, we will further cut down this number from 3 |V ab | to 2 |V ab | , by ignoring all positions between a and b.
Lemma 3: Given a placement p ∈ P, such that vertex v ∈ V ab is between a and b (x a < x v < x b ). After moving v either to the left of a or to the right of b, another placement p ∈ P is generated. We have
Proof: Suppose v is moved to the left of a. For a, after the movement, a might become the rightmost vertex of some hyperedge. So we have
For b, after the movement, v is still on the left of b. So we have
Based on (1) and (2), we have
. Similarly, we can prove the case for v is moved to the right of b.
So far, we have proved that we only need to consider two possible positions (on the left of a and on the right of b) for each vertex in V ab , i.e., totally 2 |V ab | different placements. In a modern circuit, |V ab | may become more than 1000. So practically 2
|V ab | is still too big to enumerate. Therefore, we intend to further cut down this number.
We notice that for some vertices in V ab , it is not always necessary to consider both of the two possible positions. For example in Fig 1)
Lemma 4: Given a placement p ∈ P, such that vertex v ∈ V I is on the left of a. After moving v to the right of b, another placement p ∈ P is generated. We have
Because x v ≤ x a and no other vertices in e are on the right of b, a is the rightmost vertex of e. So a (p, e) = w e . Thus, ∀e ∈ E v∩ab , a (p, e) ≥ 0. 2) In placement p , ∀e ∈ E v∩ab , we consider two cases.
Because x v ≥ x b and no other vertices in e are on the left of a, a is the only leftmost vertex of e. So
From Lemma 4, ∀v ∈ V I we can fix v on the left of a. As V II is symmetrical with V I , similarly we can prove that ∀v ∈ V II we can fix v on the right of b. Lemma 5: Given a placement p ∈ P, such that vertex v ∈ V III is on the left of a, vertex u ∈ V III is on the right of b,
. After moving either one or both of them to another position, i.e., moving v to the right of b and u to the left of a, another placement p is generated. We have
We consider all three possible movements of v and u.
1) v moved to the right of b, u did not move.
In placement p , ∀e ∈ E v−u we consider two cases.
In this case, a is neither the only leftmost nor the rightmost vertex in e, and b is neither the leftmost nor the only rightmost vertex in e.
In this case, a is the only leftmost vertex in e, and b is neither the leftmost nor the only rightmost vertex in e. So a (p , e) = −w e , b (p , e) = 0. 2) u moved to the left of a, v did not move.
In this case, b is the only rightmost vertex in e, and a is neither the only leftmost nor the rightmost vertex in e. So a (p , e) = 0, b (p , e) = −w e .
3) v moved to the right of b, u moved to the left of a.
. For all of the above cases, a (p , e) ≤ 0 and b (p , e) ≤ 0. In placement p, ∀e ∈ E v−u because a is neither the only leftmost nor the rightmost vertex in e, and b is neither the leftmost nor the only rightmost vertex in e, we have a (p, e) = b (p, e) = 0. As a result, we have ∀e In all, we have identified three subsets of vertices in V ab . If certain condition is satisfied, those vertices can be fixed in the enumeration. Note that those three subsets may not include all vertices that can be fixed in V ab . We believe more complicated subsets and conditions can be derived. But for the sake of simplicity, SafeChoice considers only the above three subsets.
Let the total number of vertices in V I , V II , and V III be α. As a result, given two objects a and b, we only need to enumerate L = 2
Based on Theorem 1, if s max ≤ 0, then it is safe to cluster a and b. The flow of selective enumeration is shown in Fig. 3 . The more placements we enumerate (i.e., the bigger L is), the slower the algorithm runs. To limit the runtime, at most 2 10 placements are enumerated by default. If |V ab | − α > 10, we simply would not consider clustering a and b, and consequently we may lose some potential safe clusters. Table I shows the number of cases where |V ab | − α <= 10 and |V ab | − α > 10, and also the maximum value of |V ab | − α for each ISPD 05/06 circuit. As you can see, in practice we have |V ab | − α ≤ 10 for most of the pairs (i.e., more than 90% of the pairs). Even if the unconsidered pairs are all safe, we would only lose a very small portion of safe clusters.
III. Algorithm of SafeChoice
In the previous section, we have described a practical method of checking the safe condition for pair-wise clustering. As shown in Definition 3, the safe condition has to be checked both horizontally and vertically. However, without considering fixed vertices, e.g., I/O objects, if vertices in V c are horizontally safe for clustering, then they are always vertically safe for clustering as well. This is because a vertical movement in a placement p is the same as a horizontal movement in another placement obtained by rotating p by 90°. If a set of vertices is horizontally safe for clustering, it is also vertically safe for clustering, which means it is sufficient to check the safe condition only in x direction. Therefore, in this section we ignore the fixed objects by treating them the same as movable ones, apply selective enumeration in a PQ-based algorithm flow and propose SafeChoice algorithm. To satisfy various clustering objectives, we present three operation modes for SafeChoice.
A. Priority-Queue Based Framework
Previous work [12] , [13] showed that the cluster size has significant impacts on the clustering quality. If two potential clusters have the same connectivity information, the one with the smaller area is preferred to be formed first. Moreover, because the concept of safe clustering in Definition 2 is defined based on the assumption of clustering zero-area objects, to apply such concept on real circuits we need relax this assumption and cluster small objects. 4 Thus, in SafeChoice to balance the safeness and area, we use the following cost function to calculate the cost C for clustering two objects a and b:
where θ is the weight between the safeness and area (based on the experiments θ = 4 by default), A a and A b denote the area of a and b, respectively, A s is the average standard cell area in a circuit, and S * is a term describing the safeness of clustering a and b. S * is calculated based on different modes of SafeChoice (see Section III-B).
In SafeChoice we maintain a global PQ similar to that in [16] . But we rank each pair of objects based on the cost obtained by (4) . If two pairs have the same cost, we just randomly determine the priority between them. For SafeChoice, it is time-consuming to consider all possible pairs in V . So for each object, we only consider its neighbor objects connected by the nets containing at most β objects (based on the experiments β = 7 by default). Iteratively, SafeChoice clusters the pair of objects at the top of the PQ, and then update the PQ using lazy-update. For different operation modes, SafeChoice stops clustering based on different stopping criteria, which will be addressed in Section III-B.
B. Operation Modes of SafeChoice
Given a circuit, some algorithms (e.g., FC and BC) can reach any clustering ratio γ, while others (e.g., FG and NC) can only reach a certain γ. None of previous work is able to automatically stop clustering when the best γ is reached. By default SafeChoice automatically stops clustering when generating more clusters would degrade the placement wirelength. Additionally, to achieve other clustering objectives, e.g., any target γ, SafeChoice is capable of performing under various modes (see Table II ).
1) Safety guarantee mode (SC-G): SC-G aims at producing the completely safe clusters. Under this mode, S * = s max in (4). In each iteration, we cluster the pair of objects at the top of the PQ only if its S * ≤ 0. Based on Theorem 1, we guarantee that the formed clusters are safe. SC-G terminates when there is no such safe clusters in the PQ.
2) Clustering ratio mode (SC-R): the SC-G mode may not achieve low clustering ratio in practice, because the number of safe clusters in a circuit is usually limited. Sometimes if clustering cannot significantly reduce the circuit size, even though all clusters are safe, the placer may not perform efficiently and produce better result. So to make a tradeoff between safeness and circuit size reduction, SC-R produces some unsafe clusters, besides the safe ones. We derive the following function to evaluate the safeness of each cluster:
Basically, for a pair of objects a and b (5) calculates the average score s over the L enumerated placements. Under SC-R mode, S * = s in (4). Iteratively, SC-R clusters the pair of objects at the top of the PQ until the target γ is reached. 3) Smart mode (SC) (default mode): using a simple heuristic, the smart mode stops the clustering process when a typical placer achieves the best placement wirelength. None of previous clustering algorithms has such feature. For different circuits, the γ for the best placement wirelength may be different. In SC, we set a threshold cost C t , and use the same cost function as in SC-R. During the clustering process, SC would not terminate until the cost reaches C t . Based on the experimental results, we set C t = 21 by default. With this simple heuristic, SC is able to automatically stop when generating more clusters starts to degrade the placement wirelength.
IV. Physical SafeChoice In this section, we extend SafeChoice to do clustering while considering the object physical locations, i.e., physical clustering.
Compared with non-physical clustering algorithms, physical clustering is to do clustering based on both the netlist connectivity information and the object physical locations. Such physical locations can be obtained from an initial placement or existing fixed objects. It has been shown in [3] , [6] , [7] , and [20] that the physical clustering can significantly improve the clustering quality. For SafeChoice, it is very natural to be extended to physical clustering. This is because SafeChoice applies selective enumeration to enumerate different placements. If an initial placement is given, many more placements can be ignored in the enumeration. This simplifies the enumeration process by pruning away the placements that would not be possibly generated.
In the following subsections, we first introduce the safe condition for physical SafeChoice. After that, we present how to further reduce the enumeration size based on the given physical information. Finally, we show the corresponding changes of cost functions in different modes of physical SafeChoice.
A. Safe Condition for Physical SafeChoice
Because in physical SafeChoice the fixed objects are taken into account, horizontally safe may not always imply vertically safe. Therefore, we need to consider the safe condition for both x and y directions in physical SafeChoice.
Definitions 4 and 5 are defined for x direction. But they can be easily extended to y direction. Based on Theorem 1, we present the safe condition for physical SafeChoice as follows. 
B. Enumeration Size Reduction Based on Physical Location
In this subsection, we use the physical location information to cut down the placement enumeration size. In this following discussion, we assume that such physical locations are derived from an initial placement.
First of all, for each object we define a square-shape region to differentiate between the "long" and "short" distances (in one dimension) of two objects. The center of each squareshape region is the corresponding object location in the initial placement. The insight is that we assume in the final placement the objects would not be placed outside of their regions. So intuitively, the better the initial placement is, the less displacements of object locations between the initial and final placements we have, and thus the smaller such regions are. Let t denote the side length of each square-shape region. ∀v, u ∈ V , D x vu denotes the distance of two vertices v and u in x direction. Therefore, based on the square-shape region, we can derive the following three scenarios in x direction to cut down the enumeration size (the scenarios for y direction can be derived similarly). Fig. 4(c) ]. Scenario 1 is used as a filter to prune away the pairs of objects that would not be clustered due to the "long" distance between them. Scenarios 2 and 3 are applied within selective enumeration to identify the subsets of vertices that can be fixed. In Scenario 2 the reason why we consider "D After all, we just need a simple estimation on the displacement that is roughly determined by the quality of the placer. Therefore, by default we set t = 15 × h row based on the experiments and our experience on placement, where h row is the placement row height.
C. Cost Function for Physical SafeChoice
In physical SafeChoice, we employ almost the same cost function as (4) . However, the S * term in (4) is defined based on one dimension, i.e., x direction. So we need to extend it to two dimensions. The S * for the three operation modes in physical SafeChoice are listed in Table III, V. SafeChoice-Based Two-Phase Placement In this section, we first propose a simple two-phase placement flow. Then based on this new algorithm flow, we present SCPlace, a high-quality analytical placement algorithm.
The state-of-the-art placement algorithms [1] - [7] all adopt a multilevel framework to cope with the ever-increasing complexities of modern VLSI placement. At each hierarchical level of the coarsening phase, the placers first do clustering on the netlist passed from previous level, and then do placement of the clustered netlist. Such a multilevel clustering-placement process does not stop, until the original circuit is reduced to a reasonably smaller size. Subsequently, a corresponding multilevel unclustering-placement process is applied at the uncoarsening phase. Typically, modern placers contain at least four levels of clustering and placement.
Different from previous work, we propose a simple twophase placement flow shown in Fig. 5 . It is simple in the sense that this flow contains only one level of clustering and two phases of placement. The goal of the first phase is to generate an initial placement, and to provide the physical location information for the physical clustering in the next phase. Then at the second phase, we apply physical clustering on the original netlist rather than the clustered netlist from previous clustering. This is the key difference between our physical clustering scheme and the ones in [3] , [6] , [7] , and [20] . The reason for doing this is that non-physical clustering may produce some low-quality clusters due to the lack of physical information. In order to correct such mistake in non-physical clustering, in physical clustering we form the clusters from the original netlist. The location of each such cluster is calculated as the average location of all objects in that cluster. As a result, after physical clustering we have an updated location for each object in the clustered netlist. Subsequently, we start an incremental placer based on such physical information to do both global and detailed placement on the clustered netlist. Finally, after unclustering we use the detailed placement algorithm to refine the layout.
Based on this simple two-phase placement flow, we implement a high-quality analytical placement algorithm, SCPlace (see Fig. 5 ). We use SafeChoice as the clustering algorithm inside SCPlace. As mentioned above, non-physical clustering may produce some low-quality clusters due to the lack of physical information, so we want SafeChoice to generate less such clusters. Therefore, we set C t = 16 instead of C t = 21. For the physical SafeChoice in the second phase, we use the default C t = 21. mPL6 [5] is applied as the placement engine. However, mPL6 is based on a multilevel framework, and uses BC as its internal clustering algorithm. Without turning off BC inside mPL6, we cannot demonstrate the effectiveness of SafeChoice, because the internal clustering process will produce some noise to the results. Therefore, we turn off the BC clustering inside mPL6 by adding "-cluster ratio 1" to the command line, so that mPL6 performs only one-level placement without any clustering inside, i.e., flat-mPL6. 5 The detailed placer FastDP [6] is used as the additional detailed placement algorithm in SCPlace. 
VI. Experimental Results
All experiments are run on a Linux server with Intel Xeon 2.83 GHz CPU and 32 GB memory. ISPD 05/06 placement benchmarks [21] , [22] are used as the test circuits. For the ISPD 06 circuits, we use the density-penalty scaled HPWL defined in [22] . First, we show the comparison of various clustering algorithms for different clustering objectives. Second, we compare SCPlace with the stat-of-the-art placement algorithms.
A. Comparison of Clustering Algorithms
We compare SC with three clustering algorithms FC [13] , BC [16] , and NC [17] . We implemented FC and BC by ourselves and obtained the binary of NC from the authors [17] . For BC the lazy-update [16] is used to speed up its runtime.
In the experiments, the clustering algorithm is applied as a pre-processing step before placement (see Fig. 6 ). We adopt mPL6 [5] as the placer. Due to the same reason mentioned in Section V, we use flat-mPL6 here. In Fig. 6 after unclustering, we arrange the objects inside each cluster in one row. The order among those objects are random. Subsequently the locations of all objects are sent to flat-mPL6 for detailed placement. Because of the random order of objects within each cluster, flat-mPL6 detailed placer alone may not be enough to generate a good result. So we apply the detailed placer FastDP [6] to further refine the layout after flat-mPL6 detailed placement.
We normalize the results of flat-mPL6 with various preprocessing clustering to the results of flat-mPL6 without any pre-processing clustering. For fair comparison, FastDP is applied to further refine the output layouts from the flat-mPL6 without pre-processing clustering. We conduct five sets of experiments.
1) Clustering targeting at safe cluster: we compare SC-G with FC and BC. FC and BC's target γ is set the same as SC-G's. Table IV shows that SC-G's HPWL is 2% worse than BC's and 1% better than FC's. For both clustering time and total time, SC-G is the fastest. Note that the cost C of some unsafe (i.e., S max > 0) clusters may be better than some safe clusters. But unfortunately SC-G does not form any unsafe clusters. This makes SC-G's HPWL worse than BC's. 2) Clustering targeting at NetCluster's clustering ratio: in this set of experiments, we compare SC-R with FC, BC and NC based on NC's γ. Since NC terminates when no more clusters can be formed, it cannot reach any γ as the users desire. For each circuit the target γ of other algorithms is set the same as NC's. As shown in Table V , SC-R consistently generates the best HPWL for all 16 test cases, except for one case (bigblue3) where SC-R is 1% worse than BC. On average SC-R generates 4%, 1%, and 5% better HPWL than FC, BC and NC, respectively. In terms of clustering time, SC-R is 2.5× faster than BC, while 45% and 19% slower than FC and NC, respectively. For the total time, SC-R is 1% and 7% faster than FC and BC, while 5% slower than NC. 3) Clustering targeting at various clustering ratios: we compare SC-R with FC and BC on five target clustering ratios γ = 0.2, 0.3, 0.4, 0.5, 0.6. In Table VI the results are organized based on the circuits. We have two observations: 1) as γ goes lower, the clustering time increases but the total time generally decreases, and 2) to improve the HPWL, for some circuits (e.g., adaptec5) it is good to cluster more objects. But for some circuits (e.g., newblue2) low γ degrades the HPWL. Fig. 7 shows the average normalized clustering time, HPWL and total time over all circuits for each γ. For clustering time, SC-R is faster than BC for all γ, except for γ = 0.2 where SC-R is 12% slower. For all γ, SC-R consistently produces the best HPWL compared with both FC and BC. Regarding the total time SC-R is consistently faster than BC. Even though SC-R is slower than FC on clustering time, SC-R's total time is very comparable with FC's, which means clusters produced by SC-R are preferred by the placer. Furthermore, considering the significant HPWL improvements over FC and the small percentage of clustering time over total time, we believe such slow down is acceptable. 4) Clustering targeting at best placement wirelength: Table VI shows that various γ leads to various HPWL for each circuit. Here, we show that for most of the circuits, SC is able to automatically stop clustering, when the γ for the best HPWL is reached (see Table VII ). Readers may compare Tables VI and VII to verify this. To see how one-level clustering compares with multilevel clustering, we generate the results of original multilevel mPL6 with FastDP ("mPL6+FastDP") in Table VII . The clustering time and final γ inside mPL6 are listed in Table VII . We can see that mPL6 has four levels of clustering and placement. Comparing SC with "mPL6+FastDP," even though SC on average generates 3% worse HWPL, for almost half of the circuits SC's HPWL is even better than "mPL6+FastDP." For most circuits, the HPWL generated by SC and "mPL6+FastDP" are very comparable. Regarding the total time, SC is significantly faster than "mPL6+FastDP" by 33%. Such results show that for some circuits one-level SC clustering generates better HPWL than multilevel BC clustering with substantial runtime speedup. From that we see prospective improvements if SC is applied into the multilevel placement framework.
B. Comparison of Placement Algorithms
In this subsection, we compare SCPlace with the state-ofthe-art placement algorithms. 1) First, we compare SCPlace with mPL6. We run both algorithms on the same machine. The results and the clustering information inside SCPlace are shown in Table VIII. In terms of the HPWL, SCPlace is consistently better than mPL6, except for one circuit (i.e., newblue1). On average, SCPlace generates 4% better HPWL than mPL6. Regarding the total runtime, SCPlace is 55% faster than mPL6. As mentioned in Section V, in the first phase of SCPlace we set C t = 16 rather than C t = 21 for non-physical SafeChoice, so that the non-physical SafeChoice will stop clustering earlier to generate less low-quality clusters. 2) Second, we compare SCPlace with all other placement algorithms. Because some of the placers' binaries are not publicly available, instead of running every placer on the same machine, we directly cite the results from [7] . As far as we know, RQL [7] is the latest published placement algorithm in academic area, and it generates the best results on average compared with all previous placers. The experimental results are shown in Table IX . The "Previously Best" column shows the previously best HPWL achieved by other placers for each circuit. The results are quite promising. Regarding the HPWL, SCPlace is 2%, 25%, 9%, 6%, 3%, 21%, 6%, and 1% better than NTUplace3, Capo10.5, mFAR, APlace, mPL6, Dragon, Kraftwerk, and RQL, respectively. Even though SCPlace is 1% worse than the previously best approach, for 11 out of 16 circuits, SCPlace generates better results, which means SCPlace has broken the records for 11 circuits. All of the placers here, except for Kraftwerk, have at least four levels of placement. Using only one level of clustering and two phases of placement, SCPlace is able to beat all of them. [7] , and "-" denotes unavailable results in [7] . The runtime breakdown of SCPlace is presented in Table X . It shows that the total runtime is dominated by two steps, i.e., global placement and incremental placement. Both non-physical and physical clustering contribute only 6% of the total runtime.
VII. Conclusion
In this paper, we presented SafeChoice, a novel highquality clustering algorithm. We aim at solving the fundamental problem-how to form safe clusters for placement. The clusters produced by SafeChoice are definitely essential for the placer to produce a good placement. Comprehensive experimental results show that SafeChoice is capable of producing the best clusters for the placer. Based on SafeChoice, we derived physical SafeChoice, and integrated it into a highquality analytical placer, SCPlace. Promisingly, by a simple two-phase of placement, SCPlace significantly outperforms all state-of-the-art placement algorithms.
Our future work includes three directions: 1) to derive the safe condition for more than two vertices; 2) to develop our own placer based on SafeChoice, rather than feeding the clustered netlist to flat-mPL6 binary; and 3) to integrate SafeChoice into other algorithms, e.g., hypergraph partitioning. Regarding the last point, we can simply integrate SafeChoice into existing partitioner. Or more interestingly, we can propose a safe condition for hypergraph partitioning, e.g., what is the safe condition to do a partition?
Finally, the source code of SafeChoice is publicly available at [25] .
