Understanding when evolutionary algorithms are efficient or not, and how they efficiently solve problems, is one of the central research tasks in evolutionary computation. In this work, we make progress in understanding the interplay between parent and offspring population size of the (µ, λ) EA. Previous works, roughly speaking, indicate that for λ ≥ (1 + ε)eµ, this EA easily optimizes the OneMax function, whereas an offspring population size λ ≤ (1 − ε)eµ leads to an exponential runtime.
do not yet give a complete picture, they indicate that the boundary between efficient and super-polynomial is not just the line λ = eµ, and that the reasons for efficiency or not are more complex than what was known so far.
Introduction
While the theory of evolutionary algorithms (EAs) has made considerable progress in the last 20 years, several topics remain little understood and pose problems to a rigorous analysis, among them non-trivial populations and non-elitist algorithms. As examples, we note that the asymptotically precise runtime of the (µ + λ) on the OneMax benchmark function was only determined very recently [ADFH18] , whereas the runtime of the (µ, λ) EA on this simple function is not yet determined asymptotically precise. Consequently, we do not fully comprehend the working principles of populations and comma selection. To try to overcome this shortage, we continue the classic line of theoretical research of regarding simple test functions, gaining a rigorous understanding how simple EAs optimize these, and from this try to gain a broader understanding of certain working principles. In short, in this work we continue the existing research efforts of understanding how the (µ, λ) EA optimizes the OneMax function, though with different methods and with a higher degree of precision than before.
What is known about how the (µ, λ) EA optimizes OneMax is roughly the following. When the offspring population size λ is at most (1 − ε)eµ for some positive constant ε, then the expected runtime (measured by the number of fitness evaluations until an optimum is found) is exponential in n [Leh10]. When λ ≥ (1 + ε)eµ and λ ≥ C ln n with C a sufficiently large constant, then the runtime becomes polynomial, and in fact, O(nλ log λ) [DL16] .
There is a good reason for these results. Let x be a parent individual with high fitness, that is, OneMax(x) is close to n and thus d := d(x) := n−OneMax(x) is small. When generating offspring from x via standard-bit mutation with mutation rate 1 n , then with probability roughly 1 e the offspring has the same fitness as the parent, with probability O( d n ) the offspring is better than the parent, and else it is worse. Consequently, when d is small, the number of individuals with best fitness in the population, in expectation, increases per iteration by a factor of at least (1 + ε) when λ ≥ (1 + ε)eµ and it decreases by a factor of roughly (1 − ε) when λ ≤ (1 − ε)eµ. In the efficient case, the (1 + ε) multiplicative increase of the number of top-individuals suffices to ensure that a single top individual has a constant chance to take over the whole population in O(log µ) iterations. We note that a number of highly non-trivial arguments [Leh10, DL16] are necessary to transform these observations into rigorous proofs for the runtimes cited above.
While these results are mathematically non-trivial despite their intuitive explanations, they only discuss the easy situations where the number of top individuals is subject to a clear drift, either into the right or the wrong direction. These situations might be too extreme to lead to a full understanding of the population dynamics of this EA. Moreover, these are typically the situations in which using comma selection is not a good idea. For the case of negative, but also positive drift, that is, λ ≥ (1 + ε)eµ and λ sufficiently large, the main advantage of comma selection is absent. We recall that comma selection is used, among others, with the hope that by not keeping good parent individuals in the population, one can prevent premature convergence. If λ ≥ (1 + ε)eµ and λ is sufficiently large, then discarding the parent population does not help, since with high probability it reappears in the offspring population.
To be more precise, let us assume that we have a parent population that is converged to a local optimum. Then with λ ≥ (1 + ε)eµ, an expected number of (1 + ε)µ copies of this parent are generated as offspring. Since these are generated independently, with probability 1 − e −Ω(µ) at least µ such copies are generated, which means that inferior offspring cannot enter the population. For this reason, the two regimes with clear drift are possibly not the most interesting ones for using an EA with comma selection.
Our results: To gain a deeper understanding of the population dynamics of EAs in the case where there is no clear drift, we regard settings with λ closer to eµ. We prove three results inside this phase transition region λ = (1 ± ε)eµ.
We first show that the super-polynomial range already starts when λ ≤ (1 − ε)eµ for ε = ω(n −1/2 ). To prove this result, we do not extend the general but technical negative-drift-in-populations theorem of [Leh10] to smaller negative drifts, but instead use a basic drift argument. This approach avoids the use of family trees and branching processes and might thus be a light-weight alternative for similar analysis problems as well.
When µ is not overly large, namely µ ≤ n 1/2−c for an arbitrary small constant c > 0, then the weaker condition λ ≤ eµ suffices to lead to a superpolynomial runtime. Note that in this regime, we have essentially no drift in the sub-population of best individuals. The reason why the (µ, λ) EA still has difficulties to find the optimum is that in this no-drift regime, the number of best individuals performs an unbiased a random walk (with typical step sizes up to √ µ). When this walk reaches zero, no individual on this fitness level is left and the (µ, λ) EA, due to the limited population size, takes a nontrivial amount of time to re-generate such an individual. The time this walk takes to reach zero is roughly O(µ). Hence if µ ≤ n 1/2−c and the best fitness in the population is close to n, then the O(µ) iterations with O(λ) = O(µ) offspring generated are not enough to produce a strictly better individual. For this reason, we exhibit here a (slow, namely constant per O(µ) iterations) negative drift in the fitness of the best individual in the population. This negative drift translates into a long runtime via a negative drift theorem due to Hajek [Haj82] .
When µ is slightly larger, namely at least n 2/3+c for an arbitrary constant c > 0, then for all λ ≥ eµ, that is, again including settings with essentially no drift, we have a polynomial runtime of O(nλ log n), which means O(n log n) iterations. This is, the same runtime guarantee as shown for the constant (1+ ε) drift case in [DL16], but the reasons are different. Here, we have essentially a no-drift regime. Hence the number of individuals on the highest fitness level performs an unbiased random walk. Different from above, the larger population sizes implies that before this walk reaches zero, some individuals are generated on a higher level. This is not the immediate pathway to the optimum since these small sub-populations have a good chance of dying out quickly (they perform the same type of unbiased random walk, but starting close to zero). The reason why these climbers make a difference is that they stabilize the fitness level below them. We recall that such an individual, when chosen as parent, creates an equally fit offspring with probability roughly 1 e . In addition, with probability 1 e it creates an offspring on the next lower fitness level. These offspring create a positive drift in this level and hinder it from dying out after O(µ) iterations. Consequently, this lower level has ample time to create further climbers until one of them successfully take over the population.
Related Work
For reasons of space, we shall not discuss the full literature on theoretical works on population-based and non-elitist EAs. We refer to the textbooks [AD11, Jan13, NW10] for a good overview of the field. Clearly visible is that the vast majority of the works in this field considers elitist EAs, and often, the (1 + 1) EA with trivial populations, whereas non-elitism appears only in a small number of works which, e.g., discuss the influence of different selection mechanisms. So we mention only two strongly related series of works.
The very general analyses of non-elitist EAs in [Leh10, Leh11, DL16, CDEL18] give as special case the results for the (µ, λ) EA mentioned above. The downside of such a general machinery is that it gives the non-expert less understanding of how the (µ, λ) EA really solves a problem. This is particu-larly true for the general results for upper bounds [Leh11, DL16, CDEL18], which are proven via an intricate potential function argument. Consequently, our insight that in a run of the (µ, λ) EA with λ = (1 + ε)eµ, the best individual with constant probability takes over the whole population in O(log µ) iterations is not easily derived from these works.
A threshold behavior for the (1, λ) EA was observed in [JS07, NOW09, RS14] . The latest of these works [RS14] shows that for λ ≥ log e e−1 n ≈ 2.18 ln n the (1, λ) EA optimizes OneMax in an expected number of O(n log n+ λn) fitness evaluations, whereas for λ ≤ (1 − ε) log e e−1 n, the runtime is exp(Ω(n ε/2 )) with high probability.
Preliminaries and Notation

Notation
By the set of natural integers N we denote the set of non-negative integers
For any probability distribution L and random variable X, we write X ∼ L to indicate that X follows the law L. We denote the Bernoulli law of parameter p ∈ [0, 1] by Ber(p) and the binomial law with parameters m ∈ N and p ∈ [0, 1] by Bin(m, p).
An empty product (i.e. a product over an empty set) is always considered to be 1, an empty sum is always 0. The infimum of the empty set is +∞.
Problem Statement
In this work we consider the optimization of n-dimensional pseudo-Boolean functions {0, 1} n → R. In particular, we regard the OneMax function which returns the number of one-bits in its argument. We call the value OneMax(x) the fitness of x and for brevity we denote it by f (x).
We analyze the performance of the (µ, λ) EA when optimizing pseudoBoolean functions such as OneMax. The (µ, λ) EA is a non-elitist evolutionary algorithm. It starts with a population that consists of µ random vectors from {0, 1}
n . Then it repeats the following cycle until some stopping criteria is met. The algorithm chooses an individual x from the population uniformly at random and then creates its offspring by copying x and flipping each bit independently with probability 1 n . After obtaining λ offspring it chooses the µ best (in terms of fitness) of them as the next population. The pseudo-code of the (µ, λ) EA is shown in Algorithm 1. Every iteration of the outer loop is called a generation. For t ∈ N, we define P t as the parent population of the algorithm after generation t. We denote by M the mutation operator over {0, 1}
n . It takes an argument x ∈ {0, 1} n and computes M(x) by flipping independently each bit of x with a probability 1 n . For all individuals x ∈ {0, 1} n , we define the difference in fitness
Note that both M(x) and δ x are random variables. We call the runtime of an optimization algorithm the number of evaluations of the target function until this algorithm finds an optimum.
Useful Tools
Transition probabilities. We have the following two estimates for the distribution of δ x . Lemma 1. Let x be an individual of fitness f (x) = n − d. Then, for all k ≥ 1, we have
.
Stochastic domination.
For two real random variables X and Y we say that Y stochastically
for a more detailed description of this concept. In that case, we use the notation X Y . We use this notion to argue and make precise that batter parents generate better offspring. The following result is from [Wit13] .
We also use the following well-known fact.
Lemma 4. Let X and Y be two random variables over N such that X Y .
A coupling for two random variables X and Y is a pair of random variables (X,Ỹ ) defined over the same probability space such that X andX as well as Y andỸ follow the same law. The following result is well-known. 2) There exists a coupling (X,Ỹ ) such thatX ≤Ỹ .
Binomial distributions.
We exploit the following estimate for binomial distributions.
See [GM14] for a proof of this result.
Theorem 3. There exists a constant S min such that if X ∼ Bin(n, p) with np ≥ S min , then we have
We omit the proof for reasons of space 1 .
Martingales.
Recall that a martingale with respect to the filtration F is a stochastic process M such that, for all n ∈ N, we have
Then for all t ∈ N and all ∆ > 0, the probability that for some τ ∈ [1..t] we have X τ < X 0 − ∆ is at most tX 0 ∆ 2 . We omit the proof for reasons of space. Drift analysis. The application of the additive drift theorem [HY01] can be difficult because it requires the analyzed process to be non-negative. For this reason we introduce the following lemma, which is more adapted to the processes studied in this paper.
Lemma 6. Let λ ≥ eµ. Let X t and ∆ t be some random processes such that for all t ∈ N we have ∆ t ≥ ∆ min for some
. Then we have
We omit the proof for reasons of space.
3 Lower Bounds for λ ≤ (1 − ε)µe with ε = ω
In this section, we show that when λ ≤ (1 − ε)µe for some ε = ω 1 √ n , then the runtime of the (µ, λ) EA on OneMax is super-polynomial. More precisely, our analysis reproves the exponential runtime shown in [Leh10] for constant ε and it enlarges the range for which a super-polynomial runtime is proven to ε = ω 1 √ n . Theorem 4. The following two statements hold about the expected runtime of the (µ, λ) EA on the n-dimensional OneMax function.
If there exists a constant
expected runtime is exponential in n.
If there exists
such that λ ≤ (1 − ε)µe, then the expected runtime is super-polynomial in n.
To prove this result we use the lower bound version of the additive drift theorem with the potential function made precise in Definition 1. The potential of the population is the sum of the potentials of the individuals. The potential of an individual, roughly speaking, is exponential in its fitness. Due to this drastically increasing potential, we can estimate the potential of the next population via the potential of all offspring, including those who do not survive. By this, we circumvent the usually difficult analysis of the effects of selection.
Exploiting that fitness gains are rare when close to the optimum, we show that this potential has an expected increase ("drift") of at most 2λ per iteration. Again exploiting the strong growth of this potential function, we see that the potential difference of the initial population and any population containing the optimum is large, which gives the desired lower bound via the additive drift theorem.
, 1
For a population P , we define
The following key lemma estimates the drift of the potential in each generation.
To prove this result, we first compute the expected fitness of an offspring of a search point of fitness at least f 0 . The proof is omitted for reasons of space.
Theorem 5. For any individual x of fitness f (x) ≥ f 0 , we have
Since Theorem 5 applies when f (x) ≥ f 0 , we now show that the expected potential of an offspring of a search point of fitness at most f 0 − 1 is at most constant.
Lemma 8. If n is large enough, for all individuals
Now we prove Lemma 7 using Theorem 5 and Lemma 8.
Proof of Lemma 7. If U t is a random individual chosen uniformly from P t , then
LetP t+1 be the set of the λ offspring generated from P t . Since P t+1 ⊂ P t+1 , we have
We recall λ ≤ (1 − ε)µe, so that
To use the additive drift theorem we need a positive potential function that is equal to zero when the process is terminated. To define such a potential we note that if the algorithm has found the optimum x * , then g(P t ) ≥ g(x * ) = τ n−f 0 . Thanks to this property, it is sufficient to show that the expected time for the potential to reach τ n−f 0 is exponential. This leads us to define Z t , for all generation t, by
We also define T ′ := inf{t ≥ 0 | Z t = 0} and S by the common state space of all Z t . Note that if T is the expected runtime of the algorithm, we have
At this point we aim to know how Z t changes between two generations. As τ n−f 0 − g(P t ) is either negative or equal to Z t+1 , according to Lemma 7, for all t ≥ 0 and for all s ∈ S\{0}, we have
Having verified the assumptions of the additive drift theorem, it remains to compute the initial potential E[Z 0 ] via a simple Chernoff bound argument.
Lemma 9. If n is large enough, and if µ is sub-exponential in n, we have
Now we can prove the main result of this subsection.
Proof of Theorem 4. If µ is super-polynomial, the expected runtime is also super-polynomial so we can assume that µ and λ are at most polynomial.
and that f 0 = ⌈αn⌉. By the additive drift theorem and Lemma 9, we have
If ε is a constant, then the expected runtime is exponential.
In both cases the expected runtime is super-polynomial.
4 The Runtime when λ ≤ µe.
The
Irrationality of e and its Consequences on the Runtime.
In this subsection, we assume that
The purpose of this subsection is to show that, under some conditions over µ, the expected runtime of the algorithm is super-polynomial. Note that as e is irrational, µe − λ > 0. Thus, with ε = µe−λ µe
we can apply Theorem 4. Our aim is to show the following theorem as a direct consequence of Theorem 4. [ such that µ ≤ n 1 4 −c , then the expected runtime of the (µ, λ) EA on n-dimensional OneMax is super-polynomial in n.
For this purpose, we define the irrationality exponent.
Definition 2. Let x ∈ R. We say that x has an approximation of degree d > 0 if the set of integers
is infinite. The irrationality exponent of x is the least upper bound of the reals d > 0 such that x has an approximation of degree d.
A cultural fact is that the exponent of irrationality of e is known, and is given by the following theorem. . Let d = 2 + c. Note that d > 2 so, according to Theorem 7, the set defined in Definition 2 is finite. Because of condition (1), µ → ∞ when n → ∞ so if n is large enough, the couple λ, µ is not in the set. In other words
Now, by Theorem 4, the expected runtime of the (µ, λ) EA on n-dimensional OneMax is super-polynomial in n.
The Super-polynomial Runtime for Low µ.
Now, we assume that the following conditions are met.
Our goal is to show the following theorem.
Theorem 8. If the conditions (2) are met, then the expected runtime of the (µ, λ) EA on n-dimensional OneMax is super-polynomial in n.
For this purpose, we define the top level f top (t) at the generation t as the best fitness among the population. Namely, f top (t) := max{f (x), x ∈ P t }. In this subsection, X t is the number of individuals of fitness f top after the t-th generation and we write h(P t ) := X t (ln µ − ln X t + 2) .
We show that if X t is larger than some constant and if f top is high, then h has a constant drift towards 0. By the additive drift theorem, we conclude that the algorithm has a constant probability to lose its top level in O(µ) generation. After this, we use the negative drift theorem on the top level itself to conclude.
To make sure that the top level decreases when h reaches 0, we assume that no good mutation occurs during L generations in a row. To be more precise, for any L ∈ N we define N L as an event when during L consecutive generations, the following two conditions are met. We first compute the probability of N L then assume that N L is satisfied and deduce the actual drift.
Lemma 10. Assume that the conditions (2) are met. Let D = n c and L ∈ N. Then if f top ≥ n − D + 1 and if n is large enough, we have
Moreover, the bounding Pr(
does not depend on the individuals chosen as the parents during the first generation.
Proof. Assume that, at generation t, the top level is at least n − D + 1. Due to Lemma 3, we can assume that the whole population is in the two best fitness levels. Consequently, all that follows does not depend on the individuals picked as the parents during the first phase of the generation. For all individuals x ∈ P t , M flips independently each bit of x, so there is a probability of at least (1 − 1 n ) D that none of the wrong bits of x is mutated. Consequently, if we look at the first generation, there is a probability of at least (1 − 1 n ) Dλ that the condition N 1 is satisfied. By iteration we show that
Hence, by Bernoulli's inequality we have
Lemma 10 shows that N 1 is relatively likely. The following result refers to the law of X t+1 when N 1 is satisfied.
Lemma 11. Assume that the conditions (2) are met. Let s ≥ 1 and assume X t = s. If condition N 1 is met, there exists a sequence (p n ) N such that for all n, we have λp n ≤ s with λp n −→ n→+∞ s uniformly and X t+1 ∼ min{Bin(λ, p n ), µ}.
Proof. In this proof we consider that the condition N 1 is met. We divide a generation into λ independent phases, each phase consisting on the choice of an individual from P t and its mutation. Let A be the event where an individual of fitness f top is picked as a parent during the first phase and let X t+1 be the number of individuals in the top level before the selection.
Due to the condition N 1 , the set ofX t+1 individuals in the top level is exclusively made up of copies from the X t individuals in the previous generation. Consequently, if p n = (1 −
By Lemma 10, we have Pr(
, therefore
Moreover, since x ≤ ln(1 + x), by conditions (2), for all n we have λp n ≤ s. Finally, apply conditions (2) with ε = ln n √ n
. As s ≤ µ we have
Therefore λp n −→ n→+∞ s uniformly. Since X t+1 ∼ min{X t+1 , µ}, p n is the desired sequence.
The following theorem gives an interesting result about the drift.
Theorem 9. If the conditions (2) hold, there exists a constant S ∈ N and a constant β ≤ 24e e−2 such that if the condition N 1 is satisfied and if X t ≥ S,
For reasons of space we omit the proof.
Corollary 1. If the conditions (2) and N L are satisfied with L := 4βµ + 1 where β is the constant from Theorem 9 and if n is large enough, then there is a probability of at least
that the top level decreases after L generations.
Proof. In this proof, every probability and every expectancy are to be understood conditionally on N L . Let S be the constant from Theorem 9 and h ′ := h1 Xt≥S . By Theorem 9, there is a constant drift
Therefore, the additive drift theorem shows that the expected number of generations before h ′ = 0 (i.e. X t < S) is at most βE[h ′ (P 0 )] ≤ 2βµ. Consequently, by Markov's inequality there is a probability of at least 1 2 that X t drops below S after at most 4βµ generations. Because of the condition N L , we make sure that X t < S after that many generations with a probability of at least . Then, by Lemma 11 there is a probability of 
Overall, if N L holds there is a probability of at least
From Lemma 10 and Corollary 1 we deduce the following.
Corollary 2. Recall L = 4βµ + 1 where β is the constant from Theorem 9. Suppose that the conditions (2) are met and let D = n c . Then, if f top ≥ n − D + 1 and if n is large enough, the probability to lose the top level after L generations is at least
Proof. By Lemma 10 we have
Consequently, if n is large enough, Pr(N L ) ≥ . Finally we conclude by Corollary 1. Now we note Y t := min{n−f top (t), n c }. It represents the distance between the best individual and the optimum. We define φ(0) = 0 and, for all t ∈ N,
and finally, Z t := Y Φ(t) . In other words, we divide the process into phases of variable lengths so that if the top level does not increase during the L next generations, the phase length is L generations. Otherwise, the phase is stopped as soon as the top level exceeds its value at the beginning of the phase. This way, during phase t (between Z t and Z t+1 ), there can only be one generation after which the top level goes from some f 1 ≤ f top (φ(t)) to some f 2 > f top (φ(t)). Here, φ(t) is the generation when phase t begins and Z t is the value of Y at the beginning of phase t.
In order to use the negative drift theorem on Z t , let b(n) = n c and a(n) = 0. First, we have the following lemma.
Lemma 12. Suppose that the conditions (2) are met. Then, for all k ≥ 1,
Proof. Let x ∈ P φ(t) . Suppose that Z t < b(n) so that f top = f top (φ(t)) ≥ n − n c . Let r ≥ 0 such that f (x) = f top − r and let d = n − f top ≤ n c . According to Lemma 1,
Consequently, due to Bernoulli's inequality, if f top ≥ n − n c the probability to leap from any top level f ≤ f top to top level f top + k in one generation is at most
Now, due to the definition of Z, if Z t − Z t+1 = k then there is one generation in the L generations where the jump takes place, so that
Thanks to Lemma 12 we deduce that the conditions of the negative drift theorem hold.
Lemma 13. Suppose that the conditions (2) are met. Let S and β be the constants from Theorem 9, let L = 4βµ + 1 and Λ := c ln n − S − ln(40β) − 1. Then, if n is large enough
.
Proof. To ease the notation, we denote by Pr and E the conditional probability and expectation conditional on a(n) < Z t < b(n) respectively. By Lemma 12, we have
Note that
, if n is large enough, we have
Besides, by Corollary 2,
Finally,
If n is large enough,
Due to this result, we can apply the negative drift theorem and conclude.
Proof of Theorem 8. Let T (n) := inf{t ≥ 0, Z t = 0}. Note that the expected runtime of the algorithm is at least E[T (n)]. Now, let B(n) := exp Λn c 2 . According to Lemma 13 and by the negative drift theorem, we have
As Λ = Θ(ln n), the expected runtime is super-polynomial.
Polynomial Runtime on the Threshold for the Large Population Sizes
In this section we reveal a tighter threshold for the parent and offspring population sizes of the (µ, λ) EA that guarantees a polynomial runtime for the optimization of OneMax. We consider λ ≥ eµ and µ = ω(n 2 3 log 4 (n)). Such relatively large values of µ give us a high concentration of several random variables such as the number of the individuals on the top level. This concentration turns out to be enough for even small drifts to play a significant role.
In this subsection we define level i as the set of all bit strings of length n with exactly i one-bits. We denote by X t (f ) the number of individuals in P t of fitness exactly f and by Y t (f ) the number of individuals in P t that have a fitness strictly greater than f . We say that the current level is f at generation t if there exists t 0 < t such that
and for all τ ∈ [t 0 ..t] we have
. In other words, it is the lowest fitness level such that once there were at least µ 2 individuals on this level or above, and since then this number of individuals has not fallen below individuals with fitness at least f in the population (then we say that the algorithm loses a level) or (ii) there are at least µ 2 individuals with fitness more than f in the population (then we say that the algorithm gains a level ).
For brevity we define X t := X t (f ) and Y t := Y t (f ), if the current level is f . The main result of this section is the following theorem. is at most polynomial in n then the expected number of generations of the (µ, λ) EA on the OneMax function is at most O(n log(n)).
To prove Theorem 10, we split the runtime into two phases. On the first phase, the current level is at most is at most polynomial in n and n is large enough then for any t ∈ N we have Pr[
Here we omit the strict proof for reasons of space, but present only the following sketch. X t performs an unbiased random walk with steps of size O( √ X t ). For this reason the expected number of generations before
is linear in µ. However, while X t ≥ µ 4
we have a positive drift of order Θ( Once
, it is not likely to decrease by a factor more than 2 in √ µ iterations, since it preforms a random walk of the same manner as X t did. At the same time such great Y t creates an influx of individuals of fitness f that is of greater order than the steps made by X t . This is enough for X t to become at least is at most polynomial in n and µ = n 2 3 h(n) where h(n) ≥ ln 4 (n), then the expected runtime before the (µ, λ) EA either loses or gains a level is at most 8n n−f generations. The probability that this results in a level loss is at most . By Lemma 6, denoting ∆ t :=
, we have that the expected runtime before Y t ≥ X ′ is at most
. The probability that the algorithm gains a level is at least the probability that before generation τ := n 2 the algorithm has not lost a level multiplied by the probability that it has gained a level before this generation. By Lemma 15 this is at least
By Markov's inequality the probability that the algorithm does not gain a level in τ generations is at most
Therefore, the probability that the algorithm loses a level before it gains one is at most 1
Now we are ready to prove Theorem 10.
Proof (Theorem 10). If the algorithm does not lose a level, then the expected number T
′ of generations before it finds the optimum is at most the expected number of generations spent in the first phase plus the expected number of generations spent in each level of the second phase. By Lemmas 14 and 16 we have
By Lemma 16 the probability not to lose a level before reaching the optimum is not greater than (1 − 8 n ) n 3 ≥ e −3 , if n is large enough. Since we pessimistically assume that in the event of a level loss, the algorithm goes back to level zero, losing a level is equivalent to a restart of the algorithm. However, the expected number of such restarts is not greater than e 3 , so the total expected number of generations of the (µ, λ) EA on the OneMax function is O(n log(n)).
Conclusion
In this work, we have analyzed how the (µ, λ) EA optimizes the OneMax function when the population sizes are chosen close to the efficiency threshold λ ≈ eµ. This regime is interesting in that there is no clear negative drift, which strongly prevents approaching the global optimum, and in that there is no clear positive drift, which destroys the ability of comma selection to leave local optima (by creating with high probability a copy of the parent population).
Due to the technical challenges in this regime, this first analysis is not fully conclusive, and in fact, we observe that now also the absolute population size plays a role (more than just the need to be at least polynomial). Our results show in particular that close to the threshold, a polynomial runtime is still possible if the population size is not too small (but n 2/3+ε is enough). This raises the question (and hope) whether in this regime the (µ, λ) EA can overcome premature convergence when optimizing multi-modal optimization problems. Our upper bound proof suggests that in this regime the population is not quickly concentrated on the best-so-far fitness level, but is spread over more than one level. This could ease leaving such a local optimum. Since the analysis of the (µ, λ) EA on multi-modal problems is again a topic little understood, we cannot answer this question easily, but suggest this as an interesting problem for future research.
[DL16] 
A Appendix
In this auxiliary material we present some famous results that we refer to as well as the proofs of some of our statements that had to be omitted for reasons of space.
Theorem 11 (Chernoff Bounds). Let X 1 , · · · , X n be independent random variables taking values in
See [Hoe63] for the proof of these bounds.
Theorem 12 (Markov's Inequality). For any non-negative random variable X and any positive a ∈ R we have
Theorem 13 (Additive Drift Theorem). Let (Z t ) N be a sequence of a nonnegative random variables over a finite state space S which contains 0. Let T := inf{t ≥ 0 | Z t = 0}.
1. Suppose there exists a constant δ > 0 such that, for all t ∈ N and for all s ∈ S\{0},
2. Suppose there exists a constant δ > 0 such that, for all t ∈ N and for all s ∈ S\{0},
This statement of the additive drift theorem is taken from [Len18, Theorem 1] that is an adaptation of the original version from [HY01] Theorem 14 (Negative Drift Theorem). Let (Y t ) t∈N be some real random variables and n be some parameter. Let a(n), b(n) be two reals such that a(n) < b(n). Let
If there exists Λ(n) > 0 and p(n) ≥ 1 such that, for all t ≥ 0,
then, for all L(n) > 0, we have
where
This statement of the negative drift theorem is taken from [OW12] where it was adapted from the original in [Haj82].
Theorem 15 (Doob's Decomposition). For any integrable process (X n ) N , there exists a martingale (M n ) N and a predictable integrable process (A n ) N such that A 0 = M 0 = 0 and, for all n ∈ N, X n = X 0 + M n + A n . This decomposition is almost surely unique. Lemma 18 (Bernoulli's inequality). Let x ≥ −1 and m ∈ N. Then
Proof of Theorem 3. We have
By Chernoff bounds, for all δ ∈ [0, 1] we have
. We have
When D is satisfied, we can use a Taylor expansion of the logarithm.
is monotonically increasing on ] − 1, +∞[ and, if D is satisfied, we have
Due to the definition of D, the multiplication by 1 D is only cutting negative values, thus
By the Taylor-Laplace theorem with integral remainder we have R(−δ) ≥ (1−p)
, we have
Since x → ln(1 + x) is monotonically increasing, we have
This logarithm grows in np against a super-polynomial decrease in np. So, there exists a constant S min such that if np ≥ S min , we have
Proof of Lemma 5. We define the process M τ as follows. M 0 = X 0 and, for τ ≥ 0 and M τ +1 ∼ Bin λ, 
Note that M is a martingale. Consequently, for all τ ≥ 0, we have
We sum these equalities to obtain
Now as N is a martingale with
Finally, M is a martingale so
By Chebyshev's inequality,
Therefore as long as M τ ∈ {X 0 − ∆ + 1, · · · , µ} we have M τ X τ . Let τ 1 = inf{t ∈ N | M t > µ}. By Theorem 1, there exists a coupling (X,M) such that for all τ < τ 1 , we haveM τ ≤X τ . Therefore ifM τ exceeds µ we can wait untilX τ ≤ X 0 and restart the argument with t = τ 1 and τ
Proof of Lemma 6. Although the drift of X t towards X ′ is at least ∆ t , we cannot apply the additive drift theorem from the box, since this drift partially comes from the fact that X t is surely larger than X ′ . To overcome this problem we define the potential function Φ(X) for all X ∈ N as follows.
To ease the notation we introduce another random processX t ∼ Bin(λ,
Xt+∆t eµ
).
Hence, we estimate the expected difference in the potential function after one step of the process as follows.
, then by Chernoff bounds we have
Since by the lemma conditions we have X ′ ≥ 18 ln
. Hence we obtain ). Hence, the drift of the potential function is at least
. Finally, applying the additive drift theorem (Theorem 13) we have
Proof of Theorem 5. Let x be an individual such that f (x) ≥ f 0 and d = n − f (x). We argue that Finally, we obtain E[g(Mx)] = E g(Mx)1 (δx>0) + E g(Mx)1 (δx<0)
+ E g(Mx)1 (δx=0) ≤ 1 e (1 + ε)g(x).
Proof of Theorem 9. Assume that X t = s for some s ∈ N. Let (p n . Consequently, if s ≥ S, due to the choice of ε we have E[h(P t ) − h(P t+1 ) | P t ] ≥ e − 2 24e .
Proof of Lemma 14. Let the current level be f ≤ n 3 at generation t = 0. Then we have X 0 ≥ unsuccessful. After a totally unsuccessful cycle we pessimistically assume that the algorithm loses a level. We aim to show that the event of a level loss is not likely to happen for long enough.
Each cycle is split into two phases. Consider some cycle that starts at generation τ 0 . To shorten the notation assume that τ 0 = 0, however it does not mean that we regard only the first cycle. The first phase of the cycle terminates after τ 1 generations, that is, at the first generation such that either X τ 1 < X 0 − ∆ µ or Y τ 1 ≥ µ 0 , where µ 0 := n 1 3 h(n). If at the end of the first phase we have X τ 1 < X 0 −∆ µ then the cycle is terminated and we consider it as either unsuccessful or totally unsuccessful if X τ 1 < X 0 − 2∆ µ . Otherwise, the cycle enters the second phase, which starts with at least µ 0 individuals of fitness greater than f .
The second phase (and the cycle as well) ends after τ 2 more generations, where τ 2 is the first integer such that X τ 1 +τ 2 ≥ p tu ≤ exp(−n 2 3 h 1 2 (n)) + exp(− h(n) 9 )
