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В работе представлен подход к решению задачи инвариантности крите­
рия принятия решений в задачах распознавания образов к особенностям 
предметной области объекта исследования. Принятие решений по классиче­
скому критерию среднего риска позволяет найти порог разделения классов 
минимизируя общую вероятность ошибки. Однако в ряде предметных обла­
стей ошибки первого и второго рода вносят существенно различный вклад в 
ожидаемый ущерб от их реализации. Предложена нейросетевая технология 
принятия решений по величине предотвращенного ущерба на основе выбора 
порога разделения классов в пространстве их информативных признаков с 
учетом дифференциации потерь от ошибок первого и второго рода. Представ­
лена методика и алгоритмы построения разделяющей поверхности классов, 
обеспечивающие не критичность критериев качества к особенностям предмет­
ной области.
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В в е д е н и е .
Р а з д е л е н и е  о ш и б о ч н ы х  р е ш е н и й  н а  о ш и б к и  п е р в о г о  и в т о р о го  р о д а  в ы з в а н о  т ем , 
ч т о  п о с л е д с т в и я  о т  р а з н о г о  р о д а  о ш и б о ч н ы х  р е ш е н и й  п р и н ц и п и а л ь н о  р а з л и ч а ю т с я  в ч а ­
сти  т о го , ч то  у п у щ е н н ы й  в ы и г р ы ш  о к а з ы в а е т  м е н ь ш е е  в л и я н и е  н а  си т у а ц и ю , ч е м  р е а л и ­
з о в а н н ы й  п р о и г р ы ш  и н а о б о р о т  [1]. Т а к о в ы  о с о б е н н о с т и  с о в р е м е н н ы х  п р о и з в о д с т в е н ­
н ы х , к о м м е р ч е с к и х , ф и н а н с о в ы х  и н ф р а с т р у к т у р  р а з л и ч н о го  п р е д н а з н а ч е н и я  (э к о н о м и ­
ка, э к о л о г и я , м е д и ц и н а , о б о р о н а  и д р .). Н а п р и м е р , д л я  б и р ж е в о г о  б р о к е р а  п о с л е д с т в и я  
т о го , ч т о  а к ц и и  н е  б ы л и  к у п л е н ы , к о г д а  и х  с л е д о в а л о  п о к у п а т ь , о т л и ч а ю т с я  о т  п о с л е д ­
с т в и й  си т у а ц и и , к о гд а  а к ц и и  б ы л и  к у п л е н ы , н о  п о к у п а т ь  и х  н е  с л е д о в а л о  [2 ]. П е р в а я  с и ­
т у а ц и я  м о ж е т  о з н а ч а т ь  у п у щ е н н у ю  в ы го д у , в т о р а я  —  п р я м ы е  п о т е р и  в п л о т ь  д о  р а з о р е н и я  
б р о к е р а . А н а л о г и ч н о  д л я  в р а ч а  о т к а з  о т  л е ч е н и я  п р и  о ш и б к е  в д и а г н о з е  о т л и ч а е т с я  по 
п о с л е д с т в и я м  о т  н а з н а ч е н и я  н е а д е к в а т н о г о  л е ч е н и я . П о д о б н ы е  п р и м е р ы  м о ж н о  п р о д о л ­
ж и т ь . В м е с т е  с  те м , к л а с с и ф и к а ц и я  о ш и б о к  п е р в о го  и в т о р о го  р о д а  п р и  п р и н я т и и  р е ш е ­
н и й  н е  п о з в о л я е т  н а п р я м у ю  о ц е н и т ь  в о з м о ж н ы е  м а т е р и а л ь н ы е  п о т е р и , е сл и  н е  у ч е с т ь  
о с о б е н н о с т и  и с с л е д у е м о й  п р е д м е т н о й  о б л а ст и . П р и  э т о м  с л е д у е т  у ч е с т ь  в о з м о ж н о с т ь  
п р о г р а м м н о й  и и н с т р у м е н т а л ь н о й  р е а л и з а ц и и  а л г о р и т м о в  п р и н я т и я  р е ш е н и й  в р е ж и м е  
р е а л ь н о г о  в р е м е н и  [3 ,4 ,5 ,6 ], ч т о  н е  п о з в о л и т  о б е с ц е н и т ь  п о л у ч е н н ы й  р е з у л ь т а т  в у с л о в и ­
я х  в ы с о к о й  д и н а м и к и  и с с л е д у е м ы х  о б ъ е к т о в  и п р о ц е с с о в . Т а к и м  о б р а з о м , н е с м о т р я  н а  то , 
ч т о  с о в р е м е н н ы е  м е т о д ы  и м о д е л и  п р и н я т и я  о п т и м а л ь н ы х  р е ш е н и й  о т л и ч а ю т с я  у н и в е р ­
с а л ь н о с т ь ю , и х  п р о д у к т и в н о е  п р и м е н е н и е  з а в и с и т  о т  ст е п е н и  у ч е т а  с п е ц и ф и к и  о с о б е н н о ­
сти  и с с л е д у е м о го  о б ъ ек та .
П о с т а н о в к а  з а д а ч и
О п р е д е л и м с я  с  о ш и б к а м и , к о т о р ы е  с л е д у е т  у ч е с т ь . Э т о  с т а т и с т и ч е с к и е  о ш и б к и  
п е р в о го  и в т о р о го  р о д а . О ш и б к а  п е р в о го  р о д а  з а к л ю ч а е т с я  в т о м , ч т о  о т в е р г а ю т  н у л е в у ю  
г и п о т е з у , в то  в р е м я  к а к  в д е й с т в и т е л ь н о с т и  э та  г и п о т е з а  в е р н а . О ш и б к а  в т о р о го  р о д а  с о ­
с т о и т  в т о м , ч т о  п р и н и м а ю т  н у л е в у ю  ги п о т е з у , в то  в р е м я  к а к  в д е й с т в и т е л ь н о с т и  э т а  г и ­
п о т е з а  н е в е р н а . В н а ш е м  с л у ч а е  ф о р м а л и з у е м  з а д а ч у  в в и д е  в е р о я т н о с т ь  о ш и б к и  п е р в о го  
р о д а , к о гд а  н у л е в а я  г и п о т е з а  о т в е р г а е т с я , х о т я  н а  с а м о м  д е л е  о н а  вер н а:
а  = P {T  е П а \ И 0\ (1)
гд е  T  -  ф у н к ц и я  о т  р е п р е з е н т а т и в н о й  в ы б о р к и  (и л и  с а м а  в ы б о р к а );
{Qa } -  необходима критическая область значений выборки с заданным уровнем значимо­
сти;
{а }- критическая область значений выборки с заданным уровнем значимости (или мак­
симально допустимой ошибкой первого рода);
{И  о } -  основная (или нулевая) гипотеза, которая исследуется.
Будем считать, что наша статистика T  принимает числовые значения (простран­
ство признаков (xi, Х2, Xn)) и через них связана с критической областью соотношением
вероятностно-статистических методов принятия решений, статистические критерии, как 
правило, основаны на статистиках U, принимающих числовые значения, и критические 
области имеют вид:
^а={(Х .Х2 )> c}, (2)
где с  -  совокупность некоторых чисел;
{и0} -  основная (или нулевая) гипотеза, которая исследуется;
(x,,x2 xn) -  пространство признаков.
Вероятность ошибки второго рода, когда нулевая гипотеза принимается, хотя на самом 
деле она не верна, представлена в виде:
р  = P {T  Ш а \ И ,  } (3 )
где T  -  функция от репрезентативной выборки (или сама выборка);
{оа} -  необходима критическая область значений выборки с заданным уровнем значимо­
сти;
{Н} -  гипотеза альтернативная основной гипотезе.
В пространстве значений статистики T  выделяют критическую область Qa , т.е. об­
ласть со следующим свойством: если значения применяемой статистики принадлежат 
данной области, то отклоняют нулевую гипотезу, в противном случае -  принимают.
Задача процесса моделирования принятия решения с учетом предметных рисков 
формализуется выражением:
U og =  ф[ ( а , P I X п о р ) • A jm  J (4 )
при условии, что а = P{T е Qa \И0} P = P{T £ Qa \Н} 
где х пор -  порог раздела признаковых пространств классов;
Ajm е шпт, где M nm -  матрица потерь.
Поиск функционала ф (4) как совокупности экспертных, математических, алго­
ритмических и программных процедур составляет суть задачи исследования.
Р е ш е н и е  з а д а ч и
В основу решения стоящей задачи положена нейросетевая технология принятия 
решений по величине предотвращенного ущерба на основе выбора порога разделения
классов в пространстве их информативных признаков с учетом дифференциации потерь
от ошибок первого и второго рода. Рассмотрим методику и алгоритмы построения разде­
ляющей поверхности классов, обеспечивающие не критичность критериев качества к осо­
бенностям предметной области. Экспертная составляющая в решении поставленной за­
дачи направлена на построение матрицы потерь (рис.1). Весовой коэффициент стоящий 
на пересечении n-го столбца и m-й строки есть цена соответствующих ошибок распозна­
вания состояний объекта.
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m /n К 1 К 2 К з
К 1 А ц А 12 А 13
К 2 А 21 А 22 А 23
К 3 А 31 А 32 А 33
Рис. 1. М атрица потерь
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Так как изначально установлено, что предметные риски от ошибок первого и вто­
рого рода различны согласно особенностям предметной области, то необходимо рассчи­
тывать и вероятности появления этих ошибок, что позволяет оценивать их последствия, 
выраженные в терминах и количественных шкалах физических потерь. При этом порог 
принятия решения играет ключевую роль и в простом случае должен быть связан с точ­
кой (или областью), которая делит величину ущерба пополам. Очевидно, что при этом 
будут отражены особенности предметной области, которые учтены в элементах матрицы 
потерь (рис.1). Выбор порога для разделения пространства признаков разных классов 
требует пояснений (рис.2). На рисунке качественно показан случай, когда при пороговом 
значении х 1пор плотности распределения признаков равны (т.3), а уровни ожидаемых
ущербов (а, b) не совпадают (т.1,2). Нужна методика расчетов и алгоритм получения те­
кущей оценки ущербов с поиском порога принятия решения в точке (некоторой окрест­
ности) их равенства.
Чтобы определить порог разделения классов в точке равенства ущербов от ошибок 
первого и второго рода, следует разработать алгоритм, позволяющий в динамике оцени­
вать вероятности ошибок первого и второго рода, рассчитывать весовые коэффициенты 
потерь при достоверных событиях (гипотезах) и 0 и Hv
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При этом интервал интегрирования должен изменяться, чтобы можно было варь­
ировать абсолютной величиной вероятности ошибок. Тогда весовые коэффициенты по­
терь будут реализованы с вероятностями соответствующих ошибок. Следовательно, про­
изведение максимально возможных потерь на вероятность появления этих потерь позво­
ляет количественно оценить ожидаемый материальный ущерб. А  возможность изменения 
порога (одного из пределов интегрирования) в пространстве значений признаков, долж­
на позволить подобрать такой порог, при котором ущербы от ошибок сравняются или бу­
дут отличаться в допустимых пределах.
Расчет осуществляется по известным соотношениям[1], с особенностями выбора 
интервалов интегрирования (рис.2):
1. Ошибка 1-го рода для интервала А  -  В:
Г M
Ща-ь = f/  (х) d x р ■ х  -  соответственно для непрерывных и дискретных случайных вели-
s. «
чин
2. Ошибка 2-го рода для интервала о -  А:
S1 N
W 20-  =  j / 2( X ) d X  = £ Р . • X t
0 i=1
3. Ошибка 1-го рода для интервала В -  С:
ад И
Щ  b-с =  {  / 2  (X )dX  = £  Р. • X t
82 i = 1
4. Ошибка 2-го рода для интервала о -  В:
82 S
Щ 2 0 -ь  = j / з ( X ) d X  = £ P i • X i
0 i=1
Здесь индексы M, N, H, S -  размерность выборок измеренных случайных величин, 
попавших в соответствующий интервал (о-А, о-В, А-В, В-С).
Величины ожидаемых ущербов для различных ошибок по определению не равно­
ценны, поэтому схематично показываем их уровнями (а) и (b) над соответствующими 
распределениями. В реальной ситуации прогнозируемый ущерб в точке, например, поро­
га X , будет определяться произведением вероятности ошибки на соответствующий
максимальный ущерб от реализованной на практике ошибки.
С вероятностью ошибки второго рода p{u  \и,} связана вероятность правильного
распознавания ситуации, которая в данном контексте именуется как мощность критерия, 
обычно представленная в виде:
p {u  \ д } = 1 - p { u  \ д } ,  (5)
где U -  консолидированный ущерб от (J J ); 
и* -  ущерб от допущенных ошибок 1 рода;
U  -  ущерб от допущенных ошибок 2 рода.
Задача оценки плотности вероятности по данным относится к области байесовой 
статистики, которая дает возможность оценивать плотность вероятности распределений 
параметров модели по имеющимся данным. Для того чтобы минимизировать ошибку, 
выбирается модель с такими параметрами, при которых вероятности правильной оценки 
класса (2) будет наибольшей.
Реализуем процедуру классификации уровней всех состояний исследуемого объек­
та на основе известного статистического правила проверки гипотез [1].
По обучающей последовательности /выборке/ апостериорных данных следует 
определить вид плотности распределения значений признаков рабочего словаря. Данные 
для этого, наряду с текущими, взяты из предыстории контроля исследуемого процесса 
(объекта). В этих условиях не представляет труда по эмпирическим данным построить 
соответствующие распределения признаков в классах /(xux2,..., xw).
Пусть алфавит классов обозначен как wt,i = 1,2,..., т; априорная вероятность суще­
ствования классов -  р(щ). Рабочий словарь признаков обозначим как 
X = (xl,x2,..,xN); условную плотность вероятности появления i-го класса после оценки век­
тора aN - р[ — |, aw = (xk,x2ii,...,xNi) -  апостериорные значения признаков. Тогда апостериор­
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ная вероятность отнесения объекта (состояния процесса) к i-му классу равна:
J  ЩЛ  Р (Щ )• -fi ,"., xN 0 ) (6)
a  1 ! Р(Щ У /i k  ^  , ..,X „ )
i=1
Решающее правило классификации выглядит: щ е Щ, где Щ -  объект, отнесенный
к i-му объекту или состоянию предмета исследования, если р| —  | = maxP\ —  I, r = 1,2,..., r,..., i .
I aN J I aN J
От этой вероятности переход к вероятностям ошибкам простой: p { u  e 'V \ H  } = 1 - p { u  й ^ \ Н  } 
или p {u  \H  }=1 -  p J  \ H }.
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Достоверность результатов анализа оценивается суммой возможных ошибочных 
выводов, которые зависят от этих величин и однозначно влияют на ожидаемый ущерб, 
который может допустить созданная система поддержки принятия решений.
Предлагаемый подход к задаче состоит в том, чтобы построить оценку для плотно­
сти вероятности по имеющимся обучающим примерам. Следует учесть, что простой вы­
бор порога разделения классов при равенстве ожидаемых ущербов, может быть дополнен 
более строгим построением разделяющей классы поверхности. Это зависит от особенно­
стей предметной области. При этом используются два порога: порог принятия и порог 
отвержения гипотезы. А  промежуток между ними -  область неопределенности. При 
наличии времени неопределенность в этой области может быть преодолена использова­
нием дополнительных информативных признаков, увеличением размерности обучающей 
выборки, увеличением времени анализа и др. В случае отсутствия такой возможности 
решение принимается исходя из простого критерия.
Инструментальная реализация оценки ожидаемого ущерба успешно выполняется 
в формате пакета технического анализа данных STATISTICA [5]. Нейронная сеть обучена 
с таким расчетом, чтобы выходные значения были оценками вероятностей (3). Модуль 
STATISTICA Neural Network настраиваем так, чтобы учитывать матрицу потерь Mnm, кото­
рая представляет собой квадратную матрицу, коэффициентами которой являются отно­
сительные цены различных ошибок классификации. Она составляется экспертным спо­
собом предварительно и алгоритмически умножается на вектор оцененных вероятностей. 
В результате получается вектор оценок ожидаемого ущерба, элементами которого являет­
ся результат умножения вероятности ошибок на соответствующие весовые коэффициен­
ты матрицы м пт. Матрица потерь строится с помощью линейной сети, имеющей такое же 
число элементов во входном и выходном слоях, как у  исходной сети в выходном слое. 
Сеть для матрицы потерь должна иметь числовые входные переменные и одну номи­
нальную выходную переменную, соответствующую выходу сети, к которой добавляется 
матрица потерь[5].
При этом массив измерений достигает числа:
N  K  H
M = Z Z Z  X jh , (7)
г=1 j =1 h =1
где X -  элемент полного вектора измерений;
N -  количество видов деятельности; 
к  -  число реализаций;
и  -  количество информативно-временных интервалов.
Таким образом, интеллектуальная система поддержки решений на основе учета 
особенностей ошибок в данных условиях обеспечивает:
-  формирование вектора информативных признаков при описании классов со­
стояния на языке пространства информативных признаков с наилучшими дифференци­
рующими свойствами;
-  формирование матрицы потерь с обоснованием выбора её элементов;
-  расчет вероятностей ошибок первого и второго рода;
-  выбор порога (порогов) разделения классов в пространстве информативных 
признаков с учетом особенностей предметной области;
-  синтез оптимального классификатора в рамках реальных ограничений;
-  оценку качества распознающей системы с точки зрения мощности решающего 
правила по величине предотвращенного ущерба;
-  продуктивный набор обученных моделей удобный для реализации в практиче­
ских задачах.
В ы в о д ы
1. Разработанный методический, алгоритмический и программный аппарат поз­
воляет инструментально оценить предметные риски при поддержке принятия решений и 
учесть их лицом, принимающим решения.
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2. Инвариантность процесса синтеза моделей к особенностям предметной обла­
сти обеспечивается учетом этих особенностей величинами значений элементов матрицы 
потерь.
3. Функционально предлагаемая технология реализована как программный блок 
анализа данных для принятия решений по величине предотвращенного ущерба на основе 
выбора порогов разделения классов в пространстве их информативных признаков с уче­
том дифференциации потерь от ошибок первого и второго рода. Синтезированные 
нейросетевые модели показали адекватность реакции на тестовых выборках, что позво­
ляет признать практическую пользу данного подхода к использованию интеллектуальных 
технологий в построении систем поддержки принятия решений.
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In work is represented the approach to the solution of an invariance prob­
lem of decision-making criterion in recognition images problems to domain sub­
ject features of research object. The decision-making by classical criterion of av­
erage risk allows to find a division threshold of classes minimizing the general 
mistake probability. However in a number of subject domains of an error of the 
first and second sort make significantly various contributions to the expected 
damage from their realization. It is offered the neural network technology of 
decision-making in size of the prevented damage on the basis of a choice of a 
threshold of division of classes in space of their informative signs taking into 
account differentiation of losses from errors of the first and second sort. It is 
presented the technique and algorithms of creation of the dividing surface of 
classes providing not criticality of criteria of quality to features of subject do-
Keywords: the prevented damage, statistical errors, hypotheses (rejection) 
threshold, critical area, classifier, neural network, loss matrix, risks.
