Summary. Hamiltonian Monte Carlo (HMC) is a powerful sampling algorithm employed by several probabilistic programming languages. Its fully automatic implementations have made HMC a standard tool for applied Bayesian modeling. While its performance is often superior to alternatives under a wide range of models, one prominent weakness of HMC is its inability to handle discrete parameters. In this article, we present discontinuous HMC, an extension that can efficiently explore discrete spaces involving ordinal parameters as well as target distributions with discontinuous densities. The proposed algorithm is based on two key ideas: embedding of discrete parameters into a continuous space and simulation of Hamiltonian dynamics on a piecewise smooth density function. The latter idea has been explored under special cases in the literature, but the extensions introduced here are critical in turning the idea into a general and practical sampling algorithm. When properly-tuned, discontinuous HMC is guaranteed to outperform a Metropolis-within-Gibbs algorithm as the two algorithms coincide under a specific (and sub-optimal) implementation of discontinuous HMC. It is additionally shown that the dynamics underlying discontinuous HMC have a remarkable similarity to a zig-zag process, a continuous-time Markov process behind a state-of-the-art non-reversible rejection-free sampler. We apply our algorithm to challenging posterior inference problems to demonstrate its wide applicability and competitive performance.
Introduction
Markov chain Monte Carlo (MCMC) is routinely used for Bayesian inference to generate samples from posterior distributions. While specialized MCMC algorithms exist for restricted model classes, most generic MCMC algorithms -adaptable to a broad range of posterior distributions -are often highly inefficient and scale poorly in the number of parameters. Originally proposed by Duane et al. (1987) and more recently popularized in the statistics community through the works of Neal (1996 Neal ( , 2010 , Hamiltonian Monte Carlo (HMC) promises a better scalability (Neal, 2010; Beskos et al., 2013) and has enjoyed wide-ranging successes as one of the most reliable approaches in general settings (Gelman et al., 2013; Kruschke, 2014; Monnahan et al., 2016) . Probabilistic programming languages Stan and PyMC rely on HMC and its variants to carry out posterior inferences automatically and have made HMC a standard tool for applied Bayesian modeling (Stan Development Team, 2016; Salvatier et al., 2016) .
Often quoted as the main limitation of HMC is its lack of support for discrete parameters (Gelman et al., 2015; Monnahan et al., 2016) . Inference problems involving discrete parameters come up in a wide range of fields, including ecology, social science, system reliability, and epidemiology (Berger et al., 2012; Schwarz and Seber, 1999; Warren and Warren, 2013; Basu and Ebrahimi, 2001; Parkin and Bray, 2009) . The difficulty in extending HMC to a discrete parameter space stems from the fact that the construction of HMC proposals relies on a numerical solution of a differential equation. The use of a surrogate continuous target distribution may be possible in some special cases (Zhang et al., 2012) , but approximating a discrete parameter of a likelihood by a continuous one is difficult in general (Berger et al., 2012) .
This article presents discontinuous HMC (DHMC), an extension that can efficiently explore discrete spaces involving ordinal discrete parameters as well as continuous ones. More generally, the algorithm is well-suited whenever the discrete space has a natural ordering in a sense that two neighboring parameters imply similar log-likelihoods (see Section 2.1 for further explanation). DHMC can also handle discontinuous posterior densities, which for example arise from models with structural change points (Chib, 1998; Wagner et al., 2002) , latent thresholds (Neelon and Dunson, 2004; Nakajima and West, 2013) , and pseudo-likelihoods (Bissiri et al., 2016) . DHMC retains the generality that makes HMC suitable for automatic posterior inference as in Stan and PyMC. For any given target distribution, each iteration of DHMC only requires evaluations of the density and of the following quantities:
(a) full conditional densities of discrete parameters (up to normalizing constants) (b) either the gradient of the log density with respect to continuous parameters or their individual full conditional densities (up to normalizing constants)
Evaluations of full conditionals can be done algorithmically and efficiently through directed acyclic graph frameworks, taking advantage of conditional independence structures (Lunn et al., 2009) . Algorithmic evaluation of the gradient is also efficient (Griewank and Walther, 2008) and its implementations are widely available as open-source modules (Carpenter et al., 2015) . In our framework, the discrete parameters of a model are first embedded into a continuous space, inducing parameters with piecewise constant densities. The key theoretical insight is that Hamiltonian dynamics with a discontinuous potential energy can be integrated analytically near its discontinuity in a way that exactly preserves the total energy. This fact was realized by Pakman and Paninski (2013) and used to sample from binary distributions through embedding them into a continuous space. Afshar and Domke (2015) explored, to a limited extent, applying the same idea in extending HMC more generally. These algorithms are instances of event-driven Monte Carlo in the computational physics literature, dating back to Alder and Wainwright (1959) .
Another recent development in extending HMC to a more complex parameter space is Dinh et al. (2017) . Though related, their work and ours have little overlap in terms of the main contributions. Their work is more of a proof of concept to demonstrate how HMC could be extended to a parameter space involving trees. We instead focus on the issue of discrete parameters and develop techniques not only of theoretical interests but also of immediate utility, demonstrating concrete and significant improvements over existing approaches.
Several novel techniques are introduced to turn the basic idea of event-driven HMC into a general and practical sampling algorithm for discrete parameters and, more generally, target distributions with discontinuous densities. We propose a product Laplace distribution for the momentum variable as a more effective alternative to the usual Gaussian distribution in dealing with discontinuous target distributions. We develop an efficient integrator of Hamiltonian dynamics based on a Laplace momentum by splitting the differential operator into its coordinate-wise components. This integrator exactly preserves the Hamiltonian and leads to a type of rejection-free Markovian transitions (Peters and de With, 2012) . When applying only one step of the proposed integrator, DHMC coincides with a Metropolis-within-Gibbs sampler. This fact guarantees the theoretical superiority of properly tuned DHMC. DHMC indeed outperforms a Metropolis-within-Gibbs in practice because DHMC can take advantage of the momentum information and induce large transition moves by taking multiple integration steps.
The rest of the paper is organized as follows. We start Section 2 by describing our strategy for embedding discrete parameters into a continuous space in such a way that the resulting distribution can be explored efficiently by DHMC. We then develop a general technique for handling discontinuous target densities within the HMC framework based on the idea of event-driven Monte Carlo. In Section 3, we discuss the shortcomings of a Gaussian momentum in extending HMC to discontinuous targets and propose a Laplace momentum as a more effective alternative. Section 4 examines theoretical properties of DHMC with a Laplace momentum and establishes its connections to Metropolis-within-Gibbs and a zig-zag sampler. Section 5 presents simulation results with real data examples to demonstrate that DHMC outperforms alternative approaches. Well-documented codes to reproduce the simulation results are available at https://github.com/aki-nishimura/discontinuous-hmc. the evolution of the state (θ, p) is governed by Hamilton's equations: dθ dt = ∇ p K(p), dp dt = −∇ θ U (θ) = ∇ θ log π Θ (θ).
Though the differential equation (1) makes no sense when θ is discrete, this section shows how to extend the HMC framework to accommodate discrete parameters.
Embedding discrete parameters into a continuous space
Let N denote a discrete parameter with prior distribution π N (·) and assume for now that N takes positive integer values {1, 2, 3, . . .}. For example, the inference goal may be estimation of the population size N given the observation y | q, N ∼ Binom(q, N ) and the objective prior π N (N ) ∝ N −1 (Berger et al., 2012) . We embed N into a continuous space by introducing a latent parameter N whose relationship with N is defined to be N = n if and only if N ∈ (a n , a n+1 ]
for an increasing sequence of real numbers 0 = a 1 ≤ a 2 ≤ a 3 ≤ . . .. To match the prior distribution of N , the corresponding (piecewise constant) prior density of N is given by
where the Jacobian-like factor (a n+1 − a n ) −1 adjusts for embedding into non-uniform intervals.
Although the choice a n = n for all n is an obvious one, a non-uniform embedding is useful in effectively carrying out a parameter transformation of N . For example, a log-transform embedding a n = log n substantially improves the mixing of DHMC when the target distribution is a heavy-tailed function of N and/or log N has weaker correlations with the rest of the parameters. Similar parameter transformations for continuous parameters are common techniques when using the standard HMC and are also applicable to DHMC. For more on the relationship between the target distribution structure and the mixing rate of HMC as well as techniques to improve the mixing, see Stan Development Team (2016); Betancourt (2017); Livingstone et al. (2016) .
While this embedding strategy can be applied whether or not the values of a discrete variable have some natural ordering, embedding the discrete values in an arbitrary order likely induces a continuous distribution with multiple modes. DHMC can be applied regardless of the embedding order, but its mixing rate generally suffers from multi-modality for the same reason as HMC's does (Neal, 2010; Nishimura and Dunson, 2016a) . Despite the few existing techniques (Neal, 2010; Lan et al., 2014; Nishimura and Dunson, 2016a) , it remains a challenging problem to accelerate mixing of HMC and its variants on multi-modal target distributions and it is beyond the scope of this paper to address this issue within the DHMC context.
How HMC fails on discontinuous target densities
We first introduce terminology from numerical analysis, useful in our discussion of HMC and DHMC. An integrator is an algorithm that numerically approximates an evolution of the exact solution to a differential equation. HMC variants typically require reversible and volume-preserving integrators. ‡ See Neal (2010) and Betancourt (2017) for more on reversible and volume-preserving integrators and their relation to HMC.
HMC is a class of Metropolis algorithms (Metropolis et al., 1953) whose proposal distributions (θ, p) → (θ * , p * ) are generated as follows:
(a) Sample the momentum from its marginal distribution p ∼ π P (·).
(b) Using a reversible and volume-preserving integrator, approximate the solution (θ(t), p(t)) t≥0 of the differential equation (1) with the initial condition (θ(0), p(0)) = (θ, p). Use the approximate solution (θ * , p * ) ≈ (θ(τ ), p(τ )) for some τ > 0 as a proposal.
The proposal (θ * , p * ) then is accepted with the usual acceptance probability
where H(θ, p) = − log π(θ, p) denotes the Hamiltonian as before. With an accurate integrator, the acceptance probability of (θ * , p * ) can be close to 1 because of the conservation of energy property of Hamiltonian dynamics: H(θ(t), p(t)) = H(θ(0), p(0)) for all t ≥ 0 for the exact solution. The standard integrator for HMC is the leapfrog scheme in which the evolution (θ(t), p(t)) → (θ(t + ), p(t + )) is approximated by the following successive update equations:
When π Θ (·) is smooth, approximating the evolution (θ(0),
. When π Θ (·) has a discontinuity, however, the leapfrog updates (5) completely fail to account for the instantaneous change in π Θ (·) and in general incur an error of order O(1). The standard HMC implementation therefore comes with no guarantee of a decent acceptance rate when the parameter of interest θ has a discontinuous density.
2.3. Event-driven approach at discontinuity Typical integrators, including the leap-frog scheme, are designed for differential equations with smooth time derivatives. If the discontinuity boundaries of its potential energy can be detected, however, Hamiltonian dynamics can be integrated so as to account for the instantaneous change in π Θ (·). We now describe how to make sense of Hamiltonian dynamics corresponding to a discontinuous potential energy U (θ) = − log π Θ (θ) whose discontinuity set forms a piecewise smooth manifold. ‡More general frameworks exist; see Fang et al. (2014) ; Nishimura and Dunson (2016b) .
While a discontinuous function does not have a derivative in a classical sense, the gradient ∇U (θ) can be defined through a notion of distributional derivatives and the corresponding Hamilton's equations (1) can be interpreted as a measure-valued differential inclusion (Stewart, 2000) . A solution of a (measure-valued) differential inclusion problem is in general not unique unlike that of a smooth ordinary differential equation. To find the solution that preserves the critical properties of Hamiltonian dynamics, therefore we rely on a so-called selection principle (Ambrosio, 2008) and construct a solution with desirable properties as follows.
Define a sequence of smooth approximations U δ (θ) of U (θ) for δ > 0 through the convolution U δ = U * φ δ with φ δ (θ) = δ −d φ(δ −1 θ) for a compactly supported smooth function φ ≥ 0 such that φ = 1. Here the integer d denotes the dimension of θ. Now let (θ δ (t), p δ (t)) be the solution of Hamilton's equations with the potential energy U δ . It can then be shown that the pointwise limit (θ(t), p(t)) = lim δ→0 (θ δ (t), p δ (t)) exists for almost every initial condition and we define the dynamics corresponding to U (θ) as this limit. This construction in particular provides a rigorous mathematical foundation for the special cases of discontinuous Hamiltonian dynamics derived by Pakman and Paninski (2013) and Afshar and Domke (2015) through physical intuitions.
The behavior of the limiting dynamics near the discontinuity is deduced as follows. Suppose that the trajectory (θ(t), p(t)) hits the discontinuity at an event time t e and let t − e and t + e denote infinitesimal moments before and after that. Since the discontinuity set of U (θ) was assumed to be piecewise smooth, at a discontinuity point θ we have lim
where ν(θ) denotes a unit vector orthonormal to the discontinuity boundary pointing in the direction of higher potential energy. § The relations (6) and dp δ /dt = −∇ θ U δ imply that the only change in p(t) upon encountering the discontinuity occurs in the direction of ν e = ν(θ(t e )) i.e.
for some γ > 0. There are two possible types of change in p depending on the potential energy difference ∆U e at the discontinuity, which we formally define as
When the momentum does not provide enough kinetic energy to overcome the potential energy increase ∆U e , the trajectory bounces back against the plane orthogonal to ν e . Otherwise, the trajectory moves through the discontinuity by transferring kinetic energy to potential energy. Either way, the magnitude of an instantaneous change γ can be determined via the energy conservation law:
) §More precisely, the statement holds provided that θ does not belong to an intersection of multiple discontinuity boundaries and has a well-defined orthonormal vector at θ.
Figure 1 -which is explained in more details in Section 3 -provides a visual illustration of the trajectory behavior at a discontinuity. Pakman and Paninski (2013) and Afshar and Domke (2015) propose an eventdriven integrator for a discontinuous Hamiltonian dynamics with a Gaussian momentum K(p) = p 2 /2. The implementation of this integrator within our context is described in the supplement Section S1. In Section 3, we describe a major shortcoming of approaches based on a Gaussian momentum and develop a novel event-driven integrator based an alternative momentum distribution.
Discontinuous HMC with Laplace momentum

Issue with Gaussian momentum
Most of the existing variations of HMC assume a (conditionally) Gaussian distribution on the momentum variable. It is a natural choice in the original molecular dynamics applications (Duane et al., 1987) and is arguably the most intuitive in terms of the underlying physics (Neal, 2010; Nishimura and Dunson, 2016a) . Correspondingly, the existing event-driven HMC algorithms use a Gaussian momentum (Pakman and Paninski, 2013; Afshar and Domke, 2015) .
For sampling discrete parameters, however, discontinuous Hamiltonian dynamics based on a Gaussian momentum have a serious shortcoming. In order to approximate the dynamics accurately, an integrator must detect every single discontinuity encountered by a trajectory and then compute the potential energy difference each time (the supplement Section S1). To see why this is a serious problem, consider a discrete parameter N ∈ Z + with a substantial posterior uncertainty, say Var(N | data) ≈ 1000 2 . We can then expect that a Metropolis move such as N → N + 1000 would be accepted with a moderate probability, which costs us a single likelihood evaluation. On the other hand, if we were to sample a continuously embedded counter part N of N using DHMC with the Gaussian momentum based integrator of Algorithm 3, a transition of the corresponding magnitude would require 1000 likelihood evaluations. Such a high computational cost for otherwise simple parameter updates makes the algorithm practically useless.
Hamiltonian dynamics based on Laplace momentum
The above example illustrates that, for discontinuous Hamiltonian dynamics to be of practical value in sampling discrete parameters, we need to be able to devise a reversible integrator that can jump through multiple discontinuities in a small number of target density evaluations while approximately preserving the total energy. It is not at all obvious if such an integrator exists for the dynamics based on a Gaussian momentum.
As we will show below, there is a simple solution to this problem if we instead employ an independent Laplace distribution π P (p) ∝ i exp(−m −1 i |p i |). Similar momentum distributions have been considered within the traditional HMC framework based on the leapfrog integrator for improving numerical stability and mixing rate in certain settings (Zhang et al., 2016; Lu et al., 2016; Livingstone et al., 2016) .
To our knowledge, however, our work is the first of its kind to address the issue of discontinuous distributions and propose a novel and practical integrator for discontinuous Hamiltonian dynamics.
Hamilton's equation under the independent Laplace momentum is given by
where denotes an element-wise multiplication. A unique characteristic of the dynamics (10) is that the time derivative of θ(t) depends only on the sign of p i 's and not on their magnitudes. In particular, if we know that p i (t)'s do not change their signs on the time interval t ∈ [τ, τ + ], then we also know that
irrespective of the intermediate values U (θ(t)) along the trajectory (θ(t), p(t)) for t ∈ [τ, τ + ]. Our integrator's ability to jump through multiple discontinuities of U (θ) in single target density evaluation depends critically on this property of the dynamics. While the value of p(τ + ) is dependent on the intermediate values U (θ(t)), solving for this dependence is greatly simplified by splitting the differential operator of (10) into its coordinate-wise components as will be shown in the next section.
Integrator for Laplace momentum via operator splitting
Operator splitting is a technique to approximate the solution of a differential equation by decomposing it into components each of which can be solved more easily (McLachlan and Quispel, 2002) . Hamiltonian splitting methods more commonly found in the HMC literature are special cases (Neal, 2010) . A convenient splitting scheme for (10) can be devised by considering the equation for each coordinate (θ i , p i ) while the other parameters (θ -i , p -i ) are fixed:
There are two possible behaviors for the solution (θ(t), p(t)) of (12) for t ∈ [τ, τ + ], depending on the amount of the initial momentum p i (τ ). Let θ * (t) denote a potential path of θ(t):
In case the initial momentum is large enough that m
Otherwise, the momentum p i flips (i.e. p i ← −p i ) and the trajectory θ(t) reverses its course at the event time t e given by
1. An example trajectory θ(t) of discontinuous Hamiltonian dynamics. The trajectory has enough kinetic energy to move across the first discontinuity by transferring some of kinetic energy to potential energy. Across the second discontinuity, however, the trajectory has insufficient kinetic energy to compensate for the potential energy increase and bounces back as a result.
See Figure 1 for a visual illustration of the trajectory θ(t). By emulating the qualitative behavior of the solution (θ(t), p(t)), we obtain an efficient integrator of the coordinate-wise equation (12) as given in Algorithm 1. While the parameter θ does not get updated when m −1 i |p i | < ∆U (line 5), the momentum flip p i ← −p i (line 9) ensures that the next numerical integration step leads the trajectory toward a higher density of π Θ (θ). ¶ The solution of the original (unsplit) differential equation (10) is approximated by sequentially updating each coordinate of (θ, p) with Algorithm 1 as illustrated in Figure 2 . The reversibility of the resulting proposal is guaranteed by randomly permuting the order of the coordinate updates. (Alternatively, one can split the operator symmetrically to obtain a reversible integrator; for example, first update θ in the order θ 1 , θ 2 , . . . , θ d and then in the order θ d , θ d−1 , . . . , θ 1 . See Section 4.1 as well as McLachlan and Quispel (2002) for more details.) The integrator does not reproduce the exact solution but nonetheless preserves the Hamiltonian exactly, yielding a rejection-free proposal. While this remains true with any stepsize , for good mixing the stepsize needs to be chosen small enough that the condition on Line 5 is satisfied with high probability; see Section 4.3 for further discussion on tuning . ¶The following feature of Algorithm 1 is worth mentioning, though it does not affect the validity of DHMC as established in Section 4. While the numerical solution converges to the exact solution of (12) as → 0, the behavior of the two can diverge substantially for a fixed > 0. For instance, suppose U (θ
In this case, the exact solution cannot travel through the infinite energy barrier between θ * (0) and θ * ( ) while the numerical solution can tunnel through the energy barrier.
Algorithm 1: Coordinate-wise integrator for dynamics with Laplace momentum A trajectory of Laplace momentum based Hamiltonian dynamics (θ 1 (t), θ 2 (t)) approximated by the coordinate-wise integrator of Algorithm 1. The log density of the target distribution changes in the increment of 0.5 and has "banana-shaped" contours. Each numerical integration step consist of the coordinate-wise update along the horizontal axis followed by that along the vertical axis. (The order of the coordinate updates is randomized chosen at the beginning of numerical integration to ensure reversibility.) The trajectory initially travels in the direction of the initial momentum, a process marked by the numbers 1 -4. At the 5th numerical integration step, however, the trajectory does not have sufficient kinetic energy to take a step upward and hence flips the momentum downward. Such momentum flips also occur at the 8th and 9th numerical integration steps, again changing the direction of the trajectory. The rest of the trajectory follows the same pattern.
Mixing momentum distributions for continuous and discrete parameters
The potential energy U (θ) would be a smooth function of θ i if both the prior and likelihood depend smoothly on θ i as is often the case for a continuous parameter.
On the other hand, U (θ) will be a discontinuous function of θ i if θ i is a continuous embedding of a discrete parameter. The coordinate-wise update of Algorithm 1 leads to a valid proposal mechanism whether or not U (θ) has discontinuities along the coordinate θ i . If U (θ) varies smoothly along some coordinates of θ, however, we can devise an integrator that takes advantage of such smooth dependence.
To describe the integrator, we write θ = (θ I , θ J ) where the collections of indices I and J are defined as
(16) (More precisely, we assume that the parameter space has a partition that
We write p = (p I , p J ) correspondingly and define the distribution of p as a product of Gaussian and independent Laplace so that the kinetic energy is given by
where M I and M J = diag(m J ) are mass matrices (Neal, 2010) . With a slight abuse of terminology, we will refer to the parameters with discontinuous conditional densities θ J as discontinuous parameters. The integrator is again based on operator splitting; we update the smooth parameter (θ I , p I ) first, then the discontinuous parameter (θ J , p J ), followed by another update of (θ I , p I ). The discontinuous parameters are updated according to the coordinate-wise operators (12) as described in Section 3.3. The update of (θ I , p I ) is based on a decomposition familiar from the leapfrog scheme:
The pseudo code of Algorithm 2 describes the integrator with all the ingredients put together. The symbol ϕ denotes a bijective map (i.e. permutation) on J.
Compared to the coordinate-wise updates, the joint update of continuous parameters in this integrator has a couple of advantages. First, the joint update is much more efficient when there is little conditional independence structure that the coordinate-wise updates can take advantage of. Secondly, even with conditional independence structure, the joint update likely has a lower computational cost as an interpreter or compiler (of a programing language) can more easily optimize the required computation. On the other hand, the coordinate-wise updates have an advantage of being rejection-free by virtue of exact energy preservation and may be preferable for posteriors with substantial conditional independence structure such as in latent Markov random field models. Our numerical results in Section 5 use the integrator developed in this section.
Algorithm 2: Integrator for discontinuous HMC
Function DiscIntegrator (θ, p, , ϕ = Permute(J)):
Theoretical properties of discontinuous HMC
Reversibility
As in the existing HMC variants, the reversibility of DHMC is a direct consequence of the reversibility and volume-preserving property of our integrator in Algorithm 2. We will establish these properties of the integrator momentarily, but first we comment that our integrator has an unconventional feature of being reversible only "in distribution." To explain this, let Ψ denote a bijective map on the space (θ, p) corresponding to the approximation of (discontinuous) Hamiltonian dynamics through multiple numerical integration steps. Reversibility of an integrator means that Ψ satisfies
where R : (θ, p) → (θ, −p) is a momentum flip operator. Due to the updates of discrete parameters in a random order, the map Ψ induced by our integrator is non-deterministic and satisfies the reversibility condition (20) in distribution:
Once we establish the reversibility (in distribution) and volume-preserving property of the integrator, the reversibility of DHMC proposals follows from these properties of our integrator by the standard arguments with only a minor modification. For these arguments, we refer the readers to Neal (2010) and Betancourt (2017) for a heuristic presentation and to Fang et al. (2014) for a more general and mathematically precise treatment.
Analysis of our integrator's reversibility and volume-preserving property is similar to that of typical HMC integrators except for the coordinate-wise integration part of Algorithm 1. These properties for the coordinate-wise integrator are first established in Lemma 1, based on which the same properties for Algorithm 2 are established in Theorem 2.
Lemma 1. For a piecewise smooth potential energy U (θ), the coordinate-wise integrator of Algorithm 1 is volume-preserving and almost everywhere reversible for any coordinate index i. Moreover, updating multiple coordinates with the integrator in a random index order ϕ(1), . . . , ϕ(d) is again reversible (in distribution) provided that the random permutation ϕ satisfies (ϕ(1), ϕ (2)
Theorem 2. For a piecewise smooth potential energy U (θ), the integrator of Algorithm 2 is volume-preserving and almost everywhere reversible.
The proofs are in Appendix A.
We also establish in Theorem 3 a more general result on the reversibility and volume-preserving property of discontinuous Hamiltonian dynamics. The result in particular justifies the use of the alternative event-driven integrator Algorithm 3 in the supplemental appendix and may be useful in constructing other event-driven integrators with various momentum distributions. A solution operator Ψ t of a differential equation (or more generally of a differential inclusion) is a map such that (θ(t), p(t)) = Ψ t (θ 0 , p 0 ) is a solution of the equation with the initial condition (θ(0), p(0)) = (θ 0 , p 0 ). Also, symplecticity is a property of Hamiltonian dynamics which in particular implies volume-preservation; see Appendix B for the definition.
Theorem 3. Let U (θ) be a piecewise constant potential energy function whose discontinuity set is piecewise linear. Suppose that a kinetic energy K(p) is symmetric, convex, piecewise smooth, and satisfies the growth condition K(p) → ∞ as p → ∞. Then the solution operator Ψ t of discontinuous Hamiltonian dynamics as defined in Section 2.3 is symplectic and almost everywhere reversible.
The proof is in Appendix B. Theorem 3 generalizes the result of Afshar and Domke (2015) in three ways: it holds for any kinetic energy satisfying the assumption, implies a stronger conclusion of symplecticity, and provides a rigorous quantification of nondifferentiable sets. We believe that the conclusion of Theorem 3 holds under a much more general potential and kinetic energy since the reversibility and symplecticity are essential properties of smooth Hamiltonian dynamics. It is well beyond the scope of this paper to analyze the properties of more general non-smooth Hamiltonian dynamics, however, as the study of such dynamics requires more sophisticated mathematical tools; see Fetecau (2003) and Brogliato (2016) for more on this topic.
Ergodicity
Care needs to be taken when applying the coordinate-wise integrator as its use with a fixed stepsize results in a reducible Markov chain which is not ergodic; we discuss this issue here and present a simple remedy. Conditions for the convergence rate, such as geometric ergodicity, is discussed in Section 4.4.
Consider the transition probability of (multiple iterations of) DHMC based on the integrator of Algorithm 2. Given the initial state θ 0 , the integrator of Algorithm 1 moves the i-th coordinate of θ only by the distance ± m −1 i regardless of the values of the momentum variable. The transition probability in the θ-space with p marginalized out, therefore, is supported on a grid
where θ J as in (16) denotes the coordinates of θ with discontinuous conditionals. The pathological behavior above can be avoided simply by randomizing the stepsize at each iteration, say ∼ Uniform( min , max ). In fact, randomizing the stepsize over a small interval is considered a good practice in any case to account for the possibility that some regions of the parameter space require smaller stepsizes for efficient exploration (Neal, 2010) . While the coordinate-wise integrator does not suffer from the stability issue of the leapfrog scheme, the quantity m −1 i nonetheless needs to be in the same order of magnitude as the length scale of θ i ; see Section 4.3.
Role of mass matrix and stepsize
As in the case of standard HMC, using a non-identity mass matrix has the effect of preconditioning a target distribution through reparametrization (Neal, 2010; Nishimura and Dunson, 2016a) . More precisely, for a matrix A I and a diagonal matrix A J , the performance of DHMC in a sampling space (
Since the choice of a mass matrix for a Gaussian momentum is a well-studied topic (Neal, 2010; Girolami and Calderhead, 2011) , we focus on the choice of mass m j for a Laplace momentum p j ∼ Laplace(scale = m j ).
We generally expect that sampling is facilitated by a reparametrization
). This suggests that, together with the property of DHMC under parameter transformation discussed above, the mass should be chosen as m j ≈ var(θ j ) −1/2 . This choice is further motivated by the fact that a parameter θ j is updated by an increment of ± m −1 j by the coordinate-wise integrator of Algorithm 1, and is related to the issue of choosing stepsize we discuss now.
The stepsize should be adjusted so that m −1 j has the same order of magnitude as a typical scale of the conditional distribution of θ j . Unlike a leapfrog integrator that becomes unstable as increases, the coordinate-wise integrator remains exactly energy-preserving but at some point a large stepsize will cause DHMC to "get stuck" at the current state. The numerical integration scheme of DHMC will keep flipping the momentum p j ← −p j (Line 9 of Algorithm 1) without updating θ j until the following condition is met:
where e j denotes the j-th standard basis vector. When m −1 j becomes larger than a typical scale of θ j , it becomes unlikely for the condition (22) to be satisfied and leads to infrequent updates of θ j .
Based on these observations, useful statistics for tuning the stepsize would be
which plays a role analogous to the acceptance rate of Metropolis proposals. The statistics (23) can be estimated, for example, by counting the frequency of momentum flips during each DHMC iteration, and can then be used to tune the stepsize through stochastic optimization (Andrieu and Thoms, 2008; Hoffman and Gelman, 2014) . One would want the statistics to be well above zero but not too close to 1, balancing the mixing rate and computational cost of each DHMC iteration. Theoretical analysis of the optimal statistics value is beyond the scope of this paper, but the value 0.7 ∼ 0.9 is perhaps reasonable in analogy with the optimal acceptance rate of HMC (Betancourt et al., 2014) .
Metropolis-within-Gibbs with momentum
Consider a version of DHMC in which all the parameters are updated with the coordinate-wise integrator of Algorithm 1; in other words, the integrator of Algorithm 2 is applied with J = {1, . . . , d} and an empty indexing set I. This version of DHMC turns out to be a generalization of random-scan Metropolis-within-Gibbs (also known as one-variable-at-a-time Metropolis) algorithm. We therefore refer to this version of DHMC alternatively as Metropolis-within-Gibbs with momentum.
To make the connection to Metropolis-within-Gibbs clear, we first write out this version of DHMC explicitly. We use π E (·) and π Φ (·) to denote the distribution of a stepsize and a permutation ϕ of {1, . . . , d}. As before, we require that ϕ ∼ π Φ (·)
. . , ϕ(1)). With these notations, one iteration of Metropolis-within-Gibbs with momentum can be expressed as follows: In this version of DHMC, the integrator exactly preserves the Hamiltonian and the acceptance-rejection step can be omitted. When L = 1, the above algorithm recovers Metropolis-within-Gibbs with a random scan order ϕ ∼ π Φ (·). This can be seen by realizing that Lines 5 -9 of Algorithm 1 coincide with the standard Metropolis acceptance-rejection procedure for θ j . More precisely, the coordinate-wise integrator updates θ j to θ j + m
where the last distributional equality follows from the fact m As formulated in Theorem 4, the version of DHMC corresponds to a Metropoliswithin-Gibbs with the univariate proposal distributions coupled via the shared parameter ∼ π E (·). We could also consider a version of DHMC with a fixed stepsize = 1 but with a mass matrix randomized (m
before each numerical integration step. This version would correspond to a more standard Metropolis-within-Gibbs with independent univariate proposals.
Being a generalization of Metropolis-within-Gibbs, DHMC is guaranteed a superior performance if tuned properly:
Corollary 5. Under any efficiency metric (which may account for computational costs), an optimally tuned DHMC outperforms random-scan Metropoliswithin-Gibbs samplers.
In particular, an optimally tuned DHMC will inherit the geometric rergodicity of a corresponding Metropolis-within-Gibbs sampler, sufficient conditions for which are investigated in Johnson et al. (2013) . In practice, the addition of momentum to Metropolis-within-Gibbs allows for a more efficient update of correlated parameters as empirically shown in the supplement Section S4.1. Beskos et al. (2013) analyzes the scaling of the computational cost of HMC as the number of parameters d grows. For a target distribution of the form π(θ) = d i=1 π 0 (θ i ), they show that the computational cost of HMC needs to scale as O(d 5/4 ) in order to maintain a O(1) acceptance probability. This scaling property is superior to those of Metropolis-adjusted Langevin and random walk Metropolis algorithms and depends critically on the fact that the global error in Hamiltonian incurred by the leapfrog algorithm is O( 2 ). As we show in the supplement Section S5, the global error in Hamiltonian by the DHMC integrator is also O( 2 ). It can therefore be expected that the scaling property of DHMC is comparable to that of HMC.
Scalability in the number of parameters
Since the coordinate-wise integrator of Algorithm 1 incurs no error in Hamiltonian, the version of DHMC as described in Section 4.4 potentially has a superior scaling property to HMC depending on the structure of a target distribution. For example, if the sequential evaluation of the individual conditional distributions can be carried out with the O(d) computation, then this version of DHMC could have a O(d) scaling of computational costs.
More general analysis for geometric ergodicity of HMC variants is an active area of research -see Livingstone et al. (2016) -and is beyond the scope of this paper.
Relation to zig-zag sampler
Zig-zag sampler is a state-of-the-art rejection-free non-reversible Monte Carlo algorithm based on a piece-wise deterministic Markov process called a zig-zag process Fearnhead et al., 2016; Bierkens et al., 2017) . Both a zig-zag process and Laplace momentum based Hamiltonian dynamics (10) generate the same form of a piecewise linear trajectory θ(t) segmented by event times. We delve deeper into the remarkable similarity between the two processes in the supplement Section S2.
Numerical results
We use two challenging posterior inference problems to demonstrate that DHMC is an efficient and general-purpose sampler that extends the scope of applicable models well beyond traditional HMC. Additional numerical results in the supplemental appendix (Section S4) further illustrate the breadth of DHMC's capability.
Currently, few general and efficient approaches exist for sampling from a discrete parameter or a discontinuous target density when the posterior is not conjugate. While adaptive Metropolis algorithms (Haario et al., 2001 (Haario et al., , 2006 ) based on Gaussian proposal distributions can be effective on a low-dimensional target distribution with limited non-linearity, such algorithms scale poorly in the number of parameters (Roberts et al., 1997 ). Metropolis-within-Gibbs with component-wise adaptation can scale better provided the conditional densities can be efficiently evaluated, but suffers from strong dependence among the parameters (Haario et al., 2005) . We will use these algorithms as benchmarks when they are viable options. As another benchmark against discontinuous HMC, we use a best current practice implemented in a probabilistic programming language PyMC (Salvatier et al., 2016) . Other HMCbased probabilistic programming languages do not support inference on discrete parameters to our knowledge.
PyMC samples continuous and discrete parameters alternately, sampling continuous ones with NUTS, a variant of HMC with automatic path length adjustments (Hoffman and Gelman, 2014) , and discrete ones with univariate Metropolis updates. We will refer to this approach as a NUTS-Gibbs sampler. We tilt the comparison in favor of NUTS-Gibbs by updating each discrete parameter with a full conditional update through multinomial sampling from all possible values, truncated to a reasonable range if the sampling space is infinite. With our high-level language (Python) implementation, calculations required for such multinomial sampling require a small amount of computer time relative to continuous parameter updates, with these calculations more easily optimized through vectorization.
For each example, the stepsize and path length (i.e. the number of numerical integration steps) for DHMC were manually adjusted over short preliminary runs, visually examining the trace plots of the worst mixing parameters. We then used the same stepsize for sampling the continuous parameters in the NUTS-Gibbs sampler. In both the samplers, continuous parameters with range constraints are transformed into unconstrained ones to facilitate sampling (Stan Development Team, 2016; Salvatier et al., 2016) . More precisely, the constraint θ > 0 is handled by a log transform θ → log θ and θ ∈ [0, 1] by a log odds transform θ → log (θ/(1 − θ)) as done in Stan and PyMC. DHMC handles constraints on discrete parameters automatically through the coordinate-wise integrator of Algorithm 1.
Efficiencies of the algorithms are compared through effective sample sizes (ESS) (Geyer, 2011) . As is commonly done in the MCMC literature, we compute the effective sample sizes of the first and second moment estimators for each parameter and report the minimum ESS across all the parameters. ESS's are estimated using the method of batch means with 25 batches (Geyer, 2011) , averaged over the estimates from 8 independent chains. * * We report a confidence interval for the ESS estimator of the form ±1.96σ with the empirical varianceσ 2 .
Jolly-Seber model: estimation of unknown open population size and survival
rate from multiple capture-recapture data The Jolly-Seber model and its numerous extensions are widely used in ecology to estimate unknown animal population sizes as well as related parameters of interest (Schwarz and Seber, 1999) . The method is based on the following experimental design. Animals of a particular species having an unknown population size are captured, marked (for example by tagging), and released back to the environment. This procedure is repeated over multiple capture occasions. At each occasion, the number of marked and unmarked animals among the captured ones are recorded. Individuals survive from one capture occasion to another with an unknown survival rate. Also, the population is assumed to be "open" so that individuals may enter (either through birth or immigration) or leave the area under the study.
In order to be consistent with the literature on capture-recapture models, the notations within this section will deviate from the rest of the paper. Assuming that data are collected over i = 1, . . . , T capture occasions, the unknown parameters of the model are
, each of which represents • U i = number of unmarked animals right before the ith capture occasion.
• p i = capture probability of each animal at the ith capture occasion.
• φ i = survival probability of each animal from the ith to (i + 1)th capture occasion.
We assign standard objective priors p i , φ i ∼ Unif(0, 1) and π(U 1 ) ∝ U −1
1 . The prior conditional distributions U i+1 | U i , φ i are described in the supplement Section S3, * * While the consistency of a batch means estimator requires the number of batches to grow with the length of a chain, some of our benchmark samplers mix so slowly that it seemed practically impossible to run them long enough for such an estimator to be unbiased (Flegal and Jones, 2010 ). An estimator with a fixed number of batches is at least unbiased for a long enough chain, so we chose to use a fixed number of batches and assess its accuracy by running multiple independent chains. For reversible chains, our batch means estimates were similar to those of the monotone positive sequence estimator of Geyer (1992) . The R package CODA (Plummer et al., 2006) provides an alternative estimator but it appeared to overestimate ESS's for very slowly mixing chains while the batch means and monotone sequence estimators agreed. We take the black-kneed capsid population data from Jolly (1965) as summarized in Seber (1982) . The data records the capture-recapture information over T = 13 successive capture occasions. The posterior distribution of U i may be heavytailed with conditional variance that depends highly on the capture probability p i , so we alleviate these potential issues through log-transformed embedding of U i 's (Section 2.1). NUTS-Gibbs sampler updates U i 's through multinomial samplings from the integers between 0 and 5,000. Also, as this example happens to be lowdimensional enough, we try a random walk Metropolis with optimal Gaussian proposals by pre-computing the true posterior covariance with a long adaptive Metropolis chain (Roberts et al., 1997; Haario et al., 2001) . DHMC can also take advantage of the posterior covariance information through the mass matrix, so we also try DHMC with a diagonal mass matrix whose entries are set according to the estimated posterior variance of each parameter. Starting from stationarity, we run 10 4 iterations of DHMC and NUTS-Gibbs and 5 × 10 5 iterations of Metropolis.
The performance of each algorithm is summarized in Table 5 .1 where "DHMC (diagonal)" and "DHMC (identity)" indicate DHMC with a diagonal and identity mass matrix respectively. The table clearly indicates a superior performance of DHMC over NUTS-Gibbs and Metropolis with approximately 60 and 7-fold efficiency increase respectively when using a diagonal mass matrix. The posterior distribution exhibits high negative correlations between U i and p i , and all the algorithms recorded their worst ESS in the first capture probability p 1 ; see Figure 3 . Some correlations are observed among the other pairs of parameters, but not to the same degree.
Our results demonstrate that, although the continuous and discontinuous parameters are not updated simultaneously in the DHMC integrator of Algorithm 2, the trajectory can nonetheless explore the joint distributions of highly dependent variables through the momentum information. It is also worth noting that the advantage of DHMC over Metropolis will likely increase as the parameter space dimension grows because of their scaling properties (Roberts et al., 1997; Beskos et al., 2013) ; see also Section 5.2 for the comparison of the two algorithms in a higher dimensional problem. 
Generalized Bayesian belief update based on loss functions
Motivated by model misspecification and difficulty in modeling all aspects of a data generating process, Bissiri et al. (2016) propose a generalized Bayesian framework, which replaces the log-likelihood with a surrogate based on a utility function. Given an additive loss (y, θ) for the data y and parameter of interest θ, the prior π(θ) is updated to obtain the generalized posterior:
While (25) coincides with a pseudo-likelihood type approach, Bissiri et al. (2016) derives the formula as a coherent and optimal update from a decision theoretic perspective.
Here we consider a binary classification problem with an error-rate loss:
where y i ∈ {−1, 1}, x i is a vector of predictors, and β is a regression coefficient. The target distribution of the form (25) based on the loss function (26) is suggested as a challenging test case for an MCMC algorithm by Chopin and Ridgway (2017) . We use the SECOM data from UCI machine learning repository, which records various sensor data that can be used to predict the production quality (pass or fail) of a semi-conductor. We first removed the predictors with more than 20 missing cases and then removed the observations that still had missing predictors, leaving us 1,477 cases with 376 predictors. All the predictors were then normalized and the regression coefficients β i 's were given N (0, 1) priors. Chopin and Ridgway (2017) presents a wide range of algorithms to approximate or sample from a posterior distribution of binary classification problems, but none of them except random-walk Metropolis seems to apply to the target distribution of interest here - Figure 4 shows the conditional density of the intercept parameter as an illustration. Their numerical results also indicated that, after accounting for computational cost, none of the more complex algorithms consistently outperform Metropolis even for a parameter space of dimension as large as 180. We therefore compare DHMC to Metropolis with a proposal covariance matrix proportional to the empirical posterior covariance estimated by 10 5 iterations of DHMC. The scaling of the proposal covariance as suggested by Haario et al. (2001) resulted in an acceptance probability of less than 4%, so we scaled the proposal covariance to achieve the acceptance probability of 0.234 with stochastic optimization (Andrieu and Thoms, 2008) . We also run Metropolis-within-Gibbs that updates one parameter at a time with the acceptance probability calibrated to be around 0.44 as recommended in Gelman et al. (1996) . We run DHMC for 10 4 iterations, Metropolis for 10 7 iterations, and Metropolis-within-Gibbs for 5 × 10 4 iterations from stationarity. Table 5 .2 summarizes the performance of each algorithm. DHMC outperforms Metropolis and Metropolis-within-Gibbs approximately by a factor of 330 and 2 respectively. The mixing of random-walk Metropolis suffers substantially from the dimensionality of the target (377 parameters). † † Conditional updates of Metropoliswithin-Gibbs mix relatively well as the posterior correlation happens to be quite modest -the ratio of the largest and smallest eigenvalues of the estimated posterior covariance matrix was approximately 46 ≈ 6.8 2 .
Discussion
We have presented discontinuous HMC, an extension of HMC that can sample from discontinuous target densities while inheriting generality and efficiency of HMC. DHMC easily accommodates discrete parameters through the embedding strategy presented in Section 2.1. When using a Laplace momentum for each parameter, DHMC turns out to be a generalization of Metropolis-within-Gibbs that takes advantage of momentum information (Section 4.4). A preliminary result in the supplement Section S4.1 indicates that this version of DHMC may be useful on its own -regardless of continuity in a target density.
We are currently developing methods for automatic tuning of DHMC based on its properties described in Section 4 as well as various techniques that have been † †We could not store all the 10 7 samples in memory, so we kept only every 100 iterations for computing the ESS's. The discarded samples contribute little to the ESS's due to extremely high auto-correlations. developed for tuning HMC (Hoffman and Gelman, 2014; Wang et al., 2013; Stan Development Team, 2016) . We hope to integrate DHMC into an existing probabilistic programming language so that it can be deployed more widely and have its capability and limitations fully tested. Since DHMC requires calculations of log-differences in full conditional distributions, it is critical for its optimized implementation that conditional independence structure is exploited and redundant calculations avoided. Such operations are already automated, for example, by PyMC using the Theano library as a back-end (Theano Development Team, 2016) .
In addition to being a highly practical algorithm, DHMC also motivates new directions in methodological and theoretical research on Monte Carlo methods. In the HMC literature to this date, there have been limited interests in non-Gaussian momenta as well as limited research effort to develop a new class of integrators aside from incremental improvements in numerical accuracy (Betancourt, 2017) . Our work demonstrates a successful use of a non-Gaussian momentum along with a custom-made integrator in practical applications. The ideas introduced here could conceivably be extended to devise HMC-like algorithms in more complex parameter spaces as considered in Dinh et al. (2017) . Also, the remarkable similarity between a zig-zag process and Hamiltonian dynamics underlying DHMC (Section 4.6) may indicate a deeper connection between piecewise deterministic Markov processes and Hamiltonian dynamics based samplers. A unifying framework for the two approaches, if it exists, could provide recipes for further innovations in Monte Carlo algorithms.
Appendix A: Proof of Lemma 1 and Theorem 2
Proof (of Lemma 1). One step of Algorithm 1 corresponds to a map Ψ i, : (θ, p) → (θ * , p * ) as follows assuming p i = 0. Let e i denote the ith standard basis vector. We can express (θ * , p * ) in terms of (θ, p) as
i p i , and otherwise
Under both (27) and (28), we have ∂θ * /∂p = 0 and it can be easily shown that
establishing the volume-preservation. The reversibility as defined in (20) can be directly verified by solving the update equations (27) and (28) for (θ, −p) as a function of (θ * , −p * ). To see that the above argument for reversibility and volume-preservation holds almost everywhere, let D denote the discontinuity set of U (θ) and D + v denote a set of points in D shifted by a vector v. Observe that the update equations (27) and (28) are well-defined and differentiable except when (θ, p) belongs to one of the sets below:
Each of the sets above consists of lower-dimensional manifolds of the parameter space and hence has measure zero.
Lastly, we prove the reversibility of multiple coordinate updates corresponding to a map Ψ ϕ(d), • . . . • Ψ ϕ(1), with a random permutation ϕ. From the reversibility of each Ψ ,i , we deduce that
By our assumption on the distribution of ϕ, we have (27) and (28) and ϕ(1), . . . , ϕ(d ) is a permutation of the indexing set J. Also define Ψ Θ, I, /2 and Ψ P, I, /2 as a function of (θ, p) such that
while leaving all the other coordinate unchanged. The integrator of Algorithm 2 can then be formally expressed as a map
Being a symmetric composition of reversible maps, the map (34) is again reversible. The maps Ψ Θ, I, /2 • Ψ P, I, /2 and Ψ P, I, /2 • Ψ Θ, I, /2 coincide with symplectic Euler schemes in the coordinate (θ I , p I ) and hence are volume preserving (Hairer et al., 2006) . Since Ψ J, ϕ, is also volume-preserving by the results of Lemma 1, the composition (34) is volume-preserving.
Appendix B: Proof of Theorem 3
First we define a notion of symplecticity, a property of Hamiltonian dynamics that implies a volume preservation and further has important consequences in the stability of numerical approximation schemes (Hairer et al., 2006) .
where I d denotes a d-dimensional identity matrix. A dynamics is called symplectic if its solution operator is.
Proof (of Theorem 3).
Reversibility is a standard property of smooth Hamiltonian dynamics with a symmetric kinetic energy (Hairer et al., 2006) . Defined as a (point-wise) limit of smooth dynamics, discontinuous dynamics therefore is also reversible.
We turn to the proof of symplecticity. Under the assumption of Theorem 3, the evolution of discontinuous Hamiltonian dynamics from a state (θ, p) at t = 0 to (θ * , p * ) at t = τ is given as follows. Dividing up the time intervals into a smaller pieces if necessary, we can without loss of generality assume that a trajectory (θ(t), p(t)) encounters only one discontinuity at θ(t e ) during the interval [0, τ ]. Since U (θ) is piecewise constant, the momentum remains constant and θ(t) travels in a straight line except when hitting the discontinuity. The relationship between (θ, p) and (θ * , p * ) is therefore given by
where γ(p) is defined implicitly as a solution of the following relations. If ∆U e < K(p) − min c K(p − cν e ) for ∆U e defined as in (8), we define γ(p) as a value that satisfies:
Otherwise, γ(p) is defined through the relation:
The uniqueness of solutions to the above relations is guaranteed by the convexity and growth condition on K(p), and hence γ(p) is well-defined. The event time t e is also a function of (θ, p) and can easily shown to be
where α is the distance from the origin of the discontinuity plane of U at θ(t e ).
Assuming that θ(t e ) is not at the intersection of the linear discontinuity planes and that ∆U e = K(p) − min c K(p − cν e ), the relation (36) correctly describes the evolution of the dynamics on a small enough neighborhood of (θ, p) with γ(p) defined either through (37) or (38). The map (θ, p) → (θ * , p * ) therefore is differentiable and Lemma 6 establishes the symplecticity through direct computation. Lastly, we turn to the almost everywhere differentiability of discontinuous Hamiltonian dynamics. To characterize a state at which the solution operator fails to be differentiable, we first define the following sets:
• D = { θ : multiple discontinuity boundaries of U intersects at θ}
The above sets are all countable by our assumption on U (θ). Based on the behavior of a trajectory as described in the previous paragraph, a trajectory from the initial state (θ 0 , p 0 ) potentially experiences a non-differentiable behavior at time t only if the initial state belongs to one of the sets below:
Being a countable union of lower dimensional manifolds, all of the sets above have measure zero.
Lemma 6. The map (36) is symplectic for γ(p) and t e (θ, p) as defined through (37), (38), and (39).
Proof (of Lemma 6). To simplify expressions, we denote w = ∇ p K(p), w * = ∇ p K(p * ), and let H and H * denote the Hessians of K at p and p * . First, an implicit differentiation of either (37) or (38) with some algebra yields
Differentiating (36) with respect to (θ, p), we obtain
When ∂p * /∂θ = 0, the symplecticity condition (35) simplifies to:
The first equality in (43) is easily verified from (42). To establish the second equality of (43), we need to verify the symmetry of the matrix
The first term of (44) simplifies to t e H, which is symmetric, and the second term is obviously symmetric.
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Supplement to "Discontinuous Hamiltonian Monte Carlo for models with discrete parameters and discontinuous likelihoods"
S1. Event-driven integrator for a Gaussian momentum
For simplicity, we assume that a parameter space θ consists only of the embedded discrete parameters as described in Section 2.1, so that the target π Θ (·) is piecewise constant with the discontinuity set consisting of the boundaries of hyper-cubes. The pseudo code of an event-driven integrator in this setting is given in Algorithm 3. The integrator is energy-preserving and hence yields a rejection-free proposal.
Algorithm 3: Event-driven integrator for K(p) = p 2 /2 Input : initial state (θ, p), stepsize t ← 0 while t < do t e ← the time until reaching the next discontinuity if t + t e > then θ ← θ + ( − t)p t ← else θ ← θ + t e p i ← the index of the axis orthogonal to the discontinuity plane at θ ∆U e ← the potential energy difference
S2. Connections between zig-zag process and Laplace momentum Hamiltonian dynamics
Here we describe a remarkable similarity of the Laplace momentum based Hamiltonian dynamics with unit masses (i.e. m j = 1 for all j) to a zig-zag process. As described in Section 3.2 of the main manuscript, this Hamiltonian dynamics is governed by the following differential equation:
Consider a zig-zag process and Hamiltonian dynamics both starting from the state θ 0 . Let v 0 drawn uniformly drawn from {−1, +1} d be the initial velocity of the zig-zag process and p 0 = (p 0,1 , . . . , p 0,d ) drawn from the independent Laplace distribution be the initial momentum of the Hamiltonian dynamics. Under both the zig-zag process and Hamiltonian dynamics, the velocity and momentum remain constant while the parameter θ moves along a straight line θ Z (t) = θ 0 + tv 0 and θ H (t) = θ 0 + t sign(p 0 ) for t > 0 until their respective first event times. The first event time for the zig-zag process is given as t Z e = min{t Z 1 , . . . , t Z d } where
with [x] + = max{0, x} and τ i 's drawn from Exp(1). For the Hamiltonian dynamics, the first event time is given as t H e = min{t H 1 , . . . , t H d } where
For both processes, the events result in the velocity change
, the similarity between (S2) and (S3) is striking. In fact, if U (θ) were convex and θ 0 was the minimum of U (θ), then the two processes {θ Z (t), 0 ≤ t ≤ t Z e } and {θ H (t), 0 ≤ t ≤ t H e } coincide in distribution. After the first event time or in more general settings, however, the two processes diverge because a zig-zag process (θ Z , dθ Z /dt) = (θ Z , v) is Markovian while its Hamiltonian dynamics counter-part (θ H , dθ H /dt) = (θ H , sign(p)) is not. More specifically, Hamiltonian dynamics after each event retains the magnitudes of its momentum |p i |'s from the previous moment. Also, Hamiltonian dynamics accumulates kinetic energy while going potential energy downhill such that sign (p i (t)) ∂ θi U (θ H (t)) < 0. This creates a tendency for each coordinate of a Hamiltonian dynamics trajectory θ H (t) to travel longer in the same direction before switching its direction compared to that of a zig-zag process.
Its close connection to a state-of-the-art sampler partially explains the empirical success of DHMC in Section S4.1, thought the application of DHMC to smooth target distributions is outside the main focus of this paper. Some advantages of zig-zag sampler over others have been considered to be its non-reversibility and the fact that its entire trajectory can be used as valid samples from the target. In fact, DHMC can also be made non-reversible through partial momentum refreshments (Neal, 2010) and can utilize the entire trajectories as valid samples (Nishimura and Dunson, 2015) . These strategies will likely further boost the performance of DHMC. We will leave further theoretical and empirical comparisons of DHMC and zig-zag sampler to a future work.
S3. Additional details on Jolly-Seber model
S3.1. Observed quantities / statistics
Under appropriate assumptions, details of which we refer the reader to Seber (1982) , the likelihood of the Jolly-Seber model depends only on the following statistics from a capture-recapture experiment carried over i = 1, . . . , T capture occasions:
• R i = number of marked animals released after the ith capture occasion.
• r i = number of animals from the released R i animals that are subsequently captured.
• z i = number of animals that are caught before ith capture occasion, not caught in the ith capture occasion, but caught subsequently.
• m i = number of marked animals caught at the ith capture occasion.
• u i = number of unmarked animals caught at the ith capture occasion.
S3.2. Likelihood function
The likelihood decomposes into two parts: one for the first captures of previously unmarked animals and another for their re-captures. More precisely,
where χ i represents the conditional probability that a marked animal released after the ith capture occasion is not caught again. Mathematically, χ i is defined recursively as
Let B i denote the number of "births," representing animals that are born, enters (immigration), or leaves (emigration) the population after the ith occasion and remains so until the (i + 1)th occasion. Also let S i denote the number of animals that are unmarked right after the ith capture occasion and survives until the next capture occasion. Then we have
can thus be induced by assigning a prior on B i 's. In our example, we assign a convenient prior on U i 's based on the assumptions that 1) Binom(
. These assumptions motivates a prior
where · is a floor function. We used σ B = 500 in our example of Section 5.1 in the main manuscript. An alternative prior on {U i } T i=1 can be assigned to reflect different model and prior assumptions on the number of births. For instance, it is more natural to constrain B i ≥ 0 in some cases (Schwarz and Arnason, 1996) and a binomial distribution on B i will for example induce a poisson-binomial distribution on the conditional U i+1 | U i , u i , φ i after marginalizing over B i and S i .
S3.4. Inference on unknown population sizes
In case the total population sizes {N i } T i=1 at each capture occasion are of interest, we can generate their posterior samples using the relation N i = M i + U i where M i denotes the number of marked animals right before the (i + 1)th capture occasion.
S4. Additional numerical results
S4.1. Comparison of DHMC and Gibbs in a synthetic example
We use a synthetic target distribution to demonstrate the difference between Metropolis-within-Gibbs with and without momentum as discussed in the main manuscript Section 4.4. While DHMC requires neither conjugacy or smoothness of the conditional densities, we choose a multivariate Gaussian target distribution so that we can compare DHMC to an optimal Metropolis-within-Gibbs implementation with the univariate proposal variances chosen according to the theory of Gelman et al. (1996) . In particular, we assume that the target distribution of θ follows that of a stationary unit variance auto-regressive process of the form
for t = 2, . . . , 1000 with α = 0.9. We compare the performances of four algorithms: DHMC (coordinate-wise), Gibbs (full conditional updates), Metropolis-within-Gibbs (univariate updates with optimal proposal variances), and NUTS (No-U-Turn-Sampler of Hoffman and Gelman (2014) ). The performance of each algorithm is summarized in Table S4 .1, which shows that DHMC outperforms not only Metropolis-within-Gibbs but also Gibbs (recall that DHMC requires no closed form conditionals at all). After accounting for the computational costs, DHMC improves Gibbs by over 50% and Metropoliswithin-Gibbs by over 600%. In general, the advantage of DHMC over Gibbs is expected to increase as the correlations among the parameters increase because the use of momentum can suppress the "random walk behavior" (Neal, 2010) . The covariance matrix of the target distribution here has a condition number ≈ 19 2 , which corresponds to a substantial but not particularly severe correlations.
In computing ESS per unit time, we estimated theoretical and platform-independent relative computational time of the algorithms as follows. In reasonable low-level language implementations, the computation of conditional densities should account for the majority of computational times for a typical target distribution. Therefore, computational efforts should be roughly equivalent between one numerical integration step of DHMC and one iteration of (Metropolis-within) Gibbs sampler. The computational cost of NUTS relative to these algorithms is more specific to individual target distributions, depending strongly on specific structures such as conditional independence among the parameters. For this reason, we do not attempt to compare NUTS to the other algorithms in terms of ESS per unit time. S4.2. Multiple change-point detection for auto-regressive conditional heteroscedastic processes Auto-regressive conditional heteroscedastic processes (ARCH) are a popular model for log-returns of speculative prices such as stock market indices. A non-stationary firstorder ARCH process {y t } T t=1 with parameters {a(t), b(t)} T t=1 assumes the distribution
Motivated by its interpretability and advantage in forecasting, Fryzlewicz and Subba Rao (2014) propose a piecewise constant parametrization of a(t) and b(t) as follows:
for k = 1, . . . , K where the number of change points K and their locations 1 = τ 0 < τ 1 < . . . < τ K are to be estimated along with (a k , b k )'s. To fit the above model within a Bayesian paradigm, we infer the change points through a variable selection type approach as follows, using the horseshoe shrinkage priors of Carvalho et al. (2010) . We first choose an upper bound K max on the number of change points and assume a uniform prior on τ k 's on the constrained space 1 < τ 1 < . . . < τ Kmax < T . We then model the changes in the values of a(t) and b(t) through a prior
where Cauchy + (0, 1) denotes the standard half-Cauchy prior and σ a and σ b are the global shrinkage parameters (Carvalho et al., 2010) . The above approach can "select" a subset of τ 1 , . . . , τ Kmax as real change points by removing the others through shrinkage a k ≈ a k−1 and b k ≈ b k−1 . We place a default prior σ a , σ b ∼ Cauchy + (0, 1) for the global shrinkage parameters (Gelman, 2006) , and a weak prior a 0 , b 0 ∼ N (0, 1) for the initial volatility parameters.
Following Fryzlewicz and Subba Rao (2014) , we fit our model to the log return values of a stock market index over a period that includes the subprime mortgage crisis. In particular, we use the daily closing values of S&P 500 on the market opening days during the period from Jan 1st, 2005 to Dec 31st, 2009. ‡ ‡ The model ‡ ‡The log return value cannot be computed when a daily closing value exactly coincides with the previous one. There were four such days during the period and these data points were removed. Table S4 .2. While the performance of NUTS-Gibbs is comparable to DHMC, as discussed earlier DHMC has an advantage that all the necessary computations could be completely automated within the framework of existing probabilistic programming languages. For a more useful comparison, therefore, we also implemented the default sampling scheme by PyMC; each of the discrete parameters was updated a Metropolis step whose proposal distribution is a symmetric uniform integer-valued distribution with the variance calibrated to achieve the acceptance rate around 40%.
This example is challenging for DHMC as the posterior of τ k 's are in general multi-modal conditionally on the continuous parameters. The complex dependency between the local shrinkage and the other parameters creates potential paths among the modes, however. It seems that DHMC can exploit this complex posterior geometry efficiently and be competitive with NUTS-Gibbs. Figure S1 plots 100 DHMC posterior samples of the piecewise constant volatility functions a(t) and b(t) to illustrate the posterior structure of the model. § § We define the four summary statistics log( a 2 ), log( b 2 ), C a , and C b as follows. The quantity a 2 summarizes the deviation of a(t) from its posterior (pointwise empirical) mean a(t) and is defined as a 2 = T t=1 |a(t) −â(t)| 2 . The statistics C a is a surrogate for the number of "change points" in the function a(t):
The statistics b 2 and C b are defined analogously. 
S5. Error analysis of DHMC integrator
Here we analyze the approximation error incurred by the integrator of Algorithm 2. We focus on the error in Hamiltonian -the amount by which the Hamiltonian fluctuate along a numerical solution -as it determines the acceptance probability of a proposal. An error incurred by one numerical integration step (θ 0 , p 0 ) → (θ 1 , p 1 ) of stepsize is known as a local error. Approximating the evolution (θ(0), p(0)) → (θ(τ ), p(τ )) requires L( ) = τ / numerical integration steps and the error incurred by the map (θ 0 , p 0 ) → (θ L , p L ) is known as a global error. We quantify the local error of Algorithm 2 in Section S5.1 and relate it to the global error in Section S5.2.
S5.1. Local error in Hamiltonian
In analyzing Algorithm 2, it is useful to break up the algorithm into three steps; the first (partial) update of continuous parameters, the update of discrete / discontinuous parameters, and the second update of continuous parameters. The notation 
In essence, (S18) says that the error in Hamiltonian comes only from the numerical approximation errors in solving the differential equations (S16) and (S17). Lemma 9 below quantifies such errors and its results can be related to the error in Hamiltonian by observing that 
Now applying (S24) of Lemma 9 with˜ = /2, (θ I , p I ) = (θ 0 I , p 0 I ), and (θ * I , p * I ) = (θ Theorem 11 is satisfied whenever π is a discontinuous target distribution obtained by the embedding of discrete parameters described in Section 2.1. We believe the order of the global error to remain unchanged under more general conditions, but the assumption is made for convenience.
Below, in relating the local error to the global one, we make the dependence of a numerical solution on a stepsize explicit and denote the value of a numerical solution after steps by (θ , p ).
Theorem 10. Under the assumption of Theorem 11 (see below), the global error H(θ L , p L ) − H(θ 0 , p 0 ) with L = L( ) = τ / incurred by Algorithm 2 is of order O 2 D where D is the number of discontinuities in U encountered along the trajectory {θ(t), 0 ≤ t ≤ τ }.
For the proof of Theorem 10 and Theorem 11, we recall that Algorithm 2 is designed under the assumption that the parameter space has a partition that R |I| × R |I| = ∪ k R |I| × Ω k such that U (θ) is smooth on R |I| × Ω k for each k.
Proof (of Theorem 10). The global error is given as a sum of the local errors: 
Proof. First note that the trajectory of Hamiltonian dynamics corresponding to the kinetic energy (17) can be partitioned into D segments {θ(t); t m < t < t m+1 } m for 0 = t 0 < t 1 < . . . < t D = τ so that on each segment dθ J /dt = m The numerical solution approximate the exact solution θ(t) → θ(t + ) up to an error of O( 2 ) for any provided that θ(t) and θ(t + ) belongs to the same segment {θ(t); t m < t < t m+1 }. This is for the following reason. For all sufficiently small , the coordinate-wise updates of discontinuous parameters yields the exact solution to dθ J dt = m −1 J sign(p J ), dp J dt = −∇ θJ U (θ), dθ -J dt = dp -J dt = 0
provided no sign change in p J is encountered. In this case, Algorithm 2 coincides with a symmetric splitting of Hamilton's equation in which the individual components are solved exactly and hence the numerical approximation of θ(t) → θ(t + ) locally agrees with the exact solution up to an error of O( 3 ) (Leimkuhler and Reich, 2005) . On the other hand, when θ(t) and θ(t + ) does not belong to the same segment, the coordinate-wise integrator approximates the change in dθ J /dt through the momentum flip p j → −p j for an appropriate j while θ j held fixed. This approximation is accurate up to an error of O( ). (When a discontinuity of U exists along the path {θ(s); t < s < t + }, this error estimate holds only under the assumption on the boundaries of Ω k 's.)
To summarize, we have shown that the total accumulated error is O( 2 ) while the solution stays within the same segment {θ(t); t m < t < t m+1 } m and then an additional error of O( ) is incurred when crossing from one segment to another. Since the solution trajectory consists of D such segments, the total accumulated error is O( D( + 2 )) = O( D ).
