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Abstract
We prove some global bifurcation theorems of Rabinowitz type for a large class of operators.
The results apply in particular to equations involving the p-Laplacian.
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1. Introduction
A famous theorem of Rabinowitz [43] can be formulated in an abstract setting
as follows. Under certain assumptions, a parameterized equation F(u, ) = 0 has an
unbounded connected set of solutions (u, ) which contains a point of the form (u, 0).
This result means that in a sense  = 0 might be considered as a global bifurcation
point (although this terminology is not really precise, because there need not be two
branches at 0). We shall show that a result of this type holds for the equation{
pu(x)+ 0 |u(x)|p−2 u(x) = q(, x, u(x),∇u(x)) in U ,
u(x) ≡ 0 on U , (1)
1 This paper was written in the framework of a DFG Heisenberg Fellowship (Az. VA 206/1-1). Financial
support by the DFG is gratefully acknowledged.
E-mail address: vaeth@mathematik.uni-wuerzburg.de
0022-0396/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2004.10.005
390 M. Väth / J. Differential Equations 213 (2005) 389–409
under some growth and continuity assumptions on q when 0 is not an eigenvalue
of the p-Laplace operator p; the details will be discussed in Section 4. To achieve
this aim, we make use of a purely topological result of a similar nature which has
been proved by Furi and Pera [14]. We will reprove this result in a more general
setting in Section 2 (even in a much more general context than the one needed for (1),
but we believe that this general result is of independent interest). To apply the result
from Section 2, we need another topological tool which is based on degree theory
(more precisely, on Borsuk’s theorem) and which is provided in Section 3. We want to
point out that by our approach the proof of the ﬁnal result in Section 4 is completely
elementary (except for an application of Borsuk’s theorem).
2. The topological bifurcation result
Deﬁnition 1. Let M be a normal space, and  ⊆ M be nonempty. Let Y be a topological
vector space, and K ⊆ Y be nonempty. Given some continuous map f : → K , we
call a map F :→ Y
(1) f-admissible (on  with respect to M), if F(x) 	= f (x) for x ∈ .
(2) f-epi (on  with respect to K, Y, and M), if it is f-admissible and for any continuous
map :→ K with | = f and for which conv(()) is compact, the equation
F(x) = (x) has a solution x ∈ .
We point out that the case  = ∅ (e.g.  = M) is not excluded in which case any
map is f-admissible and the condition | = f is empty.
For the case that M and K = Y are Banach spaces and f (x) ≡ p, the notion of
so-called p-epi maps is well-established, see e.g. [13,24]. Some authors call 0-epi maps
also essential (see e.g. [4,22]). This concept might be considered as a generalization
of degree theory.
Example 2. Let M = K = Y be a Banach space,  ⊆ Y be open and bounded, and
f (x) ≡ p. Then id is f-epi if and only if p ∈ : This is essentially a reformulation of
Schauder’s ﬁxed point theorem, see [13,24]. More general, if the Leray–Schauder degree
Deg(F,, p) (or the more general Nussbaum–Sadovskı˘ degree [40,44]) is nonzero, then
F is f-epi. Moreover, the converse holds if  is connected [18].
Note that in contrast to degree theory, it is not necessary for Deﬁnition 1 that
the function F belongs to some particular class of functions or that M ⊆ Y . In
a sense, degree theory might be considered as an application of homology theory
in analysis, while p-epi maps correspond to homotopy theory which—at least from
a fundamental point of view—is more powerful (and in certain important situations
equivalent).
Also the case that M = K is the cone of positive elements in a Banach lattice is
frequently discussed in literature. In this case, the corresponding homologic concept is
the ﬁxed point index [21,40]. As for the degree, a nonzero index implies that id − F
is 0-epi. For maps which act between different spaces, the appropriate homologic
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concepts are much more delicate: In certain situations, there exists a degree, e.g. the
Skrypnik degree [48] for compact perturbations of monotone maps F :X → X∗, the
Mawhin coincidence degree for Fredholm maps F of index 0 [16,36,41], the Nirenberg
degree for maps with ﬁnite dimension defect resp. Fredholm maps with positive index
(see [39, Chapter IV]; [17,37,38]), and various generalizations, see e.g. [15,28]. In all
these cases, a nonzero degree implies that the map is f-epi, and in this sense Deﬁnition 1
might be considered as a generalization of all sorts of degree theory. For Vietoris maps
F (i.e. proper maps with acyclic ﬁbres), there are various approaches to a coincidence
point index available [2,7,10,11,19,20,27,29,47] (which is another formulation for a
ﬁxed point index of multivalued maps, see e.g. [3,30]) and which can also be used to
prove that certain maps are f-epi. However, probably because that index is more related
with cohomology theory (not with homology theory), it turns out that its “natural”
homotopic equivalent is the similar but slightly different concept of coepi maps [52]
which we will not discuss here.
Remark 3. For certain applications it is important to note that the results in this section
hold also with slight modiﬁcations: One may replace throughout the assumption on the
compactness of conv(()) either by the assumption that () is compact or by the
assumption that () is bounded and contained in a ﬁnite-dimensional subspace of Y.
Correspondingly, we call in this paper a map F :→ Y
(1) weakly f-epi if it is f-admissible and for any continuous map : → K with
bounded ﬁnite-dimensional range and | = f , the equation F(x) = (x) has a
solution x ∈ .
(2) strongly f-epi if it is f-admissible and for any continuous map : → K whose
range has a compact closure (in Y) and for which | = f , the equation F(x) =
(x) has a solution x ∈ .
Clearly, each strongly f-epi map is f-epi, and each f-epi map is weakly f-epi.
For many applications the above-mentioned modiﬁcations of the deﬁnitions are not
severe: We prove in Proposition 8 (under natural assumptions) that if F is proper (i.e.
preimages of compact sets are compact), then F is weakly f-epi if and only if it is
f-epi. Note that also properness is a natural requirement in this connection: Except
for some pathological constructions, all known examples of (weakly) f-epi maps are
proper.
Moreover, if Y is a Banach space (or, more general, a Fréchet space), then Mazur’s
lemma states that A ⊆ Y is compact if and only if convA is compact, and so the
concept of f-epi maps and strongly f-epi maps coincides in this case.
In this connection it is important to note that Mazur’s lemma is not needed for the
proof of the following fact which even holds in arbitrary topological vector spaces Y
(see e.g. [5, Lemma 2.1]).
Lemma 4. If A,B ⊆ Y are convex and compact, then also conv(A+B) = A+B and
conv(A ∪ B) are compact.
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The crucial property of f-epi maps is the homotopic stability (which relates the
concept to homotopy theory). The following result follows essentially from the abstract
theory developed in [5]. Since the following formulation contains a slight reﬁnement,
we sketch the proof.
Proposition 5 (Homotopy invariance). With  ⊆ M and K ⊆ Y as above, let H : [0, 1]×
 → Y be continuous with H(0, ·) = 0 and such that conv(H([0, 1] × )) is com-
pact. Assume that F :→ Y is f-epi and each of the maps Gt(x):=F(x)−H(t, x) is
f-admissible.
If :→ Y is continuous with | = f and compact conv(()), and if (H(t, ·)+
)( \ ) ⊆ K for each t, then G1(x) = (x) has a solution x ∈ .
In particular, if H([0, 1] × ( \ ))+K ⊆ K , then G1 (and analogously each Gt )
is f-epi.
Proof (sketch). Using the compactness of [0, 1] (and the continuity of the maps), one
can prove that
S:=
⋃
t∈[0,1]
{x ∈  : Gt(x) = (x)}
is closed (for a detailed proof of this fact, see [5]). Since S ∩  = ∅, Urysohn’s
lemma provides a continuous function :→ [0, 1] with | = 0 and |S = 1. Since
(x):=H((x), x)+(x) is continuous with | = f and ( \) ⊆ K , and since
conv(()) is compact by Lemma 4, the equation F(x) = (x) has a solution x ∈ 
which means x ∈ S and thus (x) = 1; consequently, F(x) = H(1, x)+ (x). 
Remark 6. In view of Remark 3, we observe for later usage that an analogous
result holds for weakly (strongly) f-epi maps if one replaces the assumption that
conv(H([0, 1]×)) and conv(()) are compact by the assumption that H([0, 1]×)
and () are bounded and ﬁnite-dimensional (respectively, have a compact closure in
Y). A similar remark holds for the following result.
Proposition 7 (Restriction property). With  ⊆ M and K ⊆ Y as in Deﬁnition 1, let
0 ⊆  be given. Assume that f :→ K is continuous with compact conv(f ()). If
F : → Y is f |-epi on  and F(x) 	= f (x) outside the interior of 0, then F is
f |0 -epi on 0.
Proof. Let a continuous function :0 → K be given with |0 = f |0 such
that conv(()) is compact. We extend  to  by putting (x):=f (x) for x /∈ 0.
Then  is continuous by the glueing lemma, and Lemma 4 implies that conv(())
is compact. Since F is f |-epi, the equation F(x) = (x) has a solution x ∈ .
In view of F(x) 	= f (x) = (x) for x ∈  \ 0, the solution actually belongs
to 0. 
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Some “philosophical” considerations on the above two results are in order. They
correspond to the homotopy invariance and the additivity axioms of degree theory, re-
spectively. While the homotopy invariance is a complete analogue of the corresponding
axiom for the degree, the restriction property is only one part of the additivity axiom:
In particular, the “converse” of the restriction property does not hold, in general. This
reﬂects the fact that homotopy theory does not satisfy all Eilenberg-Steenrod axioms:
It fails to satisfy the excision axiom of homology theory.
The homotopy invariance means in a sense that the boundary condition | = f
needs (?) only “homotopically” be satisﬁed. In particular, we have the following
Rouché-type result.
Proposition 8. Let M be a normal space, and  ⊆ M nonempty, Let Y be a metric
locally convex space, and K ⊆ Y be convex and nonempty. We consider a metric d on
Y which is translation invariant and satisﬁes d(tx, 0)d(x, 0) for t ∈ (0, 1) (such a
metric exists always). Let f, g: → K be continuous and such that convf () and
convg() are compact and contained in K. Assume that F :→ Y is such that
d(g(x), f (x)) < d(F (x), f (x)) (x ∈ ). (2)
Then F is g-epi if at least one of the following two conditions holds.
(1) F is f-epi.
(2) F is weakly f-epi and proper, and f () is ﬁnite-dimensional.
In particular, if f () is ﬁnite-dimensional, then a proper map F is f-epi if and only
if it is weakly f-epi.
Proof. Let C:=convf () (if  = ∅, let C:={c} where c ∈ K is arbitrary but ﬁxed).
Since C is a compact absolute neighborhood retract (ANR), it is homeomorphic to a
neighborhood retract C0 of the Hilbert cube. Moreover, since C is even an absolute
retract, C0 is a retract of the Hilbert cube. By Tietze–Urysohn, any continuous map
from  into the Hilbert cube has a continuous extension on . Considering the
composition with the homeomorphism and the retraction, we thus may extend f to a
continuous map f :→ C (Note that we do not assume that M is a metric space, and
so we could not apply Dugundji’s extension theorem [9] to prove this. Moreover, for
the proof that a convex compact set C is an absolute retract, a countable form of the
axiom of choice sufﬁces [51]).
Let a continuous :→ K be given with | = g and compact conv(). For the
homotopy H(t, x):=t ((x)− f (x)) and Gt(x):=F(x)−H(t, x), we have for x ∈ 
that
d(Gt (x), f (x))  d(F (x), f (x))− d(H(t, x), 0)
 d(F (x), f (x))− d(g(x), f (x)) > 0.
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Consequently, Gt is f-admissible for each t ∈ [0, 1] (for t = 1 we ﬁnd in particular also
that F is g-admissible). Note that the map H(t, ·)+ f attains its values in K. Hence,
the homotopy invariance implies that F(x)−H(1, x) = f (x) (i.e. F(x) = (x)) has a
solution x ∈  if either F is f |-epi or (Remark 6) if F is weakly f |-epi and ()
and f () are ﬁnite-dimensional and bounded. Consequently, F is g-epi, respectively,
weakly g-epi.
To show that F is also g-epi in the second case if F is proper, note ﬁrst that
:={d(F (x), f (x)) : x ∈ } is positive. Indeed, if there would exist a sequence xn ∈
 with d(F (xn), f (xn)) → 0, we could assume by the compactness of f that f (xn)
converges and thus also F(xn) converges to the same value which by the properness
of F implies that xn has an accumulation point x ∈ , and then by continuity
d(F (x), f (x)) = 0, a contradiction. Now we use that for R:=conv(()) and each
n ∈ N there is a continuous (Schauder) projection n:R → R with ﬁnite-dimensional
range and d(n(x), x) < 1/n for each n (for the case of a locally convex space, see
e.g. [52]). Note that the map gn:=(n ◦)| satisﬁes (2) for n > 1/, and so the ﬁrst
part of the proof implies that F is weakly gn-epi. Hence, there is some xn ∈  with
F(xn) = (n ◦ )(xn). Since F−1(R) is compact, the sequence xn ∈ F−1(R) has an
accumulation point x ∈ , and by continuity F(x) = (x). Since F is g-admissible,
this implies x /∈ , and so x ∈ . 
The last statement of Proposition 8 contains for F = id and f = 0 as a special
case the ﬁxed point theorems of Schauder and Tychonoff (as an elementary conse-
quence of the corresponding ﬁnite-dimensional ﬁxed point theorem of Brouwer; recall
Example 2).
Now we formulate our main topological bifurcation result.
Theorem 9 (Bifurcation in a normal space). Let M be a normal space, and  ⊆ M
be nonempty. Let Ki be subsets of topological vector spaces Yi (i = 1, 2). Let f =
(f1, f2):→ K1 ×K2 be continuous with compact conv(f ()).
Assume that F = (F1, F2):→ Y1× Y2 is f |-epi on  with respect to K1×K2,
Y1×Y2, and M. Then the intersection of the sets Xi :={x ∈  : Fi(x) = fi(x)} (i = 1, 2)
is nonempty. Assume in addition that the following holds:
(1) X1 is compact.
(2) X1 ∩X2 is closed (and thus compact).
(3) There is a homotopy h2: [0, 1] ×  → Y2 with h2(0, ·) = 0 and h2(1, x) 	=
F2(x) − f2(x) for x ∈ X1 such that (h2(t, ·) + f2)() ⊆ K2 for each t and
conv(h2([0, 1] × )) is compact.
This holds if there is some y2 ∈ Y2 \ (F2 − f2)(X1) with ty2 + f2() ⊆ K2
(0 < t1).
Then X1 contains a component which intersects both of the sets X2 and .
It is a curiosity (which plays a role for our later applications) that the condition
 	= ∅ is not part of the assumptions but of the conclusions of the theorem.
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Remark 10. An analogous result holds if one replaces the assumption that convf ()
and convh2([0, 1] × ) are compact by the assumption that f () and h2([0, 1] × )
have a compact closure in Y (respectively, are ﬁnite-dimensional and bounded) and
correspondingly the assumption that F is f |-epi by the assumption that F is strongly
(weakly) f |-epi; see Remark 3.
The essential ingredient to the proof of Theorem 9 is the following classical lemma
from [33, Section 47, II, Theorem 3]. Observe that in contrast to [23, Theorem 2-14
and Theorem 2-15], Kuratowski’s proof in [33] (after simple reformulations) does not
require the axiom of choice. We note that for metric spaces, the lemma can be proved
by different means, using so-called ε-chains [53, Chapter I. (9.3)] (see also [54] and
the discussion in [45]).
Lemma 11. Let X be a compact Hausdorff space, and let A,B ⊆ X be disjoint and
closed. Then either there is some component of X which intersects A and B, or X divides
into two disjoint open (and thus closed) sets which contain A and B, respectively.
Proof of Theorem 9. By assumption, F(x) = f (x) has a solution which thus belongs
to X1 ∩X2. Assume by contradiction that a component as in the claim does not exist.
Then, by Lemma 11, the compact Hausdorff space X1 divides into two disjoint closed
(in X1 and thus in M) sets which contain X1 ∩ X2 and , respectively. Since M is
normal, we thus ﬁnd disjoint open sets 1,2 ⊆ M with X1 ∩ X2 ⊆ 1,  ⊆ 2,
and 1 ∪ 2 ⊇ X1.
Put 0:=1 ∩ . Then (see e.g. [32, Chapter II, (8) and (5)])
0 ⊆ (1) ∪ () ⊆ (1) ∪  ⊆ (1) ∪ 2,
and so, since 1 and 2 are open and disjoint,
X1 ∩ 0 ⊆ (1 ∪ 2) ∩ (1 ∩ 0) ⊆ 2 ∩ 1 = ∅.
In particular, each of the maps Gt(x):=(F1(x), F2(x)− h2(t, x)) (0 t1) is f |0 -
admissible on 0, and the restriction property implies in view of {x ∈  : F(x) =
f (x)} = X1 ∩ X2 ⊆ 0 that F is f |0 -epi on 0. Hence, the homotopy invariance
implies that (F1(x), F2(x)−h2(1, x)) = G1(x) = f (x) = (f1(x), f2(x)) has a solution
x ∈ 0 (and thus x ∈ X1) which contradicts our choice of h2. 
If  is an unbounded subset of a normed space, the requirement that a map has
relatively compact range on  is too restrictive for applications: It is more reasonable
to assume that it is compact, i.e. that it maps bounded sets into relatively compact sets.
In this sense, we intend to extend Theorem 9 now. The essential observation in this
connection is the following: If the conclusion of Theorem 9 holds on any closed and
bounded set, then (under mild additional assumptions), one can even ﬁnd an unbounded
component. More precisely, we make use of the following result.
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Theorem 12. Let X1, X2 be subsets of a normed space X such that the following
holds:
(1) The intersection of X1 with any closed ball is compact.
(2) X1 ∩X2 ⊆ X is closed and bounded (and thus compact).
(3) The union of all components of X1 which intersect X2 is unbounded.
Then X1 contains an unbounded component which intersects X2.
Proof. For each n, we ﬁnd a component Cn ⊆ X1 which contains an element of
norm at least n and some xn ∈ Cn ∩X2. By the compactness, the sequence xn has an
accumulation point in X1 ∩X2. We claim that the component C ⊆ X1 of this point is
unbounded.
Assume by contradiction that C is bounded, i.e. there is some N such that C is
contained in B:={x ∈ X : ‖x‖ < N}. By Lemma 11, the compact Hausdorff space
M:={x ∈ X1 : ‖x‖ N} thus divides into two nonempty disjoint closed (in M and
thus in X) sets which contain A:={x ∈ X1 : ‖x‖ = N} and C, respectively. Since X
is normal, we thus ﬁnd disjoint open sets 0,1 ⊆ X with 0 ∪ 1 ⊇ M such that
C ⊆ 0 and A ⊆ 1. Replacing 0 by 0 ∩ B if necessary, we may assume that
0 ⊆ B.
Now we have on the one hand that X1 ∩ 0 = ∅, because any point x of this set
would belong to M \0 ⊆ 1 and thus x would be an interior point of the complement
of 0 which contradicts the fact that x ∈ 0. On the other hand, we have xn ∈ 0
for some nN , and so 0 ∩ Cn 	= ∅. Since the set 0 ∩ Cn is a nonempty open
(in Cn) subset of Cn (and in view of 0 ⊆ B and nN also a strict subset), we
may conclude from the fact that Cn is connected that Cn ∩ 0 	= ∅ which contradicts
X1 ∩ 0 = ∅. 
In order to combine Theorems 9 and 12 the following notions are convenient.
Deﬁnition 13. Let the space M in Deﬁnition 1 be a subset of a normed space X. Then
we call a continuous map :→ Y convexly compact if conv((B)) is compact for
any bounded set B ⊆ .
Given f :→ Y , we call a map F :→ Y boundedly f-epi (on  with respect to
K, Y, and M), if it is f |-admissible and for any continuous convexly compact map
: → K which satisﬁes (x) = f (x) for all x ∈  and for all x outside some
bounded set, the equation F(x) = (x) has a solution x ∈ .
(Throughout,  and  are understood in the topological space M).
Remark 14. In view of Remark 3, we call a continuous map : → Y compact
(respectively boundedly ﬁnite-dimensional) if for any bounded set the image ( ∩
B) has a compact closure (respectively is ﬁnite-dimensional and bounded) for any
bounded set B. We also deﬁne strongly (weakly) boundedly f-epi maps in the obvious
way.
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The proof of the following restriction property for boundedly f-epi maps is completely
analogous to the corresponding proof for f-epi maps (or can be derived from the abstract
result in [5]):
Proposition 15 (Restriction property). With  ⊆ M ⊆ X and K ⊆ Y as above, let
0 ⊆ . Assume that f :→ K is convexly compact. If F :→ Y is boundedly f-epi
on  and F(x) 	= f (x) outside the interior of 0, then F is boundedly f-epi on 0.
In particular, if 0 is bounded then F is f |0 -epi on 0.
Also the corresponding homotopy invariance could be proved analogously. However,
one may also reduce the proof to the earlier result:
Proposition 16 (Homotopy invariance). With the notations of Deﬁnition 13, let H : [0,
1] ×  → Y be continuous with H(0, ·) = 0 and H([0, 1] × ( \ )) + K ⊆
K , and such that conv(H([0, 1] × B)) is compact for any bounded B ⊆ . Put
Gt(x):=F(x)−H(t, x). If F :→ Y is boundedly f-epi and if Gt(x) 	= f (x) for each
t ∈ [0, 1], each x ∈  and each x outside some bounded set which does not depend
on t, then each of the maps Gt is boundedly f-epi.
Proof. Let a convexly compact map :→ Y be given which satisﬁes (x) = f (x)
for all x ∈  and all x ∈ \B for some bounded set B ⊆ X. Enlarging B if necessary,
we may assume in view of our assumptions, that Gt(x) 	= f (x) for all t ∈ [0, 1] and
for all x ∈ (B)∪ (\B). Since (B∩) ⊆ (B)∪, the restriction property implies
that F |B∩ is f |(B∩)-epi on B ∩ , and the homotopy invariance for f-epi maps
thus implies that Gt |B∩ is f |(B∩)-epi on B ∩; in particular, Gt(x) = (x) has a
solution x ∈ B ∩ ⊆ . 
Remark 17. Analogous results hold for strongly (weakly) boundedly f-epi maps F if
one replaces the assumption that conv(H([0, 1]×B)) is compact by the assumption that
H([0, 1] ×B) has a compact closure (respectively, is ﬁnite-dimensional and bounded).
Proposition 15 means, roughly speaking, that a function is boundedly f-epi if and
only if its restriction to any bounded set is f-epi. This is what we need to verify
the assumptions of Theorem 9 on any bounded set, and then Theorem 12 applies.
Combining these results, we thus obtain:
Theorem 18 (Bifurcation in a normed space). Let M be a subset of a normed space X,
and let Ki be subsets of a topological vector space Yi (i = 1, 2). Let f = (f1, f2):→
K1×K2 be continuous and convexly compact. Assume that F = (F1, F2):→ Y1×Y2
is boundedly f-epi on  with respect to K1 ×K2, Y1 × Y2, and M.
Then the intersection of the sets Xi :={x ∈  : Fi(x) = fi(x)} (i = 1, 2) is nonempty.
Assume in addition that the following holds:
(1) The intersection of X1 with any closed ball is compact.
(2) X1 ∩X2 ⊆ X is closed and bounded (and thus compact).
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(3) For each bounded B ⊆ , there is a homotopy h2: [0, 1]×B → Y2 with h2(0, ·) = 0
and h2(1, x) 	= F2(x) − f2(x) for x ∈ B ∩ X1 such that (h2(t, ·) + f2)(B) ⊆ K2
for each t and convh2([0, 1] × B) is compact.
This is satisﬁed if for each bounded B ⊆  the set Y2 \ (F2−f2)(B∩X1) contains
some y2 with ty2 + f2(B) ⊆ K2 (0 < t1).
Then X1 contains a component C ⊆ X1 which intersects X2 and satisﬁes at least one
of the following two conditions:
(1) C ∩  	= ∅.
(2) C is unbounded.
( and  are understood in the topological space M).
Proof. Note ﬁrst that F(x) = f (x) if and only if x ∈ X1∩X2. In particular, X1∩X2 	= ∅
(since F is boundedly f-epi), and if B ⊆  with B ⊇ X1 ∩X2 is bounded, then F |B is
f |B -epi on B, and Theorem 9 implies that there is a component of X1 which intersects
X2 and B. In particular, if there is no component of X1 which intersects , we ﬁnd
for any bounded B0 ⊆ X with B0 ⊇ X1 ∩X2 a component of X1 which intersects X2
and B0 (because B:= ∩ B0 contains X1 ∩ X2 and B ⊆ () ∪ B0). Theorem 12
thus implies that there is an unbounded component of X1 which intersects X2. 
Remark 19. An analogous result holds if one replaces the assumption that f is con-
vexly compact and convh2([0, 1] ×B) is compact by the assumption that f is compact
(respectively, boundedly ﬁnite-dimensional) and h2([0, 1] × B) has a compact closure
(respectively, is ﬁnite-dimensional and bounded), and correspondingly the assumption
that F is boundedly f-epi by the assumption that F is strongly (weakly) boundedly
f-epi; see Remark 3.
Theorem 18 is a variation of the main result from [14]. However, in contrast to [14],
we do not require any properness or boundedness assumptions, nor do we require that
F1 fails to be 0-epi (which were too restrictive for our application). (The latter was
alluded to in [14]).
We also point out that by considering the auxiliary sets K1,K2, and M, we obtained a
result with much more applications than [14]. For example, for the case that M denotes
the positive cone in an ordered normed space, Theorem 18 becomes a result on the
existence of a global positive bifurcation branch. The crucial point in this connection
is that M need not have interior points, because the boundary  is understood relative
to M.
3. Perturbations of odd homeomorphisms
The essential assumption of Theorem 18 is that F = (F1, F2) is boundedly (f1, f2)-
epi. We want to verify this assumption in particular situations. We are ﬁrst interested in
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the case that  = 1×2 and that Fi(x1, x2) and fi(x1, x2) depend only on xi ∈ i .
At a ﬁrst glance, one might conjecture that in this case the map F is (boundedly) f-epi
if Fi is (boundedly) fi-epi for i = 1, 2.
However, the situation is much more complicated. To understand how involved this
problem actually is, consider the special case F = id and f = 0 on  = (−1, 1) ×
(−1, 1) (in M = X = K = Y = R2): The fact that F is boundedly 0-epi is then
essentially a reformulation of Brouwer’s ﬁxed point theorem in R2 (recall Example 2)
while the fact that Fi are boundedly 0-epi is a reformulation of Brouwer’s ﬁxed point
theorem in R1, i.e. a reformulation of the intermediate value theorem. Thus, even
in this simple situation a proof of the above “conjecture” would implicitly give a
proof of Brouwer’s ﬁxed point theorem for R2 (for which no really simple proof is
known yet).
This example shows that even under natural additional assumptions, any proof of
the above “conjecture” must make use of rather involved topological tools. If for Fi a
degree is deﬁned, one can make use of the (Cartesian) product property of the degree
which holds even for the coincidence point index [28]. For our particular application
to the p-Laplacian, we could try to prove and apply such a product property for the
Skrypnik degree [48]. However, we will proceed in a different way which is more
elementary: We will reduce the problem to Borsuk’s theorem under the assumption
that we consider odd maps which are compact perturbations of homeomorphisms.
Proposition 20. Let M = X be a Banach space,  ⊆ X open and symmetric (i.e.
0 ∈  = −), and J :→ Y be a homeomorphism onto a subset of some topological
vector space Y. Let G:→ Y be continuous and compact, and put F :=J +G.
Let K ⊆ Y satisfy K −G() ⊆ J (). Assume that f : → K is continuous and
compact and such that F(x) 	= f (x) for all x ∈  and for all x outside some bounded
set. If the map :=J−1 ◦ (f − G) is odd (i.e. (−x) = −(x)), then F is strongly
boundedly f-epi on  with respect to K, Y, and M = X.
Proof. Let a continuous compact map : → K be given for which there is some
bounded set B with (x) = f (x) for all x ∈  and for all x ∈ \B. We may assume
that B is an open ball with center 0. Moreover, we may assume that B contains the set
A:={x ∈  : F(x) = f (x)}. Putting 0 = B ∩ , we thus have that the coincidence
set C:={x ∈  : F(x) = (x)} is contained in 0. Note that 0 is symmetric, open,
and bounded.
The set (0) is compact. Indeed, the compact set (f −G)(0) is contained in
K −G() ⊆ J (), and so the image of this set under the continuous map J−1 is
compact; this image contains (0). An analogous argument for the map 0:=J−1 ◦
(−G) shows that 0(0) is compact. Note that |0 = 0|0 . Moreover, the ﬁxed
points of 0 in 0 are precisely the points from C ⊆ 0. Hence, the Leray–Schauder
degrees Deg(id − 0,0, 0) and Deg(id − ,0, 0) are deﬁned and equal (by the
boundary dependence property of the degree). Since the latter degree is odd by the
classical Borsuk theorem and thus in particular nonzero, we obtain that 0 has a ﬁxed
point in 0, i.e. C 	= ∅. 
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Theorem 21. Let M = X be a Banach space,  ⊆ X open and symmetric, and
J :→ Y be a homeomorphism onto a subset of some topological vector space Y. Let
G:→ Y be continuous and compact.
Let K ⊆ Y satisfy K −G() ⊆ J (). Assume that f : → K is continuous and
compact and such that the map J−1 ◦ (f −G) is odd.
Let  be a ﬁnite-dimensional space, and :×→ Y be continuous and compact
and such that there is some continuous compact h: [0, 1]××→ Y with h(0, ·, ·) = 0,
h(1, ·, ·) = , h([0, 1] × × )+K ⊆ K and such that
S:=
⋃
t∈[0,1]
{x ∈  : J (x)+G(x) = h(t, x, 0)+ f (x)}
is bounded and does not intersect .
Then there is a component C of
X1:={(x, ) ∈ ×  : J (x)+G(x) = (x, )+ f (x)}
which intersects × {0} and satisﬁes at least one of the following two requirements:
(1) C contains a point of the form (x, ) with x ∈ .
(2) C is unbounded.
Proof. For t ∈ [0, 1] deﬁne 	t : ×  → Y ×  by 	t (x, ):=(J (x) + G(x) −
h(t, x, ), ). Deﬁne also : ×  → K ×  by (x, ):=(f (x), 0). We show ﬁrst
that any 	t is strongly -epi on ×  with respect to K × , Y × , and M = X.
To see this, consider the homotopy H(t, (x, )):=(h(t, x, ), 0). Then 	t = 	0 −
H(t, ·). Note that the set of all solutions of one of the equations 	t (x, ) = (x, )
(0 t1) is S × {0}. In particular, this set is bounded and contained in the interior of
×. In view of the homotopy invariance, it thus sufﬁces to prove that 	0 is strongly
boundedly 
-epi.
To see the latter, note that 	0 is the sum of the homeomorphism J0(x, ):=(J (x), )
and of the compact map G0(x, ):=(G(x), 0). Since J−10 ◦ (G0 + ) is odd (and the
solution set of the equation 	0(x, ) = (x, ) is bounded and contained in × as
observed earlier), it follows by Proposition 20 that 	0 = J0+G0 is -epi, as required.
In particular, 	1(x, ):=(J (x)+G(x)− (x, ), ) is strongly -epi on × .
Now we apply Theorem 18 with K1:=K , Y1:=X, K2:=Y2:=, F1(x, ):=J (x) +
G(x)− (x, ), F2(x, ):=, f1(x, ):=f (x), and f2(x, ):=0. Note that in this case
X2:={(x, ) ∈ ×  : F2(x, ) = f2(x, )} ⊆ × {0}
and so X1 ∩ X2 ⊆ S × {0} ⊆  × {0}. As preimages of closed sets under continuous
maps, the sets X1 and X2 are closed in ×  and thus closed in X × . Moreover,
the intersection of X1 with any closed ball B ⊆ X ×  is compact. Indeed, putting
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k(x, ):=(x, ) + f (x) − G(x), we have k(x, ) = J (x) for (x, ) ∈ X1. Denoting
the projection of B ∩ X1 to X and  by BX and B, respectively, we thus have
J (BX) = k(X1 ∩ B). Hence, J (BX) is contained in the compact set
(X1 ∩ B)+ f (X1 ∩ B)−G(X1 ∩ B) ⊆ (× )+K −G()
⊆ (× )+K −G()
⊆ K −G() ⊆ J ()
and so also BX is contained in the compact set J−1(J (BX)). Since B∩X1 ⊆ BX×B
and  has ﬁnite dimension, we may conclude that B∩X1 is compact, since it is closed
and contained in the Cartesian product of two relatively compact sets.
Finally, for any bounded set B ⊆ × , the set
Y2 \ {F2(x, )− f2(x, ) : (x, ) ∈ B} =  \ { : (x, ) ∈ B for some x ∈ }
is nonempty and thus contains some point y2 ∈  which trivially satisﬁes ty2+K2 ⊆ K2
(0 < t1). Hence, Theorem 18 implies the statement. 
In the above proof, we made tacitly use of Remark 3.
We will later apply the following special case for K:=Y and h(t, x, ):=t(, x):
Corollary 22. Let  = M = X be a Banach space, and J :X → Y be a homeomor-
phism onto a metric vector space Y. Let G:X → Y be continuous and compact, and
J−1 ◦G be odd.
Let  be a ﬁnite-dimensional space, and :X×→ Y be continuous and compact.
Assume that the set
S:=
⋃
t∈[0,1]
{x ∈ X : J (x)+G(x) = t(x, 0)}
is bounded. Then there is an unbounded component of
X1:={(x, ) ∈ X ×  : J (x)+G(x) = (x, )}
which intersects X × {0}.
4. Application to equations with the p-Laplacian
Let 1 < p < ∞. Let some bounded smooth domain U ⊆ Rn and a function
q:×U×R×Rn → R be given. We assume throughout that  is a ﬁnite-dimensional
space, and that for ﬁxed  the function q(, ·, ·) satisﬁes a Carathéodory condition,
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i.e. q(, ·, u, v) is measurable and q(, x, ·, ·) is continuous for almost all x ∈ U . We
consider the problem
{
pu(x)+ 0 |u(x)|p−2 u(x) = q(, x, u(x),∇u(x)) in U ,
u(x) ≡ 0 on U , (3)
where
pu:=div
(
|∇u|p−2 ∇u
)
is the so-called p-Laplace operator. However, all our results carry over without any
changes to other classes of operators like e.g. the pseudo-p-Laplace operator
˜pu:=
n∑
k=1
Dk
(
|Dku|p−2Dku
)
(with Dku = uxk ). For any smooth solution u of (3) and any smooth function v on U,
we have by Gauß’ theorem (partial integration) that
−
∫
U
〈|∇u(x)|p−2 ∇u(x),∇v(x)〉 dx + 0
∫
U
|u(x)|p−2 u(x)v(x) dx
=
∫
U
q(, x, u(x),∇u(x))v(x) dx. (4)
We consider the Sobolev space X:=W 1,p0 (U) of functions vanishing at U . As usual,
we call a function u ∈ X a (weak) solution of problem (3), if the variational equality (4)
holds for any v ∈ X. Letting 〈·, ·〉 :X∗ × X → R denote the usual pairing of X∗ =
W−1,p′(U) and X (see e.g. [55, Appendix]), we deﬁne now operators Jp:X → X∗,
Gp:X → X∗, and :X × → X∗ by the relations
〈Jp(u), v〉 =
∫
U
〈|∇u(x)|p−2 ∇u(x),∇v(x)〉 dx (v ∈ X),
〈Gp(u), v〉 =
∫
U
|u(x)|p−2 u(x)v(x) dx (v ∈ X),
〈(u, ), v〉 =
∫
U
q(, x, u(x),∇u(x))v(x) dx (v ∈ X)
(Under the growth hypotheses formulated later we have indeed :X×→ X∗, as we
will prove). Then u is a (weak) solution of (3) if and only if
−Jp(u)+ 0Gp(u) = (u, ).
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It is well-known (see e.g. [55, Section 26.5]) that the operator Jp deﬁned in the above
way is continuous and satisﬁes the estimate
〈Jp(u)− Jp(v), u− v〉 c ‖u− v‖p
for some constant c > 0 if p2. By Minty’s theorem on monotone operators, it
follows from this that Jp:X → X∗ is a homeomorphism. The latter holds also in
the case 1 < p < 2 with a slightly more complicated proof, see [56, Lemma 3.3].
Moreover, it is immediately clear from the deﬁnition that the operators Jp and Gp
are odd and positively homogeneous of order p − 1 (i.e. Jp(tu) = tp−1Jp(u) for any
t0).
The case q ≡ 0 (i.e.  = 0) has been intensively studied in literature: In this case,
the weak solutions of Eq. (3) are the solutions of the equality Jp(u) = 0Gp(u).
Since Jp and Gp are positively homogeneous of the same order, this is a natural form
of an eigenvalue problem: 0 is called an eigenvalue (of p on U), if the equation
Jp(u) = 0Gp(u) has a nontrivial solution u (and in this case all positive multiples of
u are eigenfunctions, too). The study of eigenvalues of p and the behavior of (3) at
eigenvalues is the topic of active research. From the vast literature, we mention only
the classical papers [31,34,35] where particularly the ﬁrst eigenvalue is considered.
In the following, we will discuss only the case that 0 is not an eigenvalue. In
this case, 0 does not belong to any of the canonical spectra which can be deﬁned
for positively homogeneous operators [6]; this can be considered as a generalization
of the nonlinear Fredholm alternative which in case of the p-Laplacian was proved
independently in [12,42]; see also e.g. [8]. As we will see, the main result in this
section might be considered as a further strengthening of the Fredholm alternative for
the p-Laplacian.
We will assume that q satisﬁes a growth estimate of the form
∣∣q(, x, u, v)∣∣ a(x)+ b (|u| + |v1| + · · · + |vn|)p−1 , (5)
where a ∈ Lp′(U). Moreover, we assume that the dependence of q from  is “Lp-
uniformly continuous” in the sense that
∣∣q(, x, u, v)− q(0, x, u, v)∣∣ C(, 0) (a,0(x)+ (|u| + |v1| + · · · + |vn|)p−1) ,
(6)
where ‖a,0‖Lp′ (U) 1 and
lim
→0
C(, 0) = 0
for any 0 ∈ .
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Lemma 23. Under assumptions (5) and (6), the operator (, u)(x):=q(, x, u(x)) is
continuous and bounded from × Lp(U,Rn+1) into Lp′(U).
Proof. In the scalar case, the classical Krasnoselskiı˘ theorems [25,26] state that if
a superposition operator F0(x, u):=f (x, u) of scalar functions (with a Carathéodory
function f ) sends Lp(U) into Lp′(U), then it is automatically continuous and bounded.
Moreover, this is the case if and only if it satisﬁes the growth estimate |f (x, u)| a(x)+
b |u|p/p′ = a(x)+b |u|p−1. An analogous result holds for functions with values in Rn+1
(equipped, e.g., with the sum-norm), although a different proof is required [49]. How-
ever, for the sufﬁciency of the growth condition (which we assume), one does not need
this hardly available reference. Indeed, a straightforward application of Minkowski’s
inequality (analogous to estimate (7) below) shows that (5) implies that, for ﬁxed ,
the mapping (, ·):Lp(U,Rn+1) → Lp′(U) is bounded. Moreover, (, ·) is con-
tinuous, because the automatic continuity of superposition operators holds even for
functions with values in Banach spaces [50, Corollary 5.2.1]. An alternative proof in
the ﬁnite-dimensional setting can be found in [55, Proposition 26.6].
Now we want to let  vary. Minkowski’s inequality implies in view of (6) that
∥∥(, u)−(0, u)∥∥Lp′ (U)  C(, 0)
(
‖a,0‖Lp′ (U)
+
(∫
U
(
‖u(x)‖p−1
)p′
dx
)1/p′)
 C(, 0)
(
1+ ‖u‖p−1
Lp(U,R
n+1)
)
. (7)
This shows that for any bounded subset B ⊆ Lp(U,Rn+1) the family {(·, u) : u ∈ B}
is equicontinuous. This fact implies on the one hand the continuity of  in view of
the estimate
∥∥(, u)−(0, v)∥∥Lp′ (U)  ∥∥(, u)−(0, u)∥∥Lp′ (U)
+ ∥∥(0, u)−(0, v)∥∥Lp′ (U) .
On the other hand, this fact implies that  is bounded. Indeed, if B ⊆ Lp(U,Rn+1)
and 0 ⊆  are bounded, we have to show that (0 × B) is bounded. Since  has
ﬁnite dimension, we may assume that 0 is compact. By the equicontinuity and by the
compactness of 0, we ﬁnd ﬁnitely many 1, . . . , n ∈ 0 such that for any  ∈ 0
there is some k with
∥∥(, u)−(k, u)∥∥Lp′ (U) 1 (u ∈ B).
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Since ({k} × B) is bounded for any k, Minkowski’s inequality hence implies that
(0 × B) is bounded. 
Corollary 24. The operator Gp:X → X∗ is continuous and compact, and under the
assumptions (5) and (6) the same holds for :X × → X∗.
Proof. Since the canonical linear embedding I :X ↪→ Lp(U) is compact by Rel-
lich’s embedding theorem (see e.g. [1, A 5.1] or [55, Appendix]), it follows from
Schauder’s theorem that also the adjoint operator I ∗:Lp′(U) ↪→ X∗ is a compact em-
bedding. Moreover, the linear operator J :X ×  ↪→  × Lp(U,Rn+1), deﬁned by
J (u, ):=(, (u,∇u)), is bounded. Hence, the composition  = I ∗J is continuous
and compact. The statement for Gp is a special case of the statement for  (for the
particular choice q(, x, u, v):= |u|p−2 u). 
For q(0, ·, ·), we require a more restrictive growth condition than (5), namely
|q(0, x, u, v)| a(x)+ b(|u| + |v1| + · · · + |vn|), (8)
where a ∈ Lp′(U) and b: [0,∞)→ R is locally bounded and satisﬁes
lim
r→∞
|b(r)|
rp−1
= 0.
Condition (8) is satisﬁed, in particular, if q(0, ·, ·) is subject to the growth condition
|q(0, x, u, v)| a(x)+ b · (|u| + |v1| + · · · + |vn|)q
with a ∈ Lp′(U), b <∞, and 0 < q < p − 1.
Lemma 25. Under assumption (8), the operator (0, ·) from Lemma 23 satisﬁes
lim‖u‖
Lp(U,Rn+1)→∞
‖(0, u)‖Lp′ (U)
‖u‖p−1
Lp(U,R
n+1)
= 0.
Proof. Given ε > 0, choose R such that b(r)εrp−1 for rR. Since b is locally
bounded, a straightforward covering argument shows that it is bounded on the compact
set [0, R] by some constant CR0. Given some u ∈ Lp(U,Rn+1), we put UR:={x ∈
U : ‖u(x)‖ R} (where Rn+1 is equipped with the sum-norm). Then Minkowski’s and
Jensen’s inequalities imply
‖(0, u)‖Lp′ (U)  ‖a‖Lp′ (U) +
(∫
U
|b(‖u(x)‖)|p′ dx
)1/p′
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 ‖a‖Lp′ (U) +
(∫
UR
C
p′
R dx +
∫
U\UR
(
ε ‖u(x)‖p−1
)p′
dx
)1/p′
 ‖a‖Lp′ (U) + CR (mesU)1/p
′ + ε ‖u‖p−1
Lp(U,R
n+1) .
Dividing this estimate by ‖u‖p−1
Lp(U,R
n+1), we obtain the claim. 
Similarly to Corollary 24, we obtain the following consequence.
Corollary 26. Under assumption (8), the operator (·, 0):X → X∗ satisﬁes
lim‖x‖X→∞
∥∥(x, 0)∥∥
X∗
‖x‖p−1X
= 0. (9)
Lemma 27. If 0 is not an eigenvalue of p on U, then
lim inf‖u‖X→∞
∥∥Jpu− 0Gpu∥∥X∗
‖u‖p−1X
> 0. (10)
Proof. The statement follows from the fact that 0 does not belong to the (generalized)
Furi–Martelli–Vignoli spectrum [6]. However, for the sake of completeness, we provide
a short proof. Since the operator F :=Jp − 0Gp is positively homogeneous of order
p − 1, the left-hand side of (10) is
I := inf{‖Fu‖X∗ : ‖u‖X = 1}.
Assume by contradiction that I = 0. Then there is a sequence un ∈ X with ‖un‖X = 1
and Fun → 0. Passing to a subsequence, we may assume by the compactness of Gp
that Gpun converges to some v ∈ X∗, and so Jpun = Fun + 0Gpun → v. Since Jp
is a homeomorphism, we obtain that un converges to u:=J−1p v; in particular ‖u‖X = 1
and thus u 	= 0. By continuity, we have Fun → Fu and thus Fu = 0. Hence, u is an
eigenvector of p on U, a contradiction. 
Now we are in a position to prove our main result on Eq. (3).
Theorem 28. Assume that 0 is not an eigenvalue of p on U and that estimates (5), (6),
and (8) are satisﬁed. Then there is an unbounded connected set C ⊆ X× intersecting
X× {0} such that any (u, ) ∈ C is a (weak) solution of (3). In case q(0, ·, ·) = 0, we
have (0, 0) ∈ C.
Proof. We apply Corollary 22 with Y = X∗, J :=−Jp, and G:=0Gp. We have already
observed that −Jp:X → Y is a homeomorphism onto Y. Since Jp and 0Gp are odd
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maps, also −J−1p ◦(0Gp) is odd. By Corollary 24, the maps Gp and  are continuous
and compact. Moreover, since 0 is not an eigenvalue, we have by (9) and (10) for all
u ∈ X with sufﬁciently large norm that
∥∥Jpu− 0Gpu∥∥X∗ > ∥∥(u, 0)∥∥X∗  ∥∥−t(u, 0)∥∥X∗ (0 t1)
and so the set
S:=
⋃
t∈[0,1]
{u ∈ X : −Jp(u)+ 0Gp(u) = t(u, 0)}
is bounded. Corollary 22 now implies that there is an unbounded component C ⊆ X×
of solutions which intersects X×{0} (and thus S×{0}); in case q(0, ·, ·) = 0, we have
S = {0} (since 0 is not an eigenvalue). 
The above arguments show after an inspection of the proof of Theorem 21 that the
map
X ×   (u, )  → (Jp(u)− 0Gp(u)− (u, ), ) ∈ X∗ × 
is strongly boundedly 0-epi on X × . This is the generalization of the Fredholm
alternative which we had announced before: If 0 is not an eigenvalue of p, then
Jp − 0Gp has a very strong “surjectivity” property.
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