Abstract We used ultra-high field (7 T) fMRI and parallel imaging to scan the superior parietal lobule (SPL) of human subjects as they mentally traversed a maze path in one of four directions (up, down, left, right). A counterbalanced design for maze presentation and a quasiisotropic voxel (1.46 9 1.46 9 2 mm thick) collection were implemented. Fifty-one percent of single voxels in the SPL were tuned to the direction of the maze path. Tuned voxels were distributed throughout the SPL, bilaterally. A nearest neighbor analysis revealed a ''honeycomb'' arrangement such that voxels tuned to a particular direction tended to occur in clusters. Three-dimensional (3D) directional clusters were identified in SPL as oriented centroids traversing the cortical depth. There were 13 same-direction clusters per hemisphere containing 22 voxels per cluster, on the average; the mean nearestneighbor, same-direction intercluster distance was 9.4 mm. These results provide a much finer detail of the directional tuning in SPL, as compared to those obtained previously at 4 T (Gourtzelidis et al. Exp Brain Res 165:273-282, 2005). The more accurate estimates of quantitative clustering parameters in 3D brain space in this study were made possible by the higher signal-to-noise and contrast-to-noise ratios afforded by the higher magnetic field of 7 T as well as the quasi-isotropic design of voxel data collection.
Introduction
Technical developments in functional magnetic resonance imaging (fMRI) that improve the signal-to-noise ratio (SNR), contrast-to-noise ratio (CNR), and spatial specificity of the signal are essential for the continued efficacy of fMRI as a research tool in cognitive neuroscience. The vast majority of fMRI studies rely on T 2 * blood oxygen level-dependent (BOLD) contrast. BOLD contrast originates from the intravoxel inhomogeneity induced by paramagnetic deoxyhemaglobin sequestered in red blood cells, which are themselves compartmentalized within blood vessels. Increasing the field strength of the main magnetic field (B 0 ) increases the bulk susceptibility difference between blood containing deoxyhemoglobin and the surrounding diamagnetic tissue, and thereby yields greater MR signal change in a task condition compared to baseline (Gati et al. 1999) . The increase in sensitivity with high magnetic fields has been demonstrated in numerous studies (Turner et al. 1993; Gati et al. 1997; Krüger et al. 2001; Yacoub et al. 2001; Krasnow et al. 2003; Fera et al. 2004; Zou et al. 2005) . The most important benefit of using ultra-high fields, however, is the increase in spatial specificity-that is, the correspondence between the MR signal and the underlying neuronal response (Ugurbil 2002; Ugurbil et al. 2003 Ugurbil et al. , 2006 . At 1.5 T and even at 3 T, increased neuronal activity can induce BOLD signal changes from large blood vessels that do not co-localize with the site of neuronal activity (Menon et al. 1993; Segebarth et al. 1994) . Moreover, the BOLD signal from the microvasculature (i.e., the capillaries and small postcapillary venules), which is of most interest to researchers, is largely undetectable at 1.5 T and deluged by large vessel contributions at 3 T. At ultra-high fields such as 7 T, however, the nonspecific BOLD signal from large vessels is reduced (Yacoub et al. 2001 (Yacoub et al. , 2005 because the venous blood T 2 decreases with increasing magnetic field . Furthermore, the BOLD signal from the microvasculature increases approximately quadratically with field strength and is substantially enhanced at 7 T (Yacoub et al. 2005) .
Despite the benefits of ultra-high field fMRI, it presents challenges, such as increased inhomogeneity of B 0 , reduced T 2 and T 2 * relaxation times, increased electromagnetic energy absorbed by the tissue (SAR), and increased scanner noise. These challenges can be offset by combining ultra-high field fMRI with parallel imaging (Wiesinger et al. 2004 (Wiesinger et al. , 2006 Moeller et al. 2006) . In parallel imaging, multiple receiver coils simultaneously acquire spatial information from different regions of the object being imaged, rather than relying on the switching of magnetic field gradients for spatial encoding (Sodickson et al. 1997; Pruessman et al. 1999) . The advantages of parallel imaging include reduced acquisition time, potentially higher spatial and temporal resolution, reduced artifacts due to B 0 inhomogeneity and motion, reduced SAR, and reduced scanner noise. A limitation of parallel imaging is a decrease in SNR due to less sampling of the k-space data and unaliasing, but this loss in SNR is often less than the loss of CNR (Moeller et al. 2006 and references therein) depending on the contributions of intrinsic and physiological noise. But since an increase in SNR is a major benefit of ultra-high field fMRI, the advantages and limitations of ultra-high field fMRI and parallel imaging complement each other.
In terms of applications, ultra-high field fMRI and parallel imaging enable cognitive neuroscientists to perform experiments on more specific attributes of sensory, cognitive, and motor processes, and to be more confident that the observed loci of activation co-localize with the area of increased neuronal activity. In the present study, we used a 7 T magnet and parallel imaging with a one-dimensional reduction factor of 4 (Moeller et al. 2006 ) and a 15-channel coil ) to scan the human SPL during a maze task in which the direction of covert attention was investigated. Covert attention refers to the allocation of attention in the absence of eye movements. The SPL is a crucial area within the human posterior parietal cortex (PPC) for visuospatial functions such as mental rotation (Richter et al. 2000; Tagaris et al. 2000) and visuospatial attention (Corbetta et al. 1993; Vandenberghe et al. 2001; Fan et al. 2005; Molenberghs et al. 2007) . Maze tasks have an extensive history in psychology and neuroscience as a probe of spatial processing (Tolman 1932; Porteus 1969; Olton 1979; Brown et al. 1999) . Recent studies in monkeys (Crowe et al. 2004 Nitz 2006 ) and humans ) have identified the PPC as a critical area for the spatial processing that is requisite in solving mazes.
In a previous study of maze solving using 4 T fMRI , we observed tuning of single voxels in the SPL with respect to the direction in which a maze was mentally traversed. Furthermore, tuned voxels with similar preferred directions tended to cluster, and patches of tuned voxels with different preferred directions were distributed throughout the SPL. This study demonstrated that direction is a critical attribute in the neural control of attention, and furthermore, that it can be detected by fMRI at the single-voxel level. These results are consistent with an optical imaging study of monkeys (Raffi and Siegel 2005) , in which the locus of spatial attention was correlated with a patchy topological arrangement in the inferior parietal lobe (IPL), an area believed to be homologous to the human SPL. In the present study, we utilized an experimental design in which the direction of covert visual attention was manipulated throughout the experiment, without a typical baseline condition that differed appreciably from the task condition. This design ensured that the activation of single voxels was due to the direction of attention and not to extraneous factors, such as the difference in the level of attention between task and control conditions (Scannell and Young 1999) .
Materials and methods

Subjects
Data were obtained from three healthy, right-handed subjects (two men and one woman, ages 23-43) who participated in the study as paid volunteers. The institutional review board at the University of Minnesota approved the protocol. Informed consent was obtained from all subjects prior to the study according to the Declaration of Helsinki.
Stimuli and tasks
Mazes were generated by a computer and presented to subjects via a rear-projection screen and a mirror attached to the coil. Mazes were composed of white lines on a black background and subtended *5°9 5°of visual angle. Subjects mentally traversed one of four radially directed paths (up, down, left, right) of a maze while fixating a central point (Fig. 1 ). Mazes were filled with random linear distracters except for the non-branching central path that extended in one of the four directions. Half of the radial paths were open-ended and exited the maze (''exit'' mazes), and half were closed by a line near the end of the maze (''no-exit'' mazes); the exit status of each maze was selected randomly by the computer. Subjects pressed one of two buttons with their right hand to indicate whether the maze path had an exit or not. To prevent subjects from being able to judge the exit status of a maze by the mere presence of a gap in the perimeter of exit mazes, two additional gaps (for a total of three) were added at random locations in the perimeter. No-exit mazes did not have gaps, so three gaps were randomly added to the maze perimeter to keep the number of gaps constant for exit and no-exit mazes.
A block design was used such that 35 mazes (trials) of a given direction were presented in 42-s blocks. A trial lasted 1.2 s, with the maze displayed for the first 300 ms. This brief presentation of stimuli was intended to minimize the period of visual stimulation and the potential for eye movements. Blocks of mazes in each of the four directions were presented four times, yielding 16 blocks total. The maze path direction for a given block varied parametrically in a counterbalanced design (Cox 1958 ) such that each direction was preceded and followed by each other direction an equal number of times (Fig. 2 ). Subjects fixated a central point throughout the experiment, which lasted *11 min. Prior to scanning, subjects practiced the task outside of the scanner. During scanning, subjects performed at 84 ± 2.9% correct (mean ± SEM, N = 3 subjects). All trials were analyzed.
Subjects were instructed not to make eye movements. Two subjects performed the task in the magnet while their eyes were monitored by an eye tracking system (Avotec Inc., Stuart, FL, USA). Eye movements were not observed, consistent with studies showing that humans (Chafee et al. 2002) and monkeys ) can perform the maze task using covert attention in the absence of eye movements.
Image acquisition
Imaging was performed on a 7 T magnet (Magnex Scientific, UK) equipped with a Varian Inova (Palo Alto, CA, USA) console and Siemens Symphony/Harmony (Erlangen, Germany) gradient amplifier. A 15-channel radio frequency coil with an opening for presentation of visual stimuli ) and home-built digital receiver for multi-channel acquisition were used.
T1-weighted anatomical images were acquired using inversion-recovery TurboFLASH. The acquisition bandwidth was 72 kHz, the matrix was 128 9 128, and the field-of-view (FOV) was 18.7 cm. The flip angle of the excitation pulse was 10°. For inversion, an adiabatic hyperbolic secant pulse (HS4) (Tannus and Garwood 1996) with a bandwidth length product of 14 was applied. The inversion time was 1.45 s. Seven oblique slices through the SPL were selected for each subject based on sagittal T1-weighted scout images. The slices were acquired without gaps. The fMRI time series were recorded using T2*-sensitized echo-planar imaging with an in-plane spatial resolution of 1.46 9 1.46 mm 2 , a slice thickness of 2 mm, a TR of 1.5 s, and a TE of 25 ms. The flip angle was 60°and the acquisition bandwidth was 200 kHz.
A full FOV image (18.7 9 18.7 cm 2 ), from which the coil sensitivities were computed, was recorded before the functional time series. A matrix of 128 9 128 was obtained using four segments. The functional time series was acquired with reduced FOV consisting of one segment of the full FOV image (matrix: 128 9 32, FOV: 18.7 9 4.67 cm 2 ) corresponding to a one-dimensional reduction factor of 4. Images were reconstructed in Matlab using SENSE (Pruessmann et al. 1999; Moeller et al. 2006 ).
Data analysis
General
For each subject, the SPL was demarcated anteriorly by the postcentral sulcus, posteriorly by the lateral extension on the parietal-occipital sulcus, laterally by the medial edge of the intraparietal sulcus, and medially by the interhemispheric fissure. Data analyses were performed on single voxels within the SPL. The SPSS 15.0 statistical package for Windows (SPSS, Chicago, IL, USA; 2006), Matlab version 7.0 (Mathworks, Natick, MA, USA), and ad-hoc computer programs were used to implement the analyses.
Images were screened for motion artifacts by measuring variation in the center of mass of the functional images over the entire time course. This measurement was performed separately for the X, Y, and Z coordinates. Subject motion was further assessed by forming a cine loop of the images. Both measurements were performed using the fMRI analysis program STIMULATE (version 6.0.1, Center for Magnetic Resonance Research, University of Minnesota Medical School, Minneapolis, MN, USA) and motion correction was performed (Nestares and Heeger 2000) .
A mask was applied to each voxel such that the coefficient of variation did not exceed 5% in order for that voxel to be analyzed further. This criterion was used because the coefficient of variation is higher in the vicinity of large vessels and outside of the brain (Kim et al. 1994) . The data were logtransformed Yacoub et al. 2005) to meet the assumptions of parametric statistical analyses, namely normality, homoscedasticity, and additivity (Zar 1999) .
Finally, the data were detrended using a sliding regression algorithm to remove low frequency noise (Marchini and Ripley 2000) .
For each voxel, an analysis of covariance (ANCOVA) was performed on the time series of SPL BOLD values. The first five time points for each block were discarded to allow the hemodynamic response to attain a steady state for that block. The dependent variable was the BOLD time series for each voxel, which consisted of 368 values (23 time points per block 9 16 blocks). Fixed factors consisted of (1) the sequential Group of blocks, where each sequence of four blocks constituted a group (yielding four groups total), and (2) the maze path direction. If the maze path direction effect was statistically significant (P \ 0.05), a sinusoidal multiple linear regression was performed to determine the presence of directional tuning (Georgopoulos et al. 1982) :
where A is BOLD activation, h is maze path direction, b 0 , b x , and b y are regression coefficients, and e is an error term. If either b x or b y were statistically significant, the 'preferred direction' (in radians) was calculated from the regression coefficients as arctan (b y /b x ) and placed in the appropriate quadrant based on the sign of b x and b y . It was then converted to degrees and binned in eight bins using the four cardinal directions and the main diagonals as centers of the bins and a bin width of ±22.5°.
Permutation analysis
In the analyses above, many tests (ANOVAs and regressions) were carried out, since each was performed on data from each voxel. Therefore, it is possible that the percentage of directionally tuned voxels thus identified might be inflated. We evaluated this problem by performing a permutation analysis, as follows. For each voxel, the complete data set included 368 detrended time-course BOLD values (four maze path directions 9 4 blocks 9 23 images per block). These values were randomly permuted and all the statistical analyses were performed in the identical manner, as they were on the original, non-permuted data. This was done for each voxel. We wanted to determine the percentage of directionally tuned voxels following permutation.
Nearest neighbor analysis
In this analysis, we calculated the minimum distance between each voxel and the voxel with a reference preferred direction in the range d ± 22.5°, where d is a specific directional bin. Color-coded maps of these minimum distances were plotted for qualitative evaluation.
K-means clustering analysis
The method of k-means clustering (Matlab, version 7.0), based on squared Euclidean distance, was used to find threedimensional clusters of voxels tuned to the same binned direction. This method requires that the number of clusters be specified. Additionally, initial cluster centroids must be provided although these will be modified as the algorithm progresses. The optimal number of clusters was determined by comparing clustering solutions with 10-20 clusters. For each number of clusters between 10 and 20 the k-means method was repeated 50 times with initial cluster centroids selected randomly from the range of voxel coordinates with uniform probability. From each group of 50 clustering solutions the optimal solution was chosen to be that with the smallest sum of within-cluster, voxel-to-centroid distances. The clustering solution with the highest average silhouette value was selected as having the optimal cluster count.
Visualization of 3D directional clusters
For each voxel cluster, singular value decomposition (Matlab version 7.0) was used on the voxel coordinates to determine the three (orthogonal) directions of maximum variance. Ellipsoids were plotted centered at each cluster centroid. The principal axes of each ellipsoid are parallel to the directions of maximum variance and have lengths equal to twice the standard deviation of the voxel coordinates projected on the corresponding directions.
Results
Directional tuning
Of a total of 30,027 voxels contained within the SPL of 3 subjects, 20,384 (67.9%) showed a significant directional effect in an ANOVA, and, of those, 15,456/20,384 (75.8%) were directionally tuned. With respect to the whole voxel population, 15,456/30,027 = 51.5% voxels were directionally tuned. An example of a directionally tuned voxel is shown in Fig. 3 . In the permutation analysis (see Materials and methods), not even a single voxel (out of 30,027 total) showed a statistically significant tuning.
A color-coded map of the minimum distances calculated in the nearest neighbor analysis (see Materials and methods) is shown in Fig. 4 (single slice) and Fig. 5 (all slices from one subject). It can be seen that (1) voxels with similar preferred directions tended to cluster, (2) preferred directions were represented repeatedly, and (3) voxels with approximately opposite preferred directions tended to occupy complementary spaces in the SPL. The k-means clustering analysis (see Materials and methods), identified 3D clusters consisting of voxels with the same (binned) preferred direction. The spatial distribution of voxel clusters in three different directions in a hemisphere of one ). The preferred direction was at 78.2°F
ig. 4 Nearest neighbor plot for the downward (±22.5°) preferred direction (reference direction; white arrow) in a single slice of a subject (see Materials and methods). Colored areas indicate the SPL; the color variation, from light yellow ? red, corresponds to short ? long distances, respectively. Therefore, light yellow areas indicate high concentration of voxels tuned to the reference direction, whereas dark red areas denote absence of voxels tuned to the reference direction. A anterior; L left Exp Brain Res (2008) 187:551-561 555 subject is shown in Fig. 6 . The centers of all clusters in that same hemisphere are shown in Fig. 7 . On the average (±SEM) there were 13.1 ± 0.48 same-direction clusters per hemisphere (N = 3 subjects 9 2 hemispheres 9 8 direction bins = 48) containing 22.5 ± 0.76 voxels per cluster (N = 740 clusters containing at least three voxels per cluster). The average minimum distance between the centers of same-direction (nearest neighbor) 3D clusters per hemisphere was 9.38 ± 0.25 mm (N = 48).
Discussion
Directional tuning was found in 51% of single voxels in the SPL with respect to the direction in which a maze was mentally traversed. Furthermore, directionally tuned voxels tended to cluster, such that voxels tuned to different directions were distributed throughout the SPL. These results are consistent with our previous study of mental maze solving using 4 T fMRI ). The present study extended those results by using a 7 T magnet, parallel imaging, greater spatial resolution (2 mm thick slices), and an experimental design tailored to the spatial-cognitive process under investigation. It is worth noting that, in the present context, ''direction'' refers to the shifting focus of attention with respect to the center of the maze and not to any physical movement. Moreover, the interdigitation of voxels of different preferred directions makes possible the local computation of the maze path direction. Indeed, previous analyses, using the neuronal population vector as an outcome of this process, have demonstrated that this is feasible ).
Methodological considerations: field strength, parallel imaging, and fMRI
Many studies have directly compared fMRI at low (1.5 T) and high (3-4 T) fields and documented an increase in sensitivity at the higher field (for a review, see Voss et al. 2006) . For example, Turner et al. (1993) presented visual stimuli and reported increases in image intensity in visual cortex of up to 7% at 1.5 T and 28% at 4 T. Gati et al. (1997) presented visual stimuli and found a linear relation between SNR and field strength, and a greater than linear relation between CNR and field strength for tissue but not for vessels in V1. In the motor system, Yang et al. (1999) found a 70% increase in the number of activated voxels and a 20% increase in t scores at 4 T compared to 1.5 T. Fera et al. (2004) examined a finger tapping task at 1.5 and 3 T and found a 59% increase in the number of activated voxels and an 18% increase in t scores at the higher field. Similarly, Yacoub et al. (2001) noted larger stimulation-induced changes in DR 2 * and larger number of activated voxels at 7 T compared to 4 T for the same statistical significance (Yacoub et al. 2001) . Employing motor and visual tasks, Krüger et al. (2001) found increases of 36 and 44% in the number of activated voxels in the motor and visual cortices, respectively, at 3 versus 1.5 T. Importantly, Krasnow (2003) and Hoenig et al. (2005) observed not only greater activation at 3 T than 1.5 T, but also activations in areas that were not detectable at 1.5 T. Likewise, Maldjian et al. (1999) demonstrated a somatotopic organization in sensorimotor cortex at 4 T that had not been consistently documented at 1.5 T, Formisano et al. (2003) identified a tonotopic map in human auditory cortex for the first time with fMRI at 7 T, and Yacoub et al. (2007) reported highly reproducible, robust detection of ocular dominance columns at 7 T ).
Imaging at ultra-high fields such as 7 T provides a leap forward in both the sensitivity (SNR and CNR) and the spatial specificity of the BOLD signal with respect to the underlying neuronal response (Ugurbil 2002; Harel et al. 2006b ). At 1.5 T, the BOLD signal mainly arises from blood-related effects associated with large vessels, whereas the contribution from capillaries is nearly undetectable (Lai et al. 1993; Frahm et al. 1994; Haacke et al. 1994; Boxerman et al. 1995; Song et al. 1996; Oja et al. 1999; Hoogenraad et al. 2001 ). Even at 3 T, the BOLD signal is dominated by blood and thus by large veins (Jochimsen et al. 2004) . At 7 T and higher magnetic fields, the contribution by large vessels decreases and the signal from the microvasculature is readily detectable (Lee et al. 1999; Yacoub et al. 2001 Yacoub et al. , 2003 Yacoub et al. , 2005 Silva and Koretsky 2002; Duong et al. 2003; Harel et al. 2006a ). The technical challenges of ultra-high field imaging can be offset by the benefits of parallel imaging (Ohliger et al. 2003; Wiesinger et al. 2004 Wiesinger et al. , 2006 Moeller et al. 2006) . In parallel imaging, multiple receiver coils simultaneously acquire distinct spatial information, reducing the need for gradient encoding, which increases the speed of image acquisition and leads to the benefits enumerated in the Introduction. Together, ultra-high field fMRI and parallel imaging allow cognitive neuroscientists to investigate more refined attributes of sensory, cognitive, and motor processes, and to do so at a finer level of physiological detail. Additionally, some of the gain in sensitivity at ultra-high field can be spent to optimize other imaging parameters, such as reducing voxel size, which would minimize partial volume effects among other benefits. In the present study, we traded SNR for a voxel size and TR that are approximately half that of the typical fMRI experiment.
Functional layout of the PPC for attention
A wealth of evidence from neuropsychological (Critchley 1953), neurophysiological (Lynch et al. 1977) , and functional neuroimaging (Pardo et al. 1991; Corbetta et al. 1993 ) studies has shown that the PPC is a key neural substrate of attention. In terms of the particular attentional operations subserved by regions within the PPC, neurophysiological studies in monkeys have produced important discoveries (Andersen et al. 1997; Colby and Goldberg 1999; Crowe et al. 2004; Chafee et al. 2007) . Delineating the functional neuroanatomy of attention in the human PPC has been challenging, however, because considerable differences exist between the PPC of monkeys and humans (Hyvärinen 1982; Culham and Kanwisher 2001) . Furthermore, the relatively course spatial and temporal resolution of neuroimaging methods, such as fMRI, has made finegrained mapping difficult or unfeasible. Nevertheless, sophisticated experimental designs and analysis strategies, along with technical innovations in imaging hardware and software, have allowed investigators to begin to parse the functional neuroanatomy of attention. For example, Posner and Rothbart (2007) have identified three networks involved in alerting, orienting, and executive attention. The maze task used in the present study would seem to be most closely related to the orienting network, in which attention is allocated to locations in space. Functional imaging studies of attentional orienting have observed bilateral SPL activation (Corbetta et al. 1993; Hopfinger et al. 2000; Fan et al. 2005) . Using tasks similar to attentional orienting, Yantis and colleagues have examined BOLD activation during shifts of attention to different locations (Yantis et al. 2002) . It was found that the SPL and inferior parietal lobule (IPL) were transiently active when subjects shifted attention between spatial locations, whereas the SPL and intraparietal sulcus (IPS) showed consistently greater activation for shifts of attention to the contralateral periphery (Kelley et al. 2008) . Such a contralateral bias in the PPC has often been reported in attention tasks, and a topographic map in the PPC for the contralateral visual hemifield has been reported (Sereno et al. 2001 ). This finding was extended by Silver et al. (2005) , who provided evidence for two topographically organized areas in the IPS, each representing visuospatial attention in the contralateral visual field.
In the present study, we observed bilateral SPL activation during a task in which covert attention was mentally tracing radial paths emanating from the fixation point. The results of the present study, in conjunction with the results of our previous fMRI study of mental maze solving , provide strong evidence that an elementary cognitive operation of attention, namely the direction of covert attention, is encoded by clusters of neurons distributed throughout the SPL. Furthermore, this effect is detectable by fMRI at the single-voxel level. The directional tuning of single voxels indicates that the associated BOLD intensity very probably reflects coherent, directionally selective synaptic activities of spatially close neuronal ensembles; on the other hand, the lack of tuning in a given voxel might suggest either a true absence of tuning or, alternatively, locations of transition in preferred directions, such that no coherent directionality is detected by the BOLD signal. It should be emphasized that visual stimulation, motor responses, and the cognitive operation under investigation (covert attention) were identical on every trial in the current experiment; only the direction of attention changed. This design allowed us to attribute activation in single SPL voxels to the direction of attention, rather than relying on the comparison of a quiescent or non-task-related baseline to a task condition in order to infer directional tuning. Other studies may not have observed a directional effect for the following reasons. First, the effect is unquestionably more robust at high or ultra-high magnetic fields than at lower fields, especially when combined with other imaging techniques that maximize the MR signal. Second, the present study analyzed single voxels without spatial smoothing, brain normalization to a template, or analytical strategies such as the requirement that contiguous voxels be activated. Nearly all previous fMRI studies of covert attention have employed such procedures, which would be expected to blur the signal at the single-voxel level.
3D clustering of directional tuning in SPL
A major objective of this study was to accurately map the direction of mental tracing in the SPL. Previous work at 4 T ) had provided clear evidence for the orderly representation of this variable in the SPL. However, substantial uncertainty still remained concerning the true mapping parameters for the following reasons. First, the field at 4 T, although high, is still somewhat limited (with respect to SNR and CNR) for the intended high spatial resolution mapping. Second, the slice thickness of 5 mm in the previous study limited the potential mapping information in 3D brain space. And third, the use of control task in the tuning analysis increased the variability of the data, thus potentially blurring the tuning estimates. All of these concerns were addressed in the present study. Namely, the 7 T magnet provided adequate field strength for a substantially improved SNR and CNR. In addition, the higher field assured that the activation observed arose from local BOLD changes. This, in turn, allowed for mapping in high spatial resolution (2 mm slice thickness) which enabled an almost isotropic sampling of the brain (1.46 9 1.46 9 2 mm). Finally, the counterbalanced design implemented in this study dispensed of the need for a second (control) task and thus increased the sensitivity of the analysis.
The results obtained confirmed the earlier ones ) with respect to the presence of directional tuning of single voxels, the multiple representation of preferred directions, and the clustering of samedirection voxels. However, a major new result was the visualization of the directional tuning in 3D brain space (Figs. 6, 7) . To our knowledge, this is the first time that this has been achieved. We attribute this achievement to the enhanced sensitivity and spatial accuracy of the MR signal provided by the higher magnetic field used in the present study and consequently the reduced partial volume effects that would tend to obfuscate the directional tuning. The observation that roughly half of the SPL voxels were directionally tuned is consistent with a neurophysiological study of monkeys performing a nearly identical task (Crowe et al. 2004) , in which about half of the single cells recorded in PPC were tuned to the maze-path direction. The nearest-neighbor plots in the current study (Figs. 4, 5) , which display concentrations of voxels tuned to a reference direction, were much more fine-grained than those obtained at 4 T (see Figs. 8, 9 in Gourtzelidis et al. 2005) , and have a honeycomb organization. This result almost undoubtedly reflects the greater spatial specificity of the BOLD signal at 7 T with respect to the underlying neuronal activity. Consistent with this result, Raffi and Siegel (2005) reported a patchy topographical arrangement in the PPC using optical imaging that correlated with a monkey's locus of spatial attention. Our fMRI results in humans, in combination with the results of neurophysiological (Crowe et al. 2004 ) and optical imaging (Raffi and Siegel 2005) studies of monkeys in the inferior parietal lobule (an area thought to be homologous to the human SPL), provide converging evidence that spatially close neuronal ensembles in the PPC code for the direction of covert visuospatial attention. Of course, further research is needed to elucidate these questions. For example, regarding the direction of attention, it remains to be investigated whether directional tuning for attention is observed for directions outside of the visual field (e.g. behind the head), for other stimulus modalities (e.g. audition), and in other areas of the brain. fMRI at ultra-high fields such as 7 and now 9.4 T (Vaughn et al. 2006 ) holds great promise for contributing to this research.
