This paper explores the empirical link between, on the one hand, innovation and, on the other hand, industrial structure and dynamics in The Netherlands. We use the concept of 'technological regimes' as the guiding framework to interpret this relationship. The data are drawn from the Production Statistics and the Business Register of manufacturing firms in The Netherlands and the second Community Innovation Survey. A classification of technological regimes that refines Pavitt's taxonomy is applied to the data. Our analysis is aimed at identifying the variables that are best able to discriminate between technological regimes for our Dutch case. We find that a mix of innovation related and market structure related variables account for most variability and broad differences across regimes; dynamic market structure variables account for an additional share of variability and finer differences across regimes. Overall, we conclude that the concept of technological regimes provides a useful framework that helps to shed further light on the relationship between innovation and market structure.
Introduction
The aim of this paper is to give further insight into the relationship between technology and industrial structures and dynamics by using the concept of technological regimes. The analysis is based on data from the Census and Business Register of manufacturing firms in The Netherlands and the Second Community Innovation Survey. The concept of technological regime was introduced by Winter (1977, 1982) as an 'intellectual framework' for interpreting the variety of innovative processes observed across industrial sectors. Such a framework, Nelson and Winter argued, is important for the theoretical understanding of the dynamics of industrial competition. These dynamics are driven by a mechanism of market selection which, combined with the processes of innovative and imitative search through which firms modify their capabilities and routines, results in differential rates of firm growth. Therefore, the dynamics differ across sectors, according to the nature of technology and the intensity of market selection that characterize the different sectors (Nelson and Winter, 1982; Winter, 1984) . In this paper we focus on the properties of innovative processes and the link with the patterns of industrial competition. We assume that different patterns of industrial structures and dynamics can be (partly) interpreted on the grounds of differences in the nature of technology as expressed by a technological regime.
We use the classification of technological regimes proposed by one of us (Marsili, 2001 ) as a refinement to Pavitt's (1984) taxonomy. It distinguishes five regimes: sciencebased regimes, fundamental-process regimes, complex-systems regimes, productengineering regimes and continuous-process regimes. The analysis shows that by using this classification of regimes it is possible to establish a mapping between some relevant dimensions of a technological regime and the properties of industrial competition in Dutch manufacturing. These properties are analysed by looking at a set of static and dynamic measures: the shape of the size distribution of firms; asymmetry and persistence in firm productivity; the volatility of market shares of continuing firms; and rates of entry and exit.
The paper is organized as follows. Section 2 discusses the empirical evidence and the theoretical interpretation of the relation between innovation and industrial competition according to the 'Schumpeterian' hypotheses and the 'neo-Schumpeterian' approach. Section 3 describes the databases used in the empirical analysis. Section 4 applies a discriminant analysis of the characteristics of innovative processes and patterns of industrial competition, and examines the dimensions that differentiate the most between technological regimes. Section 5 draws the main conclusions.
Context and background
In a survey of the empirical regularities that are known in industrial economics, Caves (1998) reported a number of stylized facts with regard to the general properties observed in the manufacturing sector as a whole; however, more empirical evidence needs to be gathered on the relationship between the technological characteristics of industrial sectors and their patterns of market structure and dynamics. Empirical studies undertaken in the 1960s within the 'structuralist' paradigm in industrial economics focused on the effects of the intensity of market competition, as measured by the degree of market concentration, on the investment in R&D and the innovative performance, measured for example by patents and number of innovations (for extensive surveys, see Cohen and Levin, 1989; Cohen, 1995) . These studies have addressed the so-called 'Schumpeterian' hypotheses of a positive effect of market concentration and firm size on innovation. The existence of an ex ante market power and the expectation of an ex post market power as a result of innovation, it is argued, encourage investment in R&D and therefore enhance innovative performance (Geroski, 1994) . The empirical evidence, however, is mixed. In general, the effect of concentration on innovation was found to be rather weak, and although it was positive in most cases, some studies showed a negative effect and others found an inverted-U-shaped relationship (Scherer, 1967) .
Although the tradition of 'Schumpeterian' hypotheses continued well into the 1980s, the critics argued that it did not add much towards a real understanding of the relationship between market structure and innovation. For example, Van Cayseele (1998: 401) argues: the diehards continued to regress patent counts or R&D outlays on concentration ratios, throwing in everything but the kitchen sink to improve on the fit. The yield remained poor. . . . Scott showed that fixed two-digit industry effects explained 32% of the variance in R&D intensity. . . . The concentration ratio and its square explained 1.5%. Levin et al. (1985) also come to the conclusion that the correlations between seller concentration and R&D poorly reflect the behavioural relationship between market structure and technological change. They argue in favour of moving beyond the oversimplified regression models, yet do not provide much guidance on how to proceed.
Van Cayseele (1998) goes on to argue that the game-theoretic approach using patent race models is a useful alternative to the old Schumpeterian literature he criticizes. Although this approach has led to some interesting conclusions, it is also severely hampered by the strong assumptions about rationality of the players in the game, and the high demands for information or 'rational expectations' that are necessary to solve the complicated models. Such an approach is certainly in great contrast with Nelson and Winter's evolutionary theory of economic and technological change.
In an attempt to provide the guidance that, according to Van Cayseele, Levin et al. (1985) failed to provide, we therefore turn to the idea of technological regimes as a way to advance the evolutionary interpretation of the relationship between technology and market structure. Such an approach is also in broad accordance with the suggestion by Sutton (1998) , who also criticizes the game-theoretic models for not taking into account the sectoral variety of industrial patterns. What these models provide, argues Sutton, is a rationale for any possible observed market structure, but they do not account for cross-sector differences. He therefore extends this interpretation with a 'bounds' approach, which establishes a set of boundaries to the possible games representing the various industry settings; these boundaries are shaped by the nature of technology. Sutton argues that this approach helps to interpret the mixed results found in the empirical literature on the relationship between innovation and market concentration. Such a relationship is constrained by two technological conditions: the diversity of technological trajectories that a firm can purse in its innovative strategy; and the productivity of R&D investment along each trajectory. Innovative sectors are highly concentrated when large firms escalate R&D expenditure along the same trajectory; however, innovative sectors can also display low market concentration when the technology allows small firms to explore distinct technological trajectories, as in machinery and instruments industries.
The importance of the nature of technology in setting boundaries to the pattern of industrial competition is central to Nelson and Winter's (1982) approach. However, unlike Sutton, their emphasis is on the nature of the learning processes that are specific Technology and the dynamics of industrial structures to a certain technological environment more than on the rational principles of firm strategy across the whole range of technologies. Such an environment is characterized as a 'technological regime'; this sets the boundaries to what can be achieved in the problem-solving activities associated with a given set of production activities, and the directions, or 'natural trajectories' , along which solutions are likely to be found (Nelson and Winter, 1977) . In particular, a technological regime identifies specific combinations in the properties of innovative processes-such as technological opportunity, appropriability and cumulativeness-and the nature of the underlying knowledge bases (Dosi, 1988; Malerba and Orsenigo, 1993) .
In contrast to the early tradition of Schumpeterian studies on innovation and market structure, Nelson and Winter argued that both variables are endogenous to the nature of a technological regime. Therefore, more fundamental dimensions, specific to regimes, need to be taken into account in interpreting the patterns of innovation and competition. For example, Levin et al. (1985) found that when technological opportunity and appropriability conditions are taken into account, market concentration has no significant effect on R&D intensity.
A technological regime shapes the pattern of industrial competition by influencing the ability of new firms to enter the market via innovation as compared to the ability of established firms to cumulatively build upon their past innovative successes. For example, entry is unlikely to occur in an industry in which the knowledge basis has a complex and systemic nature (Winter, 1984) . Furthermore, the specific sources of knowledge relevant to industrial innovation represent potential vehicles of entry (such as spin-offs from universities and suppliers) and influence the mode of entry, via diversification or green-field entry (Winter, 1984; Dosi and Lovallo, 1997) .
Nelson and Winter distinguish two opposite technological regimes according to the nature of the relevant knowledge bases. An 'entrepreneurial' regime facilitates the entry of innovative new firms; this is typical of a 'science-based' technology in which the knowledge base is non-cumulative and universal. A 'routinized' regime facilitates the innovation of established firms in an industry; this is typical of a technology in which the knowledge base is cumulative and specific to industrial applications (Nelson and Winter, 1982; Winter, 1984) .
The two regimes identified by Winter (1982, 1988 ) in a formal model of Schumpeterian competition generate distinct properties of the structure and performance of industries. Simulation of the model shows that innovation rate, average age of the firm, profitability and market concentration are higher in the 'routinized' regime than in the 'entrepreneurial' regime. Market structures that are relatively concentrated also emerge in the 'entrepreneurial' regime. However, they are only temporary because of the process of 'creative disruption' by the continuous entry of innovative new firms. The size distribution of firms is asymmetric in both cases and resembles the Pareto Law, especially in the 'routinized' regime. Nelson and Winter's model thus suggests that cumulativeness of learning processes (also associated with specificity of knowledge) leads to highly concentrated and stable market structures.
Nelson and Winter's model has been extended in order to link more explicitly industrial structures and dynamics to the technological opportunity conditions of alternative regimes. The model proposed by Dosi et al. (1995) distinguishes between the level of technological opportunity of established firms and that of entrant firms (the latter inversely related to technological entry barriers), given a certain degree of cumulativeness of learning. This model results in a 'Schumpeter Mark II' regime-like the 'routinized' regime, this is characterized by a combination of high technological opportunity for incumbents and low technological opportunity for entrants-in which industries display high market concentration, small numbers of firms, low asymmetry in firm performance, low volatility in market shares of continuing firms, low exit rates; but with exit rates that are high for young firms and particularly low for old firms. The opposite conditions characterize a 'Schumpeter Mark I' regime, which is similar to the 'entrepreneurial' regime. In addition, a regime in which relatively high technological opportunities for incumbents and for entrant firms coexist, typical of the mechanical and instrumentation sector, results in low market concentration, high asymmetry in firm performance, high volatility of market shares and high exit rates; the exit rates are fairly uniform across age classes (Dosi et al., 1995; Marsili, 2001) .
At the origin of the evolution of industrial structure in the previous models is the existence of inter-firm variety in the random outcomes of search processes along a unique technological trajectory. Llerena and Oltra (2002) have extended Nelson and Winter's model by introducing a technological regime in which distinct search trajectories coexist. They show that the market concentration and the average productivity in this 'diversity case' fall between the maximum levels of the 'cumulative case' and the minimum levels of the 'non-cumulative case' .
The empirical studies that have examined industrial structures and dynamics as endogenous variables to industrial innovation have mostly represented technological regimes in a reduced form by two dimensions: the intensity of innovative input or output in an industry as a measure of the general level of technological opportunity; and the relative innovative intensity of large firms as compared to small firms as a measure of technological entry barriers. These studies show that high levels of technological opportunity and high technological entry barriers generate concentrated market structures (Acs and Audretsch, 1990) ; they increase performance asymmetries between innovators and non-innovators (Geroski and Machin, 1992) ; and reduce market turbulence as a whole, when measured as the overall contribution of entries, exits and changes in the market shares of continuing firms (Acs and Audretsch, 1990) . However, when only the volatility of market shares of the leading firms is considered, turbulence tends to increase, and not to decrease, relative to the intensity of R&D expenditure up to a certain threshold (Davies and Geroski, 1997) .
With regard to exit dynamics, Audretsch (1991 Audretsch ( , 1995 , for example, found that the level of technological opportunity, and the ability of new firms to exploit such opportunity, reduce the long-term survival probability of a firm, while increasing the short-term survival probability. A relatively weak relationship was observed between Technology and the dynamics of industrial structures innovativeness-as measured by the intensity of R&D expenditure or number of innovations-and entry rates (Audretsch and Acs, 1994; Geroski, 1994) . However, when more direct measures of technological opportunity were used, systematic links between technological regimes and entries emerged. Audretsch and Acs (1994) , for example, observed that entry rates are lower when innovative processes are characterized by a strong scientific knowledge base, high degrees of uncertainty and a relatively minor role of academic research.
In a study of European firms, Breschi et al. (2000) examined the relationship between Schumpeterian patterns of innovation and the characteristics of technological regimes. These were expressed in terms of technological opportunity, appropriability and the contribution of science as an indicator of the universal versus specific nature of knowledge. The results showed a non-linear relationship between Schumpeterian patterns of innovation and conditions favouring technological opportunities. This would suggest a more complex characterization of technological regimes than implied by Nelson and Winter's model. For the Dutch manufacturing sector, Van Dijk (2000) has examined the properties of industrial structures and dynamics in the two alternative Schumpeterian patterns of innovation according to Malerba and Orsenigo's (1996) definition. On average, industries classified into a Schumpeter Mark II group displayed statistically significant higher levels of market concentration and profitability than industries classified into a Schumpeter Mark I group. However, differences were not (or less) significant when dynamic indicators were used; although entering and exiting firms were larger in the Schumpeter Mark I group than in the Schumpeter Mark II group, there were no significant differences in the entry and exit rates and the mobility in market shares of continuing firms. In addition, significant differences were observed with respect to a third group of industries, which could not be classified into either one of the 'Schumpeterian' groups.
While these studies provide useful insights into the importance and significance of the concept of technological regimes, we feel that they also show the limitations of a distinction into only two alternative regimes. Such a dichotomy may indeed be too narrow a view in light of the large empirical variety in technological performance and properties of innovative processes. For example, it does not account for the non-linear relationship between opportunity conditions and patterns of innovation [see the above discussion of Breschi et al.'s (2000) results]. Also, Van Dijk (2000) found that there is a group of industries in Dutch manufacturing that does not fit easily into either category of the Schumpeterian dichotomy. At the same time, evolutionary models of industrial competition have started to address a more diverse representation of regimes.
Pavitt's taxonomy of the organizational and structural traits of innovative firms appears more useful in this respect (Pavitt, 1984) . This paper is a first attempt to link the properties of innovative processes and the properties of industrial structures and dynamics by applying a typology of regimes that builds upon Pavitt's taxonomy. This characterization of technological regimes, we argue, provides an analytical framework that helps to explore the variegated relationship between technological change and industrial dynamics, by extending previous work on Schumpeterian patterns of innovation (Breschi et al., 2000; Van Dijk, 2000) .
The data and method

Industrial taxonomy
In this paper, a typology of technological regimes is used that refines Pavitt's taxonomy by taking into account the nature of technological knowledge underlying innovative processes. The typology of regimes was derived as a summary of the empirical evidence from a combination of data sources (such as patents, R&D statistics, scientific inputs, innovation surveys). The following criteria were used. First, the technological distance between sectors in terms of the profile of technological competencies was expressed by the distribution of technological activities (patents and R&D personnel) across different fields of knowledge. Second, conditions favouring technological opportunities were considered. These were defined in terms of the general level or potential for innovation (intensity of R&D and patenting) and the contribution of external sources of knowledge and, in particular, of the scientific inputs from academic research. Furthermore, patent statistics were used to measure the level of technological entry barriers-i.e. the ability of new firms to access and exploit new knowledge relevant to innovation-as a function of the specificity of knowledge and scale-related advantages in knowledge accumulation; and the degree of cumulativeness. The nature of the knowledge base was characterized by its degree of complexity as measured by the diversification of the technological activities across fields of knowledge. In addition, the degree of inter-firm diversity in the exploitation of technological opportunities (e.g. in R&D intensity) was considered as a further property. Technological trajectories were only in part reflected by the relevance of product and process innovation. The taxonomy is explained in more detail in Marsili (2001) .
The profile of the five regimes can be described as follows.
The science-based regime characterizes innovative activities with a knowledge base in 'life science' and 'physical science' . This regime, typical of the pharmaceutical and electrical/electronics industries, is characterized by high general levels of technological opportunity and 'technological richness' (because of the universal nature of scientific knowledge, technologies enable these industries to generate a continuous stream of new products), high technological entry barriers originating in the high specificity of knowledge applications across production processes, and high cumulativeness of innovation.
1 Firms are homogeneous in their rates and directions of innovation, which are focused on closely related technologies. Innovative activities are principally devoted to product innovation and benefit from the direct contribution of scientific advances in academic research.
The fundamental-process regime, associated with chemistry-based technologies, in the chemical and petroleum industries, displays a medium level of technological opportunity, high technological entry barriers especially related to scale advantages in innovation, and strong persistence of innovation. Innovation is mainly process innovation and, although affiliated firms and users represent the main external sources of knowledge, it benefits from the quite important and direct contribution of scientific advances in academic research.
The complex (knowledge) system regime presents a knowledge base that combines mechanical, electrical/electronic and transportation technologies. This regime, in the aerospace and motor vehicle industries, is still characterized by medium to high levels of technological opportunity, entry barriers in knowledge and scale, and persistence of innovation. The distinctive feature of this regime is the high degree of differentiation of technological competencies developed by firms, especially in upstream production technologies, and of external sources of knowledge, including an important, though indirect, contribution by academic research.
The product-engineering regime, which relies on mechanical engineering technologies, is characterized by a medium to high level of technological opportunity, low entry barriers to innovation and not very high persistence of innovation. This regime, which represents in particular non-electrical machinery and instruments, is distinguished by the high diversity of technological trajectories explored by firms. Innovation is in products and benefits from external contributions of knowledge, mainly from users.
Lastly, the continuous-process regime includes a variety of production activities such as metallurgical process industries-metals and building materials-and chemical process industries-textiles and paper, food and tobacco. The knowledge base is distinguished by the combination of chemical/metallurgical processes with mechanical/electrical technologies (the latter related to production processes). This regime is generally characterized by low technological opportunity, low technological entry barriers and rather low persistence in innovation. Firms are technologically heterogeneous and their knowledge base is, on the whole, fairly differentiated among technical fields. Innovation in processes benefits from upstream sources of capital-embodied knowledge.
The characteristics of innovative processes in these technological regimes have been further explored for Dutch manufacturing in a previous analysis based on data from the Second Community Innovation Survey (CIS-2) of Dutch manufacturing (Marsili and Verspagen, 2001) . In this paper we extend the application of our taxonomy to a broader dataset including both innovation indicators and indicators of industrial structures and dynamics. Our aim is to establish whether the proposed classification can be usefully applied to link the properties of innovative processes and those of market competition in industrial sectors.
Our analysis can be characterized as a 'top-down exercise' , i.e. we define the regimes a priori rather than on the basis of our own dataset (a 'bottom-up' approach). Our main reason for doing this is that we regard the taxonomy used as a construct both inspired by theoretical considerations about the nature of the innovation and knowledge accumulation process, and by rigorous analysis based on a broad set of science and technology indicators. Compared to the original exercise used to derive the taxonomy (Marsili, 2001) , our top-down approach thus extends the analysis in at least three different directions. First, it applies the taxonomy to the specific survey tool that has been adopted by most European countries in order to obtain insight into marketdriven innovation processes. Our analysis thus both serves as an exercise to confront this highly practical surveying tool with theoretical insights from innovation studies, and as a way to test the taxonomy against a detailed and comprehensive dataset on innovation. Second, we extend the analysis to industrial structure and dynamics, a direction of research already suggested by our short review of the debate above. Finally, we apply the taxonomy to a small and open economy in which firms may rely on different mechanisms of knowledge acquisition than in large countries, because of the different structure of the economy (e.g. smaller firm size, more export-oriented and a different role for the public or semi-public knowledge institutes).
Data sources
The data are derived from three micro-economic databases collected by the Central Bureau of Statistics (CBS) in The Netherlands. The first database is the Enterprise Production Statistics (EPS) database. It consists of the census of the population of firms with at least 20 employees in The Netherlands from 1978 to 1997. The enquiry is carried out at the level of business units, for which a number of variables are observed, such as sector of activity at the six-digit level of the Standard Industrial Classification (SIC), number of employees, turnover, export, value added and net profits. In manufacturing, on average each year about 6000 business units are included in the survey. From this database, we calculate the indicators of market concentration (in employment) and productivity (gross value added per employee).
The second database is the Business Register of the population of firms in The Netherlands over the period [1993] [1994] [1995] [1996] [1997] [1998] . This population extends to all firms, including self-employed entrepreneurs, i.e. firms with zero employees. The observed variables are the size class, number of employees, the sector of activity according to the six-digit SIC, and the year the business unit has entered and/or exited the register. On average about 60 000 business units in manufacturing are registered each year. This database has the advantage of reporting the size class down to zero employees of all the firms in The Netherlands and of identifying the reason for entry and exit in the database. From this database, we calculate the frequency distribution of firms and the 'actual' entry and exit rates (excluding mergers and acquisitions).
The third database is the result of the CIS-2 for The Netherlands. The survey was held in the entire private sector for firms with at least 10 employees and covers the years Technology and the dynamics of industrial structures 1994-1996. 2 In manufacturing, a total of 3299 responses was obtained with a response rate of 71%; of all the respondents, 2205 were characterized as innovators. An innovator is defined as either a firm that in the period 1994-1996 had introduced new products or new processes or a firm that has carried out non-successful or non-completed innovation projects.
3 The survey sample was stratified according to industrial sectors at the two-digit level of the SIC, size classes and regions. It is representative of a population of 10 260 firms, of which 6069 are innovators. Our analysis is conducted at the level of sectors, which are constructed on the basis of a detailed classification in which each firm is assigned to a line of business. In order to obtain a sufficient number of observations within each sector, we aggregate these lines of business into 62 sectors, ranging between the two-and four-digit level. For the purpose of the analysis, we classify each sector into a technological regime on a priori grounds, as illustrated in the Appendix. 4 As explained below, our research question is partly aimed at finding the variables that help to explain this allocation of sectors to technological regimes.
Our complete dataset measures different aspects of two main spheres of influence: the technology and innovation domain and the market structure/industrial dynamics domain. Within each domain, several groups of variables can be identified as in Tables 1  and 2 . With regard to the technological domain, new indicators were added to those underlying the classification of a regime, such as the distribution of innovation expenditures, external (outsourced) R&D, innovation collaboration and innovation objectives. With regard to the indicators of market structures and dynamics, these were constructed from the two databases of the Business Register and the Production Statistics (EPS) for the years 1993 and 1997. This period largely overlaps with that for which innovation data were available (1994) (1995) (1996) .
Because our initial dataset has a large number of variables, many of which overlap with respect to the aspects of the innovation process or industrial dynamics they measure, we do not document all details of the individual variables. Before the variables are used in the analysis, we reduce the number of them by means of principal components analysis. The principal components analysis is done by grouping a number of variables together on a priori grounds (i.e. largely according to the groups in Tables 1  and 2) , and calculating the factor scores on the first three factors for each sector in the sample. All variables are standardized before entering into the principal components analysis. We document the details of the principal components analysis only for those variable groups that turn out to be significant in our subsequent analysis. Other details are available on request.
The first group of variables relates to the resources going into the innovation process and the frequency of innovators in a sector. The variables entered and the factor loadings on the first three factors are listed in Table 3 . The first factor can be interpreted in a clear-cut way. All variables enter in this factor with a positive and high loading. Only total innovation expenditures as a fraction of sales has a somewhat lower factor loading Technology and the dynamics of industrial structures than the other variables. The factor can therefore be interpreted as an indicator of technological opportunity, with the proviso that this is mostly measured in terms of formal R&D, rather than other innovation expenditures. The first factor explains slightly more than half of the total variance, which indicates that the variables entered indeed form a homogenous set. The second factor scores high on the first three variables, which all measure the intensity of resources devoted to innovation. The variables measuring the relative number of innovating firms enter, however, with a negative sign. Thus, this factor indicates high innovation resources, but relatively low innovation frequency. The third factor stands out with a high factor loading on total innovation expenditures, and low positive or even negative loadings on all other variables. Table 4 gives the results for the factors measuring the distribution of total innovation expenditures over various categories. The first factor mainly distinguishes between sectors where formal R&D (whether in-house or external) is an important component of total innovation expenditure and machinery is not, and other sectors. The second factor loads high on training and marketing, and low (negative) on design and machinery. The third and final factor (still explaining about 20% of the variance), loads high on training, and low (negative) on marketing. Table 5 presents a measure of the sources of external R&D. We see a clear pattern emerging in the factor loadings for the first factor, with high and positive values for domestic public or semi-public sources (TNO-Netherlands Organization for Applied Scientific Research, universities and other research institutes). Other domestic firm-sources enter with strongly negative factor loadings. The second factor for this set of variables loads low (negative) on affiliates (either domestic or foreign), and high on other domestic firms, as well as (somewhat lower) TNO and other research institutes. This indicates a strong dependence on domestic external non-university sources. The final factor, which again explains about 20% loads high on domestic affiliates and low (negative) on foreign affiliates. The last two sets of variables that are entered into the discriminant analysis are related to market structure and dynamics. The first of these two sets is mainly static, and is related to concentration. Here (see Table 6 ), the first factor explains roughly one-third Share of 'licensing' has been left out, because this sums to 100% when added to the other shares. Share of 'other foreign sources' has been left out, because this sums to 100% when added to the other shares. , and low on all other variables. The third and last factor loads low (negative) on the presence of large firms, and relatively high on the presence of small firms. Thus, this is mainly a factor relates to firm size, with higher values indicating the presence of relatively many small firms. Table 7 gives the details about the last factor, which measures some of the dynamic aspects of market structure, more specifically entry and exit. We define two entry/exit rates. The first one measures overall entry and exit in 1993 (as a proportion of total firms). The second measures entry and exit of so-called entrepreneurial firms, which we define as (initially) self-employed firms (as a proportion of all entries/exits). The first factor is mainly related to high entry and exit rates in general, with positive (and mostly high) factor loadings on all four variables. The second factor loads high on entrepreneurial entry and exit, but low (negative) on overall entry and exit. The third factor loads high on entrepreneurial entry but low (negative) on entrepreneurial exit. This implies that this factor is high when entrepreneurial entry is high and successful (at least in the first year). Share of employment in purely self-employed firms has been left out, because this sums to 100% when added to the other employment shares.
Finding technological regimes in Dutch manufacturing
Most of the work on technological regimes or Schumpeterian regimes has focused on identifying differences between regimes in terms of innovation indicators or indicators of market dynamics and structure. The common methodology (e.g. for the Dutch case Van Dijk, 2000; Marsili and Verspagen, 2001 ) is to select a number of variables and to test for differences between regimes in terms of those variables using statistical techniques aimed at investigating a null hypothesis of equal means between two groups. Although this is a useful and intuitive exercise, it leaves two important issues open. First, this method is essentially a univariate method, in which differences in the particular variable under consideration are conditional on differences in other variables. Whether the differences found (or rejected) in such a univariate approach remain significant when considered in a multivariate context thus remains an open question. Second, and related, in the absence of an understanding about the relationships between the (independent) variables in the analysis, one does not have any grounds on how to decide which variables are better able to distinguish between regimes. Even if a number of variables are found to differ significantly between regimes in a univariate test, this does not preclude the possibility that these variables overlap in terms of their relationship to differences between regimes. Obviously, this point can also be solved by using a multivariate method. We therefore turn to a multivariate technique, more specifically discriminant analysis, in our exploration of differences between regimes. In the discriminant analysis, our dependent variable is the technology regime to which we have classified a sector. Most of our variables used as explanatory factors are constructed as principal components of the indicators discussed in Tables 1 and 2 above, although there are also some individual variables entered. We use a (forward) stepwise procedure to determine which variables to enter into the analysis. At each step, the variable that minimizes the All variables measured in 1993. Entrepreneurial entry is defined as entry by self-employed firms.
Technology and the dynamics of industrial structures overall Wilks's λ is entered. Only variables for which the associated F-statistic has at least a P-level of 0.05 are actually entered, while variables for which the P-value drops below 0.1 are removed. Classification of cases into technology regime is based on prior probabilities that are proportional to the number of sectors in a regime. All variables are again standardized before entering into the discriminant analysis. The results from the discriminant analysis are displayed in Table 8 . Two separate analyses are documented. The first one results when we only include the first factors from our factor analysis (i.e. those explaining the highest proportion of the variance). The second estimation results when we include the first three factors of all sets of variables. The second estimation obviously has the potential to explain a richer set of phenomena, because it includes more variables. However, our forward stepwise procedure may be criticized on the grounds that it 'cashes in on chance' , i.e. there may be a tendency to zoom in on small random differences between sectors. The more variables (factors) are included, the larger the risk that this occurs, and hence the second estimation is most vulnerable to this issue. Therefore, we discuss both sets of results.
5
Four discriminant functions are estimated and used, although the last function typically adds little to the variance explained. In addition to the variables already discussed above in the factor analysis tables, there are two individual variables that enter in the functions. These are the average labour productivity in the sector in 1993, and the ratio of product innovators to process innovators in the sector.
The function values at the group centroids give an indication of how well the function discriminates between the different technology regimes, while the absolute value of the function coefficients gives an indication of what that particular function actually measures. Thus, for the first estimation, the main variables adding to the function are external R&D, technological opportunities and the ratio of product to process innovators. The function discriminates relatively well between all five regimes, because the scores at the group centroids are spaced out relatively evenly.
In the second function, concentration and technological opportunities also have high values. External R&D reverses sign here. This function especially separates the fundamental-process and the product-engineering regimes from each other and from all the other regimes. The third function depends mostly on concentration (negatively), average labour productivity and technological opportunity. This function especially separates the fundamental-process and the complex-system regimes from each other and from all the other regimes. The final discriminant function does not add much to the explained variance.
In the second estimation, we find four of the five sets of variables that were also in the first estimation. Only average labour productivity drops out, although for the market concentration variables it is now the second factor that is entered instead of the first one. This second factor measures a strong presence of small and medium-sized Unstandardized canonical discriminant functions evaluated at group means.
Technology and the dynamics of industrial structures firms rather than concentration per se. Other variables that enter the analysis now are the shares of total innovation expenditures and the industrial dynamics factor. Both sets of variables are entered with the third factor, i.e. the 'finer differences' with regard to these variables are those that add to discrimination between regimes rather than the broad differences. The first discriminant function mainly separates the complex systems regime from the rest. This function loads high on three factors: technological opportunities and the two new variables, share of innovation expenditures and industrial dynamics. With regard to share of innovation expenditures, this means that essentially marketing and training expenditures drive the differences here (Table 4) . With regard to industrial dynamics, entrepreneurial entry and a low exit rate of entrepreneurial entrants are the main factors. The second discriminant function divides the regimes into two more or less polar groups: science based and product engineering on the one hand and the three other regimes on the other hand. Here external R&D sources, the ratio of product and process innovators and, again, industrial dynamics are the main factors contributing to the function.
The third function separates the fundamental-processes and the complex-system regimes from each other and from the rest of the regimes. In this function, technological opportunity and share of innovation expenditures are the main factors explaining differences. The final discriminant function explains somewhat more than in the first analysis, although the percentage is still not very high. This function mainly singles out the science-based regime from the rest, and depends mostly on the concentration and external R&D variables.
The classification results are documented in Table 9 . We provide two sets of results for each estimation. The first ('original') is based on the discriminant functions documented above. The second set ('cross-validation') is based on functions derived from all cases but the one that is being classified (the so-called 'U-method'). For the first estimation, i.e. with mainly static market structure factors entered, we find 72.1% of all cases classified correctly using the 'original' method, and 60.7% classified correctly using the 'cross-validation' method. When we depend on dynamic indicators of market structure (second estimation), the percentages are slightly higher: 75.0 for the original method, and 66.7 for the cross-validated classification.
Looking at the regimes in more detail, we find that the majority of correctly classified cases is largely driven by the two largest (in terms of numbers of sectors) regimes (product engineering and continuous process) and the fundamental-process regime. The complex-systems regime is one with only three sectors (motor vehicles; motor cycles and bicycles; other transport equipment), and most of these are classified incorrectly to the science-based regime when using only static indicators of market structure (first estimation). The classification results for this regime are better in the second estimation (using market dynamics). Half of all science-based sectors are classified correctly/wrongly. Three of the mis-classified science-based sectors are classified in the product-engineering regime, the others are spread out over the fundamentalprocess and continuous-process regime.
The fundamental-process sectors are mostly classified correctly, except for one (original) or two (cross-validation) sectors. For the product-engineering regime, the majority is classified correctly, but a subgroup of six sectors is incorrectly allocated to the continuous-process regime. The sectors in continuous processes that are incorrectly classified are more or less spread out over other regimes, with the exception of the science-based regime. In conclusion, we find that a rather limited set of variables is necessary to discriminate between technological regimes in Dutch manufacturing. On the technology side, technological opportunities, the sources of external R&D, the ratio between product and process innovators, and the distribution of total innovation expenditures are included. Overall, these variables account for roughly two-thirds of the assignment of sectors to technological regimes. Other technological variables, such as R&D cooperation, innovation goals and turnover due to innovative products, are apparently not related systematically to the differences in technological regimes in Dutch manufacturing, once differences in the previous set of variables are taken into account.
On the market structure and dynamics side, we obtain two 'scenarios' . Either we find only variables that measure static features of market structure, or we find that differences in dynamics also matter. In the first scenario, in which we only account for the principal components that explain most variance across regimes, we find that the level of market concentration, as an expression of the degree of 'inequality' in the market shares of major firms, and the average productivity, as an expression of firm size, differ systematically across the technological regimes. In particular, the first two discriminant functions contrast sectors of high technological opportunity and market concentration to those with an opposite combination. Two patterns can be envisaged: in the first, high degrees of technological opportunity and market concentration are associated with product innovation and the use of external research from other (domestic) firms, typical of the science-based regime and the complex-systems regime. In the second, high degrees of technological opportunity and market concentration are associated with a slight dominance of process innovation and the use of external research from the (domestic) public infrastructure, typical of the fundamental-process regime. In addition, the classification contrasts (through the third discriminant function) market concentration with average productivity. There are sectors in which a relatively high average productivity but low market concentration is observed. This pattern, typical of the fundamental-process regime, suggests a greater role of firm size and a structure of relatively 'equal-sized' large firms.
In the second scenario, in which we look in more detail at the factors that explain additional variance, we find that the shape of the size distribution, in terms of the presence of medium-sized firms, and industrial dynamics, in terms of the entry and survival of entrepreneurial firms, are linked systematically to the differences across technological regimes. Here, the classification discriminates sectors in which high technological opportunities are associated with the contribution of personnel skills and the entry and survival of entrepreneurial firms. This pattern is observed in the complex-systems regime. Furthermore, this classification identifies conditions in which innovation is mainly product based and it benefits from research from within the industry and in which entrepreneurial entries are subjected to high mortality rates. This pattern is typical of the science-based and the product-engineering regimes. Finally, differences emerge in the relative presence of medium-sized firms, which is especially low in the science-based regime.
Conclusions
In this paper, we tested which variables can aptly describe and discriminate between the sectoral patterns of innovation and industrial competition in Dutch manufacturing using a new model of technological regimes. The model groups industrial sectors into five regimes: science-based regimes, fundamental-process regimes, complex-systems regimes, product-engineering regimes and continuous-process regimes. The characteristics of innovation processes in each regime were characterized in a number of dimensions, which fall into three broad categories: (i) the nature of the learning processes; (ii) the sources of technological knowledge; and (iii) the factors inducing innovation. In order to measure these dimensions, data from the second Dutch Innovation Survey were used. This is a fairly comprehensive database of firms and industrial sectors, and provides a number of indicators of the characteristics of technological regimes. This approach overcomes the problems associated with the exclusive use of R&D and patents statistics.
The patterns of industrial competition in each regime were characterized by using static indicators of market concentration and average labour productivity as well as dynamic indicators of persistence in market shares and productivity and the rates of entries and exits. The indicators were constructed from the Production Statistics dataset and the Business Register dataset of Dutch manufacturing.
Our exploratory analysis was aimed at identifying which variables discriminate best between the five regimes. The analysis was undertaken in two stages. In the first stage, we looked at the broad differences across regimes, by focusing on the technological and market factors that explain the highest percentage of variability. When entering a large set of variables, applying discriminant analysis led us to accept both variables related to innovation activities and market structure as relevant to this purpose. The innovation variables included a variable measuring the overall level of technological opportunity, a variable measuring the relative importance of types of sources of external R&D, and the ratio of product to process innovations. At this stage of analysis, the relevant characteristics of industrial structure and dynamics included only static measures of structure (concentration and average labour productivity).
In the second stage, we zoomed in on finer differences across regimes, by including technological and market factors that explained additional variability. At this stage, the discriminant analysis of the overall set of indicators leads further to the acceptance of variables related to industrial dynamics as relevant to distinguishing across regimes. These variables included the entry and exit rates of entrepreneurial firms. In addition, the set of innovation variables extended to the composition of innovation expenditure. Finally, the presence of firms in the central classes of the size distribution appeared as the relevant variables for market structure. Our analysis explains roughly two-thirds of the assignment of sectors to technological regimes.
Our results thus generally support the use of the concept of technological regimes to analyse the relationship between innovation and the structures and dynamics of industries. As the analysis showed, technological regimes help to 'interrogate' large Technology and the dynamics of industrial structures databases and provide a useful framework to 'map' the diverse aspects of the innovation process and those of the evolution of industrial structures. In particular, the results give support to a more disaggregate classification than the distinction between the 'Schumpeter Mark I' and 'Schumpeter Mark II' patterns of innovation applied by, for example, Malerba and Orsenigo. Further research is required on the relationship between technological regimes and patterns of industrial competition. One of the dimensions of analysis that deserve further attention is that of time. In this paper, we focused on a specific time period for which data from the Community Innovation Survey were available. However, the construction of time series of innovation survey data would allow us to explore the effects of changes in technological regimes on the long-term evolution of industrial structures. 
Sectors and technology regimes used in the analysis
