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ON GOUSSAROV-POLYAK-VIRO CONJECTURE OF KNOTS
WITH DEGREE THREE
NOBORU ITO AND YUKA KOTORII
Abstract. A knot invariant ordered by filtered finite dimensional vector spaces
is called finite type. It has been conjectured that every finite type invariant
of classical knots could be extended to a finite type invariant of long virtual
knots (Goussarov-Polyak-Viro conjecture). Goussarov, Polyak, and Viro also
showed that this conjecture is strongly related to the Vassiliev conjecture that
the knots could be classified by Vassiliev invariants. In this paper, for the
order-three case of the Goussarov-Polyak-Viro conjecture, we obtain an an-
swer and give a new viewpoint of the conjecture by introducing a reduced
Polyak algebra, which is a simple version of the original one, derived from
the first Gauss diagram formula that is the linking number for classical knots.
This gives a nontrivial example that Gauss diagram formulae of knots of higher
degree are systematically obtained by those of lower degree.
1. Introduction
In 1990, Vassiliev introduced powerful filtered classical knot invariants [17], called
a finite type invariant or Vassiliev invariant. A remarkable relationship between
the Vassiliev invariants and the Jones polynomial were known: each coefficient of
power series obtained from the Jones polynomial by replacing its variable by ex is
a Vassiliev invariant [2, Theorem, Page 227]. A famous open problem concerning
Vassiliev invariants of knots is whether they distinguish nonisotopic knots (the
Vassiliev Conjecture, cf. [11, Page 46]).
For the theory of Vassiliev invariants, in order to present a Vassiliev invariant
by a combinatorial formula, Polyak and Viro introduced a Gauss diagram formula
in [15] (for the definition of Gauss diagram formulas, see Remark 12). Polyak and
Viro [15] had a question “Can any Vassiliev invariant be calculated as a function
of arrow polynomials evaluated on the knot diagram?” Here, a function of arrow
polynomials means a Gauss diagram formula. Goussarov gave a positive answer
to this question in a framework of a virtual knot theory in [5]. He showed that
any integer-valued Vassiliev invariant of (long) classical knots can be presented as a
Gauss diagram formula. However, we do not have an algorithm to obtain a Gauss
diagram formula for a given Vassiliev invariant of classical knots. On the other
hand, we can explicitly present any Goussarov-Polyak-Viro finite type invariant
(also called GPV invariant) for (long) virtual knots as a Gauss diagram formula.
Therefore, if we can extend a given Vassiliev invariant to a GPV invariant for (long)
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virtual knot, then we can give its Gauss diagram formula by using a certain method
of [5]. Goussarov, Polyak, and Viro formulated Conjecture 11.
Conjecture 1 ([5]). Every finite type invariant of classical knots can be extended
to a finite type invariant of long virtual knots.
For cases of degree at most 3, it is easy to see that Conjecture 1 is true by known
results (for degrees 2 and 3, see [5, Section 3.2, the formula (16) ] and [3, Section 4,
Page 310, GPV formula]). This conjecture of n more than 3 is still open.
Remark 1. Goussarov, Polyak, and Viro gave an example of GPV invariants of
degree three by a Gauss diagram formula and they mentioned that the restriction
of this invariant to classical knots was a Vassiliev invariant of the same degree
[5, Section 3.2, Page 1059]. However, this formula contains a typo, e.g., we can
show that it is not invariant under a third Reidemeister move for the unknot. A
correction is given by [3] for the typo.
We obtain five new GPV invariants of degree 3 for long virtual knots (Theorem 1)
and prove that the restrictions of some of obtained GPV invariants are Vassiliev
invariants of the same degree (Corollary 1).
Theorem 1. The following five Gauss diagram formulas v˜3,i (1 ≤ i ≤ 5) are
linearly independent GPV invariants of degree three for long virtual knots.
v˜3,1 :=
〈 r♥ ✒❅■++ + r♥ ✒❅■
++
+ r♥ ✒❅■
+-
+
r♥ ✒❅■
-+
+ ♥ ✒❅■❄
r
+ ♥ ✒❅■❄
r
+ ♥ ✒❅■✻
r
+ ♥ ✒❅■✻r + ♥✻❄✲r + ♥❄✻✲
r
+ ♥❄✻✲r + ♥❄✻✲r+ ♥✻✻✲
r
+ ♥❄❄✲
r
, ·
〉
,
v˜3,2 :=
〈
− r ♥ ✒❅■
++
+ r ♥ ✒❅■
--
+ 2 ♥ ✒❅■❄
r
+ 3 ♥ ✒❅■❄
r
− ♥ ✒❅■✻r + ♥✻❄✲
r
+ ♥✻❄✲
r
+ ♥✻❄✲
r
+ ♥✻❄✲r + ♥❄✻✲
r
+ 2 ♥❄✻✲
r
+ ♥❄✻✲
r
+ ♥❄✻✲r + ♥❄✻✲r− ♥✻✻✲
r
− ♥✻✻✲r − ♥❄❄✲
r
− ♥❄❄✲
r
, ·
〉
,
v˜3,3 :=
〈 r♥ ✒❅■+- + r♥ ✒❅■-+ + ♥ ✒❅■✻r − ♥ ✒❅■✻r − ♥✻❄✲r+ ♥❄✻✲r+ ♥✻✻✲r− ♥❄❄✲r, ·
〉
,
v˜3,4 :=
〈
− r♥ ✒❅■
++
+ r♥ ✒❅■
--
+ 3 ♥ ✒❅■❄
r
+ 2 ♥ ✒❅■❄
r
− ♥ ✒❅■✻r+ ♥✻❄✲
r
+ ♥✻❄✲
r
+ ♥✻❄✲r + 2 ♥✻❄✲r + ♥✻❄✲r
+ ♥❄✻✲
r
+ ♥❄✻✲r + ♥❄✻✲r + ♥❄✻✲r− ♥✻✻✲r− ♥✻✻✲r − ♥❄❄✲r − ♥❄❄✲r , ·
〉
and
v˜3,5 :=
〈
−
r♥ ✒❅■
++
− r♥ ✒❅■
++
−
r♥ ✒❅■
-+
− r♥ ✒❅■
-+
− ♥ ✒❅■❄
r
− ♥ ✒❅■❄
r
− ♥ ✒❅■✻
r
− ♥ ✒❅■✻r − ♥✻❄✲
r
− ♥✻❄✲r
− ♥❄✻✲
r
− ♥❄✻✲r− ♥✻✻✲
r
− ♥✻✻✲r , ·
〉
.
1Polyak [14] wrote that “An open (an highly non-trivial) conjecture...”.
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Corollary 1. The restriction of v˜3,i (1 ≤ i ≤ 5) to classical knots is a Vas-
siliev invariant of degree three. More exactly, v˜3,1|classical knots = −2v3 − v2,
v˜3,2|classical knots = 2v3, v˜3,3|classical knots = 0, v˜3,4|classical knots = 2v3 and v˜3,5|classical knots
= −2v3 − v2, where the Vassiliev invariant v3 of degree three takes values 0 on the
unknot, +1 on the right trefoil, and −1 on the left trefoil.
Remark 2. Because the GPV invariant of degree 3 in [5] (also [3]) is represented by
a linear combination of v˜3,i (1 ≤ i ≤ 5), we obtain four new invariants, essentially.
D. Bar-Natan, I. Halacheva, L. Leung, and F. Roukema [1] computed the dimension
of the space of GPV invariants of degree n (1 ≤ n ≤ 6). In particular, the dimension
of the space of GPV invariant of degree 3 is 7. We do not have the remaining two.
Although we have a positive answer to Conjecture 1 with degree three, one may
wish a little bit more information. For example, the question how to explain the
relationship between v˜3,i (1 ≤ i ≤ 5) and a well-known Polyak-Viro formula (see
Remark 3) for the Vassiliev invariant v3 of degree three [15] for classical knots is
left unanswered (our answer is in Remark 3 and Corollary 3). We also would like to
try to answer to a question how to extend a Vassiliev invariant to GPV invariants.
Therefore, in this paper, we suggest a new algebra for classical knots corresponding
with Polyak algebra.
We introduce reduced Polyak algebra and its quotient, truncated reduced Polyak
algebra, which is obtained from Polyak algebra and its quotient, truncated Polyak
algebra, by adding certain technical relations (Definition 19). By using the reduced
Polyak algebra and its relators, we systematically obtain Gauss diagram formulas of
the Vassiliev invariants of classical knots (Theorem 2). As a corollary of Theorem 2,
we have Corollary 2.
Corollary 2. Each of the following nineteen (two, resp.) functions is the Vassiliev
invariant of degree three (two,resp) or the zero map on the set of classical knots.
v3,1 :=
〈
− ♥ ✒❅■❄
r
− ♥ ✒❅■❄
r
− ♥✻❄✲
r
− ♥✻❄✲
r
− ♥✻❄✲
r
− ♥✻✻✲r+ ♥❄❄✲
r
, ·
〉
,
v3,2 :=
〈
−
r♥ ✒❅■
++
+ 2 r♥ ✒❅■
++
− r ♥ ✒❅■
++
+ r♥ ✒❅■
++
+
r♥ ✒❅■
+-
−
r♥ ✒❅■
-+
+ r♥ ✒❅■
-+
− 2 r♥ ✒❅■
--
+ r ♥ ✒❅■
--
+ 3 ♥ ✒❅■❄
r
+ 2 ♥ ✒❅■✻r− 2 ♥ ✒❅■✻
r
+ ♥ ✒❅■✻
r
− ♥ ✒❅■✻r + ♥ ✒❅■✻r + ♥✻❄✲
r
+ ♥✻❄✲
r
− ♥❄✻✲
r
+ ♥✻✻✲r+ ♥❄❄✲
r
, ·
〉
,
v3,3 :=
〈
r♥ ✒❅■
++
+ r ♥ ✒❅■
++
−
r♥ ✒❅■
+-
+
r♥ ✒❅■
-+
+ r♥ ✒❅■
--
− r ♥ ✒❅■
--
, ·
〉
,
v3,4 :=
〈
r♥ ✒❅■
++
−
r♥ ✒❅■
+-
+
r♥ ✒❅■
-+
− r♥ ✒❅■
-+
+ 2 ♥ ✒❅■❄
r
+ ♥ ✒❅■✻r− ♥ ✒❅■✻
r
+ ♥ ✒❅■✻
r
+ ♥✻❄✲
r
+ ♥✻❄✲
r
+ ♥❄✻✲
r
+ ♥❄✻✲
r
+ ♥✻✻✲r+ ♥❄❄✲r, ·
〉
,
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v3,5 :=
〈
2
r♥ ✒❅■
++
− 2 r♥ ✒❅■
++
+ 2
r♥ ✒❅■
-+
+ 2 r♥ ✒❅■
--
− ♥ ✒❅■❄
r
− 3 ♥ ✒❅■❄
r
− 2 ♥ ✒❅■✻r+ 2 ♥ ✒❅■✻
r
− ♥✻❄✲
r
− 2 ♥✻❄✲
r
− ♥❄✻✲
r
− ♥❄✻✲
r
− 2 ♥✻✻✲r+ ♥❄❄✲r , ·
〉
,
v3,6 :=
〈
r♥ ✒❅■
++
− r♥ ✒❅■
--
+ ♥ ✒❅■❄
r
+ 2 ♥ ✒❅■❄
r
+ ♥ ✒❅■✻r+ ♥✻❄✲
r
+ 2 ♥✻❄✲
r
+ ♥✻❄✲
r
+ ♥✻✻✲r+ ♥❄❄✲r , ·
〉
,
v3,7 :=
〈
−
r♥ ✒❅■
++
+ 2 r♥ ✒❅■
++
− r ♥ ✒❅■
++
+ r♥ ✒❅■
++
+
r♥ ✒❅■
+-
−
r♥ ✒❅■
-+
+ r♥ ✒❅■
-+
− 2 r♥ ✒❅■
--
+ r ♥ ✒❅■
--
+ 3 ♥ ✒❅■❄
r
+ 2 ♥ ✒❅■✻r− 2 ♥ ✒❅■✻
r
+ ♥ ✒❅■✻
r
− ♥ ✒❅■✻r + ♥ ✒❅■✻r + ♥✻❄✲
r
+ ♥✻❄✲
r
+ ♥❄✻✲
r
+ ♥✻✻✲r+ ♥✻✻✲r , ·
〉
,
v3,8 :=
〈 r♥ ✒❅■++ − r♥ ✒❅■++ + r♥ ✒❅■
++
+
r♥ ✒❅■
-+
+ r♥ ✒❅■
-+
+ r♥ ✒❅■
--
− ♥ ✒❅■❄
r
− ♥ ✒❅■✻r+ ♥ ✒❅■✻
r
+ ♥ ✒❅■✻r
+ ♥✻❄✲
r
− ♥❄✻✲
r
− ♥✻✻✲r+ ♥✻✻✲r , ·
〉
,
v3,9 :=
〈
−
r♥ ✒❅■
++
+ r♥ ✒❅■
++
+ r ♥ ✒❅■
++
− r♥ ✒❅■
++
−
r♥ ✒❅■
-+
− r♥ ✒❅■
-+
− r♥ ✒❅■
--
− r ♥ ✒❅■
--
+ ♥ ✒❅■❄
r
+ ♥ ✒❅■❄
r
+ ♥ ✒❅■✻r− ♥ ✒❅■✻
r
+ ♥ ✒❅■✻r − ♥ ✒❅■✻r − ♥✻❄✲
r
+ ♥❄✻✲
r
+ ♥❄✻✲
r
+ ♥✻✻✲r+ ♥✻✻✲r , ·
〉
,
v3,10 :=
〈
2
r♥ ✒❅■
++
− 2 r♥ ✒❅■
++
+ 2
r♥ ✒❅■
-+
+ 2 r♥ ✒❅■
--
− ♥ ✒❅■❄
r
− 3 ♥ ✒❅■❄
r
− 2 ♥ ✒❅■✻r+ 2 ♥ ✒❅■✻
r
− ♥✻❄✲
r
− 2 ♥✻❄✲
r
− ♥❄✻✲
r
− ♥❄✻✲
r
− 2 ♥✻✻✲r+ ♥✻✻✲
r
, ·
〉
,
v3,11 :=
〈
r♥ ✒❅■
++
− r♥ ✒❅■
--
+ ♥ ✒❅■❄
r
+ ♥ ✒❅■✻r+ ♥✻❄✲
r
+ ♥✻✻✲r+ ♥✻✻✲
r
, ·
〉
,
v3,12 :=
〈
♥ ✒❅■❄
r
+ ♥ ✒❅■❄
r
+ ♥❄✻✲
r
+ ♥❄✻✲
r
+ ♥❄✻✲r, ·
〉
,
v3,13 :=
〈
− ♥❄✻✲
r
+ ♥❄✻✲r , ·
〉
,
v3,14 :=
〈 r♥ ✒❅■++ − r ♥ ✒❅■++ + r♥ ✒❅■
++
+
r♥ ✒❅■
+-
+ r♥ ✒❅■
-+
+ r ♥ ✒❅■
--
+ ♥ ✒❅■❄
r
+ ♥ ✒❅■✻
r
− ♥ ✒❅■✻r + ♥ ✒❅■✻r
+ ♥✻❄✲
r
+ ♥✻❄✲
r
+ ♥✻❄✲
r
− ♥❄✻✲
r
+ ♥❄✻✲r , ·
〉
,
v3,15 :=
〈 r♥ ✒❅■++ + r ♥ ✒❅■++ − r♥ ✒❅■
++
−
r♥ ✒❅■
+-
− r♥ ✒❅■
-+
− r ♥ ✒❅■
--
+ ♥ ✒❅■❄
r
− ♥ ✒❅■✻
r
+ ♥ ✒❅■✻r − ♥ ✒❅■✻r
− ♥ ✒❅■✻r − ♥✻❄✲
r
− ♥✻❄✲
r
+ ♥❄✻✲
r
+ ♥❄✻✲
r
+ ♥❄✻✲
r
, ·
〉
,
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v3,16 :=
〈
♥ ✒❅■❄
r
+ ♥ ✒❅■❄
r
+ ♥✻❄✲
r
+ ♥✻❄✲
r
+ ♥✻❄✲r, ·
〉
,
v3,17 :=
〈
− ♥✻❄✲
r
+ ♥✻❄✲r , ·
〉
,
v3,18 :=
〈
♥ ✒❅■❄
r
+ ♥ ✒❅■❄
r
+ ♥✻❄✲
r
+ ♥✻❄✲
r
+ ♥✻❄✲r , ·
〉
,
v3,19 :=
〈
− r♥ ✒❅■
++
+ r ♥ ✒❅■
++
−
r♥ ✒❅■
+-
+ r♥ ✒❅■
+-
+
r♥ ✒❅■
-+
− r♥ ✒❅■
-+
+ r♥ ✒❅■
--
− r ♥ ✒❅■
--
+ ♥ ✒❅■❄
r
− ♥ ✒❅■❄
r
− ♥ ✒❅■✻r+ ♥ ✒❅■✻
r
− ♥ ✒❅■✻
r
+ ♥ ✒❅■✻r − ♥ ✒❅■✻r + ♥ ✒❅■✻r , ·
〉
,
v2,1 :=
〈
r♥ ✒❅■
++
+ r♥ ✒❅■
+-
+ r♥ ✒❅■
-+
+ r♥ ✒❅■
--
, ·
〉
and
v2,2 :=
〈 r♥ ✒❅■++ + r♥ ✒❅■+- + r♥ ✒❅■-+ + r♥ ✒❅■-- , ·
〉
.
In particular, v3,i (1 ≤ i ≤ 19) is of at most degree three or zero map and v2,i
(1 ≤ i ≤ 2) is of degree two as follows:
v3,1 = −v3, v3,2 = 2v3, v3,3 = v2, v3,4 =
1
2
v3 +
1
2
v2, v3,5 = −2v3 + v2, v3,6 = 2v3,
v3,7 = 2v3, v3,8 = v2, v3,9 = v3 − v2, v3,10 = −2v3 + v2, v3,11 = v3, v3,12 = v3, v3,13 = 0,
v3,14 = v3 + v2, v3,15 = v3, v3,16 = v3, v3,17 = 0, v3,18 = v3, v3,19 = 0, v2,1 = v2,
and v2,2 = v2.
(1)
Remark 3. v3,17 + v3,18 + v3,19 =
〈
2 ♥ ✒❅■❄+
♥✻❄✲ , ·
〉
, which corresponds to a
famous Polyak-Viro formula of degree three [15]. This invariant takes value 0 on
the unknot, +2 on the right trefoil and −2 on the left trefoil.
Theorem 1 and Corollary 2 imply Corollary 3 (e.g., let the orders of arrow
diagrams be as in Notation 3).
Corollary 3. Let v be the 21 × 48 matrix t (v3,1, v3,2, . . . , v3,19, v2,1, v2,2) and w
the 5× 48 matrix t (v˜3,1, v˜3,2, . . . , v˜3,5) which consist of the coefficients obtained by
the Gauss diagram formulas in Theorem 1 and Corollary 2 at most degree 3. There
exists a unique 5× 21 matrix A such that
A · v = w.
By Corollary 3, Gauss diagram formulas (v˜3,j)1≤j≤5 of degree 3 obtained from
the truncated Polyak algebra can be represented by Gauss diagram formulas for
classical knots by the truncated reduced Polyak algebra.
In the end of this section, we would like to mention that there is another view-
point. For solving the order-three case of the Goussarov-Polyak-Viro conjecture,
we introduce the reduced Polyak algebra, which is a simple version of the original
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one, derived from the first Gauss diagram formula that is the linking number for
classical knots. Therefore, this paper gives a nontrivial example that Gauss dia-
gram formulae of knots of higher degree are systematically obtained by those of
lower degree, which is interesting.
2. Preliminaries
In this section, definitions and notations are based on [6].
Definition 1 (arrow diagram, cf. [5]). An arrow diagram is a configuration of
n pair(s) of points up to ambient isotopy on an oriented circle where each pair
of points consists of a starting point and an end point and where the circle has
the standard (counterclockwise) orientation. If an arrow diagram has a base point
which is on the circle and which does not coincide with one of the paired points,
the arrow diagram is also called a based arrow diagram. If there is no confusion,
a base arrow diagram is simply called an arrow diagram. If an arrow diagram is a
configuration of n pair(s) of points, the integer n is called the length of the arrow
diagram. Traditionally, two points of each pair are connected by a (straight) arc,
and an assignment of starting and end points on the boundary points of an arc is
represented by an arrow on the arc from the starting point to the end point. The
arc is called an arrow.
Remark 4 (a terminological remark). We mimic ideas of [5], but the definition of
arrow diagrams is slightly different from that of [5] (cf. [4, 7, 9]).
+
+
+
-
+
+
+
-
Figure 1. An arrow diagram and a based arrow diagram
Definition 2 (Reidemeister moves on arrow diagrams, cf. [10, 5]). Reidemeister
moves on arrow diagrams are the following three moves illustrated in Figure 2. If
we treat based arrow diagrams, there exists a base point on a dashed arc of the
circle.
Definition 3 (an arrow diagram of a knot, cf. [5]). Let K be a knot and let DK
be a knot diagram of K. Then, there exists a generic immersion g : S1 → R2
such that g(S1) = DK which is enhanced by information on the overpass and the
underpass at each double point. We define a based arrow diagram of DK as follows
(e.g., Fig. 3). Let k be the number of the crossings of DK . Fix a base point, which
is not a crossing, and choose an orientation of DK . We start from the base point
and proceed along DK according to the orientation of DK . We assign 1 to the
first crossing that we encounter. Then we assign 2 to the next crossing that we
encounter provided it is not the first crossing. We suppose that we have already
assigned 1, 2, . . . , p. Then we assign p+ 1 to the next crossing that we encounter
provided it has not been assigned yet. Following the same procedure, we finally
label all the crossings. Note that g−1(i) consists of two points on S1 and we shall
assign i to one point corresponding to the over path and assign i¯ to another point
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-
+
-
+
-
+
-
+
-
+
-
+
-
-
-
-
-
-
+
+ + +
+
+
Figure 2. The Reidemeister moves
1
2 3
45
6 7
12
34567
5
6 7 4 3
21 +
-
-
-++
+
Figure 3. A knot diagram (left) and the based arrow diagram (right)
corresponding to the under path. We shall assign a plus (minus, resp.) to each
g−1(i) if the crossing labeled by i is positive (negative, resp.). Note also that the
preimage of the base point is a point on S1. The based arrow diagram represented
by the preimage of the base point, g−1(1), g−1(2), . . . , g−1(k) on S1, equipped with
information of the sign of each crossing, is denoted by ADDK , and is called a based
arrow diagram of the knot K. Here, by ignoring the base point, we have an arrow
diagram, which is also called an arrow diagram of the knot K.
It is known that a (long) virtual knot is identified with the equivalence class of
a (based) arrow diagram by the Reidemeister moves. In this paper, we use the
terminology of an arrow diagram for either an arrow diagram or a based arrow
diagram unless otherwise denoted.
Definition 4 (Gauss word, cf. [16]). Let nˆ = {1, 2, 3, . . . , n}. A word w of length
n is a map nˆ → N. The word is represented by w(1)w(2)w(3) · · ·w(n). For a word
w : nˆ → N, each element of w(nˆ) is called a letter. Each letter has a sign. The
sign of a letter k is denoted by sign(k). A word w of length 2n is called a Gauss
word of length 2n if each letter appears exactly twice in w(1)w(2)w(3) · · ·w(2n).
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Let cyc and rev be maps 2ˆn → 2ˆn satisfying that cyc(p) ≡ p + 1 (mod 2n) and
rev(p) ≡ −p+ 1 (mod 2n).
Definition 5 (oriented Gauss word, cf. [6]). Let v be a Gauss word. For each letter
k of v, we distinguish the two k’s in v by calling one k a tail and the other a head.
We express the assignments by adding extra informations to v = v(1)v(2) · · · v(2n),
i.e., we add “¯ ” on the letters that are assigned heads. This new word v∗ is called
an oriented Gauss word. We call each letter of an oriented Gauss word an oriented
letter. Let v∗ (w∗, resp.) be an oriented Gauss word of length 2n induced from v
(w, resp.). Without loss of generality, for v, we may suppose that the set of the
letters in v(2ˆn) is {1, 2, . . . , n}. Here, it is clear that v∗ is a word of length 2n with
letters {1, 2, . . . , n, 1, 2, . . . , n}. Two oriented Gauss words v∗ and w∗ are isomorphic
if there exists a bijection f : v(2ˆn) → w(2ˆn) such that sign(k) = sign(f(k)) and
w∗ = f∗ ◦v∗, where f∗ : v∗(2ˆn) = {1, 2, . . . , n, 1, 2, . . . , n} → w∗(2ˆn) is the bijection
such that f∗(i) = f(i) and f∗(i) = f(i) (i = 1, 2, . . . , n). Two oriented Gauss words
v∗ and w∗ are cyclically isomorphic if there exists a bijection f : v(2ˆn)→ w(2ˆn) such
that sign(k) = sign(f(k)) and there exists t ∈ Z satisfying that w∗ ◦(cyc)t = f∗◦v∗,
where f∗ : v∗(2ˆn) = {1, 2, . . . , n, 1, 2, . . . , n} → w∗(2ˆn) is the bijection such that
f∗(i) = f(i) and f∗(i) = f(i) (i = 1, 2, . . . , n), and where cyc : 2ˆn → 2ˆn is as in
Definition 4. The isomorphisms and the cyclic isomorphisms obtain equivalence
relations on the oriented Gauss words, respectively. For an oriented Gauss word v∗
of length 2n, [[v∗]] denotes the equivalence class (the cyclic equivalence class, resp.)
of v∗. In this paper, we use [[·]] as the equivalence class or the cyclic equivalence
class depending on the context. For v∗, an oriented Gauss word v′
∗
is called an
oriented sub-Gauss word of the oriented Gauss word v∗ if v′
∗
is v′
∗
itself, or it is
obtained from v∗ by ignoring some pairs of letters. The set of the oriented sub-
Gauss words of v∗ is denoted by Sub(v∗). For a given oriented Gauss word v∗(i)
(i ∈ 2ˆn) of length 2n, let v∗rev be the oriented Gauss word such that v
∗
rev(i) =
v∗(rev(i)) (i ∈ 2ˆn). It implies a map v∗ 7→ v∗rev on a set of oriented Gauss words
and the map is denoted by rev∗.
We note that the equivalence classes (the cyclic equivalence classes, resp.) of the
oriented Gauss words of length 2n have one to one correspondence with the based
arrow diagrams (the arrow diagrams), each of which has n arrows. We identify
these four expressions and freely use either one of them depending on situations
(Fig. 4). In general, we note that v∗ and v∗ ◦ rev are not isomorphic. This implies
that an arrow diagram and its reflection image are not ambient isotopic in general.
[[123132]] 1
23
1
23
3   2
1
3 2
1 [[123132]] 1
23
1
23
3   2
1
3 2
1c,
Figure 4. Four expressions.
Notation 1 (Gˇ≤d, nˇd, Gˇb,d). Let Gˇ<∞ be the set of the arrow diagrams, i.e.,
the set of isomorphism classes of the oriented Gauss words. Since Gˇ<∞ consists
of countably many elements, there exists a bijection between Gˇ<∞ and {x
∗
i }i∈N,
where x∗i is a variable. Choose and fix a bijection fˇ : Gˇ<∞ → {x
∗
i }i∈N satisfying:
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the number of arrows of fˇ−1(x∗i ) is less than or equal to that of fˇ
−1(x∗j ) if and
only if i ≤ j (i, j ∈ N). For each positive integer d, let Gˇ≤d be the set of arrow
diagrams each consisting of at most d arrows. Let nˇd = |Gˇ≤d|. It is clear that
fˇ |Gˇ≤d is a bijection from Gˇ≤d to {x
∗
1, x
∗
2, . . . , x
∗
nˇd
}. For each pair of integers b
and d (2 ≤ b ≤ d), let Gˇb,d = Gˇ≤d \ Gˇ≤b−1. Then fˇ |Gˇb,d is a bijection Gˇb,d →
{x∗nˇb−1+1, x
∗
nˇb−1+2, . . . , x
∗
nˇd
}. In the remainder of this paper,
In the rest of this paper, we use the notations in Notation 1 unless otherwise
denoted, and we freely use this identification between Gˇ<∞ and {x∗i }i∈N.
Recall that ADDK (cf. the note preceding Notation 6) gives an equivalence class
of oriented Gauss words, say [[v∗DK ]]. Then, by the definition of the equivalence
relation, it is easy to see that the map DK 7→ [[v∗DK ]] is well-defined.
Definition 6 (x∗(AD)). Let x∗ ∈ {x∗i }i∈N. For a given arrow diagram AD, fix an
oriented Gauss word G∗ representing AD. Let Subx∗(G
∗) = {H∗ | H∗ ∈ Sub(G∗),
[[H∗]] = x∗}. Recall that each letter has a sign ∈ {±1}. For an oriented Gauss
word H∗ ∈ Subx∗(G∗), the sign sign(H∗) defined by
sign(H∗) =
∏
α:letter in H∗
sign(α).
Then,
∑
H∗∈Subx∗ (G∗)
sign(H∗) is denoted by x∗(G∗). Let G′
∗
be another oriented
Gauss word representing AD. By the definition of the (cyclically) isomorphism of
the Gauss words, it is easy to see x∗(G′
∗
) = x∗(G∗). Hence, we shall denote this
number by x∗(AD). If AD is an arrow diagram of a knot K, then x∗(AD) can be
denoted by x∗(DK).
We note that x∗(AD) is calculated by geometric observations. We give some
examples below (Example 1).
Example 1. Consider the arrow diagram AD in Fig. 5. Then we have values of
x∗(AD) for several x∗’s as in Fig. 5.
( AD ) 
( AD )
( AD )
( AD )
( AD )
=
= 0
= 0-4
= -1
= -1AD  = +
-
- +
Figure 5. x∗(AD).
Definition 7 (x˜∗(z), x˜∗([[z]])). For an arrow diagram x∗, we define the function
x˜∗ from the set of the oriented Gauss words to {−1, 0, 1} by
x˜∗(F ∗) =
{
sign(F ∗) if [[F ∗]] = x∗
0 if [[F ∗]] 6= x∗.
By definition, it is easy to see x˜∗(F ∗1 ) = x˜
∗(F ∗2 ) for each pair F
∗
1 , F
∗
2 with [[F
∗
1 ]]
= [[F ∗2 ]]. Thus, we shall denote this number by x˜
∗([[F ∗1 ]]). If [[F
∗]] corresponds to
an arrow diagram of a knot diagram DK of a knot K, then x˜∗([[F
∗]]) is denoted
by x˜∗(DK). Let Z[Gˇ<∞] be the free Z-module generated by the elements of Gˇ≤l,
where l is sufficiently large (note that we always consider finite sums). Then, we
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linearly extend x˜∗ to the function from Z[Gˇ<∞] to Z. By definition, for any oriented
Gauss word G∗ with [[G∗]] = AD,
(2) x∗(AD) =
∑
z∗∈Sub(G∗)
x˜∗(z∗).
We define the elements of Z[Gˇ<∞] called relators of types (ˇI), (SˇII), (WˇII), (SˇIII),
and (WˇIII).
Before we start to define relators, we note that in Definition 8, if the oriented
Gauss word G∗ is obtained from a knot diagram DK , then each relator corresponds
to a Reidemeister move: Type (ˇI) relator to RI, Type (SˇII) relator to strong RII,
Type (WˇII) relator to weak RII, Type (SˇIII) relator to strong RIII , and Type
(WˇIII) relator to weak RIII .
Figure 6. Reidemeister moves (the mirror images of the arrow
diagrams and the corresponding words are omitted).
Next, we define relators for an arrow diagram. The definition of the case of
based arrow diagram is straightforward.
Definition 8 (Relators, cf. Fig. 6). • Type (ˇI). An element r∗ of Z[Gˇ<∞] is
called a Type (ˇI) relator if there exist an oriented Gauss word ST and a
letter i not in ST such that r∗ = [[Si¯iT ]] or [[Si¯iT ]] where sign(i) ∈ {±1}.
• Type (SˇII). An element r∗ of Z[Gˇ<∞] is called a Type (SˇII) relator if there
exist an oriented Gauss word STU and letters i and j not in STU such
that sign(i) 6= sign(j) and r∗ = [[SijT j¯ i¯U ]] + [[SiT i¯U ]] + [[SjT j¯U ]].
• Type (WˇII). An element r∗ of Z[Gˇ<∞] is called a Type (WˇII) relator if
there exist an oriented Gauss word STU and letters i and j not in STU
such that sign(i) 6= sign(j) and r∗ = [[SijT i¯ j¯U ]] + [[SiT i¯U ]] + [[SjT j¯U ]].
• Type (SˇIII). An element r∗ of Z[Gˇ<∞] is called a Type (SˇIII) relator if there
exist an oriented Gauss word STUV and letters i, j and k not in STUV
such that
r∗ =
(
[[SijT k¯ i¯U j¯kV ]] + [[SijT i¯U j¯V ]] + [[SiT k¯ i¯UkV ]] + [[SjT k¯U j¯kV ]]
)
−
(
[[SjiT i¯ k¯Ukj¯V ]] + [[SjiT i¯U j¯V ]] + [[SiT i¯U k¯UkV ]] + [[SjT k¯Ukj¯V ]]
)
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with (sign(i), sign(j), sign(k)) = (−1, 1, 1) or(
[[SkjT ik¯U j¯ i¯V ]] + [[SjT iUj¯ i¯V ]] + [[SkT ik¯U i¯V ]] + [[SkjT k¯U j¯V ]]
)
−
(
[[SjkT k¯iU i¯ j¯V ]] + [[SjT iU i¯ j¯V ]] + [[SkT k¯iU i¯V ]] + [[SjkT k¯U j¯V ]]
)
with (sign(i), sign(j), sign(k)) = (1,−1, 1).
• Type (WˇIII). An element r∗ of Z[Gˇ<∞] is called a Type (WˇIII) relator if
there exist an oriented Gauss word STUV and letters i, j, and k not in
STUV such that
r∗ =
(
[[SijT i¯kUj¯ k¯V ]] + [[SijT i¯U j¯V ]] + [[SiT i¯UkUk¯V ]] + [[SjTkUj¯ k¯V ]]
)
−
(
[[SjiTki¯Uk¯ j¯V ]] + [[SjiT i¯U j¯V ]] + [[SiTki¯Uk¯V ]] + [[SjTkUk¯ j¯V ]]
)
.
with (sign(i), sign(j), sign(k)) = (1, 1, 1) or(
[[Sk¯ j¯T ki¯UjiV ]] + [[Sj¯T i¯UjiV ]] + [[Sk¯Tki¯UiV ]] + [[Sk¯ j¯T kUjV ]]
)
−
(
[[Sj¯ k¯T i¯kUijV ]] + [[Sj¯T i¯UijV ]] + [[Sk¯T i¯kUiV ]] + [[Sj¯ k¯T kUjV ]]
)
,
with (sign(i), sign(j), sign(k)) = (1, 1, 1).
We introduce notations in the following. Let DK and D
′
K be two knot di-
agrams of a knot K. If DK is related to D
′
K by a single RI (strong RII,
weak RII , strong RIII , or weak RIII , resp.), then there are Gauss words G∗
and G′
∗
such that (by exchanging DK and D
′
K , if necessary), G
∗ = Si¯iT (Si¯iT ,
SijT j¯ i¯U , SijT i¯ j¯U , SijT k¯ i¯U j¯kV , SkjT ik¯U j¯ i¯V , SijT i¯kUj¯ k¯V , or Sk¯ j¯T ki¯UjiV ,
resp.) and G′
∗
= ST (ST , STU , STU , SjiT i¯ k¯Ukj¯V , SjkT k¯iU i¯ j¯V , SjiTki¯Uk¯ j¯V ,
or Sj¯ k¯T i¯kUijV , resp.) such that [[G∗]] = ADDK and [[G
′∗]] = ADD′
K
(Fig. 6).
The subset of Sub(G∗) such that each element has exactly m pairs of oriented let-
ters, each of which arises from i, j, and k in G∗ is denoted by Sub(m)(G∗), where
m = 0, 1, 2, or 3. By definition, we have
(3) Sub(G∗) = Sub(0)(G∗) ∐ Sub(1)(G∗) ∐ Sub(2)(G∗)∐ Sub(3)(G∗).
Similarly, for an arrow diagram x∗, Sub
(m)
x∗ (G
∗) denotes the subset of Subx∗(G
∗)
consisting of elements, each of which has exactly m pairs of oriented letters, each
of which arises from i, j, and k. Then,
(4) Subx∗(G
∗) = Sub
(0)
x∗ (G
∗)∐ Sub
(1)
x∗ (G
∗) ∐ Sub
(2)
x∗ (G
∗) ∐ Sub
(3)
x∗ (G
∗).
Let D be the set of (long) virtual knot diagrams. Next, for each element∑
i αix
∗
i ∈ Z[Gˇ<∞], we define a function D → Z, also denoted by
∑
i αix
∗
i .
Definition 9 (
∑
i αix
∗
i ,
∑
i αix˜
∗
i , cf. [5]). Let b and d (2 ≤ b ≤ d) be integers
and Gˇ≤d, Gˇb,d, and {x∗i }i∈N as in Notation 1. Let Z[Gˇ<∞] be as in Definition 7.
Recall that nˇd = |Gˇ≤d|, Gˇb,d = {x∗i }nˇb−1+1≤i≤nˇd , and each x
∗
i represents the arrow
diagram fˇ−1(x∗i ) as in Notation 1. For each∑
nˇb−1+1≤i≤nˇd
αix
∗
i ∈ Z[Gˇ<∞],
we define an integer-valued function D → Z, also denoted by
∑
nˇb−1+1≤i≤nˇd
αix
∗
i ,
by
DK 7→
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK),
where x∗i (DK) is the integer introduced in Notation 6.
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Analogously, for each
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i ∈ Z[Gˇ<∞], we define the function∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i : Z[Gˇ<∞]→ Z
by 
 ∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i

 (AD) = ∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i (AD),
where x˜∗i (AD) is the integer introduced in Definition 7.
Then, by using this setting, we can describe the relation between a Type (ˇI)
relator and a single RI as follows. Suppose that a knot diagram DK is related
to another knot diagram D′K by a single RI. Then, we recall that there exist an
oriented letter i and an oriented Gauss word S such that ADDK = [[Si¯iT ]] or [[Si¯iT ]]
and ADD′
K
= [[ST ]]. Since the arguments are essentially the same, without loss of
generality, we may suppose that T = ∅ and ADDK = [[Si¯iT ]], i.e., ADDK = [[Si¯i]]
(every case essentially returns to the argument of the case even if K is a long virtual
knot). Here, we note that in this case in the decomposition (3) in the note preceding
of Definition 9, Sub(2)(G∗) = ∅ and Sub(3)(G∗) = ∅, where G∗ = Si¯i. Then, by (2)
in Definition 7, and by (3) and (4) in the note preceding of Definition 9,
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK) =
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗∈Sub(G∗)
x˜∗i (z
∗)


=
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗0∈Sub
(0)(G∗)
x˜∗i (z
∗
0) +
∑
z∗1∈Sub
(1)(G∗)
x˜∗i (z
∗
1)

 .
Note that each element z∗0 ∈ Sub
(0)(G∗) is an oriented sub-Gauss word of S. Then
it is clear that Sub(1)(G∗) = {z∗0 i¯i | z
∗
0 ∈ Sub
(0)(G∗)}. Thus,
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK) =
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗0∈Sub
(0)(G∗)
x˜∗i (z
∗
0) +
∑
z∗0∈Sub
(0)(G∗)
x˜∗i (z
∗
0 i¯i)


=
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗0∈Sub
(0)(G∗)
x˜∗i ([[z
∗
0 ]]) +
∑
z∗0∈Sub
(0)(G∗)
x˜∗i ([[z
∗
0 i¯i]])

 .
On the other hand, since Sub(G′∗) is identified with Sub(0)(G∗),
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K) =
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z′∗∈Sub(G′∗)
x˜∗i (z
′∗)

 (∵ (2))
=
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗0∈Sub
(0)(G∗)
x˜∗i (z
∗
0)


=
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗0∈Sub
(0)(G∗)
x˜∗i
(
[[z∗0 ]]
) .
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Here, the last equality is needed to obtain a condition of relators. As a conclusion,
the difference of the values is calculated as follows:∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK)−
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K)
=
∑
nˇb−1+1≤i≤nˇd
∑
z∗0∈Sub
(0)(G∗)
αix˜
∗
i ([[z
∗
0 i¯i]]) .
We note that it is a linear combination of the values of Type (ˇI) relators via x˜∗i .
For the case Type (SˇII), (WˇII), (SˇIII), or (WˇIII) relators, the arguments are slightly
more complicated than that of Type (ˇI) relator, and we will explain them in Sec-
tion 3. Thus, we omit them here.
Definition 10 (Rˇǫ1ǫ2ǫ3ǫ4ǫ5). For each (ǫ1, ǫ2, ǫ3, ǫ4, ǫ5) ∈ {0, 1}
5, let Rˇǫ1ǫ2ǫ3ǫ4ǫ5 =
∪ǫi=1Rˇi (⊂ Z[Gˇ<∞]), where Rˇ1 is the set of the Type (ˇI) relators (corresponding
to RI), Rˇ2 is the set of the Type (SˇII) relators (corresponding to strong RII), Rˇ3
is the set of the Type (WˇII) relators (corresponding to weak RII), Rˇ4 is the set of
the Type (SˇIII) relators (corresponding to strong RIII), and Rˇ5 is the set of the
Type (WˇIII) relators (corresponding to weak RIII).
Here, for integers b and d (2 ≤ b ≤ d), let Oˇb,d be the projection Z[Gˇ<∞] →
Z[Gˇb,d]. Note that Oˇb,d is a linear map. Then, we have the next proposition.
Proposition 1. For each pair of integers b and d (2 ≤ b ≤ d), let
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i
be a function as in Definition 9. For (ǫ1, ǫ2, ǫ3, ǫ4, ǫ5) ∈ {0, 1}5, let Rˇǫ1ǫ2ǫ3ǫ4ǫ5 be
the set as in Definition 10. The following two statements are equivalent:
(1)
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i (r
∗) = 0 (∀r∗ ∈ Rˇǫ1ǫ2ǫ3ǫ4ǫ5).
(2)
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i (r
∗) = 0 (∀r∗ ∈ Oˇb,d(Rˇǫ1ǫ2ǫ3ǫ4ǫ5)).
Proof. Let r∗ ∈ Rˇǫ1ǫ2ǫ3ǫ4ǫ5 . For nˇb−1 + 1 ≤ i ≤ nˇd,
x˜∗i (r
∗) = x˜∗i (Oˇb,d(r
∗)).
Therefore, ∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i (r
∗) =
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i (Oˇb,d(r
∗)).

Definition 11 (Polyak algebra [5]). The Polyak algebra P is the quotient module
Z[Gˇ<∞]/Rˇ10101. Let n be an integer (n ≥ 2). The truncated Polyak algebra Pn is
the quotient module Z[Gˇ≤n]/Oˇ2,n(Rˇ10101).
Fact 1 ([5]). Let K be the set of (long) virtual knots. There exists an isomorphism
between Z[K] and P.
Fact 2 (Polyak [13]). Reidemeister moves of virtual knots are generated by two
types of RI, a type of weak RII with the fixed signs, a type of strong RIII with
the fixed signs.
Notation 2. The Reidemeister moves of Fact 2 is called a minimal generating set
of Reidemeister moves. By using Fact 1, there exists a correspondence between the
subset of relators Rˇ10110 and the minimal generating set of Reidemeister moves.
The subset is denoted by Rˇmin10110. Let Rˇ
min
00110 = Rˇ00110 ∩ Rˇ
min
10110.
14 NOBORU ITO AND YUKA KOTORII
Using Notation 2, it is elementary that Fact 1 together with Definition 11 implies
Fact 3.
Fact 3 (cf. [13]). There exists an isomorphism Z[K] between Z[Gˇ<∞]/Rˇmin10110.
In order to obtain classical knot invariants, we introduce the notions of mirroring
pairs and a reduced Polyak algebra. We prepare Definition 12.
Definition 12. If
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (·) is a knot invariant, it is called a Gauss
diagram formula. Traditionally, it is represented as
〈 ∑
nˇb−1+1≤i≤nˇd
αix
∗
i , ·
〉
. An
unsigned arrow diagram x represents the sum of over all ways to assign signs to the
arrows, i.e.,
x :=
∑
x∗:x with signs
x∗.
For example, 〈
♥ ✒❅■r , ·
〉
=
〈
r♥ ✒❅■
++
+ r♥ ✒❅■
+-
+ r♥ ✒❅■
-+
+ r♥ ✒❅■
--
, ·
〉
.
Let b, c, and d be positive integers (2 ≤ b ≤ c ≤ d). If
∑
nˇb−1+1≤i≤nˇd
αix
∗
i is
obtained by only unsigned arrow diagrams for arrow diagrams ∈ Gˇc,d, we say that
the coefficients (αnˇb+1, αnˇb+2, . . . , αnˇd) satisfy an unsigned rule for Z[Gˇc,d].
Definition 13 (mirroring pair). Let S, T , U , and V be sub-words. Let rǫST be a
Type (SˇIII) relator satisfying the condition that there exists the single arrow only
with the sign ǫ from S to T , where ǫ = +,−. Let rˆǫST := r
ǫ
TS . Let r
∗
·· := r
+
·· + r
−
·· .
In general, by replacing the role of (S, T ) with (T, S), (S,U), (U, S), (T, U) (U, T ),
(T, V ) (V, T ), (U, V ), or (V, U), we define r∗··. Then the pair (r
∗
··, rˆ
∗
··) is called the
mirroring pair. We say that a Type (SˇIII) relator r∗ has a mirroring pair if there
exists rˆ∗ such that (r∗, rˆ∗) is a mirroring pair.
3. Invariances
3.1. Invariances for Gauss diagram formulas for virtual knots. In this sec-
tion, in order to prove Theorem 1, we give Theorem 2.
Theorem 2 (cf. [5]). Let b and d (2 ≤ b ≤ d) be integers, and let Gˇ≤d, {x∗i }i∈N,
Z[Gˇ<∞], nˇd = |Gˇ≤d|, Gˇb,d = {x∗i }nˇb−1+1≤i≤nˇd , and Oˇb,d(Rˇǫ1ǫ2ǫ3ǫ4ǫ5) be as in Sec-
tion 2. Let
∑
nˇb−1+1≤i≤nˇd
αix
∗
i and
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i be functions as in Def-
inition 9. We arbitrarily choose (ǫ1, ǫ2, ǫ3, ǫ4, ǫ5) ∈ {0, 1}5 and fix it. Then, if∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i (r
∗) = 0 for each r∗ ∈ Oˇb,d(Rˇǫ1ǫ2ǫ3ǫ4ǫ5), then,
∑
nˇb−1+1≤i≤nˇd
αix
∗
i is
an integer-valued invariant under the Reidemeister moves corresponding to ǫj = 1.
In a case of choices of (ǫ1, ǫ2, ǫ3, ǫ4, ǫ5) ∈ {0, 1}5,
∑
nˇb−1+1≤i≤nˇd
αix
∗
i is an integer-
valued invariant of (long) virtual knots.
Remark 5. Invariants for (long) virtual knots in Theorem 2 imply Goussarov-
Polyak-Viro invariants of any degree. Moreover, any Gauss diagram formulae of
any Goussarov-Polyak-Viro invariants are obtained by Theorem 2.
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Before starting the proof, we note that we use the notion of sub-words (Defini-
tion 14).
Definition 14. For a word w, a word u of length q is called a sub-word of w if
there exists an integer p (q ≤ p ≤ n) such that u(j) = w(n− p+ j) (1 ≤ j ≤ q).
• (Proof of Theorem 2 for the case ǫ1 = 1.) Let DK and D′K be two oriented knot
diagrams where DK is related to D
′
K by a single RI. Hence, there exist an oriented
letter i and an oriented Gauss word S such that ADDK = [[Si¯iT ]] or [[Si¯iT ]] and
ADD′
K
= [[ST ]]. Since the arguments are essentially the same, we may suppose
that T = ∅ and ADDK = [[Si¯iT ]], i.e, ADDK = [[Si¯i]] and ADD′K = [[S]]. As we
observed in Section 2, we have∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK)−
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K)
=
∑
nˇb−1+1≤i≤nˇd
∑
z0∈Sub(0)(G∗)
αix˜
∗
i ([[z0i¯i]]) .
By the assumption of this case, for each z0 ∈ Sub
(0)(G∗),∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i ([[z0i¯i]]) = 0
and this shows that ∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK) =
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K).
• (Proof of Theorem 2 for the case ǫ2 = 1.) Let DK and D′K be two oriented
knot diagrams where DK is related to D
′
K by a single strong RII, hence, there exist
two oriented Gauss words G∗ = SijT j¯ i¯U and G′∗ = STU corresponding to DK
and D′K , respectively, i.e., ADDK = [[SijT j¯ i¯U ]] and ADD′K = [[STU ]]. Since the
arguments are essentially the same, we may suppose that U = ∅ in the following.
By (2), (3), and (4) in Section 2, we have (note that Sub(3)(G∗) = ∅):
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK) =
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗∈Sub(G∗)
x˜∗i (z
∗)


=
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗0∈Sub
(0)(G∗)
x˜∗i (z
∗
0)

+ ∑
nˇb−1+1≤i≤nˇd
∑
z∗12∈Sub
(1)(G∗)∪Sub(2)(G∗)
αix˜
∗
i (z
∗
12)
=
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z′∗∈Sub(G′∗)
x˜∗i (z
′∗)

+ ∑
nˇb−1+1≤i≤nˇd
∑
z∗12∈Sub
(1)(G∗)∪Sub(2)(G∗)
αix˜
∗
i (z
∗
12)
(∵ Sub(0)(G∗) is identified with Sub(G′
∗
)).
Let z∗0 ∈ Sub
(0)(G∗). Note that since G∗ is an oriented Gauss word z∗0 uniquely
admits a decomposition into two sub-words, which are sub-words on S and T . Let
σ(z∗0) be the sub-word of S and τ(z
∗
0) the sub-word of T satisfying z
∗
0 = σ(z
∗
0)τ(z
∗
0 ).
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By using these notations, we define maps
z∗2 : Sub
(0)(G∗)→ Sub(2)(G∗); z∗2(z
∗
0) = σ(z
∗
0)ijτ(z
∗
0)j¯ i¯,
z∗1 : Sub
(0)(G∗)→ Sub(1)(G∗); z∗1(z
∗
0) = σ(z
∗
0)iτ(z
∗
0 )¯i , and
z′
∗
1 : Sub
(0)(G∗)→ Sub(1)(G∗); z′
∗
1(z
∗
0) = σ(z
∗
0)jτ(z
∗
0 )j¯.
Then, it is easy to see that Sub(1)(G∗) ∪ Sub(2)(G∗) admits a decomposition
Sub(1)(G∗) ∪ Sub(2)(G∗)
= {z∗1(z
∗
0) | ∀z
∗
0 ∈ Sub
(0)(G∗)} ∐ {z′
∗
1(z
∗
0) | ∀z
∗
0 ∈ Sub
(0)(G∗)}
∐ {z∗2(z
∗
0) | ∀z
∗
0 ∈ Sub
(0)(G∗)}.
These notations together with the above give:∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK) =
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K)
+
∑
nˇb−1+1≤i≤nˇd
∑
z∗0∈Sub
(0)(G∗)
αix˜
∗
i (z
∗
2(z
∗
0) + z
∗
1(z
∗
0) + z
′∗
1(z
∗
0))
=
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K)
+
∑
nˇb−1+1≤i≤nˇd
∑
z∗0∈Sub
(0)(G∗)
αix˜
∗
i ([[z
∗
2(z
∗
0)]] + [[z
∗
1(z
∗
0)]] + [[z
′∗
1(z
∗
0)]]).
Here, note that by the condition for the case ǫ2 = 1, for any for any z
∗
0 ∈ Sub
(0)(G∗),∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i ([[z
∗
2(z
∗
0)]] + [[z
∗
1(z
∗
0)]] + [[z
′∗
1(z
∗
0)]]) = 0.
Here, one may think that
x˜∗i ([[z
∗
1(z
∗
0)]] + [[z
′∗
1(z
∗
0)]] + [[z
∗
2(z
∗
0)]]) = 0
for each z∗0 by the condition of the statement (for the case ǫ2 = 1). However,
the condition means that the equation holds for each r∗ ∈ Oˇb,d(Rˇ01000), and we
note that [[z∗1(z
∗
0)]] + [[z
′∗
1(z
∗
0)]] + [[z
∗
2(z
∗
0)]] may not be an element of Oˇb,d(Rˇ01000)
(possibly fˇ−1([[z∗2(z
∗
0)]]) > nˇd or fˇ
−1([[z∗1(z
∗
0)]]) ≤ nˇb−1), and Oˇb,d([[z
∗
1(z
∗
0)]] +
[[z′
∗
1(z
∗
0)]] + [[z
∗
2(z
∗
0)]]) 6= 0. However, even when this is the case we see that
x˜∗i ([[z
∗
1(z
∗
0)]] + [[z
′∗
1(z
∗
0)]] + [[z
∗
2(z
∗
0)]]) = 0
by Proposition 1.
Thus, ∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK) =
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K).
• (Proof of Theorem 2 for the case ǫ3 = 1.) Since the arguments are essentially
the same as that of the case ǫ2 = 1, we omit this proof.
• (Proof of Theorem 2 for the case ǫ4 = 1.) Let DK and D′K be two oriented knot
diagrams where DK is related to D
′
K by a single strong RIII, hence, there exist two
Gauss words G∗ = SijT k¯ i¯U j¯kV (SkjT ik¯U j¯ i¯V , resp.) and G′
∗
= SjiT i¯ k¯Ukj¯V
(SjkT k¯iU i¯ j¯V , resp.) corresponding to DK and D
′
K , respectively, i.e., ADDK =
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[[SijT k¯ i¯U j¯kV ]] ([[SkjT ik¯U j¯ i¯V ]], resp.) andADD′
K
= [[SjiT i¯ k¯Ukj¯V ]] ([[SjkT k¯iU i¯ j¯V ]],
resp.).
First, we suppose that ADDK = [[SijT k¯ i¯U j¯kV ]]. Since the arguments are
essentially the same, we may suppose that V = ∅ in the following.
By (2), (3), and (4) in Section 2, we have:
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK) =
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗∈Sub(G∗)
x˜∗i (z
∗)


=
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z∗01∈Sub
(0)(G∗)∪Sub(1)(G∗)
x˜∗i (z
∗
01) +
∑
z∗23∈Sub
(2)(G∗)∪Sub(3)(G∗)
x˜∗i (z
∗
23)

 .
and
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K) =
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z′∗∈Sub(G′∗)
x˜∗i (z
′∗)


=
∑
nˇb−1+1≤i≤nˇd
αi

 ∑
z′∗01∈Sub
(0)(G∗)∪Sub(1)(G∗)
x˜∗i (z
′∗
01) +
∑
z∗23∈Sub
(2)(G∗)∪Sub(3)(G∗)
x˜∗i (z
′∗
23)

 .
Because Sub(0)(G∗) (Sub(1)(G∗), resp.) is naturally identified with Sub(0)(G′
∗
)
(Sub(1)(G′
∗
), resp.), the above equations show:∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK)−
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K)
=
∑
nˇb−1+1≤i≤nˇd
∑
z∗23∈Sub
(2)(G∗)∪Sub(3)(G∗)
αix˜
∗
i (z
∗)
−
∑
nˇb−1+1≤i≤nˇd
∑
z′∗23∈Sub
(2)(G′∗)∪Sub(3)(G′∗)
αix˜
∗
i (z
′∗).
Let z∗0 ∈ Sub
(0)(G∗) that is identified with Sub(0)(G′
∗
). Note that since G∗ is
an oriented Gauss word z∗0 uniquely admits a decomposition into three sub-words,
which are sub-words on S, T , and U . Let σ(z∗0) be the sub-word of S, τ(z
∗
0 ) the
sub-word of T , and µ(z∗0) the sub-word of U , where z
∗
0 = σ(z
∗
0)τ(z
∗
0 )µ(z
∗
0). Let
z∗3 : Sub
(0)(G∗)→ Sub(3)(G∗); z∗3(z
∗
0) = σ(z
∗
0)ijτ(z
∗
0 )k¯ i¯µ(z
∗
0)j¯k,
z∗2a : Sub
(0)(G∗)→ Sub(2)(G∗); z∗2a(z
∗
0) = σ(z
∗
0)ijτ(z
∗
0 )¯iµ(z
∗
0)j¯,
z∗2b : Sub
(0)(G∗)→ Sub(2)(G∗); z∗2b(z
∗
0) = σ(z
∗
0)iτ(z
∗
0)k¯ i¯µ(z
∗
0)k, and
z∗2c : Sub
(0)(G∗)→ Sub(2)(G∗); z∗2c(z
∗
0) = σ(z
∗
0 )jτ(z
∗
0)k¯µ(z
∗
0)j¯k.
Similarly, we define maps
z′
∗
3 : Sub
(0)(G′
∗
)→ Sub(3)(G′
∗
); z′
∗
3(z
∗
0) = σ(z
∗
0)jiτ(z
∗
0 )¯i k¯µ(z
∗
0)kj¯,
z′
∗
2a : Sub
(0)(G′
∗
)→ Sub(2)(G′
∗
); z′
∗
2a(z
∗
0) = σ(z
∗
0)jiτ(z
∗
0 )¯iµ(z
∗
0)j¯,
z′
∗
2b : Sub
(0)(G′
∗
)→ Sub(2)(G′
∗
); z′
∗
2b(z
∗
0) = σ(z
∗
0)iτ(z
∗
0 )¯i k¯µ(z
∗
0)k, and
z′
∗
2c : Sub
(0)(G′
∗
)→ Sub(2)(G′
∗
); z′
∗
2c(z
∗
0) = σ(z
∗
0)jτ(z
∗
0)k¯µ(z
∗
0)kj¯.
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Here, it is easy to see that Sub(2)(G∗) ∪ Sub(3)(G∗) admits decompositions
Sub(2)(G∗) ∪ Sub(3)(G∗)
= {z∗3(z
∗
0) | z
∗
0 ∈ Sub
(0)(G∗)} ∐ {z∗2a(z
∗
0) | z
∗
0 ∈ Sub
(0)(G∗)}
∐ {z∗2b(z
∗
0) | z
∗
0 ∈ Sub
(0)(G∗)} ∐ {z∗2c(z
∗
0) | z
∗
0 ∈ Sub
(0)(G∗)}
and
Sub(2)(G′
∗
) ∪ Sub(3)(G′
∗
)
= {z′
∗
3(z
∗
0) | z
∗
0 ∈ Sub
(0)(G∗)} ∐ {z′
∗
2a(z
∗
0) | z
∗
0 ∈ Sub
(0)(G∗)}
∐ {z′
∗
2b(z
∗
0) | z
∗
0 ∈ Sub
(0)(G∗)} ∐ {z′
∗
2c(z
∗
0) | z
∗
0 ∈ Sub
(0)(G∗)}.
Under these notations, we have:
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK)−
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K)
(5)
=
∑
z∗0∈Sub
(0)(G∗)
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i
(
(z∗3(z
∗
0) + z
∗
2a(z
∗
0) + z
∗
2b(z
∗
0) + z
∗
2c(z
∗
0))
− (z′
∗
3(z
∗
0) + z
′∗
2a(z
∗
0) + z
′∗
2b(z
∗
0) + z
′∗
2c(z
∗
0))
)
=
∑
z∗0∈Sub
(0)(G∗)
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i
(
([[z∗3(z
∗
0)]] + [[z
∗
2a(z
∗
0)]] + [[z
∗
2b(z
∗
0)]] + [[z
∗
2c(z
∗
0)]])
− ([[z′
∗
3(z
∗
0)]] + [[z
′∗
2a(z
∗
0)]] + [[z
′∗
2b(z
∗
0)]] + [[z
′∗
2c(z
∗
0)]])
)
.
Here, note that
([[z∗3(z
∗
0)]] + [[z
∗
2a(z
∗
0)]] + [[z
∗
2b(z
∗
0)]] + [[z
∗
2c(z
∗
0)]])− ([[z
′∗
3(z
∗
0)]] + [[z
′∗
2a(z
∗
0)]]
+ [[z′
∗
2b(z
∗
0)]] + [[z
′∗
2c(z
∗
0)]]) ∈ Rˇ00010.
Thus, by the assumption of Case ǫ4 = 1 and by Proposition 1 (cf. Proof of the case
ǫ2 = 1), for each z
∗
0 ,∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i
(
([[z∗3(z
∗
0)]] + [[z
∗
2a(z
∗
0)]] + [[z
∗
2b(z
∗
0)]] + [[z
∗
2c(z
∗
0)]])
− ([[z′
∗
3(z
∗
0)]] + [[z
′∗
2a(z
∗
0)]] + [[z
′∗
2b(z
∗
0)]] + [[z
′∗
2c(z
∗
0)]])
)
= 0.
They show that ∑
nˇb−1+1≤i≤nˇd
αix
∗
i (DK) =
∑
nˇb−1+1≤i≤nˇd
αix
∗
i (D
′
K).
The proof for the case when ADDK = [[SkjT ik¯U j¯ i¯V ]] can be carried out as
above, and omit it.
• (Proof of Theorem 2 for the case ǫ5 = 1.) Since the arguments are essentially
the same as that of the case ǫ4 = 1, we omit this proof.

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Definition 15 (irreducible arrow diagram). Let x∗ be an arrow diagram. An
arrow α in x∗ is said to be an isolated arrow if α does not intersect any other
arrow. If x∗ has an isolated arrow, x∗ is called reducible and otherwise, x∗ is called
irreducible. The set of the irreducible arrow diagrams is denoted by ˇIrr. Let Iˇ
(Irr)
b,d
= {i | nˇb−1 + 1 ≤ i ≤ nˇd, x∗i ∈
ˇIrr}.
If we consider the function of the form
∑
i∈Iˇ
(Irr)
b,d
αix
∗
i for
∑
nˇb−1+1≤i≤nˇd
αix
∗
i in
Theorem 2, we have:
Corollary 4. Let b and d (2 ≤ b ≤ d) be integers and let Gˇ≤d, {x∗i }i∈N, Z[Gˇ<∞],
nˇd = |Gˇ≤d|, Gˇb,d = {x∗i }nˇb−1+1≤i≤nˇd and Oˇb,d(Rˇǫ1ǫ2ǫ3ǫ4ǫ5) be as in Section 2. Let∑
i∈Iˇ
(Irr)
b,d
αix
∗
i and
∑
i∈Iˇ
(Irr)
b,d
αix˜
∗
i be functions as in Definition 9. We arbitrarily
choose (ǫ2, ǫ3, ǫ4, ǫ5) ∈ {0, 1}4 and fix it. Then, if
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i (r
∗) = 0 for
each r∗ ∈ Oˇb,d(Rˇ0ǫ2ǫ3ǫ4ǫ5),
∑
i∈Iˇ
(Irr)
b,d
αix
∗
i is an integer-valued invariant under RI and
the Reidemeister moves corresponding to ǫj = 1. In a special case,
∑
nˇb−1+1≤i≤nˇd
αix
∗
i
is an integer-valued invariant of (long) virtual knots.
Proof of Corollary 4 from Theorem 2. By Theorem 2, it is enough to show
(6)
∑
i∈Iˇ
(Irr)
b,d
αix˜
∗
i (r
∗) = 0 (∀r∗ ∈ Oˇb,d(Rˇ10000))
for a proof of Corollary 4. We first note that if x∗i ∈
ˇIrr, then x∗i has no isolated
arrows. On the other hand, let r∗ ∈ Oˇb,d(Rˇ10000), i.e., there exist an oriented
Gauss word S and a letter j such that r∗ = [[Sjj¯T ]] or [[Sj¯jT ]]. Then, the arrow
corresponding to j is isolated. They show that x˜∗i (r
∗) = 0. Then, this shows that
(6) holds. This fact together with Theorem 2 immediately gives Corollary 4.

Using ˇIrr, we use the following definition and Lemma to compute Pn and reduced(Pn).
Definition 16. Let Z[Gˇ<∞] be as in Definition 7 and let OˇIrr be the projection
Z[Gˇ<∞] → Z[ ˇIrr].
By the definition of OˇIrr, we have Lemma 1.
Lemma 1. For x∗ ∈ ˇIrr and r∗ ∈ Oˇb,d(Rˇǫ1ǫ2ǫ3ǫ4ǫ5),
x∗(r∗) = x∗(OˇIrr(r
∗)).
Definition 17 (connected arrow diagram). Let v∗ be an oriented Gauss word of
length 2m and w∗ an oriented Gauss word of length 2n satisfying that v∗( ˆ2m) ∩
w∗(2ˆn) = ∅. Then, for v∗ and w∗, we define the Gauss word of length 2(m + n),
denoted by v∗w∗, by v∗w∗(i) = v∗(i) (1 ≤ i ≤ 2m) and v∗w∗(2m + i) = w∗(i)
(1 ≤ i ≤ 2n). An arrow diagram is a connected arrow diagram if it is not an arrow
diagram satisfying that there exist non-empty oriented Gauss words v∗ and w∗ such
that [[z∗]] = [[v∗w∗]]. Then the set of the connected arrow diagrams is denoted by
ˇConn and {i | nˇb−1 + 1 ≤ i ≤ nˇd, x∗i ∈
ˇConn} is denoted by Iˇ
(Conn)
b,d .
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By definition, if a connected arrow diagram has at least two oriented arrows,
then it is irreducible. We note that the arrow diagram consisting of exactly one
arrow is connected but not irreducible.
Definition 18. LetK andK ′ be two knots (long virtual knots, resp.). A connected
sum of K and K ′ is denoted by K♯K ′. Suppose that a function v is an invariant of
knots (long virtual knots, resp.). If v is additive with respect to a connected sum
K♯K ′ of K and K ′, i.e., v(K♯K ′) = v(K) + v(K ′), then we say that v is additive.
If we consider the function of the form
∑
i∈Iˇ
(Conn)
b,d
αix
∗
i for
∑
nˇb−1+1≤i≤nˇd
αix
∗
i
in Theorem 2, we have:
Corollary 5. Let b and d (2 ≤ b ≤ d) be integers, and let Gˇ≤d, {x∗i }i∈N, Z[Gˇ<∞],
nˇd = |Gˇ≤d|, Gˇb,d = {x∗i }nˇb−1+1≤i≤nˇd , and Oˇb,d(Rˇǫ1ǫ2ǫ3ǫ4ǫ5) be as in Section 2. Let∑
i∈Iˇ
(Conn)
b,d
αix
∗
i and
∑
i∈Iˇ
(Conn)
b,d
αix˜
∗
i be functions as in Definition 9. We arbitrarily
choose (ǫ2, ǫ3, ǫ4, ǫ5) ∈ {0, 1}5 and fix it. Then, if
∑
nˇb−1+1≤i≤nˇd
αix˜
∗
i (r
∗) = 0 for each
r∗ ∈ Oˇb,d(Rˇ0ǫ2ǫ3ǫ4ǫ5), then,
∑
i∈Iˇ
(Conn)
b,d
αix
∗
i is an integer-valued additive invariant
under RI and the Reidemeister moves corresponding to ǫj = 1. In a case of
choices of (ǫ1, ǫ2, ǫ3, ǫ4, ǫ5) ∈ {0, 1}5,
∑
nˇb−1+1≤i≤nˇd
αix
∗
i is an integer-valued additive
invariant of (long) virtual knots.
As a corollary, if
∑
i∈Iˇ
(Conn)
b,d
αix˜
∗
i (r
∗) = 0 for each r∗ ∈ reduced(Oˇb,d(Rˇ
min
00110)),
then,
∑
i∈Iˇ
(Conn)
b,d
αix
∗
i is an integer-valued additive invariant of classical knots.
Proof of Corollary 5 from Theorem 2. Since b ≥ 2 and i ≥ nˇb−1 + 1, each x∗i con-
sists of more than one arrows, i.e., x∗i ∈
ˇIrr (see the note preceding Definition 18).
Then, the former part of the statement is proved in the same argument as Proof of
Corollary 4 from Theorem 2.
Next, by using geometric observations as in Example 1, it is clear that if x∗i ∈
Conn, then, there exists a non-connected arrow diagram ADD(K♯K′) consisting of
copies of ADDK and ADDK′ ,
(7) x∗i (ADD(K♯K′)) = x
∗
i (ADDK ) + x
∗
i (ADDK′ ).
This fact implies that
∑
nb−1+1≤i≤nd
xi∈Conn
αixi is additive.

3.2. Invariances for Gauss diagram formulas for classical knots. In this
section, in order to prove Corollaries 6 and 7, we introduce the reduced Polyak
algebra (Definition 19) and give Proposition 2. By replacing the Polyak algebra with
the reduced Polyak algebra (Definition 19), we have a framework giving classical
knot invariants.
Definition 19 (reduced Polyak algebra). The reduced Polyak algebra is defined
as the quotient module Z[Gˇ<∞]/ reduced(Rˇ
min
10110). Let n be an integer (n ≥ 2).
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The truncated reduced Polyak algebra is Z[Gˇ≤n]/ reduced(Oˇ2,n(Rˇ
min
10110)) that is the
quotient module of the reduced Polyak algebra and is denoted by reduced(Pn).
Lemma 2. Let DK and D
′
K be two oriented classical knot diagrams where DK
is related to D′K by a single strong RIII, hence, there exist two Gauss words G
∗ =
SijT k¯ i¯U j¯k (SkjT ik¯U j¯ i¯, resp.) and G′
∗
= SjiT i¯ k¯Ukj¯ (SjkT k¯iU i¯ j¯, resp.) corre-
sponding toDK and D
′
K , respectively, i.e., ADDK = [[SijT k¯ i¯U j¯k]] ([[SkjT ik¯U j¯ i¯]],
resp.) and ADD′
K
= [[SjiT i¯ k¯Ukj¯]] ([[SjkT k¯iU i¯ j¯]], resp.). For L = K or K ′, let
S(L) be S of L and T (L) T of L. Then, if there exists an arrow λ oriented from
S(L) to T (L) (S(L) to T (L), resp.), we say that λ ∈ S(L), λ¯ ∈ T (L) (λ¯ ∈ S(L),
λ ∈ T (L), resp.).
Then, ∑
λ∈S(L), λ¯∈T (L)
sign(λ) =
∑
λ∈T (L), λ¯∈S(L)
sign(λ).
Proof. For a crossing, there exist two types of smoothings to splice the crossing.
One is of type A−1 [8] and the other is of type Seifert as in Fig. 7. For arrows
SeifertSeifert
A A-1 -1
Figure 7. Seifert splice and A−1
corresponding to letters i, j, and k, we apply splices of type Seifert to ADDK
(type A−1 to ADDK′ , resp.) as in Fig. 8. By considering a linking number of two
Seifert
A-1
Figure 8. Applications of splices to ADDK and ADDK′
components in the three component links, we have the statement. 
Proposition 2. Let Gˇ≤3, {x∗i }i∈N, Z[Gˇ<∞], nˇ3 = |Gˇ≤3|, Gˇ2,3 = {x
∗
i }nˇ1+1≤i≤nˇ3 ,
and Oˇ2,3(Rˇǫ1ǫ2ǫ3ǫ4ǫ5) be as in Section 2. Let
∑
nˇ1+1≤i≤nˇ3
αix
∗
i and
∑
nˇ1+1≤i≤nˇ3
αix˜
∗
i
be functions as in Definition 9. Suppose that the coefficients (αnˇ1+1, αnˇ1+2, . . . , αnˇ3)
satisfy an unsigned rule as in Definition 12 for Z[Gˇ3,3] and suppose that for every
relator r∗ having a mirroring pair (r∗ ∈ O3,3(Rˇ00010)) and for every relator R∗ of
the others (R∗ ∈ Rˇ00010), the condition that
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∑
nˇ1+1≤i≤nˇ3
αix˜
∗
i (r
∗ + rˆ∗) = 0 and
∑
nˇ1+1≤i≤nˇ3
αix˜
∗
i (R
∗) = 0.
Then,
∑
nˇ1+1≤i≤nˇ3
αix
∗
i is an integer-valued invariant under SIII for classical knot
diagrams.
Proof. Recall the proof of the case ǫ4 = 1 of Theorem 2 and put b = 2 and d = 3.
For every z∗0 ∈ Sub
(0)(G∗), let R(z∗0) be a relator in Rˇ00010 obtained by z
∗
0 . By
(5), ∑
nˇ1+1≤i≤nˇ3
αix
∗
i (DK)−
∑
nˇ1+1≤i≤nˇ3
αix
∗
i (D
′
K)
=
∑
z∗0∈Sub
(0)(G∗)
∑
nˇ1+1≤i≤nˇ3
αix˜
∗
i
(
([[z∗3(z
∗
0)]] + [[z
∗
2a(z
∗
0)]] + [[z
∗
2b(z
∗
0)]] + [[z
∗
2c(z
∗
0)]])
− ([[z′
∗
3(z
∗
0)]] + [[z
′∗
2a(z
∗
0)]] + [[z
′∗
2b(z
∗
0)]] + [[z
′∗
2c(z
∗
0)]])
)
.
Here, note that the formula, depending on z∗0 ,
[[z∗3(z
∗
0)]] + [[z
∗
2a(z
∗
0)]] + [[z
∗
2b(z
∗
0)]] + [[z
∗
2c(z
∗
0)]]
− ([[z′
∗
3(z
∗
0)]] + [[z
′∗
2a(z
∗
0)]] + [[z
′∗
2b(z
∗
0)]] + [[z
′∗
2c(z
∗
0)]])
is the form of Type (SˇIII) relator. Then, let r∗(z∗0) be a projection O2,3 of a relator
obtained by z∗0 having a mirroring pair (r
∗(z∗0) ∈ O3,3(Rˇ00010)), let rˆ
∗(z∗0) be a
(projection of a) relator of a mirroring pair (r∗(z∗0), rˆ
∗(z∗0)), and let R
∗(z∗0) be a
(projection of a) relator of the others obtained by z∗0 (R
∗ ∈ Rˇ00010). Then,∑
nˇ1+1≤i≤nˇ3
αix
∗
i (DK)−
∑
nˇ1+1≤i≤nˇ3
αix
∗
i (D
′
K)
=
∑
nˇ1+1≤i≤nˇ3
αix˜
∗
i

 ∑
z∗0∈Sub
(0)(G∗)
r∗(z∗0) +
∑
z∗0∈Sub
(0)(G∗)
rˆ∗(z∗0) +
∑
z∗0∈Sub
(0)(G∗)
R∗(z∗0)


=
∑
z∗0∈Sub
(0)(G∗)

 ∑
nˇ1+1≤i≤nˇ3
αix˜
∗
i (r
∗(z∗0) + rˆ
∗(z∗0)) +
∑
nˇ1+1≤i≤nˇ3
αix˜
∗
i (R
∗(z∗0))

 .
Note that by Lemma 2, for every z∗0 ∈ Sub
(0)(G∗) and for every nonzero r∗(z0),
there exists rˆ∗(z0).
Thus, for every r∗(∈ O3,3(Rˇ00010)) having a mirroring pair (r∗, rˆ∗) and for every
R∗ of the others (R∗ ∈ Rˇ00010),∑
nˇ1+1≤i≤nˇ3
αix˜
∗
i (r
∗ + rˆ∗) = 0 and
∑
nˇ1+1≤i≤nˇ3
αix˜
∗
i (R
∗) = 0
implies ∑
nˇ1+1≤i≤nˇ3
αix
∗
i (DK)−
∑
nˇ1+1≤i≤nˇ3
αix
∗
i (D
′
K) = 0
for SIII between DK and D
′
K . 
If we consider the function of the form
∑
i∈Iˇ
(Irr)
2,3
αix
∗
i of Corollary 4 in Proposi-
tion 2, we have:
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Corollary 6. Let Gˇ≤3, {x∗i }i∈N, Z[Gˇ<∞], nˇ3 = |Gˇ≤3|, Gˇ2,3 = {x
∗
i }nˇ1+1≤i≤nˇ3 , and
Oˇ2,3(Rˇǫ1ǫ2ǫ3ǫ4ǫ5) be as in Section 2. Let
∑
i∈Iˇ
(Irr)
2,3
αix
∗
i and
∑
i∈Iˇ
(Irr)
2,3
αix˜
∗
i be func-
tions as in Definition 9 and Corollary 4. Suppose that the coefficients (αnˇ1+1, αnˇ1+2,
. . . , αnˇ3) satisfy an unsigned rule as in Definition 12 for Z[Gˇ3,3] and suppose that
for every relator r∗ having a mirroring pair (r∗ ∈ O3,3(Rˇ00010)) and for every
relator R∗ of the others (R∗ ∈ Rˇ00110), the condition that∑
i∈Iˇ
(Irr)
2,3
αix˜
∗
i (r
∗ + rˆ∗) = 0 and
∑
i∈Iˇ
(Irr)
2,3
αix˜
∗
i (R
∗) = 0.
Then,
∑
i∈Iˇ
(Irr)
2,3
αix
∗
i is an integer-valued invariant of classical knots.
If we consider the function of the form
∑
i∈Iˇ
(Conn)
2,3
αix
∗
i of Corollary 5 in Propo-
sition 2, we have:
Corollary 7. Let Gˇ≤3, {x∗i }i∈N, Z[Gˇ<∞], nˇ3 = |Gˇ≤3|, Gˇ2,3 = {x
∗
i }nˇ1+1≤i≤nˇ3 ,
and Oˇ2,3(Rˇǫ1ǫ2ǫ3ǫ4ǫ5) be as in Section 2. Let
∑
i∈Iˇ
(Conn)
2,3
αix
∗
i and
∑
i∈Iˇ
(Conn)
2,3
αix˜
∗
i
be functions as in Definition 9 and Corollary 5. Suppose that the coefficients
(αnˇ1+1, αnˇ1+2, . . . , αnˇ3) satisfy an unsigned rule as in Definition 12 for Z[Gˇ3,3]
and suppose that for every relator r∗ having a mirroring pair (r∗ ∈ O3,3(Rˇ00010))
and for every relator R∗ of the others (R∗ ∈ Rˇ00110), the condition that∑
i∈Iˇ
(Conn)
2,3
αix˜
∗
i (r
∗ + rˆ∗) = 0 and
∑
i∈Iˇ
(Conn)
2,3
αix˜
∗
i (R
∗) = 0.
Then,
∑
i∈Iˇ
(Conn)
2,3
αix
∗
i is an integer-valued additive invariant of classical knots.
4. Notations
In Sections 5–6, we fix orders of arrow diagrams and relators as follows:
Notation 3. y∗1 =
r♥ ✒❅■
++
, y∗2 =
r♥ ✒❅■
++
, y∗3 =
r ♥ ✒❅■
++
, y∗4 = r♥ ✒❅■
++
, y∗5 =
r♥ ✒❅■
+-
, y∗6 =
r♥ ✒❅■
+-
,
y∗7 =
r ♥ ✒❅■
+-
, y∗8 = r♥ ✒❅■
+-
, y∗9 =
r♥ ✒❅■
-+
, y∗10 =
r♥ ✒❅■
-+
, y∗11 =
r ♥ ✒❅■
-+
, y∗12 = r♥ ✒❅■
-+
, y∗13 =
r♥ ✒❅■
--
,
y∗14 =
r♥ ✒❅■
--
, y∗15 =
r ♥ ✒❅■
--
, y∗16 = r♥ ✒❅■
--
, y∗17 =
♥ ✒❅■❄
r
, y∗18 =
♥ ✒❅■❄
r
, y∗19 =
♥ ✒❅■✻r, y∗20 = ♥ ✒❅■✻
r
,
y∗21 =
♥ ✒❅■✻
r
, y∗22 =
♥ ✒❅■✻r , y∗23 = ♥ ✒❅■✻r , y∗24 = ♥ ✒❅■✻r , y∗25 = ♥❄✻✲
r
, y∗26 =
♥
❄✻
✲
r
, y∗27 =
♥
❄✻
✲r ,
y∗28 =
♥
❄✻
✲r , y∗29 = ♥❄✻✲r , y
∗
30 =
♥
❄✻
✲r, y∗31 = ♥✻❄✲
r
, y∗32 =
♥✻❄✲
r
, y∗33 =
♥✻❄✲
r
, y∗34 =
♥✻❄✲r ,
y∗35 =
♥✻❄✲r , y
∗
36 =
♥✻❄✲r, y∗37 = ♥✻✻✲r, y∗38 = ♥✻✻✲
r
, y∗39 =
♥✻✻✲
r
, y∗40 =
♥✻✻✲r , y∗41 = ♥✻✻✲r ,
y∗42 =
♥✻✻✲r , y
∗
43 =
♥
❄❄
✲r , y∗44 = ♥❄❄✲r , y
∗
45 =
♥
❄❄
✲r, y∗46 = ♥❄❄✲
r
, y∗47 =
♥
❄❄
✲
r
, and y∗48 =
♥
❄❄
✲r .
Notation 4. For Type (WˇII) Relator (Definition 8), which is of type [[SijT i¯ j¯U ]]
+ [[SiT i¯U ]] + [[SjT j¯U ]], let sign(i) = + and sign(j) = −.
r∗1 = [[¯i j¯ij]] + [[i¯i]] + [[jj¯]],
r∗2 = [[iji¯ j¯]] + [[i¯i]] + [[jj¯]],
r∗3 (r
∗
4 , resp.) = [[σ¯ i¯ j¯σij]] + [[σ¯ i¯σi]] + [[σ¯ j¯σj]] (sign(σ) = + (−, resp.)),
r∗5 (r
∗
6 , resp.) = [[¯i j¯σijσ¯]] + [[¯iσiσ¯]] + [[j¯σjσ¯]] (sign(σ) = + (−, resp.)),
r∗7 (r
∗
8 , resp.) = [[σijσ¯ i¯ j¯]] + [[σiσ¯ i¯]] + [[σjσ¯ j¯]] (sign(σ) = + (−, resp.)),
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r∗9 (r
∗
10, resp.) = [[ijσ¯ i¯ j¯σ]] + [[iσ¯ i¯σ]] + [[jσ¯ j¯σ]] (sign(σ) = + (−, resp.)),
r∗11 (r
∗
12, resp.) = [[σ i¯ j¯ σ¯ij]] + [[σ i¯ σ¯i]] + [[σ j¯ σ¯j]] (sign(σ) = + (−, resp.)),
r∗13 (r
∗
14, resp.) = [[¯i j¯ σ¯ijσ¯]] + [[¯i σ¯iσ¯]] + [[j¯ σ¯jσ¯]] (sign(σ) = + (−, resp.)),
r∗15 (r
∗
16, resp.) = [[σ ijσi¯ j¯]] + [[σ iσi¯]] + [[σ jσ j¯]] (sign(σ) = + (−, resp.)), and,
r∗17 (r
∗
18, resp.) = [[ijσi¯ j¯ σ¯]] + [[iσi¯ σ¯]] + [[jσ j¯ σ¯]] (sign(σ) = + (−, resp.)).
For Type (SˇIII) Relator (Definition 8), which is of type(
[[SkjT ik¯U j¯ i¯V ]] + [[SjT iUj¯ i¯V ]] + [[SkT ik¯U i¯V ]] + [[SkjT k¯U j¯V ]]
)
−
(
[[SjkT k¯iU i¯ j¯V ]] + [[SjT iU i¯ j¯V ]] + [[SkT k¯iU i¯V ]] + [[SjkT k¯U j¯V ]]
)
with (sign(i), sign(j), sign(k)) = (1,−1, 1), let
OˇIrr(r
∗
19) = [[kjik¯ j¯ i¯]] + [[jij¯ i¯]] + [[kjk¯ j¯]] + [[kik¯ i¯]],
= [[ijk¯ i¯j¯k]] + [[iji¯j¯]] + [[ik¯ i¯k]] + [[jk¯j¯k]]
OˇIrr(r
∗
20) = [[j¯ i¯kjik¯]] + [[j¯ i¯ji]] + [[j¯kjk¯]] + [[¯ikik¯]],
OˇIrr(r
∗
21) = [[ik¯j¯ i¯kj]] + [[ij¯ i¯j]] + [[k¯j¯kj]] + [[ik¯ i¯k]],
OˇIrr(r
∗
22) = [[jiσj¯ i¯ σ¯]] + [[kjk¯σj¯ σ¯]] + [[kik¯σi¯ σ¯]]− [[jiσi¯ j¯ σ¯]],
OˇIrr(r
∗
23) = [[σ¯jiσj¯ i¯]] + [[σ¯kjk¯σj¯]] + [[σ¯kik¯σi¯]]− [[σ¯jiσi¯ j¯]],
OˇIrr(r
∗
24) = [[j¯ i¯ σ¯jiσ]] + [[j¯ σ¯kjk¯σ]] + [[¯i σ¯kik¯σ]]− [[¯i j¯ σ¯jiσ]],
OˇIrr(r
∗
25) = [[σj¯ i¯ σ¯ji]] + [[σj¯ σ¯kjk¯]] + [[σi¯ σ¯kik¯]]− [[σi¯ j¯ σ¯ji]],
OˇIrr(r
∗
26) = [[iσj¯ i¯ σ¯j]] + [[k¯σj¯ σ¯kj]] + [[ik¯σi¯ σ¯k]]− [[iσi¯ j¯ σ¯j]],
OˇIrr(r
∗
27) = [[jiσ¯j¯ i¯σ]] + [[kjk¯σ¯j¯σ]] + [[kik¯σ¯ i¯σ]]− [[jiσ¯i¯ j¯ i¯σ]],
OˇIrr(r
∗
28) = [[σjiσ¯j¯ i¯]] + [[σkjk¯σ¯j¯]] + [[σkik¯σ¯ i¯]]− [[σjiσ¯j¯ i¯]],
OˇIrr(r
∗
29) = [[j¯ i¯σjiσ¯]] + [[j¯ σkjk¯σ¯]] + [[¯iσkik¯σ¯]]− [[j¯ i¯σjiσ¯]],
OˇIrr(r
∗
30) = [[σ¯ j¯ i¯ji]] + [[σ¯ i¯σkik¯]] + [[σ¯ i¯σkik¯]]− [[σ¯ j¯ i¯σji]],
OˇIrr(r
∗
31) = [[iσ¯ j¯ i¯σj]] + [[k¯ σ¯ j¯σkj]] + [[ik¯ σ¯ i¯σk]]− [[iσ¯ j¯ i¯σj]]
OˇIrr(r
∗
32) = [[iσj¯ i¯jσ¯]] + [[k¯σj¯kjσ¯]] + [[ik¯σi¯kσ¯]]− [[ik¯σi¯kσ¯]],
OˇIrr(r
∗
33) = [[jσ¯iσj¯ i¯]] + [[kjσ¯k¯σj¯]] + [[kσ¯ik¯σi¯]]− [[kσ¯ik¯σi¯]],
OˇIrr(r
∗
34) = [[j¯ i¯jσ¯ik¯σ]] + [[j¯kjσ¯k¯σ]] + [[¯ikσ¯ik¯σ]]− [[¯ikσ¯ik¯σ]],
OˇIrr(r
∗
35) = [[σj¯ i¯jσ¯i]] + [[σj¯kjσ¯k¯]] + [[σi¯kσ¯ik¯]]− [[σi¯kσ¯ik¯]],
OˇIrr(r
∗
36) = [[σ¯iσj¯ i¯j]] + [[σ¯k¯σj¯kj]] + [[σ¯ik¯σi¯k]]− [[σ¯ik¯σ i¯k]],
OˇIrr(r
∗
37) = [[iσ¯j¯ i¯jσ]] + [[k¯σ¯j¯kjσ]] + [[ik¯σ¯i¯kσ]]− [[ik¯σ¯ i¯kσ]],
OˇIrr(r
∗
38) = [[jσiσ¯ j¯ i¯]] + [[kjσk¯ σ¯ j¯]] + [[kσik¯ σ¯ i¯]]− [[kσik¯ σ¯ i¯]],
OˇIrr(r
∗
39) = [[j¯ i¯jσiσ¯]] + [[j¯kjσk¯σ¯]] + [[¯ikσik¯σ¯]]− [[¯ikσik¯σ¯]],
OˇIrr(r
∗
40) = [[σ¯j¯ i¯jσi]] + [[σ¯j¯kjσk¯]] + [[σ¯ i¯kσik¯]]− [[σ¯ i¯kσik¯]],
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OˇIrr(r
∗
41) = [[σi σ¯ j¯ i¯j]] + [[σk¯ σ¯ j¯ kj]] + [[σik¯ σ¯ i¯k]]− [[σik¯σ¯ i¯k]],
OˇIrr(r
∗
42) = [[σi j¯ i¯ σ¯j]] + [[σk¯ j¯ σ¯kj]] + [[σik¯ i¯ σ¯k]]− [[σk¯ j¯ σ¯jk]],
OˇIrr(r
∗
43) = [[jσij¯ i¯ σ¯]] + [[kjσk¯ j¯ σ¯]] + [[kσik¯ i¯ σ¯]]− [[jkσk¯ j¯ σ¯]],
OˇIrr(r
∗
44) = [[σ¯jσij¯ i¯]] + [[σ¯kjσk¯ j¯]] + [[σ¯kσik¯ i¯]]− [[σ¯jkσk¯ j¯]],
OˇIrr(r
∗
45) = [[j¯ i¯ σ¯jσi]] + [[j¯ σ¯kjσk¯]] + [[¯i σ¯kσik¯]]− [[j¯ σ¯jkσk¯]]
OˇIrr(r
∗
46) = [[ij¯ i¯ σ¯jσ]] + [[k¯ j¯ σ¯kjσ]] + [[ik¯ i¯ σ¯kσ]]− [[k¯ j¯ σ¯jkσ]],
OˇIrr(r
∗
47) = [[σ¯ij¯ i¯σj]] + [[σ¯k¯ j¯σkj]] + [[σ¯ik¯ i¯σk]]− [[σ¯k¯ j¯σjk]],
OˇIrr(r
∗
48) = [[jσ¯ij¯ i¯σ]][[σ¯k¯ j¯σkj]] + [[σ¯ik¯ i¯σk]]− [[σ¯k¯ j¯σjk]],
OˇIrr(r
∗
49) = [[σjσ¯ij¯ i¯]] + [[σkjσ¯k¯ j¯]] + [[σkσ¯ik¯ i¯]]− [[σjkσ¯k¯ j¯]],
OˇIrr(r
∗
50) = [[j¯ i¯σjσ¯i]] + [[j¯σkjσ¯k¯]] + [[¯iσkσ¯ik¯]]− [[j¯σjkσ¯k¯]], and,
OˇIrr(r
∗
51) = [[ij¯ i¯σjσ¯]] + [[k¯ j¯σkjσ¯]] + [[ik¯ i¯σkσ¯]]− [[k¯ j¯σjkσ¯]].
Recalling the definition of rev∗ in Definition 5, we extend the map rev∗ to the map
on Z[G<∞]. Then, the generalize map is also denoted by the same symbol rev
∗.
We define OˇIrr(r
∗
i ) (52 ≤ i ≤ 84) by OˇIrr(r
∗
51+u) := OˇIrr(rev
∗(r∗18+u)) (1 ≤ u ≤ 33).
5. Proofs of Theorem 1 and Corollary 1
Proof of Theorem 1. Let y∗i be an arrow diagram as in Notation 3. Corollary 5
implies that if there exist integers αi (1 ≤ i ≤ 48) such that
∑48
i=1 αiy˜
∗
i (r
∗) =
0 (∀r∗ ∈ Oˇ2,3(Rˇmin00110)), then
∑48
i=1 αiy˜
∗
i is a (long) virtual knot invariant. It is
elementary to show that OˇIrr(Oˇ2,3(Rˇ
min
00110)) consists of elements r
∗
j (1 ≤ j ≤ 84).
Here, note that 18 (66, resp.) relators are concerned with WˇII (SˇIII, resp.). Let x
= (y∗1 , y
∗
2 , . . . , y
∗
48). Then, we can find such αi (1 ≤ i ≤ 48) by solving the linear
equation xM = 0, where M = (y˜∗i (r
∗
j ))1≤i≤48,1≤j≤84.
It is elementary to show that the set of the solutions is given by formulas of the
statement of Theorem 1. They are of degree at most three since it is known that
an invariant presented by a Gauss diagram formula is finite type of degree at most
the number of arrows in an arrow diagram having the maximal number of arrows
among the arrow diagrams in the Gauss diagram formula [5]. Note that the GPV
invariants of degree two are known, and each of the five Gauss diagram formulas is
linearly independent of the GPV invariants of degree two.
For the latter part of the statement, for each linear sum v˜3,i (1 ≤ i ≤ 5) of
Gauss diagrams is linearly independent. It is clear that this fact implies that each
invariant v˜3,i is linearly independent of the other invariants. 
Proof of Corollary 1. It is known that for any GPV invariant of degree n its re-
striction to classical knots is a Vassiliev invariant of degree ≤ n [5]. Therefore each
v˜3,i is a Vassiliev invariant of degree ≤ 3 for classical knots. Here, the Vassiliev
invariant v3 of degree 3 takes value 0 on the unknot, +1 on the right trefoil and
−1 on the left trefoil, and the Vassiliev invariant v2 of degree 2 takes value 0 on
the unknot, +1 on the right trefoil and left trefoil. There is no Vassiliev invariant
of degree 1. Moreover, the value of the unknot by v˜3,i vanishes. Therefore v˜3,i is
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a linear sum of v3 and v2. By calculating the value of the right trefoil and the left
trefoil, we obtain Corollary 1. 
6. Proofs of Corollary 2 and Corollary 3
Proof of Corollary 2. Let y∗i be an arrow diagram as in Notation 3. Corollary 5
implies that if there exist integers αi (1 ≤ i ≤ 48) such that
∑48
i=1 αiy˜
∗
i (r
∗) = 0
(∀r∗ ∈ reduced(Rˇmin00110(2, 3))), then
∑48
i=1 αiy˜
∗
i is a (long) virtual knot invariant.
It is elementary to show that OˇIrr(reduced(Oˇ2,3(Rˇ
min
00110))) consists of elements r
∗
j
(1 ≤ j ≤ 54). Here, note that 18 (36, resp.) relators are concerned with WˇII (SˇIII,
resp.). Let x = (y∗1 , y
∗
2 , . . . , y
∗
48). Then, we can find such αi (1 ≤ i ≤ 48) by solving
the linear equation xM = 0, where M = (y˜∗i (r
∗
j ))1≤i≤48,1≤j≤54.
It is elementary to show that the set of the solutions is given by formulas (1) in
the statement of Corollary 2. Here, recall that the function v3 (v2, resp.), which is
the Vassiliev invariant of degree three (two, resp.) of classical knots, is unique up
to scale. Suppose that v3 (v2, resp.) takes values 0 on the unknot, +1 on the right
trefoil, and −1 (1, resp.) on the left trefoil. Then, letting v3,i = λi v3 + µi v2, it
is elementary to obtain λi and µi, which give (1). 
Recall that v = t (v3,1, v3,2, . . . , v3,19, v2,1, v2,2) and w =
t (v˜3,1, v˜3,2, . . . , v˜3,5)
which are obtained by Theorem 1 and Corollary 2. By definition, each Gauss
diagram formula v3,j or v2,j (v˜3,j , resp.) is regarded as the vector consisting of αi
obtained by
∑
i αiy˜
∗
i (r
∗). Therefore, a vector v (w, resp.) consisting of functions is
identified with the matrix consisting of the coefficients {αi} of a function v3,j (v2,j ,
v˜3,j , resp.). In the next proof, we freely use the identification.
Proof of Corollary 3. For the fixed arrow diagrams yi (1 ≤ i ≤ 48), Theorem 1
(Corollary 2, resp.) implies 48×5 (48×21, resp.) matrix. Let v andw be the matrix
as shown in the statement of Corollary 2. Since v has 21 vectors (corresponding to
the rows) are linearly independent, vtv is regular. Then, letting v+ = tv(vtv)−1,
v+ satisfies that vv+ is the identity matrix. Here, let A be a matrix satisfying that
Av = w. Then,
A = A(vv+) = wv+.
By Theorem 1 and Corollary 2, since w and v+ are fixed, A = wv+, which is
unique. 
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