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WELL-FOUNDED MEASURES 
BERN MARTENS AND DANNY DE SCHREYE*  
t> We elaborate on earlier work proposing eneral criteria to control unfolding 
during partial deduction of logic programs. We study several techniques 
relying on more general and more powerful well-founded orderings. In 
particular, we extend our framework to incorporate lexicographical pri- 
orities between argument positions in a goal. We show that this handles 
some remaining deficiencies in previous methods. We emphasize the de- 
velopment of fully automatic algorithms for finite unfolding, avoiding the 
use of ad hoc techniques. Through an extensive formalization, we convey 
an understanding of the common principles underlying the various algo- 
rithms. Finally, we exhibit how our structure-based unfolding framework 
can be adapted to cope with datalog-like constant manipulating predicates 
in a satisfactory way. <~ 
1. INTRODUCTION 
Since its introduction to computer science in the late 1960s and early 1970s, the 
concept of partial ewluation has developed into the core topic of an entire field 
of research. Recently, the field seems to have matured to the extent hat general 
textbooks can be written, reference [23] constituting a first publication of this kind. 
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Partial evaluation has perhaps been studied most intensively by people working in 
the area of functional languages, a fact which is reflected in the extensive list of 
bibliographical references included in [23]. 
Partial evaluation was imported to the field of logic programming in [24]. Since 
then, it also has flourished there, its overall development being rather separate from 
the work within the functional approach. Part of the research as mainly addressed 
pragmatic issues related to the impurities of Prolog. (References [43, 48, 49] can 
be mentioned as some examples.) An important opic of study has also been the 
perspective of eliminating the overhead associated with meta interpreters. (See, 
e.g., [17, 29, 42, 46, 47]). The subject was put on a firm theoretical basis in [31]. 
Some current rends in the research can be observed in [26]. They include termina- 
tion of unfolding, further elaboration of semantical foundations, and applicational 
studies. Finally, some recent work aims at bridging the gap between the work in 
the functional and the logical programming communities, including an increased 
interest in self-application of logic program partial evaluators (see, among others, 
[21], [28], and [39]). In spite of these efforts, some significant differences remain. 
And, as Komorowski argues in [25], the main basic concept in logic programming 
is deduction, rather than evaluation. We therefore take his advice, and since our 
work is clearly situated in a logic programming context, will use the term "partial 
deduction" rather than "partial evaluation" throughout the rest of this paper. 
The basic component of a partial deduction method for logic programs (see, 
e.g., [2] or [37]) is a procedure computing a partial deduction of an atom A, given 
an SLD-tree for ~--A with a program P. This requires a method to produce such 
SLD-trees. Of prime importance is, of course, that they should be finite for any 
A and P. A methodology capable of ensuring this is presented in [8]. It relies on 
a framework rooted in well-known methods for proving termination of programs, 
based on well-founded sets, as developed by, e.g., [14] and [32]. 
In the present paper, we develop further sophisticated techniques relying on the 
basic framework laid out in [8]. An important source of inspiration for doing so are 
the many powerful methods developed for proving termination of rewrite systems 
(see, e.g., [11] and, for a general introduction to rewrite systems, [12]). Well-founded 
and related orderings also play a major role in that context. Particularly relevant to 
the work in this paper is the prominent role of lexicographic orderings in the rewrite 
termination worla However, since there are some important differences between a
set of rewrite rules and a logic program, and most of the work in the former context 
is on static termination analysis, we have decided against an attempt o literally 
translate approaches. Extensive comments on the relationship between rewrite sys- 
tems and logic programs, seen from the perspective of (static) termination analysis 
(i.e., given a program and its input, find out whether computation will terminate), 
can be found in [10]. 
Of course, providing finite SLD-trees is just one element in the overall setting 
of developing a good algorithm for partial deduction. Global termination of the 
entire partial deduction process and the related issue of steering polyvariance (i.e., 
generating several specialized versions of the same source predicate) are at least 
equally important problems for which, at present, no general, final solution has 
been proposed. The interested reader can consult, e.g., [19], [33], or [38] for further 
comments and results on this topic. 
Next, returning to the specific issue of unfolding, it has been observed that 
ensuring its termination does not suffice to provide a good unfolding strategy in 
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the context of partial deduction. Indeed, unlimited unfolding brings along the 
danger of code explosion (or, to be more precise, search space explosion), resulting 
in a "specialized" program in fact less efficient han the original general program. In 
other words, good unfolding does not only deliver SLD-trees of finite depth, but also 
keeps their width within reasonable bounds. While we have not explicitly addressed 
the latter issue in our current work, the following remarks can be included: 
• In principle, the two issues can be considered independently. When finiteness 
of the trees is guaranteed, extra measures can be added to ensure reasonable 
width. 
• This being said, it can be observed that "data-consumption-based" unfolding, 
as carried out by the methods proposed here and in [8], already goes a long 
way towards the latter goal. Since these algorithms only unfold "sufficiently 
instantiated" atoms, often branching is very low. 
• When thoroughly indeterministic programs nevertheless cause wide branch- 
ing, sophisticated indexing techniques, as available in most Prolog compilers, 
can efficiently cope with the resulting large number of highly specialized 
clauses. Again, this specialization is caused by the demand that unfolding 
should only proceed as long as data are consumed. 
• Finally, a medium size experimental study, including a performance compari- 
son of various unfolding methodologies on the benchmark programs proposed 
in [27], confirms the above observations. It also suggests that only carrying 
out strictly deterministic unfoldings, as proposed in, e.g., [18], is perhaps a 
bit too restrictive. 
Gallagher mentions a related issue in [19]. Assuming a left-to-right computation 
rule for logic programs, he points out that unfolding a choice point to the right of 
another goal can cause duplicated computation and an associated loss of efficiency 
in the specialized program produced by partial deduction. (See also [24].) Again, 
this issue, or its generalization to a context without predetermined computation 
rule, will not be considered in the rest of this paper. 
These omissions do not indicate that we believe such considerations to be of 
minor importance. But, in the present work, we decided to focus on issues in ter- 
mination of unfolding. We hope that our work contributes to an increased insight 
in that problem and its possible solutions, and trust that such an understand- 
ing will facilitate the further development of good strategies for partial deduction 
and unfolding. 1 In particular, on the one hand, we propose concrete methods 
for automatic finite unfolding, extending our earlier work in [8] and [37]. On the 
other hand, we offer detailed formalizations of the basic ingredients, as well as a 
generic algorithm, emerging as a common template for automatic unfolding based 
on the framework in [8]. Finally, we have chosen to structure our presentation i
a "bottom-up" way, first elaborating concrete techniques of increasing complexity 
in ([37, Sect. 3] and) Sections 3 and 4, and later providing a general template in 
Section 5. In this way, we obtain a smooth transition from our earlier work to the 
1 Good unfolding might, in many cases, be obtained through the use of our methods to produce 
a (largish) finite SLD-tree (along the way spotting failing branches), and subsequently trimming 
it to its maximal deterministic subtree. This would provide a very powerful "lookahead" [18]. The 
matter is the subject of current research. 
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present paper, and hope to convey a good understanding of both concrete methods 
and general principles. 
This leads to the following layout for this paper. First, in Section 2, we reca- 
pitulate and slightly adapt the basic framework laid out in [8]. We also briefly 
discuss the main characteristics of the automatic unfolding algorithms proposed 
in [8] and [37]. Section 3 describes a first generalization of the earlier work. More 
general measure functions are introduced that incorporate l xicographical priorities 
among arguments in a selected atom. We present an automatic unfolding algorithm 
relying on such functions, as well as a noteworthy optimization. In Section 4, we 
build on this work, and expand our horizon to also consider parts of a goal not 
belonging to the atom to be unfolded, while deciding on unfolding. We show how 
this enables a treatment of coroutining and better handles the propagation of vari- 
able instantiation. Section 5, then, contains a formalization of the underlying issues 
in the search for optimal measure functions, carried out by automatic unfolding 
algorithms. Finally, Section 6 forges a unified approach, incorporating both weight- 
based unfolding and the "checking for a variant ancestor" technique proposed in the 
literature. It allows a better treatment of predicates that perform heavy constant 
manipulation. We conclude with a brief overall discussion, rounding off the paper. 
Finally, let us mention that a number of the basic ideas underlying the present 
work are briefly described in [35]. 
2. W-E IGHT-BASED F IN ITE  UNFOLDING 
2.1. Introduction 
Throughout this paper, we assume familiarity with the basic notions of logic pro- 
gramming (see, e.g., [30]). Moreover, we restrict ourselves to the study of unfolding 
in (pure) definite programs. 
As noted above, the issue of unfolding arises in the context of partial deduction, 
a formal foundation for which has been laid out in [31]. Following that paper, we 
extend the notion of SLD-tree by allowing it to be incomplete. This means that, 
apart from success and failure nodes, arbitrary goal statements (where no atom 
has been selected for further unfolding) also can be leaves. We introduce a piece of 
useful terminology: 
Definition 2.1. A leaf node in an SLD-tree which is neither a success nor a failure 
node, but an arbitrary goal statement without selected atom, will be called a 
dangling leaf. 
We call an SLD-tree finite if all its derivations are finite. Observe that for a 
finite program P, a finite SLD-tree is also a finite tree in the sense that its set of 
nodes is finite. Indeed, since such a tree is finitely branching, KSnig's lemma (see, 
e.g., [13]) can be applied. 
The following basic definitions on partial deduction are adapted from [31]. 
Definition 2.2. Let P be a definite program, A an atom, and ~--A, G1, . . . ,  Gn with 
n > 0 an SLD-derivation for P U {~-A}. Let t~l,..., ~n be the corresponding 
sequence of substitutions, and let Gn be ~-A1, . . . ,  Am. 
We call A0~ • • • 0n ~-- A1, . . . ,  Am the resultantofthe d rivation ~-- A, G1, . . . ,  Gn. 
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Definition 2.3. Let P be a definite program, A an atom, and T a finite SLD-tree 
for P (J (~--A). Let (Gi I i --- 1 , . . . , r )  be the (nonroot) leaves of the non- 
failing branches of T and (R~ I i = 1 , . . . ,  r )  the resultants corresponding to the 
derivations (~-A, . . . ,Gi  I i -- 1, . . . , r) .  The set (Ri I i = 1 , . . . , r )  is called a 
partial deduction for A in P. 
It can be seen from the above definitions that building a finite, usually incomplete 
SLD-tree for P O (~--A} is indeed a key issue in partial deduction. In previous work, 
a framework was laid out in which some general methods for that task, of stepwise 
increasing complexity and power, were described and proved correct. (See [7] and its 
revised and extended version, [8].) Moreover, [36] and the corresponding extended 
and revised version, [37], address the issue of sound and complete, termination 
guaranteed, partial deduction relying on such unfolding methods. As pointed out in 
Section 1, in the present paper, we will not explicitly consider this partial deduction 
context, and focus on further issues in automatic finite unfolding. 
2.2. The Basic Framework 
To keep this paper reasonably self-contained, we now partially recapitulate (some- 
times in a slightly adapted version) the material in [8]. Some of the concepts 
presented below are more general than is strictly necessary in the context of the 
present paper. We nevertheless decided to include them in order to provide a clear 
link with our previous work. It goes without saying that the interested reader is 
invited to consult [8] and [37] for a more complete description of the latter. 
Two basic ingredients of our approach are strict order relations, denoted >, and 
well-founded measures. A strict order relation is an anti-reflexive, anti-symmetric, 
and transitive binary relation. A (partially) strictly ordered set, V, >w, will be 
called an s-poset, the corresponding order, >v,  an s-order. 
Definition 2.4. An s-poset V, > is called well-founded if there is no infinite sequence 
of elements e l ,e2, . . ,  in V such that ei > ei+l, for all i > 1. 
Definition 2.5. Let V, >v  be an s-poset. A well-founded measure, f, on V, >v is a 
monotonic function from V, >v to some well-founded set W, >w- 
Now, suppose T is an incomplete SLD-tree, forming part of the complete (possibly 
infinite) SLD-tree TO. Assume a numbering on the nodes of TO. Then we can 
associate with T the following set: G~ = {(G, i) I G is a goal of T having i as its 
associated number in TO}. Considering (G, i) >~ (Gt,j) if node i is an ancestor of 
node j in TO results in G~, >~ being an s-poset. This allows the following definition: 
Definition 2.6. An SLD-tree ~" is well-founded if there exists a well-founded measure 
f on G~,>T. 
It follows that: 
Theorem 2.1. An SLD-tree is finite iff it is well-founded. 
However, using Definition 2.6 and Theorem 2.1 as the actual basis for construct- 
ing finite SLD-trees is impractical. Indeed, comparing every node in a tree with its 
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immediate ancestor generally requires very complex measure functions if we want 
to obtain nontrivially expanded trees. It is usually much more convenient to par- 
tition the nodes in a number of sets, and carry out "weight" comparisons setwise. 
The following has therefore been introduced: 
Definition 2. 7. An SLD-tree ~ is subsetwise founded if 
1. There exists a finite number of sets, Co,. . . ,  CN, such that G~ = U{Ci [i _< N}. 
2. For each i = 1, . . . ,  N, there exists a well-founded measure fi :C i, >~-~ Wi, >i. 
3. For each (G, k) E Co and each derivation D in T containing (G, k): 
• D is finite or 
• there exists a descendant (G' , j )  of (G,k) in D such that (G~,j) E Ci for 
some i > 0. 
In Co, nodes are assembled that we do not wish to compare with other nodes 
(e.g., goals with a nonrecursive selected atom). Imposing condition 3 on Co assures 
that this can be done safely. We have the following theorem: 
Theorem 2.2. An SLD-tree is finite iff it is subsetwise founded. 
Reference [8] then goes on to show how, indeed, the latter definition and theorem 
can serve as a basis for ensuring the termination of unfolding. Several methods 
of increasing power are introduced. In the context of the present paper, we will 
only briefly exhibit the most complex one. Since it is also the most powerful, it 
will be used as the starting point and reference for further developments. For 
details, examples, and ample comments on the underlying intuitions, we refer to 
[8]. 
In the sequel, with slight abuse of notation, we will occasionally refer to pairs 
(G, i) as goals or nodes in r or r0 (instead of G~ or G~ o). We will denote by R(G, i) 
the atom selected in a given goal (G, i) in an SLD-tree T by the computation rule R 
used to construct T. Note, however, that in the context of an incomplete SLD-tree 
T, R(G, i) is not defined when (G, i) is a dangling leaf (nor, of course, when it is a 
success node ([:], i)). 
Definition 2.8. Let (G,i) = (@-A1,. . . ,  Aj , . . . ,  An),i) be a node in an SLD-tree 
T, let R(G, i) = Aj be the atom selected by the computation rule R, let H ~- 
B1,. . . ,  Bm be a clause whose head unifies with Aj, and let 0 = mgu(Aj, H) 
be their most general unifier. Then (G, i) has a son (G', k) in the SLD-tree 
T, (G',k) = ( (~AI , . . . ,A j - I ,B1 , . . . ,Bm,  Aj+I,...,An)O,k). Let (G",l) bea 
descendant of (G ~, k) in T with R(G", l) = B~O¢, for some r _< m and ¢ the 
composition of all mgus on the subderivation from (G r, k) to (G", 1). We say 
that B~O¢ in (G", l) is a direct descendant of Aj in (G, i), and that Aj in (G, i) 
is a direct ancestor of BrO¢ in (G '~, l). 
The binary relations descendant and ancestor, defined on (selected) atoms in 
goals, are the transitive closures of the direct descendant and direct ancestor 
relations, respectively. For A an atom in (G,i) and B an atom in (G',j), A is 
an ancestor of B is denoted as A >pr B ("pr" stands for proof tree). 
The relations descendant and ancestor on pairs of atoms in goals of r induce 
in a natural way refined descendant and ancestor elations on ~'. Let (G, i) and 
(G', k) be in ~-. We call (G, i) a proper ancestor of (G', k) if (G, i) >~ (G', k) (i.e., 
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node i is an ancestor of node k) and R(G, i) >vr R(G', k). Abusing notation, we 
denote the latter relation between goals as (G, i) >pr (G', k). 
The following definition describes a key notion in our approach. 
Definition 2.9. A (possibly infinite) pair ((Co, C1, C2,.. .) ,  (f l ,  f2, . . . ) )  is a hierar- 
chical prefounding for (the complete, but possibly infinite SLD-tree) To if: 
1. There exists a finite partition Ro, . . . ,RN of R~ o = {R(G,i)  I (G,i) • To} 
such that: 
• C~ = {(G,i)} U {(G', j )  • TO I 3k: 1 < k < N, such that R(G, i ) ,R(G ' , j )  
• Rk and (G,i) >pr (G',j) or (G',j) >pr (G,i)} 
• Co={(G, i )•To lR(G, i )eRo}U{( [ ] , i )eTo}  
2. f l , f2 , . . ,  are functions mapping, respectively, CI,C2, . . .  to one of a finite 
number of well-founded sets WI ,> I , . . .  ,WN,~>N such that fi maps Ci to 
Wk if the selected atoms of the goals in Ci belong to Rk. Moreover, for all 
i , j  > o:  £1c, c  = fjlc, c,. 
3. Co contains no infinite sequence (Gh, i l )  >pr (Gi2,i2) >pr ... such that for 
all m >_ 1, R(G~,,, ira) in (G~.,,, i,~) is a direct ancestor of R(Gi,,+,, im+~) in 
(Gi,,,+,, ira+l). 
We need one more definition before we can state a basic theorem obtained in [8]. 
Definition 2.10. Suppose T is an SLD-tree. Then we call the tree T- ,  obtained by 
deleting from T its dangling leaves, the SLD--tree associated to T. 
Definition 2.10 is more specific than its counterpart in [8]. Notice that the def- 
inition given here implies a one-to-one correspondence b tween SLD-trees and as- 
sociated SLD--trees. Definition 2.7 applies to SLD--trees in the obvious way, and 
we can state the following theorem: 
Theorem 2.3. Let T be an SLD--subtree of the complete SLD-tree To, and suppose 
that ((Co, C1, C2,...), (fl, f2, . . . )  ) is a hierarchical prefounding for TO. If each 
fi is a well-founded measure on Ci n T, >~, then there exists a finite number of 
sets C i l , . . . ,  C~M in {C1, C2 . . . .  } such that T is subsetwise founded with respect 
to ((Co n T, nT, . . . ,  n T), (£ , , . . . ,  AM)). 
Proposition 2.1. Let T be an SLD-tree and T- its associated SLD--tree. If T-- 
is subsetwise founded with respect o ((Co, C1, . . . ,  CN), ( f l , . . . ,  fN)), then T is 
subsetwise founded with respect o ((C~, C1, . . . ,  CN), (f l ,  . . . , fN)), where C~ -- 
Co U {(G,i) • T I (G,i) is a dangling leaf ofT}. 
PROOF. All three conditions of Definition 2.7 are immediately verifiable. [] 
Corollary 2.1. Let T be an SLD-subtree of the complete SLD-tree To, and suppose 
that ((Co, C1, C2,...), (fl, f2, . . . ) )  is a hierarchical prefounding for ~'o. If each f i 
is a well-founded measure on Ci N "r- , > ~- , then there exists a finite number of 
sets Ci, . . . . .  C~ M in {C1, C2, . . . } such that T is subsetwise founded with respect o 
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((C~),C,~ n T-,...,C~M n T-), (f~,...,f~,~)) whereCO-= (ConT-) U {(G,i) • 
T ] (G, i) is a dangling leaf of 7"). 
PROOF. The corollary follows immediately from Theorem 2.3 and Proposition 2.1. 
O 
Definitions 2.7 and 2.9, Theorem 2.2, and Corollary 2.1 together provide a suit- 
able basis for the construction of algorithms that build large, sensibly expanded, 
yet finite, incomplete SLD-trees. We now proceed to exhibit (a slightly adapted 
version of) one such algorithm from [8]. Two more definitions are needed. 
Definition 2.11. Let ((Co, C1, C2,...), (fl, f2, . . . ))  be a hierarchical prefounding for 
TO, with associated partition R0, . . . ,  RN of R~o, and let (G, i) and (G',j) be in 
TO \ Co. We say that (G',j) covers (G,i) if the following two conditions are 
satisfied: 
1. (G',j) >p~ (G,i) 
2. 3k : R(G', j), R(G, i) • Rk. 
Note that, in Definition 2.9, a C~-set (i > 1) contains precisely all nodes that 
either cover or are covered by the corresponding (G, i) goal node. 
Definition 2.12. Let (G,i) and (G',j) be two distinct nodes of TO \ Co. (G',j) is 
called the direct covering ancestor of (G, i) if: 
1. (G',j) covers (G,i) and 
2. any other (G", k) that covers (G, i) also covers (G', j). 
It follows that the direct covering ancestor of a node, if it exists, is unique. 
Finally, note that a hierarchical prefounding of a complete SLD-tree ~-0 is uniquely 
determined by its associated pair ((/to, R1, . . . ,  RN), (F1, . . . ,  FN)) where: 
• Ro,. . . ,  RN is the partition of R~ o mentioned in the first condition of Defini- 
tion 2.9 
• Fk : {(G,i) • To lR(G,i)  • Rk} --* Wk,>k coincides with fi on Ci if the 
selected atoms of the goals in Ci are in Rk 
Based on this observation and Corollary 2.1, we will occasionally slightly abuse 
terminology and call an SLD-tree T subsetwise founded with respect to a pair 
((Ro, R1,. . . ,  RN), (F1, . . . ,  FN)). 
In the following algorithm, we suppose that a computation rule R (and there- 
fore a complete SLD-tree TO) and a pair ((R0, R1, . . . ,  RN), (FI , . . . ,  FN)) satisfying 
Definition 2.9 are given. 
Algorithm 2.1 
Init ial ization 
T := {((~-A, 1)}) { * an SLD-tree with a single one-node derivation *} 
Pr := ~ ( * in Pr, the >pr-relation will be constructed *} 
Terminated := 
Whi le  there exists a derivation D E ~- such that D • Terminated o 
Let (G, i) be the leaf of D 
Let Resolvents(G, i) be the set of all its direct >to-descendants 
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I f  Resolvents(G, i) = O { * (G, i) is a success or a failure node *} 
Then add D to Terminated 
Else if there is a direct covering ancestor (G', j)  of (G, i) with R(G', j) ,  
R(G, i )  E P~ such that not(F~(G',j) >,~ Fn(G,i)) 
Then add D to Terminated {* (G, i) becomes a dangling leaf *} 
Else { ~ 7 is further extended *} 
Replace 7 by 7 \ D U {D U {(G", k)} ] (V", k) E Resolvents(V,i)} 
Extend the Pr-relation accordingly 
Endwhi le 
In words, the operation of the above algorithm can be sketched as follows. Un- 
folding is controlled by a number of "measure" functions that are kept monotoni- 
cally decreasing on certain subsets of goals in the tree. Termination of the algorithm 
(and thus finiteness of the resulting SLD-tree) is assured by having well-founded 
sets as the ranges of the measure functions, and making sure that each derivation 
contains only a finite number of goals for which no comparison with an ancestor 
goal is imposed. Within each derivation, goals are compared when their selected 
atoms belong to the same of a number of given classes, and one is a descendant of
the other. For further details and examples, we refer to [8]. We have the following 
results: 
Proposition 2.2. Let ((Co, Ci, C2,...), (fi, f2,. . .))  be the hierarchical prefounding 
of the complete SLD-tree To, determined by the pair ((R0, R i , . . . ,  Rlv), (F1, . . . ,  
IN) )  and the computation rule R, underlying an application of Algorithm 2.1. 
Let 7 be the SLD-tree built by Algorithm 2.1. Then there exists a finite number of 
sets Ci l , . . .  , CiM in {C1, C2,...} such that T is subsetwise founded with respect o 
((C~,Cil A 7 - , . . . ,C~ M n 7-) ,( f~,, . . . , f~M) ) where C~) = (Co n 7 - )U{(G, i )  E 
7 I (G, i) is a dangling leaf of 7}. 
Theorem 2.4. Algorithm 2.1 terminates. The resulting SLD-tree T is finite. 
PROOF. This follows from Proposition 2.2 and Theorem 2.2. [] 
Actually, Algorithm 2.1 differs slightly from Algorithm 3.2 in [8]. Indeed, the 
approach there does associate a measure to a dangling leaf, and therefore sometimes 
(although often not) generates smaller SLD-trees than the method just presented. 
The issue can be of some importance with respect o the desired amount of spe- 
cialization in partial deductions, but is a minor one in the restricted context of 
terminating unfolding. We feel that the present choice allows a more elegant reat- 
ment of full automation. 
2.3. Automation 
Having established the above framework, [8] very briefly addresses ome issues 
related to automation. Indeed, in Algorithm 2.1, the computation rule R, the 
partition R0 ,R i , . . . ,  RN, and the measures F i , . . . ,  FN are supposed to be given 
(by the user). A fully automatic unfolding algorithm, however, just takes a deft- 
nite program P and goM G, and produces a maximally/sensibly expanded, finite 
SLD-tree for P U G. One way to proceed towards this goal is sketched in this 
subsection. 
We set out with two more definitions. 
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Definition 2.13. Let Term denote the set of terms in the first-order language used 
to define the theory P. We define I-I : Term -~ 1V as follows: 
I f t  = f ( t l , . . . , tn ) ,n  > 0 
then Itl = 1 + ltll + . - .  + Itnl 
else Itl = 0. 
Definition 2.14. Let p be a predicate of arity n, and S = {a l , . . . ,am},1  <_ ak <_ 
n, 1 < k < m, a set of argument positions for p. We define ].lp,S : {A ] A is an 
atom with predicate symbol p} ~ IV as follows: 
Ip(tl , . . . ,tn)lp,S = Ita~l +""  + Ita,~l. 
Next, we fix R0,R1, . . . ,  RN: 
• First, N is taken equal to the number of recursive predicates in P. 
• /to will contain all selected atoms with a nonrecursive predicate. 
• We associate one Ri(i > 0) with each recursive predicate. 
For F1, . . . ,  FN, we can take measures as defined in Definition 2.14. Indeed, ~W 
with its standard ordering is a well-founded set. To be precise: we associate with a 
goal the natural number which is the image of its selected atom under a particular 
mapping as introduced in Definition 2.14. We will in the sequel often refer to such 
numbers as weights, both of the goal and its selected atom. 
It remains to fix a computation rule R, and the exact sets of argument positions 
Sp to be used for each recursive predicate p. As explained in [8], this can be regarded 
as a dynamic decision problem. Essentially, we search goals from left to right in 
order to find an atom which can safely be unfolded. Initially, each Sp is taken 
to be the full set of argument positions of the predicate p. Elements are removed 
from Sp dynamically if this operation results in the possibility of building a larger 
subsetwise founded tree under the new measure. 
Automatic unfolding algorithms based on these ingredients appear to give rea- 
sonable results for large classes of programs. Experiments in the context of partial 
deduction can be found in [22] and [33]. However, the same experiments also, not 
unexpectedly, show that structure-based measures as introduced in Definitions 2.13 
and 2.14 can behave poorly in the context of datalog (i.e., function-free) programs. 
Some other issues not properly dealt with are coroutining and (back)propagation 
of instantiations. These observations are the starting point for the present paper. 
3. LEX ICOGRAPHICAL  PR IORIT IES  
3.1. Introduction 
In this section, we consider a first generalization fthe automatic unfolding methods 
proposed in [8] and [37]. Those methods rely on measures considering a subset of 
the selected atom's argument positions, as introduced in Definition 2.14. It turns 
out that solving some of the problems mentioned above requires measures that also 
take into account arguments of other atoms in the goal, and moreover, are capable 
of imposing a priority between different (subsets of) arguments. 
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A method incorporating these facilities will be presented in the next section. 
First, we prepare the way by elaborating an intermediary extension of our earlier 
work. We will, in this section, still limit ourselves to measures based on the ar- 
guments of a goal's selected atom, but we will impose priorities among different 
argument positions. We will show that this first advance towards more generality 
and elegance already results in increased unfolding power. 
Below, we first introduce measure functions based on partitions of a predicate's 
set of argument positions, and show that they can be used as well-founded mea- 
sures on an SLD-tree, resulting in increased unfolding potential. Next, we present 
a fully automatic unfolding algorithm, capable of discovering optimal partition- 
based measures. Finally, we show that an important simplification of the algo- 
r ithm keeps the refined control and the guaranteed termination while efficiency is 
improved. 
3.2. More Powerful Measures 
We set out by introducing the following bits of notation: 
• Let V be a set. Then 7)(V) denotes the powerset (or set of subsets) of V. 
• Let V be a set. Then V n denotes the n-fold Cartesian product V × V ×. .  • × V 
(n copies) of V. 
This allows us to define the following: 
Definition 3.1. Let V be a set, and let $1,..., Sk be k mutually disjoint, nonempty 
subsets of V, together forming a partition of V. Then the k-tuple ($1,. • •, Sk) E 
P(V) k is called an ordered k-partition of V. 
In the sequel, we will often simply use the term ordered partition when the 
dimension (k) is clear from the context, or unimportant. Moreover, our atten- 
tion will focus on ordered partitions of the set of argument positions of predicate 
symbols. In this context, we will refer to a predicate symbol and an associated or- 
dered (k-)partition, without explicit mention of the fact that the latter is a partition 
of the former's et of argument positions. 
Definition 3.2. Let p be a predicate of arity n and O = ({i11,... ,  i l j } , . . . ,  { ik l , . . . ,  
ikt}) an associated ordered k-partition. We define I.Ip.O: {A I A is an atom with 
predicate symbol p} --~ IA rk as follows: 
Ip(t~,... ,t,~)lp,o = (It~,l +-"  + It~,l,..., It~,l +"  + It~,l) 
where I.I is the term norm as defined in Definition 2.13. 
Example 3.1. 
Ip([a, b, c], f(g(a)), b)lp,({1,2,3}) = (3 + 2 + 0) = (5) 
Ip(ia, b, = (1, 3). 
We intend to use such partition-based measure functions instead of the subset- 
based ones introduced in Definition 2.14. However, an atom is no longer mapped 
into an element of zW, but into a tuple in ~W k. (k, of course, can be 1, as in the first 
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line of Example 3.1 above.) We must therefore first establish that we can indeed 
define an order on J~V k such that it becomes a well-founded set. 
Definition 3.3. Let V be a set with an order >. Then we define the lexicographical 
order ~-k on V k as follows: 
(vl,...,vk) (wl,..,wk) 
iff 
V l< i<k:v i -w~ or v~>w~orwi>v~ 
and 
31 < i < k :vi > wi and V1 < j  < i :vj  _=wj. 
Notice that the relation ~-k thus defined is indeed a strict order relation. The 
first condition in the above definition is necessary in the context of partial orders 
to impose the restriction that the components of both tuples should be pairwise 
comparable. For zW and zW k, this condition is, of course, trivially satisfied since we 
have a total order on SV. 
Proposition 3.1. Let V, > be a well-founded set, and ~-k the associated lexicograph- 
ical order on V k. Then V k, ~-k is a well-founded set. 
PROOF. The proposition follows from the well-foundedness of V, >, Definition 3.3, 
and the fact that a tuple in V k has only a finite number, k, of components. [] 
In particular, for each k, SV k, ~-k is a well-founded set. This means that functions 
as introduced in Definition 3.2 can indeed be used as measure functions to control 
unfolding. 
Proposition 3.2. Let 0 be an ordered k-partition associated to a predicate p. Let r 
be an SLD-tree, and S~ a subset of G~ such that all goals in S~ have a selected 
atom with predicate p. Suppose Fp is defined as follows: 
tVk, : ((7,i) e IR(G,i)l ,o 
Then Fp is a well-founded measure on Sr, >~ iff Fp is monotonic. 
PROOF. This immediately follows from Definition 2.5 and Proposition 3.1. [] 
Doing so can entail a gain in unfolding capacity, as the following (artificial but 
simple) example shows. 
Example 3.2. Consider the following program: 
produce_consume([X I s], ~) ~-- produce_consume( X s, [X]) 
produce_consume(X, [Y I Ys]) ~-- produce_consume(X, Ys)  
and query: 
~-- produce_consume([1, 2 ] Xs], ~). 
Now, apply Algorithm 2.1 using a single R-class for all selected atoms, with as- 
sociated measure function I.Ip-c,o where O = ({1}, {2}) is an ordered 2-partition 
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p_c([l,21Xs],[]) (weight = (2,0)) 
<--- p_c([21Xs],[l]) (weighl = (I,I)) 
I 
~-- p__c([21Xs],[]) (weight = (1,0)) 
I 
.~- p_c(Xs,[2]) (weight = (0,1)) 
I 
~ p__e(Xs,[l) (weight = (0,0)) 
I Xs = [X'lXs'l 
p_c(Xs',[X']) 
FIGURE 1. Unfolding with weights in t~/2. 
associated to the predicate produce_consume, abbreviated to p_c. The resulting in- 
complete SLD-tree is depicted in Figure 1. Nodes are annotated with their weight, 
except he last one, which is a dangling leaf. 
Notice that, when a simple one-component weight of the kind introduced in 
Definition 2.14 is used, only a trivial single step is possible if both arguments 
(or only the second) are considered, while focusing on the first argument causes 
termination after two steps. 
3.3. An Automatic Unfolding Algorithm 
In this subsection, we present a detailed, fully automatic algorithm for unfolding, 
based on the ingredients introduced above. It is a first enhancement of the al- 
gorithms described in [8] and [37]. We would like to obtain a concise and clear 
formulation of the algorithm, including the automatic search for optimal measure 
functions. To make this possible, we first include some helpful definitions and prove 
a few relevant properties about the concepts they introduce. 
3.3.1. Setting the Scene. We set out with some straightforward definitions re- 
lated to the behavior of measure functions on a pair of atoms. 
Definition 3.4. Let p be a predicate of arity n. Let P1 = p(tl,...,t,~) and P2 = 
p(sl,...,s,~) be two atoms, and F a mapping from the set of terms in the 
language underlying P1 and P2 to an s-poset V, >. Then an argument position 
i (1  < i<n)  is: 
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• (P1, P2)-decreasing for F iff F(ti) > F(si) 
• (P1, P2)-increasing for F iff F(si) > F(ti) 
• (P1, P2)-stable for F iff F(ti) -- F(si). 
Example 3.3. Let I.I be the term norm, counting functors as defined in Defini- 
tion 2.13. Take 
P, = p([a, b, b) 
and 
P2 = p([d, e], g(g(b) , h(b) ). 
Then: 
* 1 is (P1,P2)-decreasing for [.[ 
• 2 is (P1, P2)-stable for [.I 
• 3 is (P1,P2)-increasing for [.[. 
In the present section, we will always take F equal to [.[. We will therefore 
usually omit the explicit "for [.[" addition. Notice that, since [.[ maps to the totally 
(strictly) ordered zW, >, an argument position is either decreasing or increasing or 
stable for [. [. A similar remark pertains to Definitions 3.5 and 3.6 below. The next 
definition focuses not on argument positions, but one level higher up the scale, in 
the restricted context of partition-based measure functions. 
Definition 3.5. Let p be a predicate of arity n, and O an associated ordered k- 
partition. Let P1 and P2 be two atoms such that [Pl[p,o = (Vl,... ,vk) and 
[P21p,O = (Wl,... ,wk). Then the ith (1 < i < k) component of O is: 
• (P1, P2)-decreasing iff vi > wi 
• (P1, P2)-increasing iff wi > vi 
• (P1, P2)-stable iff v~ = wi. 
We will use the notation O[i] to denote the ith component of an ordered parti- 
tion O. 
Example 3.4. Take P1 and P2 as in Example 3.3. 
• Let O = ({1, 2, 3}); then its single component {1, 2, 3} is (P1, P2)-stable. 
• For O' = ({1, 2}, {3}), we have: 
- -  O'[1] = {1, 2} is (P1, P2)-decreasing 
- -  0'[2] = {3} is (P1, P2)-increasing. 
Finally, at the level of complete measure functions, we can introduce: 
Definition 3. 6. Let M be a mapping from a set S of atoms to an s-poset V, >. Let 
P1 and/)2 be two atoms in S. Then M is: 
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• (P1, P2)-decreasing iff M(P1) > M(P2) 
• (I)1, P2)-increasing iff M(P2) > M(P1) 
• (P1,P2)-stable iff M(P1) =- M(P2). 
Of course, Definition 3.6 also will mainly be applied to I.Ip,o-like measure func- 
tions. 
Example 3.5. Take P1, P2, O, and O' as above. 
• I.Ip,O is (P1,P2)-stable. 
• I.Ip,O' is (P1,P2)-decreasing since (5,0)>-2(4,1). 
• If O"= ({3}, {1, 2}), then I.Ip,o" is (P1, P2)-increasing since (1,4)>-2(0, 5). 
In the sequel, we will occasionally drop the (P1, P2) annotation while using the 
terminology introduced above (and below) when it is clear which couple of atoms 
is intended. 
The above definitions will be useful in the context of comparing the weight of 
a goal with the weight of its direct covering ancestor. If we find that the weight 
increases, we will try to replace the ordered partition in use by one that does result 
in a decrease. The next few definitions further prepare the way for this operation. 
Definition 3. 7. Let p be a predicate of arity n, and O an associated ordered k- 
partition. Let P1 and P2 be two atoms with predicate symbol p. Then O[i] is 
O's leftmost ( P1, P2 )-increasing component if 
1. it is (P1, P2)-increasing 
2. there is no 1 __ j < i such that O[j] is (P1, P2)-increasing 
We will occasionally use "leftmost" and "rightmost" in similar contexts without 
explicitly including a precise definition as the one above. 
Definition 3.8. Let p be a predicate of arity n. Let P1 and P2 be two atoms with 
predicate symbol p, and O an associated ordered k-partition. Then we call a 
component O[i] (P1, P2)-sensitive if the following two conditions are satisfied: 
1. O[i] contains at least one decreasing argument position. 
2. If I.Ip,O is (P1, P2)-increasing and O[l] is O's leftmost increasing component, 
then i < l. 
Below, we will be interested in replacing a nondecreasing measure by one that 
does decrease, through a more detailed partitioning of the set of argument positions. 
In particular, this can be obtained by splitting a sensitive component in, first, a 
decreasing and, second, an increasing part. Note that, for nondecreasing measures, 
both parts will be nonempty. However, splitting a component in this way only 
produces the desired effect if it is not preceded by an increasing component. This is 
the reason for the second condition above. Finally, note that, while the leftmost is 
therefore the focus of attention among the increasing components, below we will be 
interested in the rightmost among the sensitive components. Indeed, splitting that 
one will result in the least drastic, useful weight change (see point (2b) in the proof 
of Proposition 3.4). The following definition focuses on nondecreasing measures. 
Definition 3.9. Let p be a predicate of arity n, and O an associated ordered k- 
partition. Let P1 and P2 be two atoms with predicate symbol p such that I.Ip,o 
104 B. MARTENS AND D. DE SCHREYE 
is not (P1, P2)-decreasing. Then we say that I.Ip,O has (P1, P2)-potential iff O 
has at least one (P1, P2)-sensitive component. 
Example 3.6. Take P1, P2, O, 0 I, and 0 II as above. 
• O[1] is (P1, P2)-sensitive. Since I.[p,O is (P1, P2)-stable, this implies that [.Ip,o 
has (P1, P2)-potential. 
• O'[1] is (P1, P2)-sensitive. 
• O" has no (/)1, P2)-sensitive components. 
We have the following property: 
Proposition 3.3. Let p be a predicate of arity n, and 0 an associated ordered k- 
partition. Let P1 and P2 be two atoms with predicate symbol p such that ].lp,o 
has (P1, P2)-potential. Let O[i] be a (P1, P2)-sensitive component. Then V1 < 
j < i:  O[j] is (Pi, P2)-stable. 
PROOF. Since I.[p,o has (P1, P2)-potential, it is either (P1, P2)-increasing or (P1, 
P2)-stable. In the latter case, the result is immediate. In the former case, it follows 
from the second condition in Definition 3.8. [] 
We now formally introduce a refinement operation for ordered partitions and 
partition-based measures. 
Definition 3.10. Let O = (C1,... ,Ck) be an ordered k-partition of some set V. 
Then the ordered k + 1-partition O' = (C~,.. . ,  C~+I) is called an i-refinement 
ofO( l< i<k)  if: 
• c~ c,fu C',~_l_ 1 
• Vl<j< i :C i=C ~ 
• V i< j<k:C j= ' _ C j - t -1 .  
Example 3. 7. When defined as above, both O I and 0 II are 1-refinements of O. 
As in the following definition, we will occasionally use the term "refinement" in
contexts where the actual i index does not matter. 
Definition 3.11. Let p be a predicate of arity n, and O an associated ordered par- 
tition. Let O I be a refinement of O. Then we call I.Ip,O' a refinement of I.Ip,o. 
Finally, we are in a position to introduce the following key concept: 
Definition 3.12. Let p be a predicate of arity n, and O = (C1,. . . ,  Ck) an associated 
ordered k-partition. Let P1 and P2 be two atoms with predicate symbol p such 
that I.[p,o has (P1,P2)-potential. Let Cl be O's rightmost (P1,P2)-sensitive 
component. Then I.Ip,o' is the tight (P1, P2)-decreasing refinement of [.[p,o if O I 
is an/-refinement of O and: 
• O'[1] = {i c Ct [ i is (P1, P2)-decreasing or (/)1, P2)-stable} 
• O'[l + 1] -- {i • Cl I i is (P1, P2)-increasing}. 
Example 3.8. In our running example, [-Ip,O' is the tight (P1, P2)-decreasing refine- 
ment of [-[p,O. Notice that no refinement of [.[p,O,, is (P1, P2)-decreasing. 
AUTOMATIC FINITE UNFOLDING 105 
Definition 3.12 is central in the automatic search for good measure functions. 
Indeed, when a given measure function does not result in a weight decrease, we 
will (try to) replace it by its tight decreasing refinement, thus enabling further 
unfolding. Before we present he details of the procedure in the algorithm below, 
we first establish that tight decreasing refinements are well defined. 
Proposition 3.4. Let p be a predicate of arity n, and O = (C1,. . . ,  Ck) an associ- 
ated ordered k-partition. Let P1 and P2 be two atoms with predicate symbol p, 
such that I'lp,O has ( P1, P2)-potential. Then ]'lp,O', the tight (P1, P2)-decreasing 
refinement of I.Ip,O, exhibits the following properties: 
1. I.Ip,O' is (l°l,P2)-decreasing. 
2. Any other (P1,P2)-decreasing refinement, Hp,O", of Hp,O, obtained by split- 
ting one of O's components in two subsets, one of which contains all of its 
increasing argument positions, has the following property: 
There is no atom P with predicate symbol p such that IPIp,O,, ~-k+l IPIp,O,. 
PROOF. Definition 3.9 assures that O has a rightmost (PI,P2)-sensitive compo- 
nent. Let l be its index. Then we can argue as follows: 
1. First we note that O'[1] is (P1, P2)-decreasing. Furthermore, Proposition 3.3 
implies that all O' components o the left of O'[l] are (P1, P2)-stable. It follows 
that I.Ip,O' is (P1, P2)-decreasing. 
2. The desired property follows from the following considerations: 
(a) Splitting a component which is not (1)1, P2)-sensitive, if possible, does 
not result in a (/)1, P2)-decreasing measure. 
(b) Suppose we split a (P1, P2)-sensitive component O[i] with i ~ I. It 
follows that i < I. Suppose that ]PIp,O = (v l , . . .  ,vk). 
Let 
IPIp,o, = (vi, . . . , v{, . . . , v[, v[+l, . . . , v~+t) 
and 
= (V l , . . . ,V  i ,v i+l, . . . ,v l , . . . ,vk+l)-  IpIp,O,, " ,  ,, ,  ,, 
fl ' " Moreover, ' ~ V i and vi > v i . ThenVl< j  < i :v j  = vj -= v j .  vi _ 
• If vi > v~ ~, then obviously IPIp,O,~k+llPIp,O,,. 
• If vi = v~', then vi~+ ] = O. Moreover, Vi + 1 _< j < l: v~ = 0 ~ v~t+] -- O. 
" while, of course, Vl + 1 < j < Finally, v~ = 0 ~ v~+ t = vl = vl+ 1 
' " So, either ' k + l : vj =v  j_ l  = v j .  vj ¢0  for somei  < j  < l, from 
which it follows that IPIp,O,~-k+llPIp,O,,, or IPIp,O, = IPIp,O,,. 
(c) The property is immediate for any refinement where some nonincreasing 
argument positions are also put into O"[l + 1]. [~ 
The second property above is the motivation for including "tight" in the nam- 
ing done in Definition 3.12. It ensures that we are relatively "conservative" when 
taking refinements. Bigger weights are generally better than smaller because they 
allow a longer decrease, which means more unfolding potential. It would, of course, 
be possible to further "tighten" Definition 3.12 by splitting off sufficiently large 
subsets of the set of increasing argument positions in the rightmost increasing 
component. We have decided not to do this because it would complicate the 
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method both conceptually and computationally. Moreover, we conjecture that 
there would almost never be a substantial gain in unfolding capacity. A de- 
tailed investigation into the validity of the latter claim is outside the scope of 
this paper. 
3.3.2. The Algorithm. Above, we developed partition-based measure functions, 
thus generalizing the subset-based functions introduced in Definition 2.14. We now 
use them as a basic ingredient of an advanced automatic algorithm for sensible 
finite unfolding. 
In Algorithm 3.1 below, we choose R0, R1, . . . ,  RN as indicated in Section 2.3. 
This means that a goal (G', j) such that (G', j) >pr (G,i) covers (G,i) if their 
selected atoms contain the same recursive predicate symbol. For F1 , . . . ,  FN, we 
take I. Ip,o,-like functions, one per recursive predicate, where, as before, we associate 
with a goal the value of the relevant measure function on its selected atom. The 
optimal partitions Op to be used for each recursive predicate p and the computation 
rule R are dynamically fixed while executing the algorithm. 
Algorithm 3.1 
Input 
a definite program P 
a definite goal ~- A 
Output  
a finite SLD-tree T for P U {~-- A} 
Initialization 
T := {(~-- A, 1)} { * an SLD-tree with a single derivation *} 
Pr := 0 { * in Pr, the >pr-relation will be constructed *} 
Terminated := 
Failed := 0 
For each recursive predicate p/n in P: On := ({1,.. .  ,n}) 
{ * We set out with 1-partitions 
grouping all argument positions in a single component *} 
Whi le  there exists a derivation D in T such that D ~ Terminated o 
Let (G, i) name the leaf of D 
I f  (G, i) = (u, i) 
Then { * (G, i) is a success node *} 
add D to Terminated 
Else 
{ * First, we try to determine R(G, i) *} 
Select the leftmost atom p( t l , . . . ,  tn) in G such that 
one of the following (mutually exclusive) conditions is satisfied: 
• (G, i) has no direct covering ancestor 
• (G', j )  is the direct covering ancestor of (G, i) and 
I.Ip,O, is (R(G', j), p ( t l , . . . ,  tn))-decreasing 
• (G', j )  is the direct covering ancestor of (G, i) and 
I.Ip,o, has (R(G', j ) ,  p ( t l , . . . ,  tn))-potential nd 
I.Ip,O~ is its tight ( R( G', j ), p( t l , . . . , tn ) )-decreasing refinement and 
T remains subset-wise founded with respect o 
((Ro, .R1,..., RN), (I. Ip,,o,.,,--., I-Ip,o;,,..., I . l , ,,,op, )) ( * ) 
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I f  such an atom p(t l , . . .  ,tn) cannot be found 
Then { * (G, i) becomes a dangling leaf *} 
Add D to Terminated 
Else  
R(G, i) := p( t l , . . . ,  tn) 
I f  R(G, i) was selected on the basis of the third condition above 
Then { * Register the new partition ~} 
0 v := 0 v 
Let Resolvents(G, i) name the set of all derivation steps that can be 
performed 
I f  Resolvents(G, i) = 0 
Then (* (G, i) is a failure node *} 
Add D to Terminated and Failed 
Else 
{ * Extend the derivation ~} 
Expand D in T with the elements of Resolvents(G, i) 
Let Descend(R(G, i), i) name the set of all pairs ((R(G, i), i), (Bg, j)),  
where 
- -  B is an atom in the body of a clause applied in an element of 
Resolvents( G, i) 
- -  9 is the corresponding mgu 
- -  j is the number of the corresponding descendant of (G, i) 
Apply 9 to the affected elements of Pr  
Add the elements of Descend(R(G, i), i) to Pr  
Endwhi le  
Example 3.9. For the program and query in Example 3.2, Algorithm 3.1 produces 
exactly the SLD-tree depicted in Figure 1. Indeed, the first unfolding is possible on 
the basis of the "no covering ancestor" condition. When we try to continue, we no- 
tice that I.Iv_c,({1,2}) is not decreasing. But it has potential, and its tight decreasing 
refinement, I. I p-c,({ 1}, { 2}), is the actual measure function used in Example 3.2. 
Theorem 3.1. Algorithm 3.1 terminates. The resulting SLD-tree T is finite. 
PROOF. We first note that, as long as changes in the measure functions do not 
occur, the computation rule R is developed in a way that renders Algorithm 3.1 an 
instance of Algorithm 2.1. The result then follows from Theorem 2.4. It remains to 
be shown that the operation of replacing a measure function by its tight decreasing 
refinement occurs only a finite amount of times. 
First note that there is only a finite number of distinct measure functions consid- 
ered at any moment, one for each recursive predicate in the input progam P. Next, 
the operation of taking a tight decreasing refinement involves plitting a nonempty 
set of argument positions in two disjunct nonempty sets of argument positions. The 
result follows from the fact that any predicate symbol has only a finite number of 
argument positions. [] 
Concluding, we have proposed, formalized, and proven correct (terminating) an 
automatic unfolding method for definite logic programs. This method generalizes 
our previous approach where increasing argument positions were deleted from the 
considered set. Instead of employing this straightforward, but drastic, technique, 
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we now shift such argument positions to the right in the considered partition, 
where they determine a lexicographically less important component of the result- 
ing weight. Unlike before, doing so allows future consideration of the corresponding 
arguments. This is conceptually more elegant, and might create extra unfold- 
ing opportunities, as Example 3.2 illustrates. We conjecture that partition-based 
measures are strictly more powerful (i.e., other things equal, produce at least equally 
large SLD-trees) than those based on sets. (But see Section 6.3.) Intuitively, this 
seems obvious. Indeed, set-based unfolding is equivalent to considering only the 
leftmost component in partition-based unfolding. We do not include a formal anal- 
ysis of this issue, but instead proceed to exhibit an important simplification of the 
above algorithm. 
3.4. Relaxing Monotonicity 
We will not include a complete formal complexity analysis of Algorithm 3.1. How- 
ever, one important observation should be made: it is possible to implement such 
weight-based unfolding algorithms in such a way that their behavior is linear in the 
size of the generated SLD-tree, as long as no change in measure function is required. 
Indeed, as shown below, efficient labeling techniques ensure that for any atom, de- 
ciding whether it should be compared with the selected atom of an ancestor goal, 
and if so, carrying out the comparison, can be done without any search. 
However, the requirement that, upon refining a measure function, the whole 
SLD-tree generated thus far should be checked to verify whether it remains ubset- 
wise founded destroys this linearity property. We already pointed out in [37] that, 
in practice, this rechecking can safely be ignored without damaging termination. 
Experiments in [22] confirmed this conjecture, but no formal proof was given. In 
this subsection, we present a brief formal development of this issue. 
First, we generalize the notion of a well-founded measure. 
Definition 3.13. Let V, >v be an s-poset. A nearly-founded measure, f, on V, >v 
is a function from V, >v to some well-founded set W, >w such that the following 
holds for only a finite number of pairs of elements vi and vj E V: 
vi >v vj and not (f(vi) >w f(vj)). 
Unlike a well-founded measure (Definition 3.5), a nearly founded measure does 
not have to be monotonic. But it is "almost" monotonic: there are only a finite 
number of offending pairs in the mapped set. We now introduce the notion of a 
subsetwise nearly founded SLD-tree, and show that it still guarantees finiteness. 
Definition 3.14. An SLD-tree ~- is subsetwise nearly founded if: 
1. There exists a finite number of sets, Co, . . . ,  CN, such that Gr -= t3{Ci I i < 
N}. 
2. For each i -- 1 , . . . ,  N, there exists a nearly founded measure fi:Ci, >~--* 
Wi, >~. 
3. For each (G, k) E Co and each derivation D in ~- containing (G, k): 
• D is finite or 
• there exists a descendant (GI, j) of (G,k) in D such that (G~,j) E C~ for 
some i > 0. 
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Just as for subsetwise foundedness ( ee Section 2.2), we will occasionally refer to 
an SLD-tree being subsetwise nearly founded with respect o a pair ((R0, R1, . . . ,  
RN), (F1,..., FN)). 
Theorem 3.2. An SLD-tree T is finite iff it is subsetwise nearly founded. 
The proof is a straightforward adaptation of the proof for [8, Theorem 2.2] (or 
Theorem 2.2 above). We include it for completeness. 
PROOF. 
• If T is finite, then it is subsetwise founded, and therefore subsetwise nearly 
founded. 
• Conversely, suppose that T is subsetwise nearly founded and infinite. Then it 
contains an infinite derivation D. From the first condition in Definition 3.14, 
it follows that there must be a Ci such that Ci n D is infinite. In other words, 
there is some Ci containing an infinite sequence (Go, i0) >~ (G1, il) >~ ..-. 
---Suppose i > 0. Then fi((G31,ijl)) >~ fi((Gj~,ij2)) >i .. .  is an infinite 
sequence in Wi, >i, contradicting the well-foundedness of Wi, >i. 
- -  This leaves i = 0 as the only possibility. But then condition 3 of Defini- 
tion 3.14 implies that D N U{Ci I i > 0} is infinite, which again requires 
the existence of some Ci, i > 0 such that Ci N D is infinite. [] 
We modify Algorithm 3.1. 
Algorithm 3.2. Algorithm 3.1 remains almost completely unchanged. We just delete 
the fourth conjunct, marked (*), from the third condition enabling an atom se- 
lection. We do not reproduce the whole remaining algorithm description here. 
Proposition 3. 5. Algorithm 3.2 constructs a subsetwise nearly founded SLD-tree. 
PROOF. Most of the reasoning is identical to what has been presented in the sub- 
setwise founded case. We only point out that measure functions are indeed nearly 
founded since, when refining a partition, the resulting measure function: 
1. might be nonmonotonic on the finite subtree constructed thus far 
2. will be (subsetwise) strictly decreasing on newly added nodes. 
Furthermore, as argued in the proof for Theorem 3.1, replacing a measure function 
by its tight decreasing refinement occurs only a finite number of times. Together, 
these considerations imply that (subsetwise) nonmonotonicity will hold for only a 
finite amount of pairs in the overall tree. [] 
This implies: 
Theorem 3.3. Algorithm 3.2 terminates. The resulting SLD-tree T is finite. 
Having established its termination, we briefly return to the performance prop- 
erties of Algorithm 3.2. It is important o realize that checking the unfoldability 
of a certain atom can be done without searching branches in the SLD-tree, thus 
giving rise to the above-mentioned linearity property. Indeed, there is just a single 
test involved: a weight comparison with the selected atom of the direct covering 
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ancestor. Finding out whether such a direct covering ancestor exists, and if so, spot- 
ting it (in other words, maintaining and using the >~-relation) can be efficiently im- 
plemented through the use of lists of relevant node numbers. With an atom in a goal, 
one such list is associated. It registers per atom for every recursive predicate the 
closest >p~-ancestor node where the selected atom contains that predicate symbol. 
Example 3.10. Consider the following schematic program with three recursive pred- 
icates: 
p~--q,p  
q~--r  
r~---p. 
An annotated SLD-derivation for ~-- p is depicted in Figure 2. 
Since the program contains three recursive predicates, the length of the lists 
associated to the atoms in goals is 3. In each list, the first position corresponds to 
p, the second to q, the third to r. Elements of the list associated to an atom A are 
the indices of the most recent goal node where a >pr-ancestor atom of A with the 
corresponding predicate symbol was selected. A few concrete xamples will clarify 
this somewhat complex description: 
• In (2), the two descendant atoms of the selected p-atom in (1) both get a 1 
on the first list position. The other list positions, of course, remain "vacant." 
• In (4), the left p-atom has >pr-ancestors of every kind; the right one does not. 
• In (5), the q-atom and the left p-atom both descend from the p-atom selected 
in (4). The right p-atom, however, does not. 
(1 ) -~-p  [ . . . . .  ] 
I 
(2)---- q p [l,_,_l 
i 
(3)-.-- r [1,2,_1, pEl,_  
I 
(4).~--  p [1,2,31, p[l . . . .  ] 
I 
(5 ) .~-  q [4,2,3], p [4,2,31, p[l,_,._] 
FIGURE 2. Direct covering ancestor annotation. 
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In this way, direct covering ancestors can immediately be spotted. Consider goal 
(5) above: 
• Selecting the q-atom requires a weight comparison with the selected atom 
of (2). 
• The left p-atom must be compared with the selected one in (4). 
• Finally, the right p-atom, not descending from (4)'s selected atom, can be 
unfolded if its weight is less than the one associated to the original p-goal, 
selected in (1). 
It is clear that the above results do not depend on the use of partition-based 
measures; they carry over straightforwardly to methods using set-based measures. 
Some further implementational details in the latter context can be found in [22]. 
At this point, it is interesting to include a brief comparison with some other 
criteria to control unfolding as they have been proposed in the literature. First, 
four possible tests are mentioned in [2]. Unfolding is prohibited when the consid- 
ered atom is a variant of, is an instance of, is more general than, has a common 
instance with an atom selected in an ancestor goal. Particularly, the "instance 
of" criterion has also been used, in e.g., [16] and [29]. It is well known that nei- 
ther of the four criteria is "safe," in the sense that termination of unfolding is not 
guaranteed. Or, using the terminology introduced in [4], they are not complete for 
the class of all definite logic programs. (See also [3].) However, another drawback, 
more immediately relevant for the discussion at hand, can be observed. Indeed, any 
such criterion unavoidably necessitates searching through the ancestor goals, thus 
destroying the above-mentioned linearity property. Next, several criteria of increas- 
ing sophistication are proposed in [45]. The simplest one just involves counting the 
number of occurrences of the various predicate symbols in selected atoms. This 
can obviously be implemented such that linear behavior esults. The same holds 
for some (but not all) of the more sophisticated methods where argument weights 
in selected atoms are considered. For tests that rely on structure comparisons, 
searching the goal stack seems inevitable. Section 7 contains a further discussion 
of the loop prevention methods described in [45]. Finally, [40] proposes a method 
for partial deduction which involves not only unfoldings, but also the introduction 
of new predicates and foldings. A detailed discussion leads too far, but it can be 
noted that the method behaves linearly with respect o a parameter related to the 
size of the SLD-tree upon unfolding. Our analysis shows that similar results can 
be obtained through the use of weight-based unfolding. 
Theoretically, Algorithm 3.2 might build larger SLD-trees than Algorithm 3.1. In- 
deed, its third condition for atom unfoldability is more easily satisfied since it does 
not contain (*). However, switching to the tight decreasing refinement of the mea- 
sure under consideration, and thus extending the given derivation, might be at the 
cost of diminished unfolding capabilities in other derivations. The latter possibil- 
ity would be excluded through the use of separate partitions per chain of covering 
nodes. In practice, it turns out that all such technicalities are of very minor im- 
portance: arguments of most programs behave in a way sufficiently regular to 
mask these details. (Condition (*), e.g., is usually satisfied when taking a tight de- 
creasing refinement.) We therefore simply note that we have eliminated a possible 
source of considerable inefficiency from Algorithm 3.1, while still guaranteeing ter- 
mination. And we will do likewise for all weight-based unfolding algorithms to be 
presented below. 
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4. CONSIDERING THE CONTEXT 
4.1. Introduction 
Above, we introduced partitions of the set of and priorities among argument posi- 
tions of a goal's selected atom. We illustrated how this generalization of our earlier 
work brings extra unfolding power. In the present section, we will take yet another 
step towards increased power. 
Indeed, we will return to our original objective, mentioned in the introduction to 
Section 3: taking into account arguments of several/all atoms in the goal, not only 
the candidate for selection. In other words, the basic idea underlying our approach is 
kept intact: the weight of successive nodes with the same selected atom in a chain of 
covering oals should decrease. But weights will no longer be assigned solely on the 
basis of the selected atom. A recasting of Example 3.2 shows what we have in mind. 
Example 4.1. Consider the following program: 
produce(N, 0)
produce(IX [Xs], IX I Ys]) ~-- produce(Xs, Ys) 
consume(O) 
consume(IX [ s]) consume(Xs) 
and query: 
*-- produce(J1, 2 I X], Y), consume(Y) 
We apply Algorithm 2.1 imposing a coroutining computation rule and choosing the 
pair ((Ro, R1, R2), (F1, F2)) as follows: 
• R1 = {R(G, i) containing produce} 
• R2 = {R(G,i) containing consume} 
• F1 = I.[prod~c~,({1,2}) 
• F2 = ([.[,~od,ce,{1,2}, I.l~o.s~e,(1)). 
The resulting SLD-tree is depicted in Figure 3. Selected atoms are underlined, and 
nodes are annotated with their weight according to/ '1 or F2. It can be noted that 
the second consume-unfolding is not allowed using a measure function just taking 
the consume-argument i to account. 
In this extended context, a major difficulty is the dynamic nature of atom occur- 
rences in goals. This is illustrated by the left branch of the SLD-tree in Figure 3. 
As long as the goals to be measured basically look the same, containing one produce 
and one consume atom, a measure function like F2 indeed makes sense. But this is 
not the case for the last nonempty goal in the above left branch, where the produce 
call has "disappeared" (indicated by a "-" in the associated weight couple). Worse 
even, in general, more than one atom with the same predicate symbol might appear 
in one goal, and it is by no means immediately clear what should be compared with 
what in such circumstances. 
Our work in this section will be presented as follows. First, we exhibit in detail a 
rather straightforward solution to the problems indicated above, and show that the 
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"-- prod([l,21X],Y), cons(Y) 
Y=[IIY'] 
prod([21X],Y'), cons([llY']) 
weight = (2) 
weight = (1, l) 
~- prod([21X],Y'), cons(Y') weight = (1) 
I Y'=[21Y"] 
"~ prod(X,Y"), cons([2lY"]) weight = (0,1) 
I 
"~ pmd(X,Y"), cons(Y')  weight = (0) 
~ X - [ X ' l X "  ], Y"=[X'IZ] 
"~ con ([1) weight = (-,0) 
',Z), cons([X'IZ]) 
[] 
FIGURE 3. Unfolding when considering other atoms. 
resulting algorithms possess ufficient power to handle typical producer-consumer 
coroutining applications. Second, we demonstrate how a more satisfactory treat- 
ment of an annoying issue in "standard" unfolding is also enabled. Finally, we 
briefly describe a more sophisticated approach. 
4.2. Handling Coroutining 
In this subsection, we present wo algorithms uitable for unfolding under corou- 
tining-like computation rules. The first one, Algorithm 4.1, is simply a properly 
specialized version of Algorithm 2.1. Algorithm 4.2, on the other hand, is a semi- 
automatic generalization of Algorithm 3.2. Along the way, we need to generalize a 
number of concepts introduced above. 
4.2.1. Tuning the Basic Algorithm. First, we want to allow argument positions 
of nonselected atoms among those determining a goal's weight. On the other hand, 
we will stick to comparing a goal with its direct covering ancestor. So, the selected 
atom will continue to play a major role, as actually seems quite natural in the 
context of unfolding logic programs. (See also [3].) We set out with the follow- 
ing definition. 
Definition 4.1. Let P be a program containing a (recursive) predicate symbol p. 
A context considering ordered k-partition (cco-k-partition) associated to p in P 
is a k-tuple O = ((Q1,. • •, i l j}, - - . ,  { ik l , . . . ,  ikl}) satisfying the following condi- 
tions: 
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1. 0 has two kinds of components. Some, which we will call p-components, 
consist of argument positions of p. The others contain argument positions 
of recursive predicate symbols in P, and will occasionally be named non-p- 
components. 
2. The p-components ogether form an ordered partition of p's set of argument 
positions. 
3. Argument positions of recursive atoms in P (including p) can appear in at 
most one non-p-component. 
Example 4.2. For the program in Example 4.1, the following are some cco-2- 
partitions associated to consume: 
• ({lprod~ce,2produce}, {1 ) 
• ({4roduc }, {1}) 
• ({1}, {2p od c , l o sum }) 
• ({1}, {lcons~me}). 
Some further examples, this time of cco-partitions associated to produce, are: 
• ({1,2}) 
• ({1}, {2}) 
while the next two tuples are not legitimate produce associated cco-partitions: 
• ({1},{1consume}) 
• {1, 2}, 
Note that Definition 4.1 is an extension of the notion "associated ordered k- 
partition" introduced above. Indeed, we expand the earlier partition of a pred- 
icate's set of argument positions with "components" containing some argument 
positions of other relevant predicates. Although possible, we have decided against 
requiring the presence of all argument positions of all (recursive) predicates ince 
this would often introduce a great amount of irrelevant information in a goal's 
measure function. The same consideration is the motivation for only consider- 
ing recursive predicate symbols. Finally, note that we anticipate a distinction be- 
tween p in the selected atom and the same predicate symbol occurring in nonse- 
lected atoms: argument positions of p appearing in non-p-components refer to such 
occurrences. 
Before we can actually introduce the generalized measure functions, we need to 
provide for "absent" arguments. 
Definition 4.2. We define Z~Vb = JTVU{_L}. We extend the usual order relation, >, on 
~W with 0 >2.  We extend the usual addition, +, on SV with x + 2 = 3_ + x = 2. 
± is an extra "bottom" element. It will serve as the image of a measure function 
on an absent argument. Notice that we have overloaded the >, +, and -- symbols, 
and that the result of an addition involving 3_ is / .  Of course, SVb, > is a well- 
founded set, and so is SVb k, >-k for any k > 1. 
We need an operation on finite subsets of ~Wb, delivering their maximum element. 
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Definition 4.3. We define max: P($Vb) --~ ~Vb as follows: 
• max(O)=_k 
• max({v l , . . . , v~})  = v~ such that V1 _< j <_ n :  j ~ i ~ vi > vj. 
Note that, since > is a total order on ~Vb, max is well defined on finite sets and 
its result uniquely determined. We continue: 
Definition 4.4. Let G be a goal consisting of a number of atoms, one of which has 
been selected for unfolding, p an n-ary predicate symbol, and 1 < i < n. Then 
we define 
M(G,p, i )=max({It i l l t i  is the term occurring as ith argument 
of some nonselected atom p( t l , . . . ,  tn) in G}). 
Finally, we can formulate the following generMization of Definition 4.2: 
Definition 4.5. Let P be a program and p an n-cry (recursive) predicate symbol 
appearing in P. Let O be a cco-k-partition associated to p in P. Then we define 
II.llp,O: {G I G is a goal in the language underlying P whose selected atom has 
predicate symbol p} ~ SVD k, G ~ (V l , . . .  , Vk) as  fo l lows :  
• If O[r] = { i rb . . . ,  i~} is a p-component and p( t l , . . . ,  tn) is G's selected atom, 
then vr = [ti,1 [ +""  -}- [ti,.., [. 
• If O[r] = {i~l,p.~,..., irj,p~ } where the p~l-subscripts denote recursive pred- 
icate symbols in P, then Vr = M(G, prl, i,1) +""  + M(G, prj, irj). 
Example 4.3. The weight annotations in Figure 3 correspond to: 
• Op~od, ce = ({1,2}) 
• Ocons.me = {1}) (taking Oco.s.m [1] = {1,rod.c ,2prod. e} gives 
the same results). 
Example 4.4. Suppose 
• p, q and r are recursive predicates 
• G =~-- q(f(a)) ,p(f( f (a)) ,  f (a)) ,p(f(a),  a), q(f(f(a)))  
• in G, the first p-atom is selected 
• 0 = ({lq,2p}, {1,2}, {lp, lr}). 
Then Iiall ,o = (2 + 0, 2 + 1, 1+ ±) = (2, 3, J_). 
We have the following equivalent of Proposition 3.2: 
Proposition 4.1. Let P be a program, and p a predicate symbol appearing in P. Let 
0 be a cco-k-partition associated to p in P. Let ~- be an SLD-tree for P and ST 
a subset of G~ such that all goals in ST have a selected atom with predicate p. 
Then II.llp,O is a weU-]ounded measure on ST, >r i f f  it is monotonic. 
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PROOF. The proposition follows immediately from Definitions 2.5 and 4.5 and the 
well-foundedness of iN k, ~-k. [] 
Suppose now that a (coroutining) computation rule R is fixed, to be used while 
unfolding a goal with respect to a program P. Moreover, also given are cco- 
partitions Op, one for every recursive predicate p in P. Then we can introduce 
the following specialized version of Algorithm 2.1: 
Algorithm 4.1. As before, we associate one Rk to every recursive predicate. If pk 
is a recursive~predicate with associated class Rk, then Fk = I[.[[pk,O.k. Adapting 
the code of the algorithm is straightforward; we do not reproduce it here. 
Theorem 4.1. Algorithm 4.1 terminates. The resulting SLD-tree r is finite. 
PROOF. ((R0, R1,...), (F1,...)) is chosen such that it indeed determines a hierar- 
chical prefounding of the complete SLD-tree TO, resulting for the program P and 
a given goal under the computation rule R. The result follows immediately from 
Theorem 2.4. [] 
Example 4.5. We have formalized the intuitions underlying Example 4.1. Indeed, 
instead of the ad hoc couple of "measure" functions used for F2 there, we can now 
take F2 = [['llconsurne,({lproa~cc},{1)) (and F1 = I[.llproduce,({1,2}))" And, also, the dis- 
appearing produce call can now be dealt with properly within our framework. An ap- 
plication of Algorithm 4.1 using these ingredients reproduces the SLD-tree depicted 
in Figure 3. Goal weights result as indicated, except (_, 0) which becomes (_l_, 0). 
Example 4.6. As a concrete xample of coroutining behavior, we consider the well- 
known permutation sort program: 
(1) sort(X, Y) ~- perm(X, Y), ord(Y) 
(2) perm(0, D) 
(3) perm([X ] Zs], [Y i Ys]) ~ del(Y, [Z l Zs], Z),perm(Z, Ys) 
(4) del(X, [X ] Xs], Xs) *-- 
(5) del(X, [Y [ Ys], [Y [ X]),-del(X, Ys, Z) 
(6) ord(O) 
(7) ord([X])~-- 
(8) ord([X, Y I Z]) ~-- X < Y, ord([Y I Z]) 
We do not include explicit clauses for _<, and simply assume that an X < Y call 
can be evaluated when both arguments are ground. We want to build an SLD-tree 
for the query 
sort([5, 2 IX] ,  Y) 
using the following coroutining computation rule (the actions are listed according 
to priority; "possible" refers to associated weight behavior): 
1. Evaluate X < Y if both arguments are ground. 
2. Unfold a del call if possible. 
3. Unfold an ord call if possible, provided its argument is not an uninstantiated 
variable. 
4. Unfold a perm call if possible. 
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We will use the following R4 classes: 
• Ro = {R(G, i) containing _<} U {R(G, i) containing sort} 
• R1 = {R(G, i )  containing del} 
• R2 = {R(G,i)  containing ord} 
• R3 = {R(G,i)  containing perm} 
and as associated cco-partitions: 
• Od~ = ({1 ,2 ,3})  
• Oord = ({ lp~rm},{ l} )  
• op ium = ({1},  {2}) .  
Rather than reproducing the complete SLD-tree resulting from an application of 
Algorithm 4.1, we select one SLD-derivation and depict it in Figure 4. Each node is 
annotated with a label showing its identifier (a, b,...), the one of its direct covering 
ancestor, and its weight under the relevant measure function. Links are enhanced 
with a number indicating the clause used in that particular unfolding. 
Especially noteworthy is the unfolding carried out between odes (i) and (j). It 
would be prohibited when using a measure function based solely on the ord atom 
itself. 
4.2.2. Automatically Refining Measure Functions. Having established that Algo- 
rithm 4.1 can cope with coroutining when apt cco-partitions are provided, we want 
to take a further step. Indeed, it seems appropriate to free the user from the burden 
of choosing the right partitions. In other words, we want to obtain an algorithm 
similar to Algorithm 3.2 (or Algorithm 3.1), with the difference that some compu- 
tation rule preferences are specified by the user, as was done in Example 4.6 above. 
First, we introduce proper generalizations of the definitions in Section 3.3.1. 
Definition 4.6. Let P be a program containing an n-cry predicate symbol p. Let 
O be a cco-k-partition associated to p in P. Let G1 and G2 be two goals in the 
language underlying P. Let the selected atom of G1 and G2 be p(Q, . . . ,  tn) and 
p(sl . . . .  ,Sn), respectively. Finally, let [[GIlIp,O = (V l  . . . .  ,Vk) and ][G211p,O = 
(w l , . . . ,  wk). Then we define the following: 
• An argument position i in a p-component of O is 
--- (G1, G2)-decreasing iff It d > Isi[ 
- -  (G1, G2)-increasing iff [sil > Iti[ 
--- (Vl,G2)-stable iff Itd = Isil. 
• An argument position iq is 
--- (G1, G2)-context-decreasing ff M(G1, q, i) > M(G2, q, i) 
- -  ( G1, G2 )-context-increasing iff M ( G2, q, i) > M ( G1, q, i) 
- -  (G1, G2)-context-stable iff M(G1, q, i) = M(G2, q, i). 
When we consider arguments as elements of a non-p-component of a cco- 
partition, we will occasionally describe their behavior without the explicit 
"context" addition. In such cases, it is clear that we refer to M- and not 
I.I-values. 
• The ith component of O is 
- -  (G1, G2)-deereasing iff vi > wi 
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sort([5,21X],Y) (a,-,-) 
(1) I 
perm([5,2fX],Y), ord(Y) (b,-,(2,0)) 
(3)[ Y=[Y'IYs'I 
-~- dei(Y',[5,21X],Z), perm(Z, Ys'), ord([Y'lYs']) 
(5)] z=[siz'] 
deI(Y',[21X],Z'), perm([51Z'],Ys'), ord([Y'lYs']) 
(4) I Y'=2 Z'=X 
-~- perm([51Xl,Ys'), ord([21Ys']) (e,-,(l,l)) 
(8) I Ys'= [UIUs] 
~-- perm([51X],[UIUs]), 2<=U, ord([UIUs]) (f,b,(l,l)) 
(3) I 
~'- deI(U,[51X],V), perm(V,Us), 2<=U, ord([UIUs]) 
(4)] U=5 v=x 
perm(X,Us), 2<=5, ord([51Us]) (h.-,-) 
I 
~ perm(X,Us), ord([51Usl) (i,¢,(0,I)) 
(7) I Us=[l 
~ pe~(X,[l) G,f,(0,o)) 
(2) I x=[l 
[-1 
F IGURE 4. A coroutining SLD-derivation. 
(c,-,2) 
(d,e,1) 
(g,-,l) 
- -  (G1, G2)-increasing iff wi > vi 
- -  (Gh G2)-stable iff vi = wi. 
II-ilp,o is 
- -  (G1, G2)-decreasing iff II G1 IIp,O ~-k II G2 IIp,O 
- -  (GI, G2)-inereasing iff IIG2 IIp,o ~-k IIG1 IIp,O 
- -  (G1, G2)-stable iff IIG1 IIp,O -- II G2 IIp,O. 
O[i] is O's leflmost (G1, G2)-inereasing component if
1. it is (G1, G2)-increasing 
2. there is no 1 < j < i such that O[j] is (G1, G2)-increasing. 
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We call a component Oil] (G1, G2)-sensitive if the following two conditions 
are satisfied: 
1. O[i] contains at least one (G1, G2)-decreasing argument position. 
2. If I[-IIp,O is (G1, G2)-increasing and Oil] is O's leftmost increasing compo- 
nent, then i < I. 
Definition 4.7. Let P be a program containing an n-cry predicate symbol p. Let 
O be a cco-k-partition associated to p in P. Let G1 and G2 be two goals in the 
language underlying P whose selected atom contains p. Suppose ]l.I]p,O is not 
(G1, G2)-decreasing. Then we say that }l.llv, o has 
• internal (G1, G2)-potential iffO has at least one (G1, G2)-sensitive component 
• external (G1, G2)-potential iff there is at least one argument position iq of 
some recursive predicate q in P for which the following two conditions hold: 
1. iq is (G1, G2)-context-decreasing 
2. for every non-p-component O[j] of O: iq ¢ O[j] (we will call iq context- 
absent in 0). 
We will occasionally say that a measure function [I-IIp,o has (G1, G2)-potential if 
either of the above two conditions is satisfied. 
Just like before, we are interested in refining obsolete (i.e., nondecreasing) mea- 
sure functions. The notion of internal potential with respect o a pair of goals is an 
immediate generalization of the potential with respect o a pair of atoms as it was 
introduced in Definition 3.9. New is the capability of adding argument positions of 
nonselected atoms to the "partition." A measure function with external potential 
can be refined into a decreasing one, doing just that. At this point, we will not in- 
elude explicit generalizations of Definitions 3.10 and 3.11. Instead, we immediately 
define an extended notion of tight decreasing refinement. 
Definition 4.8. Let P be a program containing an n-cry predicate symbol p. Let 
O be a cco-k-partition associated to p in P. Let G1 and G2 be two goals in 
the language underlying P whose selected atom contains p. Let II.[]p,O have 
(G1,G2)-potential. Then II.llp,o' is the tight (G1,G2)-decreasing refinement of 
[I.IIp,O if O' is defined as follows: 
• If II.llp,O has internal (G1, G2)-potential and O[l] is O's rightmost (G1, G2)- 
sensitive component, hen: 
- -  V l  <_ j < l : O '~]  = O[ j ]  
- -  Vl < j < k : O ' [ j  + l] = O[ j ]  
- -  If O[l] is a p-component, then: 
* O'[l] = {i e O[1] l i is (G1, G2)-decreasing or (G1, G2)-stable} 
, O'[1 + 1] = {i e O[1]]i is (G1,G2)-increasing} 
- -  Else: 
, O'[l] = {iq E Oil] I iq is (G1,G2)-context-decreasing or (G1,G2)- 
context-stable} \ {iq I M(G1, q, i) = l}  
* O'[l + 1] = {iq e O[l]li q is (G1,G2)-context-increasing} 
u L M(a l ,q , i )  = ±}. 
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Else if I[.l[p,o has external (G1, G2)-potential, then: 
- -  O'[1] -- {i I i is (G1, G2)-context-decreasing a dcontext-absent in O} 
- -  Vl  <_ j <_ k :  O'[ j  + 1] = O[j].  
Again, the first part of the above definition generalizes Definition 3.12. Notice the 
special treatment for ±-valued arguments. This is necessary since ± is an absorbing 
element for + in SVb. The second part is extra. It can be noted that our particular 
choice for what might be termed a tight (G1, G2)-decreasing external refinement is, 
in fact, not so tight, in the sense that a reformulation of the second property in 
Proposition 3.4 does not hold. Several "tighter" variants can be imagined, but we 
do not believe they would significantly improve the behavior of Algorithm 4.2 on a 
meaningful class of programs. In consequence, we have preferred intuitive appeal 
and simplicity of formulation. We do have the following property: 
Proposition 4.2. Let P, p, O, G1, G2, and 0 ~ be as in Definition 4.8. Then I[.Np,o' 
is ( G1, G2 )-decreasing. 
PROOF.  
• The result is immediate when O' is an external refinement. 
• The proof for the internal refinement case is similar to the proof for point (1) 
in Proposition 3.4. We just need the extra observation that any (G1, G2)- 
context-decreasing ar ument iq in Oil] (in case it is a non-p-component) cer- 
tainly has M(G1, q, i )~  ±, thus guaranteeing that O'[l] is nonempty and 
(G1, G2)-decreasing. [] 
We can now formulate a first algorithm for automatic maximal sensible unfolding 
under some computation rule preferences. The algorithm assumes that a computa- 
tion rule R is partially specified in the sense that, for any goal, a (partial) priority 
order among atoms, candidate for selection, is known (see, e.g., Example 4.6 above). 
Algorithm 4.2 
Input 
a definite program P 
a definite goal (-- A 
(and a (partially specified) computation rule R)  
Output  
a finite SLD-tree "r for P U {~- A} 
Initialization 
v :-- {(~--- A, i )} { * an SLD-tree with a single derivation *} 
Pr  := ql { * in Pr, the >pr-relation will be constructed ~} 
Terminated := 0 
Failed := 0 
For each recursive predicate p /n  in P : Op := ({1,.. .  ,n}) 
{* We set out with cco-l-partitions 
grouping all pP s argument positions in a single p-component 
and without any non-p-components *} 
Whi le  there exists a derivation D in T such that D (~ Terminated o 
Let (G, i) name the leaf of D 
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I f  (c ,  i) = (D, i) 
Then { * (G, i) is a success node *} 
add D to Terminated 
Else  
( * First, we try to determine R(G, i) *} 
Select the leftmost R-preferred atom p( t l , . . . ,  tn) in G such that 
one of the following (mutually exclusive) conditions is satisfied: 
• (G,i) has no direct covering ancestor 
• (G', j )  is the direct covering ancestor of (G,i) and 
II" Hp,Op is (G', G)-decreasing 
• (G', j )  is the direct covering ancestor of (G,i) and 
II.llp,Op has (G', G)-potential and 
II.llp,O; is its tight (G', G)-decreasing refinement 
I f  such an atom p( t l , . . . ,  tn) cannot be found 
Then { ~ (G, i) becomes a dangling leaf ~} 
Add D to Terminated 
Else  
R(G, i) := p( t l , . . . ,  tn) 
I f  R(G, i) was selected on the basis of the third condition above 
Then {* Register the new cco-partition *} 
! Op := Op 
Let Resolvents(G,i) name the set of all derivation steps that can be 
performed 
I f  Resolvents(G, i) = 
Then { ~ (G, i) is a failure node ~} 
Add D to Terminated and Failed 
Else 
{ ~ Extend the derivation ~} 
Expand D in T with the elements of Resolvents(G, i) 
Let Descend(R(G, i), i) name the set of all pairs ((R(G, i), i), (BO, j)), 
where 
- -  B is an atom in the body of a clause applied in an element of 
Resolvents(G, i)
- -  ~ is the corresponding mgu 
- -  j is the number of the corresponding descendant of (G, i) 
Apply ~ to the affected elements of Pr 
Add the elements of Descend(R(G, i), i) to Pr 
Endwhi le  
Theorem 4.2. Algorithm 4.2 terminates. The resulting SLD-tree T is finite. 
PROOF. The only substantially new element is the facility to externally refine a 
cco-partition. It can be seen that this does not jeopardize termination since: 
• A program P contains only a finite amount of recursive predicates, all of 
finite arity. 
• Any argument position of any recursive predicate can occur in at most one 
nonselected atom component of a cco-partition, and once included in the 
partition, is never removed. [] 
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Example 4.7. Applying Algorithm 4.2 to the programs, algorithms, and computa- 
tion rules discussed in Examples 4.1, 4.5, and 4.6 produces the results presented 
there. 
4.3. Backpropagation of Instantiations 
At this point, it is interesting to look at the behavior of Algorithm 4.2 when no 
computation rule preferences are, in fact, specified. In that case, the search for 
an unfoldable atom reduces to the basic "take the leftmost whose (possibly re- 
fined) measure function allows it" technique, used for automation in [8] and Sec- 
tion 3 above. It turns out that, thanks to its context-considering capabilities, 
Algorithm 4.2 can often improve upon an annoying deficiency of algorithms olely 
focusing on selected atoms. Consider the following typical example. 
Example 4.8. 
bp(X, Y) ~-- a(X, Z), b(Z, Y) 
a(l,Y) ~- 
a([Z I Zs], Y) ~-- do_a(X, Y), a(Zs, Y) 
b([x I x~], [x I Y~]) ~- b(x~,Y~) 
(The definition for do_a does not matter here. Just suppose it can be fully resolved 
at unfolding time.) 
We are interested in unfolding the following query: 
~- bp(X, [1 I Ys]). 
Part of the SLD-tree generated by Algorithm 4.2 is depicted in Figure 5. 
The unfolding carried out in node (**) is particularly interesting. At that point, 
11.11o,(~1,2>) is increasing with respect to the pair formed by (**) and its direct 
covering ancestor (*). Moreover, it has no internal potential. But II'lla,({2b},{1,2}) 
is its external (., **)-decreasing refinement. It maps (*) into (1, 0) and (**) into 
(0, 1), and therefore allows unfolding the a-goal. No measure function solely based 
on a-arguments can do likewise. 
The above example illustrates a general phenomenon: in unfolding, back- (i.e., in 
the reverse direction as the "scan" for unfoldable atoms) propagation of information 
can be considered similar to coroutining. (Observe that a further instantiated second 
argument in the bp starting goal would lead to a further little by little passing of 
information chunks from the b to the a goal.) Therefore, the work in this section 
also improves on earlier algorithms with respect o this issue. We include a final 
example, illustrating that the mere capacity to register the "disappearance" of
atoms from the context already has beneficial effects. 
Example 4.9. Consider the well-known "naive reverse" program: 
rev(U, D) ~- 
rev([X I Xs], Y) ~ rev(Xs, Z), app( Z, [X], Y) 
app(U, X, X) ~- 
app( [Z  I Xs], Y, IX I Zs]) ~- app(X~, Y, Zs) 
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~-- bp(X,[llYs]) 
] 
~- a(X,Z), b(Z,[llYs]) (*) 
b ( Z , [ ~  [X'IXs'] 
~-- do_a(X',Z), a(Xs' ,Z), b(Z,[ 1 IYs]) 
"*-- b(Zs',Ys) 
Ys=[]/~Ys=[Y'IYs'] 
[] "~- b(Zs",Ys') "~- a(Xs',Z), b(Z,[llYs]) 
Z=[llZs'I 
~ a(Xs ' , [ l lZs ' ] ) ,  b(Zs',Ys) (**) 
F IGURE 5. Handling backpropagation. 
together with the following query: 
~- rev([11 xs], v). 
In the context of partial deduction (see Section 2.1), from an SLD-tree produced 
by (basically) the unfolding method in [8], the following clauses can be synthe- 
sized: 
rev([l], [11) ~- 
rev([1, X I Xs], IX, 1]) +-- rev(Xs, ~) 
rev([1, X I Xs], [Y, 1]) *-- rev(Xs, [Y I Ysl), app(Ys, IX], ~) 
rev([1, X I Xs], [Y, Z I Zsl) ~ rev(Xs, [Y I Ys]), 
app(y~, [x], [z I Zs']), app(z~', [11, Zs) 
Using Algorithm 4.2 for unfolding, applying a simple "select he leftmost suitable 
atom" computation rule, we obtain the more sensible 
rev([1], [1]) ,--- 
re~([1, x ] ,  IX, 11) '-- 
rev([1, X I Xs], [Y, Z I Zs]) ~-- rev(Xs, [Y [ Ys]), 
app(Ys, [X], [Z I Zs']), app( Zs', [1], Zs) 
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"*- rev([ l lXs] ,Y)  
I 
• ~ rev(Xs,Z), app(Z,[! l,Y) 
~ rev(Xs',Z'), aplgZ',[X'l,Z); app(Z,[ll,Y) 
J 
"-- rev(Xs',[]), app([X'],[1],Y) 
"~" rev(Xs',[]) (*) 
"~- rcv(Us,T), apl~T,[lJ],O) 
"~- rev(Xs',[UIUs]), app(Us,[X' ],Ts), app([UITs],[ 1],Y) 
I 
~ rev(Xs',[UIUs]), app(Us,[X'l,Ts), app(Ts,.[..ll,Y') 
"~- rev(X~',[UJUs]), app(Us,[X'],[]) (**) 
fail 
fail 
F IGURE 6. Part of the SLD-tree generated for Example 4.9. 
The resulting cco-partitions are 
Or~v=({lapp, 2app, 3~pv }, {1, 2}) 
Oap,=( { Xap,, 2avp, 3avv }, {1, 2, 3}) 
We do not include the complete generated SLD-tree, but an interesting portion 
can be found in Figure 6. Nondepicted branches are indicated by a dashed link at 
their origin. Particularly noteworthy are the unfoldings at node (*) and node (**): 
they cause the differences between the first and second sets of resulting clauses 
above. 
Summarizing, we can state that we generalized the methods for weight-based 
finite unfolding by allowing (also) the consideration of nonselected atoms in a goal. 
We have presented two algorithms incorporating this feature, the second one auto- 
matically focusing on sensible measure functions. We have shown how they handle 
coroutining and the related issue of instantiation backpropagation. 
Numerous variants of and/or enhancements to Algorithm 4.2 can be considered. 
• One can include arguments of nonrecursive context atoms in cco-partitions. 
• Priority can be given to Unfolding atoms which cause little branching in the 
tree. 
• Using separate cco-partitions for different chains of covering nodes seems 
reasonable, and will probably have a more profound influence than is the 
case in approaches solely based on measuring selected atoms. 
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* It seems possible that, in larger applications, some extra limitation should 
be imposed, restricting unfolding atoms on account of a contextual weight 
decrease to those that have actually been "influenced" by those context un- 
foldings. It is, however, not immediately clear how to pin down this notion 
of "influenced." Demanding a higher weight, or simply not being a variant 
of the call selected in the direct covering ancestor, are too restrictive condi- 
tions, as an inspection of the coroutining Examples 4.1 and 4.6 reveals. A 
comparison with the state of the corresponding atom in some intermediate 
goal node seems more appropriate. 
• A further step towards more sophistication can involve a static, off-line anal- 
ysis phase, scrutinizing the program code. 2 In this way, one can probably 
derive useful supporting information about (mutual) influences among ar- 
gument positions. This might help to resolve the problem indicated above. 
It might also lead to more "sensible" tight decreasing refinements. Recon- 
sider Example 4.9 above. Rather than the resulting Orev, we might consider 
the partition ({1}, {lavp}, {2}) (or ({1}, {lapv, 2avp, 3~pp}, {2})) as the natu- 
ral one to be used for the rev predicate. In fact, with these partitions, the 
whole tree is subsetwise founded, while this is not the case with Orev. The 
development of relevant analysis techniques and an assessment of their value 
are challenging topics for future research. 
Rather than delving into the above-sketched issues, in the next subsection, we 
will address another topic glossed over by the development so far. Indeed, both 
Algorithms 4.1 and 4.2, relying on Definition 4.5, are incapable of distinguishing 
between several nonselected atoms with the same predicate symbol in one goal. 
This is fine for most producer-consumer coroutining applications, where the basic 
structure is typically of the simple linearly recursive type as exhibited by the pro- 
grams in Examples 4.1 and 4.6. But, in general, they might fall short of dealing 
properly with instantiation backpropagation i  logic programs exhibiting a more 
complex structure. 
4.4. Focusing on Ancestor Atoms 
We restrict ourselves to a somewhat informal discussion of the issue and its most 
striking aspects, omitting a complete technical development. 
Example 4.10. Let us unfold the naive reverse program with respect o the following 
query: 
rev([1, 21 xs], Y) 
using the cco-partitions produced in Example 4.9. Some fragments from an inter- 
esting SLD-derivation are shown in Figure 7. 
In (*), no atom can be selected for unfolding. Our measure functions are too 
coarse; they do not register the "disappearance" of the last app atom. 
A solution for the problem illustrated in Example 4.10 is obvious: introduce 
more fine-grained comparisons among context atoms. The second part of Defini- 
tion 4.5 does not distinguish between atoms in different ancestor-descendant chains. 
2In fact, the algorithms included in this paper presuppose a very simple analysis of this kind: 
determining which predicates in the given program are recursive. 
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roy([ 1,21Xs],Y) 
"*- rcv(Xs'~Z"), app(Z",[X'],Z'), app(Z',[2],Z), app(Z,[ll,Y) 
rev(Xs',[UIUs]), app(Us,[X'],Ts), app([UfTs],[2],Z), app(Z,[l],Y) 
"~- rev(Xs',[UIUs]), app(Us,[X'],[Trrs']), app(Ts',[2],Vs'), app([U,TIVs'],[ 1 ],Y) 
~-  rev(Xs',[UIUs]), app(Us,[X'],[TITs']), app(Ts',[2],[]) (*) 
F IGURE 7. A case for yet more powerful measures. 
Redefining cco-partitions and their associated measure functions in this sense is pos- 
sible: compare (maximum) argument weights of context atoms in the descendant 
goal with the argument weights of the corresponding atom in the ancestor goal, 
situated on the same branch of the associated proof tree. (Of course, often the 
comparison will simply be between an atom and a possibly less instantiated version 
of the same atom. This is the case when the considered atom itself has not been the 
subject of unfoldings carried out between the two inspected goals.) It can be noted 
that such an approach would indeed allow further unfoldings in Example 4.10. 
Rather than going through the complete technical development, rephrasing def- 
initions and results in Section 4.2, we conclude this section by pointing out an 
intriguing additional difficulty emerging in this context. Consider the following 
schematic example. 
Example 3.11. Suppose we unfold the program: 
a(X) a(Y), b(X, V) 
b(X,X) 
some other (recursive) clauses for b 
and the query: 
~-- a([1 [X]) 
using more refined measure functions of the kind sketched above. Part of a possible 
SLD-derivation is depicted in Figure 8. The unfolding in (**) is allowed because 
of b's disappearance ompared with (.). In this way, continuously appearing and 
disappearing "fresh" b atoms create an infinite series of tight decreasing refinements. 
As a result, unfolding does not terminate. 
Example 4.11 shows that an unrestricted application of fine-grained context con- 
sidering unfolding techniques may lead to nontermination. Imposing a bound on 
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a([l,X]) 
I 
~ a(Y) ,  b ( [ I IX I ,Y )  (*) 
I 
-~- a(Y'), b(Y,Y'), b([IlX],Y) 
I 
• ~-  a(Y) ,  b ( [ I lX ] ,Y )  
[ 
a([llXl) (**) 
FIGURE 8. An infinite SLD-derivation. 
the number of components allowed in a cco-partition is an obvious remedy. More 
refined variants of this basic idea can, of course, be imagined, e.g., predicatewise 
bounds. Moreover, it seems likely that off-line analysis can be helpful, perhaps 
even to the extent of reducing the choice of measure functions to a restricted range, 
again safely guaranteeing termination. 
However, we will leave these and related considerations as a subject for future 
research. Indeed, Example 4.11 also sheds further light on the principles underlying 
automatic finite unfolding. It is this latter issue that, in the next section, we wish 
to reconsider in proper detail. Meanwhile, we believe that Sections 3 and 4, as 
they stand, give a good impression of the power and generality of partition-based 
unfolding, using lexicographical priorities among arguments occurring in goals. 
5. REF IN ING MEASURE FUNCTIONS:  A GENERIC  TREATMENT 
5.1. Introduction 
Now that we have worked our way through quite a few algorithms, a clarified picture 
of common underlying principles emerges. This section is devoted to a formalization 
of that understanding. 
First, we notice that the framework laid out in Section 2.2 has proved to be quite 
general. We were able to deal both with Example 3.2 and Examples 4.5 and 4.6 
using suitably specialized versions of Algorithm 2.1. In the next section, we will 
find occasion to relax some of its inherent limitations. For the moment, however, 
we concentrate on our increased insight in the structure of automation. 
Compared with Algorithm 2.1, fully automatic algorithms presented or men- 
tioned in [8, 37] and Sections 3.3, 3.4, 4.2.2, and 4.4: 
• Dynamically fix the computation rule, possibly keeping count of statically 
fixed preferences among selectable atoms. 
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• All use the same particular recipe for choosing R0, R1 , . . . ,  RN, assigning 
one Ri per recursive predicate symbol in the program, to remain unchanged 
throughout the execution of the algorithm. 
• Each incorporate one particular basic strategy to assign to a goal a weight, 
i.e., an element in some well-founded (until now always totally ordered) set. 
• Use measure functions based on this strategy, one function per Ri, to asso- 
ciate concrete weights to goals. Initial choices for these measure functions 
are built into the algorithms. Measure functions are refined dynamically, if 
desirable and possible, to enable further unfolding. 
In this section, we will concentrate on a generic formalization of the latter point, 
treating the other issues at about the same level of generality as was adhered to in 
Section 2.2. 
5.2. A Generic Algorithm 
We start with some definitions. 
Definition 5.1. Let P be a definite program; then we denote by Atomp the set of 
atoms that can be formed in the language underlying P. 
Definition 5.2. Let P be a definite program, / :p  its underlying language, and sup- 
pose that Ro, R I , . . . ,RN is a partition of Atomp. Let W, >w be some well- 
founded set. Then we call a function 
F : {G I G is a definite goal in £p  with selected atom E Rk} --* W, >w 
an (Rk, P)-applicable measure function with target set W. 
Definition 5.3. A set {F I F is an (Rk, P)-applicable measure function} is called 
an (Rk, P)-applicable measure space. 
In the sequel, when P (or ~p) is clear from the context, we will often denote 
an (Rk, P)-applicable measure space by ~'k. Note that different elements of a mea- 
sure space may have different arget sets: Finally, we demand that some (partial) 
order relation be defined on measure spaces. For a space ~k, we will denote it 
by >>k. 
We can now formulate a generic algorithm for automatic, weight-based, finite 
unfolding. In order to produce an executable instance of it, the following are nec- 
essary: 
• Computation rule preferences can be stipulated, resulting in a concrete mean- 
ing of the term "R-preferred." If  none is given, all atoms are equally R- 
preferred. 
• R0, R1,. .  •, •Y should be chosen such that they form a partition of Atomp 
and guarantee the satisfaction of the third condition in Definition 2.9. 
• For every k, 1 < k < N, we must specify -T'k, >>k and choose an initial Fk in 
We will call any executable instance of Algorithm 5.1, thus determined, proper. 
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Algorithm 5.1 
Input 
a definite program P 
a definite goal ~ A 
Output  
an SLD-tree T for P U {~-- A} 
Initialization 
7- is initialized as the SLD-tree that contains a single derivation, 
consisting of the goal ~-- A, without selected atom. 
Initial choices are made for the measure functions F1, . . . ,  FN. 
While there exists a nonterminated derivation D in T do 
I f  D is successful, Then terminate D 
Else I f  D's leaf-node contains no selectable atom, Then terminate D 
Else 
select an R-preferred selectable atom 
I f  no derivation steps are possible, Then terminate and fail D 
Else extend D 
Where  an atom p( Q , . . . , tn ) 6 Rk in a goal G is selectable 
if one of the following (mutually exclusive) conditions holds, 
in case it is actually selected: 
• G has no direct covering ancestor 
• G'is the direct covering ancestor of G and 
Fk(a') >k Fk(C) 
• G' is the direct covering ancestor of G and 
not (Fk(G') >k Fk(G)) and 
3F e : (1) Fk F 
(2) F(a') >k F(C) 
I f  an atom p( t l , . . . ,  tn) has been selected on the basis of the third condition, 
Then replace Fk, in the set of measure functions in use, 
by some F~ satisfying the conditions (1) and (2) above. 
Endwhile 
We have the following theorem: 
Theorem 5.1. A proper instance of Algorithm 5.1 terminates for a definite program 
P and goal ~-- A, producing a finite SLD-tree "r for P U {~---A}, if Vk, 1 < k < 
N : J:k, >>k is a well-founded set. The resulting T is subsetwise nearly founded 
with respect o the final ( ( Ro, R1, . . . , RN ), (F1, . . . ,  FN)). 
PROOF. The well-foundedness condition on the (finitely many) measure spaces en- 
sures that a change in the set of measure functions used can occur only finitely 
many times. After the last such change, the measure functions corresponding to 
the final (F1, . . . ,  FN) 
• might be nonmonotonic on the finite subtree constructed thus far 
• but any proper instance of Algorithm 5.1 will from then on function as an 
instance of Algorithm 2.1. 
The result follows. [] 
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It can be verified that [37, Algorithm 3.6] and Algorithms 3.2 and 4.2 in the 
present paper are proper instances of Algorithm 5.1, and therefore terminate. 
Indeed: 
• Only Algorithm 4.2 considers user-specifiable computation rule preferences; 
the others do not. All eliminate remaining nondeterminism in atom selection 
through a "choose the leftmost selectable" strategy. 
• The choice for Ro, R1, . . . ,  RN is always along the same basic line: one Ri 
per recursive predicate symbol in P, Ro for atoms featuring a nonrecursive 
predicate symbol. Obviously, this satisfies the above-specified conditions on 
R0,R1 , . . . ,  RN. 
• The measure spaces used are of increasing complexity: 
- -  [37, Algorithm 3.6] uses set-based measures, universally mapping to ~W, >. 
- -  The measure functions in Algorithms 3.2 and 4.2 above are, respectively, 
based on partitions and cco-partitions of argument positions. They map 
to some SV i, ~-i or ~W~, ~i, respectively, i varying within measure spaces. 
• Definition 3.11 can serve as a basis for the required order relation on partition- 
based measure spaces. Indeed, transitively closing the inverse of the "is a 
refinement of" relation results in a strict partial order on such spaces. Intro- 
ducing a similar notion for set- and cco-partition-based measures i straight- 
forward and implicit in the work presented. 
• All measure spaces involved are finite, and therefore (trivially) well-founded. 
• Remaining nondeterminism in the choice of a refined, properly decreasing 
measure function (i.e., satisfying conditions (1) and (2) in Algorithm 5.1) has 
always been removed by imposing extra conditions (see, e.g., Definition 3.12 
and Proposition 3.4). 
• Finally, some bookkeeping instructions related to the maintenance of the 
covering relationship have not been included in the generic Algorithm 5.1. 
Algorithm 3.1 is identical to Algorithm 3.2, except for the presence of condition 
(*) in the former. Obviously, this extra condition does not damage termination. 
It just ensures ubsetwise foundedness of the resulting SLD-tree, a special case of 
subsetwise nearly foundedness, where the final measure functions are subsetwise 
monotonic. Next, the automatic version of [8, Algorithm 3.2] also imposes the 
subsetwise foundedness check. In spite of some further technical differences with 
the current development, its termination behavior is amenable to basically the 
analysis presented here. 
Finally, it is interesting to reconsider Section 4.4. The underlying reasons for 
nontermination i  Example 4.11 now become clear: 
1. Measure spaces are no longer guaranteed to be finite. 
2. The adapted notion of refinement no longer guarantees that the resulting 
ordering is well-founded. 
Imposing a bound on the number of components reestablishes finiteness, while more 
sophisticated order relations, inspired by an off-line program analysis, could perhaps 
guarantee the well-foundedness of measure spaces, left infinite. 
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6. DEAL ING WITH DATALOG, INCORPORATING 
VARIANT CHECKING 
6.1. Introduction 
Structure-based weights, as presented above, are obviously not a good basis to 
control unfolding of datalog (i.e., functor-free) programs. Consider the following 
example, borrowed from [1]. 
Example 6.1. 
reach(X, X) ~-- 
reach(X, Z) ~-- reach(X, Y), edge(Y, Z) 
edge(a, b) ~-- 
edge(b, d) *--- 
edge(f, g) ~-- 
For the query 
~-- reach(a, X) 
partial deduction produces the following specialized clauses from the SLD-tree built 
according to any of the methods discussed above: 
reach(a, a) 
reach(a, b) ~-- reach(a, a) 
reach(a, d) ~-- reach(a, b) 
reach(a, g) ~ reach(a, f). 
If, instead, we unfold the leftmost atom without an unfolded variant on the same 
derivation, we are able to derive 
reach(a, a)~-- 
reach(a, b) 
reach(a, d) ~--. 
However, for logic programs with functors, this nonvariant-based unfolding, in 
general, does not guarantee termination. We include the following example: 
Example 6.2: Consider the well-known list reverse program with accumulating pa- 
rameter: 
rev(~, X, X) ~-- 
rev([X t Xs], Y, Z) ~-- rev(Xs, [X I Y], Z) 
and the query: 
~- ray(f1, 2 I Xsl, ~, Z). 
The infinite SLD-tree generated by nonvariant-based unfolding for this example is 
depicted in Figure 9. Along the rightmost branch of the tree, ray's second argument 
132 B. MARTENS AND D. DE SCHREYE 
rev([ 1,21Xsl,[],Z) 
J 
~'- rev([21Xs],[I ],Z) 
f 
-~- rev(Xs,[2,1l,Z) (**) 
/ / z~=[x ' txs ' l  
[ ]  -~- rev(Xs',[X',2,1],Z) (*) 
/ / /~ '=[X" lXs" ]  
C] ~'- rev(Xs",[X",X',2,1 ],Z) 
F IGURE 9. Infinite unfolding 
using the nonvariant rule. 
grows with each unfolding. In this way, an infinite series of atoms is produced, none 
of which is a variant of any other. 
One possible solution can be identifying datalog predicates in a program. Ab- 
stract interpretation (see, e.g., [9]) for example, should be able to uncover predicates 
whose arguments will certainly be free from functors. These can then be treated in 
a special way during unfolding, ignoring their (0) weight, but applying the above- 
mentioned nonvariant check. However, we have opted for a more global approach, 
unifying the two criteria in one generally applicable unfolding methodology. The 
basic idea can be described as follows: selecting an atom A in a goal G is permitted, 
even when this results in equal weights for G and its direct covering ancestor, if no 
goM covering G has a selected atom which is a variant of A. However, it is clear 
that a straightforward application of this coarse rule does not always guarantee 
finiteness. Let us reconsider the above example. 
Example 6.3. Under the set-based measure function [.[rev,(1,3}, all nonempty goals 
from the third downwards in Figure 9 have weight 0, and yet selected atoms are 
not variants. However, restricting the attention to the first and third argument, 
i.e., those "measured" by I.l~ev,{1,3), we find that they are variants. 
Example 6.3 shows that welding together weight- and nonvariant-based unfold- 
ing requires ome care, but it also suggests that the enterprise is not hopeless. The 
rest of this section formally develops this issue. Its layout follows the meanwhile fa- 
miliar pattern: we first adapt/specialize the basic conceptual framework underlying 
Algorithm 2.1. In a second step, we address full automation. 
6.2. Reconsidering the Framework 
Throughout his section, we will be dealing with definite goals containing a fi- 
nite number of atoms. This allows us to suppose a numbering on the atoms 
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in a goal, e.g., from left to right, starting with 1, thus determining an argu- 
ment position in a goal by a pair of natural numbers: (atom_number_within_goal, 
argument_number_within_atom). 
In order to simplify the ensuing presentation, we agree on the following for the 
rest of Section 6.2: 
• Given a definite program P, ~p will denote its underlying language. We 
assume that f~p contains at least one function symbol, even if none occurs 
in P itself. The reason for this slight deviation from convention will become 
clear below. 
• A goal to which some measure function F can be applied will be called F -  
suitable. For instance, a goal in some language/:p,  such that R0, R1, • • •, RN 
is a partition of Atomp, is suitable for some (Rk, P)-applicable measure func- 
tion if its selected atom is in Rk. 
We can now introduce the following: 
Definition 6.1. Let F be a measure function and G an F-suitable goal. Then we 
call an argument position (i,j) of G F-measured if there exists an F-suitable 
goal G ~ such that: 
1. F(G') ~ F(G) 
2. G ~ and G are identical, except at argument position (i, j). 
We call the set of all F-measured argument positions of G its F-measured at- 
gument set, denoted MSF(G), and the multiset of terms occurring on these 
argument positions in G its F-measured part, denoted MPr(G). Finally, we 
will use the notation tG(i, j) to denote the term corresponding to an argument 
position (i, j )  in a goal G. 
The intuition behind this definition is simple: measured argument positions 
indicate terms whose structure influences the weight associated to the goal. The 
reason for demanding the presence of at least one functor in the language now 
becomes clear: in a language without any function symbols, the first condition 
above would be unsatisfiable for the structure-based measure functions in the focus 
of our interest. Definition 6.1 in that case no longer correctly formalizes the intuitive 
notion just described. 
Example 6.4. 
• With a constant measure function, mapping any suitable goal to the same 
element in its target set, goals obviously have empty measured argument sets. 
• A measure function, merely counting the number of atoms (possibly contain- 
ing a given predicate symbol) in a goal, likewise results in empty measured 
argument sets. 
• A suitable goal's measured argument set under a set-based measure I.Ip,s 
contains exactly the argument positions corresponding to the selected atom's 
argument positions in S. 
• All argument positions of the selected atom, and none other, are in the mea- 
sured argument set under a partition-based measure. 
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Finally, all argument positions corresponding to elements occurring in the 
underlying cco-partition are in a goal's measured argument set under a eco- 
partition-based measure function. Consider, e.g., the second goal from the 
top, included in Figure 7. Let Oapp be ({lapp, 2app, 3app}, {1, 2, 3}). Then 
that goal has the following II.ll~pp,o,,,,-measured argument set: {(i , j )  ] 2 < 
i _4 ,1_<j  <3}.  
We will be interested in verifying whether the measured parts of two goals are 
'~¢ariants" of each other. The following definition lays down an exact content of 
the variant notion in this specialized context. 
Definition 6.2. Suppose F is a measure function, and let G and G ~ be two F-  
suitable goals. Then we say that the F-measured parts of G and G ~ are variants, 
denoted MPF(G) ,,~ MPF(Gt), iff there is a one-to-one correspondence C be- 
tween MSF(G) and MSF(G ~) such that ((i, j), (i~,y)) E C implies: 
• j= j ' .  
• The ith atom in G and the i~th atom in G ~ have the same predicate symbol. 
• The ith atom in G is selected iff the i~th atom in G ~ is. 
• There exist (renaming) substitutions Oand 0 ~ such that 
V((i, j) ,  (i ' , j ') ) e C: ta(i, j)O = ta,( i ' , j ' )  A ta,(i',j')O' = ta( i , j ) .  
We will also use the following notation: G ~F  G t- Obviously, ~F  is an equiva- 
lence relation on the set of F-suitable goals. 
The first three items above demand "equality" of the two measured argument 
sets. In that case, we can properly compare the terms in the corresponding mea- 
sured parts, and require that they indeed be variants, as expressed in the fourth 
item. 
Example 6.5. Consider the following goals (selected atoms are underlined): 
• G =*- p( f (X) ,  X),q(g(Y))  
• G' = ~- q(g(X')) ,q(g(Y~)),p(f(Z') ,Z") 
and the following measure functions: 
• F1 = Hp,{1} 
• F2 = ] ' lp , ({1},{2})  
• F3 = I[.Hp,({lq},{1,2}). 
Then we have: 
• MSFI(G) = {(1 ,1 )}  
• MSFI(G') = {(3 ,1 )}  
• We can take: C = {((1, 1), (3, 1))}, 0 = {X/Z'},  O' = {Z ' /X} .  
And therefore: G ~Fa Gq 
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And: 
• MSr (a) = ((1,1),(1,2)} 
• MSF~(G') = {(3 ,1 ) , (3 ,2 )}  
• C -- {((1, 1), (3, 1)), ((1, 2), (3, 2))} (uniquely) satisfies the first three condi- 
tions in Definition 6.2. But no 0 and 0', as required in the last part of the 
above definition, can be constructed. 
So: G ~F2 G! 
Finally: 
• MSF3(G) -- {(1,1),(1,2),(2,1)} 
• MSFa(G') = {(1,1),(2,1),(3,1),(3,2)} 
• There is no one-to-one correspondence b tween MSF3(G) and MSF3(G'). 
This means: G ~F3 G p- 
Notice that all three measure functions assign equal weights to G and G': 1, (1,0) 
and (1, 1), respectively. 
We can now adapt Algorithm 2.1 (we only include an updated version of its main 
loop): 
Algorithm 6.1 
Whi le  there exists a nonterminated derivation D E T do 
Let ( G, i) be the leaf of D 
Let Resolvents(G,i) be the set of all its direct >ro-descendants 
I f  Resolvents(G, i) = 0 
Then terminate D 
Else if there is a direct covering ancestor (G ~, j) of (G, i) with R(G ~, j), 
R(G, i) E Rn such that none of the following is satisfied: 
1) F,~(G',j) >,~ Fn(G,i) 
2) Fn(G',j) - Fn(G,i) A 
-~3(G", k) • D: (G", k) covers (G, i) A Fn(G", k) =_ F,~(G, i) A 
(a",  k) ~F,. (a, i) 
Then add D to Terminated 
E lse  
Replace r by r \ D U {D U {(G*, l)} I (G*, l) • Resolvents(G, i)} 
Endwhi le  
Algorithm 6.1 differs from Algorithm 2.1 by the presence of condition 2). It 
allows extending a derivation whose leaf has a weight identical to the weight of its 
direct covering ancestor, but contains a measured part which is not a variant of the  
measured part found in any covering ancestor of equal weight. 
Example 6.6. Consider the program and query in Example 6.1. Take: 
• Ro --- (atoms containing edge} 
• R1 --- (atoms containing reach} 
• F1 = Hreach,~l,2~. 
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reach(a,a) l 
~ reach(a,Y'), edge(Y',b) 
[] -,,-- reach(a,Y), edge(Y,a) I 
I " - "  reach(a,a) 
fail 
reach(a,X) 
rl ~ reach(a,Y), edge,(Y,X) 
" -  reach(a, f )  
"-- reach(a,Y'), edge(Y',O 
fail 
I-I ~ reach(a,Y), edge(Y,a) 
fail 
FIGURE 10. A properly unfolded atalog tree. 
The SLD-tree produced by Algorithm 6.1 can be found in Figure 10. Notice that all 
measured goals have the same weight: 0. However, condition 2) in Algorithm 6.1 
enables proper unfolding. 
Example 6. 7. For the program and query treated in Example 6.2, Algorithm 6.1 
stops unfolding after the first branching both when applied with Hrev,{1,3} and 
[.[re.,({1,3},{2}). In the former case, goal (*) and its direct covering ancestor, (**), 
have equal weights (0), but also variant measured parts, {Xs', Z}, and {Xs, Z}, 
respectively. I-[rev,({1,3},{2}), on the other hand, is simply (**, *)-increasing. 
Finally, we address the question of whether Algorithm 6.1 always terminates 
for any choice of measure functions. The following example shows that this is not 
the case. 
Example 6.8. Consider the following program fragment: 
p(X) ~-- q(f(X) ), r(g(X) ) 
q(X) q(Z), r(x) 
and unfold the goal 
p(a) 
using the cco-partition-based measure function I1.11q,((1~},{1}). The first few nodes 
of the resulting infinite SLD-derivation are depicted in Figure 11. Measured nodes 
are annotated with their weight. Note that the measure function is stable, but the 
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• " -  p(a)  
I 
~ q(f (a) ) ,  r (g(a) )  
f 
~ q(f(a)), r(f(a)), r(g(a)) 
I 
~ q(f(a)), r(f(a)), r(f(a)), r(g(a)) 
weight  = ( I ,  ! ) 
weight = (1,1) 
weight = (1,1) 
F IGURE 11. Infinitely many goals with equal weight but nonvariant measured part. 
measured argument set changes with each unfolding. Condition 2) in Algorithm 6.1 
is therefore always satisfied and the derivation ever terminated. 
So, Algorithm 6.1 may fail to terminate. We need a notion to characterize "safe" 
measure functions. 
Definition 6.3. A measure function F with target set W is called finitely measuring 
for a language £ if, for any weight w c W, the quotient set {G in £ [ F(G) =-- 
W}/~F is finite. 
In other words, only a finite number of goals, expressed in the given language, 
with nonvariant measured part have the same weight under F. 
Definition 6.4. Let P and ~-A be a definite program and goal, respectively. Then 
£PA will denote the language determined by the constants, function, and pred- 
icate symbols actually occurring in P and A. 
Obviously,/~PA is contained in the language underlying P and A, and any goal in 
an SLD-tree for P t2 {~--A} is in ~Pm" Observe that (for finite P) ~PA contains only 
finitely many constant and function symbols. This allows the following theorem: 
Theorem 6.1. Algorithm 6.1 terminates for a definite program P and goal ~-A, 
using a given computation rule R and a pair ((Ro, R1, . . . ,  RN), (F1, . . . ,  FN)), 
if F1, . . . ,  FN are finitely measuring for £PA. The resulting finite SLD-tree T is 
subsetwise nearly founded with respect o ( ( Ro, RI, . . . , RN ), (F I , . . . ,  FN)). 
PROOF (Sketch). The proof is similar to the proofs for analogous theorems above, 
now relying on Definitions 6.3 and 6.4 and condition 2) in Algorithm 6.1, to argue 
that the measure functions are nearly founded on chains of covering nodes. [] 
Theorem 6.1 shows that Algorithm 6.1 can safely be used with finitely measuring 
measure functions. The remaining question is whether we can characterize classes 
of measure functions as finitely measuring. In particular, are measure functions 
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of the kinds introduced in this paper finitely measuring? We have the following 
results (overloading function symbols as was implicitly done before): 
Proposition 6.1. Let P and ~--A be a definite program and goal, respectively. Let p 
be a predicate symbol of arity n in P. Let S be a set of argument positions of p, 
and 0 an ordered k-partition associated to p. Then: 
1. The measure function 
.Ip,s: {G I G is a definite goal inEp with selected atom p(Q, . . .  ,tn)} -'* ~W, 
a ,tn)l ,s 
~s finitely measuring for f-'PA" 
2. The measure function 
I.Ip,o : (G I G is a definite goalinl:p withselectedatom p(Q, . . . ,  tn)} --+ ~W k, 
a 8p(tl,... ,tn)lp,o 
is finitely measuring for ~PA" 
PROOF. Since f~PA contains only finitely many constant and function symbols, 
there is only a finite number of nonvariant terms in ~'PA to which the term norm 
I.I, defined in Definition 2.13, assigns the same natural number. The results now 
follow from Definition 6.3 and 
1. Definition 2.14 together with the observation under the third point of Exam- 
ple 6.4 for case (1). 
2. Definition 3.2 together with the observation under the fourth point of Exam- 
ple 6.4 for case (2). rq 
So, indeed, set- and partition-based measure functions are finitely measuring for 
languages inherent in a finite program and goal. Algorithm 6.1 will certainly ter- 
minate when using them. Their common characteristic, guaranteeing these results, 
is the fact that all goals suitable for such a measure function have essentially the 
same measured argument set under that measure function. Example 6.5 already 
shows that this is not always the case for cco-partition-based measure functions. 
And indeed, Example 6.8 demonstrates that such measure functions are, in gen- 
eral, not finitely measuring. Of course, safely combining their use with some form 
of "equal weight but nonvariant" unfolding remains possible. It suffices to focus on 
the selected atom for the variant test. Alternatively, a specially tuned version of 
the "measured part" notion, to some extent also incorporating context information, 
can probably be developed. However, we will not devote a detailed study to this 
issue in the present paper. Rather, we shift our attention to automation of the 
"safe" cases in the next subsection. 
6.3. Issues in Automation 
Basically, it is very straightforward to adapt Algorithm 3.2 for fully automatic 
partition-based unfolding along the lines of the previous ubsection. 
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Algorithm 6. 2. We add one more item to the list of conditions enabling the selection 
of an atom for unfolding: 
• (G',j) is the direct covering ancestor of(G, i) and I.Ip,O, is (R(G' , j ) ,p(t l , . . . ,  
tn))-stable and --,3(G", k) e D: [(G", k) covers (G, i) A I.Ip,O~ is (RIG" , k), 
p(t l , . . . ,  tn))-stable A (G", k) "~1,1~,o~ (G, i)]. 
The rest of Algorithm 3.2 remains unchanged (except for one detail addressed 
below). 
Example 6.9. Algorithm 6.2, applied to the program and query in Example 6.1, 
produces the SLD-tree depicted in Figure 10. Throughout he whole unfolding 
process, Oreach is never changed, and keeps its initial value: ({1, 2}). In general, 
it is obvious that no partition-based measure, as introduced in Section 3, ever has 
potential in a datalog context. 
It is not difficult o realize that Algorithm 6.2 still terminates, and builds a finite, 
subsetwise nearly founded SLD-tree. One detail remains to be settled. Indeed, the 
enhanced list of conditions for atom selection o longer contains mutually exclusive 
cases: I.Ip,O, can, at the same time, be stable and have potential. Let us once 
more look at Example 6.2. The measure function I'lrev,({1,2,3)) is stable all along 
the top three goal nodes of the tree in Figure 9. Moreover, the rev atoms are not 
variants of each other. Therefore, Algorithm 6.2 allows unfolding without changing 
the measure function to 1.1~v,({1,2},{3}), as would be done by Algorithm 3.2. (Note, 
however, that both terminate unfolding at node (*).) Such a behavior might be 
considered in conflict with our basic philosophy. It can easily be avoided by im- 
posing a priority among the unfoldability conditions: first try a refinement; only if 
that fails, try unfolding on the "equal weight but nonvariant" basis. 
A second point, and an additional motive for imposing the just mentioned pri- 
ority, is the potential inefficiency of the nonvariant check. Indeed, the latter does 
require searching through a list of (equal weight) covering ancestors. So, the linear- 
ity property, established in Section 3.4, is lost. It might therefore be a good idea to 
restrict as much as possible the cases in which such scans are undertaken. Observe, 
however, that the implementation technique proposed in Section 3.4 provides ex- 
cellent support for scanning chains of covering ancestors, if so desired. Reconsider 
Figure 2. If we select, e.g., the left p-atom in node (5), the covering ancestors can 
easily be spotted. The atom is annotated with the list [4, 2, 3] (remember that the 
first element of these lists refers to p). So, node (4) is the direct covering ancestor. 
Its selected p-atom has annotation [1, 2, 3]. This means that the next covering 
ancestor is node (1), and the "_" on the first position of its annotation list marks 
the top of the chain. 
Summarizing, we can state that an integration of variant checking with partition- 
based unfolding is relatively straightforward, even in a fully automatic ontext. 
And, since the measured part for these measure functions invariably coincides with 
the whole selected atom, the full generality of the development in the previous 
subsection is, in this restricted context, probably somewhat of an overkill. Some 
open issues requiring further (experimental) research are: 
• How big is the gain in sensible unfolding caPacity outside a strict datalog 
context? 
• How severe is the mentioned efficiency problem? 
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p(a,Y) (**) 
I 
~-  q(a,Z), p(Z,[alY]) 
I 
• ~ p(b , [a lY ] )  ( * )  
I 
• * -  q (b ,Z ' ) ,  p (Z ' , [b ,a lY ] )  
F IGURE 
unfolding. 
12. Combining set-based and nonvariant 
Next, we briefly address et-based unfolding. Since, now, part of a selected atom 
can be "disregarded," our integration enterprise involves some more subtle issues. 
Consider the following example: 
Example 6.10. 
p(X, Y) ~- q(X, Z),p(Z, [X ] Y]) 
q(a,b) ~- 
Part of an SLD-derivation for ~- p(a, Y) can be found in Figure 12. 
In node (,), we would like to be able to carry out the indicated unfolding step. 
This is possible with combined unfolding using [. [p,{1) as a measure function. How- 
ever, setting out with the initial I'[p,{1,2}, and adapting the notion of tight decreas- 
ing refinement to the context of set-based measures in the obvious way, the above 
measure function is not a (**, ,)-decreasing refinement of I.Ip,{1,2}. In fact, there is 
none. 
So, we need to revise the automatic unfolding algorithm in such a way that 
measure functions are refined into nonincreasing ones, possibly leading to useful 
stable unfolding on the basis of the newly added nonvariant condition. Doing so 
can make set-based unfolding more powerful than partition-based in some cases, thus 
outdating our conjecture at the end of Section 3.3. Of course, blending the two 
approaches i possible, through partitioning subsets of a selected atom's argument 
positions. 
Finally, it can be mentioned that [22] contains some preliminary experimental 
data on partial deduction with a combined "set-based weights and nonvariant" 
unfolding strategy. (See also [33].) Tests were performed on (among others) the 
seven benchmark programs and queries proposed in [27]. Various criteria were used 
to govern unfolding, such as: 
• standard set-based weights 
• combined set-based weights and nonvariant checking 
• plain nonvariant checking as described in, e.g., [2] 
• the similar, but more restrictive, noncommon-instance ch cking 
• weight-based unfolding, only for determinate goals. 
A detailed discussion of the results leads too far here, but some preliminary con- 
clusions can be included: 
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• Not surprisingly, the bare weight method performed badly on datalog pro- 
grams. But the combined method unfolds very well. 
• It is important to compare a goal only with proper (see Definition 2.8) ances- 
tor goals. The basic nonvariant and noncommon-instance rules suffered very 
heavily from lacking this feature. 
• Not having a common instance with an atom selected earlier seems to be too 
restrictive a condition, even when only proper ancestors are considered. 
• The nonvariant rule, on the other hand, occasionally unfolds too deeply. 
• In some cases, imposing the determinate-only condition was being too cau- 
tious: the resulting transformed programs were much less efficient han those 
obtained without this restriction. 
• Finally, disregarding the determinism criterion, weight based unfolding (com- 
bined with nonvariant checking) in some cases showed the first signs of code 
explosion. Nevertheless, run-time performance of the resulting compiled code 
was very satisfactory, repeatedly being much better than that of any alter- 
native, and never much worse. 
More experimentation a d analysis are required to gain a better insight into 
these and related topics. For further details, also on issues involved in the overall 
partial deduction algorithms used, we refer to [22] and [33]. 
7. D ISCUSSION AND CONCLUSION 
In this paper, we have extended earlier work on finite unfolding by Bruynooghe 
and ourselves. We have slightly adapted the basic framework built in [8] and shown 
various instances of it, capable of dealing with some advanced unfolding issues. 
We have consistently avoided ad hoc solutions as much as possible, always trying 
to concentrate on meaningful properties of the task at hand. Particular emphasis 
was put on the development of fully automatic unfolding algorithms, requiring 
no user assistance apart from providing a program and a query to be unfolded. 
Moreover, we have opted for a general, highly formalized presentation, trusting that 
this choice provides better chances for uncovering common underlying principles. 
In this way, we believe that we have enhanced the basic framework with a good 
understanding of issues involved in automatic, maximal, finite unfolding based on 
structural properties of the considered programs and goals. Finally, we have shown 
that weight-based unfolding as presented in Sections 2-5 enjoys good complexity 
properties, its execution effort being linear in the size of the generated SLD-tree 
when a clever implementation scheme is used. 
A first major part of our work concentrated on methods relying on structure- 
based, weights assigned to arguments upon which lexicographic priorities were im- 
posed. Much of the inspiration for this approach came from work on termination 
of rewrite systems (see, e.g., [11]). The possible use of lexicographic well-founded 
orderings to control the unfolding of logic programs is already mentioned in [15]. 
To the best of our knowledge, however, our work is the first to carry out complete 
formal developments and present concrete algorithms based on this idea. We also 
believe that the work in Section 4 is the first to present concrete algorithms basing 
unfolding decisions in logic programs not solely on the shape of a goal's selected 
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atom, but also on contextual information in the rest of the goal. We have shown 
how our techniques can deal with coroutining and, to a certain extent, with back- 
propagation of variable instantiations. To be sure, a number of challenging issues 
remain as subjects for further research; we refer to Sections 4.3 and 4.4 for more 
detailed comments. 
An important contribution of our work is the completely automatic search for 
optimal measure functions incorporated in our algorithms. Not only have we pre- 
sented detailed formalizations showing how this search can be performed within 
specific classes of measure functions, but the common principles underlying vari- 
ous, increasingly complex algorithms in this and previous papers were identified in 
Section 5. As a result, Algorithm 5.1 and Theorem 5.1 can henceforth serve as a 
template and standard for discussion of automatic weight-based unfolding. 
Next, in Section 6, we have integrated into our framework the well-known heuris- 
tic that an atom can be unfolded if it is not a variant of one already unfolded in 
the same derivation. As a standalone method, this heuristic does not provide 
safe unfolding. Combined approaches guarantee termination when specific condi- 
tions are fulfilled. Our work can be extended to reach more generally satisfied 
conditions for termination, or specific classes of instances of the framework can 
be studied in further detail, thus perhaps establishing termination in spite of the 
fact that the above-mentioned general conditions are not satisfied. Further ex- 
perimental work is needed to assess unfolding power in complex cases, comparing 
different instances of the framework. Another issue that merits further attention 
is the performance characteristics of integrated methods. We already pointed out 
that the above-mentioned linearity property is lost. It may be that this has lit- 
tle practical consequences, but reestablishing linearity would certainly be of in- 
terest. An attempt in this direction might start from an idea mentioned in [5], 
where it is suggested that some order could be inferred among constants in a dat- 
alog program on the basis of the program's atom dependency graph. Such an 
off-line program analysis might enable the definition of a measure function again 
just requiring a comparison with the direct covering ancestor to decide on un- 
folding. Whether this idea actually is valid, is as yet unclear to us. More gen- 
erally, it seems very likely that various sophisticated off-line analysis techniques 
might provide useful supporting information for on-line unfolding as studied in this 
paper. 
Finally, work is in progress to extend our methods for automatic unfolding with 
a capability to focus on subarguments. Such a feature allows further advances in 
unfolding, e.g., of meta-interpreters. It requires a considerable additional formal ap- 
paratus, providing for overall refinements of ((R0, R1, . . . ,  RN), (F1,..., FN)) pairs, 
including possible changes in the R0, R1, . . . ,  RN partition. Descriptions of our cur- 
rent results on this issue, with formal details, preliminary algorithms, and examples, 
can be found in [34] and [33]. 
Further, we wish to point out that, in the formulation of the above algorithms, 
we have consistently reduced indeterminism to a minimum: summing argument 
weights per component in partitions, choosing the leftmost unfoldable atom, im- 
posing the choice of one particular decreasing refinement, limiting the range of 
possible measure function switches through a "narrow" definition of the refinement 
concept. Only the choice of a nonterminated derivation, candidate for extension is 
left open. We have not studied in detail whether some of these decisions ometimes 
reduce unfolding potential. However, we conjecture that this will hardly ever be 
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the case. We therefore preferred to formulate algorithms in such a way that their 
implementation requires a minimum of extra design decisions. (On the other hand, 
the development of the basic framework and the generic treatment in Section 5 
have both been kept very general.) 
It has been mentioned before, but we can perhaps briefly repeat, that [37] 
presents a sound and complete method for partial deduction with unfolding us- 
ing set-based measure functions. Moreover, [22] contains the results of some ex- 
periments, comparing the performance of different unfolding strategies and partial 
deduction techniques on a collection of benchmark programs. A brief preliminary 
discussion was included at the end of Section 6. Some further comments can also be 
found in [37]. Finally, a complete, detailed presentation of our work on the control 
of unfolding in partial deduction is offered in Part II of [33]. 
Next, [8] extensively discusses the relation between work on finite unfolding and 
termination analysis of logic programs. We see no need to repeat hat discussion 
here. Let us simply add that [10] presents an extensive overview of the work in 
the latter field. Also mentioned in [8] is the open research issue of uncovering the 
relation between criteria for termination of unfolding during partial deduction and 
methods used to ensure termination in related program transformation techniques 
(see, e.g., [6], [20]). In this context, [41] also provides interesting study material. 
Let us now discuss in somewhat further detail the unfolding strategies proposed 
in [45] (already briefly mentioned in Section 3.4). Translated into our framework, 
when an atom A in a goal G is considered for unfolding, it is compared with the 
selected atoms in G's proper ancestors. For each such atom A t, a comparison 
may_loop(A t, A) is executed. If this test succeeds at least a given number of times, 
unfolding is prohibited. Various possible instances for may_loop are listed: 
• As mentioned before, the simplest est compares the two predicate symbols. 
• A slightly more complicated test involves comparing functors. It succeeds if
A and A t have predicate symbols of equal arity and all corresponding argu- 
ments contain the same (top level) functor. Since [45] addresses full Prolog, 
for a given program P and atom A, an SLD-tree might contain infinitely 
many different (dynamically created) functors. A distinction is therefore im- 
posed between static and dynamic function symbols, the latter all considered 
identical in the may_loop test. 
• A (more) natural extension of the previous approach considers complete 
structures to a given depth. 
• Another instance demands that the total argument size should shrink, where 
this size is determined by applying a function like the one in Definition 2.13 to 
both atoms, considered as terms, also counting variable and constant symbols. 
• Instead of all arguments, a single one may be used, or various arguments 
considered separately. 
• Combining structure and size tests is also possible. The resulting may_loop 
has actually been used to control unfolding in most of the experiments de- 
scribed in [45] and [44]. Apart from a special treatment of dynamic functors, 
it checks whether two atoms are variants to a certain depth. If so, then the 
test succeeds if all subterms below that depth in the second have an equal 
or larger term size than corresponding subterms in the first. Using one fixed 
comparison strategy throughout i s operation, this method allows to deal with 
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datalog, and offers a possibility to consider subargument evolution. Context 
atoms, however, are not taken into account, and entire ancestor goal stacks 
have to be inspected. Finally, two depth bounds (the structure depth for 
may_loop and the repetition parameter that determines the number of times 
may_loop is allowed to succeed) are to be chosen in advance and remain fixed 
during execution. 
Finally, [3] should also be mentioned as recent, rather closely related work. Loop 
checks in logic programming are briefly discussed. They are classified as sound 
(keeping all solutions) and/or complete (removing all loops). It is argued that in 
the context of unfolding for partial deduction, sound loop checks can be helpful to 
improve the performance of partially deduced programs, but complete loop checks 
are essential to terminate unfolding. It is clear that all (terminating) unfolding 
algorithms above incorporate a complete loop check. Next, a detailed formalization 
of the various loop checking strategies proposed in [43] is included. Finally, [7] is 
discussed and its content briefly compared with the formalized [43] methods. It is 
stated that its basic framework might be of theoretical interest as a standard for 
complete loop checks, and natural instances hould be easily implementable. We 
feel that the present paper confirms both conjectures. 
We are grateful to Maurice Bruynooghe, John Gallagher, Dan Sahlin, and anonymous referees 
who commented on our work and provided valuable suggestions for its improvement. 
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