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Abstract
X-ray and neutron imaging are convenient ways to non-destructively observe novel
materials. X-rays provide advantages of low cost and high brilliance while neutrons
show bulk and isotopic sensitivity. Imaging provides a way for observing chemical
and physical properties of materials without the need for destruction. The way
of the imaging future is utilizing imaging with grating-based interferometry. In
comparison to traditional radiography and tomography, by using absorption and
phase gratings in the beam path, the absorption, phase, and scattering of a sample
can be detected. In essence, three image datasets can be obtained in one experi-
ment, saving substantially on costs (especially at expensive neutron facilities), time
and materials. With several methods of interferometry available, the focus in this
work is Talbot-Lau interferometry and newer designs referred to as near-eld and
far-eld interferometry.
X-ray Talbot-Lau interferometry experiments were performed at the LSU syn-
chrotron, Center for Advanced Microstructures and Devices (CAMD), using a mi-
crofocus X-ray tube and synchrotron X-rays (38 keV). Neutron Talbot-Lau exper-
iments were performed at the CONRAD2 beamline (HZB, Berlin, Germany) and
far-eld experiments at the NG6 beamline (NIST, Gaithersburg, USA). Neutron
imaging of the additive manufactured samples revealed pore structures and evi-
dence of fracture as a function of fatigue. Battery imaging shows the migration of
lithium across battery layers on a visual and quantitative level. X-ray and neutron
imaging of potentially twinned crystals revealed the importance of preserving data
in the 2D projection images that was lost in volume reconstruction. A comparison
of Talbot-Lau, near-eld, and far-eld interferometry with application to additively
xvi





The eld of materials science continues to grow at a rapid pace, with novel materials
enhancing previous materials' physical and mechanical properties. From batteries
to crystals to 3D printing, new methods are needed to characterize and understand
the mechanisms of modern materials in a non-destructive manner.
An easy solution to this problem is through imaging. Imaging provides a way
to view the inner workings of materials while keeping the sample intact and avail-
able for further characterization. X-rays and neutrons are both highly respected
imaging methods, with X-rays advantages including highly coherent beams, low
cost, and high penetration for low atomic Z elements. Neutron advantages include
obtaining bulk properties, isotopic sensitivity, and wavelengths on the order of
inter-atomic spacing (Angstrom size). The complementary nature of X-rays and
neutron imaging can result in valuable datasets on both the 2D and 3D scale.
One benet of imaging is the non-destructive capability of X-rays and neutrons.
The eld of material science is actively looking for non-destructive testing oppor-
tunities. In the case of additive manufacturing, defects within the printed samples
like porosity or cracks are challenging to notice on the micrometer scale length.
In-situ X-ray and neutron imaging during fatigue and stress procedures would
greatly advance knowledge of how the crystalline or amorphous structures change
as a function of wear. By obtaining chemical and physical properties from imaging,
samples can be better utilized under a series of experiments rather than a create
and destroy methodology.
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As for a specic imaging method, of recent interest is grating-based interferom-
etry. Grating-based interferometry relies on the use of absorption gratings to add
coherence to the beam. Once the beam is coherent, a change in phase of the wave-
front can be altered using a phase grating. The change in phase of the wavefront is
propagated down the beam's path and can be detected using an analyzer grating.
When a sample is introduced into the system, alterations to the wavefront are an-
alyzed through transmission (neutron) or absorption (X-ray) images, dierential
phase images, and small angle scattering (dark-eld) images.
The goal of this work is to utilize X-ray and neutron interferometry with lithium-
ion batteries, additively manufactured metallic samples, and geometrically or syn-
thetically twinned single crystals. With the combination of imaging with visual-





X-ray and neutron radiography and tomography has advanced greatly over the
last century, from new instrument setups to a wide range of applications in the
elds of biomedical research and materials science. While X-rays have an advan-
tage of short wavelengths, cost, and high ux, neutrons reign supreme in the case
of penetration depth and isotopic sensitivity. When trying to determine whether
x-rays or neutrons are the better imaging method for a sample, the focus turns
to the chemical or physical properties of interest. To observe lithium movement in
Li-ion batteries, X-ray and neutron radiography can observe volume expansion of
Li or Si particles during the charging/discharging process [1, 2]. For the case of sin-
gle crystal imaging, energy-resolved neutron imaging found single-crystalline bulk
properties in gold crystals that were too opaque for traditional characterization
methods [3]. In our search for signs of geometric and synthetic crystal twinning,
neutron imaging appears as a practical option.
2.2 X-ray Imaging
The discovery of X-rays by Roentgen in 1895 truly revolutionized the eld of
imaging. Roentgen rst observed uorescence from barium platino-cyanide on black
paper at a distance of 2 meters, indicating that an opaque agent was capable of
penetrating the paper [4]. From this initial nding, Roentgen explored various
metals (aluminum, copper, silver) and solutions (water) to determine that the
density and thickness of materials are the main property aecting permeability
[4]. Roentgen also found that while the retina was unable to observe the new rays,
an image of his wife's hand was possible. Although the risks of radiation exposure
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were unknown back then, Roentgen and his wife's hand showed the world the
potential of X-rays for imaging.
In years since, the biomedical eld has utilized X-rays for observing dental cav-
ities to computed tomography (CT) scans of the human body. When a person
ventures through an airport, they and their baggage are subjected to X-rays in an
eort to detect liquid explosives [5]. With low exposures and dosage, X-rays are
proven to be a safe imaging method.
X-ray radiography (2D) and tomography (3D) provide ways of viewing the in-
ternal features of a sample without manipulation. Of recent X-ray interest is the
polymer electrolyte membrane (PEM) in fuel cells, where the dynamics of liquid
water transport can be visualized at spatial resolutions below 10 m [6, 7].
X-rays can be thought of as electromagnetic waves in the wavelength range of
0.01 - 10 nm. X-rays with high energies (above 10 keV, roughly 0.12 nm and below)
are referred to as hard X-rays while X-rays below 10 keV are referred to as soft
X-rays. To calculate the wavelength of X-rays based upon a given photon energy,
Eq. 2.1 is used
E = h = hc= (2.1)
where E is the energy in Joules, h is Planck's constant of 6.626 x 10 34 Js,  is
frequency in Hz, and c is the speed of light of 2.998 x 108 m/s. One challenge with
X-ray energy calculations is that for most experimental setups, X-ray energy is







With X-ray contrast generated by a dierence in attenuation between elements,
weakly absorbing materials are generally not imaged well with X-rays. This is due
to the X-ray absorption coecient, , being proportional to the atomic number Z
(roughly the fourth power of Z) [8]. For low Z elements like carbon, this implies
that better contrast via staining or media is valuable for soft-tissue imaging.
Transmission of X-rays through a sample is based on the wave nature of light
with dierences between the refractive index, n, and thickness of samples, t. Eq. 2.3
shows how the refractive index is dependent upon the real and imaginary parts of
a sample's behavior.
n = 1     i (2.3)












re is the classical electron radius (2.82 x 10
 15 m),  is the wavelength of the X-ray
beam, / the mass attenuation coecient, Nk is the number density, Zk is the
number of electrons, and f 0k is the atomic form factor. f
0
k is a representation of the
scattering signal of a wave generated from an isolated atom. The values for f 0k have
previously been determined by Hubbell [9] and are available freely on the National
Institute for Standards and Technology's website 1.
Number density is calculated by using the density of material, , avogadro's







Mass attenuation coecients (without coherent scattering) for elements are im-
ported as the value of (/) at certain energies 2. The variable  describes the
amount of beam that is absorbed/scattered through a certain thickness of mate-





With  known, the X-ray transmission, T , of compounds can be calculated based
upon dierent thicknesses, t.
T = e t (2.8)
X-rays can be produced from several dierent methods. This study focuses on two
of those methods: X-ray tubes and synchrotron radiation sources.
2.2.1 X-ray Tubes
Many dierent types of X-ray tubes have been developed in the past. Coolidge X-
ray tubes utilized a xed tungsten lament, crystal, and thin metal foil such that
electrons were generated from heating the tungsten lament (cathode material)
and accelerated towards a tungsten target (anode material) due to a dierence in
voltage potential [10]. Once the electrons are accelerated and hit the anode, they
are scattered in dierent directions and generate remsstrahlung and characteristic
X-rays. The rotating anode gas X-ray tube used metal copper targets and water-
cooled aluminum cathode material to provide an intense beam of X-rays with a
ner focus and brighter focal spot than stationary anode tubes [11].
2NIST XCOM: http://www.nist.gov/pml/data/xcom/
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Figure 2.1. Sketch of the setup for a microfocus X-ray tube. Electrons generated from
heating a cathode material are accelerated towards a target due to a dierence in electro-
chemical potentials. When the electrons reach the target, they are scattered in dierent
directions creating remsstrahlung X-rays [12].
Of interest here is the microfocus X-ray tube. Microfocus X-ray tubes have
similar features to the Coolidge and rotating anode tubes (cathode laments, anode
material, and targets), however they also include an electromagnetic lens as shown
in Fig 2.1 [12]. Microfocus X-ray tubes operate under vacuum by hitting a target
material with electrons. In most cases, the lament is a piece of tungsten wire due
to tungsten's high melting point. Properties of the electron beam such as spot size
and stability are determined by the interactive size and trajectory of the electron
beam with the target material [12].
2.2.2 Synchrotron Sources
Cyclic electron storage rings have been around since 1946, where electrons in a
100 MeV electron accelerator were subjected to a radial acceleration of 1017 m/s2
[13]. In order to increase the energy level of the synchrotron, the speed of the
electrons needs to be sucient to account for energy lost through radiation. Syn-
chrotron radiation sources provide highly brilliant X-rays at a low cost [13]. The
storage rings have been through several generations of upgrades, usually referred to
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from zeroth to fourth generation sources. Zeroth and rst generation synchrotrons
were used for high energy physics, with the main dierence being that the rst
generation rings stored electrons for long periods of time, hours [14].
The X-ray radiation produced from synchrotron radiation is over a broad spec-
tral range in comparison to X-ray tubes, which operate in a narrow bandwidth
with a cone beam geometry [15]. The parallel beam nature of synchrotron radi-
ation ensures high brightness, polarization, and pulsed time stamps to determine
the energy of the beam at specic time points [15]. Recently developed synchrotron
sources called compact light sources (CLS) act similarly to a synchrotron source
with tunable X-ray energies and a large eld of view while only taking up a few me-
ters of space [16]. Bending magnets are used to propel the electrons in the storage
ring in a circular path. Despite these advantages, operational costs of synchrotrons
remain higher than tube sources due to the large amount of necessary shielding
and cost to x the magnets.
To generate higher energy radiation, insertion devices can be used in the storage
rings. Insertion devices operate in straight sections of the storage ring as linear
accelerators and produce periodic oscillations of the electron beam through the
use of alternating polar magnets [17, 18]. When the electrons pass through the
magnets, radiation sources are generated at multiple points due to the oscillations
from the magnets. Since the ux of the radiation is dependent on the speed of
the electrons, having faster electrons pass through insertion devices implies more
radiation [19].
The two main types of insertion devices are undulators and wigglers. The main
dierence between wigglers and undulators is the K-factor, which is a constant
depending on the charge of the particles, q, the magnetic eld, B, the period of
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the insertion device, u, the speed of the particle, , the mass of the particle, m,





The K-factor determines the amount of radiation that can be generated from an
insertion device. In the case of wigglers, K is much greater than 1 while in undula-
tors K is less than 1. The easiest way to alter K is by changing the magnetic eld
of the wiggler or undulator via the distance between magnets.
The radiation produced from undulators depends on the magnetic period length,
strength of the magnetic eld (radiation intensity is roughly the square of the
magnetic eld strength) and electron energy [18, 20]. Slotted steel bars cover the
faces of 25 magnets with teeth lling in the gaps, where the magnets are altered
North/South and South/North to reduce horizontal radiation [20]. Electrons pass
through an evacuated ight tube with a period of 40 mm [20].
The dierence between wigglers and undulators is that wigglers have smaller
spacings in-between the magnets, leading to a higher number of periods [17]. Wig-
glers also provide a large fan of radiation, meaning that multiple beamlines can
share the radiation generated from one pole of the magnet [15]. In the case of the
Synchrotron Radiation Resource Center, a 25-pole, 1.8 Tesla wiggler with a 1.3
GeV storage ring split 13 mrad of radiation into three beamlines to produce pho-
tons at 6, 8, 10, and 12 keV [21]. With many options for the number and periods of
magnets, wigglers have many ways to tweak their performance to become suitable
for imaging.
The LSU synchrotron, the Center for Advanced Microstructures and Devices
(CAMD), operates a 1.5 GeV electron storage ring and surprisingly is the only
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Table 2.1. CAMD Synchrotron Storage Ring Parameters
Parameter Value
Beam Energy (GeV) 1.3 - 1.5
Beam Current (mA) 150 - 300
Bending radius (meters) 2.928
Critical wavelength 4.85 - 7.45
Critical Energy (keV) 1.66 - 2.56
Beam half-life (hours) 6 - 9.5
Harmonic number 92
Radiative power (watts/mrad/mA) 0.014 - 0.024
Injection energy (MeV) 200
Natural emittance (m-rad) 2x10-7
Electron-beam width (mm) 0.6
Electron-beam height (mm) 0.15
state-funded synchrotron in the United States 3. Properties of the synchrotron in-
clude a 200 MeV low-energy-injected Chasman-Green lattice, eight bending mag-
nets located around the ring structure (radius of 2.928 m), and two straight sections
for undulators or wigglers (one 7 T superconducting wiggler is currently installed).
Parameters for CAMD can be seen in Table 2.1.
2.3 Neutron Imaging
Neutron imaging has provided many advances in the elds of materials science,
physics, and scattering. Neutron penetration through a 10 Hz cylindrical steam
engine showed water vapor condensation after normalization of images [22]. While
neutrons may be more expensive than X-rays, they posses higher penetration
power, meaning it is possible to obtain bulk properties of materials. Neutrons have
an isotopic sensitivity and magnetic moment, opening the possibility for observing
unlikely isotopes and polarized neutron experiments.
Neutron imaging also has a wide range of wavelengths possible, from hot to
thermal to cold neutron. Hot neutrons possess wavelengths from 0.4 A - 1 A, which
are quite fast for neutron imaging. Thermal neutrons are in a more appropriate
3CAMD; http://www.lsu.edu/camd/about/index.php
10
range for imaging and have a wavelength range of 1 A - 3 A, where they are in
equilibrium with the cooling water around the reactor core. Cold neutrons are on
the wavelength of 2.5 A - 20 A as they pass through liquid hydrogen or deuterium
at 20 K. Imaging experiments can be optimized for cold neutrons over thermal
neutrons due to the larger cross-section for materials at lower energy [23]. This
means that the samples utilized need to be small since the attenuation coecients
are higher than when using thermal neutrons.
2.3.1 Reactors
There are several types of nuclear reactors, from small Training, Research, Iso-
topes, General Atomics (TRIGA) reactors to fast pulse and high ux reactors [24].
Nuclear research reactors tend to use highly enriched uranium (235U) for source
brightness, i.e., number of neutrons per unit area per time. When the neutrons
continue to interact with other 235U nuclei, more neutrons and heat are generated
until the ssion process becomes self-sustaining. Two ssion reactions for 235U are








0 n) 14454 Xe+9038 Sr + 2 10n (2.11)
Many neutron reactors utilize graphite, light and heavy water as moderators, cool-
ing agents, and radiation shields to slow fast neutrons down to speeds where ssion
can occur [25, 26]. The high ux isotope reactor (HFIR) at Oak Ridge National
Laboratory (ORNL) operates at 85 MW and uses highly enriched 235U as the fuel




Spallation neutron sources are anticipated to be the way of the future for neutron
imaging. With reactor sources shutting down such as Helmholtz-Zentrum Berlin
(HZB) in 2020 5, spallation sources are becoming the main supply for neutron
imaging. There are several spallation sources already around the world, including
the Swiss Spallation Neutron Source (SINQ) at the Paul Scherrer Institute (PSI),
Switzerland, the Los Alamos Neutron Science Center (LANSCE) in Los Alamos,
New Mexico, and the Spallation Neutron Source (SNS) at Oak Ridge National
Laboratory (ORNL), Oak Ridge, Tennessee. Spallation sources operate by having
protons shot at a target material made of heavy atomic nuclei. In the case of SNS,
the proton beam has an energy of 1 GeV with 2 mA current and the target is made
of owing mercury [27]. When the proton hits the nuclei, neutrons and particles
are loosened such that they continue interacting with other nuclei, creating more
neutrons.
Spallation sources operate in a time-of-ight (TOF) mode, where neutrons are
generated in pulses to each beamlime. TOF instruments operate based upon in-
elastic neutron scattering, where scattering of the neutron beam from a sample
can be detected. With spallation neutron imaging, there are several wavelengths
possible for each pulse. Since the pulses operate over a wide range of wavelengths,
a chopper can be used to select short, near-monochromatic pulses from the neutron
beam. To calculate the energy of the scattered neutrons, information regarding the
scattering angle and time stamp of a sample's interactions with the beam are re-
quired [28]. By including multiple choppers on a beamline, the energy resolution of
the beam can result in a narrow beam, along the order of 15 mm [28]. In the case of
5https://www.helmholtz-berlin.de
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material characterization, this becomes a great advantage as monochromatic beam
can determine scattering parameters as a function of wavelength.
There are several types of neutron detector combinations currently used at neu-
tron imaging beamlines, including Microchannel Plates (MCPs), Charge-Couple
Devices (CCDs), and complementary metal-oxide semiconductor (CMOS) sensors
with scintillator screens [29, 30, 31]. Advantages of these combinations include
spatial resolution down to 10 m from magnication [32]. Some of these devices
operate with 3He under the reaction shown in Eq. 2.12.
3He+ n)3 H +1 H + 0:764 MeV (2.12)
However, due to cost and a shortage of 3He, other 3He-free detectors using Al2O3
lamellas coated with 1 m 10B enriched B4C have been proven as viable alternatives
[33].
2.4 Bragg Edge Imaging
Bragg edge imaging provides one way to understand the crystallographic informa-
tion within a sample. Using a monochromator, a series of images are collected at
diering wavelengths to determine if a phase change occurs within the sample. In
the case of neutrons, cold neutrons have similar wavelengths as the dhkl dimensions
of crystalline compounds [34]. If a change of phase occurs, the transmission signal
increases greatly once the plane is no longer probed. This is based upon Bragg's
law,
n  = 2dhklsin (2.13)
where neutrons are scattered coherently at angles of 2 from lattice planes at
certain lattice distances, dhkl. Cold neutrons are optimal for Bragg edge imaging
since materials tend to have intense Bragg edges within this region [23].
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2.5 Image Processing
Image processing can be the trickiest part of an experiment as it becomes challeng-
ing to determine if features observed in images are real or a characteristic of the
beam, camera, detector, or setup. The following describes how images were pro-
cessed for experiments in Chapters 4, 5, and 6, however similar image processing
is performed for experiments around the world.
Raw images collected from experiments can be in several dierent formats: ti,
jpg, or FITS. Ti les are generally easy to import and process using a wide
range of programs. The size of the images depends upon the pixels of the camera.
Binning can occur within the camera (typically 2 x 2 or 4 x 4) or after images
are collected during processing. Once the raw images are imported, cropping can
occur. Cropping is only needed if image quality is poor from issues such as defects
in scintillator screens, optical parts, or beam divergence.
The sample images are processed with the reference images or \white" beam
images. Sample images are divided by the reference images to get signal for each
transmission/absorption, dierential phase contrast (DPC), and dark-eld (DF)
image. At this point, projections are made for each angle, usually in the FITS
format.
During tomography experiments, if the center of rotation is slightly misaligned,
the 0 and 180 projections will be o by several pixels. A shift can be applied to
the projections such that known points of a sample (such as corners of a cube)
can be set to the same location, thus leading to proper registration of all the pro-
jections. Once this shift is applied to the absorption, DPC and DF projections,
sinograms, also referred to as interferograms, can be generated. Sinograms repre-
sent absorption, DPC and dark-eld intensity as a ray is propagated through a
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sample at dierent angles. The information embedded in the sinograms is used to
help reconstruct an object.
2.6 Reconstruction
Once the sinograms are generated, there are several dierent methods for recon-
structing X-ray and neutron data. The ltered back projection (FBP) method, the
Radon transformation, is one of the most common algorithms used. In the case of
X-ray biomedical imaging, reducing the number of projections needed with X-rays
was found as feasible with FBP [35]. However, one issue with FBP is that it can
result in noisy datasets due to amplication of high-frequency signals. Reconstruc-
tion software such as SNARK09 [36], Octopus [37], MATLAB, and the ASTRA
toolbox [38] have a variety of Radon algorithms including simultaneous iterative
reconstruction technique (SIRT) and simultaneous algebraic reconstruction tech-
nique (SART) [39]. The time needed to reconstruct large datasets can be long on a
single central processing unit (CPU) so the use of graphics processor units (GPUs)
is suggested to help speed up reconstruction [40]. A free, open-source python based
software called TomoPy was recently discovered and shows great promise in com-
bining reconstruction with functional programming [41, 42].
2.7 Visualization
Visualization plays a key role in imaging research. Several issues can arise in the
determination of whether a feature is truly present or if it is a characteristic of
the beam. Visualization software can help manipulate the data such that unex-
pected consequences of reconstruction like ring artifacts can be easily removed.
The AvizoTM software has useful features for materials science imaging with skele-
tonization, image segmentation, and registration 6. Another Java-based software
6https://www.fei.com/software/avizo-for-materials-science/
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program is ImageJ, developed at the National Institutes of Health (NIH) 7. ImageJ
enables users to import large les (on the order of 10 GB) of many dierent formats
(ti, jpeg, raw, HDF5) while extracting useful statistics from the images or vol-
umes. These visualization programs are used to view Li-ion/Li-polymer batteries,
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Back in 1887, Albert Michelson and Edward Morley disproved the concept that
light must have a supporting medium (referred to as ether/aether) to transmit its
wave motions, paving the path to the foundation of the special theory of relativity
[1]. To set up the experiment, Michelson used a beamsplitter to split light into two
paths, where each path is reected back toward the beamsplitter using mirrors and
the amplitude of the beams are recombined [1]. A slight dierence in the angles
between the beams can result in a sinusoidal fringe pattern, making it possible to
detect intensity changes as a function of angle. While this research was performed
over a century ago, the Michelson interferometer design was recently utilized in
the Laser Interferometer Gravitational-Wave Observatory (LIGO) in 2015 for the
rst detection of gravitational waves from two stellar-mass black holes [2].
In comparison to light waves, the wave-particle duality of atoms also makes
for interesting features in the eld of interferometry. Atomic waves are split into
two or more alternating paths and the resulting interference patterns are observed
for measuring inertial displacements, probing a material's properties, and under-
standing quantum mechanics [3]. In the case of a beam of He atoms shot through
gratings, higher order Talbot fringes can result in periodic self-images downstream
[4]. To generate the Talbot-Lau eect with gratings, the rst grating operates as
a multitude of incoherent waves that can be projected on a detector from Fresnel
diraction of a second grating [3].
With a wide range of imaging options to choose from, one recently advanced
method called grating interferometry provides several advantages to conventional
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radiography. A US patent applied for by John Clauser in 1997 explains how a
micro-fabricated grating-interferometer can be tuned to observe an element-specic
refractive index via the reduction of blurring and eects of X-ray scattering [5].
Grating interferometry produces conventional attenuation images (absorption in
the case of X-rays) along with two new imaging modalities: dierential phase con-
trast (DPC) and dark eld (DF), which is synonymous with small angle scattering.
Neutron DPC imaging was proven as a viable imaging method using a monolithic
silicon crystal interferometer and thermal neutrons [6]. Recently, X-ray dark-eld
imaging was used to nd cracks in a trigylceride stearin sample [7] and grain orien-
tation in wood [8]. By providing three image datasets instead of only attenuation
images, neutron grating-interferometry oers many new opportunities for materials
science imaging.
So how does the grating interferometer work? Fig. 3.1 shows a generic setup for
either X-ray or neutron grating-based interferometry. Three gratings are used in the
setup: the source grating, G0, adds phase coherence to the beam, the phase grating,
G1, creates a periodic interference pattern that can be detected at specic distances
downstream (often called the fractional Talbot distances), and the analyzer grating,
G2, detects changes in the interference pattern. When a sample is placed in the
beam path, changes to the beam's intensity make it is possible to determine the
attenuation, DPC, and DF signals.
3.1 Single-Shot vs Stepped-Grating Interferometry
In 2008, the spatial harmonic method was introduced by Han Wen from the Na-
tional Institutes of Health. In this imaging method, a grating-based method col-
lected absorption, dierential phase-contrast, and dark-eld signals from a single
raw image [9]. During an X-ray experiment, a grating made of alternating lead
and aluminum stripes is used to mask the beam. When a sample is introduced into
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Figure 3.1. Example of a grating interferometry setup. The X-ray or neutron source is
located on the right and continues through a source (G0), phase (G1), and analyzer (G2)
grating until interference patterns are resolved by a detector. A sample can be placed
anywhere along the beampath, in this case it is located between G2 and the detector.
the system, the projection image is altered based on the grating's pattern, thus
making the Fourier spectrum of the projection a combination from the grating
and the object [9]. The Fourier spectrum is characterized by a strong peak at zero
spatial frequency and two harmonic peaks at the grating's period. Using an inverse
Fourier transform of band-pass ltered areas near the peaks gives a main image
and two harmonic images [9]. With scattering generating a higher signal in high
spatial frequency components, the division of the harmonic images by the primary
images gives the dark-eld image [9].








where M and N are integers and P is the period of the grating [10]. The harmonic
spectrum is generated from the fact that the spatial frequency of the sample's pro-
jection image is repeated at each peak. There is also an assumption that the har-
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monic spectra do not overlap as the central harmonic image does not contain any
grating alterations, meaning it can only be aected by absorption, not diraction
or small angle scattering. In the search for microstructures in cortical and trabec-
ular bone, single-shot interferometry showed how the scattering signal increases
as a function of increasing bone thickness while the phase signals decreased from
more dispersed X-rays [11].
In comparison to single-shot interferometry, stepped-grating interferometry (also
referred to as phase-stepping) has been used in a wide range of applications, from
observing mouse joints to understanding phase distribution in MgO crystals [12,
13, 14, 15]. Phase-stepping introduces a phase shift between two interfering beams
and determines the phase of an object through a set of images (also referred to
as interferograms) [16]. Several algorithms have been designed to determine the
modulating phase of the beam based upon the sinograms [17, 18]. A calibration
method to track /2 phase shifts of the beam sums the interferograms at specic
spatial locations followed by phase determination [16].
In the phase-stepping process, there are two absorption gratings (G0 and G2)
and a phase grating (G1). The phase grating is stepped over the course of at least
one period of the grating to generate a sinusoidal prole [19]. The grating is stepped
laterally to introduce a phase dierence between two interfering beams that can
be detected through the use of an imaging detector such as a CCD [13]. When
the interferograms are turned into projections as a function of sample rotation
(sinograms), tomographic volumes can be reconstructed, providing information
regarding the absorption, phase, and scattering of a sample.
3.2 Grating Fabrication
There are two dierent types of gratings: absorption and phase. Absorption grat-
ings are extremely challenging to make for both X-rays and neutrons while phase
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gratings are much easier. The high aspect ratios desired of the substrate mate-
rial can require the use of lithography and electrochemistry, referred to as LIGA
(Lithographie, Galvanoformung and Abformung). The following explains the dif-
ferences between X-ray and neutron grating fabrication.
3.2.1 X-ray Gratings
One X-ray grating fabrication method is using X-ray lithography, where a Ti lm is
sputtered on a large (100 x 100 mm2) Si substrate [20]. Spin-coating and patterning
by UV light can be performed on the substrate, with heights of 4 m, pitch of
5.3 m, followed by electroplating of Au in the structure [20]. An epoxy, in this
example SU-8, is coated at 40 m thickness and the nal step involves wet etching,
where KOH removes the Si substrate and buered HF removes the Ti lm [20].
While the process described above is quite complicated, it is simpler to fabricate
X-ray gratings than neutron gratings. X-ray gratings G0 and G2 are usually gold
printed on graphite or Si, whereas G1 is Si printed on graphite or Si. Au is used
because it is easy to print in a high aspect ratio, where the thickness of Au must
be greater than 20 m for 10-40 keV energies [20]. Unfortunately, Au absorbs a
lot of X-rays so the material is desired to be as thin as possible. Graphite is used
as the substrate material because it does not absorb X-rays. Silicon is also used
because it provides a nice phase shift of the wavefront.
A new non-destructive method for determining the height of gold on gratings
was found [21]. In this method, the Beer-Lambert law is used to calculate the
height of gold as the grating is rotated in an X-ray synchrotron beam.
3.2.2 Neutron Gratings
Previous fabrication methods of neutron gratings included evaporating a 300 nm
thick silver lm on a silicon wafer, followed by milling of 100 m long trenches,
period of 400 nm, using a focused ion beam (FIB) [22]. A major issue that arises
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from this process is the remaining gallium ions on the surface of the material from
the FIB milling. The sidewalls of the structure are often sloped near the surface,
implying that high precision is needed to fabricate the gratings.
Gadolinium sputtering was a more recent technique to attempt to create high-
aspect ratios of Gd on silicon. In this process, gadolinium was sputtered to a height
of 11 m on a silicon grating with a period of 4 m [23]. Quartz can also be used
as a substrate material, but the thermal match between gadolinium and silicon is
better [24]. During the sputtering process, temperature changes of more than 30C
can result in lm stress/cracked lms [24].
An easier method for manufacturing neutron gratings was developed in 2013
using gadolinium oxysulde (Gadox) on silicon structures [25]. During this process,
15 cm silicon wafers are fabricated with a negative photoresist material followed
by photolithography and etching of the wafer [25]. Afterwards, Gadox particles are
bound with a texanol/acrylic resin mixture and spread into the silicon structure
[25]. Once the wafer is lled, excess Gadox is removed by a knife edge and followed
by heat treatment and inspection with a scanning electron microscope (SEM)
[26]. Neutron interferometry characterization of the gratings showed a maximum
visibility of 9.7% at 2.7 A [26]. A sketch of the grating fabrication process is shown
in Fig. 3.2.
3.3 Absorption/Attenuation
Traditional X-ray and neutron imaging produces absorption images for X-rays
and attenuation images for neutrons. When X-rays interact with the electrons
of a material, the amount of absorption can be detected through changes in the
scattering, whether through coherent/elastic scattering or incoherent scattering.
The intensity of the beam detected at each pixel is represented by Eqs. 3.2 and
3.3 [25].
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Figure 3.2. Gadox grating fabrication process. Photo-resist of the material coating (a),
UV exposure to the material (b), etching with an ion beam (c), fabricated silicon struc-
ture (d), addition of Gadox particles in mixture (e), precipitation of Gadox under vacuum
(f), removal of excess Gadox (g), and solidication of resulting structure (h). Reprinted
from Kim. et. al 2013 with the permission of AIP Publishing [25].
I(m;n; xg) = a0(m;n) + a1(m;n)cos[
2
pg
xg + k(m;n)] (3.2)
I(m;n; xg) = kak(m;n)cos[k
2
pg
xg + k(m;n)] (3.3)
where (m,n) are detector row, column coordinates, pg is the grating period, xg is
the grating position, a0 is the sinusoid oset, a1 is the sinusoid amplitude, and 
is the sinusoid phase shift.
Transmission imaging, Eq. 3.4, is calculated using the sinusoidal nature of the
wavefront. The amplitude of an open beam, a0reference, is related to the amplitude





A sample calculation for the average transmission, dark-eld and dierential phase
contrast signals are shown in Fig. 3.3. In the case of Fig 3.3, the average trans-
mission is 5828 counts.
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Figure 3.3. Reference transmission, visibility, and phi plots for open beam images taken
from CAMD in April, 2017.
3.4 Phase Contrast
The discovery of phase contrast imaging in 1942 by Zernike created a new way to
observe chemical and physical phenomena based on the wave nature of light with
dierences in the refractive index and thickness of samples [27]. Determination of
the phase of a sample is dependent upon refraction, which is a measure of the
change in direction of a wavefront as it propagates through dierent mediums.
Fig. 3.4 shows a ray as it travels from one medium through another.










When the ray transitions across the interface between two mediums, the change
in velocity from v1 to v2 causes a change in the wavelength of the ray. A common
example of refraction is a straw partially immersed in water. When looking at the
straw from many viewpoints, the straw appears to bend at the location of the
air/water interface. With the refractive index of air at 1.0 and water at 1.33, the
bending of light plays tricks on the eye as to the specic location within water
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Figure 3.4. The incident ray on the left travels at a velocity of v1, angle of incidence
of 1, through a medium of refractive index n1. When this ray interacts with another
medium n2, the velocity is changed, v2, and the angle of refraction, 2, is altered.
of the straw. When the angle of incidence is equal to the angle of refraction, the
sample is said to have total internal reection.
For X-ray experiments, phase contrast imaging works by obtaining a very high
sensitivity (1000 times higher than absorption imaging) to low atomic number
elements as a result of a much larger interaction cross section than absorption. [28,
29]. Advances in X-ray phase contrast imaging have proven valuable to the medical
eld because of the low X-ray dosage that is non-destructive and limits over-expose
of samples. Examples of the benets of phase contrast computed tomography (CT)
include imaging of tumorous cells in breast tissue, liver tissue, and lung tissue
[30, 31, 32].
The optical density of a sample is calculated as the negative natural log of X-ray
transmittance (Eq. 3.6) [28].
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Figure 3.5. On the left, elastic scattering of a particle is shown. On the right, inelastic
scattering is shown.
D(x; y) =  lnT (x; y) =
Z





(x; y; z)dz (3.7)
 is X-ray wavelength, (x,y,z) is the linear absorption coecient, and  is refractive
index of the material.
The dierential phase shift, @
@x
, generated by an object in the beam's path causes












There are multiple kinds of scattering, however the focus below is on elastic and
inelastic scattering. Elastic scattering refers to a particle that maintains the same
kinetic energy after an interaction with electrons (X-rays) or the nucleus (neu-
trons). With inelastic scattering, there is a change in the kinetic energy of the
particle such that it moves slower or faster after hitting a target atom. Figure
3.5 shows the dierence between elastic and inelastic scattering as the Q vector is
concerned.
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The scattering vector Q is dened by Eq. 3.9.




If an energy beam maintains the same energy after interacting with a particle, k
and k0 are equal. If energy is lost or gained such that k0 is less than k or greater
than k, then this is said to be inelastic scattering.
In the case of imaging, the scattering from a sample can be detected through
the dark-eld imaging modality [34]. The dark-eld signal is representative of the
sample visibility, V , in an X-ray or neutron beam. The visibility of a wavefront is
dependent upon amplitude of sine wave, which are measurements of the intensity





When a sample is placed in the path of the beam, intensity changes of the sine
wave are calculated for sample visibility and open beam visibility. The DF signal
is the ratio of the sample visibility, Vs, to the reference visibility, V0, as calculated









The concept of Talbot-Lau interferometry must rst be described by the Talbot
eect. In 1836, H.F. Talbot discovered that when light interacted with a dirac-
tion grating, periodic self-images of the grating could be seen downstream through
diraction interference that came to be known as the Talbot eect [35]. The dis-
tance at which the image actually appears is referred to as the Talbot length and
self-images are generated at periodic distances based on the grating, referred to as
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Figure 3.6. In part a, a single horizontal grating shows no evidence of moire fringes. When
a second grating is added in part b, moire fringes appear in the direction perpendicular
to grating orientation. When a third grating is added in c, periodic self-images can be
observed at specic Talbot distances. Reprinted with permission from Kim et al. 2012,
The Optical Society [37].
the Talbot distances [36]. The Talbot length is calculated using the wavelength,
, and the period of the structure, Pg [36]. By dividing the Talbot lengths in half
(1/2, 1/4, 1/8...) the periods and sizes of the images are halved as well, creating
a fractal pattern (Fig. 3.6) [37]. Observing the Talbot eect becomes challenging
when the wavelength is a function of time, such as the neutron wavelength at a
pulsed neutron source [3].
3.6.1 Theory
Neutron grating-based interferometry has previously been based on the Talbot-
Lau geometry, in which two absorption gratings (G0, G2) and one phase grating
(G1) are employed [38, 39]. The G1 grating adds a phase shift to the lamellas on
the grating, which can be detected as an interference pattern of a certain period
at the detector [40]. The phase gratings can introduce a  or /2 phase shift,
dependent upon expected wavelengths of the X-ray or neutron beam. Fractional
talbot distances, Dn, are calculated using Eqn. 3.12, where the talbot orders are
integers, n = 1; 2; : : : , that depend on the period of the phase grating, Pg, and the






Pg = p1= with
8>><>>:
 = 1; for a =2 phase shift grating or an absorption grating,
 = 2; for a  phase shift grating.
(3.13)
When the sample is located in front of G1, the eective sample to detector distance,
LSeff must be taken into account (Eq. 3.14).
LSeff =
(L1 + L2  LS) L2
L1
(3.14)
The period of the moire fringes can be calculated using Eq. 3.15 based on the total







Recently, in a search for low-X-ray dose clinical imaging, a new interferometry
design called far-eld interferometry was discovered with X-rays [41]. In this setup,
one absorption grating (G2) is replaced with another phase grating, thus doubling
the ux through the system [42]. Flux doubling is very attractive for neutron
imaging given the relatively low ux available at most facilities. In comparison to
Talbot-Lau interferometry, the main advantage of a far-eld interferometer is the
ne-tuning of the system to probe a wide range of sample scattering lengths, from
roughly 50 nm to 5 m.
The ability to probe a wide scattering range means that the dark-eld imaging
is essentially a small angle scattering experiment where particle radius and volume
fraction can be determined [43, 44]. When applied to complex systems like additive
manufacturing or batteries, the far-eld DF imaging has the potential to quantify
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and visualize the evolution of particle size during chemical and physical changes
to materials.
3.7.1 Theory
A parameter called the autocorrelation length is representative of the scattering
within a sample at specic sizes. Eqn. 3.16 shows how to calculate the autocor-
relation scattering length, , knowing the wavelength, , the sample to detector
distance, z, the G1-G2 distance, D, the total length of the system, L, and the pe-
riod of the phase grating, Pg. The equation below is representative for a neutron





There are two experimental setups that can probe auto-correlation scattering
length: one changes the G1-G2 grating distance D, the other changes the sam-
ple to detector distance, z. The reason this is possible is through Eq. 3.16, where
z and D are both in the numerator in the autocorrelation length equation. It is
possible to alter either z or D in this equation, resulting in the same autocorre-
lation length. In the case of experimental beamlines with limited space, a strict
location on sample placement would require changing the grating distance, D, to
probe dierent scattering lengths. In comparison, a several meter long neutron
guide hall possesses enough space to translate a sample along the beampath and
probe a wide range of  values.
With the far-eld interferometer operating as a new instrument setup, several








The source, Ps, and phase, Pg, gratings are technology limited so the periods are
known. The only two variables left are  and L1. In most instrument setups,  is
known, meaning L1 can be calculated. The benet of the far-eld setup is that L1
= L2 such that the total instrument length, L, can be easily calculated.
In calculating , the increments of maximum and minimum visibility are based
on the inter-grating spacing D. For maximum visibility,  occurs at n
2
, where n =
odd integers. Minimum visibility would occur at n
2





With a known autocorrelation length, the challenge becomes determining the
relationship between scattering length and particle size. Recent studies focusing
on dark-eld imaging of mono-dispersed spheres revealed that shape and size of
the samples can be extracted through ts to a Gaussian function [44, 45]. The DF
signal of a sample can be equated to the summation of the Gaussian function of 











and  equal to
s = (3=2)(1  v)v22r (3.21)
v is the volume fraction of the scatterer,  is the scattering length density
contrast as calculated from the NIST website1,  is the wavelength, and r is the
1https://www.ncnr.nist.gov/resources/activation/
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scatterer radius. To simplify the equation, we use the term A to represent the
variables below.
A = (3=2)(1  )v2t (3.22)
The DF signal can be represented as lnVs
V0





= (3=2)(1  )v2r[G(r; )  1]t (3.24)
By substituting A in for the volume fraction and density, it is easier to determine
a tting function with the equation below, where A and r can vary.
 ln(Vs=V0)=2 = A r  [1 G()] (3.25)
The far-eld setup and complicated nature of scattering lengths have not been
applied to complex systems like additive manufacturing or lithium ion batteries.
The goal of this research is to utilize this setup and Talbot-Lau interferometry for
imaging of additively manufactured samples, lithium ion batteries, and crystals.
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Since the discovery of the voltaic cell by Volta in 1800, scientists across the globe
have looked at utilizing elements of diering potentials for specic battery appli-
cations. Such examples include NiCd batteries for power tools, lead acid batteries
for golf carts and automobiles [1], and lithium ion batteries (LIBs) for medical
equipment and renewable energy storage [2, 3]. In 1991, the Sony company com-
mercialized the production of LIBs for application in consumer devices [4]. To
harness the best characteristics of batteries, there is a trend for higher energy den-
sity secondary (rechargeable) batteries like Li-S, LiO2, or Li-metal to replace older
batteries [5, 6, 7, 8, 9].
Understanding lithium battery functionality and performance is key towards ad-
vancing energy storage options for the future. On the micron scale, determining the
role of lithium dendrite and particle formation/deformation can lead to optimized
battery construction. Lithium dendrites are clumps of lithium that become \dead"
within the battery chemistry and can penetrate the separator material, leading to
short-circuiting of the cell [10]. Previous studies with Li metal anodes have shown
promise in the prevention of lithium dendrites via a high surface energy during
battery cycling [5]. With safety a primary concern of lithium battery operation,
the value of understanding and visualizing the chemical processes within lithium
batteries remains important.
There are many dierent types of lithium batteries: lithium-ion (Li-ion), lithium
air, and lithium ion polymer (Li-po) to name a few. The main dierence between
Li-ion and Li-po batteries is in the electrolytic material. In Li-ion batteries, a
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Figure 4.1. The layering within a sample lithium ion battery. On average, a single layer
of carbon, LiMO2 or separator material can range from 10 - 100 m. In a battery with
ten layers, this averages out to roughly 1 mm.
lithium-salt electrolyte (usually LiPF6) is held in an organic solvent to promote
lithium ion movement through aqueous material [8, 11, 9]. In Li-po batteries, solid
electrolytic materials such as nano-brous ethylene carbonate/ dimethyl carbonate
(EC/DMC) gels possess high ionic conductivity and high rate capabilities [12].
While both materials have been thoroughly investigated, knowledge regarding their
particle size, cycling behaviors, and spatial dependence is limited.
In a typical battery, a dierence in chemical potentials between cathode and
anode materials is used to convert chemical free energy into electrical energy. For
the case of LIBs, the multitude of LIBs vary based on properties of the anode,
cathode, and electrolyte, where the anode and cathode are dened for the discharge
process. A sample LIB is shown in Fig. 4.1 to show how the electrode materials
like LiMO2 and graphite surround metallic elements such as Al and Cu.
Electrolytes form a solid electrolyte interface (SEI) lm through reduction on the
anode and oxidation on the cathode during the rst charge/discharge cycle [13].
While the total thickness of the SEI is thin, between 15-25 A, it must be a good
conductor for lithium ions while preventing direct contact between the electrode
and electrolyte material [11]. For a LiCoO2/Li or LiCoO2/C6 cell, the SEI occurs
on the anode at a cell voltage between 2.5-3.6 V and on the cathode at 3.95 V [13].
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Typical electrolyte solutions are made of an alkyl carbonate, ethylene carbonate, or
dimethyl carbonate solution with LiPF6 as a salt [14, 15, 16, 17]. LiFePO4 batteries
with LiFePO4/C as the cathode material and lithium metal as the anode have a
potential charge capacity of 170 mAhg 1 using a sol-gel method to ensure a small
particle size [18]. In LiMO2 batteries (where M = Ni, Mn, Co), cathode material
is combined with binder and pressed onto the electrode, resulting in a potential
charge capacity of 140 mAhg 1 [18, 19]. Common anode materials include graphite
due to the ease of lithium intercalation, where interactions between lithium cations
and the graphite layers are strong due to  screening of the electrostatic repulsions
of the cations [20].
Imaging an intact battery provides unique information not otherwise available.
Typical battery components and materials are: (a) a copper negative electrode, (b)
lithium ions intercalated into graphite, (c) an electrolyte barrier for electron insu-
lation, but permitting rapid lithium ion diusion, (d) metal oxide such as LixCoO2,
and (e) an aluminum positive electrode [21]. For the process of battery discharge,
electrochemists label the electrodes as anode (negative) and cathode (positive).
The solid-state chemist formulates a high Fermi level anode material, such as the
LiC6, and a low Fermi level cathode material, such as LixCoO2, (x = 0:2, battery
charged). The range of Fermi levels in the charged battery challenges the stability
of the organic electrolyte; decomposition of a small amount of electrolyte at the
surface of the electrode material creates a solid/electrolyte-interface (SEI) layer.
The stability of the SEI layer is very important for the long term performance of
the battery.
We note several signicant recent works using neutron imaging and diraction:
lithium concentrations and mobilities have been imaged in lithium-ion batteries
[22]; neutron diraction has been reported for several commercial batteries [23]; and
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maps of lithium hydride and hydrolysis products [24]. Herein, we briey discuss our
experiences with neutron-based battery imaging, survey recent neutron imaging
reports, and speculate upon the future of this eld, particularly with respect to
the possibilities of time-of-ight neutron beamline imaging, hydrogen scattering,
and grating-based interferometry. In our search, we show some of the rst spatially
resolved scattering images of batteries.
4.2 Battery Characterization
Characterization of Li-ion batteries can be done in several manners. An easy way
is to observe the battery capacity after a number of charge/discharge cycles. If
the original capacity of a battery is 43 mAh and after 1000 cycles the capacity is
26.5 mAh, the battery is said to be at 50% of its original state of charge (SOC).
Previous characterization methods of Li-ion batteries includes neutron dirac-
tion. Diraction peaks from a fresh and worn large Li-ion cell (200 x 120 x 5 mm,
15,000 mAh) showed inhomogeneous cell degradation at the edge of the batter-
ies [25]. However, problems with this diraction experiment included limited d-
spacings of 1.6 - 2.0 A and 2.1 - 2.4 A [25]. Spatially resolved neutron diraction
of Fe/NaCl and cylindrical Li-ion 18650 cells have shown promise in the search for
non-destructive testing of complex batteries [26, 27]. In the experiments performed
herein, it is anticipated that probing with wavelengths from 2 A up to 5 A will
reveal more diraction peaks and information from within the batteries.
4.3 Experimental
The following sections describe experimental setups and results obtained from a
series of experiments performed on Li-ion and Li-po batteries. Neutron diraction
and statistical analysis methods are presented rst. Next, X-ray Talbot-Lau and
near-eld interferometry images at CAMD are described. Third, neutron Talbot-
Lau interferometry and Bragg edge imaging experiments show the benets of neu-
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trons versus X-rays. Last, the rst application of a neutron far-eld interferometer
to Li-ion batteries is presented.
4.3.1 Neutron Diraction at SNS VULCAN
Neutron time-of-ight (TOF) diraction experiments were performed at the SNS
Engineering Materials Diractometer VULCAN (ORNL, Beamline 7).The VUL-
CAN instrument was set up with a 5 mm x 10 mm x 5 mm sample volume, peak
neutron ux at 2 A, and 30 Hz pulse repetition rate. The beamline length is 43.754
m and the correct two-theta angle is 47.7. Once a TOF spectrum is obtained for
the sample, the peaks are removed by using a sample TOF vanadium spectrum
(Fig. 4.2).
The remaining points are tted to a normalized cubic spline interpolation and
compared to a CeO2 diraction plot from VULCAN based on the Inorganic Crystal
Structure Database (ICSD 165720). This CeO2 diraction plot from VULCAN is
generated with the raw counts versus ight time data using the beamline length
and eective two-theta (Fig. 4.3).
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Figure 4.2. TOF spectra for a vanadium sample with peaks (top) and without peaks
(bottom).
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Figure 4.3. At the top is a neutron diraction plot for CeO2 at the VULCAN instru-
ment. Below the spectrum is a table of the interpolated (VULCAN) and literature hkl
wavelengths for CeO2.
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4.3.2 Principal Component Analysis
Analysis methods of structural battery information have been limited by the abil-
ity to predict a compound's concentration at a various state of charge (SOC)
during cycling. Previous works involving analysis methods called principal compo-
nent analysis (PCA) and multivariate curve resolution (MCR) have shown success
tracking the chemical changes of lithium-ion batteries [28, 29, 30]. These methods
focus on the use of a bilinear model to describe how a data set in a rectangular
matrix, here 655 x 870, (d-space by state-of-charge) is decomposed into spectra
(eigenvectors, 655x7) and concentrations (7 x 870). The spectra are linear combi-
nations of pure d-spacing spectra. While reducing the dataset proved advantageous
for a two-component system, it is of interest to separate a battery system into its
many components instead of grouping components together.
In this study, we focus on utilizing a synthetic LiCoO2/graphite battery dataset
for PCA/MCR analysis. The synthetic system was expected to dierentiate seven
dierent components of both cathode and anode materials. By understanding how
the state of charge and concentrations of dierent components are correlated, we
can better understand how the chemical compounds in battery systems behave
during diraction and imaging experiments.
In order to generate a synthetic battery dataset, structural information of Cu,
Al, LiCoO2, Li0:75CoO2, Li0:5CoO2, LiC6, LiC12, and C6 was obtained through
the Inorganic Crystal Structure Database (ICSD). Models were then generated
using CrystalMaker and imported into CrystalDiract to obtain simulated neutron
diraction spectra of individual components. Data was originally viewed in TOF
vs. intensity, however after consideration of experimental studies, it was identied






Figure 4.4. On the left is the Cu synthetic intensity, on the right LiCoO2 intensity.
An appropriate d-spacing range of 0.5 to 2.5 A was selected as the optimal range
for data analysis due to limited value of peaks below 0.5 A and above 2.5 A.
Synthetic data analysis of the d-spacing versus intensity spectra was performed
using a Mathematica program. The dataset was imported into Mathematica, where
d-space minimums and maximums were determined for each chemical component.
Selected data plots of Cu and LiCoO2 can be seen in Fig 4.4.
After importing the datasets, a chemical equilibrium problem needed to be solved
as the percentage for each component increases, decreases, or remains the same
as the battery is charged or discharged. In the case of this synthetic dataset, as
the battery is charged from 0 to 100% SOC, the concentrations of LiCoO2 and
C6 decrease while the concentrations of Li0:5CoO2 and LiC6 increase. Since Cu
and Al are not involved in the lithium intercalation/de-intercalation process, both
components were not involved in the equilibrium solution. Interpolation functions
of the internal components were then generated from the synthetic data plots and
the equilibrium solutions. A plot of the interpolation functions relating SOC to
concentration is shown in Fig 4.5.
With the synthetic dataset pertaining to a perfect environment, random noise
was added to create more realistic experimental results (Fig 4.6).
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Figure 4.5. Interpolation functions generated in Mathematica for LiCoO2, Li0:75CoO2,
Li0:5CoO2, LiC6, LiC12, and C6.
Figure 4.6. Simulated battery dataset with Gaussian noise
50
With a noisy dataset in hand, the next step involved performing singular value
decomposition to reduce the dataset into eigenvectors based upon values of eigen-
values. After reduction of the dataset, MCR analysis occurred through the use
of free software1 [31]. The MCR-ALS graphical user interface (GUI) was used to
look at spectral and concentration information. The MCR-ALS GUI provided two
main benets over PCA analysis: non-negativity and concentration information.
Non-negativity constraints in the program, provided by non-negative least squares
(NNLS) and fast non-negative least squares (FNNLS), were selected to ensure
that none of the spectra or concentrations would be negative. This benet enabled
accurate and facile determination of the various components in the system.
4.3.3 X-ray Experiments at CAMD
Due to issues with monochromator installation at the CAMD imaging beamline,
a Hamamatsu microfocus X-ray tube was used in place with a Talbot-Lau inter-
ferometry setup. Features of the X-ray tube (model L9181-02) include a voltage of
40 to 130 kV, a focal spot size of 51 m, and a maximum output of 39 W 2.
Four sets of commercial Li-po batteries of varying capacity and thickness were
used for experiments: PGEB 0054018 (15 mAh, 0.5 x 40 x 18 mm), GMB 201030
(43 mAh, 2 x 10 x 30 mm), PGEB 0054338 (50 mAh, 0.5 x 43 x 38 mm), and
GMB 161652 (90 mAh, 1.6 x 16 x 52 mm)3. For the nominal 43 mAh batteries,
one fresh (1 cycle, 37.7 mAh), one slightly worn (125 cycles, 39.9 mAh), and one
worn (1790 cycles, 38.6 mAh at the last cycle) were taped on a sample stage such
that all three were in the beam path during imaging. Batteries were connected to
a 8 channel battery analyzer (6-3000 mA) from MTI and charged to 4.2 V 4. After






Figure 4.7. Setup of the near-eld interferometer at CAMD. The X-ray propagation is
from right to left, interacting with the batteries rst, followed by two phase gratings G1
(middle) and G2 (left), and nally the detector (beyond G2, not shown).
was performed for the charged batteries. Upon completion of charged imaging, the
batteries were then discharged to 2.7 V at a rate of 0.93 C (40 mA/hr for a 43 mAh
battery) and allowed to rest for 20 minutes.
When the monochromator was re-installed, synchrotron X-ray radiation of 38 keV
was used. 2 second exposures provided energy ux to penetrate the batteries of
diering thicknesses. Under the direction of Dr. Han Wen (NIH), a near-eld in-
terferometer was also setup using the 38 keV X-rays. A sample beamline setup of
the near-eld interferometer is shown in Fig. 4.7.
In this setup, the total distance from the sample to G2 is 390 mm, the distance
from G2 to the detector is 118 mm, and the distance between G1 and G2 changed
from 3 - 143 mm. A Pilatus 100K position sensitive photon counter with 172 m
pixels was used. In calculating the autocorrelation length, , a dierent equation
must be used than for neutrons (Eq. 4.1). The reason for this discrepancy in auto-
correlation length formulas is that given the parallel beam geometry of synchrotron
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Figure 4.8. Autocorrelation length calculations for March 2017 experiments at NIST.
The range of  is from 20 nm to 904 nm.  = 0.326 A, D ranges from 3 mm - 133 mm,
and Pg = 2.4 m.
X-rays, the fringe lines generated by G1 are projected onto G2 with little mag-
nication and converted into broad fringes by G2. Scattering eects blur out the





The range of autocorrelation values for this near-eld is from 20 nm { 904 nm
as shown in Fig. 4.8.
4.3.4 Neutron Talbot-Lau Grating Interferometry at HZB
Talbot-Lau neutron interferometry experiments were performed at the HZB-CONRAD2
beamline using polychromatic beam at a designed wavelength of 3.5 A [32, 33].
Distance between the G0-G1 gratings, L1, was 4.78 m, G1-G2 distance, L2, was
2.27 cm. The instrument operated in the rst order Talbot distance with a grating
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Figure 4.9. Li-ion and Li-po batteries glued to an aluminum sheet. On the far left is a
360 mAh Li-ion battery, proceeded by 90 mAh Li-po batteries (labeled 1 and 4), 43 mAh
batteries (labeled 2 and 3), 15 mAh batteries (labeled 5 and 6), and one 50 mAh battery
(labeled 7).
period Pg of 7.97 m, a sample-to-detector distance, z, of 5.0 cm, and a G1-G2
distance of 2.27 cm, yielding an auto correlation scattering length, , of 1.97 m.
Li-ion and Li-po batteries of diering capacities (360 mAh, 90 mAh, 43 mAh,
15 mAh, and 50 mAh) were glued to an aluminum plate (Fig. 4.9). Batteries
were rst imaged at their initial resting voltage (around 3.7 V) with 20 second
exposures at three dierent angles (0, 10, and 20) with 14 grating steps over
1.2 mm, slightly above the 0.8 mm period of the grating. For the 15 mAh batteries,
they were charged up to 4.2 V at 15 mA and left to rest for 20 minutes, following
by \charged" imaging. After \charged" imaging, the batteries were discharged at
15 mA down to 2.7 V and left to rest for 20 minutes. At this point, \discharged"
imaging took place.
4.3.5 Neutron Bragg Edge Imaging at HZB
Bragg edge imaging was performed with monochromatic beam at the HZB CON-
RAD2 beamline on a fresh and worn 43 mAh Li-po battery (Fig. 4.10). Imaging
was performed with 120 second exposures from 3 - 4.2 A by steps of 0.02 A. No
binning was required for this imaging in comparison to the tomography datasets.
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Figure 4.10. Two 43 mAh Li-po batteries of 2 mm thickness, 10 mm width, and 30 mm
height . The fresh battery (#21) is on the left and the worn battery (#2) is on the right.
4.3.6 Neutron Imaging at NIST
In the rst application of neutron far-eld interferometry to batteries, imaging
was done at the NG6 cold neutron imaging beamline (NCNR NIST, Gaithers-
burg). The neutron ux at the detector has not yet been measured; it is estimated
at 106 ncm 2s 1. The slit-to-detector distance was 8.71 m (L); detector-to-G2
was 4.355 m (L2) as was slit-to-G2 (L1), hence the interferometer was operated in
a symmetric geometry. The D-scanning direction of G1 was towards the slits, i.e.,
upstream. The beam dening slits were fabricated from tungsten and 6Li/borated
polyethylene. The slits were adjusted to an uncalibrated opening of 0.5 mm hori-
zontal and 5 cm vertical; the images are blurred along the vertical direction. The
interferometry image sharpness is excellent along the horizontal direction with
L=D  8:71 m
0:5 mm
= 17; 000 while only 170 along the vertical direction. The wave-
length of the beam ranged from 5.2 - 6.3 A and the period of the gratings was
2.4 m. Boraex (silicone polymer and boron carbide powder) was used to cover
the slit and reduce streaking from the neutron beam. The scintillator was a 150 m
thick 6LiF:ZnS screen.
Both gratings were mounted on stages for independent roll, pitch, yaw adjust-
ments as well as collective roll, pitch, yaw adjustments. In addition, G1 was on
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Figure 4.11. Setup for far-eld interferometry experiments for a worn (left), fresh (mid-
dle), and slightly worn (right) battery at NIST. The batteries are all 43 mAh, 30 mm
tall batteries and set up in this orientation to perform imaging, charging, imaging, and
discharging while keeping sample location steady.
linear translation stage for scanning D(G1-G2) from closest possible approach, 3
mm, to over 40 mm separation. A critical adjustment is the roll positioning of G1
with respect to G2; an angular settability of 0.001 was needed. The centers of
angular adjustments did not coincide; this is a area worthy of improvement.
The same set of Li-po batteries from the experiment at CAMD (see Section 4.3.3)
were also imaged using the neutron far-eld interferometer at NIST. Batteries were
charged to 4.2 V, left to rest for 20 minutes, then imaged. Once the charged imaging
was complete, the batteries were discharged to 2.7 V at a rate of 0.93 C (40 mA/hr
for a 43 mAh battery), left to rest for 20 minutes, and imaged. After the rst set of
discharged battery imaging was performed, a second dataset of discharged images
was obtained two hours later to observe any dierences in battery quality. A sample
image showing a worn, fresh, and slightly worn battery is shown in Fig. 4.11.
The sample was mounted on rotation stage and positioned 5 cm downstream of
G2. This position yields an optical magnication of m = L2
L
= 2. A 150 m thick
6LiF/ZnS scintillator was imaged with an Andor NEO sCMOS, air and Peltier
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Figure 4.12. Autocorrelation length calculations for June 2016 experiments at NIST
based on Eq. 3.16. The range of  is from 338 nm to 4.5 m.  = 5.4 A, D ranges from
3 mm - 45 mm, z / L = (4.35 m / 8.71 m) = 1/2, and Pg = 2.4  m.
cooled to -30 C detector optically coupled with Nikor F1.2 50 mm lens focused at
50 cm to the scintillator. The scintillator, front surface mirror, lens, and detector
were mounted in a light-tight box and bellows. The detector had 25602160 square
6.5 m pixels; the lens had a reproduction ratio of 7.9 giving eective 51.35 m
pixels. The geometric magnication of 2 then gives an eective pixel size of 25.7 m
pixels. To reduce detector readout noise to near 0.5, readout was set to 200 MHz
with a single 12-bit ADC. Exposure times were 10 and 20 seconds. Images were
corrected with dark count images. Several datasets took three images of the sample
at each grating distance. Median (radius of 2 pixels) and mean (radius of 3 pixels)
ltering were used to remove gamma streaks from the images.
The interferometer was operated in D-scan mode. In D-scan mode, a xed sam-
ple rotation was used and D (G1-G2 distance) was scanned in 1 mm increments,
typically from 7 mm to 35 mm corresponding to a range of autocorrelation scat-
tering lengths 338 nm to 4.5 m. Calculations for the autocorrelation length, , in
the 2016 experiments are shown below in Fig. 4.12.
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The interferometer was also used in stepped-grating mode, typically with 9 step
positions evenly spaced over 3 m, slightly more than the 2.4 m phase grating
period. In one test, 12 positions over 3 m gave slightly better results as measured
by 2 in the visibility images. Two software packages were used for reduction of
the interferograms to projections of attenuation, dierential phase contrast, and
dark-eld (small angle scattering) images. The NIH software, graciously provided
by Dr. Han Wen, was used for initial processing at the beamline and is based
o Fournier analysis [34]. The LSU software was used for production work o-line
[35]. The tomography projections were reconstructed with SIRT (ASTRA toolbox)
[36]. The small angle scattering signal extracted from the dark-eld images as a
function of the D-scans was analyzed for the autocorrelation lengths.
4.4 Results and Discussion
Battery diraction and X-ray/neutron imaging was utilized in a step-wide manner
to try and observe battery characteristics after certain experiments. The discussion
below explains how neutron diraction of a fresh and worn Li-ion battery led to the
trial of a statistical analysis method (principal component analysis/multivariate
curve resolution). Although this option was explored, Talbot-Lau X-ray imaging
was thought to be a simple way to reveal information within the thin Li-ion and
Li-po batteries. Neutron Talbot-Lau interferometry and Bragg edge imaging were
then explored as a more costly, but useful option. Finally a new interferometry
setup called far-eld interferometry was explored with the batteries using both
X-rays and neutrons.
4.4.1 Neutron Diraction at SNS VULCAN
Neutron diraction experiments are meant to reveal specic information about hkl
planes within a polycrystalline material. In the case of a Li-ion/Li-po battery, this
becomes more complex due to the wide range of materials used for anode, cath-
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Figure 4.13. Neutron diraction for a fresh Li-ion battery
ode, electrolytic, and separator material. Figures 4.13 and 4.14 show the neutron
diraction patterns taken from 0.5 - 2.5 A at the VULCAN instrument at ORNL,
SNS.
Li0:5CoO2 and LixC6 peaks at 1.85 and 2.15 A, respectively, are absent in the
worn battery as compared to the fresh battery. While the understanding is that
lithium is not leaving the cell, it is trapped in a non-electrochemically active phase
within the battery such that lithium intercalation cannot be fully achieved as in
the rst charge/discharge cycle. Also observable is a decrease in LiC12 at 1.78 A
and an increase of C6 at 1.69 A.
To further understand the relevance of the neutron diraction data, spectral
analysis using PCA/MCR was performed. MCR analysis of a synthetic dataset
generated from CrystalMaker and CrystalDiract proved valuable in understand-
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Figure 4.14. Neutron diraction for a worn, 25% of original SOC, Li-ion battery.
ing a 7 component battery system on a structural and chemical concentration level.
Spectral analysis based on the d-spacing of the components is shown in Fig 4.15.
In the spectrum, it is observed that MCR separates the dierent components
dependent upon their likelihood of having the characteristics at a specic d-space.
Separation of the three LiCoO2 species and the three graphite species show a
Figure 4.15. Reduced spectral information of 7 component battery system using
MCR-ALS. The Cu + Al signal is not changing at 100%.
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Figure 4.16. Reduced concentration information of a 7 component battery system using
MCR-ALS. The x-axis is in experimental units of diraction data set sequence number.
relative shift in d-space from one component to the next. Further explanation of
this can be seen in Fig 4.16, with the SOC and concentration of each component.
In comparison to the interpolation functions generated in Mathematica in Fig 4.5,
Fig 4.16 exemplies how well MCR represents the original synthetic dataset. Even
with a reduction in the total number of data points, MCR still was able to sepa-
rate the individual components consistently based upon the parameters set at the
beginning of generating the dataset.
When applied to experimental data, it is anticipated that this new workow
will enable chemical tracking of individual components of unique battery systems.
Altering the chemical equilibrium calculations is facile and dependent upon the
chemical substances of the cathode and anode materials. From there, the interpo-
lation functions generated can provide a way to measure the reliability of MCR
analysis in application to other batteries. Future work involves the incorporation
of neutron imaging in combination with PCA/MCR analysis. In doing so, we will
provide a new way to visualize internal battery components and understand on a
chemical level how the concentration of compounds increase and decrease during
the cycling process.
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4.4.2 X-ray Talbot-Lau Imaging at CAMD
Synchrotron radiation X-rays at CAMD provided enough ux to penetrate through
0.5 - 2 mm thick Li-po batteries. Layering within the batteries can be seen through
absorption images in both the charged and discharged states using a Talbot-Lau
interferometry setup (Fig. 4.17).
Figure 4.17. Absorption projections for a charged (left) and discharged (right) 43 mAh
battery at 0 degrees.
The absorption images were expected to show minor changes due to the interca-
lation of lithium increasing the volume in a charged battery. However, even with
this expansion around 10%, this expansion is not observed in these unconstrained
batteries. In comparison, major changes in the dark-eld images are detected be-
tween charged and discharged states (Fig. 4.18).
Figure 4.18. Dark-eld projections for a charged (left) and discharged (right) 43 mAh
battery at 0 degrees.
The scattering signal is becoming stronger in the discharged state due to particle
size changes at a  value of 575 nm. The migration of scattering from both sides of
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the charged battery to solely the left side of the battery in the discharged image
implies inhomogeneous migration within the cell.
4.4.3 Near-Field X-ray Imaging at CAMD
With the help of Dr. Han Wen (NIH) in March 2017, a near-eld X-ray interferom-
etry setup was designed and implemented at the CAMD imaging beamline. This
setup of the near-eld interferometer was designed to observe smaller scattering
features than in the far-eld neutron interferometer experiments at NIST (Sec-
tion 4.4.6). The near-eld experiments showed changes in battery scattering for a
43 mAh battery at resting voltage (3.7 V) from 20 nm to 910 nm (Figs. 4.19 and
4.20).
Figure 4.19. Dark-eld image of scattering at a grating distance of 3 mm. This corre-
sponds to an autocorrelation length, , of 20 nm.
With the battery at rest for imaging, the dierences of the images at 20 nm ver-
sus 904 nm are quite large. At 20 nm, there is little to no scattering in most of the
battery. The few bright spots in the center-bottom of the battery are due to scintil-
lator defects and do not change throughout imaging. At the largest autocorrelation
length of 904 nm, the battery is observed to have inhomogeneous scattering cen-
ters throughout the battery. The brightest (red-colored) regions have an average
scattering signal around 0.58 while the green and blue regions have signals around
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Figure 4.20. Dark-eld image of scattering at a grating distance of 133 mm. This corre-
sponds to an autocorrelation length, , of 904 nm.
0.80. The gap between bright colored regions on the left side of the battery indi-
cates a region of smaller particles, possibly due to battery degradation. Remnants
from the moire fringes are observable in the middle of the batteries, indicating the
need for higher quality data processing.
Figure 4.21. Dark-eld images for a fresh battery when charged (left) and discharged
(right). The autocorrelation length probed equates to 496 nm.
Figure 4.22. Dark-eld images for a worn battery when charged (left) and discharged
(right). The autocorrelation length probed equates to 496 nm.
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Figure 4.23. Comparison of dark-eld signal for fresh and worn 43 mAh batteries when
 = 496 nm
To determine the best scattering length to observe changes in the batteries, all of
the images were explored from 3 mm to 133 mm in ImageJ. By taking histograms
of a 650 x 650 pixel region for the center of the sample, it was determined that
the 63 mm grating distance ( of 428 nm) provided the most contrast between
fresh and worn batteries, with the 73 mm grating distance ( of 496 nm) in a close
second (Fig. 4.23).
4.4.4 Neutron Bragg Edge Imaging at HZB
Neutron Bragg Edge imaging of fresh and worn, charged and discharged batteries
revealed several interesting features. The plots of the macroscopic attenuation cross
section, , versus wavelength are generated from the standard
 = ln
open beam  closed beam
sample  closed beam (4.2)
but an additional correction was needed to account for a change in reactor power
between measurement of the open beam and the sample measurement. A reference
area was chosen in the images and a correction applied to the discharged data as
0(discharged) = (discharged)+[(charged(reference))  (discharged(reference))]
(4.3)
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Figure 4.24. Image of fresh (left) and worn (right) 43 mAh batteries at 3.18 A.
The transmission signal through the batteries was always higher for the dis-
charged battery versus the charged battery. There are two possible explanations
as to why the signal is higher in the fresh battery than the worn battery. With
\dead" Li not getting involved in migration from one electrode to another, this
results in a larger dierence between the charged and discharged states. The more
likely reasoning is from a remaining graphite, LiCx, or LiCoO2 Bragg peak above
4.2 A. Since the signal for a Bragg edge increases for an hkl peak up to a specic
wavelength, a peak just past the edge of the spectra would result in higher signal
just before that point. At very large wavelengths, the samples become opaque so
it is anticipated that a Bragg edge is located shortly above 4.2 A.
The feature at 3.6 to 3.8 A in the worn battery was expected due to LiC6
depletion as the battery is worn [37]. A strong LiC6 peak from the 111 plane is
located at 3.65 A and in combination with peaks from large carbon compounds like
C60 at 3.77 A, there is overlap from several Bragg edges. The strongest peak around
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Figure 4.25. Bragg edge graph from 3 - 4.4 A of a worn battery. The (+) symbol is
representative of the charged state and the (-) symbol a discharged state.
3.2 A is likely a result of LixCoO2, where x = 1 for a charged battery and 0.5 for a
discharged battery [38]. If the lithium is becoming inactive in the chemical process,
this could explain the large dierence between charged and discharged states.
4.4.5 Neutron Talbot-Lau Interferometry at HZB
This section and the following section, Sec. 4.4.6, are linked. The Talbot-Lau gives
good spatial resolution, but at a xed interferometer autocorrelation scattering
length. The far-eld interferometer has poor spatial resolution, but scans a wide
range of scattering lengths. For all of the radiography images below, air has a
value of 0 while the highest amount of scattering is 1. Neutron radiography uti-
lizing Talbot-Lau interferometry showed a slight dierence between charged and
discharged 15 mAh Li-po batteries in the dark-eld at  of 1.97 m,  of 3.5 A
(Fig. 4.27).
When both the fresh and worn batteries are charged, there is not a large dier-
ence in the scattering within the samples except at well-dened locations. Average
dark-eld signals for battery cross sections are 0.21 for the fresh battery and 0.20
for the worn battery. The major dierence occurs at the top of the fresh battery,
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Figure 4.26. Bragg edge graph from 3 - 4.4 A of a fresh battery. The (+) symbol is
representative of the charged state and the (-) symbol a discharged state.
Figure 4.27. Dark-eld images of charged (left) and discharged (right) 15 mAh Li-po
batteries. In each image, the battery on the left is the fresh battery and the battery on
the right is the worn battery. The scattering length  was 1.97 m and  was 3.5 A.
where the higher scattering values (around 0.65) in this location are associated
with electrolytic material. This area of high scattering would also be observed in
the worn battery, however due to eld of view constraints for the gratings, this
feature was unobserved. Also of note is the vertical scattering features in both
batteries, specically in the middle and edges of the sample.
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When the battery is discharged, the scattering values increase to 0.29 for the
fresh battery and 0.27 for the worn battery. While this is not a large increase in
the scattering signal, it implies that lithium migration is easier to observe in a
discharged battery than a charged battery. The more uniform distribution of dark-
eld signal in the discharged batteries versus the charged batteries supports this
hypothesis.
4.4.6 Far-Field Neutron Imaging at NIST
Thicker batteries (1 mm and up) resulted in more scattering data with the far-
eld neutron interferometer as compared to the X-ray data obtained at CAMD.
The 43 and 90 mAh batteries exhibited the largest changes between charged and
discharged, fresh and worn samples but results from all four battery sets will be
shown.
Of interest rst are the highest capacity batteries of 90 mAh. While these bat-
teries are not the thickest of the group of four battery sets (1.6 mm), it was an-
ticipated that the multiple electrode layers would provide useful scattering signal.
In Fig. 4.28, we observe a large dierence in the scattering signal between a fresh
and worn battery at an autocorrelation length of 1.125 m. The worn battery had
1780 charge/discharge cycles to a 81% SOC while the fresh battery only had one
cycle previously to build up the solid electrolyte interface.
The signal in the worn battery hovers around 0.40 while the fresh battery is
homogeneous around 0.80. Of interest in the worn battery is the left edge, which
has a high scattering signal of 0.75. As this region is not in a fold of the battery
(located at the top and bottom of each battery), it is unique that the scattering
signal would be high on just one side of the battery. When the grating spacing is
increased to 15 mm, the scattering signal increases for both batteries compared to
D(G1-G2) of 10 mm. With the autocorrelation function going from 1.125 m to
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Figure 4.28. Neutron scattering images of charged (left) and discharged (right) 90 mAh
batteries. In the mount are a worn (left) and fresh (right) battery. The neutron scattering
autocorrelation length depends on the D(G1-G2) grating spacing of 10 mm. Here,  =
1.125 m.
1.688 m, this is to be expected. The autocorrelation function includes scattering
up to a certain value so at 1.688 m, this implies that any scattering from particles
1.688 m or smaller will be included.
Upon increasing the scattering length to 2.25 m, the worn battery appears to
gain uniformity across the left side of the sample while the fresh battery remains
homogeneous (Fig. 4.29).
Figure 4.29. Neutron scattering images of charged (left) and discharged (right) 90 mAh
batteries. In the mount are a worn (left) and fresh (right) battery. The neutron scattering
autocorrelation length depends on the D grating spacing of 20 mm. Here,  = 2.25 m.
When the scattering length is increased to 2.813 m, the highly intense scattering
centers in the worn battery diminish (Fig. 4.30).
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Figure 4.30. Neutron scattering images of charged (left) and discharged (right) 90 mAh
batteries. In the mount are a worn (left) and fresh (right) battery. The neutron scattering
autocorrelation length depends on the D grating spacing of 25 mm. Here,  = 2.813 m.
The fresh battery also has a small reduction in signal, however it is not as no-
ticeable as in the worn battery. One possible explanation for this decrease in signal
is that the amount of particles at the 2.813 m size are more prevalent in the fresh
battery than the worn battery. While this could be related to battery degradation
within the cell of certain components, it is challenging to specify which component
would cause this phenomenon. Having multiple layers of electrolytic and electrode
material (graphite, LiCoO2, Al, Cu) do not make it simple to determine what is
causing the degradation.
To understand the trend of scattering across the wide range of autocorrelation
lengths probed for the fresh and worn batteries, we observe how the signal increases
and then sharply decreases when the grating distance reaches a certain point. The
dark-eld signal (scattering) as a function of grating distance is shown in Fig. 4.31
and as a function of  in Eq. 3.16.
In the 43 mAh batteries, large dierences in the mean scattering values across
the batteries were observed. The gures below exhibit the drastic change in battery
particle size as a function of state of number of cycles. Here, the fresh battery has
undergone a single cycle to generate the solid-electrolyte interface. The slightly
worn battery still has the initial capacity. The worn battery after 1790 cycles still
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Figure 4.31. Mean scattering values across the fresh and worn, charged and discharged
90 mAh Li-po batteries. The fresh charged battery is shown in blue, fresh discharged in
green, worn charged in red, and worn discharged in purple.
has a capacity of 38.6 mAh, close to its advertised capacity of 43 mAh. The worn
battery is indeed worn, but has not been mistreated.
At a D(G1-G2) spacing of 7 mm ( of 788 nm), we can still observe the eects of
harmonics from the gratings on the batteries. The harmonics are a partial failure or
imperfection in the far-eld experimental optics. Figure 4.32 shows this harmonic
generation on the batteries in a vertical orientation.
Figure 4.32. Neutron scattering images after the rst charge (left) and discharge (right)
cycles. In the images, a mounted sample consisted of worn (left), fresh (middle), and
slightly worn (right) 43 mAh batteries. The D(G1-G2) grating spacing of 7 mm corre-
sponds to  of 788 nm.
The harmonics begin to disappear around a D(G1-G2) spacing of 10 mm when
the gratings move further apart, although slight remnants of them are still observ-
able in the samples. In this image (Fig. 4.33), the worn battery on the left exhibits
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a higher degree of scattering than the fresh battery in the middle or slightly worn
battery on the right.
Figure 4.33. Neutron scattering images after the rst charge (left) and discharge (right)
cycles. In the images, a mounted sample consisted of worn (left), fresh (middle), and
slightly worn (right) 43 mAh batteries. The D grating spacing of 10 mm corresponds to
 of 1.125 m.
Physical alterations during battery manufacturing could result in some of the
scattering changes observed within the same fresh, slightly worn, and worn battery.
If more electrode material is manufactured in one battery than another, this would
lead to more scattering within that battery. However, the changes seen between
the charged and discharged states imply that chemical changes within the batteries
are the main cause. While these images do show the spatial locations of scattering
centers between the charged and discharged states, it is a challenge to determine
what elements and compounds within the battery are responsible. The thought
was that Bragg Edge imaging (Figs. 4.25 or 4.26) would provide major hkl peak
dierences to relate to the spatial image locations here, however this was not the
case.
When the D-spacing increased up to 21 mm, a change in the worn battery
is observable (Fig. 4.34). During this change, the scattering value becomes more
similar to air (closer to 0).
The rst sign of deterioration in the discharged batteries is at a D spacing
of 23 mm, where the worn battery begins showing widespread inhomogeneous
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Figure 4.34. Neutron scattering images of charged (left) and discharged (right) 43 mAh
batteries. A mounted sample consisted of worn (left), fresh (middle), and slightly worn
(right) batteries in each image. The D grating spacing of 21 mm corresponds to  of
2.363 m.
scattering. The slightly worn battery shows small regions of deterioration and the
fresh battery still appears homogeneous.
While the change in the worn battery at a D spacing of 21 mm is only slightly
noticeable, it becomes more pronounced at 23 and 26 mm (Figs. 4.35 and 4.36).
Figure 4.35. Neutron scattering images of a charged (left) and discharged (right) 43 mAh
battery. A mounted sample consisted of a worn (left), fresh (middle), and slightly worn
(right) battery in each image. The autocorrelation length depends on the D grating
spacing of 23 mm, which corresponds to  of 2.588 m.
Similar to the case of the 2 mm thick 90 mAh batteries, we observe a large
dierence in the scattering between charged and discharged 43 mAh batteries at
larger scattering lengths.
In the charged batteries, the worn battery has almost no signal in comparison to
air while the slightly worn battery has some signal along the edges and the fresh
battery is still near homogeneous. The worn battery still possesses scattering along
74
Figure 4.36. Neutron scattering images of a charged (left) and discharged (right) 43 mAh
battery. A mounted sample consisted of a worn (left), fresh (middle), and slightly worn
(right) battery in each image. The D grating spacing of 26 mm corresponds to  of
2.925 m.
the edge, however the middle area of the battery now has scattering values similar
to air. In comparing the mean scattering values for charged and discharged cycles,
we observe Figs. 4.37 and 4.38.
Figure 4.37. Mean scattering values across the charged 43 mAh Li-po batteries. The fresh
battery is shown in blue, the slightly worn in red, and the worn in green.
Of interest in the scattering values is how the signal increases up to a grating
spacing of 21 mm for the fresh battery, 16 mm for the slightly worn battery, and
15 mm for the worn battery before dropping. This could indicate that the fresh
battery has particles of larger size in comparison to the worn battery as a D space
of 21 mm corresponds to scattering from 2.363 m and D of 15 mm corresponds
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Figure 4.38. Mean scattering values across the discharged 43 mAh Li-po batteries. The
fresh battery is shown in blue, the slightly worn in red, and the worn in green.
to 1.688 m. As a battery undergoes degradation from its original capacity, larger
particles within the battery are breaking down into smaller particles. The dicult
challenge to analyzing this issue is whether the degradation is occurring on the
solid electrolyte interface or the electrodes (Li0:5CoO2/graphite).
As anticipated, the fresh battery possesses the highest capacity at 39.5 mAh, the
slightly worn battery in the middle at 36.7 mAh, and the worn battery the lowest
at 36 mAh. Even after 1790 charge/discharge cycles, it is quite remarkable that
the \worn" battery still possesses roughly 83% capacity while the fresh battery
with only one cycle is at 92%. The variability in manufacturing of electrode and
electrolytic material from one battery to the next is quite large knowing that the
fresh battery only maintains 90% higher capacity with much less cycling.
Also of note is how the dark-eld signal drops below 0 for D-spaces above 29 mm
in the worn battery. The dark-eld signal should never drop below the value for
air, implying that some parameters in this experimental setup need to be altered
for future experiments.
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Thin batteries on the order of 0.5 mm had limited scattering value dierences
between charged and discharged cycles in comparison to the 1.5 mm thick batteries
(Fig. 4.39). A portion of the aluminum holder, is visible in the neutron image in
the center. The image resolution is excellent along the horizontal direction, but
poor along the vertical, due to the neutron slit dimensions.
Figure 4.39. Neutron scattering images of the rst charge (left) and discharge (right)
cycles. In the images, a mounted sample consisted of a worn (left) and fresh (right)
15 mAh battery. The D(G1-G2) grating spacing of 10 mm corresponds to  of 1.125 m.
There is limited dierence in the scattering signal between the charged and
discharged state at  of 1.125 m. A simple explanation is that while this 15 mAh
worn battery had over 1228 cycles, it still retained 80% of its original SOC (12 mAh
out of the original 15 mAh).
Figure 4.40. Neutron scattering images of the rst charge (left) and discharge (right)
cycles. In the images, a mounted sample consisted of a worn (left) and fresh (right)
15 mAh battery. The D grating spacing of 20 mm corresponds to  of 2.25 m.
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At a 20 mm grating distance ( of 2.25 m, Fig. 4.41), there is a noticeable
dierence in scattering between the charged and discharged states. The overall
signal is higher in the discharged states, especially along the edges of the batteries.
Figure 4.41. Neutron scattering images of the rst charge (left) and discharge (right)
cycles. In the images, a mounted sample consisted of a worn (left) and fresh (right)
15 mAh battery. The D grating spacing of 25 mm corresponds to  of 2.8125 m.
At a 25 mm grating distance ( of 2.8125 m, Fig. 4.41), we begin to see the
scattering signal drop in both of the fresh and worn batteries. While this drop is
slightly observable, it is continued further at longer scattering lengths (Fig. 4.42).
Regions of high scattering located in air (to the left and right of the batteries)
imply an optical aw with the interferometer design at long scattering lengths.
Figure 4.42. Neutron scattering images of the rst charge (left) and discharge (right)
cycles. In the images, a mounted sample consisted of a worn (left) and fresh (right)
15 mAh battery. The D(G1-G2) grating spacing of 30 mm corresponds to  of 3.375 m.
In comparison to the thicker 43 and 90 mAh batteries, the overall smaller dark-
eld signal in the 15 mAh batteries can be observed in Fig. 4.43.
78
Figure 4.43. Mean scattering values as a function of autocorrelation length for the fresh
and worn 15 mAh battery.
There are two features of interest in the 15 mAh battery scattering. The dark-
eld signal alternates much more than the 43 or 90 mAh batteries between the
charged and discharged states. At  values of 3.5 - 4 m we observe several oscilla-
tions of the signal for all four charged/ discharged states. When the fresh battery
signal increases at 3.75 m for both the charged and discharged states, the dark-
eld signal decreases for both states in the worn battery. These oscillations are
likely caused by optical inconsistencies in the interferometer at large  lengths.
With another batch of thin 50 mAh batteries (0.5 mm thickness), the scattering
signal was anticipated to be lower than in the 1.6 and 2 mm batteries that possess
more layering and material. Figures 4.44, 4.45, and 4.46 show the progression of
dark eld signal as a function of D-spacing. The high intensity of scattering at the
bottom of each image is representative of the terminals of the batteries while an
aluminum holder is seen in the top center of each image.
At an autocorrelation length of 1.35 m (Fig. 4.44), there is a large dierence in
scattering signal between the fresh and worn battery. The fresh battery averages
dark-eld signal along the edges near 0.50 and in the center at 0.375 while the
worn battery is near 0.46 along the edges and 0.28 in the center. As these batteries
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Figure 4.44. Neutron scattering image of after the second discharge cycle of the mounted
sample consisting of a fresh (left) and slightly worn (right) 50 mAh battery. The neutron
scattering autocorrelation length depends on the D(G1-G2) grating spacing of 12 mm,
 of 1.35 m.
only have one layer of material, the degradation within the battery can be spatially
identied.
Figure 4.45. Neutron scattering image of after the second discharge cycle of the mounted
sample consisting of a fresh (left) and slightly worn (right) 50 mAh battery. The neutron
scattering autocorrelation length depends on the D(G1-G2) grating spacing of 20 mm,
 of 2.25 m.
The signal of the scattering in these 50 mAh batteries turned negative at long
grating distances/autocorrelation lengths (Fig. 4.47) which is physically impossi-
ble. This indicates an instrument problem at long D spacings. We are reassured
that moderate D spacings give valid results.
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Figure 4.46. Neutron scattering image of after the second discharge cycle of the mounted
sample consisting of a fresh (left) and slightly worn (right) 50 mAh battery. The neutron
scattering autocorrelation length depends on the D(G1-G2) grating spacing of 25 mm,
 of 2.813 m.
Figure 4.47. Mean scattering values across the fresh and worn, charged and discharged
50 mAh Li-po batteries. The fresh battery is shown in blue and the worn in red.
4.5 Conclusions
The rst spatially resolved scattering images for four lithium polymer (Li-po) bat-
tery sets of diering thickness (0.5 mm, 1.6 mm, and 2.0 mm) and capacity (15,
43, 50, and 90 mAh) were imaged using X-ray and neutron Talbot-Lau, near-
eld and far-eld interferometry. Despite the worn batteries having over 1500
charge/discharge cycles, the capacities were still above 80%, indicating a well-
manufactured battery.
X-ray imaging performed at CAMD utilized the Talbot-Lau and a new interfer-
ometry design (near-eld) that probed scattering lengths from 20 nm up to 906 nm.
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In the 43 mAh batteries, absorption and dark-eld images revealed two layers of
battery materials with locational scattering between charged and discharged states.
Neutron diraction performed on a Li-po battery revealed a decrease in LiC6
and LiCoO2 peak intensity from a fresh and a worn battery. A statistical analysis
method (Principal Component Analysis/ Multivariate Curve Resolution) was at-
tempted to separate battery components using a synthetic dataset and correlate
to the diraction data. While a 7-component PCA system did not behave as an-
ticipated, a 3-component system showed a decrease in C6 concentration and an
increase in LiC6 concentration as a function of state of charge. The possibilities
of separating battery components is dependent upon known crystallographic and
neutron diraction information, some of which is unknown for lithium graphite
compounds like LiC12, LiC18, and LiC24.
Neutron Bragg edge imaging performed on 2 mm thick 43 mAh batteries revealed
changes between the fresh and worn, charged and discharged states. The worn
batteries always possessed a higher attenuation signal than the fresh batteries.
The most logical explanation is that during lithium intercalation when a battery
is charged, the battery swells up to 15% of it's original volume. When a battery is
worn, there is less lithium to migrate between electrodes, thus reducing the signal.
Neutron Talbot-Lau interferometry showed spatial dierences in the scattering
signal at the 1.97 m scattering range. Vertical features of high scattering in a
charged and discharged battery were observed in 0.5 mm thick 15 mAh batteries.
However, with only one layer of material in the battery, the signal was relatively
weak in comparison to the 2 mm thick batteries.
In a new far-eld interferometry experiment, the autocorrelation length, , was
probed from 600 nm up to 4.5 m. The scattering changes dramatically as a
function of grating distance D(G1-G2) and autocorrelation length, , between worn
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and fresh batteries. While it is unknown as to what is causing this phenomenon, the
dark-eld images show locations of high scattering near the edges of all batteries.
The dierence between fresh and worn batteries is seen in the evolution of the
average scattering with D(G1-G2) values. When the G1-G2 distance was small
(between 3 - 10 mm), harmonics generated from the gratings were projected onto
the battery images. At large grating distances (above 30 mm), the dark-eld signal
turned negative in all batteries, indicating a design aw in the setup. To understand
the dierence between fresh and worn batteries, the average scattering signal was
plotted as a function of grating distance. The plots for the 43 mAh batteries show
a maximum scattering signal for the worn battery at 18 mm, the slightly worn
battery at 24 mm, and the fresh battery at 27 mm.
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Chapter 5
Porosity in Additive Manufacturing
5.1 Introduction
Additive manufacturing (AM) has become a buzzword within the past two years.
From the building of 3D printed houses and cars to rethinking battery design [1],
the goal of 3D printing is to build materials used in everyday life on a much cheaper
scale. With little known about the stability of 3D printed parts, questions arise as
to whether a million dollar AM printer provides more value than a $5; 000 printer.
Advantages of AM include the ability to build complex shapes unobtainable by
conventional printing [2], the re-usability of material, and a lack of a tool access
requirement [3]. Issues with the printers, materials, or software import les all play
a major role in validating the AM printing process. 1
To print an object by additive manufacturing, a computer-aided design (CAD)
le for an object is uploaded and converted into a stereolithography (STL) le [4].
During this conversion, the object is cut into slices (similar to the slices from a
tomographic volume) to give information regarding thickness and resolution about
each layer. At this point, an electron beam, laser, polyjet, or other energy source
is used to physically print material on a layer by layer basis. Optimization of
dierent printing parameters such as laser power, scan speed, and hatch spacing
are important in determining how the microstructure of the resulting builds are
altered from diering prints [2, 5]. Figure 5.1 shows the wide range of printing
1This chapter previously appeared as Brooks et al. 2017,\Porosity Detection in Electron Beam Melted Ti-
6Al-4V using High-Resolution Neutron Imaging and Grating-Based Interferometry", and is available at Springer
http://dx.doi.org/[10.1007/s40964-017-0025-z]. It is reprinted by permission of Springer International Publishing
Switzerland.
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Figure 5.1. Flow chart showing the many printing methods possible. Of focus in this
work are Electron Beam Melting and Selective Laser Melting.
methods [4]. Herein, samples fabricated with electron beam melting (EBM) will
be discussed.
EBM uses a metal powder bed fusion AM technology to print objects generated
from computer models in 3D [6]. During EBM printing, a metallic powder { roughly
50 m diameter { layer is laid out and selectively melted by an electron beam
formed from a tungsten lament [6]. Once one layer is complete, another batch of
powder is dispensed and a pattern created by the computer is formed from the
beam. When the electrons interact with the powder particles, the kinetic energy
of the electrons is transferred to the powder dependent upon the size and depth of
penetration of the particles [7, 8]. EBM systems are controlled under vacuum such
that the electrons are not reected or interact with random atoms in the residual
atmosphere [9].
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The three main types of additive manufacturing are ceramics, metals, and poly-
mers. Polymer AM has designed and built cars and houses on large scales. One
interesting feature missing from these prints are ame retardants, which can help
reduce the amount of char layers or bubbles in a polymer material [10, 11]. Ce-
ramic AM could play a key role in the printing of piezo-electro ceramic materials
for medical imaging or in sand casting molds for mining, oil, and gas industries [12].
Metal AM shows promise in the fabrication of precision machines and implants as
a more resourceful method than conventional machining [13].
Metallic printing of titanium alloys are used in a wide variety of applications,
from manufactured pores on the surface of orthopedics [14] to dental implants
[15] to bone implants [16]. Advantages of Ti alloys include great tensile strength,
light weight, heat treatability, and high corrosive resistance [14, 17, 18]. However,
disadvantages of Ti-6Al-4V involve lack of fusion, trapped gas, and keyhole porosity
that aect the microstructural properties of the material [19, 20, 21].
Of interest in this chapter is the observation of porosity in AM Ti-6Al-4V alloys.
XCT imaging provides an easy way to view pores, cracks, and potential defects
in AM parts using small volumes [20]. Synchrotron X-ray radiography of 2mm
thick titanium AM dogbones observes the initiation and propagation of cracks
during fretting fatigue [22]. While this shows the benets of X-ray imaging, sample
thickness becomes a factor due to the high absorption of X-rays by metals. It is
quite impractical to use a 400-800 keV X-ray source when neutrons provide bulk
sensitivity of metal samples rather easily. For this reason, neutron imaging is the
focus of this chapter.
5.2 Experimental
Grating-based interferometry and traditional neutron radiography experiments of
Ti-6Al-4V cubes were performed at the HZB-CONRAD2 beamline [23, 24]. Ti-
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Figure 5.2. Image of the 1.5 cm3 Ti-6Al-4V EBM cubes printed at ORNL
Figure 5.3. Visibility calculation of the neutron beam at HZB. Figure was made using
Mathematica.
6Al-4V cubes were EBM printed at the Manufacturing Demonstration Facility at
ORNL and can be seen in Fig. 5.2. Raw data for the tomography datasets was
converted to projections then sinograms using Mathematica. A sample calculation
of the neutron beam visibility can be seen in Fig. 5.3. Reconstruction was done
using the ASTRA toolbox [25] simultaneous iterative reconstruction technique
(SIRT). Visualization was performed on the volumes using Avizo.
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5.3 Ti-6Al-4V Paper
Attached is a copy of a recently accepted paper titled \Porosity Detection in
Electron Beam Melted Ti-6Al-4V using High-Resolution Neutron Imaging and
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Abstract A high-resolution neutron tomography system
and a grating-based interferometer are used to explore
electron beam-melted titanium test objects. The high-res-
olution neutron tomography system (attenuation-based
imaging) has a pixel size of 6.4 lm, appropriate for
detecting voids near 25 lm over a (1.5 cm)3 volume. The
neutron interferometer provides dark-field (small-angle
scattering) images with a pixel size of 30 lm. Moreover,
the interferometer can be tuned to a scattering length, in
this case, 1.97 lm, with a field-of-view of (6 cm)3. The
combination of high-resolution imaging with grating-based
interferometry provides a way for nondestructive testing of
defective titanium samples. A chimney-like pore structure
was discovered in the attenuation and dark-field images
along one face of an electron beam-melted (EBM) Ti-6Al-
4V cube. Tomographic reconstructions of the titanium
samples are utilized as a source for a binary volume and for
skeletonization of the pores. The dark-field volume shows
features with dimensions near and smaller than the inter-
ferometer auto-correlation scattering length.
Keywords Neutron interferometry ! Electron beam
melting ! Additive manufacturing ! Porosity ! Tomography
1 Introduction
Ti-6Al-4V additive manufacturing (AM) has played a key
role in modern scientific exploration, from biocompatibility
studies with mouse fibroblast cells [1] to dental implants
[2]. As the role of AM grows larger, so does the need for
understanding the effects of printing methods on materials.
A recent model comparing the differences between elec-
tron beam melting and selective laser melting of Ti-6Al-4V
serves as a guide as to how the microstructure can be
controlled through AM [3]. While modeling may be
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valuable, it does not reveal any information as to whether a
desired manufactured object was printed correctly.
One simple way to look at this problem is through
imaging. X-ray and neutron imaging provide a way to
visualize 3D printed objects without the need for destruc-
tion of samples. Traditional imaging involves 2D radiog-
raphy, where a wavefront from a source (X-ray or neutron)
travels in a designated path and interacts with a sample
placed in the beam path at a certain distance. Alterations to
the wavefront are detected through attenuation/absorption
images and the object can then be reconstructed.
In comparison to the one dataset provided from atten-
uation-based radiography, grating-based interferometry
generates three datasets: traditional attenuation/absorption,
differential phase contrast, and dark-field (synonymous
with small-angle scattering). With many different methods
of X-ray and neutron interferometry developed over the
years (Michelson, Talbot-Lau [4], and Far-Field [5]), of
interest here is the Talbot-Lau interferometer. In a Talbot-
Lau interferometer, a source grating, G0, adds coherence to
an incoming wavefront (either X-rays or neutrons). The
wave proceeds along the beam path and interacts with a
phase grating, G1, which alters the wave by a certain
period that is then propagated further downstream. Inten-
sity changes of the beam can be detected using an analyzer
grating, G2, after an object is placed in the beam path.
While interferometry is a well-known technique, one
recent hindrance was grating fabrication. Until 2006,
grating fabrication was only well established for X-ray
interferometry (X-ray lithography) [6]. Challenges with
gadolinium sputtering for source and analyzer gratings
limited the production of neutron gratings [7] until Kim/
Lee began filling silicon gratings with Gadox powder to
produce the same optical properties [8]. Interferometry has
now become a valuable tool for neutron imaging of
materials.
With two main types of imaging (X-rays and neutrons),
questions arise as to which is the more viable imaging
option for AM materials. X-ray computed tomography
(XCT) has proven valuable for observing polymer AM
pores [9]. Micro X-ray CT (lXCT) offers very high spatial
resolution (as low as 5 lm) for observing Ti-6Al-4V lack
of fusion, keyhole, and gas porosity [10, 11]. While higher
spatial resolution is preferred, the high absorbance of
X-rays by metals and a small sample size requirement for
lXCT limits the reproducibility of imaging large-scale
samples. In comparison, neutron imaging provides bulk
sensitivity and can show strain distribution in Inconel 625
[12]. In the case of Ti-6Al-4V samples with micron-sized
spacing, the interaction of neutrons with the metal results
in an expected phase shift of the beam and an altered signal
in the dark-field. In comparison to attenuation imaging,
where resolution is limited down to 15 microns, the dark-
field signal can reach as low as 1-micron resolution [13].
The possibility exists for one imaging method, such as
attenuation, to measure defects in AM samples undetected
with another imaging modality. Due to the chance of
porosity defects occurring at multiple length scales
(nanometer and micrometer), the need exists for perform-
ing high-resolution attenuation imaging and grating-based
interferometry. The interferometry can detect changes in
the small-angle scattering (dark field) while high-resolution
imaging can magnify noticeable features through attenua-
tion. For a several cm thick AM Ti-6Al-4V sample, bulk
properties regarding the shape, size and location of porosity
defects can be detected on the micron scale.
2 Experimental
2.1 Additive manufacturing- ORNL MDF 3D
printing of the titanium cubes
Samples of interest were electron beam-melted (EBM) in
2015 and 2016 from Ti-6Al-4V gas atomized powder. The
build setup is shown in Fig. 1.
The powder is estimated to have a diameter ranging
between 45 and 150 lm. Composition of the Ti-6Al-4V
includes a majority titanium (90%), aluminum (6%), and
vanadium (4%), with trace amounts of iron, nitrogen,
carbon and oxygen. An Arcam Q10 EBM machine printed
layers from used powder in 0.05 mm height increments. A
symbol, such as M3 or M5, is incorporated into one face of
each cubic sample to distinguish samples. The beam spot
size was not measured. For batch 4.2.75, the speed function
of the Arcam Q10 system is 46 mm/s and the focus Offset
is 32 mA. For batch, 4.2.87, the speed function is 30 mm/s
and the focus offset is 15 mA. Hatch spacing of the system
is 0.2 mm. After the EBM printing is complete, the non-
sintered powder is kept under a vacuum atmosphere, so that
it can be used in future builds. Printing parameters for Ti-
6Al-4V samples are shown in Table 1 below. Similar AM
printing procedures can be seen in [14–16].
2.2 HZB CONRAD-2 imaging beamline
Grating interferometry and high-resolution neutron imag-
ing experiments were performed at the HZB BER II reactor
neutron imaging instrument (CONRAD-2) [17, 18]. High-
resolution imaging was performed without grating inter-
ferometry due to absorption of the beam by the gratings
and to achieve higher resolution. A sample setup of the




The beamline operated a pinhole of 3 cm, allowing
sufficient neutron flux (2.4 9 107 n cm2 s-1) at the
detector (5 m, L/D value of 167). An Andor Ikon L-936
camera (2048 9 2048 pixels, pixel size 30 lm) was used
for imaging. The effective pixel size was 6.4 lm for high-
resolution imaging and 30 lm for interferometry. A 100
lm thick 6LiZnS:Ag scintillator was used to convert neu-
tron flux into visible light.
In the grating interferometry setup, the source (G0),
phase (G1) and analyzer (G2) gratings were placed at their
respective first Talbot order distances. Grating position,
alignment, and stability is critical for maintaining inter-
ferometer performance, as measured in percent visibility of
a moire´ pattern at the detector. In this experiment, the
gratings were placed horizontal to the neutron beam to
observe horizontal microstructure sensitivity in the sam-
ples. Alignment of the gratings began by observing the
neutron beam with G0 (period of 790 lm) and G2 (period
of 4 lm), where horizontal moire´ fringes were observed.
G2 was aligned close to the detector to eliminate high-
angle scattering from the sample. During the initial setup
and alignment, G1 was the last grating to be installed; the
G0, G2 gratings and the detector were mutually aligned to
give a low-frequency moire´ pattern. The interferometer
was operated in a stepped-grating mode, typically with
twelve G1 positions evenly spaced over 12 lm, slightly
more than the 7.96 lm G1 period.
Interferometry and tomography imaging of two Ti-6Al-
4V cubes was performed with 20 s exposures, with one
sample from 2015 (M5) and one from 2016 (M3). High-
resolution attenuation tomography was performed on the
2016 cube, M3, after porosity was discovered with the
gratings. An exposure time of 6 s provided good visibility
(5%) over 500 image projections. For tomography experi-
ments, 181 steps from 0" to 360" were used.
2.3 Neutron interferometry analysis
A vectorized least squares algorithm was used for pro-
cessing the raw images of the stepped-grating interfero-
gram into projections of absorption, differential phase
contrast, dark-field, percent visibility of the reference
image, and vm
2 of the sample images [19]. Across most of
the sample interferograms, vm
2 averaged near 2, indicating
an acceptable fit. The interferometer visibility in the ref-
erence images averaged 5% over the field of view, with the
exception of a few damaged regions in the gratings. For
regions in the reference visibility image with less than 3%,
a mask was generated and used to guide an inpainting
correction to the projection [20]. Inpainting has charac-
teristics similar to a median filter, but when guided by a
visibility mask, it offers a more targeted image correction.
The tomography projections for attenuation and dark field
were reconstructed with SIRT (ASTRA toolbox) [21]. The
dark-field projections were reconstructed as (1 - dark-field)
to set the air-region around the sample to zero. The recon-
structed differential phase contrast volume was found to be
essentially featureless. With some tomography runs pro-
ducing 2534 projections, a dataset could result in well over
Fig. 1 Build fabrication of Ti-6Al-4V samples. Large rectangles
measuring 105 mm 9 18 mm 9 23 mm (Length 9 Width 9
Height), cylinders of 2 mm diameter and 105 mm height, and cubes
of (1.5 cm)3 were printed using this setup of
200 mm 9 200 mm 9 110 mm. Of interest in this neutron experi-
ment are the cubic samples due to the small field of view at the
neutron beamline (6 9 6 cm)
Table 1 2015 and 2016 Ti-6Al-4V Printing Parameters
Year EBMC Powder batch Ti-6Al-4V pieces
2015 4.2.75 P942 52, H34-32, M1, M5
2016 4.2.87 TEKNA Ti6Al4V M3
Fig. 2 Grating setup showing L1 of 4.78 m (G0–G1 distance), L2 of
2.27 cm (G1–G2 distance, first fractional Talbot distance for wave-




17 GB. Binning of 2 or 4 was originally utilized for faster
image processing. Cropping resulted in projections of
1.8 MB per image, or 4.7 GB per dataset.
2.4 Visualization
Three volumes were obtained and compared pairwise. Two
volumes show neutron attenuation while the dark-field
volume shows neutron small-angle scattering. The attenu-
ation volume with pixel size of 6.4 lm is regarded as the
benchmark for feature detection; this volume is labeled
A6.4. The attenuation volume collected simultaneously
with the dark-field image has a pixel size of 60 lm after
binning of 2 and is labeled A60. The dark-field volume is
labeled DF60.
Control points in the A6.4 and A60 volumes were
manually selected in AvizoTM and used to generate a rigid-
body affine transformation for the A60 and DF60 volumes.
The high image contrast in A6.4 supported segmentation
and morphological component analysis to provide a label
field of the porosity structure (not shown). This label field
was visualized as a skeletonization, Fig. 5.
3 Theory
To properly analyze the raw attenuation and dark-field
datasets for the AM cubes, theory regarding the properties
of materials and imaging must be understood. Attenuation
images detect the sample composition based on neutron
scattering and absorption. The dark-field image has a high
connection with small-angle neutron scattering (SANS)
and shows the microstructure of samples. The interferom-
eter can be tuned to an auto-correlation length, f, and the
dark-field image can show the effect of features with
dimensions at or smaller than f. The theory behind quan-
titative neutron dark-field imaging has recently been pub-
lished [22, 23]. A condensed explanation is presented here.
The real component of the neutron refractive index, n, is
determined by






NS LDð Þ; ð1Þ
where k is the neutron wavelength, NA is the number
density, bc is the coherent neutron scattering length, and
NS LD is the neutron scattering length density as tabulated
by NIST.1
The dark-field intensity (DFI) is dependent on the visi-
bility of the beam, showing how intensity changes of the
beam are generated by the phase grating, G1.
V ¼ Imax # Imin
Imax þ Imin ð2Þ
When a sample is introduced into the beam path, mod-
ulations to the beam intensity can be detected at specific
Talbot distances. The dark-field signal is a determination of
sample visibility, V0, over open beam visibility, V, as





DFI is dependent upon several factors: period of the
phase grating, p2, sample-to-detector distance, LS, and
auto-correlation length, f.
f ¼ k' LSeff
p2
ð4Þ
To include sensitivity changes in the scenario of a
sample being placed in front of G1 in the grating inter-
ferometer, the real sample-to-detector distance, LSeff, must
be accounted for. L1 is the G0-to-G1 distance and L2 is the
G1-to-G2 distance. A large sample-to-detector distance
implies the scattering angles probed are larger than those if
the sample was placed close to the detector.
LSeff ¼ L1þ L2# LSð Þ ' L2
L1
ð5Þ
For this experiment, k = 3.5 A˚, LS = 5 cm,
LSeff = 2.257 cm, and p2 = 4 lm, giving a calculated
autocorrelation scattering length of f = 1.97 lm. The
dark-field image gains intensity for features of this size or
smaller.
4 Results and discussion
4.1 Grating interferometry of Ti-6Al-4V cubes
From the grating interferometry experiment, it was dis-
covered that one of the AM cubes was not as uniform as
expected. In both the attenuation and dark-field projections,
a pore-like structure was observed in the 2016 cube (M3)
but not in the 2015 cube (M5). Figure 3 shows the change
in sample uniformity from 2015 to 2016 in attenuation and
dark-field slices. In principle, the attenuation image can be
used to measure the material density in the pores through
the composition-weighted attenuation values, R, (see
Table 2) and the dark-field can measure pore sizes through
Eq. 4, the autocorrelation scattering length.
In determining the quality of the data, histograms
revealed a slightly higher degree of correlation in the
uniform cube (Fig. 4). While the porous cube has a similar
range of attenuation values from 0.0028 to 0.0038, the
dark-field values are more obscure in the defective cube as





seen by the lighter shade of orange above values of 0.001.
For the defective cube, the dark-field signal is much
broader across the full attenuation range as compared to the
concentrated intense signal in the good cube. This could
indicate that even though the pores are microns in size (as
compared to the 1.5 cm sample size), they greatly reduce
the amount of sample scattering to behave more similarly
to the environment.
4.2 High-resolution imaging
The main benefit of high-resolution attenuation imaging is
obtaining roughly twice the resolution compared to grating
interferometry. With an increase in effective pixel size
from 30 to 6.4 lm, the pore structure of an AM sample can
undergo further evaluation through segmentation and
skeletonization. Skeletonization was found to be a valuable
tool for observing porosity, where the connectivity of pores
relates to the design parameters of the material. Figure 5
shows a skeletonization of the pore structure, ranging from
radius sizes of 5–50 lm.
Once a skeletonization showed the pore structure, it was
necessary to visualize this structure in the sample. Figure 5
(right) shows the combination of skeletonization with the
porous M3 cube. One great feature is the ability to observe
the M3 symbol on the cube, indicating which face hosts the
defects. In this case, the bottom face hosts the chimney
pore structure and shows how the pores build vertically
across the sample. This information is highly valuable to
the AM field to help alleviate any potential porosity issues
during the printing or relaxation process.
Since the pore structure became more pronounced with
high-resolution imaging, a new challenge arose to register
Ti-6Al-4V cube volumes from differing experiments. With
three known registration options (auto, manual, and land-
marks), the best choice for the cubes was to utilize seg-
mented data with correlation. The resulting Fig. 5 (left)
shows a successful registration from the grating interfer-
ometry attenuation volume with the high-resolution atten-
uation volume. The two bounding boxes indicate the
transformation applied to the interferometry dataset to
register with the high-resolution dataset. The porous vol-
ume rendering of the high-resolution data is in white with
the interferometry in yellow.
4.3 Pore structure
The attenuation and dark-field images provide comple-
mentary information about the pore structure. The attenua-
tion image can have a high contrast to noise ratio, which
allows binarization, segmentation, and skeletonization. The
skeletonization defines the internal pore structure, yet makes
the erroneous assumption that the pore/matrix interface is
Fig. 3 a Attenuation and b dark-field slices from the grating
interferometry A60 and DF60 volumes of Ti-6Al-4V cubes. The left
cube is the 2016 M3 sample and the right cube is the 2015 M5, both
1.5 cm in length, width and height. Since attenuation and dark field
are represented by visibility fractions in Eq. 3, there are no units for
either term. Both the attenuation and dark-field images show the
features of interest in the lower portion of the M3 sample. The white
rectangles denote the regions analyzed with the histograms shown in
Fig. 4. The color bars above are the same as the XY dimensions of





attenuation lengths (q = 4.43 g/
cm3)
Element wt% Scattering (barn) Absorption (barn) Weighted attenuation (cm-1)
Ti 90 4.35 6.09 0.524
Al 6 1.503 0.231 0.010





discrete. The dark-field image more accurately shows the
range of porosity at the pixel-by-pixel level.
Shown in Fig. 6 is a pore observed with both interfer-
ometry and high-resolution attenuation imaging. With the
high-resolution imaging, the pore has been segmented,
skeletonized (Fig. 5) and converted to a label field. The
dark-field image, Fig. 6d, shows the complicated structure
in a pore. As the dark field is synonymous with small-angle
scattering, brighter features are those regions exhibiting
Fig. 5 On the left, the grating interferometry attenuation volume
(yellow, A60) is registered to the high-resolution (white, A6.4)
attenuation volume. Average values for the interferometry attenuation
range from 0–0.00295 to 0–0.00119 for the high-resolution volume.
On the right, a skeletonization of the pore structure from A6.4. The
pore segments are depicted in tubes scaled and colored by thickness
(thickness min–max: 0.5–12.1, colormap: blue to red) (color
figure online)
Fig. 4 Histograms of the M3 Ti-6Al-4V cube (A60 and DF60) for the portion with defects (a) and no defects (b). Defects are observed as




strong scattering at the autocorrelation scattering length set
by the interferometer.
Attenuation and dark-field reconstructions of the 2016
M3 sample exhibit a high amount of overlap in the chim-
ney-like structure. Still, the dark field shows evidence of
the feature outside the regions detected by attenuation. This
suggests two different levels within the features. The larger
chimney-like structures are highlighted by both attenuation
and dark field.
The voids were originally treated as spherical; how-
ever, the discovery of the chimney structure helped to
determine that the porosity is either a result of a lack of
fusion or trapped gas. With the composition of Al rather
small (only 10%) in Ti-6Al-4V, it is difficult to determine
if the pores are composed of aluminum or if the pores are
truly voids in material. Pure aluminum could have
attenuation values low enough to show up as a pore (as
calculated in Table 2). However, the dark-field volumes
disagree with this hypothesis as there is scattering from
the pore structure at different locations than the attenua-
tion volume. This likely indicates that the observed pores
are a result of a lack of fusion (irregularly shaped pores)
rather than keyhole or trapped gas (spherical voids). The
attenuation values in the histograms in Fig. 4 are also
above 0, indicating that any voids are likely composed of
material rather than gas.
5 Conclusions
A Ti-6Al-4V AM cube was imaged using neutron grating
interferometry and high-resolution imaging. Synergistic
analysis of high-resolution neutron tomography is achievable
with lower resolution neutron interferometry/tomography.
The dark-field image from neutron grating interferometry
reveals sub-pixel scattering features at near micron dimen-
sions. A comparison of neutron attenuation versus dark-field
intensity shows that the chimney-like features attenuate neu-
tron flux nearly as much as the bulk, but contain efficient
neutron scattering sites with an autocorrelation length of
2 lm. There are two possibilities for the scattering differ-
ences: small gas-filled pockets present in the sample are less
than 2 lm or micron-scale phase separation of aluminum and
titanium occurs in the material. If phase separation is causing
the difference in scattering, the reduced neutron attenuation in
the chimney-like features suggests this is due to aluminum
enrichment within the chimney. A destructive test, like
scanning electron microscopy, would show the true compo-
sition of the pores; however, further imaging experiments of
the sample could no longer be explored.
This work shows one application of neutron grating
interferometry for non-destructive evaluation of AM.
Unfortunately, we note the HZB reactor is scheduled to
close in 2020. The forthcoming VENUS beamline at the
Fig. 6 A selected chimney-like structure shown with: a attenuation
from a high-resolution tomography volume, A6.4, b binarized slice,
c volume rendering of the binarization, and d the corresponding
region from the interferometry experiment imaged with dark-field,




Spallation Neutron Source, Oak Ridge National Labora-
tory, USA could be an excellent site for grating
interferometry.
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Porosity in Ti-6Al-4V Electon Beam Melted cubes was discovered with neutron
Talbot-Lau grating interferometry and high-resolution neutron imaging. This is
the rst application of grating-based interferometry to additively manufactured
samples. Once features of interest were observed in the attenuation and dark-eld
images of the grating-based interferometry experiments (60 m resolution), high
resolution tomographic imaging (30 m resolution) was performed to zoom in on
the regions. The regions were found to change from slice to slice so visualization
was performed using Avizo. A chimney-like pore structure was found in a 2016
printed cube while a 2015 printed cube was homogeneous.
The chimney was discovered to have locations of varying thickness propagating
from the the rst level of the build to the middle of the sample. This discovery im-
plies that altering parameters during the printing process can cause defects during
printing. The pores showed up in both the attenuation and dark-eld datasets, how-
ever there was a dierence in locations of these pores. With the scattering length
of the Talbot-Lau interferometer set to 2 m, this indicated that the scattering
was caused by gas-lled pores or phase separation occurred during the printing
process. The hypothesis is that the pores are attributed to a lack of fusion during
the printing process rather than gas due to the irregular shape of the chimney.
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Chapter 6
Fatigue in SS316 Additive
Manufacturing
6.1 Introduction
Another area of focus in additive manufacturing besides porosity is fatigue. Mate-
rials such as magnesium alloys are attractive components in airplanes and trans-
portation vehicles due to their light weight and high machine strength [1, 2]. Un-
fortunately, tension created from cyclic loading can introduce crack formation and
propagation throughout a sample [1]. In the case of fatigue of aircraft parts, with
estimates of aircraft ying roughly 3,000 ying hours in a year, safety regulations
regarding design, maintenance, and damage tolerance are necessary [3]. While mod-
els to understand fatigue propagation under multi-axial loading have been devel-
oped [4], prediction of fatigue is needed to prevent catastrophic incidents such as
the crash of El Al ight 1862 [5] or the collapse of the Minneapolis Mississippi
River bridge in 2007 [6].
One such method to observing the formation of cracks during the fatigue process
is through X-ray and neutron imaging and diraction. Neutron Bragg edge trans-
mission imaging has shown microstructural changes in steel plates due to plastic
bending deformation [7].
In this chapter we focus on marine grade stainless steel, SS316, which can be
used for fuel cells [8], piping material in the food and drink industry [9], and piping
material for water and gas distribution [10]. Low cycle fatigue tests on SS316 found
that cracks originating at the surface were trans-granular while an increase in tem-
perature resulted in intergranular cracks [11]. The two common phases of stainless
steel are austenite and martensite, where the softer austenite phase can transform
into a harder martensite phase after deformation or strain-induction of the mate-
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rial [12]. Neutron Bragg edge imaging is also able to observe this phase transition
from austenite to martensite [13]. In austenite, the formation of -ferrite can pre-
vent cracking at high temperatures, limit segregation, and remove the chance of
melting at low temperatures [14, 15].
Selective Laser Melting (SLM) uses a high-energy laser beam to melt evenly
spread powder across the build area [16]. This melting process takes place in an
inert atmosphere (Ar or N2) to reduce the chance of oxidation or degradation of
the materials [17]. SLM can be used with titanium alloys [14, 18], steel [19, 20],
aluminum [21, 22], and bronze [23]. The builds of SLM parts often possess high
strength due to grain size and dislocation density leading to strengthening of the
material [19]. A large benet of SLM printing includes a reduction in atmospheric
emissions due to the reuse of powder materials from build to build without major
dierences in the properties of materials [22].
The following describes results obtained from neutron interferometry and Bragg
edge imaging experiments at ORNL, HZB and NIST to observe fatigue in SLM
printed SS316 materials. The goal is to observe fatigue of SS316 AM and conven-
tionally machined samples as a function of fatigue. Dierences between AM and
conventional samples are anticipated to be minimal. The more tension or pulling
on a sample, the easier it should be to view crack formation as a function of fatigue.
6.2 Experimental
The following sections describe the printing process and neutron imaging of 2 and
3 mm SS316 dogbone samples. Two neutron interferometry methods (Talbot-Lau
and far-eld) were utilized to observe crack formation in the dogbone samples.
Neutron Bragg edge imaging was also explored as a method to understand phase
information of the SS316.
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Figure 6.1. Image of fractured (left), pristine (middle), and half-life (right) 2 mm thick
AM samples. Height of the pristine sample is 80 mm, the half-life sample 83.6 mm, and
the fractured sample 86 mm (when both parts are combined).
6.2.1 Selective Laser Melting SS316 at LSU
Selective laser melting (SLM) was used to additively manufacture 2 mm (Fig. 6.1)
and 3 mm (Fig. 6.2) thick dog-bones at LSU Mechanical Engineering. 3 mm dog-
bones were also made from conventional stainless steel plates as a comparison. In
the SLM printing, the process uses a laser to selectively melt a bed of spherical
metallic powder approximately 20 m thick. Each layer corresponds to a cross
section of the desired parts. A Concept Laser Mlab cusing R machine was used for
part manufacturing. The material used was Concept Laser CL 20ES, an austenitic
stainless steel powder following formulations for grade 316L, and the machine's
built-in processing parameter set was used. The neutron attenuation for SS316L
(CL 20ES) is calculated from the NIST database and listed in Table 6.1.
Tensile testing on 2 mm dog-bone samples was performed at LSU Mechanical
Engineering with a 5,000 N mechanical tester with a strain rate of 110 4s 1.
Dog-bones were left in their pristine state, pulled to 75% elongation (referred to
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Figure 6.2. Image of a pristine AM (top) and conventional (bottom) 3 mm thick SS316
sample. Dimensions of the samples are 16.09 mm (length) by 3 mm (width/thickness)
by 110 mm (height).
Table 6.1. SS316 (CL 20ES) Elemental Composition and Corresponding Neutron Atten-
uation
Element Wt % Comp. (min-max) (cm2) min(cm
 1) max(cm 1)
Fe (balance; 62.895 - 71.5) 1.41610 23 0.776 0.861
Cr 16.5-18.5 6.5410 24 0.098 0.113
Ni 10-13 2.3010 23 0.186 0.248
Mo 2.0-2.5 8.1910 24 0.008 0.010
Mn 0 - 2.0 1.54510 23 0 0.027
Si 0 - 1.0 2.33810 24 0 0.004
P 0 - 0.045 3.48410 24 0 0.000
C 0 - 0.030 5.55510 24 0 0.001
S 0 - 0.030 1.55610 24 0 0.000
(cm 1) 1.068 1.264
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henceforth as half-life), or pulled to fracture. In the half-life sample, elongation of
the material was discovered to be around 5% with tensile strength over 570 MPa.
6.2.2 Neutron Imaging at ORNL-CG1D
Traditional radiography and tomography was performed at ORNL CG1D on a
thin SS316 sample (dimensions 60 mm height x 12 mm width x 2 mm thick)
with a manufactured crack. The sample was imaged, then bent 300 times using
a set of pliers, imaged, bent again 300 more times and nally imaged again. The
instrument operated with a diuser made of 50 nm Al2O3 nanoparticles of 0.2 cm
thickness, an aperture size of 8.2 mm, and a 6LiF/ZnS scintillator. An Andor CCD
detector was optically coupled to a 7.5 x 7.5 cm scintillator. The position of the
sample along the beampath was 189.7 mm with a sample to detector distance of
5.5 cm. Tomography experiments were performed with 90 second exposures from
0 - 183 in increments of 1. Radiography experiments used 3 images of 200 second
exposures.
6.2.3 Neutron Talbot-Lau Interferometry at HZB
Talbot-Lau grating interferometry and Bragg edge imaging experiments of 2 and
3 mm thick SS316 AM and conventional samples were performed at the HZB-
CONRAD2 beamline [24, 25]. Grating interferometry of 2 mm and 3 mm SS316
samples was performed with gratings in the vertical orientation. 2D and 3D datasets
were collected, with radiography of the 3 mm samples using 20 second exposures
and the source grating, G0, stepped from 0 - 1.2 mm over 14 steps with 200 projec-
tions. Three tomography datasets of the 2 mm samples were collected: one with the
samples in vertical orientation, two with the samples horizontal. Exposure times of
15 seconds provided enough ux through the thinner samples. Bragg edge imaging
was performed with monochromatic beam, 100 second exposures from 2 - 4.5 A by
steps of 0.02 A, and 2 x 2 binning.
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Raw data for the tomography datasets was converted to projections then sino-
grams. Reconstruction was done using Tomopy's simultaneous iterative recon-
struction technique (SIRT). Visualization was done using Avizo. In ImageJ, the
amplitude and oset for the sample and ateld projection images are imported
(File/Import/ImageSequence). A z-project with a median of 2 is applied so only
one image remains (Image/Stacks/Z-project/median), followed by division of the
amplitude by the oset AmplitudeSamp/OsetSamp and AmplitudeRef/OsetRef
(Process/ImageCalculator). At this point, the reference Amplitude/Oset image
is translated from -7 to 0 pixels (Image/Transform/Translate). Finally the sample
image is divided by the reference image to generate the dark-eld image.
6.2.4 Neutron Far-Field Interferometry at NIST
In the 2017 far-eld experiments at NIST,  = 5.4 A, D = 26 mm, L = 4.6 m, z
ranges from 0.48 m to 1.58 m, and Pg = 2.4 m. An Andor Neo camera was cooled
to  30C with a pixel size of 6.5 m. The readout was 200 MHz, with a 12 bit
low noise readout option. A 50 mm Nikon F.12, with closing focus of 50 cm and
a reproduction ratio of 7.9 was used. The pixel size was 51.35 m. A geometric
magnication of 2 resulted in an eective pixel size of 25.7 m. 6 mm of Si powder
helped diuse the beam structure while a liquid H2 moderator was also used to
cool the setup.
Autocorrelation plots were generated using Mathematica's nonlinear least squares
tting. Dark-eld images for each sample were imported into ImageJ, then ltered
using a median lter (r = 2.0) and then a mean lter (r= 3.0). Histograms of areas
of interest (fractured neck region in middle of sample, non-fractured good region
on left side of sample) revealed the average DF signal and standard deviation. The
standard deviation was divided by the square root of the number of pixels used in
the average to obtain uncertainty in the images.
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Figure 6.3. Autocorrelation length calculations for January 2017 experiments at NIST.
The range of  is from 607 nm to 2.01 m.  = 5.4 A, D = 26 mm, L = 4.6 m, z ranges
from 0.48 m to 1.58 m, and Pg = 2.4  m.
All of the , DF, and uncertainty values were loaded into an XLS spreadsheet
for the ve dierent areas of interest. The XLS le was loaded into a Mathematica
notebook designed to explore non-linear least squares ts for the experimental
data. Fig. 6.14 shows estimated values for r and A based on the non-linear tting
for the AM half-life sample in the neck region.
In 2017, the far eld interferometer setup was altered to move the sample to
detector distance instead of the grating distance D as in 2016. Calculations for the
autocorrelation length, , in 2017 are shown in Fig. 6.3.
The calculation of z was specic for the sample holder used for this run. A 1.5 m
translation stage had a free range of motion from a setting of 0 mm to a setting





(L1 +D + L2)P 2g1
(6.1)
zmin = 1577 mm  1100 mm = 477 mm
(477 mm) = 603 nm
zmax = 1577 mm  40 mm = 1537 mm
(1577 mm) = 1:99 m
With some change in the motor stage holding the sample, an even larger range of
 (z=10 mm) = 13 nm to  (z=2200 mm) = 2.78 m could be possible.
The pinhole optical system used in neutron imaging will create geometric blur
as the sample-to-detector distance increases. The pinhole diameter D was 1.5 cm;
the pinhole-to-detector distance L was 6 m. The geometric blur is blur= zL=D
and is 1.2 mm at z=477 mm and 3.9 mm at z=1577 mm.
In summary, the NIST run January, 2017 at 5.4 A accessed =0.60 to 2.0 m
with blur ranging from 1.2 to 3.9 mm. Under these conditions, conventional SS316
showed little dark-eld scattering except at fracture. The AM SS316 75% fatigued
sample showed an increase in dark-eld scattering in the neck region, especially
with =1 m.
6.3 Results and Discussion
Thin SS316 samples revealed several interesting characteristics in the attenuation
and dark-eld images. The following sections describe observation of crack forma-
tion in fatigued SS316 samples and information regarding their crystallographic
phases through Bragg edge imaging.
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6.3.1 Traditional Radiography and Tomography at ORNL
A thin SS316 SLM AM sample with a manufactured crack was imaged before and
after bending the samples with pliers. Figure 6.4 shows the images of the sample
before bending with front and side views.
Figure 6.4. A front (left) and two side (middle, right) views of the thin SS316 sample
before bending. The manufactured crack can be seen in the top 2 cm of the sample with
a zoomed in view of the area around the crack in the image on the right.
When the thinnest portion of the sample (2 mm) is perpendicular to the beam,
the sample appears uniform. However, when the sample is rotated such that the
beam must penetrate through 12 mm of SS316, we can observe the manufactured
crack and a screw holder quite well. A zoomed in view of the crack shows several
small regions of high attenuation near where the crack stops in the middle of the
sample. To understand if these regions extended after bending the sample with
pliers, we look at Fig. 6.5.
After the sample was bent, we can immediately notice a dierence in the scatter-
ing signal in the sample's front view. The average dark-eld signal in the fabricated
crack portion before bending is 0.173 while after bending it drops to 0.141. With air
113
Figure 6.5. A front (left) and two side (middle, right) views of the thin SS316 sample
after bending 200 times with pliers. The manufactured crack can be seen in the top 2 cm
of the sample with a zoomed in view of the area around the crack in the image on the
right.
having a value of 0 in these images, this implies that the attenuation of the sample
is becoming more similar to air with more bending. In the side view comparison of
the sample, we also observe this drop in signal after bending. The area where the
crack meets the middle of the material shows regions of diminished attenuation,
possibly indicating a likely region for formation of a crack. One explanation for
this is that during the printing process, a \pristine" sample should undergo an an-
nealing process to ensure homogeneity throughout the sample. In the case of Li-ion
batteries, the rst charge/discharge cycle is used to build up the solid electrolyte
interface. In the case of AM samples, a similar type of procedure (heat treatment
to prevent porosity, light bending to prevent fatigue) should be developed.
One challenge with neutron radiography for observing crack formation is that
while the attenuation imaging is useful, it does not say anything about the internal
scattering of the sample. Grating-interferometry provides these same attenuation
images with the added benet of dierential phase contrast and dark-eld im-
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ages. With the combination of scattering images and attenuation images, a high
ux research reactor like ORNL HFIR has plenty of benecial use for grating-
interferometry.
6.3.2 Far-Field Experiments at NIST
A summary of the experiments run at NIST using the far-eld interferometry setup
are described in Table 6.2. Of note for these experiments is the change of the dark-
eld value for air equaling 1. The projections for dark-eld images below utilize
1-DF so values close to 1 mean regions of more opaqueness.
Table 6.2. AM and Conventional Samples and Experiments
Experiment # and Sample Number of Sample-Detector Steps
1: AM fractured, pristine 5 steps
2: AM 0.75 fatigue 13 steps
3: Vertical AM 0.75 fatigue 5 steps.
6.3.3 Fractured and Pristine SS316 AM Samples
With a wide range of scattering lengths probed (606 nm - 2 m), imaging of the
fractured, half-life, and pristine samples revealed interesting features. Dark-eld
images of a pristine 3 mm SS316 sample revealed that the sample was not in fact
so pristine at small scattering lengths. From left to right in Fig. 6.6, we can observe
areas of higher and lower scattering when  = 606 nm. This dark-eld projection
is shown without coloring to exemplify the ease it was in spotting the dierences
in uniformity during the imaging experiment.
A plot of the average signal for these six regions in the pristine sample is shown
in Fig. 6.7. While this is only one scattering range, the wide range of signals from
0.55 up to 0.82 indicate the need for annealing.
A comparison of the fractured and pristine samples at  values of 600 nm and
960 nm can be observed in Fig. 6.8.
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Figure 6.6. A pristine, 3 mm thick additive manufactured dogbone of SS316 at z =0.4 m
( = 606 nm) showing six regions of interest. Across the sample, one can observe diering
areas of heterogeneity in a sample that should be homogeneous.
Figure 6.7. Graph of the DF signal versus region in Figure 6.6. If the sample were truly
homogeneous, the DF signal should be uniform throughout. However, this is not the
case.
At 600 nm, the fractured sample shows small amounts of scattering except for
the location of the crack. In comparison to the pristine sample, the scattering signal
is more homogeneous, but weak in the fractured sample at this scattering length.
When the probed scattering length increases to 960 nm, two areas of interest in
the fractured center appear. The diagonal region on the left is where a crack was
visible, however another vertical region on the right also appears to have high
scattering. Meanwhile, the pristine sample gains uniformity with strong scattering
signal throughout the sample. This indicates that during the SLM printing process,
pristine samples are manufactured with larger scattering centers. Proof of this
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Figure 6.8. Images of the 3 mm SS316 AM pristine and fractured samples at scattering
lengths of 600 nm (top) and 960 nm (bottom).
hypothesis is shown in Fig. 6.9, where  is increased to 1.31 m, 1.66 m, and
2.0 m.
From 1.31 - 2.0 m, only the fractured sample appears to gain in scattering
signal. The pristine sample's homogeneity is nally shown in comparison to the
fractured sample, indicating that it truly is pristine at higher scattering lengths.
One worthy mention is a reminder that the scattering signal includes scattering
from all particles of a certain size and smaller. At 2 m, the scattering region of
the crack in the fractured sample is included in the dark-eld image. However,
it is covered up by remainder scattering from nearby larger particles. This shows
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Figure 6.9. Images of the 3 mm SS316 AM pristine and fractured samples at scattering
lengths of 1.31 m (top), 1.66 m (middle), and 2 m (bottom).
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the importance of probing a wide range of scattering lengths in understanding the
fatigue process.
6.3.4 Half-life SS316 AM Sample
The half-life 3 mm AM sample showed interesting features in the neck region as
seen in Fig. 6.10 after median (r = 2.0 pixels) and mean (r = 3.0 pixels) lters
are applied. The average dark-eld signal across the sample is more homogeneous
than in the pristine sample as well (Fig. 6.11).
Figure 6.10. A half-life additive manufactured dogbone of SS316 at z =0.4 m ( =
606 nm). In the middle of the neck region, a darker signal can be observed, indicating a
higher amount of scattering.
Figure 6.11. Graph of the DF signal versus region in Figure 6.10. The sample is quite
uniform except for the neck region, where the scattering is stronger.
119
Crack formation can be initially observed in the middle of the half-life sample
across a range of scattering lengths (Fig. 6.12).
Figure 6.12. Dark-eld images of the SS316 AM half-life sample at scattering length
values of 600 nm (top), 720 nm (middle), and 840 nm (bottom). The formation of a
crack can be observed in the neck region at 720 nm and expands in the 840 nm image.
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At a  value of 720 nm, a small area of interest in the middle of the neck region
shows higher amounts of scattering. One possibility for this signal increase is pore
migration towards the neck region. When the sample is fatigued to 75% of its initial
strength, pores within the microstructure are concentrating in the neck region. By
the time the scattering length increases to 840 nm, the scattering becomes more
widespread with a much higher concentration in the neck region. Figure 6.13 shows
the extended range of  values probed from 960 nm to 2 m.
To understand the size of the particles causing the scattering within the pristine,
half-life, and fractured samples, a nonlinear tting of the dark-eld signal and its
relationship with the Gaussian function that is dependent upon radius and volume
fraction (Equations 3.20, 3.22, and 3.24) is shown in Fig. 6.14.
The nonlinear tting gives representations of the particle radius and the variable,
A, which is determined by the volume fraction of pores within the sample. The
estimate of particle size for the pristine sample is 0.72 m, the half-life sample
of 0.88 - 0.89 m, and the fractured sample of 0.70 m (neck region) - 1.05 m
(good region). While it was already explained how the pristine sample was not
necessarily as homogeneous across the sample as expected, the darkeld signal
was taken across the entire specimen for simplicity.
The radius size of the particles causing the scattering appears to decrease from
the pristine to half-life to fractured samples, indicating a progression from larger
to smaller sized particles in the neck region. In comparing the \good" and neck
regions, the fractured sample is of particular interest. With a change from 1.05 m
in the good region to 0.70 m around the crack, this suggests a migration of pores
towards areas of fatigue. However, this trend is not observed yet in the half-life
sample as both samples were sized near 0.88 m.
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Figure 6.13. Dark-eld images of the SS316 AM half-life sample at scattering length
values of 960 nm (top), 1.07 m (middle), and 2 m (bottom). Crack formation observed
in the 720 nm and 840 nm images is well dened in the 960 nm image. The signal becomes
saturated at the 2 m scale range.
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Figure 6.14. Plot of darkeld signal versus autocorrelation length for the pristine, half-life,
and fractured 3 mm samples. 75%neck: r is .8808, A is 0.03906. 75%Good: r is 0.8930, A is
0.0247. PristineNeck: r is 0.7211, A is 0.04468. FracturedCrack: r is 0.7038, A is 0.03420.
FracturedGood: r is 1.0526, A is 0.010343. The \good" region refers to the wider end
regions of the dogbone samples while the neck region is self-explanatory. Comparisons
of these two regions was thought to describe the progressive change of scattering as a
function of fatigue.
6.3.5 Half-life SS316 AM Sample in Vertical Orientation
AM and conventional samples were rotated to be imaged in the vertical direction.
The thought behind rotating the samples is that the scattering within the sample
may be orientation dependent, meaning a potential fracture point may only be
observed in one direction. Fig 6.15 shows the 3 mm AM samples in the vertical
orientation.
Unfortunately, evidence of scattering amongst potential fracture locations in
this orientation was unseen. This experiment proved that dogbone samples need
to be placed in a perpendicular direction to the gratings (i.e. if vertical gratings,
dogbones should be horizontal to the beam). By doing so, any potential fracture
in the neck region is in the same orientation as the gratings.
6.3.6 Neutron Talbot-Lau Interferometry at HZB
Talbot-Lau interferometry using neutron radiography and tomography resulted in
many interesting features in the 2 and 3 mm SLM AM SS316 samples. At HZB,
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Figure 6.15. Vertical orientation of the AMHalf sample at  of 600 nm (left) and 2.0 m
(right). Anticipated crack formation observed with the sample in the horizontal location
is not seen when the samples are rotated to their vertical orientation.
the Talbot-Lau interferometer operated at a  scattering length of 1.97 m. While
it would have been optimal to perform radiography and tomography at multiple
scattering lengths, long distance requirements for higher Talbot orders meant only
the rst Talbot order was used.
Of interest rst are the 2 mm thick fatigued, half-life, and pristine samples. As
these samples were not pulled or pulled to their half-life/fracture, it was anticipated
that scattering lengths of interest would be similar to the experiments at NIST with
the 3 mm bent samples. This did not turn out to be the case. Tomography of the
dark-eld signal from the 2 mm samples is shown in Fig. 6.16.
Line probes of the fractured and pristine samples are shown in Fig. 6.17. A line
probe for three tomography experiments of the same 2 mm pristine and half-life
samples reveals the scattering increases in the neck region where a point of fracture
may be forming. In one experiment the samples were placed in a vertical orientation
whereas the other two experiments had the samples mounted horizontally. There
are two regions in the half-life sample that have scattering from the top of the neck
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Figure 6.16. Dark-eld volume of the 2 mm samples showing the pristine sample at the
top, the half-life sample in the middle, and the fractured sample at the bottom. Two
regions of interest in the half-life sample show higher regions of scattering similar to the
fracture point in the cracked sample.
to the bottom, as indicated by the dips in the DF signal to 0.513 in the middle of
the neck and 0.544 in the middle right neck region.
In the half-life sample, there are two regions of interest. The rst is at the 10 mm
mark, where a sudden dip in the signal could indicate possible crack formation.
The other location similar to this is from 18 - 21 mm. This region has a much
larger drop in the signal and likely indicates a crack will form.
The 3 mm conventionally made SS316 samples that did not show features of
interest in the far-eld interferometer were studied again. Figures 6.18 and 6.19
show features of interest at the 1.97 m scattering length.
To the human eye, the fatigued conventional sample only had one visible crack.
However, upon inspection, there are many small cracks propagating near the main
fracture point. In the half-life sample at the bottom, two small cracks appear in
the neck region. While the scattering is not as high as in the fatigued sample, the
appearance of two cracks that were not visually apparent proved the viability of
the experiment. To further understand the depth of crack formation, the sample
was rotated on its side (Fig. 6.19).
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Figure 6.17. Line probes of the half-life (top) and pristine (bottom) AM 2 mm samples.
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Figure 6.18. Front view of the conventionally machined 3 mm SS316 fatigued (top) and
half-life (bottom) samples.
Figure 6.19. Side view of the conventionally machined 3 mm SS316 half-life sample. In
this orientation, scattering near the crack location observed in Fig. 6.18 is claried.
In the conventional half-life sample, the scattering value near the crack location
drops to 0.5 in comparison to the rest of the sample around 0.7. As this is a side-
view of the sample, crack propagation appears to penetrate 1 mm across this 3 mm
sample. Observation of the increase in scattering (further from air values) indicates
a possible crack.
6.3.7 Neutron Bragg Edge Imaging at HZB
Bragg edge imaging revealed several interesting features in the 2 and 3 mm AM
printed samples as well as the conventionally machined samples. The Bragg edge
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imaging only utilized transmission imaging so no dark-eld or phase images were
collected with this experiment.
Previous Bragg edge studies divided Bragg images of stainless steel from two
wavelengths in attempts at observing fatigue [26]. Attempts in this work to do the
same with the half-life additive manufactured samples resulted in Figures 6.20 and
6.21.
Figure 6.20. An image generated from the T ([3.8,4.1] A) divided by T ([4.3,4.5] A). The
pixel size is 60 m (binning=2). There is a very slight change in Bragg transmission in
the neck region, but crack formation is not localized based on this data.
Figure 6.21. An image generated from the T ([2.2,2.6] A) divided by T ([3.8,4.1] A).
Crack formation observed in the dark-eld volumes was anticipated to be ob-
served when dividing the areas from 3.8 - 4.1 A by 4.3 - 4.5 A and 2.2 - 2.6 A
by 3.8 - 4.1 A. However, neither region showed evidence of crack formation. One
possibility is that transmission imaging is not the best method for viewing fatigued
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regions, whereas the dark-eld imaging shows scattering for small features. Further
validation of this hypothesis is shown in Figure 6.22 for the Bragg imaging of the
half-life conventional sample.
Figure 6.22. An image generated from the mean (3.8 A to 4.1 A) divided by mean (4.3 A
to 4.5 A). The pixel size is 60 m (binning=2).
Crack formation seen in this sample using grating-interferometry was not ob-
served in the Bragg edge imaging. This may imply that while transmission imaging
of fatigued samples is useful, there are better methods such as dark-eld imaging
that can show features of interest clearer.
An interesting dierence was observed between conventionally machined and
additively manufactured SS316 in the transmission signals. Figure 6.23 shows how
the additively manufactured steel was of a dierent crystallographic form than
expected.
Transmission through the fractured sample is the highest, followed by the half-
life and pristine samples. Of interest is the region between 3.5 - 4.2 A, where a
change in phase from pristine to fractured can be observed. The pristine sample
has characteristics of austenite, however the fractured sample has much less of a
change in this region. This could be related to a transition from -austenite's (111)
at 4.17 A to -martensite (110) at 4.10 A.
When looking at the 2mm fractured, half-life and pristine samples, we notice a
change in the peak region between 3.7 - 4.2 A (Figure. 6.24).
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Figure 6.23. Bragg edge of the conventional (left) and AM (right) 3 mm printed samples.
In the conventional sample, the spectra t similar to -martensite as seen in Robin
Woracek's paper. In comparison to the conventional samples, a peak at 3.65 A and
4.2 A indicate the AM samples are of a dierent crystalline form, austenite, instead of
-martensite as seen in the conventional.
Figure 6.24. Bragg edge spectra for the pristine, half-life and fractured 2 mm pulled
samples.
The fractured sample always had the highest transmission of the three samples,
which supports the concept that as a sample is pulled to fracture it becomes longer
and thinner. The main region of interest in the Bragg spectra is between 3.7 - 4.2 A,
where it appears a Bragg edge is disappearing in the fractured sample as compared
to the pristine sample. During this transition from pristine to fractured, the pristine
sample appears to be austenite while transitioning towards -martensite in the
fractured sample. This trend implies a reorientation of the grains during the tension
process.
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Several scanning electron microscope (SEM) experiments on the pristine and
half-life samples performed at LSU Mechanical engineering revealed porosity (sev-
eral m up to 10 m) in the pristine samples. When the samples were fatigued
through bending or pulling, the pores within the samples changed. The new poros-
ity was found to exhibit rearrangement of the grain orientation to a ner mi-
crostructure. This supports the Bragg edge data for the 2 mm samples in Fig-
ure 6.24 and the hypothesis that AM samples need some sort of annealing treat-
ment to distribute porosity and grain orientation equally within samples.
6.4 Conclusions
Traditional neutron radiography performed on a 2 mm thick SS316 sheet at ORNL
did not reveal crack formation after several hundred attempts at bending, despite
a powerful reactor with high counting statistics. Focus then turned to neutron
sources with Talbot-Lau and far-eld interferometry for imaging. Visualization
of fatigue in conventional and additively manufactured SS316 was possible using
interferometry and also Bragg edge imaging.
3 mm SLM printed SS316 dogbones in their pristine, half-life, and fractured
states were imaged with far-eld interferometry at NIST. Probing a wide range
of autocorrelation lengths from 606 nm - 2.01 m, the dark-eld signal changed
between dierent scattering lengths for all three samples. At 606 nm, the pristine
sample was not shown to be as uniform as expected, with six dierent regions of
scattering ranging from 0.38 up to 0.6. A likely cause for this inhomogeneity is from
a lack of annealing after the printing process. In the half-life sample, evidence of
crack formation can be observed at 840 and 960 nm when the sample is horizontal
to the beam. When the sample is switched to a vertical orientation, a concentrated
region of scattering is not observed, leading to the conclusion that scattering is
directional in these SS316 dogbones.
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In studying the dark-eld images for the pristine, half-life, and fractured samples,
a connection to a Gaussian function relating particle size and volume fraction
with dark-eld signal was made. The pristine sample had the smallest particle
radius near 0.72 m, the fractured sample the widest range of particle sizes (0.70 -
1.05 m), and the half-life sample in-between (0.88 m). The wider regions at the
ends of the half-life and fatigued samples had larger particle sizes in comparison
to the neck regions, implying a migration of porosity as the samples underwent
fatigue.
Traditional Talbot-Lau interferometry at HZB was performed on the same 3 mm
bent AM dogbones as well as conventionally manufactured 3 mm thick dogbones
and 2 mm thick SLM printed SS316 dogbones that were pulled via a jig. With a
set autocorrelation length of the instrument,  of 1.97 m, crack formation was
observed in the 3 mm conventional half-life and fatigued samples. While a large
visible crack was expected in the dark-eld images for the fatigued sample, a mi-
crostructure of small cracks was discovered surrounding the large crack. In the case
of the half-life conventional sample, two small cracks not visible to the human eye
were observed to penetrate 1 mm into the 3 mm samples.
Volumes of the 2 mm pulled samples showed potential regions of interest for crack
formation. In the half-life 2 mm sample, a line probe of three dierent tomography
experiments (one with samples vertical, two horizontal) revealed similar drops in
the DF/Attenuation signal, indicating possible crack formation. For comparison,
the pristine sample showed less variability from one tomography dataset to another
across the same probed distance.
Bragg edge imaging of the 2 and 3 mm AM and conventional samples revealed
two interesting features. First, the 3 mm SLM AM printed parts were originally
thought to be of the -martensite phase, similar to conventionally machined sam-
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ples. However, this was not the case. Instead, the crystalline form represented
austenite, indicating a required change needed for printing. The second feature
involved a gradual change from 3.8 - 4.1 A for the 2 mm pristine, half-life, and
fractured samples. The fractured sample appears to be of the -martensite phase,
however after pulling of the samples the higher transmission in this region indicates
a crystallographic phase change towards the austenite phase. In combination with
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Observation of Geometric Crystal
Twinning and Phase
7.1 Introduction
The use of grain boundary engineering in the synthesis of single crystals plays a key
role in the future of materials science. It is thought that grain boundaries play an
important role in the deformation and fracture of crystalline material due to high
temperatures, boundary movement, and migration [1, 2, 3]. Previous experiments
relied on \designing and controlling" a material with specic grain boundaries
to optimize the electrical and physical properties of that material [3]. With the
relationship between grain boundaries and magnetism in  and  phases of Fe taken
as a background [4], recent studies have focused on engineering grain orientation
for strong magnetic materials [5]. By altering the grain orientation in a material,
the possibilities are high for advanced magnetic materials like superconductors,
maglev trains, and imaging devices.
While synthesizing materials with specic grain boundaries may be possible,
there is a need for eective means of characterizing these materials. Detection
of microstructure, twinning and texture are possible using X-ray diraction [6],
electron backscatter diraction [7], and X-ray phase contrast imaging [8]. Although
the information may be valuable for small samples, the interaction of X-rays with
a crystalline material mostly occurs near the surface. This makes it dicult to
obtain crystal lattice information for a sample of reasonable thickness [9].
Neutron imaging is looked at as a viable option for crystal imaging due to its
bulk sensitivity in comparison to X-rays. Previous neutron Bragg edge imaging of
polycrystalline samples has viewed intensity changes as a function of hkl reections
at specic wavelengths due to dierences in strain [10, 11], texture [12], and phase
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[13, 14]. The dierences in the atomic cross sections and path length make it
possible to determine the various phases within a material using a Rietveld tting
[14]. Anisotropy and preferred orientation is also possible to determine within
textured materials through neutron Bragg edge imaging [15].
For the case of single crystal imaging, energy-resolved neutron imaging found
single-crystalline domains within bulk gold/palladium samples that were other-
wise too opaque for traditional characterization methods [16]. Diraction contrast
tomography with neutrons excels at revealing multiple grain structures, but is a
challenging experiment in terms of instrument time and data processing [17].
The hypothesis driving this work is that crystal twinning can be rapidly de-
tected using Talbot-Lau and far-eld neutron grating-interferometry due to the
possible change of the level of porosity at the twinning interface. In our search for
an ecient procedure for detection of crystal twinning in synthetic and geological
samples, neutron interferometry imaging is explored. In principle, the phase con-
trast imaging modality should reveal twinning based on porosity properties in the
twinning interface. The dark-eld imaging modality may show crystal twinning via
porosity at the crystal domain interface over a range of auto correlation scattering
lengths in both interferometers.
7.2 Experimental
The following sections describe the neutron interferometry methods explored to
observe crystal twinning. Talbot-Lau interferometry was utilized in Berlin while
far-eld interferometry was used at NIST.
7.2.1 Neutron Talbot-Lau Interferometry at HZB
Neutron Talbot-Lau interferometry experiments of crystals were performed at HZB
CONRAD2 [18, 19]. The geological example was a classic twinned \shtail" titan-
ite, CaTiSiO5, and provided by the LSU Department of Geology & Geophysics. A
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synthetic twinned crystal examined was a strontium ruthenate prepared by high-
pressure, oating-zone crystallization, provided by the LSU Department of Physics
& Astronomy.
Figure 7.1. Titanite (a) and strontium ruthenate (b) samples imaged at HZB and NIST.
An Andor Neo SCMOS camera was used (25602160) pixels, eective pixel size
of 30 m) with a 100 m thick 6LiF/ZnS scintillator. Three crystals were mounted
on a tomography rotation stage in a vertical stack assembled with thermoplastic
from a consumer-quality hot glue gun. The hydrogen content of the thermoplas-
tic strongly attenuates the neutron beam and provides a convenient demarcation
between samples. The instrument operated with a polychromatic neutron beam
with a maximum intensity at 2.5 A, a grating period p1 of 7.97 m, a sample-to-
detector distance, z, of 5.0 cm, and a G1-G2 distance, D, of 2.27 cm, yielding an
auto correlation scattering length, , of 1.97 m.
7.2.2 Statistics
The interferogram projections and tomography volumes are analyzed by the cor-
relating pixel values in one image versus pixel values in another. For example, the
DPC image will be compared to the ratio of DF/Attenuation pixel-by-pixel in a
scatterplot; the structure of the scatterplot will be quantitatively assessed by a
statistical measure of the correlation. Other image pairs will also be assessed; the
dark-eld versus attenuation is a good measure of surface scattering.
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The images are reduced to vectors of pixel intensities. It is important that the
vectors have equal length and consistent order. This is done by generating a binary
image mask from the attenuation image, closing holes within the mask, and erosion
of the surface by a few pixels to reduce surface eects on the statistical analysis.
A list of the frow; columng indices of the mask elements is used to extract pixel
values from the attenuation, dark-eld, and DPC images. These lists of pixel values
are the vectors used for the correlation testing.
Correlation testing between two or more vectors is a common activity in eco-
nomics. A recent review was published by Schmid et al. from the Department of
Enconomic and Social Statistics, University of Cologne.1. Consider two vectors of
data, 1 and 2, representing for example, education and income. A rst test is
to reject the null hypothesis of no correlation. The second test is to measure the
correlation between the two vectors. In this crystal imaging work, we are at the
rst test.
The null hypothesis of correlation starts with the assumption of true, there is
no correlation, and this assumption is veried if the p-value remains small. A large
p-value means the null hypothesis is false and there may be a correlation between
the two vectors. The null hypothesis can also be combined with an alternative
hypothesis that a correlation does exist. This sounds like a lot of work.Mathematica
has a command, IndependenceTest, which combines null and alternative hypothesis
with various tests. We are starting with a monotonic test, that is an increase in
one image is correlated with an increase in another image. The Blomqvist's  is a
test for monotonic correlation. The Blomqvist's  test is one of group of test called
copula. The word copula comes from the Latin \connection, linking of words".
1F. Schmid, R, Schmidt, T. Blumentritt, Sandra Gaier, M. Ruppert, \Chapter 10: Copula-Based Measure-
ments of Multivariate Association" in \Copula Theory and Its Applications", P. Jaworski eds., Lecture Notes in
Statistics 198 (2010) 2
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Blomqvist's  (see Schmid footnote, Eq. 10.11) is calculated for two vectors 1
and 2 (higher dimensions can also be calculated) as:
 = Pf(1   1)(2   2) > 0g   Pf(1   1)(2   2) < 0g (7.1)
where 1 is the mean value of 1 and P is the probability. A value of zero means
no correlation and 1 indicates complete, monotonic correlation.
The examination of two data sets for independence can be done by several tests.
The Mathematica command IndependenceTest will perform several tests on a pair
of data sets. The test Blomqvist  appears to have the largest dynamic range of all
the tests for the comparison of (dark-eld)/(attenuation) versus DPC. Figs. 7.2,
7.3, and 7.4 show an uncorrelated, positive correlated, and negatively correlated
dataset. The results of independence testing where the null hypothesis is indepen-
dence. A small p-value suggests the hypothesis is unlikely.
Figure 7.2. An uncorrelated data set: x = N(; 2) and y = N(; 2) with  = 1 and
 = 3.
7.2.3 Neutron Far-Field Interferometry at NIST
Experiments at NIST were performed using a far-eld interferometer, with a design
wavelength of 5.4 A, a grating period, Pg, of 2.4 m, a sample-to-detector distance,
z, of 2.257 cm, and D(G1-G2) distances of 3 to 40 mm, equating to auto correlation
scattering lengths, , of 360 nm to 4.75 m [20]. Smaller scattering lengths ran
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Figure 7.3. A partially correlated data set: x = N(; 2) and y = x + N(; 2) with
 = 1 and  = 3.
Figure 7.4. A partially correlated data set with a negative correlation: x = N(; 2) and
y =  x N(; 2) with  = 1 and  = 3.
into issues with harmonics projected onto images of the samples so scattering
lengths below 606 nm are disregarded. The far-eld interferometer was optimized
for measuring autocorrelation scattering lengths and not image resolution.
The neutron interferograms were processed in Mathematica with a vectorized
linear algebra method [21]. The algorithm has recently been converted to Python
and is in the process of installation into the Advanced Photon Source tomopy
project 3. Interferometry performance was noted with the open beam average visi-
bility and was 5% for the Talbot-Lau system and approaching 20% for the far-eld
system. This algorithm is more robust than the more commonly used Fourier anal-
ysis [22]. Volume reconstructions for absorption, dark-eld, and DPC were done
3http://tomopy.readthedocs.io
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using simultaneous iterative reconstruction technique (SIRT) from the ASTRA
toolbox [23].
7.3 Results and Discussion
All crystals were imaged on a tomography rotation stage such that radiography
and tomography could be performed without sample manipulation. Tomography
reconstructions of the attenuation, DPC, and DF projections of titanite did not
reveal any crystal twinning. One reason for this is the ltering used in tomography
reconstruction of coarsely spaced datasets will blur sharp features. By solely looking
at projection data at specic angles, a more concentrated eort can be placed on
observing the absorption, DPC, and dark-eld signal over the course of multiple
grating steps.
Therefore our attention turned to the projection images. The projections were
then analyzed on a pixel-by-pixel basis for each rotation angle and assessed with
a statistical parameter sensitive to monotonic correlations, the Blomqvist's  pa-
rameter. To illustrate the pixel-wise correlations, a pair of closely related rotation
angles are selected for the gures below. For the rotation angle shown on the top
side for Figs 7.5 to 7.9, crystal twinning is most visible in both the images and the
Blomqvist's  parameter. For reference, the image at the bottom is at a rotation
angle showing less obvious twinning or a smaller Blomqvist's  parameter.
7.3.1 Titanite (HZB)
Imaging of the titanite sample led to the observation of features looking like crys-
tallographic plane excitations at several rotation angles. Two Talbot-Lau image
projection sets for the titanite sample are shown in Fig. 7.5.
At 96.0 (top set of images), the DF scattering between the two domains in-
creases markedly; see also Fig. 7.6. The DPC image shows a change left to right
across the sample, specically at the interface between the two crystal domains.
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Figure 7.5. Two slightly dierent rotation angles for the titanite sample at 96.0 (top)
and 88.8 (bottom). Scale for attenuation and DF: 0 to 1, with air having a value of 0.
DPC scale - (black) to +  (white). Surface roughness is removed from the projection,
especially the DF projection, by application of an eroded binary mask generated from
the attenuation projection.
This is attributed to path length dierences. At 88.8, the change between the
left and right portions of the crystal are not as well dened as at 96.0. While this
could imply that twinning can be observed in the sample at specic rotation angles,
these features could also be dependent upon direction of the phase gradient in the
sample. Such orientations could induce features that appear similar to twinning.
The Blomqvist- analysis in Fig. 7.6 shows the dierences between 88.8 and
96.0. When the crystallographic plane comes into view, there is a high degree of
correlation at 88.8 in the DPC vs DF/attenuation and DPC vs darkeld images.
At 96.0 a split in the DPC signal is observed, indicating a possible twinning.
The plot of DPC versus (DF/Attenuation) shows the most dramatic change with
a rotation angle of 96 indicating detection of a crystal twinning feature. It could
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Figure 7.6. Statistical analysis for two slightly dierent rotation angles of titanite. The
top set of images shows titanite at 96.0 and the bottom set shows titanite at 88.8. The
scatterplot is a pixel-by-pixel comparison from attenuation, DPC, and DF images. The
Blomqvist- parameter assesses the independence of the two pixel sets, with a value of
1 showing perfect monotonic correlation.
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also be related to behavior of the phase signal that yields positive or negative
values depending on phase gradient direction. The splitting of the signal could be
generated by geometrical considerations and not necessarily twinning.
Figure 7.7. Titanite projections from both Talbot-Lau interferometry at HZB (a) and
far-eld interferometry at NIST (b) are assessed with the Blomqvist- statistic as a
function of tomography rotation angle. Note: the dierent sample mounts at the two
facilities removed the correlation of rotation angles. In the far-eld setup, a grating
dierence D(G1-G2) of 15 mm corresponds to an autocorrelation scattering length of
2 m, equivalent to the interferometry setup of the Talbot-Lau system. In summary,
both systems are sensitive to crystal twinning.
When comparing the tomography datasets from Talbot-Lau and far eld inter-
ferometry, the crystallographic twinning feature can be visually observed in the
projections as a function of rotation angle. Likewise, the Blomqvist- parameter
for some correlations also reveals evidence of an anomaly. In Fig. 7.7, the sharp
peaks in the Blomqvist- parameter indicate the appearance and disappearance of
the twinning plan, while for most rotation angles, the Blomqvist- value remains
near constant. One issue that appears with the far-eld interferometer is geometric
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blurring. When the sample to detector distance ranges from 0.5 to 1.2 meters as in
this experiment, the blurring at far distances is noticeable. In the case of Fig. 7.7
taken with far-eld interferometry, the correlations for titanite are not as marked
as for the Talbot-Lau interferometer.
7.3.2 Strontium Ruthenate
As an example of a topological insulator, a sample of strontium ruthenate, which
was thought to be a single crystal, was imaged. Tomography of the crystal revealed
several angles of interest so projection images from those specic angles are shown
in Fig. 7.8.
Figure 7.8. Two rotation angles for the Sr3(Ru0:95Mn0:05)2O7 sample; see also Fig. 7.9.
At 133.3 (top set of images), the DF scattering within the sample is larger than at
127.3 (bottom set of images). Scale for attenuation and DF: 0 to 1, with air having a
value of 0 (black). The DPC scale ranges from - (black) to +  (white).
Absorption, DPC, and dark-eld images show evidence of possible twinning at
rotation angles near 133.3. The easiest image to observe this is in the absorption
image, where a change from the left side to the right side of the sample is indicated
by a jump in the signal. The dark-eld is also of interest as it indicates scattering
features at the 1.97 m length scale, where scattering changes from the top of the
sample to the bottom in both projection images. At 133.3, a small gap in the
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scattering signal is observed in the crystal. This may be indicative of directional
crystal grain orientation within the sample.
When the sample is rotated further to 127.3, evidence of twinning is mini-
mized. The DPC signal appears homogeneous throughout the sample, explaining
how the sample appears homogeneous. This explains the possibility of twinning
being detected only within a small range of angles in tomography experiments. In
comparison to the titanite sample, the projections for strontium ruthenate look
similar. Again, a possible crystal twinning feature is detected at a few tomography
rotation angles, however this could be due to the geometry of the crystal in the
neutron beam.
At 133.3, the correlation plots, Fig. 7.9, show substantial structure. The corre-
lation plots at 127.3 are representative of most other rotation angles, thus angle
133.3 is unique and believed to be aligned with a twinning feature.
7.4 Conclusions
Neutron grating-based interferometry using Talbot-Lau and far-eld interferome-
try setups was performed for crystalline samples at HZB and NIST, respectively.
Titanite and strontium ruthenate crystals were chosen due to anticipated twinning
within the structure. Tomographic datasets were disregarded due to spatial infor-
mation lost over the course of several hundred rotation angles. Projection images
of absorption, DPC and dark-eld were the main focus for this chapter. Visually,
the DPC and dark-eld images show features which are consistent with twinning
provided the crystal orientation with respect to the interferometer is optimized.
Pixel-wise correlations of DPC and/or dark-eld versus attenuation (see Fig. 7.6)
also show evidence of crystal twinning and indicate a route for faster crystal in-
spection. While the features are thought to be a result of crystal twinning, another
explanation exists. Depending upon the direction of the phase gradients in titanite
148
Figure 7.9. Statistical analysis for two rotation angles of the Sr3(Ru0:95Mn0:05)2O7 sample
at 133.3 and 127.3. The plot of DPC versus (DF/Attenuation) shows the most dramatic
change with rotation angle 133.3. The parameters for 127 are typical for most of the
rotation angles. The parameters at 133.3 are unique and taken as evidence of detection
of a crystal twinning feature.
and strontium ruthenate, crystal geometry in the neutron beam path could ex-
plain the splitting of the absorption, DPC, and dark-eld signals. Evidence of this
splitting was seen in the DPC/(DF/attenuation) images, where both positive and
negative correlation were observed at specic rotation angles in the Blomqvist-
parameter. The Blomqvist- test has potential application to easily detect crystal
geometry or twinning.
At the beginning of this project, the operational hypothesis for identifying inter-
nal structures of twinned crystals was based on the dierential phase contrast im-
age. The project has now revealed the utility of dark-eld imaging when used with
an autocorrelation scattering length near 2 m. Localized scattering observed in the
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strontium ruthenate sample showed how features of interest change from projec-
tion to projection. In comparison to the additive manufacturing studies performed
in Chapters 5 and 6, the scattering of crystallographic gradients is anticipated to
be several magnitudes of order smaller (Angstrom instead of micrometers). With
neutron far-eld and X-ray near-eld interferometry gaining access to smaller and
smaller scattering length scales, it is expected that higher quality X-ray and neu-
tron imaging results can be obtained.
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Conclusions and Future Studies
8.1 Conclusions
Talbot-Lau and far-eld grating-based interferometry have shown great promise
in the imaging of additive manufacturing, lithium ion batteries, and single crys-
tals. In combination with other techniques like Bragg edge imaging and electron
microscopy, X-ray and neutron interferometry provide quantitative scattering and
transmission/absorption information of the samples. This is the rst known report
on the application of far-eld interferometry to additive manufacturing, batter-
ies or crystals. Also, these are some of the rst experiments for spatially resolved
scattering imaging.
X-ray synchrotron imaging provided high enough ux to observe ve cath-
ode/anode layers in fresh and worn (over 1000 cycles) Li-polymer batteries. As
X-rays are cheaper to use than neutrons, the possibilities of utilizing X-ray grating
interferometry for batteries are great. Experiments using an X-ray tube source did
not provide enough ux to gain good contrast through thin (0.5 - 2.0 mm) bat-
teries even with high exposure times. Due to the parallel beam geometry at the
synchrotron sources, 2 second exposures showed electrode and separator material
through the thinnest and thickest portions of all batteries. Although this imaging
does not describe what accounts for the scattering features, it shows the locations
of inhomogeneity within batteries.
Neutron diraction and Bragg edge imaging of batteries showed the wavelength
dependence of hkl peaks between charged and discharged, fresh and worn batter-
ies. Principal component analysis and multivariate curve resolution was attempted
to understand the equilibrium within a seven-component battery system, however
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this was not as successful as separating the battery into three LixCoO2 and three
graphite/LiCn components. Resolving Bragg edge peaks for both the fresh and
worn battery was a challenge due to the peaks not corresponding with known
LiCoO2 or graphite hkl values. One possibility for this discrepancy is the degra-
dation of the internal solid electrolyte interface to form metal oxides or lithium
carbide structures (LiC12, LiC18) for which there is little available diraction data.
Also of note in the Bragg edge 3 to 4.5 A spectra is the transparency of charged
versus discharged batteries. For both fresh and worn batteries, the charged state
has overall greater transmission than the discharged state. This could be explained
by an as-yet unidentied large unit cell species with a strong Bragg edge just above
4.2 A. By understanding the evolution of battery components as a function of state
of charge, changes to the internal battery chemistry can be made to ensure long
lifetimes.
In the rst application of far-eld neutron interferometry to batteries, changes
in the scattering locations within fresh and worn batteries was observed. With
useful autocorrelation lengths () ranging from 600 nm to 3.5 m, the dark-eld
signal in 2 mm thick, 43 mAh batteries increased to a saturation point when the
gratings were set at certain distances. The fresh batteries reached this saturation
point at longer autocorrelation lengths (2.813 m) in comparison to slightly worn
batteries (2.588 m) and worn batteries (2.25 m). Even with many unknowns as
to what components within the batteries are causing this scattering, this implies
that as the batteries go through charging and discharging cycles, the particle size
within the batteries is decreasing. Slight dierences in the scattering signal were
also observed between the same batteries charged and discharged, although these
changes were not as noticeable as between fresh and worn batteries.
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In another application of neutron Talbot-Lau grating interferometry, porosity
in additively manufactured EBM Ti-6Al-4V samples was observed. Features dis-
covered in the transmission and dark-eld interferometry images at 60 m spa-
tial resolution led to tomographic high-resolution transmission imaging at 30 m.
During reconstruction of the sample, a chimney-like pore structure was observed
beginning at the location of the rst print layer continuing to halfway through the
sample. The pore structure is likely due to a lack of fusion during the printing
process, indicating the need for annealing of samples to ensure homogeneity.
Points of potential fracture were discovered in 2 mm and 3 mm thick SS316
selectively laser manufactured dogbones with both Talbot-Lau and far-eld neu-
tron interferometry. The 2 mm samples (pristine, half-life (75% fatigued), and
fractured) were pulled using a jig while the 3 mm samples were bent similar to a
diving board. Far-eld interferometry showed the progression of crack formation
in the half-life sample from 600 nm up to 2 m. Good scattering lengths for obser-
vation of crack formation in the half-life 3 mm sample were 960 nm and 1.07 m.
In the experiment at HZB using Talbot-Lau neutron interferometry, a scattering
length of 1.97 m showed two regions of possible crack formation. Determining the
location of fatigue in additive manufacturing can play a large role in preventing
catastrophic events.
Talbot-Lau and far-eld interferometry of crystals showed excitation of the ab-
sorption and dark-eld signal at certain angles. The anticipation was that grating
interferometry could be used to detect crystal twinning through the absorption,
phase, or dark-eld images. The excitations were originally thought to be a result
of neutron birefringence, however this has not been observed to date. A Blomqvist
beta correlation test comparing the three datasets for strontium ruthenate showed
positive and negative splitting of the DF/attenuation signal, possibly indicating
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twinning. While this project was not as successful as the batteries or additive
manufacturing, there is still promise that interferometry optimized under dierent
scattering lengths could reveal twinning.
8.2 Future Studies
With the success of X-ray and neutron experiments presented, there are several
methods of improvement in reference to both the experimental setups and appli-
cations. In the case of X-ray imaging, the near-eld interferometry setup designed
by Dr. Han Wen showed great promise in observing scattering on the 20 { 900 nm
length scale. Application of this new setup to samples with small features can pro-
vide users with results similar to a small angle X-ray scattering (SAXS) experiment
while also including images of those features. Easier samples to begin with include
monodispersed spheres of known size and radius such that a comparison dark-eld
imaging and SAXS experiment could be performed.
The far-eld neutron interferometry experiments at NIST were performed in
two orientations: one setup where the grating distance moved and the other where
the sample moved. When the gratings were moved, issues with harmonics and the
scattering signal going negative at high grating distances limited the scattering
range. In the second experiment where the gratings were set to a maximum visi-
bility and the sample was moved, problems with geometric blurring at far sample
to detector distances also limited useful scattering lengths. As a new experimental
setup, parameters such as sample to detector distance, grating distance, slit width,
and the use of ight tubes need to be optimized.
The neutron Talbot-Lau interferometry setup was designed for an autocorre-
lation length of 1.97 m. By altering the total length of the system or moving
the gratings closer to one another, it would be possible to probe smaller auto-
correlation lengths. In the case of the 2 and 3 mm SS316 AM samples, far-eld
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interferometry showed that crack formation occurs at scattering lengths around
1 m. Another option is to fabricate a new grating with a smaller period than the
0.8 mm period currently used. However, this option is considerably more expensive
and dangerous if gadolinium sputtering is required to make similar gratings. If the
Gadox fabrication method for neutron gratings is utilized, this would make for a
quick and easy solution.
As far as applications, the goal for most of these projects is to gain in-situ mea-
surements of battery degradation or crack formation in additive manufacturing.
By imaging a battery while it is charging or discharging, it would be possible to
determine how scattering in the battery is changing spatially. One challenge to this
scenario involves the high cross section of lithium with neutrons, making it dicult
to determine whether scattering in a Li-ion or Li-po battery is a result of lithium
movement or component degradation. In the case of additive manufacturing, the
next step is to image dogbone samples while they are undergoing the fatigue pro-
cess. The HZB facility has a jig designed and set up for in-situ measurements with
Talbot-Lau interferometry so this experiment is anticipated to be performed soon.
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Appendix A: Copyright Permission for
Porosity Chapter
The following is a copyright transfer of the article \Porosity detection in electron
beam-melted Ti-6Al-4V using high-resolution neutron imaging and grating-based
interferometry" to Springer from myself, Adam J. Brooks. Springer states that I
retain the rights of the article \for his/her further scientic career by including the
nal published journal article in other publications such as dissertations and post-






Appendix B: X-ray Linear Attenuation
Coecient Mathematica Code
The following code is used to calculate the linear attenuation coecient, , for
various chemical elements and compounds at diering thicknesses and X-ray ener-
gies. This is based upon atomic form factor, f', and mass attenuation information.
Values were obtained from http://www.nist.gov/pml/data/ast/ for f' and from





ref:  Atsushi Momose, “Recent Advances in X-ray Phase Imaging”, Japanese J. of 






















mu/rho mass attenuation coefficient:  For mixtures, sum weighted components
f’ atomic form function: For mixtures, sum the (i-th number density)x(i-th f1 atomic form 
function).  
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Appendix C: Neutron Diraction
Mathematica Code
The following Mathematica code was used to analyze a time-of-ight neutron
diraction experiment performed at Oak Ridge National Lab, SNS VULCAN. The
samples of interest were lithium ion batteries. The code initially denes functions
for the instrument, followed by import of raw time-of-ight data for vanadium
and cerium oxide references. Diraction spectra for the references are compared
with raw battery data and thus diraction plots of fresh and worn, charged and
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4576 Cerium Oxide measured early Friday morning 4AM to 7AM with 5x10x5, 30Hz, 
2Å center
4577  Vanadium measured early Friday morning 7AM to 9AM with 5x10x5, 30Hz, 2Å 
center
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4576 Cerium Oxide measured early Friday morning 4AM to 7AM with 5x10x5, 30Hz, 
2Å center
The cerium oxide peak calibration result is:   correctTwoThetaAngle = 47.7 Degree;
��������������������������������������������
���������� = ������[�������������� <> ���������������� ������]�
�������������� = ����������[����������][[�]] - �
��������� = �� ������� = ����������[����������][[�]]�
��������������� = �������������[{�� �� �}� ��������������]�
����� = ��
���[��������� = ���������� ��������� ≤ �������� ���������++�
���� = ����������[[���������]]�
���������������[[������ ���]] = �����
�����++�]�
������� = ���������������[[���� �]]�
������������� =
����������������������������������[[�]] ����� �������
����������������  (��������)� {�� ������[�������]}�
����������� = � × �������������� ���[��������������������] �
���������������[[���� �]] = ������������
� = ���������������[[���� �]]�
� = ��� * � / �����[�]�
� = ���������������[[���� �]]�
� = ��������������������������[�[[�]]] > ��
�[[�]]  �������������������[�[[�]]]� �� {�� ������[�]}�
���������������[[���� �]] = ��
������������� = ��������
���������[{���������������[[���� �]]� ���������������[[���� �]] }] �
������ → ����� ��������� → ����� � ��������� → {{���� ���}� {�� �}}�
��������� → ���� ���������� → {���� �}�
����� → ����� ���������� → ���������[��]� ���������� →{����������/���� ������� ��}� ��-�������/��� ������� �������
������ → ������������������������� ��� � ��� ��� {���� ���}
����
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�������������[ ���������[{�� �}]� ������������������ → � ]�
�����[�]� ����������� = ����
������ = �����[�����[
�����������[{�����������������[�]� ���[�] < � < ���[�]}� {�� �����}�
������������� → ���� ������������� → ������] // ������{������ ���� �� ����}]]�
�������� =
�����[{� /� ������[[�� �]]� ������[[�� �]]}� {�� ������[������]}]�
�������� = ����������������[�����[�������� * ����]]  ���� // ��
����� =
�������[��������[��������[[���� �]]� �_�(# ≥ ����������� �)]]�
�������� = ��������[[������ ���]]�
����� = �������[��������[��������[[���� �]]� �_�(# ≥ ��� �)]]�
�������� = ��������[[������ ���]]�
����� = �������[��������[��������[[���� �]]]]�
�������� = ��������[[������ ���]]�
��������[[���� �]] =
�����[��� × ��������[[���� �]] / ���[��������[[���� �]]]]�
���������[��������� ������������� → {����� {��-��������� ����� �����}}]
�-������� ���� ����
������ ���������� �������� ��������� ��������� ��������� ��������� �������� �������� ��������� �������� �������� �������� ��������� �������� �������� �������� ��������� �������� �������� �������� ��������� ��������� �
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� ������������������������������������������������������ ��������
���������� = ������[�������������� <> �����_������������� ������]�
������������������� = ����������[����������][[�]] - ��




���[��������� = ���������� ��������� ≤ �������� ���������++�
���� = ����������[[���������]]�
���� = �����������[����]�{�� �� �} = ������������[����[[�� � �� �]]]�
���� = ������������[����[[�� �]]]�
����������������� = ������������[����[[�� �]]]�
��������������������������[[������ ���]] ={�� �� �� ����� �����������������}�
�����++�]�
���������[���������������������������
������������� → {���������� {���� ���� ���� ��(���)�� ����� �����}}]
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� � � �(���) ���� ����
� � � � ������� ����� � � � ������� ���� � � � ������� ����� � � � ������� ����� � � � ������� ���� � � � ������� ����� � � � ������� ���� � � � ������� ����� � � � ������� ������ � � � ������� ����� � � � ������� ������ � � � ������� ����� � � � ������� ���� � � � ������� ������ � � � ������� ����� � � � ������� ����� � � � ������� ������ � � � ������� ����� � � � ������� ����� � � � ������� ������ � � � ������� ����� � � � ������� ����� � � � ������� ���� � � � ������� ����� � � � ������� ������ � � � ������� ����� � � � ������� ����� � � � ������� ������ � � � ������� ����� � � � ������� ����� � � � ������� ������ � � � ������ ����� � � � ������� ������ � � � ������ ���� � � �� ������� ���� � � �� ������� ������ � � � ������� ����� � � �� ������� ����� � � � ������� ����� � � �� ������� ���
������������������������������������������
���������������������
4579  charged, fresh battery #2740
4580  discharging; split into 5 minute windows





���������� = ������[�������������� <> ���������������� ������]�
�������������� = ����������[����������][[�]] - �
��������� = �� ������� = ����������[����������][[�]]�
����������� = �������������[{�� �� �}� ��������������]�
����� = ��
���[��������� = ���������� ��������� ≤ �������� ���������++�
���� = ����������[[���������]]�
�����������[[������ ���]] = �����
�����++�]�
������� = �����������[[���� �]]�
������������� =
����������������������������������[[�]] ����� �������
����������������  (��������)� {�� ������[�������]}�
����������� = � × �������������� ���[��������������������] �
�����������[[���� �]] = ������������
� = �����������[[���� �]]�
� = ��� * � / �����[�]�
� = �����������[[���� �]]�
� = ��������������������������[�[[�]]] > ��
�[[�]]  �������������������[�[[�]]]� �� {�� ������[�]}�
�����������[[���� �]] = ��
�������� =
�����������������[{�����������[[���� �]]� �����������[[���� �]] }] �
������ → ����� ��������� → {������ �����} �
��������� → {{���� ���}� {-����� ����}}�
��������� → ���� ���������� → {���� -����}�
����� → ����� ���������� → ���������[��]� ���������� →{����������/���� ������� ��}� ��-�������/��� ������ ���������
������ → �����[��������[����[�����[���������� ��]]]� {���� ���}]
����
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����������[�����������[[���� � �� �]] ]
�����������[[� �� ��� � �� �]]
������[�����������������[] <> �������������_�������_�������������
�����������[[���� � �� �]] � �����]{����� �}




���������� = ������[�������������� <> ���������������� ������]�
�������������� = ����������[����������][[�]] - �
�������������� = �������������[{�� �� �}� ��������������]�
����� = ��
���[��������� = ���������� ��������� ≤ �������� ���������++�
��[��������� > ����������[����������][[�]]� �����[]]�
���� = ����������[[���������]]�
��������������[[������ ���]] = �����
�����++�]�
������� = ��������������[[���� �]]�
������������� =
����������������������������������[[�]] ����� �������
����������������  (� ��������)� {�� ������[�������]}�
����������� = � × �������������� ���[��������������������] �
��������������[[���� �]] = ������������
� = ��������������[[���� �]]�
� = ��� * � / �����[�]�
� = ��������������[[���� �]]�
� = ��������������������������[�[[�]]] > ��
�[[�]]  �������������������[�[[�]]]� �� {�� ������[�]}�
��������������[[���� �]] = ��
����������� = �����������������[{��������������[[���� �]]� -���� + ��������������[[���� �]] }] �
������ → ����� ��������� → {����� �����} �
��������� → {{���� ���}� {-����� ����}}�
��������� → ���� ���������� → {���� -����}�
����� → ����� ���������� → ���������[��]� ���������� →{����������/���� ������� ��}� ��-�������/��� ������ ���������
������ → �����[��������[����[�����[������������� ��]]]� {���� ���}]
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����������[��������������[[���� � �� �]] ]
��������������[[� �� ��� � �� �]]
������[�����������������[] <> �������������_����������_�������������
��������������[[���� � �� �]] � �����]{����� �}






���� = �����[�������������[��������[���������[[�� � �� �]]]�{�{� → ��� �� � → ���� �}� → ��}]� {�� ������[���������]}]�
���������[���������[{����� �����������}]�
������������� → {���������� ����}]
� ������� �������� ������� �������� ������� �������� ������� �������� ������� �������� ������� �������� ������� �������� ������� �������� ������� ��������� ������ ��������� ������ ��������� ������� ��������� ������� ��������� ������� �������� ������� �������
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����������������� = ��� ������������ = {}�
��������������� =
�������������[{�� �� �}� {������������������ ��������������}]�
���� = �� � ≤ ������������������ �++�
���������� = ������[
�������������� <> �/����/� <> ��������[�] <> ������������ ������]�
����� = ��
���[��������� = ���������� ��������� ≤ �������� ���������++�
��[��������� > ����������[����������][[�]]� �����[]]�
���� = ����������[[���������]]�
���������������[[�� ������ ���]] = �����
�����++�]�
������� = ���������������[[�� ���� �]]�
������������� =
����������������������������������[[�]] ����� �������
����������������  (� ��������)� {�� ������[�������]}�
����������� = � × �������������� ���[��������������������] �
���������������[[�� ���� �]] = ������������
� = ���������������[[�� ���� �]]�
� = ��� * � / �����[�]�
� = ���������������[[�� ���� �]]�
� = ��������������������������[�[[�]]] > ��
�[[�]]  �������������������[�[[�]]]� �� {�� ������[�]}�
���������������[[�� ���� �]] = ��
������������ =
������������������� �����������������[{�� � }]� ������ → �����
��������� → {������ �����} � ��������� → {{���� ���}� {�� ����}}�
��������� → ���� ���������� → {���� �}�
����� → ����� ���������� → ���������[��]�
���������� → {����������/���� ������� ��}���-�������/��� ������ ���������
������ → �����[��������[����[�����[
��������[����������������������[[�]]] <> � ���
��]]]� {���� ���}] ��






�������������_�����������_� <> ��������[�] <> ������� ����[[�]] ]�{�� ������[����]}]�
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����[{��������� �����������}� ������ → �����[
��������[����[�����[�������� (�����)�� ���������� (����)�� ��]]]�{���� ����}]]












































����������[�����������[[���� � �� �]] ]
�����������[[� �� ��� � �� �]]
������[�����������������[] <> �������������_��������_�������������
�����������[[���� � �� �]] � �����]{����� �}
{{�������� �}� {��������� �}� {��������� �}�{��������� �}� {��������� �}� {��������� �}�{��������� �}� {��������� �}� {��������� �}� {��������� �}}/�����/����/�������/�������_����������/�����������/
������������_��������_�����������
����������������������������������������������������������
4579  charged, fresh battery #2740 : blue peaks = 2.145(0.02), 2.018(0.01), 
1.847(0.04), 1.764(0.03), 1.575(0.01), 1.45(0.01), 
4580  discharging; split into 5 minute windows
4581  discharged by -401 Coulombs:  black peaks = 2.007(0.01), 1.683(0.04), 
1.556(0.02), 1.122(0.01), 0.993(0.01)
��������� = {{������ ����}� {������ ����}�{������ ����}� {������ ����}� {������ ����}� {����� ����}}�
���������� = {{������ ����}� {������ ����}�{������ ����}� {������ ����}� {������ ����}}�
����������� = �������[����������������������� �]�
����������� = ������[������������ ����[����������������������]]�
������������� =
��������������� ������[���������]� � + ������[�����������]�
�������������� = ���������������������[����������]� � + ������[�����������]�
���� = �� � ≤ ������[���������]� �++�{������� ���������} = ���������[[�]]�
�������������[[�� �]] = ��������[����������[������� �]] <>
�(� <> ��������[���������] <> �)��
� = �����������[[���� �]]� � = �����������[[���� �]]�
��������� = ����������������� �_�# > ������ - ���������  � ��# < ������ + ���������  � ��{��������� ��������} = {�����[���������]� ����[���������]}�{����� ����} = {�[[��������]]� �[[��������]]}�{����� ����} = {�[[��������]]� �[[��������]]}�
������������ = ����[{����� ����}] × ���� - �����
��������������� = ��
������������ ≤ ������[�����������]� ������������++�
�����[������������ ⩵ �� � = �����������[[���� �]]�
������������ > � �� ������������ < ��� ������[{�}�
� = ������������ - �� � = ���������������[[�� ���� �]]�]�
������������ ⩵ ��� � = ��������������[[���� �]] ]�
�������������������� = �����[����[�� {��������� ��������}]] ×���� - ����  �������� - �������� + ��
�������� = �������������������� - �������������(* �����[{�����������������������}]� *)
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�������������[[�� ������������ + �]] = �����������
���� = �� � ≤ ������[���������]� �++�{������� ���������} = ���������[[�]]�
� = �����������[[���� �]]� � = �����������[[���� �]]�
��������� = ����������������� �_�# > ������ - ���������  � ��# < ������ + ���������  � ��{��������� ��������} = {�����[���������]� ����[���������]}�
���������[�] = ��������[
���������[{�[[�������� �� ��������]]� �[[�������� �� ��������]]}] �
���������� → {�� �}� ������ → ����� ������� → �����
������������ → ���������[������ �������[���]] ]��
���� = �� � ≤ ������[����������]� �++�{������� ���������} = ����������[[�]]�
��������������[[�� �]] = ��������[����������[������� �]] <>
�(� <> ��������[���������] <> �)��
� = ��������������[[���� �]]� � = ��������������[[���� �]] �
��������� = ����������������� �_�# > ������ - ���������  � ��# < ������ + ���������  � ��{��������� ��������} = {�����[���������]� ����[���������]}�{����� ����} = {�[[��������]]� �[[��������]]}�{����� ����} = {�[[��������]]� �[[��������]]}�
������������ = ����[{����� ����}] × ���� - �����
��������������� = ��
������������ ≤ ������[�����������]� ������������++�
�����[������������ ⩵ �� � = �����������[[���� �]]�
������������ > � �� ������������ < ��� ������[{�}�
� = ������������ - �� � = ���������������[[�� ���� �]]�]�
������������ ⩵ ��� � = ��������������[[���� �]] ]�
�������������������� = �����[����[�� {��������� ��������}]] ×���� - ����  �������� - �������� + ��
�������� = �������������������� - �������������(* �����[{�����������������������}]� *)
��������������[[�� ������������ + �]] = �����������
���� = �� � ≤ ������[����������]� �++�{������� ���������} = ����������[[�]]�
� = ��������������[[���� �]]� � = ��������������[[���� �]]�
��������� = ����������������� �_�# > ������ - ���������  � ��# < ������ + ���������  � ��{��������� ��������} = {�����[���������]� ����[���������]}�
����������[�] = ��������[
���������[{�[[�������� �� ��������]]� �[[�������� �� ��������]]}] �
���������� → {�� �}� ������ → ����� ������� → �����
������������ → ���������[����� �������[���]] ]��
����[{��������� �����[���������[�]� {�� ������[���������]}]�
������������ �����[����������[�]� {�� ������[����������]}] }�
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��������� → {{���� ���}� {-����� ���}}� ������ → �����[
��������[����[�����[�������� (�����)�� ���������� (����)�� ��]]]�{���� ����}]]
���������[��������������]
���������[�������������]



















� = ������������ � = �������������[[���� � �� (������[�] + �)]]�
��������� =
��������[�����[ ���������[{�� �[[�� ���]]}]� {�� ������[���������]}]�
��������� → ����� ������ → ����� ����������� →{���� ���� ���� ���� ���� ���}� ��������� → {{-���� ���}� ���}�
��������� → ���� ���������� → {���� �}� ����� → �����
���������� → ���������[��]� ���������� →{{����� ������� ��}� {������������/��������� ������ ��������}} ]�
���� = �� � ≤ ������[���������]� �++�
����� = -���
����� = ����[�������������[[�� ���]]� {�}][[�]]�
���������[�] =
������������������������������[[�� �]] <> � ��� ��� �����{������ �����}� {-�� �}��
����[{���������� �����[���������[�]� {�� ������[���������]}] }]
� = ������������ � = ��������������[[���� � �� (������[�] + �)]]�
���������� = ��������[�����[ ���������[{�� �[[�� ���]]}]�{�� ������[����������]}]� ��������� → ������
������ → ����� ����������� → {���� ���� ���� ���� ���}�
��������� → {{�� ���}� ���}� ��������� → ���� ���������� → {���� �}�
����� → ����� ���������� → ���������[��]� ���������� →{{����� ������� ��}� {������������/��������� ������ ��������}} ]�
���� = �� � ≤ ������[����������]� �++�
����� = ����
����� = ����[��������������[[�� ���]]]�
����������[�] =
�������������������������������[[�� �]] <> � ��� ��� ������{������ �����}� {-�� �}��
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1.58(0.01) Å.45( . )


















































1.56(0.02) Å12 10.993(0.01) Å















��������� = {{������ ������}� {������ ������}� {������ �����}�{������ ������}� {����� ������}� {������ ������}� {������ ������}�{������ �����}� {����� ������}� {������ ������}� {������ ������}�{������ ������}� {������ ������}� {������ �������}}�
���������� = {{������� ������}� {������ ������}� {������ ������}�{������ ������}� {������ ������}� {������ ������}�{������ ������}� {������ ������}� {������ �������}}�
�����[��������������]
���[� = �� � ≤ ������[���������]� �++�
��������������[�] = ������[{}�
���� = ��������[���������[[�� �]]]�
������ =
���������[[�� ���]] + {�� ���� * ����[���������[[�� �]]]}�
��������[����[�����[����� ��� ����]� �������{�� �}� {�� �}]] ]� ]�
�����[���������������]
���[� = �� � ≤ ������[����������]� �++�
���������������[�] = ������[{}�
���� = ��������[����������[[�� �]]]�
������ =
����������[[�� ���]] + {�� ���� * ����[����������[[�� �]]]}�
��������[����[�����[����� ��� �����]�



























































































4573  charged, worn battery #3319
4574,4575  discharging; split into 5 minute windows
4576 cerium oxide
4577 vanadium







���������� = ������[�������������� <> ���������������� ������]�
�������������� = ����������[����������][[�]] - �
��������� = �� ������� = ����������[����������][[�]]�
��������������� = �������������[{�� �� �}� ��������������]�
����� = ��
���[��������� = ���������� ��������� ≤ �������� ���������++�
���� = ����������[[���������]]�
���������������[[������ ���]] = �����
�����++�]�
������� = ���������������[[���� �]]�
������������� =
����������������������������������[[�]] ����� �������
����������������  (��������)� {�� ������[�������]}�
����������� = � × �������������� ���[��������������������] �
���������������[[���� �]] = ������������
� = ���������������[[���� �]]�
� = ��� * � / �����[�]�
� = ���������������[[���� �]]�
� = ��������������������������[�[[�]]] > ��
�[[�]]  �������������������[�[[�]]]� �� {�� ������[�]}�
���������������[[���� �]] = ��
������������ = ��������
���������[{���������������[[���� �]]� ���������������[[���� �]] }] �
������ → ����� ��������� → {����� �����} �
��������� → {{���� ���}� {�� ����}}�
��������� → ���� ���������� → {���� �}�
����� → ����� ���������� → ���������[��]� ���������� →{����������/���� ������� ��}� ��-�������/��� ����� ���������
������ → �����[��������[����[�����[���������� ��]]]� {���� ���}]
����
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����������[���������������[[���� � �� �]] ]
�����������[[� �� ��� � �� �]]
������[�����������������[] <> ������������_�������_�������������
���������������[[���� � �� �]] � �����]{����� �}




���������� = ������[�������������� <> ���������������� ������]�
�������������� = ����������[����������][[�]] - �
������������������ = �������������[{�� �� �}� ��������������]�
����� = ��
���[��������� = ���������� ��������� ≤ �������� ���������++�
��[��������� > ����������[����������][[�]]� �����[]]�
���� = ����������[[���������]]�
������������������[[������ ���]] = �����
�����++�]�
������� = ������������������[[���� �]]�
������������� =
����������������������������������[[�]] ����� �������
����������������  (��������)� {�� ������[�������]}�
����������� = � × �������������� ���[��������������������] �
������������������[[���� �]] = ������������
� = ������������������[[���� �]]�
� = ��� * � / �����[�]�
� = ������������������[[���� �]]�
� = ��������������������������[�[[�]]] > ��
�[[�]]  �������������������[�[[�]]]� �� {�� ������[�]}�
������������������[[���� �]] = ��
��������������� = �����������������[{������������������[[���� �]]� ������������������[[���� �]] }] �
������ → ����� ��������� → {������ �����} �
��������� → {{���� ���}� {�� ����}}�
��������� → ���� ���������� → {���� �}�
����� → ����� ���������� → ���������[��]� ���������� →{����������/���� ������� ��}� ��-�������/��� ����� ���������
������ → �����[��������[����[�����[����������� (��� �)�� ��]]]�{���� ���}]
����
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����������[������������������[[���� � �� �]] ]
�����������[[� �� ��� � �� �]]
������[�����������������[] <> ������������_����������_�������������
������������������[[���� � �� �]] � �����]{����� �}
{{�������� �}� {��������� �}� {��������� �}�{��������� �}� {��������� �}� {��������� �}�{��������� �}� {��������� �}� {��������� �}� {��������� �}}/�����/����/�������/�������_����������/�����������/
�����������_����������_�����������
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����[{������������� ���������������}� ������ → �����[��������[
����[�����[�������� (����)�� ���������� (��� �) (�����)�� ��]]]�{���� ���}]]

















discharged (101 C) (black
�����������������������������
��� = �����[��������[���������[[�� � �� �]]]� {�� ������[���������]}]�
���������[
���������[{�������� ������������ ���� ���������� �����������}]�
������������� →{���������� {������ �������� ������� ���� ���������}} ]�
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����������������� = (�� - �� + �)�
����������� = ��� ���������������� = {}�
���������������������� =
���������������������� + ����������� �� � + ����������� �{�� �����������������}�
������������������� = �������������[{�� �� �}�{������������������ ��������������}]�
���� = �� � ≤ ������������������ �++�
��������� = �������[[� + �����������]]�
����������� = �����������[[� + �����������]]�
�����[{���������� �����������}]�
��[��������� ⩵ �����
���������� = ������[�������������� <> �/����/� <>
��������[�����������] <> ������������ ������]�
���������� = ������[�������������� <> �/����/� <>
��������[�����������] <> ������������ ������]�]�
����� = ��
���[��������� = ���������� ��������� ≤ �������� ���������++�
��[��������� > ����������[����������][[�]]� �����[]]�
���� = ����������[[���������]]�
�������������������[[�� ������ ���]] = �����
�����++�]�
������� = �������������������[[�� ���� �]]�
������������� =
����������������������������������[[�]] ����� �������
����������������  (� ��������)� {�� ������[�������]}�
����������� = � × �������������� ���[��������������������] �
�������������������[[�� ���� �]] = ������������
� = �������������������[[�� ���� �]]�
� = ��� * � / �����[�]�
� = �������������������[[�� ���� �]]�
� = ��������������������������[�[[�]]] > ��
�[[�]]  �������������������[�[[�]]]� �� {�� ������[�]}�
�������������������[[�� ���� �]] = ��
���������������� = �����������������������
�����������������[{�� � }]� ������ → �����
��������� → {������ �����} � ��������� → {{���� ���}� {�� ����}}�
��������� → ���� ���������� → {���� �}�
����� → ����� ���������� → ���������[��]�
���������� → {����������/���� ������� ��}���-�������/��� ����� ���������
������ → �����[��������[����[�����[
��������[����������������������[[�]]] <> � ���
��]]]� {���� ���}] ��





������������_�����������_� <> ��������[�] <> ������� ����[[�]] ]�{�� ������[����]}]�
�������������������������������������������������������������������
4573  charged, worn battery #3319: blue peaks = 2.145(0.02), 2.018(0.01), 
1.847(0.04), 1.764(0.03), 1.575(0.01), 1.45(0.01), 
4574,4575  discharging; split into 5 minute windows
4578  discharged by -100 Coulombs:  black peaks = 2.007(0.01), 1.683(0.04), 
1.556(0.02), 1.122(0.01), 0.993(0.01)
��������� = {{������ ����}� {������ ����}�{������ ����}� {������ ����}� {������ ����}� {����� ����}}�
���������� = {{������ ����}� {������ ����}�{������ ����}� {������ ����}� {������ ����}}�
����������� = �������[����������������������� �]�
����������� = ������[������������ ����[����������������������]]�
������������� =
��������������� ������[���������]� � + ������[�����������]�
�������������� = ���������������������[����������]� � + ������[�����������]�
���� = �� � ≤ ������[���������]� �++�{������� ���������} = ���������[[�]]�
�������������[[�� �]] = ��������[����������[������� �]] <>
�(� <> ��������[���������] <> �)��
� = ���������������[[���� �]]� � = ���������������[[���� �]]�
��������� = ����������������� �_�# > ������ - ���������  � ��# < ������ + ���������  � ��{��������� ��������} = {�����[���������]� ����[���������]}�{����� ����} = {�[[��������]]� �[[��������]]}�{����� ����} = {�[[��������]]� �[[��������]]}�
������������ = ����[{����� ����}] × ���� - �����
��������������� = ��
������������ ≤ ������[�����������]� ������������++�
�����[������������ ⩵ �� � = ���������������[[���� �]]�
������������ > � �� ������������ < ��� ������[{�}�
� = ������������ - �� � = �������������������[[�� ���� �]]�]�
������������ ⩵ ��� � = ������������������[[���� �]] ]�
�������������������� = �����[����[�� {��������� ��������}]] ×���� - ����  �������� - �������� + ��
�������� = �������������������� - �������������(* �����[{�����������������������}]� *)
�������������[[�� ������������ + �]] = �����������
���� = �� � ≤ ������[���������]� �++�{������� ���������} = ���������[[�]]�
� = ���������������[[���� �]]� � = ���������������[[���� �]]�
��������� = ����������������� �_�# > ������ - ���������  � ��
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# < ������ + ���������  � ��{��������� ��������} = {�����[���������]� ����[���������]}�
���������[�] = ��������[
���������[{�[[�������� �� ��������]]� �[[�������� �� ��������]]}] �
���������� → {�� �}� ������ → ����� ������� → �����
������������ → ���������[����� �������[���]] ]��
���� = �� � ≤ ������[����������]� �++�{������� ���������} = ����������[[�]]�
��������������[[�� �]] = ��������[����������[������� �]] <>
�(� <> ��������[���������] <> �)��
� = ������������������[[���� �]]� � = ������������������[[���� �]] �
��������� = ����������������� �_�# > ������ - ���������  � ��# < ������ + ���������  � ��{��������� ��������} = {�����[���������]� ����[���������]}�{����� ����} = {�[[��������]]� �[[��������]]}�{����� ����} = {�[[��������]]� �[[��������]]}�
������������ = ����[{����� ����}] × ���� - �����
��������������� = ��
������������ ≤ ������[�����������]� ������������++�
�����[������������ ⩵ �� � = ���������������[[���� �]]�
������������ > � �� ������������ < ��� ������[{�}�
� = ������������ - �� � = �������������������[[�� ���� �]]�]�
������������ ⩵ ��� � = ������������������[[���� �]] ]�
�������������������� = �����[����[�� {��������� ��������}]] ×���� - ����  �������� - �������� + ��
�������� = �������������������� - �������������(* �����[{�����������������������}]� *)
��������������[[�� ������������ + �]] = �����������
���� = �� � ≤ ������[����������]� �++�{������� ���������} = ����������[[�]]�
� = ������������������[[���� �]]�
� = ������������������[[���� �]]�
��������� = ����������������� �_�# > ������ - ���������  � ��# < ������ + ���������  � ��{��������� ��������} = {�����[���������]� ����[���������]}�
����������[�] = ��������[
���������[{�[[�������� �� ��������]]� �[[�������� �� ��������]]}] �
���������� → {�� �}� ������ → ����� ������� → �����
������������ → ���������[������ �������[���]] ]��
����[{������������� �����[���������[�]� {�� ������[���������]}]�
���������������� �����[����������[�]� {�� ������[����������]}] }�
������ → �����[��������[����[























� = ������������ � = �������������[[���� � �� (������[�] + �)]]�
��������� = ��������[�����[ ���������[{�� �[[�� ���]]}]�{�� ������[���������]}]� ��������� → �����
������ → ����� ����������� → {���� ���� ���� ���� ���� ���}�
��������� → {{-��� ��}� ���}� ��������� → ���� ���������� → {���� �}�
����� → ����� ���������� → ���������[��]� ���������� →{{����� ������� ��}� {������������/��������� ����� ��������}} ]�
���� = �� � ≤ ������[���������]� �++�
����� = -���
����� = ����[�������������[[�� ���]]� {��}][[�]]�
���������[�] =
������������������������������[[�� �]] <> � ��� ��� �����{������ �����}� {-�� �}��
����[{���������� �����[���������[�]� {�� ������[���������]}] }]
� = ������������ � = ��������������[[���� � �� (������[�] + �)]]�
���������� = ��������[�����[ ���������[{�� �[[�� ���]]}]�{�� ������[����������]}]� ��������� → ������
������ → ����� ����������� → {���� ���� ���� ���� ���}�
��������� → {{�� ���}� ���}� ��������� → ���� ���������� → {���� �}�
����� → ����� ���������� → ���������[��]� ���������� →{{����� ������� ��}� {������������/��������� ����� ��������}} ]�
���� = �� � ≤ ������[����������]� �++�
����� = ���
����� = ����[��������������[[�� ���]]� {��}][[�]]�
����������[�] =
�������������������������������[[�� �]] <> � ��� ��� ������{������ �����}� {-�� �}��

















































































































































































































































































































1.8 ( . 4)
1.76(0.03) Å
1.58(0.01) Å1.45(0.01) Å












































































































































































































































Appendix D: Neutron Far-eld
Interferometry Mathematica Code
The following code is used from a January 2017 far-eld neutron interferometry
experiment at NIST, Gaithersburg. Specically, this is the code used to make the
projections for the 3 mm SS316 additive manufactured fatigued samples. This
phase-stepping code can be utilized for Talbot-Lau interferometry or far-eld in-
terferometry. Mathematica is used simply as a check to ensure input/output pa-
rameters are workable.
In the code, functions are dened for the experimental setup, calculations for
the reference and sample images, and plotting of the resulting gures. Files from
the experiment are imported and cropped to focus on regions of interest within
the samples. Absorption, DPC, and dark-eld signals are calculated for each angle





Open beam:  the real open beam images are “OPEN_AM3DHalf__p0120d00000”  
   “OPEN_AM3DHalf__p0002d00000” have sample in position
Frustrating issues.
1) the FITS format varies with Import dimensionallity of {1,2160,2560} and {1,1,2160,2560}.  
The former requires data=Import[filenamesSample[[1]],”RawData”][[1]];




��������[�����[�����������[] / ���� // �]] <> � ���
�������������������������
����������������������������������������������������������������������������������������������������������������
funcReadPilatusFile[filename_] This will read data from a Pilatus integer-32 FIT file.  The standard 
Mathematica Import[filename] cannot read integer-32 FIT.
funcFindReferenceFITfiles[pathFIT_]  Finds files based on “.white.” and orders the list based on the 
image sequence number.
funcFindSampleFITfiles[pathFIT_]  Finds files based on “.raw.” and orders the list based on the image 
sequence number.
funcFindReferenceGroups[] Based on sequence number, finds the grouping of the reference files.
funcFindSampleGroups[] Based on sequence number, finds the grouping of the sample files.(* �������� ��� ���� ����� ������ *)
��������������������������������[�������������_�
��������_� �����������_� �������_� ������������������_] �=
������[{��������� ������ ����� ����� �������� �������}�
���� = ������[�������������[[�]]� ���������][[�� �]]�{����� �������} = ����������[����]�
������� =
�������������[�� {����� �������� ���������������������������}]�
���[����� = �� ����� <= ������[�������������]� �����++�
�������� = �������������[[�����]]�
���� = ������[��������� ���������][[�� �]]�
�������[[���� ���� �����]] = �����]�
���� = ���[������� �������� {�}]�
����� = �����[����� ��������]�
����� = ���������[������ ��������� �����������]�
����� = �����������[������ ������[� / �������]]�
���� = ���������[������ ������] - ������������������ ]�
214
�������������������������[�������_� �������_] �= ������[{}�




����� = �����������[������ {���� �_�}]�
������������� = ��
����������������� = ��
����� = ����[������ {-�}][[�]]�
����� = �����������[������ {���� ���� ���}]�
����������������� = ���� * (������������[�����[�����]] +
������������[����[�����]] / ������) // ��{�� ������������������ ������������������ ������������������[[�]]}]�{�� ����������������������}]� ]�
����������������������[�������_� ������_] �= ������[{}�




����� = �����������[������ {���� �_�}]�
������������ = ���
������������� = ��
����� = ����[������ {-�}][[�]]�
����� = �����������[������ {���� ���� ���}]�
����������������� = ������������[�����[�����]] +
������������[����[�����]] / ������ // ��
����� = ����[������ {-�}][[�]]�
����� = �����������[������ {���� ���� ���}]�
����������������� = ���� * (������������[�����[�����]] +
������������[����[�����]] / ������) // ��{�� ������������������ ������������������ ���������������[[�]]}]�{�� �������������������}]� ]�
�������������������������[�������_] �= ������[{}�
������������������ = ���������[�*������ �������] ]�
�����������������[����������������������_�
��������_� �����������_� �������_] �=
������[{��������� ������������� ������ ����� ����� �������}�
���� = ������[����������������������[[�]]� ���������][[�� �]]�{����� �������} = ����������[����]�
������������ =
�������������[�� {����� �������� ������[����������������������]}]�
���[����� = �� ����� <= ������[����������������������]� �����++�
�������� = ����������������������[[�����]]�
���� = ������[��������� ���������][[�� �]]�
������������[[���� ���� �����]] = �����]�
���� = ���[������� ������������� {�}]�
����� = �����[����� ��������]�(*�����=������������[���������→������]�*)
����� = ���������[������ ��������� �����������]�
����� = �����������[������ ������[� / �������]]�






����������������������_] �= ������[{��� ��� ��� ������������������}�
������������������ = ������[����������������������]�
�� = �����[�� {�� ������������������}]�
�� = �����[���[� π ����������������������[[�]] / �������������������] //
�� {�� ������������������}]�
�� = �����[���[� π ����������������������[[�]] / �������������������] //
�� {�� ������������������}]�
����[ ���������[{��� ��� ��} ]] ]�
���������������������[�������������������_�
����������������������_� ����_� �������_] �= ������[{}�
������� = ��������������������������������[
�������������������� ����������������������]�
������� = ������� = �������������[�� {�� ���� * �������}]�
������� = �������������[�� {����� �������� �}]�
���������� = ��� = �������������[�� {����� �������}]�




������[{�������������� ���������� ������������ ���������������}�
������� = �������������[���� {����� �������� ������������������}]�
���[���������� = �� ���������� <= ������������������� ����������++�
����������� = ����������������������[[����������]]�
��������������� = ��������[�������������������������������[[���� �]]�
�_�(# ⩵ ����������� �)] // ��������
������������� = �����[�������������������������������[[
���������������[[�]]� �]]� {�� ���������������������������}]�
�����[{������������ � ���� �������������}]�
��������� = ��������������������������������[��������������
��������� ������������ �������� ������������������]�
��������� = �����������������������������[���������]�




�����������_] �= ������[{�������������� ���������� ������������
��������������������� ���������������� ������������������}�
������� = �������������[���� {����� �������� ������������������}]�
�������������������� =
��������[�������������������������������[[���� �]]�
�_�(# ⩵ ����������� �)] // ��������
���[���������� = �� ���������� <= ������������������� ����������++�
����������� = ����������������������[[����������]]�
��������������� = ��������[�������������������������������[[���� �]]�




������������������[[�]]� �]]� {�� ���������������������������}]�
�����[{������������ � ���� �������������}]�
��������� = ��������������������������������[��������������
��������� ������������ �������� ������������������]�
��������� = �����������������������������[���������]�




������� = ���������[�������[����� {�� �}]]�
������� = ����������������
������� = ���������[���������[�������]� �������]�
������������ = �������[[���� ���� �]]�
���������� = ����[�������[[���� ���� �]]�� + �������[[���� ���� �]]�� ]�




�������������� ����������������� �� �}�
������������� = �������������
������������������������������ =
��������[�������������� �_�(# ≤ � �)]�
��[������[������������������������������] > ��
������[{}�
���������������� = ������������[������������� �]�
���[����� = ��
����� ≤ ������[������������������������������]� �����++�{�� �} = ������������������������������[[�����]]�
�������������[[�� �]] = ����������������[[�� �]]�]�]�]�
������������������������������ =




����� ≤ ������[������������������������������]� �����++�{�� �} = ������������������������������[[�����]]�
�������������[[�� �]] = ��]�]�]�
������������� ]�
������������������������[����_] �=
������[{�������������������� �������������� �� �}�
������������� = �����
������������������� = ��������[����� �_�(# > π �)]�
��[������[�������������������] > ��
������[{}�
���[����� = �� ����� ≤ ������[�������������������]� �����++�{�� �} = �������������������[[�����]]�
�������������[[�� �]] = ����[[�� �]] - � π�]�]�]�
������������������� = ��������[����� �_�(# < -π �)]�
��[������[�������������������] > ��
������[{}�
���[����� = �� ����� ≤ ������[�������������������]� �����++�{�� �} = �������������������[[�����]]�
















���������������_� ���������_� �������������_] �= ������{}�
���������������������� = ���������[�������������������
��������� → {���� ���� ���������}� ������������� → ������������
������������� → {������ �����}� ����� → ������
��������� → ��������� <> � ������������� ����=� <>
��������[�����������] <> �� ���� �����=� <> ��������[������������]�
���� → ����� ����������� → ���� / �������� ��������� → ����
����������� → {������[���������[{������������ ���������}]� �����]}�
������ → {��������� → ������ �����[{���������}]}]�
����������������������� = ��� * ��������������� / �������������������
�������������������� = ���������[������������������������
��������� → {���� ���� �������}� ������������� → ������������
������������� → {������ �����}� ����� → ������
��������� → ��������� <> � ����������/%��
���� → ����� ����������� → ���� / �������� ��������� → ����
����������� → {������[���������[{������������ �������}]� �����]}]�
������������� = ���������[����������
��������� → {���� ���� �������}� ������������� → ������������
������������� → {������ �����}� ����� → ������
��������� → ��������� <> � �����
���� → ����� ����������� → ���� / �������� ��������� → ����
����������� → {������[���������[{������������ �������}]� �����]}]�
����� = �������������[[������������[[�]]� ������������[[�]]� ���]]�
����� = �����������������������
������������ = ������������������[[���������[[�]]� ���������[[�]]]]�
���������� = ���������������[[���������[[�]]� ���������[[�]]]]�
�������������������������� = �����[��� * ���������� / ������������� ���]�
��� = ���������[[���������[[�]]� ���������[[�]]]]�
����� = �����[
������������ + ���������� ���[� π �����[[�]] / ������������������� + ���]�{�� ������[�����]}]�
����� = ����[�����] // ��
��� = ������������������� - � ����� ����� - ���������� ��
���������� = �������������=� <> ��������[������������] <> ���� <>
�����������=� <> ��������[��������������������������] <> �% ��� <>
����=� <> ��������[���] <>
� ���� � <> ��������[�����[��� * ��� / ��]] <> �°��� <>
� χ��=� <> ��������[���]�
�� = ��������[���������[{������ �����}]� ������ → {������ ����}�
����� → ����� ���������� → {{������������ ��}� {�������� ��������/����
��������� <> �� ���� �����=� <> ��������[���������]}}�
������ → �����[�����[����[����������]� ��]� ������[{���� ����}]]�
��������� → ���]�
�� = ����[������������ + ���������� ���[� π � / ������������������� + ��� ]�{�� ���[����������������������]� ���[����������������������]}]�
������������� = ����[{��� ��}]�
������������� = ����[{{����������������������� ��������������������}�{�������������� �������������}}] 
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������������������������������[���������_�
����������������_� ���������_� ���������������_] �= ������[{}�
����������� = ���������[�����������������
��������� → {���� ���� �������}� ������������� → ������������
������������� → {������ �����}� ����� → ������
��������� → ������������ ����=� <> ��������[�����������]�
���� → ����� ����������� → ���� / �������� ��������� → ����
����������� → {������[���������[{������������ �������}]� �����]}]�
���� = ���������[����������
��������� → {���� ���� �������}� ������������� → ������������
������������� → {������ �����}� ����� → ������
��������� → ����� ����=� <> ��������[�����������]�
���� → ����� ����������� → ���� / �������� ��������� → ����
����������� → {������[���������[{������������ �������}]� �����]}]�
���������� = ���������[����������������
��������� → {���� ���� �������������}� ������������� → ������������
������������� → {������ �����}� ����� → ������
��������� → �����-������ ����=� <> ��������[�����������]�
���� → ����� ����������� → ���� / �������� ��������� → ����
����������� →{������[���������[{������������ �������������}]� �����]}]�
� = �����[����]�
����������� = �����[��� ������� - ��� ��]�
��������������� = ������[�����������]�
����������������� = ����[����������������� ���� {��� ������� - ��� ��}]�
�������������������� = ��������[�����[
���������[{�� (� - �) * ���[�������] + �����������������[[���� �]]}]�{�� ���������������}]� ������ → ����� ����� → �����
���������� → {{������������� ��}� {������ ���������}}�
������ →
�����[�����[����[�����������[[�]]� {��� (� - �) * ���[�������]}]� ���
���������� → �����]� {�� ���������������}]� ��������� → ���]�
����������������� = ����[���������� ���� {��� ������� - ��� ��}]�
������������� = ��������[�����[
���������[{�� (� - �) * ���[�������] + �����������������[[���� �]]}]�{�� ���������������}]� ������ → ����� ����� → �����
���������� → {{������ ��}� {������ ���������}}�
������ →
�����[�����[����[�����������[[�]]� {��� (� - �) * ���[�������]}]� ���
���������� → �����]� {�� ���������������}]� ��������� → ���]�
����������������� = ����[���������������� ���� {��� ������� - ��� ��}]�
������������������� =
��������[�����[���������[{�� (� - �) * ���[�������������] +
�����������������[[���� �]]}]� {�� ���������������}]�
��������� → {���� (� + ���������������) * ���[�������������]}�
������ → ����� ����� → �����
���������� → {{�����-������� ��}� {������ ���������}}�
������ →
�����[�����[����[�����������[[�]]� {��� (�) * ���[�������������]}]�
��� ���������� → �����]� {�� ���������������}]� ��������� → ���]�




������[{����� �������� ������������ ���������������
�������� ���������������� ������������������}�{����� �������} = ����������[����]�
������� = ����[����� {�� ��}� ���]�{������������ ��������������} = ����������[�������]�
������� = �����[�������� {�}] / ����������� // ��
��������������� = �������������[�������� ���]�
������������������ =
�����[(���� - �) / ���� * ���������������� {�� ����}]�




�������������� = ��������[����� �_� (# ≤ -��� π �)]�
���[� = �� � <= ������[��������������]� �++�{�� �} = ��������������[[�]]�
�������������[[�� �]] = ����[[�� �]] + � * π� ]�






������� = �������� <> ����/��
������������ = �������� <> ���������/��
������������� = �������� <> �����/��
��������������� = �������� <> ������������/��
�������� = �������� <> �����/��





����[����������������������������������������� �] // ���������
����������������������[�������� ���_�������]�
�������������������








���������[{{������� ������ �����������}�{�# �� ��������� �������� ����������������������}�{�# �� ������ �������� �������������������}�{�# �� ������� ������� ������������������}�{�������� ������� ����������������������}�{�# ������ ��� ������ �������� ���������������������������}�{�# �� �������������� ������������������}�{������� �������������� ���������������������}}]
� �������������������������������� ���������� �������������������������� ��������������������������������





���� = ������[���������������[[�]]� ���������]�
����������[����]
���� = ������[���������������[[�]]� ���������][[�� �]]�
����������[����]
���[����]
����� = �����[������[���������������[[�]]� ���������][[�� �]]� ��������]�
������[�����]
����� = �����������[������������[������ ��� → ������]]�{���������������� ������������} = ���������������[�����]
��������������[�����]
�����������[������ {�� �� �}� {�� ����}]
�������� = {�� ����}�
����������� = {�� ����}�
������� = ��
����� = �����[������[���������������[[�]]� ���������][[�� �]]� ��������]�
����� = �����������[������������[������ ��� → ������]]�
����� = ���������[������ ��������� �����������]�
����� = �����������[������ ������[� / �������]� ���������� → ��������]�{�������� ����} = ���������������[�����]
���� = ���������[������ ������]�{��� ��} = ����������[����]
����� = �����������[�����������[������ ���]]�
�����������[{������ ���������[����]�




���� = ������[������������������[[�]]� ���������]�
����������[����]




�����������������[������������������� ��������� ������������ �������]�
����������[������������������]{���[������������������]�
����[�������[������������������]] // �� ���[������������������]}









����������[����������������������]{���������������������� �������������������� ������������} =
��������������������������������������[����������������������]�
������������ = {�����[������� / �]� �����[���� / �]}�
��������� = {���[���������������������]�
���[������������[���������������������� �]]}�
�������������������������� = ��� * ���������������������������������������� �
������� = {�� ��� * ������[�������[��������������������������]]}�














































ref, test point={640, 540}������������ �����������������=����%���=�������� ���� ��°χ��=��������
224
����������������{�� ��� ��� ��� �� �� ��� ��� ��� ����������� ���� ����� �� ������ ���}�
�� = �����[�� {�� ������������������}]�
�� = �����[���[� π ����������������������[[�]] / ��] // ��{�� ������������������}]�
�� = �����[���[� π ����������������������[[�]] / ��] // ��{�� ������������������}]�
� = ����[���������[{��� ��� ��}] ]�
� = �������[ ���������[�] � �]� ���������[�]�
���� = �������[����[�������� {�� � + (��� - �)}� {�� � + (��� - �)}]� �]�
���� = �����[����� {�}]�{��� ��� ��} = �������
���������� = ����[���� + ����]�
��� = ������[��� ��]�
� = �����[�� + ���������� ���[� π ����������������������[[�]] / �� + ��� ]�{�� ������������������}]�
����� = ����[����] // ��
��� = ������������������� - � ����� ���� - ������ ��
����������������� = �����[��� * ���������� / ��� ���]�
���������� = � �=� <> ��������[{��� ��� ��}] <> ���� <>
� ���������� =� <> ��������[�����������������] <> � %��� <>
� ���=� <> ��������[���] <>
� ���� � <> ��������[�����[��� * ��� / ��]] <> �°��� <>
� χ��=� <> ��������[���]�
�� = ��������[
���������[{����������������������� ����}]� ������ → {������ ����}�
������ → �����[�����[����[����������]� ��]� ������[{���� ����}]]]�
�� = ����[�� + ���������� ���[� π � / �� + ��� ]�{�� ���[����������������������]� ���[����������������������]}]�
����[��� ��] �{{�� �}� �� ����� �� ���������� → ���������}�{{�� �}� �� �������� �� ���������� → ���������}�{{���� �}� �� �� �� ���������� → ���������}�{{��� �������������������}� ��� * ��������������������















����������[����������������������]{���������������������� �������������������� ������������} =
��������������������������������������[����������������������]�{����������[���������������������]� ���[���������������������]�
����[�������[���������������������]] // �� ���[���������������������]}{����������[�������������������]� ���[�������������������]�
����[�������[�������������������]] // �� ���[�������������������]}{����������[������������]� ���[������������]�




����������[�������������������]{������������������� ����������������� ���������} =
��������������������������������������[�������������������]�{����������[������������������]� ���[������������������]�
����[�������[������������������]] // �� ���[������������������]}{����������[����������������]� ���[����������������]�
����[�������[����������������]] // �� ���[����������������]}
����������������������������������������������������������������������������������������
��������[���������������������� �_�(# ⩵ � �)]
��������������������� =
�����������������������������[���������������������]�
��������[���������������������� �_�(# ⩵ � �)]
��������[������������������� �_�(# ⩵ � �)]
������������������ = �����������������������������[������������������]�
��������[������������������� �_�(# ⩵ � �)]
��������[�������������������� �_�(# ⩵ � �)]
������������������� = �����������������������������[�������������������]�
��������[�������������������� �_�(# ⩵ � �)]
����������������������������������������������������������������
������������ = {�����[������� / �]� �����[���� / ���]}�
��������� = {���[���������������������]�
���[������������[���������������������� �]]}�
�������������������������� = ��� * ���������������������������������������� �
������� = {�� ��� * ������[�������[��������������������������]]}�




������[����������� <> ����������� <> �_�����_���_��_���_� <>
����������� <> ������� �������������� �����]
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ref, test point={640, 900}������������ �����������������=����%���=������� ���� ��°χ��=�������
���������� = �����������������������������������[������������� ���������
������������������� ����������������� ���������� �������������������]
������[����������� <> ����������� <> �_�����_���_��_���_� <>
��������[�����������] <> ������� ����������� �����]















































sample, test point={640, 900}������������ �����������������=����%���=�������� ���� ��°χ��=���������
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�������� ����������� ��������������������������������
�������������������������� = ��� * ���������������������������������������� �
������������ = ��������[��������������������������� �_�(# ≤ � �)]�
����������� = �������������[�� ����������[��������������������������]]�
�����[������[{}�{�� �} = ������������[[�]]�
�����������[[�� �]] = �]� {�� ������[������������]}]�




���������� = -��� ���������������������������������������  // ��{���[����������]� ����[�������[����������]]� ���[����������]}
����������������� = ��������� - �������������{���[�����������������]�
����[�������[�����������������]]� ���[�����������������]}
��������� = ���������������� / ������������������������������������� / ��������������������� �{���[���������]� ����[�������[���������]]� ���[���������]}
������������������������������������������������������������
��������� = ����������� �������������
������� = {-����� ���}� ������� = � * {-π� π}�
������������� = {�� ���}�
��������� = ������������������������������[
���������� ����������� ������������������ ���������]

























With the mouse pointer positioned over an image, right-click and select Get Indices. The mouse 
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position of the pointer.{����� �������}
�����������[�����[����������� ������]� {�� �� �}� {-����� ����}]
������� = {{�� �}� {���� ���}}
������ = {�������[[�� �]]� �������[[�� �]]}
��������� = {�������[[�� �]]� �������[[�� �]]}
�����������[�����������[








��������� = ����������� <> � ����=� <> ��������[�����������]
������� = {�� ���}� ������� = ��� * {-π� π}�
������������� = {�� �}�
��������� = ������������������������������[
���������� ����������� ������������������ ���������]





































�����[{��������������������� �����������}]�{������������������� ����������������� ���������} =
��������������������������������������[�������������������]�
���������� = -��� ���������������������������������������  // ��
����������������� = ��������� - �������������
��������� = ���������������� / ������������������������������������� / ��������������������� �
������������ = ����������� <> �_� <> ��������[����������[
������������ {�� �}� ������������� → {���� ���}]] <> ������
��������������� = ����������� <> �_���_� <> ��������[����������[
������������ {�� �}� ������������� → {���� ���}]] <> ����������
��������������� = ����������� <> �_���_� <> ��������[����������[
������������ {�� �}� ������������� → {���� ���}]] <> ����������
��������������������� = ����������� <> �_���������_� <>
��������[����������[������������ {�� �}�
������������� → {���� ���}]] <> ����������
������[�������� <> ������������� {����������� ������������������
���������}� {����������� {������������� ������ �����������}}]�
������[��������������� <> ���������������� ����������]�
������[��������������� <> ���������������� �����������������]�
������[��������������� <> ���������������������� ���������]�{�����������} �{��������������������� �� ������[���������������������]}�
��������������������������������������������������������
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Appendix E: Neutron Talbot-Lau
Interferometry TomoPy Code
The following TomoPy code is used for neutron Talbot-Lau interferometry exper-
iments of additively manufactured samples at HZB in March 2017. This code was
utilized for 2 and 3 mm thick SS316 AM and conventional samples at HZB, but
also for image processing of the thin SS316 samples imaged at Oak Ridge National
Laboratory. In comparison to the Mathematica code in Appendix D, this Python






















Appendix F: Neutron Bragg Edge
Mathematica Code
The following Mathematica code is used for a 2017 Bragg edge neutron imaging
experiment at HZB, Berlin. The samples of interest were 2 and 3 mm thick SS316
AM dogbones that were pulled and bent, respectively. First, functions are dened
for the experimental setup and image processing. Next, les are uploaded and
cropped. In the code below, some SS316 AM cubes and crystals were cropped out
to solely focus on the additively manufactured dogbones. Once a mask is made
of the fractured, half-life, and pristine dobones, the transmission is calculated for





This code reads 
data from /Raw_Data/BraggEdge_TENS_2A0_4A5_step0A02 17 03 17_10 
08/1_Energy_Scan/
flat field from/ Raw_Data/Bragg_OpenBeam 17 03 16_16 16/1_Energy_Scan/





funcReadPilatusFile[filename_] This will read data from a Pilatus integer-32 TIFF file.  
The standard Mathematica Import[filename] cannot read integer-32 TIFF.
funcFindReferenceTIFFfiles[pathTIFF_]  Finds files based on “.white.” and orders the 
list based on the image sequence number.
funcFindSampleTIFFfiles[pathTIFF_]  Finds files based on “.raw.” and orders the list 
based on the image sequence number.
funcFindReferenceGroups[] Based on sequence number, finds the grouping of the 
reference files.
funcFindSampleGroups[] Based on sequence number, finds the grouping of the sam-
ple files.
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For titanite cubes in Prog Add Manu:  cropRows={2048-202,2045};  cropColumn-
s={1,2048};
For Sr crystal, cropRows={200,550}; cropColumns={251,1750};
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