Dense subgraphs capture strong communities in social networks and entities possessing strong interactions in biological, or chemical networks. In particular, k-clique counting and listing have important applications in identifying important actors in a graph, and is furthermore used as a subroutine in approximating other dense substructures in a graph, such as generalizations of densest subgraph. However, finding k-cliques is computationally expensive, and therefore it is important to have fast parallel algorithms for solving this problem.
INTRODUCTION
Finding k-cliques in a graph is a fundamental graph-theoretic problem with a long history of study both in theory and practice. In recent years, k-clique counting and listing have been widely applied in practice due to their many applications, including in learning network embeddings [50] , understanding the structure and formation of networks [66] , identifying dense subgraphs for community detection [26, 31, 55, 61] , and graph partitioning and compression [27] .
Motivated by these applications, the basic problem of counting and listing cliques has received significant attention [19, 23, 28, 32, 33, 35, 43, 47, 64] , and state-of-the-art implementations today can count and list all k-clique for large k in graphs with millions to hundreds of millions of edges within a few hours on commodity multicore machines. The fastest of these implementations is from a recent paper by Danisch et al. [19] . They design a parallel algorithm KCLIST and show that it is highly practical and, interestingly, also provably work-efficient, matching the work of the Chiba-Nishizeki algorithm, which even after close to 40 years is the fastest sequential algorithm for the clique listing problem on sparse graphs [16] .
Despite this impressive progress, several fundamental open problems remain. Firstly, Danisch et al. [19] do not theoretically bound the span of their KCLIST algorithm. To the best of our knowledge, despite the fundamental nature of k-clique counting and listing, it is not known whether it can be done work-efficiently with respect to the Chiba-Nishizeki algorithm in polylogarithmic span. Secondly, KCLIST requires computing an orientation of the graph's edges that bounds the maximum out-degree to achieve work-efficiency with respect to the Chiba-Nishizeki algorithm. They use the degeneracy ordering, introduced by Matula and Beck [38] . Unfortunately, computing this ordering is known to be P-complete, and thus there is little hope of parallelizing this approach in polylogarithmic span [6] . Thirdly, all of these algorithms have limited scalability for graphs with more than a few hundred million edges, but real-world graphs today frequently contain billions-hundreds of billions of edges [40] . Therefore, an interesting and timely question is the following:
Is there a work-efficient, polylogarithmic-span k-clique finding algorithm that can scale to massive real-world graphs containing billions to hundreds of billions of edges?
In this paper, we answer this question affirmatively, and build on this fundamental graph processing primitive to design provablyefficient parallel algorithms solving the k-clique densest subgraph problem [61] .
We introduce a new parallel k-clique counting algorithm that is based on using low out-degree orientations of the graph to reduce the total amount of work. Specifically, we generate rankings of the vertices such that for every vertex v, the number of neighbors that rank higher than v is small. Then we direct each edge in the graph from lower-ranked to higher-ranked endpoint, so that each k-clique in the original graph has a canonical directed representation. In particular, the j'th ranked vertex in the k-clique is directed towards the k − j −1 higher-ranked vertices in the k-clique. Larger cliques can be found from smaller cliques by intersecting the outgoing neighbors of vertices in the clique. Assuming that we have a low out-degree ranking of the graph, we show that for a constant k we can count or list all k-cliques in O mα k −2 work and O log k −2 m span, where m is the number of edges in the graph and α is the arboricity of the graph. 1 Theoretically, our counting algorithm requires only O α extra space per processor; in contrast, the KCLIST algorithm requires O α 2 extra space per processor. Our k-clique counting algorithm can easily be extended to support k-clique listing, and more generally k-clique enumeration, where an arbitrary function is applied on each k-clique found. We also present an approximate counting algorithm based on counting cliques on a sparsified graph, and prove that it produces unbiased estimates and runs in O pmα k−2 + m work and O log k−2 m span for a sampling probability of p.
Furthermore, we design two new parallel algorithms for ranking the vertices. We show that a distributed algorithm by Barenboim and Elkin [9] can be implemented in linear work and polylogarithmic span. We also parallelize an external-memory algorithm by Goodrich and Pszona [30] and obtain the same complexity bounds. Both algorithms are based on peeling a constant fraction of the vertices on each iteration in parallel. We believe that our parallel ranking algorithms may be of independent interest, as many other subgraph finding algorithms use low out-degree orderings (e.g., [30, 33, 36, 48] ).
We also introduce new parallel algorithms for the k-clique densest subgraph problem, a generalization of the densest subgraph problem that was first introduced by Tsourakakis [61] . This problem admits a natural 1/k-approximation by peeling vertices in order of their incident k-clique counts. We present a work-efficient parallel peeling algorithm for this problem that peels all vertices with the lowest k-clique count in each round. The span of the algorithm is proportional to the number of peeling rounds needed, which can be more than polylogarithmic, but we also prove the Pcompleteness of this peeling process for k > 2, which indicates that it is unlikely admit a polylogarithmic-span solution. Tsourakakis also shows that naturally extending the parallel algorithm by Bahmani et al. [8] algorithm for approximate densest subgraph gives an 1/(k(1 + ϵ))-approximation in O log n parallel rounds, although he does not describe a work-efficient algorithm. In this paper, we present a linear-work and polylogarithmic-span algorithm for obtaining a 1/(k(1 + ϵ))-approximation to the k-clique densest subgraph problem. Danisch et al. [19] use their k-clique counting algorithm as a subroutine to implement these two approximation algorithms for k-clique densest subgraph, although their implementations do not have provably-efficient bounds.
We also present implementations of our algorithms that use various optimizations, including different intersection methods and varying levels of parallelism, to achieve good practical performance. We perform a thorough experimental study of these algorithms on a 60-core machine with two-way hyper-threading and compare them with prior work. We show that on a variety of real-world graphs and different values of k, our k-clique counting algorithm achieves 1.31-9.88x speedup compared to the state-of-the-art parallel KCLIST algorithm [19] , and achieves self-relative speedups of 13.23-38.99x. Evaluating our new parallel ordering algorithms separately, we find that they achieve 6.69-19.82x self-relative speedup on 60 cores with hyper-threading. Furthermore, by integrating state-of-the-art parallel graph compression techniques, our implementation is able to process 1 The arboricity of a graph is the minimum number of spanning forests needed to cover the graph, and is bounded by O ( √ m).
graphs containing tens-hundreds of billions of edges, significantly improving on the capabilities of existing implementations. As far as we know, we are the first to report 4-clique counts for Hyperlink2012, the largest publicly-available graph, which has two hundred billion undirected edges. We also study the accuracy-time tradeoff of our sampling algorithm, and show that is able to approximate the clique counts with 5.05% error 5.32-6573.63 times more quickly than running our exact counting algorithm on the same graph. Finally, we study our two parallel approximation algorithms for k-clique densest subgraph and show that our we are able to outperform KCLIST by up to 29.59x and achieve 1.19-13.76x self-relative speedup. We summarize the main contributions of this paper below: (1) A work-efficient parallel algorithm with polylogarithmic span for k-clique counting. (2) Work-efficient and polylogarithmic-span parallel algorithms for computing low-outdegree orientations. (3) An approximate parallel algorithm using colorful sparsification that can compute unbiased and accurate estimates of the clique counts of a graph much more quickly than exact counting. (4) A work-efficient parallel algorithm for computing a 1/kapproximation to the k-clique densest subgraph problem, and a work-efficient polylogarithmic-span algorithm for computing a 1/(k(1 + ϵ))-approximation. (5) A proof that the algorithm for computing a 1/k-approximation to the k-clique densest subgraph problem is P-complete for k > 2. (6) Highly-optimized implementations of our algorithms that achieve significant speedups over existing state-of-the-art methods, and scale to the largest publicly-available graphs, containing billions of vertices and hundreds of billions of edges.
RELATED WORK
There has been a large body of work on k-clique counting, listing, and related problems, which we describe here.
Theory. A trivial algorithm can compute all k-cliques in O n k /2 work. Using degree-based thresholding enables counting cliques in time O m k /2 , which is asymptotically faster for sparse graphs [5] . Chiba and Nishizeki give an algorithm that further improves the complexity for sparse graphs, showing that all k-cliques can be found in O mα k−2 work [17] . For finding k-cliques, their algorithm processes vertices in non-increasing order of degree, and for each vertex v, recursively finds all (k − 1)-cliques incident on the induced subgraph of v's neighbors, and then deletes v from the graph to prevent cliques containing u from being explored again. Due to the fact that such a graph can have up to O mα k −2 distinct k-cliques, the Chiba-Nisheziki work bound is necessary for k-clique listing, but can be improved upon for dense graphs with large arboricity in the case of k-clique counting. The counting algorithm developed in this paper is built on the ideas of Chiba and Nishizeki. For arbitrary graphs, the fastest algorithm in theory relies on matrix multiplication, and counts 3l cliques in O n l ω time where ω is the matrix multiplication exponent [43] . The k-clique problem is one of the canonical hard problems in the FPT literature, and is known to be W [1]-complete when parametrized by k [22] . We refer the reader to the paper of Vassilevska, which surveys other theoretical algorithms for this problem [64] .
Practice. The special case of counting and listing triangles (k = 3) has received a huge amount of attention over the past two decades (e.g., [7, 10, 39, 45, 46, 56, 57, 60, 62, 63] , among many others). Finocchi et al. [28] present parallel k-clique counting algorithms for MapReduce. Jain and Seshadri [32] provide algorithms for estimating k-clique counts. The state-of-the-art k-clique counting and listing algorithm is the KCLIST algorithm by Danisch et al. [19] . Their algorithm is based on Chiba and Nishizeki's algorithm, but using the k-core (degeneracy) ordering to rank vertices instead of a non-decreasing degree ordering. KCLIST explicitly generates a directed version of the graph based on the ranking, unlike Chiba and Nishizeki. The KCLIST algorithm is parallelized by either launching a parallel task per vertex to find all directed cliques incident on that vertex (node-parallel) or launching a parallel task per edge to find all directed cliques incident on that edge (edge-parallel). Danisch et al. [19] do not analyze the span of their KCLIST, and in fact their algorithm cannot have polylogarithmic span since they only parallelize at the top one or two levels of recursion and they use the k-core ordering, which is P-complete to compute.
Additionally, many algorithms have been developed for finding 4-vertex and 5-vertex subgraphs (e.g., [2-4, 24, 47, 48, 51, 65] ) as well as estimating larger subgraph counts (e.g., [13, 14] ), and these algorithms can be used for counting exact or approximate k-clique counting as a special case. Worst-case optimal join algorithms from the database literature [1, 41, 44] can also be used for k-clique listing and counting as a special case, and would require O m k /2 work.
Very recently and independently of our work, Jain and Seshadri [33] present a sequential and a vertex parallel PIVOTER algorithm for counting all cliques in a graph. By terminating early, their algorithm can also be used for k-clique counting for fixed k. However, their algorithm cannot be used for clique listing as they avoid processing all cliques, and their algorithm is not work-efficient for fixed k. We compare with their clique counting runtimes for fixed k in Section 6.
Low Out-degree Orientations. A canonical technique in the graph algorithms literature on clique counting, listing, and related tasks is the use of a low out-degree orientation (sometimes also referred to as a degeneracy ordering). An l-orientation of an undirected graph is a total ordering on the vertices where the oriented out-degree of each vertex (the number of its neighbors higher than it in the ordering) is bounded by l. A classic method for producing such an ordering is due to Matula and Beck [38] , who show that the k-core order gives a c(G)-orientation of the graph, where c(G) is the degeneracy of the graph, which is within a constant factor of α, the graph's arboricity. However, computing this ordering is a P-complete problem [6] . More recent work in the distributed and external-memory literature has shown that such orderings can be efficiently computed in these settings. Barenboim and Elkin give a distributed algorithm that finds an O(α)-orientation in O(log n) rounds [9] . Goodrich and Pszona give a similar orientation algorithm that repeatedly peels a constant fraction of the lowest degree vertices, and analyze this algorithm in the external-memory model [30] . Such orientations are widely used in other related problems, such as maximal clique listing [25, 33] and fixed-sized subgraph finding [36, 48] .
Vertex Peeling and k-clique Densest Subgraph. An important application of k-clique counting is its use as subroutine in computing generalizations of approximate densest subgraph. A seminal work of Charikar gave a polynomial time algorithm for exactly computing the densest subgraph, and also presented a simple 1/2-approximation algorithm [15] . The algorithm works by iteratively removing (peeling) the vertex with minimum degree, and one of the intermediate subgraphs is a 1/2-approximation to the densest subgraph. Unfortunately, this peeling process is exactly the peeling process used to compute the k-core of the graph, which we know to be P-complete.
In this paper, we study parallel algorithms for the k-clique densest subgraph, a generalization of the densest subgraph problem that was first introduced by Tsourakakis [61] . Tsourakakis presents a sequential 1/k-approximation algorithm based on iteratively peeling the vertex with minimum k-clique-count, as well as a parallel 1/(k(1+ϵ))-approximation algorithm based on a parallel 1/(2(1+ϵ))approximation for the densest subgraph presented by Bahmani et al. [8] . We design parallel algorithms based on these two algorithms that are work-efficient and have polylogarithmic span.
Recently, Fang et al. [26] propose algorithms for finding the largest (j, Ψ)-core of a graph, which is the largest subgraph such that all vertices have at least j subgraphs Ψ incident on them. Ψ can be a k−clique or any other subgraph. In particular, they propose an algorithm for Ψ being a k-clique that peels vertices with larger clique counts first and show that their algorithm gives a 1/k-approximation to the k-clique densest subgraph.
Nucleus Decomposition. The peeling process used to solve the densest subgraph problem, and its generalization to k-cliques is an instance of the nucleus decomposition problem. A c-(r, s) nucleus is a maximal subgraph H of an undirected graph where each K r in H has induced K s degree at least c. The (r, s) nucleus decomposition problem is to compute all non-empty (r , s)-nuclei. Note that the k-core of a graph corresponds to a k-(1, 2) nucleus, and the vertex peeling problem used to solve k-clique densest subgraph corresponds to computing all of the c-(1, k) nuclei. Although it is known that computing the (1, 2)-nuclei is P-complete for k > 2, nothing is known about the parallel complexity of computing higher (1, s)nuclei for s > 2, and any value of k.
PRELIMINARIES
Graph Notation. We take input graphs G = (V , E) to be simple and undirected. For any vertex v ∈ V , let N (v) denote the neighborhood of v and let deg(v) denote the degree of v. If there are multiple graphs, we let N G (v) denote the neighborhood of v in G. For a directed graph DG, we let N (v) = N DG (v) denote the outneighborhood of v in DG. We use G[U ] to denote the subgraph of G induced by the vertices in U . We use n = |V | to denote the number of vertices in G, and m = |E| to denote the number of edges in G.
Arboricity and the Nash-Williams Theorem. The arboricity (α ) of a graph is the minimum number of spanning forests needed to cover the graph. In general, α is upper bounded by O √ m and lower bounded by Ω 1 [17] . Some of the results in this paper rely on the following important theorem due to Nash-Williams [42] : a graph G has arboricity α if and only if for every U ⊆ V , |G[U ]| ≤ α(|U | − 1).
Model of Computation.
We use the work-span model of parallel computation, with arbitrary forking, to analyze our algorithms [18, 34] . The work of an algorithm is the total number of operations, and the span is the longest dependency path. We aim for work-efficient parallel algorithms in this model, that is, an algorithm with work complexity that matches the best-known sequential time complexity for the problem. We assume concurrent reads and writes and atomic adds are supported in O 1 work and span.
Parallel primitives. We use the following primitives in this paper. Reduce takes as input a sequence A of length n, and a binary associative function f returns the sum of the elements in A with respect to f . We will typically take f to be a sum, and refer to sum-reduction as Reduce-Add. Reduce takes O n work and O log n span (assuming f takes O(1) work) [34] . Prefix sum takes as input a sequence A of length n, an identity ε, and an associative binary operator ⊕, and returns the sequence B of length n where B
Filter takes as input a sequence A of length n and a predicate function f , and returns the sequence B containing a ∈ A such that f (a) is true, in the same order that these elements appeared in A. Both algorithms take O n work and O log n span [34] .
Additionally, we make use of parallel hash tables that support n operations (insertions, deletions, and membership queries) in O(n) work and O(log n) span with high probability [29] . Given two hash tables T 1 and T 2 containing n and m elements, respectively, the intersection T 1 ∩ T 2 can be computed in O(min(m, n)) expected work, and O(log(n + m)) span w.h.p.
Parallel Bucketing. A parallel bucketing structure maintains a mapping from identifiers to buckets. The bucket value of identifiers can change, and the structure updates the bucket containing these identifiers. We take identifiers to be vertices, and use the structure to repeatedly extract all vertices in the minimum bucket to process, which can possibly cause the bucket values of other vertices to change (the neighbors of extracted vertices in our algorithms).
In practice, we use the bucketing structure designed by Dhulipala et al. [20] . However for theoretical purposes, we use the bucketing structure based on a batch-parallel Fibonacci heap by Shi and Shun [58] . This theoretically-efficient bucketing structure supports k bucket insertions in O(k) amortized expected work, and O(log n) span w.h.p., k bucket update operations in O(k) amortized work and O(log 2 n) span w.h.p., and extracts the minimum bucket in O(log n) amortized expected work and O(log n) span w.h.p.
Graph Storage. In our implementations, we store our graphs in compressed sparse row (CSR) format, which requires O m + n space. For our large graphs, we compress the edges for each vertex using byte codes that can be decoded in parallel [21, 59] . For our theoretical bounds, we assume that our graphs in an adjacency hash table, where each vertex is associated with a parallel hash table containing its neighbors. This allows us to efficiently perform intersection operations needed throughout our algorithms.
CLIQUE COUNTING
In this section, we present our main algorithms for counting kcliques in parallel. Our algorithms can be used for the more general task of k-clique enumeration, in which a user-supplied function is applied on each k-clique (this includes global counting, local counting, and listing as special cases). We start in Section 4.1 by describing parallel methods for computing low out-degree orderings of the vertices in parallel. Then, in Section 4.2, we describe our parallel k-clique listing algorithm. Then, in Section 4.3, we describe how this algorithm can be optimized to generate unbiased estimates of the global k-clique count using graph sparsification. Finally, in
while G is not empty do 4:
S ← ϵn/(2 + ϵ ) vertices of lowest induced degree 5:
Append S to L 6:
Remove vertices in S from G 7:
return L Algorithm 2 Barenboim-Elkin Orientation
return L Section 4.4 we discuss practical optimizations that improve our methods' running time in practice.
Low Out-degree Orientation (Ranking)
Recall that an l-orientation of an undirected graph is a total ordering on the vertices where the oriented out-degree of each vertex (the number of its neighbors higher than it in the ordering) is bounded by l. Although this problem has been widely studied in other contexts, to the best of our knowledge, we are not aware of any previous work-efficient parallel algorithms for solving this problem. Here, we show that the Barenboim-Elkin and Goodrich-Pszona algorithms, which are efficient in the CONGEST and I/O models of computation lead to work-efficient low-span algorithms in the work-span setting. Algorithm 1 shows pseudocode for the Goodrich-Pszona algorithm, and Algorithm 2 shows pseudocode for the Barenboim-Elkin algorithm. Both algorithms take as input a user-defined parameter ϵ. The Barenboim-Elkin requires an additional parameter, α, which is the arboricity of the graph (or an estimate of the arboricity). For this parameter, we use a (2 + ϵ)-approximation to the arboricity, using the approximate densest-subgraph algorithm from [21] which runs in O(m + n) work and O(log 2 n) span.
Note that both algorithms remove a constant fraction of the vertices in each round. For the Goodrich-Pszona algorithm, this follows from construction-an ϵ/(2 + ϵ) fraction of vertices are removed on each round, and as such the algorithm finishes after O(log n) rounds. For the Barenboim-Elkin algorithm, by definition of arboricity, there are at most nα/d vertices with degree at least d. Thus, the number of vertices with degree more than (2 + ϵ)α is at most n/(2 + ϵ), and a constant fraction of the vertices have degree at most (2 + ϵ)α. Since a subgraph of graph with arboricity α also has arboricity at most α, each round will peel at least a constant fraction of remaining vertices, and the algorithm will terminate in O(log n) rounds.
The bound on the out-degree for the Barenboim-Elkin algorithm follows by construction, since it only peels vertices with induced degree less than (2+ϵ)α. The bound for the Goodrich-Pszona algorithm follows due to a similar density argument as the round-complexity argument for the Barenboim-Elkin algorithm. The number of vertices with degree at least (2 + ϵ)α can be at most n/(2 + ϵ), and thus the ϵ/(2 + ϵ) fraction of the lowest degree vertices must have degree less than (2 + ϵ)α as desired. if ℓ = 1 then return |I | 3:
Initialize T to store clique counts per vertex in I 4:
parfor v in I do 5:
DG ← ORIENT(G) ▷ Apply a user-specified orientation algorithm 12:
return REC-COUNT-CLIQUES(DG, V , k ) work and O(log 2 n) span. The bounds are randomized for the Goodrich-Pszona algorithm.
PROOF. The bounds on out-degree follow from the discussion above. For the work and span, we first observe that both algorithms run in O(log n) rounds, and each round removes a constant fraction of the vertices. For both algorithms, we maintain the induced degrees of all vertices in an array.
For the Goodrich-Pszona algorithm, we can filter out the vertices with degree less than the c-th smallest degree vertex for c = ϵn/(2+ϵ) using parallel integer sort, which runs in O(n ′ ) expected work and O(log n) span w.h.p. where n ′ is the number of remaining vertices [49] . For the Barenboim-Elkin algorithm, we use a parallel filter, which takes linear work and O(log n) span.
We can update the degrees of the remaining vertices after removing the peeled vertices by mapping over all edges incident to these vertices, and applying an atomic add instruction to decrement the degree of each neighbor. Each edge is processed exactly once in each direction, when its corresponding endpoints are peeled, and each vertex is peeled exactly once, so the total work is O(m + n). Since each peeling round can be implemented in O(log n) span, and there are O(log n) such rounds, the span of both algorithms is O(log 2 n).
Finally, computing an estimate of the arboricity using the parallel densest-subgraph algorithm from [21] can be done in O(m + n) work and O(log 2 n) span, which does not asymptotically increase the cost of running the Barenboim-Elkin algorithm. □ Finally, in the parallel algorithms in the remainder of this paper that utilize orientation, we will usually direct the input graph in the CSR format after computing an orientation. This can be done in O(m) work and O(log n) span using prefix sum and filter.
Counting algorithm
Our algorithm for k-clique counting is shown as COUNT-CLIQUES in Algorithm 3. COUNT-CLIQUES first directs the edges of G such that every vertex has out-degree O(α), as described in Section 4.1 (Line 11). Then, it calls a recursive subroutine REC-COUNT-CLIQUES that takes as input the directed graph DG, candidate vertices I that can be added to a clique, and the number of vertices ℓ left to complete a k-clique. With every recursive call to REC-COUNT-CLIQUES, a new candidate vertex v from I is added to the clique and I is pruned to contain only out-neighbors of v (Line 5). REC-COUNT-CLIQUES terminates when precisely one vertex is needed to complete the kclique, in which the number of vertices in I represents the number of completed k-cliques (Line 2). The counts obtained from recursive calls are aggregated using a REDUCE-ADD and returned (Lines 8-9).
We note that COUNT-CLIQUES and REC-COUNT-CLIQUES can be modified to store k-clique counts per vertex. To do so, we add to COUNT-CLIQUES an array C to store k-clique counts per vertex, and in our recursive subroutine, after obtaining the k-clique counts t ′ in Line 6, we add t ′ to the count corresponding to vertex v. In addition, before returning the number of completed k-cliques in Line 2, we also increment the count corresponding to each vertex in I . Note that the updates to C must be done through atomic adds. We call the algorithms for counting k-cliques per vertex COUNT-CLIQUES-V and REC-COUNT-CLIQUES-V respectively.
Similarly, COUNT-CLIQUES and REC-COUNT-CLIQUES can be modified to support enumeration. We add to REC-COUNT-CLIQUES a parameter K that stores the k-clique built so far, and prior to the recursive call to REC-COUNT-CLIQUES on Line 6, we add v to K. Then, prior to returning the number of k-cliques on Line 2, we note that each vertex in I added to K produces a completed k-clique, upon which we can apply a user-supplied function.
Note that aside from the initial call to REC-COUNT-CLIQUES which takes I = V as an input, in subsequent calls, the size of I is bounded by O(α). This is because at every recursive step, I is intersected with the out-neighbors of some vertex v, which is bounded by O(α). The additional space required by COUNT-CLIQUES on a one processor is O α , and since the space is allocated in a stackallocated fashion, we can bound the total additional space by O Pα on P processors when using a work-stealing scheduler [11] .
Moreover, considering the first call to REC-COUNT-CLIQUES, the total expected work of INTERSECT is given by O m , because the sum of the degrees of each vertex v is bounded above by the number of edges. Also, using parallel adjacency hash table, the expected work of INTERSECT in each subsequent recursive step is given by the minimum of |I | and |N DG (v)|, and as such is bounded above by O α . We recursively call REC-COUNT-CLIQUES k times as ℓ ranges from 1 to k, but the first recursive call involves a trivial intersect where we simply retrieve all directed neighbors of v, and the final recursive call returns with the size of I immediately. Hence, we have k − 2 recursive steps that call INTERSECT in a non-trivial manner, so in total, COUNT-CLIQUES takes O mα k −2 expected work.
Finally, the span of COUNT-CLIQUES is defined by the span of INTERSECT and the span of REDUCE-ADD in each recursive call. As discussed in Section 3, the span of INTERSECT is given by O log n w.h.p., and the span of REDUCE-ADD is given by O log n . Thus, since we have k − 2 recursive steps with non-constant span, COUNT-CLIQUES takes O log k −2 n span w.h.p.
Note that COUNT-CLIQUES-V obtains the same work and span bounds as COUNT-CLIQUES, since the atomic add operations do not increase the work or span.
The total complexity of k-clique counting is as follows. 
Sampling
We now discuss a sparsification technique known as colorful sparsification that allows us to produce approximate k-clique counts, based on previous work on approximate triangle and butterfly (biclique) counting [46, 52] . We sparsify our input graph G by coloring each vertex with one of c colors uniformly at random, and preserving edges only if both endpoints have the same color. We call the resulting graph with only preserved edges G ′ . Let p = 1/c. We run our k-clique counting algorithm (Algorithm 3) on G ′ which outputs a count C, and we output Y = C/p k −1 as the estimate for the global k-clique count. We prove the following theorem about the properties of this estimator.
where s z is the number of pairs of k-cliques that share z vertices.
PROOF. Let C i be an indicator variable denoting whether the i'th k-clique in G is preserved in G ′ . For a k-clique to be preserved, all k vertices in the clique must have the same color. This happens with probability p k −1 since after fixing the color of one vertex v in the clique, the remaining k − 1 vertices must have the same color as v. Each vertex picks a color independently and uniformly at random, and so the probability of a vertex choosing the same color as v is
depends on the number of vertices that cliques i and j share. Their covariance is 0 if they share no vertices. Their covariance is also 0 if they share one vertex since the event that the remaining vertices of each clique have the same color as the shared vertex is independent between the two cliques. Let s z denote the number of pairs of cliques that share z > 1 vertices. For pairs of cliques sharing z vertices, we have
. This is because given z shared vertices with the same color, the probability that the remaining 2(k − 1) − z vertices across the two cliques have the same color as the shared vertices is
Also, we obtain the following theorem about the complexity of our sampling algorithm. 
Practical Optimizations
We introduce here practical optimizations that offer tradeoffs between performance and space complexity. First, in the initial call to REC-COUNT-CLIQUES, for each vertex v ∈ I = V , we construct the induced subgraph on N DG (v) and replace DG with said induced subgraph for subsequent levels of recursion. This allows subsequent levels of recursion to skip processing edges that have already been pruned as a result of the first level of recursion. Note that because the out-degree of each vertex v is bounded above by α, we use O α 2 extra space per processor to store these induced subgraphs.
Moreover, as mentioned in Section 3, we store our graphs (and induced subgraphs) in compressed sparse row format in practice. As such, in order to efficiently intersect the candidate vertices in I with the requisite out-neighbors, we relabel the vertices in the induced subgraph constructed in the second level of recursion to be in the range 0 to α, and then we use an array of size α to mark vertices in I . For each vertex v in I , we simply check if the out-neighbors of v are marked in our array to perform INTERSECT. While this would require O kα extra space per processor to maintain an array of size α per recursive call, we find that in practice, parallelizing only the first or first two recursive levels is sufficient. Past the first two levels, subsequent recursive calls are sequential, and we can reuse the aforementioned array between recursive calls by using the labeling scheme from Chiba and Nishizeki's serial kclique counting algorithm [17] . We record ℓ in our array for each vertex v in I , perform INTERSECT by checking if the out-neighbors have been marked in the array with ℓ, and then reset the marks to ℓ + 1 before returning. As such, marks are preserved for INTERSECT operations during the same recursive call. This allows us to use only O α extra space per processor to perform INTERSECT operations.
We note that in our implementation, node parallelism refers to parallelizing only the first level of recursion and edge parallelism refers to parallelizing only the first two levels of recursion. These correspond with the ideas of node and edge parallelism in Danisch et al.'s KCLIST algorithm [19] .
Finally, in order to perform the intersections on the second level of recursion (the first set of non-trivial intersections), it is in practice faster to use an array of size n to mark vertices in N (v) = I , and perform a constant-time lookup to determine which out-neighbors of u ∈ I are also in I . Past the second level of recursion, we relabel vertices in the induced subgraph as mentioned previously, and only require the size α array to perform intersections. Thus, we use linear extra space per processor for the second level of recursion only.
In total, the space complexity for intersecting in the second level of recursion and storing the induced subgraph on N DG (v) dominates, so we use O max(n, α 2 ) extra space per processor.
k-CLIQUE DENSEST SUBGRAPH
We present our new work-efficient parallel algorithms for the kclique densest subgraph problem, as well as results for the vertex peeling, or (1, k)-nucleus decomposition problem which is used as a sub-routine in one of our k-clique densest subgraph algorithms.
Algorithm 4 Parallel vertex peeling (k-clique densest subgraph) 1 : procedure UPDATE(G = (V , E), k, DG, C, A) 2:
Initialize T to store k -clique counts per vertex in A 3:
parfor v in A do 4:
I ← {u | u ∈ N G (v) and u has not been previously peeled } 5:
▷ C is an array of k -clique counts per vertex and t is the total # of k -cliques 11:
Let B be a bucketing structure mapping V to buckets based on # of k -cliques 12:
S * ← G, d * ← t / |V | 13: f ← 0 14:
while f < |V | do 15:
A ← vertices in next bucket in B (to be peeled) 16: f ← f + |A | 17: t ′ ←UPDATE(G, k, DG, C, A) ▷ Update number of k -cliques 18:
Update the buckets of changed vertices in C, peeling A 19:
return d *
Vertex Peeling
Algorithm. Algorithm 4 describes our parallel algorithm for vertex peeling, which also gives a 1/k-approximate to the k-clique densest subgraph problem. The algorithm relies on Algorithm 3 to compute the initial per-vertex clique counts (C), which are given as an argument to the algorithm. The algorithm first initializes a parallel bucketing structure that stores buckets containing sets of vertices, where all vertices in the same bucket have the same clique count (Line 11). Then, while not all of the vertices have been peeled, it repeatedly extracts the vertices with the lowest induced k-clique count (Line 15), updates the count of the number of peeled vertices (Line 16), and updates the k-clique counts of vertices that are not yet finished that participate in k-cliques with the peeled vertices (Line 17). UPDATE also returns the number of k-cliques that were removed. Lastly, the algorithm checks if the new induced subgraph has higher density than the current maximum density, and if so updates the maximum density (Line 20). The UPDATE procedure performs the bulk of the work in the algorithm. It takes each vertex in A (vertices to be peeled), builds its induced neighborhood, and counts all (k − 1)-cliques in this neighborhood using Algorithm 3, as these (k − 1)-cliques together with a peeled vertex form a k-clique. The algorithm presented above computes a density approximating the density of the k-clique densest subgraph. If computing a subgraph with this density is required, one can simply re-run the algorithm and emit a subgraph with density equal to the maximum density computed in the first run.
Correctness. It suffices to show that Algorithm 4 peels vertices in exactly the same order as Tsourakakis' sequential k-clique densest subgraph algorithm [61] . Although this statement is not true (our algorithm removes multiple vertices in the same bucket in parallel, whereas the sequential algorithm removes them one at a time), a slight modification of it is. In particular, we can show that ignoring the ordering of peeled vertices within the same core, our algorithm peels vertices in exactly the same order as the sequential peeling algorithm. One can easily show this fact using induction on the rounds of the algorithm (on each peeling step), and using the correctness of our k-clique counting methods from Section 4, which suffices to show the correctness of our peeling method. This gives us the desired 1/k-approximation of the k-clique densest subgraph.
Cost. We prove the following theorem regarding the complexity of our algorithm. Note that to analyze the span of our algorithm, we define ρ k (G) to be the (1, k)-nucleus peeling complexity of G, or the number of rounds needed to peel the graph where in each round, all vertices with the minimum k-clique count are peeled. THEOREM 5.1. There is a parallel algorithm computing a 1/kapproximation to the k-clique densest subgraph problem on an undirected graph G that runs in O mα k −2 + ρ k (G) log n expected amortized work and O ρ k (G) log k−2 n span w.h.p., where ρ k (G) is the (1, k)-nucleus peeling complexity of the graph G.
PROOF. The proof is similar in spirit to that of Theorem 4.2 but there are some subtle, and important differences. First, unlike in our k-clique counting algorithm (Algorithm 3), our peeling algorithm does not have the luxury of only finding k-cliques directed "upward" from a peeled vertex v. Instead, it must find all k-cliques that v participates in and decrement the counts of these k-cliques. Arguing that this does not cost a prohibitive amount of work is the main challenge of the proof. Importantly, our peeling algorithm calls the recursive subroutine REC-COUNT-CLIQUES-V of our k-clique counting algorithm directly, on a different input than used in the full k-clique counting algorithm, so the analysis of the work and span differs from the analysis given in Section 4.2.
We first account for the work and span of extracting and updating the bucketing structure. The overall work of inserting vertices into the bucketing structure is O(n). Each vertex can have its bucket decremented at most once per k-clique, and since there are at most O(mα k −2 ) k-cliques, the overall cost for updating buckets of vertices is also the same. Lastly, removing the minimum bucket can be done in O(log n) amortized expected work and O(log n) span w.h.p., which costs a total of O(ρ k (G) log n) amortized expected work, and O(ρ k (G) log n) span w.h.p.
Next, to bound the cost of finding all k-cliques incident to a peeled vertex v, we rely on the Nash-Williams theorem, which provides a bound on the size of induced subgraphs in an arboricity α graph. Notably, the first call to REC-COUNT-CLIQUES-V performs intersect operations that essentially compute the induced subgraph on the neighbors of each peeled vertex v; this is because during this first call, we intersect the directed neighbors of each vertex in N G (v) (that has not been previously peeled) with N G (v) itself, producing a pruned version of the induced subgraph of N G (v) on G. We have that for each v ∈ V , the induced subgraph on its neighbors has size
. Assuming for now that we can construct the induced subgraph on all vertex neighborhoods in work linear in their size, summed over all vertices, the overall cost is just
How do we build these subgraphs in the required work and span? Our approach is to do so using an argument similar to the elegant proof technique proposed in Chiba-Nishizeki's original k-clique listing algorithm. Because the first call to REC-COUNT-CLIQUES-V takes each vertex u ∈ N G (v) and intersects the directed neighbors N DG (u) with N G (v), we use O min(d(u), d(v)) work to build the induced subgraph on v's neighborhood. Observe that each edge in the graph is processed by an intersection in this way exactly once in each direction, once when each endpoint is peeled. By Lemma 2 of [17] , we know that e=(u,v)∈E min(d(u), d(v)) = O mα and therefore the overall work of performing all intersections is bounded by O mα , and the per-vertex induced subgraphs can therefore also be built in the same bound. The span for this step is just O log n w.h.p. using parallel hash tables [29] .
Lastly, we account for the remaining cost of performing k-clique counting within each round. We now recursively call REC-COUNT-CLIQUES-V k − 1 times in total, as ℓ ranges from 1 to k − 1, but the final recursive call returns the size of I immediately, and we have already discussed the work of the first call to REC-COUNTS-V. Considering the remaining k − 3 recursive steps with non-trivial work, we have O m ′ α k −3 work and O log k −3 n span where m ′ is the size of the vertex's induced neighborhood. Considering the work first, summed over all vertices induced neighborhoods, the total work is:
which follows from Equation 1. The span follows, since adding in the span of the first recursive call, we have O log k−2 n span to update k-clique counts per peeled vertex, and there are ρ k (G) rounds by definition. □ Discussion. To the best of our knowledge Tsourakakis presents the first sequential algorithm for this problem. His algorithm does not provide strong bounds on its work, or on the cost of bucketing. Considering Algorithm 4 from Tsourakakis' paper [61] , by using a heap to store vertices based on their induced clique counts, the algorithm requires O n log n work for bucketing, not including the cost of counting k-cliques incident to removed vertices, which no serial algorithm prior to our work gave non-trivial bounds for. Sariyuce et al. [53] present a sequential algorithm for the more general (r , k)-nucleus decomposition problem. We observe that computing a (1, k)-nucleus decomposition is equivalent to vertex peeling. Their fastest algorithm for this problem runs in O(R(G, k)) work and O(C(G, k)) space, where R(G, k) is the cost of an arbitrary k-clique counting algorithm and C(G, k) is the number of k-cliques in G. This algorithms works by essentially building a bipartite graph where one side of the bipartition is the vertices, and the other side are vertices representing k-cliques, and vertices are connected to k-cliques that contain them. The algorithm is to simply run k-core on this bipartite graph. They provide another algorithm which runs in O(m +n) space, but requires O( v d(v) k ) work, based on enumerating the cliques incident to peeled vertices. This could be as costly as O(n k ) work. Our bounds are asymptotically better than theirs in all but the highly degenerate case where C(G, k) = o(ρ log n), since they can perform sequential bucketing in space proportional to the number of k-cliques in G. Note that Sariyuce et al. [54] also give a parallel (r , k)-nucleus decomposition algorithm, which is similarly not work-efficient.
Approximate Vertex Peeling
We present a 1/(k(1+ϵ))-approximate algorithm to the k-clique densest subgraph problem based on approximate peeling. The algorithm is similar to the peeling algorithm (Algorithm 4), and we describe the main differences in words in what follows. The approximate peeling algorithm also iteratively peels the graph until it becomes empty, maintaining the density of the current induced subgraph. Instead of peeling all vertices with the minimum bucket, in each round the algorithm sets a threshold t = k(1 + ϵ)τ (S) where τ (S) is the density of the current subgraph S, and removes all vertices with current k-clique count at most τ . This can be done without using a bucketing structure at all by simply scanning all remaining vertices and filtering out vertices to be peeled. Tsourakakis [61] describes this procedure, which is analogous to the Bahmani et al. [8] O(log n) round 1/ (2(1 + ϵ) )-approximation to the densest subgraph problem, and shows that when applied to the k-clique densest subgraph problem, computes a 1/(k(1 + ϵ))-approximation in O(log n) rounds of peeling. Although the round-complexity in Tsourakakis' implementation is low, nothing non-trivial was known about its work.
Our implementation of Tsourakakis' algorithm is almost identical, except that we utilize the fast, parallel k-clique counting methods introduced in this paper. Using the same technique as in Algorithm 4 to decrement the local k-clique counts of peeled vertices, and by an identical analysis of the cost of peeling vertex neighborhoods, we have the following theorem:
There is a parallel algorithm computing a 1/(k(1+ ϵ))-approximation to the k-clique densest subgraph problem on an undirected graph G that runs in O mα k −2 expected work and O log k−1 n span w.h.p.. [61] . The work bound follows similarly to the proof of Theorem 5.1. We note that filtering the remaining vertices in each round can be done in just O(n) total work, since a constant fraction of vertices are peeled in each round. The span bound follows from the fact that there are O(log n) rounds in total, and since each round runs in O log k −2 n span, again using the same argument as given in Theorem 5.1. □
PROOF. The correctness and approximation guarantees of this algorithm follows from

Practical Optimizations
In practice, we use the same optimizations as described in Section 4.4, for updating k-clique counts in every round. Also, we use the bucketing structure designed by Dhulipala et al. [20] . In particular, this structure keeps an array corresponding k-clique counts to the relevant vertices, but does not densely materialize sections of this array until enough vertices have been peeled to necessitate lookups into larger k-clique counts. Moreover, if large ranges of k-clique counts contain no vertices, this structure efficiently skips over such ranges. This allows for fast retrieval of vertices to be peeled in every round using linear space.
Parallel Complexity of c-(1, k)-nuclei
We consider the problem of computing the c-(1, k)-nuclei for all values of c and k. We note that this problem is exactly the problem solved by the k-clique densest subgraph vertex peeling algorithm that we presented in Section 5.1. Based on the work of Anderson and Mayr [6] , we know that for the c- PROOF. We first observe that since the number of k-cliques incident to each vertex can be efficiently computed in NC by Theorem 4.2, the 1-(1, k) nucleus problem is in NC for constant k.
c −(1, k)-nuclei when c > 2. Next, we study the parallel complexity of computing c-(1, k)-nuclei for c > 2. We will show that there is an NC reduction from the problem of whether the c-(1, 2)-nucleus is non-empty, to the problem of deciding whether the c-(1, k)-nucleus is non-empty. We first discuss the reduction at a high level. The input is a graph and some value c, and the problem is to decide whether the c-(1, 2)-nucleus is non-empty. The idea is to map the original peeling process to compute the c-(1, 2)-nucleus to a peeling process to compute the c-(1, k)-nucleus.
The reduction works as follows. We break up each edge in the graph into three vertices connected in a path, and create gadgets to increase each of these new 'edge vertices' incident k-cliques to c. The gadgets are constructed so that if a vertex on either endpoint of the path (an original vertex) has its number of k-cliques go below c and is not in the c-(1, k)-nucleus, then the path corresponding to this edge will unravel, and the other original vertex will have its number of incident k-cliques decremented by one, exactly as in the (1, 2) peeling process. Formally, the gadgets construct c − 1 k-clique's between the two middle vertices in the path, and a set of gadget vertices for this edge. It also constructs one k-clique between each original edge endpoint, its neighboring 'edge vertex', and a specially designated set of c − 2 base vertices, B 1 , . . . , B c−2 . The last part of the construction ensures that the gadget vertices have large enough incident k-cliques by creating c −1 k-clique's between them and a set of c − 1 special vertices, S 1 , . . . S c−1 . Figure 1 shows an illustration of the reduction for k = 3, and marks the initial number of incident k-cliques of each vertex in red. Note that both the number of S i 's and B i 's depend on c, and that we have c > 2 in the reduction.
To argue that this reduction is correct, it suffices to show that the c-(1, k)-nucleus is non-empty if and only if the c-core of the original graph is non-empty. We only argue the reverse direction, since the proof for the forward direction is almost identical. Suppose the input graph has a non-empty c-core, C. Then, observe that all of the original vertices corresponding to C in the reduction graph, G ′ , will have least c incident k-clique's. Furthermore, all of the 'edge vertices' corresponding to edges in the c-core initially have exactly c incident k-cliques, and the gadget vertices corresponding to these edges have exactly c incident k-cliques. It remains to argue that the special vertices (S i 's), and the base vertices (B i 's) have sufficient number of incident k-cliques. Observe that the special vertices connected to all gadget vertices for the edges form k-clique with all gadget vertices, and thus have (c − 1)
is the set of edges in the induced subgraph on C. Since a c-core on C vertices must have at least c |C | edges,
Similarly for the base vertices, they form two kcliques for each edge in the c-core, and so the base vertices have at least 2c |C | incident k-cliques. Thus the subgraph corresponding to the original vertices, edge vertices, gadget vertices for these edges, and the special and base vertices all have a sufficient number of incident k-cliques to form a non-empty c-(1, k)-nucleus. □
EXPERIMENTS
Environment. We run most of our experiments on a c2-standard-60 Google Cloud instance, which consist of 60 cores (with two-way hyper-threading), with 3.8GHz Intel Xeon Scalable (Cascade Lake) processors and 240 GiB of main memory. For our large compressed graphs, we instead use a m1-ultramem-160 Google Cloud instance, which consists of 160 cores (with two-way hyper-threading), with 2.6GHz Intel Xeon E7 (Broadwell E7) processors and 3844 GiB of main memory. We use OpenMP for our k-clique counting runtimes (approximate and exact), and we use a lightweight scheduler called Homemade for our k-clique peeling runtimes (approximate and exact). We will cite the authors' announcement of this work in our final paper (it has not yet been published). While OpenMP's scheduling tends to be sufficiently fast for k-clique counting, we find that Homemade gives better performance for peeling algorithms. Finally, we compile our programs with g++ (version 7.3.1) using the -O3 flag. We terminate any experiment that takes over 5 hours, except for experiments on compressed graphs. We test our algorithms on real-world undirected graphs from the Stanford Network Analysis Project (SNAP) [37] , namely autonomous systems by Skitter (as-skitter), DBLP communities (comdblp), Orkut communities (com-orkut), Friendster communities (com-friendster), and LiveJournal communities (com-lj). Also, we test our k-clique counting algorithm on ClueWeb, a Web graph from CMU's Lemur project [12] , and on Hyperlink2012 and Hyper-link2014, hyperlink graphs from the WebDataCommons dataset [40] . ClueWeb, Hyperlink2012, and Hyperlink2014 are symmetrized to be undirected graphs, and stored and read in a compressed format from the Graph-Based Benchmark Suite (GBBS) [21] . Table 1 describes the sizes and k-clique counts for these graphs and Table 2 describes the peeling rounds, k-clique core size and maximum k-clique densities that we obtained from our algorithms. Also, for our counting and peeling algorithms, we test different orientations, including the Goodrich-Pszona and Barenboim-Elkin orientations discussed in Section 4.1, both with ε = 1. We additionally test other orientations that do not give work-efficient and polylogarithmic-span bounds for counting, but are fast in practice, including the orientation given by ranking vertices by increasing degree and directing low-degree vertices to high-degree vertices, the orientation given by k-core ordering, and the orientation given by the original ordering of vertices in the graph as given.
Moreover, we compare our algorithms against Danisch et al.'s KCLIST algorithm [19] , which contains the state-of-the-art parallel and sequential k-clique listing and peeling implementations. We include a simple modification to their k-clique listing code to support faster k-clique counting; we forego the final iteration over completed k-cliques and simply return the number of these k-cliques, to be added to a total clique count. Note that KCLIST also offers the option of node or edge parallelism, but only offers a k-core ordering to orient the input graphs.
Counting results. Table 3 shows the best parallel and sequential runtimes for k-clique counting over the SNAP datasets, from our implementation and from KCLIST, considering different orientations for our implementation, and considering node versus edge parallelism for both implementations. Figure 4 shows parallel runtimes for 4-clique counting over the large compressed graphs; note that KCLIST cannot handle such large graphs.
Overall, we obtain between 1.31-9.88x speedups over KCLIST's best parallel runtimes. Our largest speedups are seen in the larger graphs (notably com-friendster) and for smaller k values, because we obtain more parallelism proportionally to the necessary work. Comparing our parallel runtimes to KCLIST's serial runtimes, we obtain between 2.26-79.20x speedups, and considering only our parallel runtimes over 0.7 seconds, we obtain between 16.32-79.20x speedups. In fact, by virtue of our orientations, our single-threaded running times are often faster than KCLIST Table 3 : Best runtimes in seconds for our parallel (T 60 ) and single-threaded (T 1 ) k -clique counting algorithm (COUNT-CLIQUES), as well as the best parallel and sequential runtimes from KCLIST [19] . The fastest runtimes for each experiment are bolded and in green. All runtimes are from tests in the same computing environment, and include time spent preprocessing and counting (but not time spent loading the graph). For our parallel runtimes and KCLIST, we have chosen the fastest orientations and choice between node and edge parallelism per experiment, while for our serial runtimes, we have fixed the orientation given by degree ordering. For the parallel runtimes from COUNT-CLIQUES, we have noted the orientation used; • refers to the Goodrich-Pszona orientation, * refers to the orientation given by k-core, and no superscript refers to the orientation given by degree ordering. For both implementations we have noted whether node or edge parallelism was used; e refers to edge parallelism, and no superscript refers to node parallelism.
Hyperlink2014 12945.25 Hyperlink2012 161418.89 Table 4 : The parallel runtimes in seconds for our 4-clique counting algorithm (COUNT-CLIQUES) with degree ordering and node parallelism on large compressed graphs, using 160 cores with hyper-threading. We note that of the different orientations, using degree ordering is generally the fastest for small k because it requires almost no preprocessing overhead and results in sufficiently low out-degrees. However, for larger k, this overhead becomes less significant and other orientations, notably the Goodrich-Pszona and k-core orientations, result in faster counting. Figure 2 shows the preprocessing overheads and total counting runtimes for com-orkut using different orientations, fixing node parallelism. In this case, the Goodrich-Pszona orientation is 2.86x slower than the orientation using degree ordering, but this overhead is not significant for large k and the Goodrich-Pszona orientation produces the fastest counting runtimes for large of k. We also found that the self-relative speedups of orienting the graph alone were between 6.69-19.82x across all orientations, the larger of which were found in larger graphs.
Moreover, in both COUNT-CLIQUES and KCLIST, node parallelism is faster on small k, while edge parallelism is faster on large k. This is because parallelizing the first level of recursion is sufficient for small k, and edge parallelism introduces greater parallel overhead. Figure 3 shows this behavior in COUNT-CLIQUES's k-clique counting runtimes on com-orkut, where for k ≥ 9 edge parallelism becomes faster than node parallelism.
We tested Jain and Seshadhri's [33] serial PIVOTER for k-clique counting. Note that their algorithm cannot support enumeration or listing, and uses compression to efficiently count all cliques, stopping early if only k-cliques for a fixed k are desired. Their algorithm has fast runtimes for counting all cliques, and is able to count all cliques for as-skitter, com-dblp, and com-orkut, in under 5 hours.
However, their algorithm is not theoretically-efficient for fixed k and as such is up to 3014.50x slower compared to parallel COUNT-CLIQUES and up to 184.76x slower compared to single-threaded COUNT-CLIQUES for small k, particularly on com-lj and com-orkut. Furthermore, PIVOTER requires too much space to build its recursive tree and runs out of memory for large graphs; it is unable to compute k-clique counts at all for k ≥ 4 on com-friendster. We note that Jain and Seshadhri developed a parallel version of PIVOTER, but we were not able to obtain this code to test.
Approximate counting results. Figures 4 and 5 show runtimes for colorful sparsification on com-orkut and com-friendster respectively. We see that in both graphs, there is an inflection point for which after enough sparsification, obtaining k-clique counts for large k is faster than for small k; this is because we cut off the recursion when it becomes clear there are not enough vertices to complete a k-clique. Moreover, we obtain significant speedups over exact k-clique counting through sparsification and have low error percentages compared to the exact global counts. For p = 0.5 on both com-orkut and comfriendster across all k, we see between 2.42-473.63x speedups over exact counting and between 0.39-1.85% error. Our error percentages degrade for higher k and lower p, but even up to p = 0.125, we obtain between 5.32-6573.63x speedups over exact counting and between 0.42-5.05% error. 
Mulitplicative slowdown
Node parallel Edge parallel Figure 3 : These are the parallel runtimes for k -clique counting (COUNT-CLIQUES) on com-orkut, considering node parallelism and edge parallelism, and fixing the orientation given by degree ordering. Note that all times are scaled by the fastest parallel runtime, as indicated in parentheses.
Peeling results. Table 5 shows the best parallel and sequential runtimes for k-clique peeling over the SNAP datasets, from our implementation and from KCLIST (note that KCLIST only includes sequential k-clique peeling). Overall, our parallel implementation obtains between 1.01-11.83x speedups over KCLIST's sequential runtimes. The higher speedups occur in graphs that require proportionally fewer parallel peeling rounds ρ k compared to its size; notably, com-dblp requires few parallel peeling rounds, and we see between 4.60-11.83x speedups over KCLIST on com-dblp for k ≥ 5.
As such, our parallel speedups are constrained by ρ k . Figure 4 : These are the parallel runtimes for approximate k -clique counting (COUNT-CLIQUES) using colorful sparsification on com-orkut, varying over p = 1/c where c is the number of colors used. Note that these runtimes were obtained using the orientation given by degree ordering and node parallelism. The runtimes are given in a log-scale. Figure 5 : These are the parallel runtimes for approximate k-clique counting (COUNT-CLIQUES) using colorful sparsification on comfriendster, varying over p = 1/c where c is the number of colors used. Note that these runtimes were obtained using the orientation given by degree ordering and node parallelism. The runtimes are given in a log-scale.
as-skitter PEEL-CLIQUES Table 5 : Best runtimes in seconds for our parallel and single-threaded k -clique peeling algorithm (PEEL-CLIQUES), as well as the best sequential runtimes from previous work (KCLIST) [19] . The fastest runtimes for each experiment are bolded and in green. All runtimes are from tests in the same computing environment, and include only time spent peeling. For our parallel runtimes, we have chosen the fastest orientations per experiment, while for our serial runtimes, we have fixed the orientation given by degree ordering. For the parallel runtimes from COUNT-CLIQUES, we have noted the orientation used; • refers to the Goodrich-Pszona orientation, and no superscript refers to the orientation given by degree ordering.
Also, we note that while we generally do not reach large enough k in our peeling algorithms for different orientations to have a significant effect, we do see that on com-dblp and com-orkut for large k, the Goodrich-Pszona orientation results in slightly faster k-clique peeling runtimes. Similarly to k-clique counting, the orientation obtained by degree ordering gives the fastest runtimes for small k.
Moreover, we see between 1.19-13.76x self-relative speedups from our single-threaded runtimes. Our single-threaded runtimes are generally slower than KCLIST's sequential runtimes owing to the parallel overhead necessary to aggregate k-clique counting updates between rounds. The single-threaded runtimes are particularly slow for large graphs and small k, where there is greater parallel overhead for aggregation in rounds that do not peel many vertices. Figure 6 shows the frequencies of the different numbers of vertices peeled in each parallel round for com-orkut, for 4 ≤ k ≤ 6. A significant number of rounds contain fewer than 50 vertices peeled, and by the time we reach the tail of the histogram, there are very few parallel rounds with a large number of vertices peeled.
We also tested Tsourakakis's [61] triangle densest subgraph implementation. Unfortunately this implementation requires too much memory to run for as-skitter, com-orkut, com-friendster, and com-lj on our machines. It completes 3-clique peeling on com-dblp in 0.86 seconds, while our parallel COUNT-CLIQUES takes 0.26 seconds.
Approximate peeling results. Figures 7 and 8 show parallel runtimes for approximate k-clique peeling on com-orkut and comfriendster, respectively. Note that we tested both our implementation Figure 6 : These are the frequencies of the number of vertices peeled in a parallel round using PEEL-CLIQUES, for k-clique peeling on com-orkut (4 ≤ k ≤ 6). Note that rounds with more than 1000 vertices peeled have been truncated; these truncated round frequencies are very low, most often consisting of 0 rounds. Also, note that the frequencies are given in a log scale.
(APPROX-PEEL-CLIQUES) and KCLIST, both of which are parallel algorithms. We see that in general, there is not a significant difference in runtimes over different ϵ for both implementations. Also, our parallel algorithm is over 29.59x faster than KCLIST for large k. We note that our parallel algorithm is slower on com-friendster for small k; this is because KCLIST uses a serial heap to recompute vertices that must be peeled, which is more amenable over small rounds, while our implementation incurs additional parallel overhead to recompute peeled vertices in parallel, which is mitigated over larger k and smaller ϵ.
In terms of percentage error in the maximum k-clique density obtained compared to the density obtained from k-clique peeling, we see between 48.58-77.88% error on com-orkut and between 5.95-80.83% error on com-friendster. Note that we see lower percentage error for the larger graph, com-friendster, and the lowest percentage errors were obtained on small k and small ϵ.
CONCLUSION
We have presented new work-efficient parallel algorithms for kclique counting and peeling with low span. We have shown experimentally that our implementations achieve good parallel speedups and significantly outperform state-of-the-art implementations. An interesting avenue for future work is designing work-efficient parallel algorithms for the more general (r, s)-nucleus decomposition problem. These runtimes were obtained on com-orkut, varying over ϵ , giving a 1/(k (1 + ϵ ))-approximation of the k-clique densest subgraph. Note that these runtimes were obtained using the orientation given by degree ordering, and the runtimes are given in a log scale. Moreover, we cut off KCLIST's runtimes at 5 hours, which occurred for k = 10 over all ε . Figure 8 : These are the parallel runtimes for approximate k-clique peeling using APPROX-PEEL-CLIQUES (solid lines) and KCLIST (dashed lines). These runtimes were obtained on com-friendster, varying over ϵ , giving a 1/(k (1 + ϵ ))-approximation of the k-clique densest subgraph. Note that these runtimes were obtained using the orientation given by degree ordering, and the runtimes are given in a log scale. Moreover, we cut off KCLIST's runtimes at 5 hours, which occurred for k = 9 over all ε .
