Abstract. We describe Serre functors for (generalisations of) the category O associated with a semisimple complex Lie algebra. In our approach, projective-injective modules, that is modules which are both, projective and injective, play an important role. They control the Serre functor in the case of a quasi-hereditary algebra having a double centraliser with respect to a projective-injective module whose endomorphism ring is a symmetric algebra. As an application of the double centraliser property together with our description of Serre functors, we prove three conjectures of Khovanov about the projective-injective modules in the parabolic category O m 0 ðsl n Þ.
eralised and formalised in [51] as the so-called double centraliser property. In this language, Soergel's result could be stated as follows: Let A be a finite dimensional algebra such that A-mod is equivalent to the block of the category O in question. Then for the indecomposable projective-injective A-module Q we have A ¼ End End A ðQÞ ðQÞ. Note that [58] , Endomorphismensatz, implies that End A ðQÞ is a symmetric algebra.
Using the Ringel duality functor it is easy to see (Corollary 2.4) that there is always a tilting module T having the double centraliser property above. This module T need not be projective-injective in general. Nevertheless, there are many known examples where we have the particularly handy situation of the double centraliser property with respect to a projective-injective tilting module T. We recall such examples in Section 2. Since in these cases the category A-mod is completely determined by End A ðTÞ and T, it follows directly that the centre of A-mod is isomorphic to the centre of the endomorphism ring of T (in particular [48] , Conjecture 4, follows, see Theorem 5.2).
Motivated by Serre's duality, there is the notion of a Serre functor for any k-linear category with finite dimensional homomorphism spaces (see Section 3). Happel (see e.g. [35] ), and afterwards Kapranov and Bondal ([14] ) in a more general geometric context, showed that the bounded derived category D b ðAÞ for any finite dimensional algebra A of finite global dimension admits a Serre functor. In fact, the existence of a Serre functor is equivalent to the finiteness of the global dimension of A and also to the existence of Auslander-Reiten triangles ( [55] , [36] ). It is well-known that in the latter case the Serre functor is the left derived of the Nakayama functor (see e.g. [35] , page 17) , that is of the functor isomorphic to A Ã n A . However, if the algebra A is not explicitly given, the Serre functor might be hard to compute.
Nevertheless, in some cases the Serre functor for D b ðAÞ can be explicitly described, using for instance geometric or functorial methods. For example, in [14] it was conjectured that the Serre functor of the bounded derived category of perverse sheaves on flag varieties is given by a geometrically defined intertwining functor. This was our motivation to study the Serre functor of the bounded derived category of (integral blocks of) O, associated with the corresponding semi-simple Lie algebra, which is equivalent to the category of perverse sheaves in question. The original conjecture has recently been proved by Beilinson, Bezrukavnikov and Mirkovic in [8] . In the present paper we explicitly construct the Serre functor for the bounded derived category of any integral block of O using the twisting functors, defined in [4] and studied e.g. in [3] . Our approach is purely algebraic and does not require the explicit knowledge of the associative algebra associated to O. As a (very unexpected) consequence we obtain an isomorphism between a certain composition of twisting functors and a certain composition of Irving's shu¿ing functors (see Corollary 4.2).
We further apply this result to construct the Serre functors of the bounded derived categories of (integral blocks of) any parabolic category O p in the sense of Rocha-Caridi, [57] . Using the explicit description of the Serre functor (in terms of shu¿ing functors) we prove in Theorem 4.6 that the endomorphism algebra of the sum of all indecomposable projective-injective modules in O p is symmetric, which was conjectured by Khovanov. One of the motivations to consider the category of projective-injective modules in O p is to find a precise connection between Khovanov's categorification of the Jones polynomial ( [46] ) and the categorification of the Jones polynomial via representation theory of the Lie algebra sl n (as proposed in [10] and proved in [62] ). It might be possible to simplify the approach in [10] and [62] by working with these symmetric endomorphism algebras. Moreover, from a topological point of view it seems to be much more natural and plausible to work with symmetric (or at least Frobenius) algebras to construct knot invariants instead of the complicated algebras which describe the integral blocks of the (parabolic) category O.
We expect that the Serre functor for the category O for rational Cherednik algebras can be constructed in a similar way via twisting functors as the Serre functor for the Bernstein-Gelfand-Gelfand category O. However, we are not able to prove this, mainly because of the lack of translation functors. Nevertheless, we give a description of the Serre functor for the category O for rational Cherednik algebras via partial coapproximation with respect to the direct sum of all indecomposable projective-injective modules (see [45] , 2.5). The proof however uses the fact that Hecke algebras are symmetric and the properties of the Knizhnik-Zamolodchikov-functor. Using [31] , Remark 5.10, it might be possible to construct the Serre functor in a di¤erent way, which would imply a conceptual proof of the fact ( [19] ) that the Hecke algebras occurring here are symmetric (see Conjecture 4.12) .
As an additional application we describe in Subsection 4.5 the Serre functor for the bounded derived category of the Schur algebra Sðn; rÞ and its q-version S q ðn; rÞ in case n f r.
In the last section of the paper we consider the special case of a parabolic category, O p 0 ðsl n Þ, for the Lie algebra sl n . For this category we give an easier proof of the main result of [37] (Theorem 5.1). As a consequence we show that there is a double centraliser property with respect to a basic projective-injective module. This implies [48] , Conjecture 4. The parabolic subalgebra p of sl n is determined by some composition of n. In [37] , Proposition 4.3, it is shown that indecomposable projective-injective modules in O 0 ðsl n Þ p are indexed by the elements of some right cell. The Kazhdan-Lusztig combinatorics of translation functors, applied to these projective-injective modules, suggests a connection with Specht modules for the symmetric group S n . It is well known that the Specht modules which correspond to di¤erent compositions of n, but giving rise to the same partition of n, are isomorphic. This observation might have led M. Khovanov to the conjecture that the endomorphism algebras of the basic projective-injective modules in di¤erent O 0 ðsl n Þ p , corresponding to the same partition of n, are isomorphic. We finish the paper by proving this conjecture (Theorem 5.4).
Some guidance for the reader. Section 2 recalls some facts and results on double centralisers for module categories over standardly stratified algebras. In principle, the content is not new, the viewpoint might be slightly more general than usual. We formulated the setup as generally as possible, since we believe that our approach can be applied to a much wider class of algebras than the ones actually appearing in the paper. For the reader, however, it might be more approachable to have first a look at the Examples 2.7, skip the details of Section 2 and focus on the main result characterising Serre functors which can be found in Section 3. Applications and concrete descriptions of Serre functors are given in Section 4. The deepest result might be Theorem 4.6 stating that the endomorphism ring of a basic projective-injective module in the principal block of a (parabolic) category O is not only Frobenius, but symmetric. many useful discussions and explanations and Ken Brown for useful remarks. We also thank Joshua Sussan for comments on a preliminary version of the paper. We are very grateful to the referee for several useful comments and a careful reading of the manuscript. The first author was partially supported by The Royal Swedish Academy of Sciences, The Swedish Research Council, and STINT. The second author was supported by EPSRC.
Standardly stratified structure and double centralisers
In representation theory double centraliser properties play an important role. The aim of this section is to recollect known results from the literature, to emphasise the universal principle behind it, and to show the significance of projective-injective modules.
Let k be an algebraically closed field. Let A be a unitary finite dimensional associative k-algebra. We denote by A-mod (mod-A) the category of finite dimensional left (resp. right) A-modules. In the following we will mainly work with left A-modules, hence an ''A-module'' is always meant to be a left A-module. For M; N A A-mod we denote by Tr M N the trace of M in N (which is by definition the submodule of N, generated by the images of all morphisms from M to N).
Let fLðlÞg l A L be a complete set of representatives for the isomorphism classes of simple A-modules. For a simple A-module, LðlÞ, we denote by PðlÞ its projective cover, and by I ðlÞ its injective hull. We assume that there is a partial pre-order 8 (i.e. a reflexive and transitive binary relation) on L, which we fix. Let P 1l ¼ L
m1l
PðmÞ and
PðmÞ.
With respect to 8 we define the so-called standard module DðlÞ to be the largest quotient of PðlÞ containing only composition factors of the form LðmÞ, where l O m, i.e. DðlÞ ¼ PðlÞ=Tr P 1l PðlÞ. We also have a proper standard module DðlÞ which is the largest quotient of PðlÞ such that its radical contains only composition factors of the form LðmÞ, where l Q m, i.e. DðlÞ ¼ PðlÞ=Tr P 9l rad PðlÞ. Dually, we have the costandard module 'ðlÞ and the proper costandard module 'ðlÞ.
We denote by FðD
A Þ ¼ FðDÞ the full subcategory of A-mod given by all modules having a filtration, with all subquotients of this filtration being isomorphic to DðlÞ for various l A L. If M A FðDÞ then we say that M has a standard flag. Similarly, we define FðDÞ, Fð'Þ, Fð'Þ, the categories of modules having a proper standard, a costandard, and a proper costandard flag respectively.
Let A be a finite dimensional standardly stratified algebra as defined in [17] , that is the kernel of the canonical surjection PðlÞ ! ! DðlÞ has a standard flag; the kernel of the canonical surjection DðlÞ ! ! LðlÞ has a filtration with subquotients LðmÞ, where m 8 l.
In particular, if 8 is a partial order and DðlÞ ¼ DðlÞ for l, then A is quasi-hereditary (see [16] , [23] ). If 8 is a partial order and any DðlÞ has a proper standard flag, then A is properly stratified (see [22] ).
We call a module M basic with respect to some property P, if M is the direct sum of pairwise non-isomorphic indecomposable modules with property P and any indecomposable module having this property is isomorphic to a summand in M. For example, a basic
, where m i A f1; 2; . . .g for all i, with N i indecomposable and pairwise non-isomorphic, we set
Tilting modules and Ringel duality.
A tilting module is an object in FðDÞ X Fð'Þ, and a cotilting module is an object in FðDÞ X Fð'Þ. In [27] it is shown that for a standardly stratified algebra the category FðDÞ X Fð'Þ is closed under taking direct summands and that the indecomposable modules in this category are in natural bijection with standard modules. Let TðlÞ denote the unique indecomposable tilting module having a standard flag, where DðlÞ occurs as a submodule.
TðlÞ be the characteristic tilting module. There is the dual notion of cotilting modules. In general, cotilting modules cannot be classified in the same way as tilting modules. However, this can be done in the case when the opposite algebra A opp is also standardly stratified (with respect to the same partial pre-order), see [27] , 4.2. For quasi-hereditary algebras cotilting and tilting modules obviously coincide, but in general they do not have to. The Ringel duality functor (as introduced in [56] ) was studied in the more general setup of various stratified algebras for example in [1] and [27] . We will need the following slight variation of these results: Proposition 2.1. Let A be a standardly stratified algebra. Then the Ringel dual RðAÞ ¼ End A ðTÞ is standardly stratified and the contravariant functor R ¼ Hom A ð; TÞ : A-mod ! mod-RðAÞ satisfies the following properties:
(1) R maps tilting modules to projective modules.
(2) R maps projective modules to tilting modules.
(3) R defines an equivalence of categories FðD
A Þ G FðD RðAÞ Þ.
Proof. That the algebra RðAÞ is standardly stratified follows for example from [27] , Theorem 5 (iii). Obviously, T is mapped to End A ðTÞ, hence it is projective. Taking direct summands implies the first statement. The last statement is proved analogously to [1] , Theorem 2.6 (iv) (note that the duality D used there swaps standard and costandard modules). To prove the second statement let now Q be projective, then RQ has a standard flag. Of course, Ext For the sake of completeness we mention the following fact: Proposition 2.2. Let A and B be standardly stratified such that tilting modules are also cotilting. Let F : A-mod ! B-mod be a (covariant) right-exact functor with right adjoint G. Assume that F defines an equivalence
Then the following hold:
(1) F maps projective modules to tilting modules and tilting modules to injective modules. In fact, F defines equivalences (with inverse G) of the corresponding additive subcategories.
(2) If A has finite global dimension then B has finite global dimension as well, moreover, LF : B Þ and the inclusion splits because of (2.1). This means that FX is injective and the first part follows. We have RG LF G ID on projectives and LF RG G ID on injectives. This implies that the global dimension of B is finite and then the second statement follows. The fact that B is the Ringel dual of A is then clear from the definitions. r 2.2. Double centraliser property. We claim that, given a standardly stratified algebra A, there is always some tilting module X such that we have a double centraliser property, A G End End A ðX Þ ðX Þ. This relies on the following: Proposition 2.3. Let A be standardly stratified and let R ¼ RðAÞ be its Ringel dual. Let P be the projective cover of the characteristic tilting module T in mod-R. Then there is an exact sequence 0 ! A ! Q ! coker ! 0, where Q ¼ R À1 P (see Proposition 2.1) is tilting and coker A FðD A Þ.
Proof. Since P; T A FðD R Þ, the kernel K of the surjection between P and T is contained in FðD R Þ ( [1] , Theorem 1.6 (i), and [27] , Theorem 3). Applying the inverse of the Ringel duality functor (which is defined on FðD R Þ) we get the short exact sequence
where coker A FðDÞ by Proposition 2. In general, it could happen that X is already the characteristic tilting module, and the statement of Corollary 2.4 is not very useful. As an example we refer to [49] , Example A 1 , where the algebra A is given by all 3 Â 3 upper triangular matrices over some field k with the matrix idempotents e 1 , e 2 , e 3 and the quasi-hereditary structure given by the ordering 1 < 2 < 3. The same algebra, but with the quasi-hereditary structure given by the reversed order (see [49] , Example A 2 ) provides also an example, where X is not contained in AddðQÞ, the additive category generated by Q. In particular, we do not have the double centraliser property with respect to Q. Proof. If the injective envelope of any standard module is contained in Add Q, the assumptions of [51] , Theorem 2.8; Theorem 2.10, are satisfied and the statement follows. r
As interesting examples we have the following:
Examples 2.7. In the examples which follow we illustrate the use of Proposition 2.3 and Corollary 2.4, in particular, we explicitly describe the modules Q and X which appear in the double centraliser statements.
(1) Let A be such that A-mod is equivalent to an integral block of the BernsteinGelfand-Gelfand category O for some semi-simple complex Lie algebra g (see [12] [59] or Proposition 4.4 below). The self-dual projective modules are exactly the summands occurring in the injective hulls of standard modules ( [37] ), they are also exactly the summands occurring in the projective cover of tilting modules. This means, we have an embedding of the form (2.2) and then an exact sequence of the form (2.3), where Q is a direct sum of projective-injective modules. If we set X ¼ Q basic the sum over (a system of representatives for the isomorphism classes of) all indecomposable projective-injective modules we get the double centraliser property A p G End End A p ðX Þ ðX Þ (this is proved in [61] , Theorem 10.1).
(3) Let g be a semisimple complex Lie algebra. Let H be the category of HarishChandra bimodules for g, that is the category of g-bimodules which are of finite length and locally finite for the adjoint action of g (see for example [11] or [40] , Section 6). The category H decomposes into blocks l H m . A bimodule X A H is contained in the block l H m if it is annihilated by ðker w l Þ n from the left and by ðker w m Þ n from the right for some positive integer n, where ker w l is the annihilator of the Verma module with highest weight l. The category l H m does not have projective objects, however, we get enough projectives (see e.g. [40] , 6.14) if we consider the full subcategory l H is standardly stratified (it is not quasi-hereditary in general) and contains a unique indecomposable projective-injective module (see [50] , Corollary 2). Later (Proposition 4.9) we give a new proof for the fact that A m l is Ringel self-dual (see [28] , Theorem 3, for the original argument). As in category O, the projective cover of a tilting module is projective-injective, and hence Q becomes a direct sum of copies of the unique self-dual indecomposable projective module. The injective hulls of standard modules are projective as well. Hence we could take X ¼ Q basic , the indecomposable projective-injective module and get the double centraliser A (4) Let A be such that A-mod G OðH c Þ, the category O for some rational Cherednik algebra H c ¼ H 0; c as considered for example in [34] or [31] . The projective-injective mo-dules are exactly the summands occurring in the injective hulls of standard modules ( [31] , Proposition 5.21), they are also exactly the summands occurring in the projective covers of tilting modules. Hence, Q is a direct sum of projective-injectives and then we could take X ¼ Q basic to be the sum over all indecomposable projective-injective modules. This is the double centraliser property from [31] , Theorem 5.16.
(5) As shown in [51] , there is a double centraliser property in the context of Schur algebras and q-Schur algebras. This will be used and explained in more detail in Subsection 4.5.
(6) Quite often there are double centraliser properties with respect to tilting modules, which do not have to be projective or injective. In the following examples the tilting module X is neither projective nor injective: Let Q be a finite quiver with vertices f1; . . . ; ng. Assume it is directed, that is an arrow from i to j exists only if i > j. Let A ¼ AðQÞ be the corresponding path algebra and D be its dual extension, that is the algebra A n k A opp with the relations ðrad A opp Þðrad AÞ ¼ 0 (see e.g. [20] ). Then D is quasi-hereditary with respect to the natural order on f1; . . . ; ng. One can show that there is a double centraliser property with respect to the tilting module
TðiÞ, where the sum runs over all sources of Q. It is also easy to see that X is neither injective nor projective in general.
Remark 2.8. Let A and X be as in the examples above, then we could define
The double centraliser property can be reformulated as: The functor V is fully faithful on projective modules, i.e. V induces an isomorphism
for all projective modules P 1 and P 2 .
Another easy consequence from the definitions is the following: The functor V is fully faithful on tilting modules, i.e. V induces an isomorphism
for all tilting modules T 1 and T 2 .
Proof. If Hom
since V is a quotient functor (see [30] ). All the composition factors in K are annihilated by V. On the other hand, none of the composition factors in the head of T 1 and in the socle of T 2 is annihilated by V. This proves the statement. r
Serre functors
The aim of the present section is to develop an e¤ective machinery to describe Serre functors for the categories appearing in the examples above, where the algebra is not given explicitly. Let C be a k-linear additive category with finite dimensional homomorphism spaces. A right Serre functor is an additive endofunctor F of C together with isomorphisms
natural in X and Y . Here, Ã denotes the ordinary duality for vector spaces. Right Serre functors satisfy the following properties:
Two right Serre functors are isomorphic (see [55] , Lemma I.1.3).
If e is an auto-equivalence of C and F is a right Serre functor then eF G F e. (It follows directly from the definitions that eF e À1 is a right Serre functor, hence it must be isomorphic to F .)
A right Serre functor is a Serre functor if it is an auto-equivalence of C. By general results (see [35] , [14] ), for any finite dimensional algebra A of finite global dimension, there is a Serre functor S for the bounded derived category D b ðAÞ, more precisely S G LH, where (3)). In the literature, the functor H is often called the Nakayama functor (see e.g. [35] , page 37). This is because H G Hom A ð; AÞ Ã .
Recall that for any abelian category C we denote by D b ðCÞ its bounded derived cat-
to denote left derived and right derived functors and their i-th cohomology functors. Let also D perf ðAÞ denote the full subcategory of D b ðAÞ, consisting of perfect complexes (i.e. of those complexes which are quasi-isomorphic to bounded complexes of projective A-modules).
In order to be able to describe more explicitly the Serre functors for some of the examples mentioned above we will need e¤ective tools to detect Serre functors. Recall that a finite-dimensional algebra, A, is called self-injective provided that A G A Ã as left Amodules; and symmetric provided that A G A Ã as A-bimodules. We start with the following easy observation: Lemma 3.1. Let A be a finite-dimensional algebra.
(1) If A is self-injective, then LH is a Serre functor of D perf ðAÞ. Proof. Let first A be self-injective. Let P be a bounded complex of projective Amodules. Then we have that LHP ¼ HP is a bounded complex of injective A-modules by the definition of H. Since A is self-injective we have HP A D perf ðAÞ. That in this case LH is a Serre functor is proved for example in [32] , Proposition 20.5.5(i). Finally, the last statement follows from the definition of a symmetric algebra. r Definition 3.2. Given an algebra A and a projective-injective module Q, we call Q good if the socle of Q is isomorphic to the head of Q.
If A has a duality which preserves simple modules, any projective-injective module is automatically good.
Remark 3.3. In the following we will also use double centraliser properties for the opposed algebra A opp . Let I be a basic injective A-module. It is easy to see that the existence of an exact sequence of the form
for some projective-injective A-modules Q 1 , Q 2 , is equivalent to the requirement that A opp has a double centraliser property with respect to a projective-injective module. Indeed, the double centraliser property for A opp is equivalent to the existence of an exact sequence of the form
ð3:3Þ
for some projective-injective modules X 0 1 , X 0 2 . Applying the usual duality Hom k ð; kÞ we get an exact sequence
where I is the injective cogenerator of A-mod and X 1 , X 2 are projective-injective. (c) F preserves the full subcategory PI of A-mod, consisting of all projective-injective modules, and the restrictions of F and H to PI are isomorphic.
Proof. Let Q be a good basic projective-injective A-module. We know that D b ðAÞ has a Serre functor, S, and S G LH, where H ¼ A Ã n A . By definition, H satisfies (a) and (b) and preserves PI, because Q is good. Hence H satisfies (c). Now let F : A-mod ! A-mod be a right exact functor, satisfying (a)-(c). We claim that F and H are isomorphic when restricted to the category of injective A-modules. Indeed, the double centraliser property for A opp gives us an exact sequence,
where I is the injective cogenerator of A-mod and X 1 ; X 2 A PI (see Remark 3.3). Let c : F ! H be the isomorphism, given by (c). Applying F and H to (3.5) and using (c) we obtain the following diagram with exact rows, where the square on the left-hand side commutes, inducing an isomorphism, c I , as indicated:
By standard arguments, it defines an isomorphism of functors, F G H, when restricted to the full additive category of injective A-modules. Since LF is an auto-equivalence, we have LF S G S LF . As projectives are acyclic for right exact functors, we get an isomorphism, LF H G S F , when restricted to the full additive subcategory given by projectives. Taking the 0-th homology we get an isomorphism of functors
when restricted to the full additive category of projective A-modules. Since the functors F and H are right exact, we only have to deduce that F G H on the category of projectives. We already know that F and H are invertible on PI, hence we can fix isomorphisms a : End A ðQÞ G End A ðFQÞ and b : End A ðQÞ G End A ðHQÞ. When restricted to PI, we have F G ID a and H G ID b , where ID a and ID b denote the identity functors, but with the End A ðQÞ-action twisted by a or b respectively. Since both, F and H, are right exact, they uniquely extend to functors on mod-End A ðQÞ, the latter being realised as the full subcategory C of A-mod given by all modules, having a presentation of the form (3.4) (see [5] , Section 5). From the explicit description above, we obtain that both F and H are invertible as endofunctors of C. As both, H and F , map projectives to injectives and F G H on injectives we get, together with (3.6), isomorphisms of functors F 2 G H F G F H when restricted to the full additive category of projective A-modules. This gives then rise to an isomorphism, F G H, since F is invertible on C. So, we are done. r Proposition 3.5. Let A be a finite dimensional k-algebra of finite global dimension. Assume there is a good basic projective-injective module Q and set B ¼ End A ðQÞ. Then the algebra B is symmetric if and only if the restriction of the Serre functor for D b ðAÞ to PI is the identity functor.
Proof. Let S be the Serre functor for D b ðAÞ. Then S obviously preserves PI, because Q is good, and hence it also preserves the (homotopy) category of bounded complexes of projective-injective A-modules. Moreover, it induces a Serre functor on this category. By [5] , Section 5, the latter one is equivalent to the category D perf ðBÞ. The statement now follows from Lemma 3.1. r 3.2. Serre functors via partial coapproximation. In this subsection we want to show that double centraliser properties with respect to projective-injective modules quite often make it possible to describe the Serre functor in terms of partial coapproximations. Associated with Q, there is a right exact functor Coapp Q : A-mod ! A-mod called the partial coapproximation with respect to Q (for details we refer for example to [45] , 2.5). It sends a projective module P to P Q . Note that if f : P ! P 0 is a morphism between projective modules, then it induces a morphism, Coapp Q ð f Þ : Coapp P ! CoappðP 0 Þ. These assignments can be extended uniquely to a right exact endofunctor Coapp Q of A-mod. For an arbitrary module M A A-mod, the module Coapp Q M can be constructed in the following way: We choose a short exact sequence K ,! P ! ! M, where P is projective. Then
in other words Coapp Q M is obtained from M by first maximally extending M using simple modules, which do not occur in the top of Q, and afterwards deleting all occurrences of such modules in the top part. Since coapproximation is a right exact functor, compatible with taking direct summands and sums, one might think of this functor as a functor given by tensoring with some A-bimodule X . The explicit description of X will not be relevant for the following, therefore we prefer to stick to the more abstract language of right exact functors. Proof. We have
Here, only the last isomorphism needs some explanation. If P is the projective cover of I ðlÞ Q then the natural surjection from I ðlÞ onto IðlÞ Q lifts to a map, f : P ! I ðlÞ. From the definition of I ðlÞ Q and (3.2) it follows that f is surjective. The double centraliser property for A opp (see Remark 3.3) also implies that any composition factor in the head of the kernel of f is not annihilated by Hom A ðQ; Þ. Hence the desired isomorphism follows. r
The following theorem describes a situation, where the double centraliser property with respect to a basic projective-injective module Q, the description of the Serre functor via partial coapproximation, and the symmetry of the endomorphism ring of Q are nicely connected. Later on we will see that this setup applies to all the di¤erent versions of category O mentioned in the Examples 2.7. 
(iii) End A ðQÞ is symmetric.
In either of these cases, the Serre functor for DðAÞ (for the last isomorphism we refer to the proof of (2.4)). The identity map in End A ðPÞ gives rise to a natural morphism, HP ! P, identifying ðHPÞ Q and P Q . Since H maps the projective cover of any simple module to its injective hull, we are in the situation of Lemma 3.6. In particular, ðCoapp Q Þ 2 sends an indecomposable projective module to the corresponding indecomposable injective module. Let G be the right adjoint functor to Coapp Q (this is the functor of partial approximation with respect to Q, see [45] 2.5). We have the adjunction morphism ID ! G 2 ðCoapp Q Þ 2 which we know is an isomorphism on projective-injective modules. From the double centraliser property we get that this adjunction morphism is injective on all projective modules. Since ðCoapp Q Þ 2 P is isomorphic to the corresponding injective module, we have (ii) ) (iii). The definition of Coapp Q implies that it induces the identity functor on the category of projective-injective A-modules. Hence End A ðQÞ is symmetric by Proposition 3.5.
(iii) ) (i). We assume that B ¼ End A ðQÞ is symmetric. From Lemma 3.1 we have that the Serre functor of D perf ðBÞ is isomorphic to the identity functor. On the other hand, the Serre functor of D b ðAÞ induces a Serre functor on the category of bounded complexes of projective-injective A-modules. (Note that this category is preserved by the Serre functor, since Q was assumed to be good.) Altogether, when restricted to the category of projective-injective modules, the functor H is isomorphic to the identity functor. This provides the following sequence of natural isomorphisms for any projective A-module P:
(For the penultimate isomorphism we used that H defines an auto-equivalence of D b ðAÞ, hence it is in particular fully faithful on projectives.) Thus we get an isomorphism of functors VH G V when restricted to the category of projective modules. Since the involved functors are right exact, the isomorphism extends to an isomorphism of functors VH ! V. r 4. Applications 4.1. Bernstein-Gelfand-Gelfand category O. Let g be a semisimple complex Lie algebra with a fixed Borel subalgebra b containing the fixed Cartan subalgebra h. Let O be the corresponding BGG-category (see [12] ). Let W denote the Weyl group of g with longest element w 0 . For any weight l A h Ã let W l be the stabiliser W l ¼ fw A W j w Á l ¼ lg, where w Á l ¼ wðl þ rÞ À r and r is the half-sum of positive roots. For m A h Ã let DðmÞ be the Verma module with highest weight m. For l A h Ã , a dominant and integral weight, we consider the block O l , containing the Verma modules DðmÞ, where m A W Á l. Let LðmÞ be the simple quotient of DðmÞ and PðmÞ its projective cover. For any w A W , there is a twisting functor T w : O ! O (given by tensoring with some ''semi-regular bimodule''), see [2] , [45] or [3] for a precise definition. Let d be the duality on O. We denote by G w the right adjoint functor of T w . We have G w G d T w d (see [3] , Section 4).
If l is regular, and s is a simple reflection, we denote by C s Irving's shu¿ing functor defined as taking the cokernel of the adjunction morphism between the identity functor and the translation y s ''through the s-wall'' ( [29] , Section 3). Let w 0 ¼ s i 1 s i 2 Á Á Á s i r be a reduced expression, then we define C w 0 ¼ C s ir C s i rÀ1 Á Á Á C s i 1 . Up to isomorphism, this does not depend on the chosen reduced expression (see e.g. [54] , Lemma 5.10).
Proof. We want to verify the assumptions of Theorem 3.4 for A ¼ A l and F ¼ T 2 w 0 considered as an endofunctor of A-mod.
Because of the existence of a duality on A we have A G A opp and, as we have already mentioned in the introduction, A has a double centraliser property with respect to the good basic projective-injective module Pðw 0 Á lÞ (see [58] , Struktursatz). If l is regular, the endomorphism algebra of the latter is the coinvariant algebra associated with W . If l is singular then this endomorphism ring is isomorphic to the subalgebra of W l -invariants in the coinvariant algebra ( [58] Since the endomorphism ring of Pðw 0 Á lÞ is symmetric, by Proposition 3.5 it is left to check that T w 0 is isomorphic to the identity functor when restricted to the category of projective-injective modules. By [45] , Theorem 4, there is a natural transformation, T w 0 ! ID, which is an isomorphism, when restricted to projective-injective modules ( Let now l be dominant, integral and regular. We again want to apply Theorem 3. Proof. The functors are isomorphic when restricted to the additive category of projective modules, since they both give rise to a Serre functor. On the other hand, they are both right exact and O l has finite global dimension. Therefore, the isomorphism extends uniquely to the whole category O l . Twisting functors commute with projective functors (see [3] , Section 3), hence ðC w 0 Þ 2 commutes with projective functors as well. r Remark 4.3. We would like to draw the reader's attention to the following observations concerning the principal block O 0 of O:
(1) The functor d T 2 w 0 d is exactly Enright's completion functor, see e.g. [41] . This follows from [45] , Section 3.
(2) Considered as an endofunctor of O 0 , the functor C w 0 does not commute with the action of the centre of the universal enveloping algebra of g (or with the centre of O 0 ) and does not commute with translation functors even if g ¼ sl 2 (whereas T w 0 does, see [3] , Section 3). This is because C w 0 twists the action of the centre by w 0 (this follows from [58] , Section 2.4). This means, however, that C y À1 C y commutes with the action of the centre of the category for any y A W (however, not necessarily with projective functors). 
The first isomorphism follows for example from [38] (6) The braid group acts on D b ðO 0 Þ via the auto-equivalences LC s and via the autoequivalences LT s . Since the Serre functor commutes with auto-equivalences, it is natural to expect that it should correspond to a central element in the Braid group. In fact, s 1 Á Á Á s k s 1 Á Á Á s k (see notation above) generates the centre of the Braid group B n , n f 3, see for example [13] , Corollary 1.8.4.
4.2.
The parabolic category O in the sense of Rocha-Caridi. Our next task is to describe the Serre functor for the bounded derived category associated with the principal block of a parabolic category O p in the sense of [57] . The situation here is much more complicated, since there are in general non-isomorphic indecomposable projective-injective modules in the same block and we do not yet know if the endomorphism ring of a basic projective-injective module is symmetric. However, the knowledge of the Serre functor for the bounded derived category of O 0 turns out to be extremely useful to determine the Serre functor for the parabolic situation. Proof. We first check that w p 0 ww 0 is indeed a shortest coset representative, if so is w. Let s A W p be a simple reflection. Then 
Dðyw Á lÞ:
The involved maps are clear up to scalars, for the exact normalisation we refer to [52] , Lemma 4.1.
For a simple reflection, s, the definition of C s implies C s Dðx Á lÞ G Dðxs Á lÞ if xs > x, and C s 'ðx Á lÞ G 'ðxs Á lÞ if xs < x. Therefore C w 0 Dðx Á lÞ G 'ðxw 0 Á lÞ, which implies that C w 0 is exact on the category of modules with Verma flag. This gives
On the other hand, applying C w 0 to the resolution P w gives a complex, Q , where 
Proof. Using [25] , Proposition 4.2, we can fix an isomorphism,
Since Z commutes with projective functors (see e.g. [10] , Proposition 3), this isomorphism lifts to an isomorphism on projective modules. We have to verify that it is functorial. Without loss of generality we may assume that p ¼ p s is the parabolic subalgebra corresponding to a simple reflection s. Since (by [37] ) any simple module appearing in the socle of a parabolic Verma module is not annihilated by Hom g ðQ; Þ, the statement follows. r
Proof of Theorem 4.6. By Example 2.7 (2) and Proposition 3.5 it is enough to prove that the Serre functor is isomorphic to the identity functor when restricted to the additive subcategory of projective-injective modules. Let S ¼ LðC lations through walls, even in a natural way as defined in [44] . We will construct another right exact functor G : O l ! O l which again naturally commutes with translations through walls and coincides with S when evaluated at DðlÞ. The main result of [44] states that two right exact additive functors, F 1 ; F 2 : O l ! O l , which agree on DðlÞ, and both naturally commute with translations through walls, are in fact isomorphic. From this fact we will deduce an isomorphism of functors S G G. Even more, the main step is to show that we can choose a functor G with the additional property that
, and G 0 is isomorphic to the identity functor when restricted to the category of projective-injective modules in O p l . Since Z is dense and full on projectives and 
This functor is clearly right exact and additive. Since l is regular, the category O l is a category with full projective functors ( [44] , Proposition 16) in the sense of [44] , Section 2, where the projective functors are given by compositions of translations through walls and their direct summands. Recall from [44] , Definition 2, that a functor G : O l ! O l naturally commutes with projective functors if for any projective functor y, there is an isomorphism of functors j y : y G G G y such that the following holds: for any two projective functors y 1 , y 2 and any natural transformation a A Homðy 1 ; y 2 Þ the following diagram commutes: Þ ðC w 0 Þ 2 naturally commute with projective functors, therefore so does S, because it is a composition of functors which commute naturally with projective functors. This implies Claim 1. r Let now J : O l ! O l be the partial coapproximation with respect to M, where
Pðx Á lÞ and
Recall that, when restricted to projective objects, J is nothing else than taking the trace with respect of M. The functor J is additive and right exact. The definition of the trace implies that the projective cover of Tr M P is a direct summand of some M n , n A Z >0 . From the arguments above it follows that the projective cover of y Tr M P is also a direct summand of some M n , n A Z >0 . Altogether, y Tr M P ¼ Tr M yP via the natural inclusions. In other words, we may fix an isomorphism of functors j y : yJ G Jy, restricted to the category of projective modules, such that j y j y ¼ yð jÞ : y J ! y; ð4:4Þ where j : J ! ID is the obvious natural transformation. In particular, J commutes with projective functors. We claim that this is already enough to show that J naturally commutes with projective functors. We have to check this directly using the original definition [44] , Definition 2: Let y 1 ; y 2 : O l ! O l be two projective functors and let a A Homðy 1 ; y 2 Þ be a natural transformation between them. Consider the following diagram of functors restricted to the additive category formed by all projective objects:
The two ''squares'', the one on the left-hand side and the other on the right side, commute because of (4.4). The squares at the top and bottom commute by definition (of a natural transformation). We only have to show that the middle square commutes as well, i.e. JðaÞ j y 1 ¼ j y 2 a J . Since j y 2 is injective (on projective modules) it is enough to show that j y 2 JðaÞ j y 1 ¼ j y 2 j y 2 a J . Since all the other parts of the diagram commute we can calculate
Hence, J commutes naturally with projective functors when restricted to projective objects. Since the involved functors are right exact, Claim 2 follows. r 
Proof. This follows directly from Theorem 4.6 and Theorem 3.7. by sending an object M to the largest submodule d V ; g ðMÞ of (the ordinary vector space dual) M Ã which is locally SðV Ã Þ-finite. This is a right HðV ; gÞ-module and becomes a left HðV Ã ; y gÞ-module via the fixed isomorphism. This duality sends the simple module LðEÞ to the simple module Lð E EÞ indexed by the dual representation E E of E. Projective objects are sent to injectives and standard objects to costandard objects.
The functor D V ; g (see [31] , Proposition 4.10)
OðV ; gÞ ! OðV ; y gÞ:
Conjecture 4.12. Let HðV ; gÞ be a rational Cherednik algebra with the corresponding category OðV ; gÞ. Then
is right exact and LS is a Serre functor.
To prove this conjecture it would be enough to verify the assumptions in Theorem 3.4, where [31] , Remark 5.20, would imply, via the Knizhnik-Zamolodchikov-functor, that F is isomorphic to the identity functor on the additive subcategory given by projective-injective objects. Since the corresponding Hecke algebra is symmetric (see e.g. [19] , Lemma 5.10), the conjecture would follow from Proposition 3.5.
Independently of the Conjecture 4.12, we can at least give a description of the corresponding Serre functor in terms of partial coapproximation: Proposition 4.13. Let HðV ; gÞ be a rational Cherednik algebra with the corresponding category OðV ; gÞ. Let Q be a basic projective-injective module in OðV ; gÞ. Then the Serre functor of
Proof. We only have to verify that we are in the situation of Theorem 3.7. We can find a projective-injective module P KZ representing the Knizhnik-Zamolodchikov-functor (see [31] , Proposition 5.21). On the other hand the endomorphism ring of P KZ is isomorphic to the Hecke algebra ( [31] , Theorem 5.15), hence symmetric ( [19] ). It is known that OðV ; gÞ has the double centraliser property with respect to P KZ ( [31] , Theorem 5.16). Since the naive duality maps a basic projective module to a basic injective module, and P KZ to the corresponding P KZ ( [31] , Theorem 5.21), and OðV ; gÞ opp has again a double centraliser property with respect to P KZ , we get that A and A opp have the double centraliser with respect to a basic projective-injective module. From [31] , Theorem 5.21, it follows that such a basic projective-injective module for A is good. Hence, the assumptions of Theorem 3.7 are satisfied. The statement follows. r 4.5. Schur algebras. Let n f r be natural numbers. Let either B ¼ C½S r , the group algebra of the symmetric group S r , or B ¼ H q ðS r Þ the corresponding generic IwahoriHecke algebra. Then B is a self-injective algebra which is even symmetric (see e.g. [19] , Lemma 5.10), and ðC n Þ nr is a faithful (right) B-module, where B acts by place permutations. Its endomorphism algebra A ¼ End B ðQÞ is the classical Schur algebra Sðn; rÞ or the q-Schur algebra S q ðn; rÞ respectively (see [24] ). Considered as a left A-module in the natural way, Q becomes a full projective-injective A-module ( [24] , Section 4.3 and 4.4), and A satisfies the double centraliser property with respect to Q (see e.g. [51] , Theorem 1.2). Together with Theorem 3.7 (and the notation there) we obtain the following result:
Theorem 4.14. Let A ¼ Sðn; rÞ or A ¼ S q ðn; rÞ, where n f r. Then the Serre functor for
Proof. The algebra A has finite global dimension ( [24] , Section 4.8) and has a simple preserving duality ([33] , Section 2.7, and [24] , Section 4.1). The assumptions of Theorem 3.7 are satisfied. Moreover, End A ðQÞ is isomorphic to B, the group algebra (or Hecke algebra respectively) of the symmetric group S r (see e.g. [51] ). In either case, this algebra is symmetric, and so we are done by Theorem 3.7. r For the case n < r our methods do not work directly, since there is no double centraliser property with respect to some full basic projective-injective module ( [51] ).
Projective-injectives in the category
In the following section we study more carefully projective-injective modules in the parabolic category O p , especially, for the Lie algebra sl n ¼ sl n ðCÞ. As already mentioned in the introduction, one of the motivations to consider the category of projective-injective modules in O p is to find a precise connection between Khovanov's categorification of the Jones polynomial ( [46] ) and the categorification of the Jones polynomial via representation theory of the Lie algebra sl n (as proposed in [10] and proved in [62] ). It might be possible to pass directly from one model to the other by connecting the involved algebras directly, because the algebra, used by Khovanov in his categorification, is a quotient of an algebra A such that A-mod is equivalent to a certain block of O p for some sl n ( [15] , page 494). Although, we have a very nice, more or less explicit, description of the algebra A in question ( [15] , Theorem 1.4.1), we are interested in more conceptual properties of the algebra. Several conjectures in this direction were formulated by Khovanov in [48] . We want to simplify the problem by using the double centraliser property. In this way, by using the Serre functor, we confirm three conjectures of Khovanov: in Theorem 5.2 we confirm [48] , Conjecture 4, concerning the centre of A, and in Theorem 5.4 we confirm that the endomorphism algebra of a basic projective-injective module is symmetric, and depends only on the chosen partition of n, not on the actually chosen composition of n. (The last two conjectures were formulated in a private communication.) Furthermore, Theorem 5.4 supports [48] , Conjecture 3.
On a result of Irving.
Consider the classical triangular decomposition sl n ¼ n À l h l n þ , where h is the Cartan subalgebra of all diagonal matrices (with zero trace) and n G denotes the subalgebra of all upper-and lower-triangular matrices respectively. Given a composition, For any i A f1; . . . ; n À 1g we denote by y i : O 0 ! O 0 the translation functor through the s i -wall (see e.g. [29] , Section 3). This functor is exact, self-adjoint, and preserves O m 0 . For w A S n we denote by RðwÞ the right cell of the element w (for a definition we refer to [43] ). Now we can give (for the sl n case) an easier proof for the following main result of [37] :
Theorem 5.1. For any composition m of n the following conditions are equivalent: Assume that (iii) is satisfied. Since any parabolic Verma module is a submodule of some tilting module, we get that L m ðwÞ occurs in the socle of some tilting module. By [18] , the tilting modules in O [9] , [7] ), in particular, they admit a canonical positive grading (the Koszul grading), which we fix. This allows us to consider graded versions of both O 0 and O m 0 (see [9] , [60] ). In [60] and [9] it was shown that simple modules, Verma modules, parabolic Verma and projective modules in O 0 and O m 0 are gradable. Their graded lifts are unique up to isomorphism and grading shift, therefore we call a lift standard if the head is concentrated in degree zero. In [60] it was shown, that the functors y i (as endofunctors of O 0 ) are gradable as well. We denote byỹ y i the standard graded lift of y i (i.e.ỹ y i , applied to a simple module concentrated in degree 0 has socle concentrated in degree 1). Since y i preserves O m 0 , the functorỹ y i restricts to a graded lift of y i on O m 0 .
Let P gr be the standard graded lift of P m ðwÞ. Since it has both simple top and simple socle, the radical-, socle-and graded filtrations of P gr coincide by [9] , Proposition 2.4.1. In particular, P gr has a unique component of maximal and a unique component of minimal degree. On the other hand,ỹ y i ðLÞ is concentrated in the degrees À1, 0, 1 for any simple module L, concentrated in degree 0 ( [60] , Theorem 5.1). This implies that the length of the graded filtration ofỹ y i ðP gr Þ can not exceed the length of the graded filtration of P gr . Hence, the Loewy length of y i À P m ðwÞ Á does not exceed that of P m ðwÞ and the statement (1) follows.
The double centraliser property follows from Corollary 2.6 and the main result of [37] (as formulated in Theorem 5.1). For an algebra, A, we denote its centre by ZðAÞ. are semi-simple containing only one simple object each. Obviously, they are equivalent. However, we would like to construct a functor on O, which gives rise to an equivalence between these categories, and, additionally, commutes with tensoring with finite-dimensional sl n -modules.
To proceed we will need some general notation. Both, F and G, commute with tensoring with finite-dimensional sl n -modules ( [25] , Proposition 2.2 and Proposition 3.7, see also [10] , Proposition 3). Further, F is both left and right adjoint to G by (5.1) and thanks to the adjunctions ði n ; LZ n ½kÞ and ði m ; LZ m ½kÞ for some (common) k which only depends on the partition associated to m and n. (Namely, k is the length of the longest element in the stabiliser of m or n under the dot-action.)
Claim. The functors F and G define, via restriction, mutually inverse equivalences F : O 
To prove this we first note that for a simple reflection, s, and for a dominant integral weight, l, we have where a y A f0; 1; . . .g. To see this, let T s : O ! O be the twisting functor, associated with s (as in Subsection 4.1). In [45] , Theorem 4 (see also [53] , Proposition 2.3) it is shown that there exists a natural transformation, can s : T s ! ID, non-vanishing on Verma modules. In [53] , Theorem 1(3), it is proved that the kernel of can s is isomorphic to L 1 Z s . Now (5.2) follows from the Kazhdan-Lusztig conjectures, see [3] , Theorem 6.3 and Theorem 7.8, for details. (Note that the assumption for L 0 to be s-finite is missing in the formulation of [3] , Theorem 6.3(3).)
For i ¼ 1; . . . ; p set
From (5.2) it follows by induction that On the other hand, there is a finite dimensional sl n -module, E, such that E n L À lðnÞ À r Á contains P n as a direct summand, and E n L À lðmÞ À r Á contains P m as a direct summand (this follows from Theorem 5.2, for the explicit statement see [37] , Proposition 4.3(ii)). Therefore the adjunction morphisms FG ! ID and ID ! GF are isomorphisms when evaluated at P m and P n respectively. Hence F and G define mutually inverse equivalences between the corresponding additive categories of projective-injective modules. This completes the proof of Theorem 5.4. r
We have the following direct consequence, a part of which was also obtained in [48] Remark 5.6. Since the Kazhdan-Lusztig right cell modules for the Iwahori-Hecke algebra H n of the symmetric group are exactly the irreducible modules, Theorem 5.1 can be used to ''categorify'' these irreducible modules: Let l be a partition of n. Consider the abelian category of modules, admitting a 2-step presentation by projective-injective modules in the parabolic category O for sl n , associated with l. This abelian category is invariant under the action of translations through walls. The action of these translation functors gives rise to a categorification of the Specht module S l for the symmetric group S n . The graded version of the above result (in the sense of [60] ) gives rise to a categorification of the Specht module S l for H n . The details will appear in [47] .
