This paper proposes improved moment invariants for representing images. These features are invariant to orientation, size and translation. These new features compute moments from a point shifted to a distance from the image centroid. By doing so, the new moments show improved ability to represent symmetrical and noisy images. Both these problems of symmetry and noise are common when regular moment invariants are used. The new reference centre is selected such that the invariant properties like translation, scaling and rotation are maintained. In this paper, we show that these new proposed moments solve the symmetrical problem and are more robust to noise corruption as compared to two different types of regular moment functions derived by Hu [9] . Extensive experimental study using a neural network classification scheme with these moments as inputs are conducted to verify the proposed method.
Introduction
Moment functions have a broad spectrum of applications in image analysis, such as invariant pattern recognition, object classification, pose estimation, image coding and reconstruction [12] . A set of moments generally represents global characteristics of the image shape and provides information about different types of geometrical features of the image. Regular moments are the first of these moment functions to find applications since they are algorithmically and computationally simple.
One of the earliest significant paper on the application of moments was published by Hu [9] in 1962. His classic paper on pattern recognition has been cited in almost all moment related publications and has received wide attention during the past few decades. His approach was based on the work of the nineteenth century mathematicians Boole, Cayley and Sylvester, on the theory of algebraic forms [6] . He used regular moments to develop a set of non-linear functions called moment-invariants that are invariant to translation, size and rotation, which he applied to a simple character recognition problem. He used central moments and mass normalisation technique to obtain invariance to translation and scaling. He also proposed two different methods for obtaining invariance to rotation. The first method is based on combinations of regular moments using algebraic invariants, which he called as the absolute moment invariants. The other method was derived using the principal axis method. In this paper, we shall refer to both these methods collectively as Hu's moments.
Subsequently, this method was used for pattern recognition by Alt [1] in 1962, ship identification by Smith and Wright [24] in 1971, aircraft identification by Dudani et al. [5] in 1977, pattern matching by Dirilten [4] in 1977 and scene matching by Wong and Hall [24] in 1978.
But there is a problem with using these moments for images with symmetry. Some examples of images with symmetry are like alphanumeric characters and common objects like vehicles (ships, airplanes, cars, buses), furniture (sofa, cupboard), buildings, etc. Images with symmetry in the x and/or y directions and symmetry at centroid give zero values for odd orders of central moments. This is due to the symmetrical location of the image pixels around the centroid, which results in a net central moment calculation of zero. Hu [9] used these central moments to achieve translation invariance and as such, the number of features that are available to represent a symmetrical image is reduced causing poor recognition performance. In computing the seven features of the second and third order invariant moments using the equations shown in [9] for images with symmetry in both x and y directions, only two of the second order moments produce nonzero values. The problem becomes worse under noisy environments where more features are required for successful recognition since most classifiers are trained only with noiseless images.
Regular moment functions are also highly sensitive to noise and this problem has been the topic of interest for many researchers [7] , [10] , [23] . This sensitivity is caused by the moments' dependence on the powers of the x-distance and y-distance of each pixel from the centroid (or centre of the coordinate system) and since the image pixels are generally located closer to the centroid than the noise speckles, it is evident that the presence of a few noise grains would profoundly affect the values of the moments thus resulting in almost impossible recognition. Although adopting lower order moments will reduce the severity of the problem, the higher order moments represent the finer details of the image and as such are necessary for successful recognition especially under low interclass variance problems.
In this paper, both these problems are addressed and a single solution is proposed to solve them. The solution involves in obtaining a set of new moment features, which are computed from a reference centre shifted further away from the centroid of the image. This new centre is selected in such a way that the new moments are invariant to properties like translation, scale and rotation. This technique produces nonzero values for all the features of any order and thereby solving the problem caused by symmetrical images for regular moment functions. Due to the fact that the new centre is shifted further away from the image centroid, all the pixels contribute a higher value to moment calculation. Since most noisy images have much higher signal content than noise content, the contribution of the signal pixels is greatly increased as compared to contribution of noise pixels which only increases slightly. As such, the new moments are more tolerant to noise corruption.
In Section II, we describe the basic theory of regular moments along with a description on the symmetrical problem. Section III deals with the derivation of the new moment equations and proves the scale and translation invariant properties. The next portion of this section shows that the new moments can solve the symmetrical problem. Section IV deals with invariance of rotated images using the new moments. The next section treats the application of the new moments for images corrupted with noise and shows the improvement of noise tolerance of the new moments as compared to both of Hu's moments. Section VI treats the extensive computer simulations of Neural Network (NN) classification using symmetrical and non-symmetrical images corrupted with Gaussian and random probability noise. Section VII provides the conclusion.
Basic Theory of Regular Moments and Symmetrical Problem
The regular moments are defined as:
with p,q∈N 0 as order indices, (x,y) are Cartesian coordinates; f is a non-negative continuos image function with bounded support so that integration within the available image plane is sufficient to gather all the signal information. In this paper, only binary image functions are considered so f(x,y) can only be 0 or 1. For binary images, m 00 represents the total number of pixels in the image. Now consider Figure 1 as an illustration to describe the symmetrical problem faced by central moments. This figure depicts an image that is symmetrical in both x and y axes. For the image shown in Figure 1 , if p and/or q take an odd number then µ pq becomes zero. Table 1 gives regular moment functions for various scaled and translated symmetrical images and it can be seen that many moments are zero for these type of images. Now, if we were to shift the reference centre (i.e. the co-ordinate system) further away from the centroid of the image then µ pq becomes nonzero even though p and/or q takes an odd number. But the new centre has to be chosen such that all the invariance properties are still maintained. In the following section, we develop the theory and the equations used in deriving the new moments using a shifted reference centre.
New Moments
Let us define the new central moments as
where the shift factors; x s and y s are defined as 
be a shifted version of the given image function, f(x,y). Substituting (10) in (7), it is seen that pq λ is the same for f(x,y) and g(x,y) and hence it is invariant to translation.
The new central moments can be normalised to become invariant to scale change by defining, Combining (11) and (13), it is evident that pq φ , for the scaled image is the same as for the original image, pq φ thus giving us moments which are invariant to scaling. Table 2 prove that these new moments are invariant to scaling and translation and it also shows that these new moments do not give any zero values for various types of symmetrical images thereby solving the symmetrical image problem faced by central moments.
The values in

New Moments for Rotated Images
In this paper, two techniques are proposed to obtain invariance to rotation for the new moments. The first method involves unrotating the image using the principal axis method [9] and moments in the principal axis can be obtained which are invariant to rotation. This is performed by computing the second order central moments using (5) and obtaining the angle, θ that the image has rotated from the principal axis with the equation given below [9] :
Next the image is unrotated to its principal axis and the new moments are calculated using (7) for continuous images or (9) for digital images. But this method is erroneous for digital images since there would be some pixels lost while performing the unrotation of the image. To overcome this limitation of the first method, we are proposing another technique to obtain invariance to rotation for the new moments. In the second technique, we use the relationship between regular moments and rotation to obtain ur pq µ which are the regular central moment defined in the principal axis [12] . To explain further, let us express the central moments from (5) in polar form and for simplicity, we assume that the co-ordinate origin has been chosen to coincide with the image centroid. These moments, µ pq in polar form are
where x = r cos χ and y = r sin χ and the Jacobian of the transformation is r while ζ denotes the normalised image region of the x-y plane defined in (5).
Now, consider the fact that the image has rotated through an angle θ. By a change of variable ϕ = χ -θ, the central moments for the rotated image, (16) As can be seen from (16), the angle of rotation is used in computing the moments when an image is rotated. So moments for rotated image can be computed easily if the angle of rotation is known.
Similarly, a relationship between the original central moments, µ pq and the rotated central moments, r pq µ can be established by expanding (16) and expressing it in terms of the moments of the original image. If the image rotates through an angle θ, the moments change according to [12] 
where the angle, θ is obtained from (14) and pq µ is calculated from (5).
By expanding (7) or (9) There are two advantages of using the latter technique as compared to the earlier. First, it will produce the new moments without any error surfacing from the process of unrotating the image for digital images. Secondly, this method is computationally much faster as compared to the earlier method since it involves only addition operators as can be seen from (20) . The moments ur pq λ are inserted into (11) to obtain φ pq which are invariant to translation, scaling and rotation. Table 3 shows the values of the new moments for different types of rotated symmetrical images with a 60° angle of rotation. From this table, it can be seen that the new moments are invariant to rotation. Exact values are not obtained within a class since the images are digital. Figure 2 shows two different classes of images corrupted with different random noise levels. The noise percentage is calculated based on the image capture area, i.e. the 128 x 128 resolution grid.
New Moments for Noisy Images
As an example, 0.5% noise would signify that 81 pixels of noise have been added to the image. Since binary images are considered in this paper, this means that the values of 81 pixels in the image are changed from 0 to 1 or vice versa.
Tables 4 (a) and (b)
give the values of both types of Hu's moments and the new moments for these images. The sample mean is denoted by µ, the sample deviation by σ and the percentage spread of moments from their corresponding mean by σ/µ%. From the values of σ/µ%, it can be seen that both type of Hu's moments are very sensitive to noise especially the higher order moments. Hu's absolute moment invariants are much more perturbed by noise as compared to Hu's principal axis moments since the earlier involves combination of many moments with their noise errors added whereas for the latter case, only the individual moment noise error surfaces. It can also be seen that 11 η from Hu's principal axis moment is zero for all the images since 11 µ equal to zero is the condition necessary to obtain the principal axis.
Random Noise Level 0% 0.1% 0.2% 0.3% 0.4% 0.5%
Figure 2: Examples of two different images with different levels of random noise added
Comparing the average sum of σ/µ% in Table 4 (a) and (b), we can deduce that the new moments are less sensitive under noisy environments as compared to both types of Hu's moments. This is due to the fact that the new moments uses a reference centre shifted further away from the image centroid and as a result, the contribution of the signal pixels is greatly increased as compared to the contribution of noise pixels which only increases slightly. This is since for most images corrupted with noise, the signal content is much higher than the noise content. As such, the new moments are much less perturbed by the noise pixels and this is also the reason why the new moments are better invariant features than both types of Hu's moments for rotated digital images due to loss of signal pixels while performing rotation. Tables 1 and 2 . Figure 3 shows the base set (i.e. without any scaling and rotation) of the alphabets from the Arial font selected for the first experimental study. The second data set consists of the Times New Roman font. Figure 4 shows the base set of the alphabets from this font. This particular font is chosen since many word processor users use it frequently and also since it consists mostly of nonsymmetrical characters. The data set for each class consists of 13 different scale factors and rotation angles (inclusive of the base image) as shown in Figure 5 for an image A.
In this paper, a comparison on the effects of Gaussian and random noise distribution for NN classification using both the Hu's moments and the new moments are studied. The probability (normalised to unity) of a Gaussian noise pixel occuring at (x,y) is given by Each image is subjected to 5 levels of Gaussian and random noise corruption from 0.1% to 0.5% in steps of 0.1. Therefore, the Arial data set of 26 classes consists of 338 noiseless images, 1690 images with random noise and 1690 images with Gaussian noise. The Times New Roman data set also consists of a similar amount of images.
In this experiment, NN topology known as multilayer perceptron (MLP) with one hidden layer is used to classify the 26 class problem of two different sets of images, one symmetrical and the other non-symmetrical English alphabets explained previously. Figure 6 shows a diagram of MLP with one hidden layer. The back-propagation algorithm [20] is used to train the NN.
Five different numbers of hidden units of 10, 15, 20, 25 and 30 are used for all the experiments. The NN is trained with only the base 26 noiseless alphabets for both the symmetrical and the nonsymmetrical cases. The training error limit is set at 0.001 for all experiments. The test is conducted with the 338 images from the 13 different scale factors and rotation angles for both the noise and noiseless cases. The inputs to the NN consist of 7 moment features for all the experiments except for the case of Hu's principal axis moments which has only 6 moment features since 11 µ is zero for all the images in this method. The output is fixed to 26 classes for all the experiments.
Since the numerical values of m 1 to m 7 (Hu's absolute moment invariants) are very small, the logarithms of the absolute values of these functions are used. To ensure equal conditions for all the experiments, logarithms of the absolute values are also used for Hu's principal axis moments and the new moments proposed in this paper. All the inputs to the NN are normalised from 0 to 1 to avoid the NN weights from becoming unstable during training.
For the ease of reference, the moment equations used by Hu [9] are briefly explained here. Hu's principal axis moment invariants are obtained by inserting ur pq µ from (18) into (4) 
The NN classification results for random and Gaussian type noisy images using both the Hu's moments and the new moments for the Arial font are listed in Figure 7 . The results clearly indicate that the new moments outperform both of Hu's moments for all the tested noise levels. The results from the noiseless testing shows that the new moments are also less susceptible to digitisation errors caused by rotation of digital images. Figure 6 : MLP neural network used in the experimental study
Conclusion
Odd orders of central moments gives zero value for images with symmetry in the x and/or y directions and symmetry at centroid. Regular moment functions are also very sensitive to noise especially the higher order moments. This paper proposes new moment invariants that solves the symmetrical problem faced with regular moment functions and in addition, it is also shown that these new moments are less sensitive to noise and digitisation error than both of the regular moment functions derived by Hu [9] .
The solution involves in obtaining a set of new moment features, which are computed from a reference centre shifted further away from the centroid of the image. This new centre is selected in such a way that the new moments are invariant to properties such as translation, scale and rotation. This technique produces nonzero values for all the features of any order and thereby solving the problem caused by symmetrical images for regular moment functions. Since the new centre is shifted further away from the image centroid, the contribution of both the signal and noise pixels are increased but the contribution of signal pixels is much higher than noise pixels. This is due to the fact that most noisy images have a higher signal content than noise content. As such, the new moments are much less perturbed by the noise pixels. This is also the reason why the new moments are better invariant features than Hu's moments for rotated digital images since some signal pixels are lost while performing rotation. Extensive results of neural network classification for symmetrical and non-symmetrical images using noiseless and two types of random and Gaussian probability noise are presented to validate the proposed method. 
