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I. We are here concerned with positive proper solutions of the nonlinear 
second-order differential equation 
y” = f(x, y) y1+2e, e > 0 
and solutions to the related differential inequality 
(1-l) 
y” > f(x, y) y1+2r. (1.2) 
By a proper solution we understand a real-valued solution of (1.1) or (1.2) 
which is of class C2[0, co). The functionf is assumed to satisfy the first two 
plus either the third or the fourth of the following conditions: 
(i) #(x, y) is continuous for x > 0 and y  3 0, 
(ii) f(x, y) > 0 for each x > 0 and y  > 0, 
(iii) f(~, y) is an increasing function of y  for each x 3 0, 
(iv) f(x, y) is a decreasing function of y  for each x >, 0. 
In view of (ii) all positive solutions of either (1 .l) or (1.2) are necessarily 
convex. A positive proper solution must therefore decrease monotonically 
to a nonnegative constant or become ultimately increasing and becoming 
unbounded as x tends to infinity. In [3] and [5] various questions of existence 
and asymptotic behavior of positive proper solutions of (1 .l) were studied. 
A special case of (1.1) and (1.2) which is of considerable interest is 
and 
y" zz p(x)y- U-3) 
yn > lyqy1+2e, (14 
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where E is a positive constant and P(X) is positive and continuous for 
0 < x < CO. This includes, among others, the Emden-Fowler and Fermi- 
Thomas equations, c.f. [I]. 
Unlike the linear case where global existence is always assured, the behavior 
of a solution of (1.1) depends in a very essential way on the initial data as seen 
in the following example: 
Let A be any positive constant, then the problem 
has as solution y(x) = (A - ~-l’~ which exists only for 0 .< x < A. 
Clearly, the interval of existence in this case can be made arbitrarily small 
by taking A sufficiently small. That this is always the case was shown in [5], 
and we quote here the result in question: 
THEOREM 1 .I. Let F satisfy con&ions (i), (ii) and (iii). I f  6 is any positive 
number, then there exists a solution of (1. I) on (0, 6) which escapes to injinity as 
x + s-. 
In view of this result it is clear that additional conditions must be imposed 
before we can guarantee the existence of positive, convex increasing proper 
solutions. Lower and upper bounds on solutions of (1.1) can therefore help 
determine conditions for the existence of such solutions. The case of bounded 
solutions of (1.1) and its extensions have been treated in [3] and [5]. Before 
proceeding with bounds for solutions we will first state two lemmas comparing 
solutions of (1 .l) with solutions of inequalities (1.2) and (1.4). These lemmas 
are special cases of a known well result [4] but we include their proofs here 
for completeness. 
LEMMA I .2. Let f satisfy (i), (ii) and (iii). Suppose u and v  are respectively 
solutions of 
and 
” .-= f(x, u) UliQC 
L(O) := -4, u’(0) =- H, 
jv” >f(x, v) v~~2~ 
(v(0) = A, v’(0) -= I?, 
for 0 < x < T. Then v(x) > u(x) for 0 < x < T. 
Proof. Let W(X) = V(X) - u(x) so that w(0) = w’(0) = 0. Since w”(0) > 0, 
x = 0 is a local minimum so that w(x) must be positive for some interval 
to the right of x = 0. Suppose c > 0 is the first zero of w to the right of 
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x = 0, then there must be some point t, with 0 < t < c, where W(X) has a 
local maximum. However, by (iii), w(t) > 0 implies w”(t) > 0, contradicting 
the fact that w has a maximum there. We therefore conclude that w(x) > 0 
throughout the interval (0, T), and the conclusion follows. 
LEMMA 1.3. Let f satisfy (i), (ii) and (iv) and let L(x) = A + Bx, where 
A 3 0, B 3 0 and A2 + B2 > 0. Suppose u and v are respectively solutiom of 
and 
\d = f(X, y) u1+2c 
h(O) = A, u’(O) = B, (1.5) 
21” > f [x, L(x)] 294 a 
v(0) = A, v’(0) = B, (1.6) 
on [0, T). Then v(x) > u(x) on (0, T). 
Proof. Setting W(X) = V(X) - u(x), we see from (iv) that 
wH > f(x, L) v’1+2c - f(x, u) d’2r. 
Since u is convex, (1.5) shows that U(X) > L(x) on (0, 7’) so that with the 
help of (iv), we get 
w” > Q(x) w, 
where 
Q(x) = f[x, L(~)](vl+~~ - ul’if)/(v - u). 
The function W(X) therefore satisfies the system 
\w” > Q(x) w 
\w(O) = w’(0) = 0, (1.7) 
where Q(X) is readily seen to be positive and continuous on (0, I’). As in the 
proof of Lemma 1.2 we can conclude from (1.6) that w(x) > 0 on (0, T). 
This proves our assertion. 
2. In this section we give some upper bounds for solutions of (1.3) and 
(1.1). These bounds will in turn yield sufficient conditions for the existence 
of proper solutions. In what follows a positive, convex increasing solution 
will be called a PC solution. We begin with an initial value problem for (1.4): 
I 
VP > P(x) vl+zE 
v(0) = A > 0, v’(O) = B > 0. (2-l) 
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THEOREM 2.1. Let P(x) be positive and continuous on [0, co) and let 
L(x) = A + Bx. If th ere exist constants A and B such that 
zE j; [L~)I l+zCP(x) dx < B, (2.2) 
then 
v(x) = L(x) 11 - 2c 1; I,-+) ds 1’ p(t) L2+2c &-l” (2.3) 
0 
satisfies (2.1) for all x > 0. 
Proof. I f  we let v(x) = L(x) y(x), then (2.1) may be replaced by the 
equivalent system 
I 
L2(x) y” + 2BL(x) y’ > Q(x) y1+2c 
Y(O) = 1, Y’(O) = 0, 
(2.4) 
where Q(x) = L(x)~+~~P(x). To find a solution to this problem we observe 
that 
and 
i [LQ) y’] = L2(x) y” + 2BL(x) y’ 
&2yp-'-2'] =y-l--2r(L2y')' - (1 + 24(Lyj-l-92 (2.5) 
so that we are led to consider the system 
i 
g [L2(X) y’y-l-2’1 = Q(x) 
\ y(0) == 1, y’(0) = 0. 
(2.6) 
This system can be integrated directly and its solution is 
y(x) = 11 - 2~ ,; L-2(s) ds j: Q(t) dt j -l”‘. 
For this solution to be of class C2[0, co) it is clearly sufficient to assume that 
26 jr L-2(s) ds j’ L(t)2+2FP(t) dt < 1. 
0 
It is easy to see that this is equivalent to condition (2.2) so that y(x) is indeed 
a solution of (2.6) defined for all x > 0. Finally, (2.5) and (2.6) together show 
that this is also a solution of (2.4) which proves the theorem. 
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Combining this result with Lemma 1.2 we can now state an existence 
theorem for PC proper solutions of (1.3). 
THEOREM 2.2. Let P(x) be positive and continuous on [O, 00). I f  there exist 
constants A > 0 and B > 0 such that 
2~ ,,‘ (A + Bx)lf”T(x) dx = B, 
then for all 01 and /3 with A > 01 > 0 and B 3 p > 0, the problem 
I 
u” = P(x) u1+2r 
u(0) = a, u’(0) = p 
(2.7) 
w3) 
has a PC proper solution u(x) which satisfies 
u(X) < l(x) 11 - 2~ 1: d@(s) 1; WV(t) dt i-l”‘, (2.9) 
where Z(x) = 01 + jlx. 
Proof. In view of Lemma 1.2 the function V(X) defined by (2.3) is an 
upper bound for the corresponding solution of (2.1). Moreover, (2.7) shows 
that this bound is valid for all x > 0. This being true for u(0) = A > 0 
and u’(0) = B > 0, it follows from the convexity of u and v that (2.8) must 
have a PC proper solution for all choices of initial data cy and /I for which 
0 < OL < A and 0 < 6 < B. Integrating (2.6) with Z(x) in place of L(X) 
we arrive at the estimate (2.9). 
We remark that when the data are of the form u(0) = 0 and u’(0) = B > 0, 
then condition (2.2) becomes 
,d; 
x1f2’P(t) dt < B-26 
while the bound (2.9) reduces to 
u(x) < Bx 1 - 2<B2’ 
I s 
’ t1+-2’P(t) (1 - +) dt 1 -1’2: 
0 
A slightly weaker result may also be obtained as a direct consequence of 
Bihari’s generalization of the Bellman-Gronwall inequality, cf. ([I], [2]). 
THEOREM 2.3. Let P(x) be positive and continuous on [0, CCI). If B is a 
positive constant such that 
2cB2E 1” .l+2P(x) dx f  1, (2.10) 
0 
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then the initial value problem 
I 
y” = p(x)yl+2~ 
Y(O) = 0, y’(0) = B 
has a PC proper solution y(x) such that 
y(x) < Bx 11 - 2eB2’ J’: t’+2fP(t) dtj-1’2’. 
Proof. According to Taylor’s theorem, one can rewrite (2.11) as 
y(x) = Bx + 
j 
‘]: (x - t) P(t) yli+ dt 
so that 
y(x) < Bx $ x 
s 
z P(t) yll 2r dt. 
0 
Setting Y(X) = xu(x), one finds that 
i 
1s 
u(x) d B + t1+2fP(t) u1+2r dt = v(x). 
0 
Differentiation shows that 




If  we define H(x) by 
N(x) = (~E)-%,(x)-~G + 1: t1T2fP(t) dt, 
then (2.13) becomes H’(x) > 0. Since H(x) > 0 for all x > 0, we conclude 
that H(x) > H(0) for all x > 0, i.e., 
B-2, - v(x)-~~ ,( 2~ 
.i 
az tl’z~P(t) dt. 
0 
Using the fact that y(x) = XX(X) < xz)(x), (2.12) follows immediately. 
Combining Lemma 1.3 with Theorem 2.2 we can now state an existence 
theorem for PC proper solutions of (1.1). 
THEOREM 2.4. Let F satisfy (i), (ii) and (iv). If there exist positive constants 
A and B such tlzat 
2E 
s 
* L(x)~+~~[x, L(x)] dx = B, (2.14) 
0 
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then for any constants cx and /3 for which 0 < c1 < A and 0 < /3 < B, the 
problem 
UP = f(X, u) Ul+%e 
u(0) = a, u’(0) = p 
(2.15) 
has a PC proper solution. Moreover, for all x > 0 
U(X) < l(x) 11 - 2~ sfi dsl-2(s) j; l(t)“-“‘f[t, l(t)] dt;--l’p: (2.16) 
Proof. In this case P(x) = f(zc, L(x)) so that condition (2.14) is equivalent 
to (2.7). Thus the function V(X) given by (2.3) is a PC proper solution of 
(1.6) and is therefore an upper bound for the corresponding solution of 
(d = f(X, 24) u1+2a 
ho) = A > 0, u’(O) = B > 0. 
One concludes as before that for all choices of 01 and ,8 for which 0 < o! < A 
and 0 < p < B, problem (2.15) will have a PC proper solution. (2.16) follows 
as in the previous case. 
As an example consider the problem 
j y" = 2y3(1 + x)-" 
! Y(O) = 0, y'(0) = d/J. 
(2.17) 
A simple calculation shows that (2.10) is satisfied so that Theorem 2.3 is 
applicable. The upper bound as given by (2.12) is seen to be 
y(x) < 2/5X(1 + x)(10 - 20(1 + x)-l + 15(1 + $2 - 4(1 + x)-a)--1’2. 
On the other hand, the transformation 
reduces (2.17) to 
y(x) = (1 + x) U(X) t = (1 + L-c)-’ 
d = 2u3, o<t<1 
U(1) = 0, u’(L) = -1/T 
Integrating this twice, one obtains 




The solution to (2.17) may therefore be expressed in terms of elliptic functions. 
Unfortunately the precise form of this solution is rather complicated. 
We can, however, obtain an independent bound to y(x) for comparison as 
follows. Since 
f(U) > J‘,” ds/(s” + 2/5) = C tan-l Cu, 
where C = 5-lf4, it follows from the monotonicity of the tan-l that 
so that 
G(t) < tan[(l - t)/C] 
y(x) < KU + 4 tan[JW(x + 1 >I, 
where K = P4. 
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