Flight data recorded during atmospheric entry with forebody pressure instrumentation, referred to as a Flush Air Data System (FADS), provide valuable measurements for the reconstruction of the trajectory and in-situ atmospheric conditions. We present a method to reconstruct the angle of attack, sideslip angle, and atmospheric density, pressure, and temperature in support of the post-flight analysis for the ExoMars Entry, Descent, and Landing Demonstrator Module, named Schiaparelli. Numerical predictions of the forebody surface pressure distribution, required as input to the FADS reconstruction, were developed in a companion paper. Here, we demonstrate the FADS method in a hypersonic wind tunnel at Mach 5 to 7, and study theoretical FADS reconstruction performance along a simulated EDM entry trajectory. The main error sources identified are unobserved winds and measurement bias errors, the latter are exacerbated by the limited number of pressure ports on the EDM. Nomenclature α = angle of attack (°) αT = total angle of attack (°) β = sideslip angle (°) Cp,i = pressure coefficient at port i (-) NEQ = non-equilibrium RANS = Reynolds-averaged Navier-Stokes RSS = root-sum-squared WT = wind tunnel
acceleration data with assumed aerodynamic force coefficients [20] . Pressure and temperature are then derived from density by virtue of hydrostatic equilibrium and the ideal gas law. The main disadvantage of IMU flight data is that the atmospheric density is reconstructed using aerodynamic models. Consequently, the models cannot be validated and aerodynamic uncertainties are propagated directly to the atmospheric reconstruction. Aerodynamic uncertainty is significant, e.g. the 3-σ uncertainty on axial force coefficients can be as high as 5-10% [21] . Beyond engineering validation, this also affects the scientific study of atmospheric reconstructions based on EDL data. Flight data from every Mars EDL mission have been used to advance our understanding of the atmosphere on Mars [22] [23] [24] [25] [26] [27] [28] . While remote atmospheric observations from Mars orbit are now routine [29] , the advantages of flight data are that the reconstructed density, pressure, and temperature conditions are in-situ and have good spatial resolution, as well as covering large altitude ranges of up to 0-130 km [30] . These characteristics are important to resolve atmospheric phenomena such as thermal tides, gravity waves, and cloud formation.
The key advantage of FADS flight instrumentation is that atmospheric conditions and flow angles are reconstructed with far less dependence on aerodynamic models. By combining FADS pressure data with a model of the forebody surface pressure distribution, and the relative velocity commonly given by IMU, the atmospheric density and flow angles can be derived. Because the pressure model is based on CFD predictions, similar to aerodynamic models, there is potential for models to contain similar errors. However, the FADS pressure model is only used at forebody locations where surface pressures are measured, as opposed to aerodynamic modeling which requires accurate pressures on the whole vehicle surface. This reduces uncertainty compared to the IMU approach, in particular for density which is mainly based on the stagnation pressure and shock wave pressure ratio. By comparison, the flow angle reconstruction is more sensitive to pressure differences across the heat shield, hence more dependent on the available number of FADS ports and local errors in the CFD pressure model. If the FADS is able to reconstruct flow angles with very high accuracy, on the order of 0.1° [9] , it is also possible to reconstruct winds by combining flow angles from FADS with inertial attitude from IMU. This is more feasible in supersonic flight, where the wind speed and flight velocity are closer than in hypersonic flight [31] . For MSL, the winds have been reconstructed in the supersonic regime using 7 pressure ports [9] . Here, we do not attempt wind reconstruction as the EDM has only 4 pressure ports, and our results show this is not sufficient for this purpose.
The FADS instrumentation on MSL has been studied extensively in the literature, where pressure data were used to reconstruct the flow angles, aerodynamic coefficients, and atmospheric conditions during MSL's entry [9] , [31] [32] [33] [34] [35] .
Compared to MSL, the FADS on ExoMars EDM differs in some important ways. Firstly, only four ports are available on the front heat shield. Secondly, the ports are in other locations relative to MSL due to the different flight conditions of these entry vehicles. MSL flew a lifting trajectory at negative angles of attack between -15° and -20°, while the EDM performed ballistic entry at low angles of attack. Ballistic entry is more common on Mars, and in fact the EDM aeroshell and trajectory are similar to those of previous EDL missions such as Phoenix [21] , the Mars Exploration Rovers [8] , and
InSight arriving on Mars in 2018 [36] . This makes the present work relevant to ballistic Mars entry vehicles in general.
The main contribution of this paper is a detailed description of FADS methodology that will be used in the ExoMars EDM post-flight analysis, including the CFD pressure model for the EDM developed in companion paper [37] . We demonstrate the FADS method in a hypersonic wind tunnel, using a similar CFD pressure model developed for wind tunnel conditions by [37] , which also describes the experimental setup. We verify the correct implementation of the FADS method, and evaluate its accuracy within experimental uncertainties. Finally, we study the theoretical FADS performance along a simulated EDM entry trajectory, including uncertainties from the FADS data, CFD pressure model, and assuming zero winds. We conclude by evaluating the FADS performance and making recommendations for the EDM post-light analysis.
II. Flush Air Data System

A. ExoMars EDM entry vehicle
The ExoMars EDL Demonstrator Module is a ballistic entry vehicle, meaning the total angle of attack is close to zero. The EDM aeroshell is illustrated in Fig. 1a and consists of a blunted sphere-cone with 70° half-angle and 2.4 m outside diameter, which tapers off at a half-angle of 47°. This geometry is dynamically stable in the hypersonic flight regime, but becomes unstable at lower speeds. A parachute is deployed near 10 km at about Mach 2, after which the front heat shield is jettisoned. This prevents heat from soaking into the EDM during the descent phase, reduces mass, and permits radar altimeters behind the heat shield to operate. The parachute descent was to be followed by retro-boosting and landing on a crushable structure. During the actual flight, the on-board navigation incurred an attitude error due to gyroscope saturation, during parachute deployment. This led to the premature ignition of the retro-boosters at a few kilometers above ground, after which radio contact was lost and the EDM crash landed [12] . However, the EDM transmitted IMU and FADS data during flight, excluding the radio blackout period between about 70 and 30 km. While flight data are not processed in this paper, the simulated FADS study in Section IV will focus on the trajectory region where actual data are available, below 30 km when the vehicle decelerated through Mach 14.
a) b)
Fig. 1 EDM vehicle a) side and b) frontal view with FADS ports, with CFD pressure contours.
The FADS measured forebody pressures during the hypersonic-supersonic atmospheric entry phase, until heat shield jettison. The heat shield is made of an ablative material called Norcoat-Liège [12] . Four pressure ports are shown in Fig. 1b in the EDM body frame, they are connected to Kulite pressure transducers with a measurement range of 25 kPa, on the back of the heat shield. Port angles θ in Fig. 1 indicate the angular locations of pressure ports. The off-center ports P1, P2, and P3 are separated by 120° at a radial distance of 0.480 m from the centerline [12] . Their radial locations about halfway between the centerline and shoulder are convenient for CFD modeling, which is more challenging near the sphere-cone transition and shoulder [37] . The angular locations are intended to situate port P1 near the aerodynamic trim plane of the EDM, with the center of gravity (CG) being near the positive Z-axis in the body frame (see Section IV.A). 
B. FADS reconstruction method
Given a model of the forebody pressure distribution, the FADS method searches parameters that maximize the leastsquares agreement between CFD pressure model and FADS measurements. The method given here solves for angle of attack, sideslip angle, and atmospheric density. Pressure and temperature are derived from reconstructed density using relations from hydrostatic equilibrium and the ideal gas law. In principle, the Mach number can be estimated from the measured pressure distribution as well. However, the effect of the Mach number on the distribution is secondary to that of density and the flow angles. This is known from hypersonic theory, where the surface pressure becomes independent of the Mach number for very fast isentropic flows [38] . Instead, we derive the Mach number from V∞ and speed of sound based on FADS reconstructed temperature, as was done with MSL [9] . Atmosphere relative velocity, as well as the altitude, are provided by IMU as these are not observable by FADS. Note that V∞ from the IMU assumes no winds: errors due to winds will be quantified in the uncertainty analysis of Section IV.
Surface pressure pi at forebody location i can be normalized into a non-dimensional pressure coefficient , 2
with atmospheric pressure p∞ and atmospheric density ρ∞. In the denominator we have the free-stream dynamic pressure. To reconstruct ρ∞ using Eq. (1), the pressure coefficient Cp,i must be provided by a pressure model. When multiple FADS ports at locations i are available, a system of Eq. (1) is solved as least-squares problem to match the CFD pressure model with every pi. In hypersonic flight, the atmospheric pressure in Eq. (1) is not very significant, as p∞ is negligible compared to pi. However, p∞ becomes relevant in the supersonic regime and is always included in Eq. (1). Because p∞ is derived from the reconstructed density, an iterative process is required. The resulting FADS method is shown in Fig. 3 , where pi measurements are normalized into Cp,i using density estimates from the solver and V∞ from IMU. The parameters α, β, and ρ∞ are highlighted in red because they are solved by the least-squares method, which minimizes the residuals between Cp from FADS measurements and CFD pressure model. It converges when the RSS of relative residuals goes below 10 -12 .
Fig. 3 FADS method: least-squares solver for density and attitude (red), global iteration of derived conditions (blue).
In several steps, the Mach number is derived from p∞ and used to query the CFD pressure model in the least- 
with radial distance r from the planet center and the gravitational acceleration g(r) defined positive down, which is computed with an ellipsoid gravity model. Once p∞ has been derived with respect to altitude, the atmospheric temperature T∞ is derived by the ideal gas law 
III. FADS validation in H2K wind tunnel
The FADS method from Section II is demonstrated in the H2K cold gas hypersonic wind tunnel (WT) facility at DLR.
The wind tunnel demonstration allows to evaluate the global performance of the FADS method, and partially validate the CFD model at flight conditions. Flow angles and free-stream density are reconstructed from pressure data, recorded on a 1:16 scaled model of the ExoMars EDM. [37] provides more details on the experimental setup and wind tunnel facility, only essential information is given here. The WT model of the EDM is shown in Fig. 4 and instrumented with 9 pressure ports, leading to a single pressure transducer inside the model and calibrated to 0.1% (3-σ) . During an experiment, the surface pressures are recorded sequentially per port. The FADS ports on the WT model are not clocked at 120° as on the EDM, but more numerous in total and more densely clustered in the pitch plane (P1-P4), as well as on one half of the forebody (P5-P7). As the wind tunnel does not reproduce the EDM flight conditions exactly (e.g. no, air gas instead of CO2), the port layout is not intended to replicate the EDM, but instead to measure the pressure distribution with high spatial resolution. This improves the accuracy of the FADS in the wind tunnel, providing experimental validation of the CFD modeling approach also used for the EDM flight conditions in Section IV. In [37] , a CFD pressure model was developed for the wind tunnel conditions in particular. While the cold gas flow reducing demands on the CFD compared to flight, applying the FADS in a wind tunnel introduces some experimental uncertainties not present during entry. These include flow alignment, uniformity, and repeatability as discussed in this section.
A. Experimental setup
The wind tunnel experiments involve cold air at Mach numbers of 5.3, 6, and 7. The WT model is oriented with a sting mechanism at angles of attack up to ±9°. The sideslip angle is always zero, reducing the number of tests and exploiting the flow symmetry, as discussed below. At every Mach number, α ranges from 0° to 6° in increments of 1°, after which two more experiments are performed at +9° and -9°. The negative α tests are used in [37] to evaluate flow uniformity and alignment using the WT model itself. When comparing the α = ±9° tests, ideally the pressures at ports P4, P8 and P5, P7 should interchange, while remaining identical at P1, P6, and P9. Normalized pressure data were considered to exclude tunnel repeatability from the comparison. This flow quality test lumps together the remaining effects of flow alignment, uniformity, and blockage due to the WT model. Deviations from the perfect case just described are below 0.5%, which is used here as combined uncertainty (3-σ) due to flow quality. The sting mechanism is accurate to ±0.1° (3-σ) in terms of α and ±0.2° in terms of β. The sideslip uncertainty is higher, because the model installed on the sting has no reference surface to measure β. In the experiments, no reference values of the free-stream density are available beyond approximate values computed from measured reservoir pressure and temperature. The EDM model left no space in the test section to include a stagnation pressure probe to measure the free-stream density. This topic will be discussed in Section III.C when evaluating the FADS results.
Fig. 4 WT model of scaled EDM with 9 pressure ports on the forebody from [37] (units in mm).
The 9 pressure ports on the WT model in Fig. 4 are positioned taking into account the axial symmetry of the EDM, and the vertical symmetry of the pressure distribution at angle of attack. Ports P1-P4 are in the symmetry plane, which contains the stagnation point given the zero sideslip angle. Port P2 is located at 9° from the centerline, where the stagnation point is predicted for α = 9° by Newtonian impact theory [39] . Port P3 lies on the sphere-cone transition at 20°, and ports P4-P8 are spaced radially on the right half of the WT model. By comparison, the other half of the model has only port P9 without counterparts to ports P5 and P7. This reduces the number of ports, while closely spacing P4-P8
increases the angular resolution of the port layout which benefits flow angle reconstruction. The compromise is that a smaller number of ports is sensitive to left-right pressure changes due to sideslip, but it is emphasized that ports P4-P8 do provide information on β. As seen in Fig. 2 , when β ≠ 0° then also the total clock angle ϕT ≠ 0°. In other words, the pressure distribution rotates in the body frame so a non-zero sideslip angle influences the pressure distribution at every off-center port location. The FADS reconstruction in Section III.C will confirm that the port layout performs well for both α and β angles.
Fig. 5 CFD pressure model for WT model, a-c) off-center pressure coefficients, and d) the centerline.
The pressure distribution model, used in the FADS method, is constructed from CFD solutions for nominal wind tunnel conditions given in [37] . Reynolds-averaged Navier-Stokes (RANS) equations were solved for the wind tunnel flow, which is turbulent. CFD solutions were obtained for angles of attack from 0° to 10° in 0.5° increments, with β zero. Notice that 10° is greater than the maximum angle of attack realized in experiments, to allow the leastsquares solver in the FADS method to iterate near flow angle estimates at α ≈ 9°. Pressure coefficients as defined by
Eq. (1) are extracted from the CFD solutions. Cp coefficients on the centerline describe the surface pressure at port P1 as a function of angle of attack. Away from the centerline, Cp is extracted at the radial distances of pressure ports P2, P3, and P4-P9, respectively. The off-center Cp coefficients also depend on the port angle θ (see Fig. 1 ) which is ranged from 0° to 180° in 22.5° increments. The pressure model is converted to (α, β) for use in the FADS method.
As explained before, β ≠ 0° corresponds to a rotation of the pressure distribution, hence the pressure model is valid for any (α, β) combination even if the CFD simulations only varied the angle of attack. Fig. 5 shows the CFD pressure model in its original form as a function of (αT, θ), showing only some values of αT for clarity. Fig. 5a -c shows the off-center Cp coefficients at radial distances of ports P2, P3, and P4 respectively. Notice that ports P5-P9 are at the same radial distance as port P4 so equivalent on these graphs. Fig. 5a -c shows the CFD model at Mach 7, which is similar at other Mach numbers. Fig. 5d gives the centerline Cp coefficients, which are independent of θ and plotted against αT per Mach number. The pressure coefficients in Fig. 5 are decreasing from the windward side (θ < 90°) towards the leeward side (θ > 90°), and more so at higher total angles of attack. When αT approaches zero, the surface pressure distribution becomes axially symmetric, i.e. independent of ϕT. Because the flow angles from FADS are based on the pressure differences between ports, the windward-leeward pressure reduction is related to the FADS sensitivity to attitude. Comparing the CFD pressure model at P2, P3, and P4 in Fig. 5a -c, the maximum reductions at αT = 10° are 10.2%, 13.7%, and 15.8% respectively. In Fig. 5d , the reduction at centerline port P1 for αT increasing from 0 to 10° is only 5.3%. This confirms our previous statement that stagnation pressure is less sensitive to attitude than off-center port locations. It is worth mentioning that Newtonian theory [39] would predict identical Cp for ports P3 and P4 at θ = 0°, since the flow incidence angle on the conical forebody is identical to that on the sphere-cone transition (see Fig. 4 ). The CFD pressure model deviates from Newtonian theory because it considers the local expansion at the sphere-cone transition, which affects the downstream pressure. Fig. 6 have been normalized with theoretical stagnation pressure PS,th, calculated from reservoir conditions using ideal gas equations for the nozzle expansion [37] . While the FADS method uses surface pressures in physical units, the normalization is useful in graphs to reveal pressure trends with respect to angle of attack. The normalization also shows that theoretical stagnation pressure varies between tests, e.g. the dip at α = 2° for Mach 7. Furthermore, at zero angle of attack the normalized centerline pressure is not exactly 1. This is common in wind tunnels, which is why stagnation probes are often used to estimate the free-stream density. Even without such reference values, the FADS density estimates below can still be evaluated qualitatively. The pressure data pi and CFD pressure model are used in the FADS method to reconstruct flow angles and density for each wind tunnel experiment separately. The required conditions p∞, V∞, and the Mach number (see Fig. 3 ) are assumed from the nominal WT conditions given in [37] . Initial guesses α, β, and ρ∞ for the least-squares solver are picked arbitrarily to confirm they have no effect on converged results, their errors are up to 5° on flow angles and 50% on density. Uncertainty bounds on the FADS results are calculated by Monte Carlo analysis of 1000 runs, imposing zero-mean Gaussian noise of 0.5% (3-σ) on pressure at every port. This value includes the sensor calibration of ±0.1%, and uncertainty due to flow uniformity and alignment as estimated in [37] . Because the latter have been lumped and expressed as pressures on the WT model, they are assigned here as uncorrelated pressure data errors. No uncertainty is attributed to the CFD pressure model, which then remains to be validated within experimental uncertainties. The flow angles reconstructed by FADS are plotted in Fig. 7 with respect to reference values from the sting mechanism. Uncertainty on the sting mechanism is shown by red dashed lines, and slightly larger for β. The black error bounds are from Monte Carlo and represent pressure sensor uncertainty, flow alignment and uniformity.
C. FADS reconstruction with pressure data
Overall, the FADS method is accurate to about ±0.2°, with few β outliers up to 0.3° and 0.5° at Mach 5.3 and 7. The FADS accuracy for α and β is similar, as well as their Monte Carlo bounds, confirming that the port layout (see indicate an issue with the FADS method or CFD pressure model. [37] mentions that the wind tunnel Mach number uncertainty is ±0.05, which corresponds to stagnation pressure variations of 3 to 4% at Mach 7 and Mach 5.3. We did not consider the Mach number as an error source, however this would clearly expand the uncertainty bounds to contain the density scatter. If instead the CFD pressure model is the cause, it would suggest an error in the shock wave pressure ratio.
IV. FADS performance for simulated EDM entry
The method from Section II is applied to synthetic pressure data to quantify the FADS performance during entry.
Uncertainty bounds on the reconstructed flow angles and atmospheric density are determined along a nominal EDM trajectory using Monte Carlo analysis. Altitudes range from 60 km down to 9 km, i.e. the continuum flow regime between Mach 28.5 and 2. We use the CFD pressure model developed in [37] for the simulated EDM flight conditions. CFD uncertainties are based on [37] , where the sensitivity of modeled pressures to various assumptions regarding chemistry, laminar flow, and atmospheric composition has been quantified. The CFD uncertainty is also based on the experiments in Section III, where the flow angle reconstruction performance in the wind tunnel is considered.
A. Simulated EDM trajectory
Synthetic FADS pressure data are generated as a function of Mach number, dynamic pressure, and flow angles given by an atmospheric entry simulation. We simulate nominal and off-nominal trajectories, the latter to provide an upper bound on the expected total angle of attack due to aerodynamic uncertainties. [43] . The MCD wind profiles are shown in Fig. 9 , they are averaged over time hence do not include wind gusts. The winds are westbound ** While 'geodetic' usually refers to Earth only, for Mars entry this term is also used in the literature, e.g. [33] . and roughly along the equatorial trajectory of the EDM. Since the winds are not reconstructed by FADS, the MCD wind predictions will be used in Section IV to investigate errors due to assuming zero winds. We assume a constant mass of 600 kg for the EDM until parachute deployment. The EDM is spin stabilized with an initial roll rate of 15 rpm approximately maintained during entry [11] [12] . The mass distribution of the EDM is given in Table 2 , where the CG location was determined from IMU flight data by industry. The radial CG offset is 7.2 mm and larger than the design value of 5.4 mm, increasing the trim angle. Because the EDM aeroshell geometry is nearly identical to that of the 2008 Phoenix mission, we use the aerodynamic force, static moment, and dynamic moment coefficients for Phoenix published in [21] . The aerodynamic coefficients are based on Navier-Stokes CFD solutions that consider equilibrium and NEQ chemistry, and additional data sources described in [21] . The applicability of the Phoenix aerodynamics for the EDM must be justified beyond the similar aeroshell geometry. Importantly, static moment instabilities were predicted for Phoenix and observed in flight. Referred to as bounded static instability, because this only occurs at low angles of attack, it was first predicted for Pathfinder [44] and is a consequence of NEQ chemistry displacing the sonic line and changing the pressure distribution. The instability might occur in two trajectory regions: the transitional regime above 6 km/s and the hypersonic regime near 3.5 km/s. Only the second instability is relevant here as we consider the continuum regime, and would occur near peak dynamic pressure where FADS pressure data are most accurate. The exact trajectory location of the instability, and whether it happens at all, depend on the specific density-velocity conditions. At corresponding velocities in the hypersonic regime, the EDM simulation has about 20% higher density than Phoenix. According to [21] , such density variation does not influence the static instability much. However, the CG location of the EDM does have a crucial influence.
While Phoenix was designed to trim near αT = 0°, the large radial CG offset on the EDM produces a total angle of attack above 2° (see Fig. 11 ). This eliminates the importance of the bounded instability, which is limited to that range [21] . Consequently, the Phoenix database can be used to good approximation for the EDM, even if their trajectory conditions are not identical. Atmosphere relative velocity and dynamic pressure along the simulated nominal trajectory are plotted in Fig. 10 against geodetic altitude in the continuum regime below 60 km. The velocity decreases more rapidly when dynamic pressure q∞ is higher, since aerodynamic drag is proportional to q∞. In turn, the forebody pressures measured by FADS are proportional to dynamic pressure. q∞ reduces from its maximum of 6.5 kPa near Mach 18 to about 1 kPa at Mach 2 near parachute deployment. Mach numbers are marked by symbols on Fig. 10 , where open symbols indicate trajectory points at which CFD solutions were obtained in [37] . The CFD trajectory points are more densely spaced in the supersonic regime, as the pressure distribution is more sensitive to Mach number in this region [39] . The filled symbols mark additional Mach numbers, however no CFD was performed at those conditions. The CFD flow simulations were performed below Mach 14, as the EDM did not transmit any flight data during the blackout phase ending near Mach 14. † † Measured from the aeroshell nose a) b)
Fig. 10 a) Velocity and b) dynamic pressure on simulated EDM nominal trajectory, Mach numbers used in CFD (open symbols), and additional Mach numbers (closed symbols)
The off-nominal entry simulations have very similar velocity and dynamic pressure compared to nominal one, but significantly higher trim angles due to aerodynamic uncertainty. As the radial CG offset in the nominal case is already beyond the design value, it is not increased in the off-nominal case. We did confirm that an additional axial CG offset of 10 mm has negligible effect. Similarly, 5% perturbations of the MOI have no influence on the trim angle. Perturbations with respect to nominal aerodynamics are imposed based on the uncertainty bounds given in [21] . The values given here The angle of attack, sideslip angle, and total angle of attack are plotted in Fig. 11 , black lines are the trim angle about which the EDM oscillates, calculated to produce zero torque in the CG. Results for the 2-σ case are omitted from the sideslip angle for clarity. The beat pattern is a consequence of the non-zero off-axis MOI (see Table 2 ). In all cases, the angle of attack is much larger than the sideslip angle, consistent with the CG offset in the pitch plane.
In the off-nominal cases, the EDM trim angle is largest in the supersonic regime due to the moment uncertainty being high in that region. At about Mach 5, the total angle of attack reaches up to 8° (2-σ) and 11° (3-σ) . The CFD CFD modeling of the EDM pressure distribution was performed at Mach numbers of 2, 3, 4, 5, 7, 9, 11, and 14 shown
in Fig. 11 . The flow on the forebody of the EDM is laminar, therefore the viscous Euler equations were solved. In this paper, we assume the pressure distribution to be Mach independent above 14, i.e. we extrapolate the CFD to higher Mach numbers by assuming the pressure model constant. This approximation allows to extend the FADS analysis to the whole continuum flow regime, including peak dynamic pressure near Mach 18 or 30 km. It must be emphasized that the pressure distribution does change at higher Mach numbers, as seen for Pathfinder in [44] , where predictions of the pressure distribution are given for Mach 9, 16, and 22. Our CFD pressure model reproduces the Pathfinder results at Mach 9 and Mach 16 to within 1% (when the latter is compared to Mach 14) . However, towards Mach 22 the pressure has changed again by up to 2% from Mach 16 results. Therefore, using the pressure model analyze actual flight data is not recommended, and we will impose uncertainty on the CFD pressure model to emphasize this point.
a) b)
Fig. 13 CFD pressure model for EDM flight conditions, centerline pressure coefficients.
The CFD pressure model is plotted in Fig. 12-Fig. 13 against total angle of attack and port angle θ at several Mach numbers. Surface pressures are given for total angles of attack ranging from 0° to 10° in 0.5° increments.
Normalized pressure coefficients are extracted from CFD solutions on the EDM centerline, at port P0, and clocked along the radial distance of the off-center ports P1-P3 (see Fig. 1 ). The pressure distribution is less dependent on Mach number at hypersonic velocities above Mach 7, as expected. Pressure differences between windward and leeward side become smaller in the supersonic regime, which will have some consequences for FADS flow angle reconstruction. Other trends of the CFD pressure model are similar to those at wind tunnel conditions, described above in Section III.B.
CFD uncertainty affects the FADS reconstruction differently for density and flow angles. Because flow angles are sensitive to relative pressure differences, CFD errors that influence the whole pressure distribution are more important for density, i.e. the shock wave pressure ratio. Errors that influence the pressure variation across the forebody are more important for the flow angles. Table 3 gives the 3-σ uncertainties on the CFD pressure model used in the FADS flight study below. Firstly, 0.5% bias uncertainty is applied to the pressure distribution uniformly, representing errors on the shock wave pressure ratio. The uncertainty is high enough to account for the density scatter observed in the wind tunnel experiments, which could not be separated into CFD or experimental error (see Section III). Additional support for the 0.5% value was obtained by comparing the stagnation pressure of the CFD model to estimates from a 1-D normal shock solver. The latter is described in [35] and assumes thermochemical equilibrium like the CFD, it has been used to reconstruct atmospheric profiles from MSL pressure data.
Discrepancies between the 1-D solver and the CFD pressure model are less than 0.5% in hypersonic flight, and below Mach 5 reduce towards zero. Secondly, the CFD solutions above Mach 9 exhibited some wavy artefacts, which were carefully removed without changing the global pressure values in the model. The artefacts are caused by mesh discretization at the shock wave, leading to pressure waves that are damped out less when the shock is closer to the forebody at higher Mach numbers. Mesh uncertainty mainly affects the pressure distribution on the leeward side, downstream of the stagnation region. Regardless, the CFD mesh uncertainty in Table 3 is applied equally and independently at every off-center port location, to ensure that relative pressure differences across the forebody are perturbed to fullest extent. The mesh uncertainty is a function of Mach number and based on the maximum size of CFD corrections. These are 0.25%, 0.5% and 0.7% for Mach 9, 11, and 14, respectively. The corrections at Mach 9 were only 0.2%, but the uncertainty value was increased to lead to ±0.2° (3-σ) errors on α, β, the validation level obtained in the wind tunnel experiments. For the same reason, the mesh uncertainty is maintained at a constant 0.25% below Mach 9. Thirdly, the CFD solutions make several assumptions that were investigated in [37] . Assuming laminar flow and the Mars atmospheric gas composition have negligible effect on the pressure distribution, no uncertainty is assigned for these.
However, assuming chemical equilibrium above Mach 9 results in significant error at both centerline and off-center ports.
To quantify the consequences of neglecting NEQ chemistry, additional CFD was performed in [37] at zero angle of attack (3-D computations for positive αT were too time consuming). The NEQ uncertainty based on those solutions is negligible below Mach 9, but at Mach 14 reaches 1.4% on the centerline and 0.8% at off-center ports. Importantly, when the CFD pressure model is extrapolated above Mach 14, further variations in the gas chemistry are not considered. To account for this, the NEQ uncertainty is increased to 2% at Mach 15 and kept constant at higher Mach numbers. The 2% is based on the pressure variations between Mach 16 and Mach 22 predicted for Pathfinder in [44] . Early on in the trajectory, near 60 km, the atmosphere is very low density and the pressure distribution tends towards ideal gas behavior, referred to as frozen flow. Differences between the equilibrium CFD and non-reacting ideal gas solutions are given in [37] and amount to 2% again, hence the NEQ uncertainties in Table 3 also contain the influence of neglecting frozen flow.
A final consideration is that the CFD pressure model is used along a simulated EDM trajectory that assumes an aerodynamic model based on different CFD solutions [21] . The aerodynamic coefficients depend on the integrated pressure distribution, mainly on the forebody in hypersonic flight. If the FADS reconstruction of density and flow angles is used to validate an aerodynamic database, it is preferable for the pressure model to be consistent with the aerodynamics model, at least near the pressure ports. This is less important in the current work, which requires only a representative trajectory and attitude behavior to analyze FADS performance on its own. Nevertheless, we derived aerodynamic coefficients from the CFD presented here. Below Mach 5, the coefficients are in excellent agreement with the aerodynamics model from [21] . The axial force and moment coefficients are within 0.2 standard deviations of the aerodynamic uncertainty, and the normal force is within 0.6. All coefficients agree within the 1-σ uncertainty below Mach 9, while at Mach 11 and 14 the moment differs by up to 2.6 and 1.7 standard deviations, respectively.
At Mach 14 and below 2° total angle of attack, the axial force disagrees by up to 1.4 deviations. The reduced agreement at high Mach numbers is most likely due to neglecting non-equilibrium chemistry, already taken into account as a FADS uncertainty source in Table 3 . When using the aerodynamics from CFD in the nominal EDM simulation, the trim angle changes by only 1° near Mach 11, and is unchanged below Mach 8.
C. Synthetic pressure data
Using the dynamic pressure and flow angles from the nominal EDM entry simulation, synthetic FADS pressure data were generated using the CFD pressure model just described. These are shown in Fig. 14 as physical pressures and normalized pressure coefficients. The EDM trims at positive angles of attack, so ports P2 and P3 are on the leeward side and measure the lowest pressures. Notice that the pressures at P2 and P3 are not the same, indicating that the EDM trims in a pitch plane that does not contain P1 exactly (see Fig. 1b ) given the off-design CG location.
Pressures at P2 are higher than at P3, because the former is closer to the stagnation point. Below about Mach 9, the pressure coefficients become smaller and approach each other in magnitude, especially at off-center port locations.
The overall reduction is due to the decreasing Mach number in the supersonic regime, see Fig. 12 , which weakens the shock and its pressure increase. Meanwhile, the total angle of attack also decreases (see Fig. 11c ), reducing pressure differences across the forebody by making the distribution more axially symmetric.
a) b) Fig. 14 Synthetic FADS data for nominal trajectory a) in physical units and b) normalized.
To evaluate the sensitivity of FADS pressure ports to density and attitude, we generated synthetic data while imposing 0.1° deviations on α, β and 0.2% on density. Fig. 15 shows the resulting FADS sensitivities to angle of attack, sideslip angle, and atmospheric density. The sensitivities are different at every port, as they measure the pressure distribution at unique locations. Port P3 in Fig. 15a is most sensitive to angle of attack, due to its location on the leeward side farthest away from the stagnation region. The sensitivity is negative because larger α corresponds to lower leeward pressure. Port P2 in Fig. 15b is most sensitive to sideslip angle, as it is farthest from the aerodynamic trim plane. Large β correspond to low pressures at port P3, so again the sensitivity is negative.
While P2 and P3 have the highest sensitivity to the flow angles, every off-center port provides information on attitude. Even port P0 on the vehicle centerline is influenced by α but least sensitive overall, as expected.
Interestingly, the FADS sensitivity to attitude in Fig. 15a -b decreases rather strongly near 25 km or Mach 10, and continues to reduce in the supersonic regime. This is consistent with the increasing shock stand-off distance and reducing total angle of attack, as discussed for Fig. 14. The FADS sensitivity to density is shown in Fig. 15c , where the centerline P0 and off-center P1 are slightly more sensitive, because the pressure at these ports is greatest. Port P1 measures high pressures due to the positive angle of attack, combined with the stagnation pressure region extending onto the conical part of the heat shield (see Fig. 1b ).
Although P2 and P3 measure slightly lower pressures, their sensitivities are very similar, because the atmospheric density has a global effect on the pressure distribution. 
D. Monte Carlo uncertainty analysis
We now quantify the FADS reconstruction uncertainty along the simulated EDM trajectory, between 60 km and 9 km, by processing the synthetic pressure data in a Monte Carlo of 1000 reconstructions. Gaussian errors are imposed on the flight data and CFD pressure model. The IMU relative velocity, which assumes zero winds, is perturbed with MCD wind profiles from Fig. 9 , scaled by a zero mean normal distribution of ±1.2 (3-σ) . The IMU altitude used in Eq. (2) is assumed to be known perfectly. Initial guesses for α, β, and ρ∞ in the FADS solver (see Fig. 3 ) are taken from the FADS results at previous trajectory points, starting at 60 km with perfect values. The CFD pressure model uncertainty has been described in Section IV.B (see Table 3 ). CFD errors that depend on the Mach number are generated at one Mach value and then scaled consistently along the trajectory. CFD bias errors are applied uniformly to the pressure distribution, and errors at off-center port locations are generated independently for every port. This ensures that they influence the FADS flow angle reconstruction by influencing the relative pressure distribution.
The sensor uncertainties are modeled as a combination of sensitivity and bias error. While the bias can be eliminated before entry, in the vacuum of space, a residual bias error will accumulate during flight due to temperature effects and hysteresis. Calibration of the EDM pressure sensors by industry provides some information on residual bias, involving one thermal cycle in which pressure calibrations were carried out at 23, -50, 140, and 23°C. The results suggest a temperature dependence of the bias of -3 Pa/°C. We combined this value with temperature increases from the actual flight, measured on the back of the heat shield [12] . The temperature increases are 4 and 8 °C at off-center and centerline ports respectively, resulting in bias errors of at most 24 Pa near parachute deployment. This corresponds to 0.10% on the full scale range of 25 kPa. We increased the value to 0.15% to account for hysteresis, which was not investigated in the calibration. In the Monte Carlo analysis, the maximum bias error at every port is randomly distributed as ±0.15% (3-σ) and increases linearly from zero at the initial entry state. The bias can then reach ~40 Pa, which is comparable to the largest bias error of 47 Pa observed in the post-flight analysis of MSL [9] . It should be mentioned that the FADS instrumentation on MSL generally performed much better, with other biases being on the order of 5 Pa. However it was also calibrated more rigorously, e.g.
by accurately determining the temperature dependency of pressure errors [13] . The sensitivity uncertainty for the EDM is assumed as 0.6% (3-σ) which is the mean sensitivity change in the calibration before and after thermal cycling, at 23°C.
The largest variation was 1% while fitting a temperature dependence as done for bias predicts variations of only 0.2%, the value of 0.6% lies between these possibilities.
Monte Carlo uncertainties on the FADS reconstruction are plotted against geodetic altitude and Mach number in Fig. 16 . Uncertainty due to the pressure sensors, CFD model, assuming zero winds, and the combined effect are included.
The combined uncertainty on the flow angles is largest below Mach 5, reaching 4° at Mach 2 due to accumulated sensor bias and the low dynamic pressure. By comparison, the density reconstruction is affected much less because the bias errors are uncorrelated between the ports and tend to cancel out. Nevertheless, the uncertainty on density reaches 5% due to ignoring winds: as the EDM velocity reduces the winds have more impact on IMU velocity. In fact, they result in significant density uncertainty during most of the entry, as they are mainly directed along the EDM trajectory (equatorial) and increase with altitude (see Fig. 9 ). By contrast, the flow angle uncertainty is independent of the winds. Regarding the CFD modeling uncertainty, there is a clear distinction between the trajectory above and below the Mach 14 region. At higher altitudes, the assumption of equilibrium flow and extrapolation of the CFD model are penalized with large uncertainties (see Table 3 ), exceeding those of the sensors. In this trajectory range, the combined uncertainty on the flow angles is almost constant at 1° and about 3% on density. In the lower trajectory range, the CFD is most accurate and below the sensor uncertainty, even for the density. Atmospheric pressure, temperature, and Mach number as derived with Eq. (1-3) from reconstructed density (see Fig. 3 ) are shown in Fig. 17 . The molecular weight and heat capacity ratio were given by MCD as function of altitude and assumed perfectly known. At 60 km, the hydrostatic boundary condition in Eq. (2) was assigned 5% uncertainty (3-σ) .
This uncertainty dominates the atmospheric reconstruction down to about 50 km and vanishes at lower altitudes, because p∞ increases exponentially towards the ground. Below 50 km, the p∞ uncertainty is similar to that on density in Fig. 16c , but influenced less by winds at low altitudes, reaching about 2.5%. As opposed to other relations used in the FADS method, the hydrostatic pressure integration depends on previous trajectory points and is able to propagate errors along the trajectory. The consequences of this are seen by comparing the contributions of CFD uncertainty on atmospheric density and pressure. After the density uncertainty has decreased rapidly below Mach 14, the large initial uncertainty is propagated to lower altitudes by the pressure integration while decaying. This is the typical response of integrators to a step signal. When p∞ and ρ∞ are divided through each other in the ideal gas law to reconstruct temperature, only common errors are able to cancel out, so the different uncertainties on p∞ and ρ∞ lead to an abrupt increase of the temperature uncertainty. A similar phenomenon occurs for the wind errors, which depend on altitude and have a complex effect on the temperature, even reducing to zero near 15 km. Finally, the Mach number uncertainty is driven by the pressure boundary condition above 50 km, and at lower altitudes by assuming zero winds. 
E. Discussion
Our results show that FADS performance for the EDM varies significantly along the trajectory. This is mainly the result of changes in the CFD uncertainty and the accumulation of residual bias on the pressure data. In the hypersonic regime above Mach 14 the CFD model is the main source of uncertainty, see Fig. 16 , because it was developed for lower Mach numbers and extrapolated to above 30 km. For the flow angles in the supersonic regime, residual bias errors essentially prohibit an accurate reconstruction below about Mach 3. This is seen in Fig. 18a- A less prominent feature of the flow angle uncertainties in Fig. 16a-b , is that they are not identical for the angle of attack and sideslip angle. Minimum uncertainties of 0.4° (3-σ) are reached for α compared to 0.6° for β. The influence of CFD and sensor uncertainties differs slightly along the trajectory, which is a consequence of having only four pressure ports on the EDM, combined with their sensitivity to flow angles depending on their forebody location (see Section IV.C). In other words, the flow angle uncertainty becomes dependent on the attitude itself. In the present case of large CFD uncertainties above Mach 14, or large measurement errors below that, this aspect is of secondary importance. However if these uncertainties were reduced, it is likely that a greater number of FADS ports would be required to reach the performance of e.g. MSL, which achieved 0.3-0.5° (3-σ) for both flow angles [13] .
Indeed, the wind tunnel experiments in Section III demonstrated consistent accuracy of ±0.2° using 9 pressure ports, given low CFD and pressure data uncertainties.
Assuming zero winds has negligible effect on the reconstructed flow angles, but this also means that the latter contain little information for wind estimation by combination with IMU data, as done for MSL [9] . On the other hand, the atmospheric reconstruction is strongly affected by the winds along the entire trajectory. It should be noted that missing wind information is not specific to the FADS method, but plays the same role in atmospheric reconstructions based on IMU flight data. When both FADS and IMU data are available, the value of a FADS can be judged by its ability to reconstruct density more accurately than the uncertainty on aerodynamic forces, which affect IMU reconstructions.
Above Mach 10 the FADS reconstruction is about as accurate as the 3% uncertainty on the axial force coefficient. The aerodynamics uncertainty increases to 10% below Mach 5, while that on the FADS stays under 5%. This means that the FADS on the EDM is sufficient to confirm other atmospheric reconstructions, but not likely to offer improved accuracy. In the hypersonic regime this is not only due to the winds, but also because the pressure model does not include NEQ chemistry. Heat shield ablation and deformation were also not neglected, as we have no such information for the EDM. The chemistry affects overall FADS performance, while ablation should be most important for the flow angle reconstruction.
V. Conclusion
We presented a method to estimate the attitude and atmospheric conditions from forebody surface pressures measured during entry, using a Flush Air Data System. The angle of attack, sideslip angle, atmospheric density, pressure, temperature, and Mach number are reconstructed by combining the pressure data with a CFD pressure model. The FADS method also requires the relative velocity and altitude, here provided by IMU. We studied the performance of the method in a hypersonic wind tunnel and along a simulated ExoMars EDM trajectory. The wind tunnel experiments were used to validate the CFD pressure model and methodology, by reconstructing the flow angles and density. The flow angles are in excellent agreement of ±0.2° with reference values from the wind tunnel sting mechanism. While much attention was paid to reduce experimental uncertainty, see the companion paper [37] , it is still possible for the CFD pressure model to be more accurate than could be proven experimentally. The density reconstruction was only validated qualitatively, but showed no unusual behavior.
In the EDM flight study, the FADS performance is adequate at least above Mach 5, with flow angle uncertainties of about 1° (3-σ) and density uncertainties of 1-3%. In the hypersonic regime above Mach 14, about half of the total uncertainty is due to assuming equilibrium chemistry in the CFD pressure model, which could be resolved with additional CFD computations. However, this is not much of an issue for the EDM post-flight analysis, as no flight data were retrieved during the blackout period above Mach 14. In the supersonic regime, bias errors on the pressure data result in large uncertainty on the flow angles starting near Mach 10, and become problematic below Mach 3
where they reach 4°. This underlines the importance of sensor calibration, which for the EDM is less accurate than the state of the art. The impact of biases and other errors can also be reduced by installing more FADS pressure ports (as was demonstrated in the wind tunnel experiments). Some unexpected features were found in the FADS uncertainty analysis, i.e. the increase of temperature errors due to the delayed response of atmospheric pressure to changing density errors, and the dependence of flow angle errors on the wind-relative attitude itself. Given the magnitude of other errors however, these are of secondary importance for the EDM.
Overall, the FADS instrumentation is useful to constrain both the flow angles and atmospheric conditions along the trajectory. The main difficulty for flow angles reconstruction are pressure bias errors in the supersonic regime.
The main challenge for atmospheric reconstruction is the consequence of assuming zero winds. As the EDM trajectory is aligned with the dominant wind direction, the relative velocity from IMU is the primary error source for atmospheric density, pressure, and temperature. In post-flight analysis, it may be worthwhile to assume wind profiles from an atmospheric model.
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