A circadian clock governs most aspects of mammalian behavior. Although its properties are in part genetically determined, altered light-dark environment can change circadian period length through a mechanism requiring de novo DNA methylation. We show here that this mechanism is mediated not via cell-autonomous clock properties, but rather through altered networking within the suprachiasmatic nuclei (SCN), the circadian ''master clock,'' which is DNA methylated in region-specific manner. DNA methylation is necessary to temporally reorganize circadian phasing among SCN neurons, which in turn changes the period length of the network as a whole. Interruption of neural communication by inhibiting neuronal firing or by physical cutting suppresses both SCN reorganization and period changes. Mathematical modeling suggests, and experiments confirm, that this SCN reorganization depends upon GABAergic signaling. Our results therefore show that basic circadian clock properties are governed by dynamic interactions among SCN neurons, with neuroadaptations in network function driven by the environment.
A circadian clock governs most aspects of mammalian behavior. Although its properties are in part genetically determined, altered light-dark environment can change circadian period length through a mechanism requiring de novo DNA methylation. We show here that this mechanism is mediated not via cell-autonomous clock properties, but rather through altered networking within the suprachiasmatic nuclei (SCN), the circadian ''master clock,'' which is DNA methylated in region-specific manner. DNA methylation is necessary to temporally reorganize circadian phasing among SCN neurons, which in turn changes the period length of the network as a whole. Interruption of neural communication by inhibiting neuronal firing or by physical cutting suppresses both SCN reorganization and period changes. Mathematical modeling suggests, and experiments confirm, that this SCN reorganization depends upon GABAergic signaling. Our results therefore show that basic circadian clock properties are governed by dynamic interactions among SCN neurons, with neuroadaptations in network function driven by the environment.
INTRODUCTION
Neurons in many parts of the brain show functional adaptations in response to the signals they receive. Such neuroplasticity is the basis not only for memory, but for numerous other cognitive and emotional responses (Marsden, 2013) . As in higher-order cognitive function, the process of biological timing is also markedly plastic. However, the mechanisms of this plasticity remain mostly unexplored.
Circadian clocks control and synchronize most behavioral and physiological processes of the organism to the 24 hr solar day. The fundamental unit of circadian timing is cell autonomous: at the molecular level, circadian clocks are based primarily upon interconnected transcription-translation feedback loops that function within nearly every cell of the body. Anatomically, these clocks are hierarchically organized under a master clock located in the suprachiasmatic nuclei (SCN) of the hypothalamus, a network of several thousand neural clock cells (Brown and Azzi, 2013) . SCN neurons are divided into at least two distinct populations-a ventral (vSCN) ''core'' region that receives retinal projections, and a dorsal (dSCN) ''shell'' that projects to other brain areas (Antle and Silver, 2005) . These regions form a circuit that is locally and regionally coupled via multiple signaling mechanisms that confer robustness and precision to the SCN clock mechanism (Abraham et al., 2010; Herzog et al., 2004; Liu et al., 2007) .
Genetic alterations of clock properties at the molecular level produce corresponding changes in daily behavioral rhythms (Lowrey et al., 2000; Toh et al., 2001) , which have been localized to the SCN rather than elsewhere in the brain or body (Low-Zeddies and Takahashi, 2001; Ralph et al., 1990 ). Epigenetic changes are similarly possible: we and others have shown previously that exposing genetically identical mice to non-24 hr light: dark cycles (''Zeitgeber periods,' ' Aschoff and Pohl, 1978) results in stable changes of endogenous free-running period lasting several months, termed ''aftereffects'' (Pittendrigh and Daan, 1976) , which depend on dynamic DNA methylation in SCN cells (Azzi et al., 2014) . Plasticity in circadian period appears to be a conserved property of the mammalian timing system, as similar behavioral effects have been observed in humans (Scheer et al., 2007) . Effects of other changes in light-dark cycle, such as changes in the proportion of light and dark within the 24 hr day (photoperiod, which is seasonally variant in nature) or erratic light-dark cycles, have also been examined. For example, DNA methylation also plays an important role in regulating seasonal endocrine changes (Stevenson and Prendergast, 2013) . However, unlike the ''zeitgeber periods'' mentioned above, neither photoperiod nor erratic light-dark cycles have shown significant long-lasting period aftereffects (Pittendrigh and Daan, 1976) .
In rodents, SCN function has been studied using ex vivo systems, where changes in clock properties are revealed using realtime fluorescence or bioluminescence monitoring of SCN slices from transgenic rodents: PER1:GFP (Kriegsfeld et al., 2003) , Per1-luc (Stokkan et al., 2001) , Bmal1-luc (Nakajima et al., 2010; Nishide et al., 2006) , and PER2::LUC mice (Pendergast et al., 2010; Yoo et al., 2004) each have reporter gene expression timed by endogenous clock properties. The topology of SCN networks examined with these tools shows remarkable plasticity. For example, we and others have shown that the molecular clocks of SCN neurons change their phase in a region-specific manner after changes in the light:dark cycle (Evans et al., 2013; Nagano et al., 2003; Nakamura et al., 2005; Sellix et al., 2012) . The circadian period length in SCN slices normally correlates tightly with behavioral period length (Liu et al., 1997; Yoo et al., 2004; Myung et al., 2012) . Surprisingly, however, in the case of altered day-night period (light:dark cycle length longer or shorter than 24 hr), the period length of SCN slices shows an inverse correlation with behavioral period Molyneux et al., 2008) . To date, changes in light:dark cycle length remain the only entrainment condition that causes a dramatic mismatch between ex vivo and in vivo rhythms. Here, we report that SCN regional coupling is dynamically modulated to reprogram global clock properties, providing a mechanism for this mismatch as well as a surprising and elegant epigenetic path by which the local environment can stably alter SCN period. This mechanism could provide a paradigm for understanding other forms of environment-related changes in behavior.
RESULTS
Altered Light:Dark Cycle Length Temporally Reorganizes the SCN Network Male PER2::LUC mice (Yoo et al., 2004) were entrained to light: dark cycles either 22, 24, or 26 hr in length (T22, T24, or T26) for 6 weeks. Daily rhythms were influenced by cycle length in a manner consistent with previous work (Pittendrigh and Daan, 1976) . Notably, upon release into constant darkness, T22 mice displayed free-running rhythms with the shortest period, whereas T26 mice had the longest period ( Figures 1A and 1B) .
Further, the timing of entrained rhythms was altered by cycle length, with T22 mice displaying the latest times of activity onset and T26 mice the earliest (Figures S1A and S1B), which is also expected (Pittendrigh and Daan, 1976) . To directly investigate the neural basis of these period aftereffects, we collected SCN slices from T22-, T24-, and T26-entrained mice for ex vivo realtime bioluminometry. In these SCN slices, the inverse correlation described above is evident between period length in vivo and ex vivo ( Figures 1C and 1D ), as reported previously Molyneux et al., 2008) . The effect was specific to the SCN because peripheral tissues such as the liver did not display PER2::LUC rhythms with an inverse period aftereffect (Figure S1C ; Molyneux et al., 2008) .
The observation that the circadian periods at the behavioral and neural levels do not match is inconsistent with the longheld theory that cell-autonomous circadian period of SCN cells determines behavioral period (Herzog et al., 1998; Low-Zeddies and Takahashi, 2001; Ralph et al., 1990) . Therefore, we next used real-time bioluminescence imaging to investigate the impact of cycle length on the spatiotemporal function of the SCN network. Cycle length induced a clear phase separation among SCN sub-regions that was organized in complementary manner in T22 versus T26 ( Figures 1E and 1F ). Relative to the dSCN, the phase of PER2::LUC rhythms in the vSCN was significantly earlier in T22, but later in T26 ( Figures 1E and 1F ). Similar cycle-induced changes in regional phase were evident throughout the rostrocaudal SCN ( Figure S2A) . Surprisingly, regional phase differences became more pronounced each successive day in vitro ( Figure 1G ), suggesting that cycle length altered period in a region-specific manner ( Figure 1H ). In cultured SCN slices, vSCN showed a shorter period in T22 than in T26 (p = 0.02), whereas dSCN showed a shorter period in T26 than in T22 (p = 0.02) ( Figure 1H ). In T24, both periods were around 24 hr, and phase differences were less pronounced ( Figure 1H ). Therefore, in SCN slices, the period of the vSCN subregion showed a positive correlation with cycle length, whereas the dSCN showed a negative relationship with cycle length ( Figure S3 ). Thus, the inverse period aftereffect is a region-specific feature of the SCN network, with the period of the dSCN likely dominating the period of field rhythm of the whole slice measured with luminometry ( Figures 1C and 1D ) due to its relatively larger size and stronger bioluminescence signals ( Figure S2B ).
Light:Dark Cycle Length Drives Region-Specific Methylation Changes
We have previously demonstrated that different light:dark cycle lengths result in dynamic changes in DNA methylation within the SCN that globally alter transcription of both clock genes and non-clock genes (Azzi et al., 2014) . Given that light:dark cycle length produces region-specific changes in phase, we decided to re-examine DNA methylation in the SCN separately for dorsal and ventral regions. Consistent with the phase polarization observed in Figure 1 , in fact different sets of genes showed methylation changes in dorsal versus ventral regions (Figures 2A and 2B ). Far greater changes were observed in vSCN than in dSCN (Figures 2A and 2B ; p < 0.001), which makes sense because of the innervation of vSCN by the retinohypothalamic tract, the source of light input (Hannibal and Fahrenkrug, 2004; Lokshin et al., 2015) . Hierarchical clustering showed that whereas DNA methylation in the dSCN under different cycle lengths formed one cluster, methylation in the vSCN formed a second more diverged cluster ( Figure 2C ). Examining the families of genes whose methylations were altered, the most significant categories were neurotransmitter receptors and ion channels (Figure 3) , each represented by a family of multiple genes including several potassium, calcium, and GABA channels ( Figures S4 and S5) . Collectively, these ontological analyses reinforce the idea that altered light:dark cycles might change networking within the SCN.
SCN Interregional Communication Drives Aftereffects
As demonstrated by many labs, the period length of a circadian oscillator determines its phase under entrained conditions (Brown et al., 2008) . To explain our data, the easiest explanation would therefore be that cellular epigenetic changes altered cellular period lengths, especially within vSCN, thereby driving phase differences. To test this hypothesis, we prepared SCN coronal slices from mice entrained to T22, T24, and T26, and then using a surgical knife, we physically separated SCN slices into approximate vSCN and dSCN regions. Unexpectedly, periods of the physically separated SCN sub-regions did not show significant differences relative to each other or among the three conditions of T22, T24, and T26 ( Figures 4A and 4B ). This result suggested that the changes in SCN period documented above were not mediated by region-specific changes in cellular period, but rather by changes dependent upon communication between SCN sub-regions.
Action potentials and neuropeptides are the main signals exchanged among SCN neurons (Albus et al., 2005; Harmar et al., 2002) . To directly examine the role of intra-network signaling in determining cycle-related changes in period, we cultured coronal SCN slices of T22, T24, and T26 mice in the presence or absence of 2 mM of tetrodotoxin (TTX) to block voltage-gated sodium channels (Noda et al., 1986) , and thereby inhibited the firing of action potentials and the synaptic release of SCN coupling factors (Earnest et al., 1991) . Consistent with a primary role for neural communication rather than cell-autonomous clock properties in driving cycle lengthdependent period changes, blocking synaptic communication with TTX induced SCN period relaxation to the inverse of what was observed in its absence ( Figures 4C and 4D) . Concomitantly, region-specific differences in both period and phase in SCN slices from T22 and T26 animals were relaxed ( Figures 4E  and 4F ).
Mathematical Modeling Predicts a Role for GABA Signaling
To investigate how plasticity in regional coupling could drive the observed effects of cycle length on period, we created a mathematical model in which vSCN and dSCN oscillators are connected via two complementary coupling mechanisms that have been revealed experimentally: one mechanism that synchronizes oscillators and another mechanism that desynchronizes oscillators close in phase (Evans et al., 2013; Freeman et al., 2013a) (Figure 5A ). The relative strengths of the two coupling mechanisms in the model depend on the cycle length, and only the coupling signals sent by the vSCN oscillator are assumed to adapt to the photic condition. The detailed model is described in Supplemental Information. Modeling an intact SCN, the system exhibits a delayed phase of entrainment, with the core (vSCN) leading the shell (dSCN) under T22, and an aftereffect of a shortened period (22.9 hr). Under T26, the shell (dSCN) precedes the core (vSCN) and displays an advanced phase of entrainment with a lengthened period (24.5 hr) upon release to constant darkness ( Figure 5B ), reproducing what is observed for mouse behavior in vivo ( Figures 1A, 1B, and S1 ). By contrast, the model's simulation of an SCN explant (weighted sum of 30% core and 70% shell) shows the reverse: in effect, transient dynamics due to the reduced synchronization in the slice lead to an apparent lengthening of the period following T22 and shortening following T26 ( Figure 5C ), as observed in SCN slices (Figures 1C and 1D) . The model also accurately anticipates the differences in relative phase ( Figure 5B ) and in SCN explant period ( Figure 5D ) that we observed when comparing T22, T24, and T26 conditions. These modeling results demonstrate that changes in global period length can be achieved by changes in coupling alone, without changing the intrinsic period of the underlying oscillators, and that complementary coupling signals may play an essential role in environmental adaptation.
From this model, a significant prediction also emerges: in particular, the desynchronizing coupling signal should play a critical role in the generation of period aftereffects, providing a counterbalance to the synchronizing signal to facilitate greater adaptability of the SCN network. Experimentally, it has long been known that that GABAergic signaling plays a critical role in maintaining phase relationships among SCN neurons (Albus et al., 2005) and that desynchronizing signals can be GABAergic Evans et al., 2013; Freeman et al., 2013a; Myung et al., 2015) . Furthermore, the phase response curve for tonic GABA excitatory and inhibitory stimuli predicted by the detailed model of DeWoskin et al. (2015) supports the notion that excitatory neurotransmission may act as a synchronizing coupling function, while inhibitory neurotransmission may act as a desynchronizing coupling function, analogous to the complementary coupling mechanisms in our simple model.
To test the prediction that GABA signaling is necessary to maintain reverse period aftereffects in vitro, we cultured SCN slices from PER2::LUC mice exposed to T22, T24, and T26 in the presence or absence of the GABA A receptor antagonist gabazine (10 mM), which acts as an allosteric inhibitor (Ueno et al., 1997) . Consistent with previous findings, gabazine had no effect on SCN period from T24 mice (Freeman et al., 2013b) . However, gabazine treatment induced complete relaxation of SCN period from mice entrained to T22 and T26 back to T24 values ( Figures 6A and 6B) . Therefore, we conclude that GABAergic plasticity is necessary to maintain adaptation to light:dark cycle length.
DNA Methylation Is Necessary for Reverse Period Aftereffects In Vitro
Finally, if regional DNA methylation plays an important role in maintaining the SCN phase polarization that we observed, then it might be expected that inhibition of de novo DNA methylation would lead to relaxation of these changes and suppression of the reverse period aftereffects caused by SCN regional phase polarization. In fact, this is exactly what we observe: whereas treatment of SCN slices with zebularine (an inhibitor of DNA methylation) does not alter period in T24-entrained mice, treatment of slices from either T22-or T26-entrained Figures S4 and S5 . Negative Log of p value plot showing the top ten terms associated with molecular function of differentially methylation regions using the ENRICHR tool (Chen et al., 2013; Kuleshov et al., 2016). mice results in relaxation of their circadian period toward 24 hr ( Figures 6C and 6D) .
DISCUSSION
Within the circadian system, many environmental influences act directly upon components of the cellular molecular clockwork. For example, light cues induce expression of PER proteins (Gau et al., 2002; Oster et al., 2003) , and metabolic cues activate sirtuins (Asher and Schibler, 2011; Nakahata et al., 2008) . We show here that light:dark cycle length can stably alter circadian clock period epigenetically, not by modifying the intrinsic properties of cellular clocks, but by spatiotemporal reorganization of the SCN neural network.
SCN region-specific changes in the timing of clock gene expression have been documented previously (Evans et al., 2013; Inagaki et al., 2007; Myung et al., 2015) . These works focused upon photoperiod as a model system, varying the amount of light and darkness within the 24 hr day. As in this paper, the authors of these studies demonstrated that short or long photoperiod modulates regional phase polarization within the SCN. Further, different cell populations along the antero-posterior SCN axis tracked light onset or offset (Inagaki et al., 2007) , much as ventral regions tracked T cycles in our study. Crucially, however, photoperiodic changes do not induce significant or Figure 1E . (F) Quantification of regional period differences for SCN slices cultured with or without 2 mM TTX. y axis, period of the dSCN subtracted from the period of the vSCN. Statistics-Vehicle: 1w-ANOVA F(2,28) = 11.28, p < 0.0001; TTX: 1w-ANOVA F(2,28) = 5.22, p < 0.05; * Tukey's HSD test, p < 0.05. Errors bars are mean ± SE. long-lasting period aftereffects (Pittendrigh and Daan, 1976) , suggesting that the mechanisms maintaining these network reorganizations might be different from those we characterize here.
Similar to manipulating light:dark length, however, these other paradigms established a strong role for GABA in maintaining phase relationships among SCN neurons (Albus et al., 2005; DeWoskin et al., 2015; Evans et al., 2013; Freeman et al., 2013a; Myung et al., 2015) . Indeed, in seasonal timing, the polarity of postsynaptic currents induced by GABA may be an important determining factor (Evans et al., 2013; Farajnia et al., 2014; Myung et al., 2015) . In other paradigms such as photoperiod, roles for additional coupling mechanisms such as neuropeptides like VIP (vasoactive intestinal polypeptide) have also been supported (Evans et al., 2013) . For light:dark cycle length, independent roles for different synaptic and neuropeptidergic coupling modalities will require additional studies.
Fascinatingly, our data suggest that changes in coupling and regional phase themselves can alter circadian period. The plausibility of such a mechanism is shown not only by our own model, but also by other theoretical frameworks Herzog et al., 2004; Oda and Friesen, 2002) . The overall picture that emerges is one in which cycle length epigenetically reprograms DNA methylation in the SCN. These modifications in turn lead to a change in coupling, triggering the network to reorganize to find a new phase and period equilibrium. In this way, changes in network topology result in changes to basic clock properties like period length.
Input-dependent changes to the firing properties of neural circuits are essential to most aspects of brain function, including cognitive and emotional processing (Malenka and Bear, 2004) . Our results show that neuroadaptations in the circadian clock in fact coopt some of these same paradigms. Moreover, although the processes that drive circadian timing and memory are quite different, the data we present suggest that essential characteristics of the adaptive process may be identical: DNA methylation has been shown to be important not only for stable responses of the circadian clock to environmental change (Azzi et al., 2014; Stevenson and Prendergast, 2013) , but also for long-term memory (Zovkic et al., 2013) and for changes in adult behavior as a consequence of maternal care (Weaver et al., 2004) . Thus, the process of environmental adaptation via first epigenetic changes and then circuit-level reorganization to elicit behavioral change may be a universal feature of the process of neuroadaptation that is conserved across a wide range of behavioral processes.
EXPERIMENTAL PROCEDURES
For further information, see Supplemental Experimental Procedures.
Animals
Details of strains and husbandry are available online. In brief, male PER2::LUC mice (Yoo et al., 2004) 4-6 weeks of age were exposed to one of the three lighting conditions: a standard 24 hr cycle (abbreviated T24) with 12 hr of light and 12 hr of darkness (LD 12:12), a short 22 hr cycle with LD 11:11 (T22), or a long 26 hr cycle with LD 13:13 (T26). After 6 weeks, mice were either sacrificed immediately or released into constant darkness (DD) for 5-7 days to verify altered free-running period, prior to tissue collection. All animal experiments were conducted in accordance with applicable veterinary law of the Zurich cantonal veterinary office and the NIH Guide for the Care and Use of Animals. Experiments were approved by the Zurich cantonal veterinary office and Institutional Animal Care and Use Committee of Morehouse School of Medicine.
SCN Cultures
For luminometry experiments, one coronal SCN slice (250 mm) was collected from the middle part of the SCN. For SCN imaging, three consecutive slices (150 mm thickness) were collected corresponding to the rostral, middle, and caudal SCN. Liver was excised and trimmed by hand with a scalpel. SCN and liver samples were cultured on a membrane (Millipore) in 1.2 mL medium containing 0.1 mM luciferin (Molecular Imaging Products, Bend, or Regies Technologies). For luminometry experiments, bioluminescence was collected in counts per minute for 5-6 days without medium change using a photomultiplier tube. For imaging experiments, SCN bioluminescence was monitored for at least 4 days using a Stanford Photonics XR Mega 10Z cooled intensified CCD camera and Piper software (Stanford Photonics). For drug treatments, tetrodotoxin (TTX; 2 mM, Tocris) or gabazine (GABAz; 10 mM, Tocris) were added to culture medium immediately upon dissection and remained in the culture medium for the duration of the recording.
Data Analysis
Wheel running rhythms were monitored and analyzed with the Clocklab data collection and analysis system (Actimetrics). Bioluminescence time series from photomultiplier tubes were analyzed with Lumicycle software (Actimetrics). For imaging data, PER2::LUC expression was mapped and analyzed using custom scripts in MATLAB 2014a (MathWorks), as described previously (Evans et al., 2011; Sellix et al., 2012) . Briefly, SCN phase maps were generated for each 12-pixel diameter ROI judged to exhibit a significant circadian rhythm, and cell-like regions of interest (ROIs) were located and extracted after background and local noise subtraction. Behavioral and PER2::LUC data were analyzed with one way ANOVA followed by Dunnett's or Tukey's HSD post hoc tests. Data in figures and text are presented as mean ± SEM.
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