A combinatorial theorem on families of disjoint sub-boxes of a discrete cube, which implies that there are at most 2 d +1 − 2 neighbourly simplices in d , is presented.
Introduction

A family of d -dimensional simplices in
d is neighbourly if the intersection of every two members is (d − 1)-dimensional. It has been repeatedly conjectured that the maximum cardinality of such a family is c d = 2 d (see [8] for further references). The conjecture is verified up to dimension 3 only. F. Bagemihl [2] proved that 8 ≤ c 3 ≤ 17. V. Baston [3] proved c 3 ≤ 9. The final step c 3 = 8 was made by J. Zaks [9] . The same author [8] showed by a clever construction that c d ≥ 2 d . It was M. Perles [7] Let V be the set of all just defined words v . As is easily seen, V satisfies the assumptions of our Theorem 1 with k = d + 1. Therefore, | | = |V | ≤ 2 d +1 − 2, as expected.
Main result
A key observation concerns boxes contained in {0, 1} n . It is a particular case of [6 
where
Proof. Let us define a sequence of functions f i : {0, 1} → {−1, 1}, i = 1, . . ., n, as follows:
where s is the cardinality of the set {i : A i = {1}}). Moreover, by the minimality of A and the definition of f we have,
Since also {0,1} n f = 0 and is a partition of {0, 1} n , we obtain
which completes the proof.
Let us emphasize that we shall exploit only the second part of our lemma. For every S ⊆ {1, . . ., n}, one defines the character χ S : {0, 1} n → {−1, 1} by
Let us remark that the function f defined in the course of the proof is simply equal to χ prop A . (The reader is referred to [4] for further information on characters.) Every box B ⊆ {0, 1} n can be encoded as a word w = w 1 w 2 · · · w n over the alphabet {0, 1, * } and conversely. The encoding is defined by the correspondence: {0} ↔ 0, {1} ↔ 1, {0, 1} ↔ * . From now on, we shall use the terminology of boxes and words interchangeable. All notions considered so far, as for example function B → prop B , translate to words in an obvious manner. THEOREM 1 Let 3 ≤ k < n be two integers. Let V be a set of words of length n over the alphabet {0, 1, * }. Suppose the following conditions are satisfied:
Two cases k = 1, 2 are excluded from our theorem. The first of them is obvious: If k = 1, then |V | ≤ 1. The following example shows that if k = 2, then the upper bound for |V | has to be at least 3:
We shall show that it is 3. Let us start with elementary operations over words. We consider two types of such operations: those induced by permutations, and those induced by complementations:
(α) If σ is a permutation of the set {1, . . ., n}, then the operation over words of length n induced by σ is defined by
(β ) Let c : {0, 1, * } → {0, 1, * } be given by c (0) = 1, c (1) = 0, c ( * ) = * . Every sequence γ 1 , . . ., γ n , where each γ i is equal to c or is the identity mapping on {0, 1, * } induces the mapping
defined on words of length n over the alphabet {0, 1, * }.
It is clear that if V is a set of words which fulfiles conditions (α 1 -α 3 ) of our theorem, then any set V ′ which results from V by consecutive applications of elementary operations also fulfiles (α 1 -α 3 ).
The cardinality of V ′ is equal to that of V . Therefore, we can always consider V ′ instead of V when we are looking for an estimate of |V |. We shall use such a replacement without further comments. Let us go back to the case k = 2. We may assume without loss of generality that u = 00 * · · · * belongs to V . By our assumptions, if v ∈ V and v = u, then * ∈ {v 1 , v 2 }. We may assume that v 1 = * . Then v 2 has to be 1, as v and u has to fulfil (α 2 ). Moreover, we deduce from (α 1 ) that there is exactly one i > 2 for which v i ∈ {0, 1}. Therefore, we may assume that v = * 10 * · · · * . Now, it is easily seen that if w ∈ V is distinct from u and v , then our assumptions enforce w to be equal to 1 * 1 * · · · * .
Proof of the theorem.
Let ǫ ∈ {0, 1, * }.
Claim 1. If there is i such that
We may assume that i = 1 and |V i 0 | < |V i 1 |. Let us consider two words of length n: ǫ * · · · * , ǫ = 0, 1. Let W ǫ = {ǫ * · · · * ∩v : v ∈ V and ǫ * · · · * ∩v = }.
It is easily seen that if x ∈ W ǫ is minimal (with respect to ), then , by our assumptions, W ǫ does not contain any other element equivalent to x . Thus, by Lemma 1, boxes belonging to W ǫ cannot cover ǫ * · · · * . Since the minimal cardinality of arbitrary box belonging to W ǫ is at least 2 n −k −1 , it follows that the uncovered part of ǫ * · · · * is a multiple of that number. The inequality |V i 0 | < |V i 1 | implies that the uncovered part of 0 * · · · * is of greater cardinality than that of 1 * · · · * . Thus, the uncovered by V part of the box * · · · * is greater than 2 n −k and is a multiple of 2 n −k . Consequently, it is at least 2 n −k +1 , which readily completes the proof of our claim. Therefore, we can further assume that |V i 0 | = |V i 1 | for every i . Suppose now that for some i , one has V i * = . Since V i ǫ cannot cover ǫ * · · · * , for ǫ = 0, 1, it appears that
Summing up, we may assume that
We may also assume that u = 0 · · · 0 * · · · * ∈ V . Clearly, prop u = {1, . . ., k }. Let δ be an arbitrary word of length n − k over the alphabet {0, 1}. Then u δ = 0 · · · 0δ is a sub-box of u. (In fact, it is a singleton of an element of u). Consider a new word * · · · * δ of length n. Let
Since u δ is an element of B δ , both sets A δ , B δ are nonempty. Moreover, u δ is a minimal (with respect to ) element of B δ , and there is no other members of the latter set equivalent to u δ . By Lemma 1,  there is an element w δ ⊆ * · · · * δ which is disjoint with all members of B δ so does with V , has an odd number p δ of occurrences of '1' in first k positions and is equivalent to u δ . Let
The set U δ is the uncovered part of the * · · · * δ. Therefore U = δ U δ , where the union extends over all words δ of length n −k over the alphabet {0, 1}, is the uncovered by V part of the n-box {0, 1} n = * · · · * . Since w δ ⊆ U δ , we have |U δ | ≥ 1. Clearly, the sets U δ are pairwise disjoint. Therefore, |U | ≥ 2 n −k . We have to show that |U | > 2 n −k in order to complete the proof of our theorem. (In other words, we have to find a word τ of length n − k over the alphabet {0, 1} so that |U τ | > 1). Conversely, suppose that U δ is a singleton for every δ. Since p δ is odd for every δ, we can split our reasoning into two cases: (1) there is δ for which p δ ≥ 3; (2) p δ = 1 for every δ. As the reasoning is the same in both cases to be discussed, we shall consider only the first of them. Let x be a word that belongs to such an x has at least two stars in the first k positions, it follows that the cardinality of x ∩ * · · · * τ is a multiple of 4. Therefore, there is a unique element of B τ which is of cardinality 1, while the others have their cardinalities divisible by 4. Since * · · · * τ is a multiple of 8, we conclude that |U τ | is at least 3, which validates our theorem if the first case takes place.
