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résumé et mots clés
Dans cet article, nous proposons un algorithme efficace de suivi d’un objet 3D dans une séquence d’images. Pour
cela, l’objet 3D est représenté par une collection d’images de référence. L’originalité de cette méthode est de ne
pas utiliser des primitives de haut niveau (points d’intérêt) pour suivre le déplacement de l’objet dans l’image mais
plutôt la différence de vecteurs de niveaux de gris entre le motif de référence suivi et le motif courant échan-
tillonné dans une zone d’intérêt de l’image. Le problème du suivi se ramène alors à l’estimation des paramètres
qui caractérisent les mouvements possibles de l’objet dans l’image par la détermination de matrices dites d’inter-
action apprises lors d’une phase d’apprentissage hors ligne, et cela pour chacune des vues de référence. La pre-
mière matrice lie les variations d’intensité lumineuse du motif de référence 2D de l’objet suivi à son déplacement
fronto parallèle (déplacement parallèle au plan image). Sous l’hypothèse d’un tel mouvement, l’aspect apparent
de l’objet suivi n’est pas modifié. Toutefois, sa position, son orientation planaire et sa taille peuvent changer. La
deuxième matrice relie les variations d’apparence du motif suivi suite à un changement d’orientation par rapport
au capteur (modification des angles de site et d’azimut). Nous montrons que l’utilisation en ligne de ces matrices
pour la correction de la position prédite de l’objet dans l’image et de l’estimation des variations d’aspect du motif
suivi correspond à un coût algorithmique très faible (multiplication d’une matrice par un vecteur) permettant une
mise en œuvre temps réel. De plus, nous évoquons le problème des occultations lors du suivi par une méthode de
seuillage adaptatif.
vision par ordinateur, suivi 3D, apparence, temps réel, occultation.
abstract and key words
In this article, we propose an efficient tracking algorithm to follow 3D objects in image sequences. 3D objects are
represented by a collection of reference images. The originality of this method is not to use high-level primitives
(points of interest) to follow the movement of the object in the image but rather the difference between the vec-
tors of gray-levels of the tracked reference pattern and the current pattern sampled in an area of interest. The trac-
king problem is reduced then to the estimate of the parameters representing the possible movements of the object
in the image by the determination of interaction matrices learned during an off-line training stage, and that for each
reference view. The first one relates the variations of intensity of the 2D current pattern to be tracked to its fronto
parallel movement (parallel movement to the image plane). The aspect of the pattern representing the tracked
object is not modified by this movement. However, the position, the orientation and the size of the pattern can chan-
ge. The second matrix relates the variations of appearance of the currently tracked pattern to a change of attitude
between the object and the camera (modification of the angular values in rolling and pitching). We show that the
on-line use of these interaction matrices for the correction of the predicted position of the object in the image and
the estimate of the variations of aspect of the tracked pattern allows a real time implementation of this algorithm
(a matrix multiplied by a vector). Moreover, we also show how the problem of occlusions can be managed.
computer vision, 3D tracking, appearance, real time, occlusion.
1. introduction
Nous nous intéressons, dans cette étude, au problème de suivi
d’objets mobiles 3D dans des séquences d’images, en se basant
sur l’apparence. Pour simplifier le problème, la localisation de
l’objet dans la première image est réalisée par l’opérateur lors de
l’initialisation du processus (notion d’interactivité). À l’origine
de ces travaux, se trouve un algorithme, développé au laboratoi-
re, qui permet de suivre le déplacement d’un motif visuel donné
dans un flot vidéo. Ce dernier a fait l’objet de publications [10]
[11] dans lesquelles la méthode de suivi est justifiée théorique-
ment et validée expérimentalement.
Le domaine applicatif visé est celui de la robotique manufactu-
rière où un bras manipulateur, muni d’une caméra sur son effec-
teur doit naviguer autour d’un objet [15] et optimiser la trajec-
toire d’approche permettant de réaliser sa saisie. Ces objets peu-
vent être de forme et de texture plutôt complexes (figure 1). 
Le suivi d’objet 3D est une tâche importante pour de nom-
breuses applications en vision artificielle. Deux approches prin-
cipales sont généralement distinguées. Les approches basées sur
la mise en correspondance de primitives visuelles utilisent des
caractéristiques locales comme des points, des segments de droi-
te, des arêtes ou des régions. Avec ces techniques, il est possible
de localiser l’objet [12] dans l’image courante et de prédire les
positions des caractéristiques dans les images suivantes, selon
un modèle de mouvement [9][24] et un modèle d’incertitude
[14]. Nous citons également les travaux de Strom et al. [20] et
Basu et al. [1]. Ils décrivent un système temps réel de suivi et
une modélisation 3D. L’idée directrice est de sélectionner un
ensemble dense de points caractéristiques. Ils sont ensuite mis
en correspondance d’images en images pour mettre à jour la
pose du modèle 3D. Pour cela, un modèle générique 3D poly-
gonale de l’objet est nécessaire. D’une manière générale, les
techniques de recherche de pose sont naturellement moins sen-
sibles aux occultations. En effet, elles sont basées sur des cor-
respondances locales. Si plusieurs correspondances sont man-
quantes, la pose peut encore être calculée.
D’autre part, les approches globales ou basées sur un motif uti-
lisent le modèle dans sa totalité. Le point fort de ces méthodes
est leur capacité à traiter des motifs complexes qui ne peuvent
être modélisés par des caractéristiques locales. Elles sont très
robustes et ont été énormément utilisées. Elles sont aussi appe-
lées sum-of-square-difference puisque elles consistent à minimi-
ser la somme des carrés des différences entre un modèle de réfé-
rence et une région de l’image. Une norme L2 est généralement
utilisée pour mesurer cette erreur. Historiquement, une
recherche exhaustive était utilisée. Mais cette stratégie n’est pas
applicable dans le cas de transformations plus complexes que
des translations 2D, qui nécessitent des espaces de paramètres
de dimensions supérieures. Des méthodes plus récentes posent
le problème comme un problème de minimisation non linéaire,
utilisant des algorithmes du type Newton ou Levenberg-
Marquard.
Darell et al. [4], Brunelli et al. [3] proposent de maximiser un
critère de corrélation entre un vecteur caractérisant le modèle de
référence et le contenu de l’image. Les temps de calcul, signifi-
catifs dans ce cas, peuvent être réduits en travaillant dans des
sous-espaces de la représentation initiale de l’image [23][16]
[17]. La limitation principale de ces approches est leur manque
de résistance au regard des occultations. Black and Jepson [2]
ont surmonté cette limitation en reconstruisant les parties occul-
tées. Ils remplacent la norme quadratique généralement utilisée
pour construire l’approximation de l’image dans l’espace propre
par une norme d’erreur robuste. Cette reconstruction revient à
une minimisation d’une fonction non linéaire, optimisée en uti-
lisant une méthode de descente de gradient simple. Ils utilisent
la même stratégie pour trouver la transformation paramétrique
alignant le motif sur l’image. Des travaux similaires reposant sur
l’utilisation d’espaces propres ont été réalisés par Shree K.
Nayar et al. [19], K. Deguchi et al. [22][5] pour le suivi d’objets
et du positionnement d’un robot par vision.
Plus récemment, de nouvelles méthodes efficaces de suivi ont
été proposées : le problème du suivi est formulé comme un pro-
blème de recherche du meilleur ensemble de paramètres (au
sens des moindres carrés) décrivant le mouvement et la défor-
mation de la cible au cours de la séquence. Dans ce cas, les
variations des paramètres sont écrites comme une fonction
linéaire d’une image de différence (la différence entre l’image
de référence et l’image courante). Cette approche est très 
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Figure 1. – Exemple d’objets que l’on souhaite suivre.
efficace car le mouvement peut être facilement déduit de l’ima-
ge de différence. Cootes, Edwards et Taylor [21] l’utilisent pour
estimer dynamiquement les paramètres d’un modèle de visage
en se basant sur l’apparence (modèle 2D). Hager et Belhumeur
[8] l’utilisent dans un contexte général pour le suivi d’objet,
pour des mouvements planaires affines. Seuls, quelques travaux
utilisent cette approche avec des transformations projectives [7]
[13], car ces dernières sont non linéaires et la taille de l’espace
des paramètres est trop importante.
Dans cet article, nous proposons un algorithme efficace de suivi
et de gestion des changements d’aspect d’un objet 3D dans une
séquence d’images. Pour cela, l’objet 3D est représenté par une
collection d’images 2D appelées vues de référence. Cette tech-
nique de suivi 3D comprend deux étapes.
Une phase d’apprentissage hors ligne est dédiée au calcul de
deux matrices d’interaction. La première lie les variations d’in-
tensité lumineuse du motif de référence 2D de l’objet suivi dans
une zone d’intérêt à son déplacement fronto parallèle. Par défi-
nition, un mouvement fronto parallèle est un mouvement tel que
l’objet se déplace dans des plans parallèles au plan image. Sous
l’hypothèse d’un tel mouvement, l’aspect apparent de l’objet
suivi n’est pas modifié; toutefois, sa position, son orientation
planaire et sa taille peuvent changer. Pour cela, nous supposons
également que la profondeur de l’objet par rapport à la distance
objet-caméra reste faible (utilisation d’une caméra à focale
longue). Ainsi, une translation 3D de l’objet dans la scène
(mouvement fronto parallèle) correspondra à une translation 2D
dans l’image. La deuxième matrice d’interaction, quant à elle,
relie les variations d’apparence du motif suite à un changement
d’orientation de l’objet par rapport au capteur (modification des
angles de site et d’azimut).
Une étape en ligne consiste à prédire la position de l’objet dans
l’image (en position, échelle et orientation), à multiplier la dif-
férence entre le motif observé à l’endroit prédit avec le motif de
référence qui doit être suivi par la première matrice d’interaction
pour corriger les erreurs sur les mouvements fronto parallèles de
l’objet dans l’image (figure 2). Le problème du suivi du motif
dans l’image se ramène alors à la correction des paramètres
d’une transformation géométrique planaire par la détermination
d’un vecteur d’offset. 
Une nouvelle différence entre le motif courant corrigé et le motif
de référence multipliée par la deuxième matrice d’interaction
nous donne les variations d’aspect du motif suivi par rapport au
motif de référence le plus proche dans la collection d’images
dues aux orientations 3D relatives (site et azimut) de l’objet
(figure 3). Nous pouvons ainsi changer de motif de référence
pour continuer à suivre l’objet dans l’image en temps réel vidéo
(moins de 20 millisecondes par itération). 
Compte tenu de la rapidité des traitements (multiplication d’une
matrice par un vecteur) par rapport à la vitesse de déplacement
des objets dans les séquences d’images, nous n’avons pas besoin
d’utiliser d’algorithme de prédiction de mouvement. En effet,
l’écart de position du motif entre deux images successives reste
compatible avec les variations apprises lors de la phase d’ap-
prentissage. Quant au choix de décomposer le déplacement 3D
de l’objet en plusieurs mouvements, il sera justifié par la suite,
lors du développement théorique de la phase d’apprentissage
hors ligne des matrices d’interaction.
Cet article se décompose en quatre parties. Dans un premier
temps, nous voyons comment modéliser l’objet 3D et son appa-
rence, puis nous développons le suivi 3D en plusieurs points.
Tout d’abord, nous définissons les paramètres qui caractérisent
les mouvements possibles de l’objet dans l’image et leurs 
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Figure 2. – Correction des mouvements fronto parallèles du motif 
suivi dans l’image.
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Figure 3. – Calcul de l’angle de site α en fonction du changement d’aspect
du motif courant suivi.
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interprétations géométriques dans le suivi, puis nous introdui-
sons la notion de matrices d’interaction calculées lors d’une
phase d’apprentissage hors ligne ainsi que l’évaluation des per-
formances de la méthode et terminons par la gestion du passage
d’un motif de référence à l’autre. Dans une troisième partie,
nous présentons des exemples concrets de suivi 3D d’objets
volumiques sans occultation. Les occultations sont ensuite
prises en compte par une méthode de seuillage adaptatif, qui fait
l’objet de la dernière section.
2. modélisation de 
l’apparence de l’objet 3D
L’apparence d’un objet rigide dans une image dépend de sa
forme, de sa réflectance [18], de sa pose et des conditions d’illu-
mination de la scène qui varient au cours du suivi.
2.1. construction du modèle d’un objet 3D
Dans notre approche de suivi, un objet 3D est représenté par une
collection d’images 2D appelées vues de référence. Chacune de
ces images représente un des motifs de référence de l’objet 3D
à un instant du suivi pour une position caméra/objet donnée. 
Ces images permettent d’effectuer le suivi 2D du motif.
L’acquisition de vues intermédiaires nous permettra alors d’es-
timer les variations d’aspect du motif courant dans l’image par
rapport au motif de référence suivi.
En pratique, nous utilisons une table à déplacement micromé-
trique pour photographier nos objets 3D et créer nos collections
d’images 2D (figure 4). Cette table, commandée à distance, per-
met de contrôler précisément la pose de l’objet dans l’image.
Par exemple, pour les résultats présentés dans cet article, les
vues de référence de la canette de soda sont acquises tous les 
10 degrés en site sur 360 degrés et les vues intermédiaires tous
les degrés (36 vues de référence pour un total de 361 images
dans la base). Les vues de référence de la figurine sont acquises
aussi tous les 10 degrés en site et azimut sur une portion de sphè-
re (α = – 40 à + 40 degrés et β = – 30 à + 30 degrés), les vues
intermédiaires tous les 2 degrés (63 vues de référence pour un
total de 1 911 images).
La disposition des différentes vues de référence dans la collec-
tion d’images dépend fortement de la forme et du volume de
l’objet entraînant une variation plus ou moins importante de
l’aspect du motif courant sans pour autant perdre des points
caractéristiques du motif de référence suivi.
2.2. représentation de l’apparence 
d’un motif
Nous souhaitons représenter le motif à suivre par un vecteur 
de forme (vecteur de niveaux de gris de dimension N où N est
le nombre de points échantillonnés) et que cette représentation
soit indépendante de la position, de l’orientation et de l’échelle
du motif dans l’image. Pour cela, nous proposons d’échantillon-
ner le motif à l’intérieur d’une zone elliptique (figure 5).
Les points où sont prélevés les niveaux de gris (points blancs sur
la figure 5) sont répartis sur un ensemble d’ellipses concen-
triques échantillonnées de la plus petite à la plus grande.
L’ensemble des valeurs échantillonnées (niveaux de gris tou-
jours numérotés dans le même ordre) est alors stocké dans le
vecteur de forme. Pour notre application, le vecteur de forme
comprend 373 points échantillonnés sur 15 ellipses.
Ainsi quelle que soit la position, l’orientation et la taille du
motif, sa représentation vectorielle après échantillonnage sera
sensiblement la même, puisque les valeurs de niveaux de gris
enregistrées sont positionnées dans un repère lié à l’ellipse et par
conséquent au motif. Nous réalisons donc à la fois un échan-
tillonnage local d’une région d’image et global du motif. Le
nombre de points échantillonnés dépend plus particulièrement
de la méthode de sélection envisagée et de l’apparence de l’ob-
jet que l’on désire suivre.
La position et la forme de l’ellipse sont définies par un vecteur
à cinq paramètres correspondant à la position du centre
(Xc, Yc) , l’orientation (θ) et les longueurs du grand et du petit
axe (R1, R2) . Par la suite, nous poserons R2 = k ∗R1 où k est
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Figure 4. – Acquisition d’une collection d’images 2D 
pour la modélisation d’objets.
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Figure 5. – Échantillonnage du motif à l’intérieur d’une ellipse.
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un ratio connu et fixé lors de la phase d’apprentissage pour avoir
un seul facteur d’échelle. La représentation géométrique de ce
vecteur est rappelée figure 5. Le choix de prendre une ellipse
comme zone d’échantillonnage du motif suivi sera justifié dans
la section suivante.
De plus, pour garantir une certaine insensibilité aux change-
ments de conditions d’éclairement de la scène, le vecteur de
forme, une fois échantillonné, est alors centré et normé. Ceci
permet de compenser des variations affines de la luminance entre
l’image de référence et l’image courante. La figure 6 illustre la
robustesse de notre algorithme de suivi pour différentes valeurs
d’ouverture et de fermeture du diaphragme de la caméra.
Nous pouvons les classer en deux catégories :
1) ceux qui provoquent un mouvement fronto parallèle de l’ob-
jet par rapport au plan de l’image (un tel mouvement ne modifie
pas l’aspect du motif suivi). Ils sont au nombre de quatre :
– Tx, Ty : translations axiales en x et y équivalentes aux coor-
données du centre de l’ellipse (Xc, Yc) ,
– Tz : translation axiale en z ou changement d’échelle défini par
les rayons de l’ellipse (R1, R2 = k ∗R1) ,
– Rz : rotation autour de l’axe z équivalente à l’orientation de
l’ellipse (θ) .
2) ceux qui provoquent des changements de l’apparence du
motif suivi. La prise en compte de la modification d’aspect du
motif se fait à l’aide de deux paramètres :
– Rx : rotation autour de l’axe x équivalente à une variation de
l’angle d’azimut β du motif courant dans l’image par rapport au
motif de référence suivi,
– Ry : rotation autour de l’axe y équivalente à une variation de
l’angle de site α du motif courant dans l’image par rapport au
motif de référence suivi.
Ceci est illustré par la figure 7 où le repère R correspond au
repère caméra translaté vers le barycentre de l’objet (l’axe des x
étant parallèle aux lignes de l’image, l’axe des y parallèle aux
colonnes de l’image, l’axe des z parallèle à l’axe optique).
La combinaison de ces six paramètres (Xc, Yc, R1, θ, α et β )
nous permet de suivre un objet volumique dans une image tout
en gérant ses variations d’aspect (R2 = k ∗R1 par définition).
3.2. interprétation géométrique du suivi 3D
Nous venons de voir que le motif que l’on désire suivre est 
inscrit dans une ellipse dont la forme et la position dans l’image
sont données par le vecteur de paramètres µ de dimension p
(ici p = 4 ) avecµ = (Xc, Yc, R1, θ)t et R2 = k ∗R1 .
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Figure 6. – Robustesse de l’algorithme de suivi aux variations 
de luminance.
Figure 7. – Mouvements possibles d’un objet dans l’image.
3. suivi 3D d’un objet
Nous développons dans cette partie l’aspect théorique du suivi
3D d’objet volumique. Tout d’abord, nous devons être capable
de paramétrer les mouvements de l’objet pour le suivre dans
l’image.
3.1. paramétrisation des mouvements 
possibles d’un objet dans l’image
Les paramètres estimés lors du suivi doivent traiter tous les
mouvements possibles de l’objet devant la caméra à savoir trois
translations (Tx, Ty, Tz) et trois rotations (Rx, Ry, Rz) soit six
degrés de liberté.
Notons µp le vecteur de paramètres prédit, µr le vecteur de
paramètres de la position réelle du motif et posons ∆µ la diffé-
rence de ces deux vecteurs :
∆µ = µr − µp (1)
De plus, le motif visuel à l’intérieur de l’ellipse prédite est
échantillonné pour donner le vecteur de forme courant V Ic . Le
vecteur de forme du motif de référence à suivre est quant à lui
noté V Iref . Posons maintenant ∆V Ip la différence de ces deux
vecteurs de niveaux de gris :
∆V Ip = V Iref − V Ic (2)
Il est alors intéressant de savoir si l’on peut déterminer ∆µ en
fonction de ∆V Ip . Si c’est le cas, cela signifie qu’en mesurant
la différence ∆V Ip entre le motif de référence suivi et le motif
courant prédit, on peut déterminer la correction ∆µ à apporter à
la prédiction pour obtenir la position réelle du motif :
µr = µp + ∆µ (3)
Il faut simplement se définir une stratégie d’échantillonnage du
motif tout en tenant compte de l’aspect et du volume de l’objet.
Cette différence ∆µ peut s’écrire sous la forme matricielle 
suivante :
∆µ = A∆V Ip (5)
où A est une matrice dite d’interaction (p ∗N) correspondant au
calcul d’une relation linéaire entre un ensemble de différences de
niveaux de gris ∆V Ip et une correction ∆µ des paramètres du
vecteur µ lors d’une phase d’apprentissage hors ligne.
Nous avons vu également que les variations de l’aspect du motif
courant par rapport au motif de référence suivi pouvaient être
caractérisées par deux paramètres angulaires en site et azimut
(α et β ). Notons le vecteur ψ = (α, β)t de dimension q
(ici q = 2 ) et ∆V Ir la différence entre le vecteur de référence
du motif suivi V Iref et le vecteur courant V Ic dans l’ellipse
prédite après correction (motif recalé). Comme précédemment,
il est alors intéressant de savoir si l’on peut déterminer ψ en
connaissant ∆V Ir . Si c’est le cas, cela signifie qu’en mesurant
la différence ∆V Ir , on est capable :
– de positionner en site et azimut le motif courant dans l’image
par rapport au motif de référence suivi et de ses plus proches
voisins dans la collection de vues de référence,
– de pouvoir décider quand changer de motif de référence.
Ceci est illustré figure 10, lors du suivi de figurine, pour une
valeur α en site de 2 degrés par rapport au motif de référence 0
et une valeur en azimut β égale à 10 degrés. Dans cet exemple
simple, le changement en site du motif de référence est décidé
lorsque l’angle α > | ± 6| pour éviter ainsi, un basculement
permanent entre 2 motifs pour α = ±5 .
1) Si (α  6 et α  −6) alors motif suivi = motif actuel 0,
2) Si (α > 6) alors motif suivi = motif suivant 10,
3) Si (α < −6) alors motif suivi = motif précédent – 10.
Ce calcul de ψ peut s’écrire sous la forme matricielle suivante :
ψ = B∆V Ir (6)
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Figure 8. – Principe du suivi d’un motif de référence.
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Figure 9. – Interprétation géométrique des paramètres de l’ellipse 
dans le suivi 3D.
Nous repositionnons donc le problème du suivi comme la déter-
mination d’un vecteur d’offset ∆µ , en supposant que les varia-
tions de position de l’objet dans l’image correspondent aux
variations des paramètres d’une transformation géométrique f
(figure 8). Dans notre cas particulier, nous utilisons une trans-
formation affine rigide où les paramètres de l’ellipse sont les
paramètres de la transformation géométrique (figure 9).
Un point de coordonnées (x, y) dans le référentiel région ou
ellipse a pour coordonnées (x ′, y ′) dans le référentiel image par
la transformation géométrique f(µ) tel que :{
x ′ = R1x cosθ − kR1y sinθ +Xc
y ′ = R1x sinθ + kR1y cosθ + Yc
(4)
L’un des avantages de ce suivi est que l’on peut appliquer plu-
sieurs types de transformation (affine non rigide, homographie).
où B est une matrice dite d’interaction (q ∗N) correspondant
au calcul d’une relation linéaire entre un ensemble de diffé-
rences de niveaux de gris ∆V Ir et une estimation des para-
mètres angulaires du vecteur ψ par rapport au motif de référen-
ce suivi lors d’une phase d’apprentissage hors ligne.
Comme les objets 3D sont représentés par une collection
d’images 2D, les matrices d’interaction A et B sont calculées
pour chacune des vues de référence.
3.3. estimation des matrices d’interaction
pour un motif de référence donné
Le calcul des deux matrices d’interaction A et B se fait lors
d’une phase d’apprentissage hors ligne. Une des originalités de
la méthode de calcul proposée est que nous n’utilisons pas de
matrices jacobiennes de la vue de référence comme dans les tra-
vaux de Gregory D. Hager et Peter N. Belhumeur [8] ou Frank
Dellaert et Robert Collins [6]. Nous estimons les matrices A et
B par une minimisation au sens des moindres carrés en utilisant
un algorithme basé sur une décomposition en valeurs singu-
lières. Nous avons observé que dans ce cas, le domaine de
convergence était beaucoup plus important [11]. Par similitude
avec la commande référencée vision (CRV), nous parlons ici de
« matrice d’interaction ». Son estimation est une approximation
linéaire correspondant à un développement limité du premier
ordre d’une fonction [10]. Durant cette phase d’apprentissage,
nous cherchons à minimiser un critère dans l’image (une diffé-
rence de niveaux de gris). Nous n’avons donc jamais la certitu-
de d’avoir la bonne estimation des paramètres 3D. De plus,
notre méthode par hyperplans [11] ne permet pas d’estimer l’en-
semble des paramètres 3D par une seule matrice d’interaction.
C’est pourquoi, nous avons décomposé le déplacement 3D d’un
objet devant la caméra en plusieurs mouvements classés en deux
catégories (avec ou sans modification de l’aspect du motif
suivi). 
3.3.1. calcul de la matrice d’interaction A 
Cette matrice permet la mise à jour des paramètres de l’ellipse
ou de la transformation affine rigide lors du suivi de l’objet dans
une séquence d’images.
Une ellipse est placée manuellement par l’utilisateur sur le motif
de référence puis échantillonnée pour donner le vecteur de
forme de référence V Iref de dimension N (N = 373 points
échantillonnés). Cette initialisation nous permet également de
fixer le rapport k entre les deux rayons de l’ellipse
(k = R2/R1) . La position de l’ellipse est perturbée M fois
aléatoirement autour de sa position de référence (M = 1000 )
tout en gardant le coefficient k constant (figure 11). Les ampli-
tudes des variations des paramètres de l’ellipse sont de 15 % de
la longueur des axes pour la position du centre (rappelons que
les variations de ce dernier sont réalisées le long des axes prin-
cipaux de l’ellipse), de 15 % sur la longueur des axes et de 
15 degrés sur la rotation.
Pour chaque perturbation j , les variations des paramètres de la
transformation ∆µj = (∆Xjc ,∆Y jc ,∆R
j
1,∆θj)t ainsi que le vec-
teur différence ∆V Ij = (∆ij1,∆i
j
2, . . . ,∆i
j
N )
t entre le motif de
référence V Iref et le motif courant V Ijc sont mémorisés. Il est
alors possible d’estimer A si M  N . Cela revient donc à
résoudre un système surdimensionné de M équations à N
inconnues pour chacun des paramètres de la transformation soit
quatre systèmes. En réalité, la résolution d’un seul système
linéaire, ou plus exactement, le calcul d’une seule matrice pseu-
do-inverse est nécessaire. En notant la matrice d’interaction A
sous la forme A = (AXc, AYc, AR1, Aθ)t , nous obtenons la
ligne Aθ de la matrice d’interaction relative à l’orientation de
l’ellipse à l’aide du système linéaire suivant :


∆i11 ∆i12 . . . ∆i1N
∆i21 ∆i22 . . . ∆i2N
...
... · · · ...
...
... · · · ...
∆iM1 ∆iM2 . . . ∆iMN




Aθ1
Aθ2
...
AθN

 =


∆θ1
∆θ2
...
...
∆θM


(7)
Pouvant se mettre sous la forme matricielle suivante :
M∆V I ∗Aθ = ∆θ (8)
La solution est alors obtenue par :
Aθ = (M t∆V IM∆V I)
−1M t∆V I∆θ = M+∆V I∆θ (9)
La matrice M+∆V I est la matrice pseudo-inverse de la matrice
M∆V I .
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Figure 10. – Positionnement du motif courant dans la collection d’images
2D suivant les variations d’aspect.
Le calcul des trois autres lignes de la matrice d’interaction A
utilise le produit de la même matrice avec des vecteurs de per-
turbations différents (∆Xc,∆Yc,∆R1) :

AXc = M+∆V I∆Xc
AYc = M+∆V I∆Yc
AR1 = M+∆V I∆R1
(10)
3.3.2 résultats expérimentaux sur l’estimation
de la matrice A
Nous allons ici chercher à caractériser les performances de la
matrice d’interaction A sur une image statique. Dans ce cas,
l’objectif est d’observer comment et dans quelles limites la
matrice d’interaction A permet de revenir sur le motif sélec-
tionné lorsque l’on écarte l’ellipse de la position de référence.
L’image utilisée pour cet exemple est présentée figure 12. L’ellipse
tracée sur cette dernière englobe le motif visuel de référence choi-
si. Ce dernier est échantillonné sur N points (N = 373 ) à l’inté-
rieur de l’ellipse selon la procédure décrite précédemment.
Une série de M déformations aléatoires de l’ellipse de référence
(M = 1 000) est réalisée pour estimer la matrice d’interaction
A . Les amplitudes des variations des paramètres de l’ellipse sont
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Figure 11. – Perturbations des paramètres de l’ellipse pour l’estimation de
la matrice d’interaction A.
Repre image
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XÕ
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1re perturbation
(VIref µref)
(VIc µ )1 1
Mme perturbation
(VIc µ )M M
M expriences
ralises (M=1000)
N points
chantillonns (N=373)
Figure 12. – Image utilisée pour l’étude de la convergence sur image
statique. L’ellipse indique le motif de référence.
Figure 13. – Tests de translation : différentes ellipses sont calculées 
en translatant essentiellement le centre de l’ellipse de référence.
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Figure 14. – Translation estimée en fonction de la translation réelle 
de l’ellipse (en pixels).
de 15 % de la longueur des axes pour la position du centre, de
10 % sur la longueur des axes et de 10 degrés sur la rotation.
Nous présentons dans les sous-sections suivantes des courbes
donnant la valeur de la correction estimée (par le calcul de
A∆V Ip ) en fonction de la variation ∆µ réellement effectuée.
Afin de simplifier la représentation, nous avons différencié deux
cas : un cas où les erreurs de translation sont prépondérantes sur
les erreurs liées à la longueur des axes et l’orientation de l’ellip-
se et un cas inverse.
3.3.3. translations
La figure 13 présente différentes ellipses, déduites de la position
de référence principalement par une translation du centre 
(Xc , Y c ). Afin de ne pas surcharger la figure, toutes les positions
intermédiaires ne sont pas représentées. Toutefois, pour chacune
d’entre elles, la matrice d’interaction A est utilisée pour calculer
la correction à apporter aux paramètres de l’ellipse déformée afin
de retomber sur l’ellipse de référence.
Ainsi, les courbes présentées figure 14 indiquent la translation
estimée en fonction de la perturbation réelle de l’ellipse.
3.3.5. analyse des courbes – 
domaine de convergence
Autour des petites variations, la variation prédite correspond bien
à la variation réalisée. C’est la partie linéaire centrale de la 
courbe. Dans ce domaine, l’approximation du premier ordre est
satisfaisante. Il suffira d’une itération pour passer de la position
prédite du motif à sa position réelle dans l’image. Ce domaine
correspond à des variations d’environ +/–10 pixels en translation,
+/–10 % de la longueur des axes et de +/– 10 degrés en rotation
(notons que ceci correspond approximativement à l’ordre de
grandeur de l’écart type utilisé pour perturber l’ellipse de réfé-
rence lors de l’apprentissage de la matrice d’interaction A ).
Il nous faut toutefois mentionner que le domaine de convergence
est plus vaste que cette partie linéaire de la courbe. En effet, il suf-
fit que le signe soit correct pour que la correction s’opère dans le
bon sens. Il faudra dans un tel cas, itérer quelques fois le processus
pour se ramener dans la zone linéaire, où une dernière itération pla-
cera l’ellipse sur le motif de référence. Le domaine de convergen-
ce observé est environ deux fois plus grand que le domaine de
linéarité. Bien entendu, à chaque itération, il est nécessaire de cal-
culer le ∆V Ir correspondant à la nouvelle position de l’ellipse.
3.3.6. calcul de la matrice d’interaction B
Cette matrice permet la mise à jour des paramètres angulaires
pour traiter les changements d’aspect de l’objet lors de son suivi
dans une séquence d’images.
Comme précédemment, il s’agit de déterminer puis de multi-
plier successivement une matrice pseudo-inverse M+∆V I par les
variations en site ∆α et en azimut ∆β pour calculer les lignes de
la matrice d’interaction B = (Bα, Bβ)t :
Bα = M+∆V I∆α et    Bβ = M
+
∆V I∆β (11)
Pour cela, il faut utiliser les n vues intermédiaires entourant le
motif de référence dont le nombre varie selon les règles de déci-
sion prises pour changer de motif. Dans le cas de la figurine,
illustrée par la figure 18, nous avons décidé de changer de motif
de référencecourant quand l’une des deux valeurs angulaires α
ou β est supérieure en valeur absolue à 6 degrés. Pour avoir un
calcul fiable des valeurs angulaires, il est nécessaire d’acquérir
des images intermédiaires entre chaque motif de référence et
nous étendons la zone de calcul à des variations de ±8 degrés
par pas de 2 degrés autour d’une vue de référence soit un total
de n vues de travail (n = 81 puisque nous avons neuf images
différentes en site par azimut et neuf variations d’azimut).
Pour chaque vue intermédiaire de variations en site ∆αn et
d’azimut ∆βn , nous réalisons M perturbations des paramètres
de l’ellipse définie sur le motif de référence (M = 20 ), puis cal-
culons les corrections à apporter aux paramètres de la transfor-
mation géométrique ou de l’ellipse en multipliant la matrice
d’interaction A de la vue de référence par la différence entre le
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Figure 15. – Tests de rotation/changement d’échelle :
différentes ellipses  déformées majoritairement en tournant et grossissant
l’ellipse de référence.
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Figure 16. – Rotation estimée en fonction de la perturbation 
en rotation  de l’ellipse (en radians).
Figure 17. – Longueur des axes estimée en fonction de la perturbation de
la longueur  des axes (en % de la longueur).
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3.3.4. rotations et changements d’échelle
La figure 15 présente différentes ellipses, éloignées de la posi-
tion de référence principalement par une combinaison de rota-
tions et changements d’échelle (les positions intermédiaires ne
sont pas toutes représentées, mais elles ont été prises en compte
pour les calculs.
Les courbes présentées figure 16 et figure 17 indiquent les rota-
tions et changements d’échelle estimés en fonction des varia-
tions réelles. 
vecteur de référence V Iref et le motif courant perturbé V Ic
échantillonné dans l’image intermédiaire. L’ellipse étant corri-
gée et repositionnée sur le motif de référence à suivre dans
l’image intermédiaire, la nouvelle mesure de différence de
niveaux de gris entre le vecteur de référence V Iref et le motif
courant corrigé V Ic ainsi que les variations en site ∆αn et en
azimut ∆βn sont mémorisées pour calculer la matrice d’interac-
tion B (figure 19). Cette estimation de B n’est possible que si
n ∗M  N .
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Figure 19. – Perturbations et corrections des paramètres de l’ellipse pour
l’estimation de la matrice d’interaction B.
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Figure 20. – Exemple de 3 motifs de référence consécutifs pour des para-
mètres de transformation géométrique différents.
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Figure 21. – Correction intermédiaire des paramètres de l’ellipse 
lors du changement de motif pendant le suivi (objet centré).
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Figure 18. – Sélection des vues nécessaires au calcul de la matrice d’inter-
action B.
3.4. gestion du passage d’un motif 
de référence à l’autre
Nous avons vu précédemment que le calcul de la matrice 
d’interaction B dépend des règles de décision de passage d’un
motif de référence à un autre, qui dépendent elles même de la
méthode d’acquisition ou de disposition des vues de référence
les unes par rapport aux autres. En fonction de l’objet à modéli-
ser, chacun peut se définir des règles de décision propres à son
application.
Toutefois, un problème doit être pris en compte lors du change-
ment du motif suivi : c’est la correction des paramètres de la
transformation du nouveau motif en fonction de ceux de l’an-
cien motif. Ceci est à effectuer lorsque les paramètres de la
transformation géométrique ou de l’ellipse sont différents entre
les motifs de référence modélisant l’objet 3D (figure 20).
Pendant cette étape intermédiaire du suivi, il s’agit d’exprimer
les paramètres de l’ellipse du prochain motif µ ′su en fonction
des paramètres de l’ellipse du motif courant µ ′ac et ceux corres-
pondant dans la base d’apprentissage (µsu et µac ). Ces calculs
sont développés maintenant et illustrés par la figure 21.
Nous rappelons que par définition R2 = k ∗R1 où le coefficient
k est fixé lors de la phase d’apprentissage.
– longueurs des axes de l’ellipse pour le changement d’échelle :
R ′1su =
R1su
R1ac
R ′1ac et R
′
2su = k ∗R ′1su (12)
nir les paramètres de l’ellipse du motifs uivant µ ′su comme le
montre la figure 22 pour une variation en site uniquement :
– à partir des paramètres d’ellipse du motif courant µ ′ac pour une
valeur de site αactuel , la première correction permet de calculer
les paramètres d’ellipse du motif actuel pour un angle de site
αref nul,
– la deuxième correction assure le passage d’un motif de réfé-
rence à l’autre,
– à partir des paramètres d’ellipse du motif suivant pour une
valeur de site αref nulle, la troisième correction permet le cal-
cul des paramètres d’ellipse du motif suivant µ ′su pour un angle
de site αsuivant .
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– orientation de l’ellipse :
θ ′su = θ
′
ac + ∆θ = θ ′ac + (θsu − θac) (13)
– coordonnées du centre de l’ellipse.
Dans le référentiel (x, y) de la phase d’apprentissage, les 
vecteurs VXac , VY ac et V∆ ont respectivement pour coordon-
nées (cos θac, sin θac) , (−sin θac, cos θac) et ((Xsu −Xac) ,
(Ysu − Yac)) . Les écarts relatifs ∆X et ∆Y entre les coordon-
nées des centres des ellipses considérées sont estimés à partir
des équations suivantes :
{∆X=V∆ · VXac=(Xsu −Xac)cos θac+(Ysu − Yac)sin θac
∆Y =V∆ · VY ac=−(Xsu −Xac)sin θac+(Ysu−Yac)cos θac
(14)
En notant k1 =
R ′1ac
R1ac
et k2 =
R ′2ac
R2ac
les facteurs d’échelle pour
passer de la phase d’apprentissage à la phase de suivi, les coor-
données de la nouvelle ellipse dans le référentiel image sont
obtenues par :
X ′su = X
′
ac + k1∆X et   Y ′su = Y ′ac + k2∆Y (15)
En fait, ces calculs ne sont valables que si l’objet 3D reste cen-
tré dans l’image pendant la phase d’acquisition de la collection
d’images 2D. En effet, lors de la phase d’apprentissage, nous
sauvegardons, pour chacune des vues de référence, le vecteur de
forme associé ainsi que les paramètres de l’ellipse qui corre-
spondent à des variations angulaires en site et azimut (α et β )
nulles. Or, durant la phase de suivi, la correction des paramètres
d’ellipse lors du changement de motif de référence s’opère pour
des variations angulaires non nulles. Comme les écarts relatifs
∆X et ∆Y entre les coordonnées des centres des ellipses consi-
dérées sont calculés à partir des paramètres d’ellipse de référen-
ce de la base d’apprentissage, cela engendre une erreur de posi-
tion du centre de la nouvelle ellipse dans la phase de suivi. Cette
erreur, restant compatible avec les variations apprises lors de la
phase d’apprentissage de la matrice d’interaction A , est corrigée
lors de l’itération suivante.
Lorsque l’objet 3D n’est pas centré dans l’image lors de l’ac-
quisition de la collection d’images 2D, cette erreur de position
est trop importante pour pouvoir être corrigée à l’itération sui-
vante. Pour résoudre ce problème, il faut sauvegarder d’autres
informations durant la phase d’apprentissage hors ligne. En par-
ticulier, pour chaque motif de référence, il faut repositionner et
mémoriser les nouveaux paramètres de l’ellipse associée à l’ai-
de de la matrice d’interaction A dans chacune des vues inter-
médiaires utilisées dans le calcul de la matrice d’interaction B .
Ainsi, nous connaîtrons la forme et la position de l’ellipse de
référence pour une variation angulaire non nulle. En pratique,
lors de la phase de suivi, nous appliquons trois fois cette correc-
tion aux paramètres de l’ellipse du motif actuel µ ′ac pour obte-
Figure 22. – Corrections intermédiaires des paramètres de l’ellipse lors du
changement de motif pendant le suivi (objet non centré).
4. expérimentations
Dans ce paragraphe, nous présentons tout d’abord la phase
d’initialisation du suivi ou de reconnaissance de motif, puis la
phase de suivi en ligne sous forme d’un algorithme et d’une
illustration. Les programmes sont implantés sur une station de
travail Silicon Graphics O2 pour un temps d’exécution inférieur
à 20 millisecondes.
4.1. initialisation du suivi
Durant cette étape, nous supposons que l’objet à suivre reste
immobile dans l’image. Tout d’abord, l’opérateur sélectionne à
l’aide d’une ellipse le motif courant dans la première image.
L’algorithme de reconnaissance d’aspect calcule alors, pour
chaque image de référence de la base d’apprentissage, l’erreur
quadratique de la différence de niveaux de gris entre le motif de
référence testé et le motif courant échantillonné dans l’ellipse
après correction de ses paramètres (c’est-à-dire après avoir reca-
lé le motif à l’aide de la matrice d’interaction A associée).
Le motif de référence donnant alors l’erreur quadratique la plus
faible sera reconnu comme le motif courant à suivre à la pro-
chaine itération. Cette phase d’initialisation est illustrée par la
figure 23.
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Figure 23. – Principe d’initialisation de la phase de suivi.
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Figure 24. – Exemples de suivi d’objets 3D.
4.2. suivi d’objets texturés 3D 
Compte tenu de son efficacité, l’implémentation de l’algorithme
proposé permet de suivre en temps réel un objet 3D avec chan-
gement d’aspect (moins de 20 millisecondes par itération). Cet
algorithme peut s’écrire de la manière suivante :
DEBUT PROCEDURE SUIVI (µ, Image)
µp = µ de l’itération précédente
V Ic = EchantillonnerMotif (µp, Image)
µactuelr = µp +Aactuel(V Iactuelref − V Ic)
V Ic = EchantillonnerMotif (µactuelr , Image)
ψactuel = Bactuel(V Iactuelref − V Ic)
Correction = ChangerMotifDeRéférence (ψactuel)
Si Correction = 0
alors pas de correction des paramètres ellip-
se
µ = µactuelr , ψ = ψactuel
sinon correction des paramètres ellipse
µ ′su = CorrigerParamètresEllipse (µ ′ac=µactuelr ,
µbaseac , µ
base
su )
µp = µ
′
su
V Ic = EchantillonnerMotif (µp, Image)
µsuivantr = µp +Asuivant(V Isuivantref − V Ic)
V Ic = EchantillonnerMotif (µsuivantr , Image)
ψsuivant = Bsuivant(V Isuivantref − V Ic)
µ = µsuivantr , ψ = ψsuivant
Fin Si
FIN PROCEDURE SUIVI
Dans l’exemple présenté, deux objets sont utilisés : une canette
de soda et une figurine. Étant donné la nature des données trai-
tées (flot d’images vidéo), les résultats sont difficiles à repré-
senter. Nous avons donc choisi de visualiser les résultats du suivi
à des instants différents de l’expérience. Les images retenues ont
été sélectionnées de manière à montrer la robustesse du suivi
(figure 24).
Cet algorithme de suivi d’objets 3D nous fournit en temps réel
trois informations :
– le motif de référence actuellement suivi représenté par une ima-
gette dans le coin supérieur gauche de la fenêtre de visualisation,
– les valeurs angulaires en site et azimut (α et β ) données par
deux curseurs sur des échelles graduées,
– le résultat du suivi du motif à l’intérieur de l’ellipse.
Les premiers essais de suivi 3D ont donné des résultats positifs.
Le passage d’un motif de référence à un autre s’effectue correc-
tement avec une grande précision. Pour pouvoir être robuste aux
changements de fond texturé dans l’image, il faudrait s’assurer
que pendant la phase d’apprentissage hors ligne de la matrice
d’interaction A les ellipses perturbées autour de leur position de
référence restent dans l’objet. Mais ceci limiterait l’amplititude
des mouvements autorisés entre deux images consécutives. De
plus, comme toute différence de niveaux de gris se traduit par un
déplacement, nous restons sensible à certaines perturbations
pouvant se produire lors du suivi comme l’apparition d’occulta-
tions. C’est pourquoi, nous proposons dans la section suivante
une solution temps réel traitant le problème des occultations.
5. traitement 
des occultations
Un des problèmes rencontrés lors du suivi est l’apparition d’oc-
cultation sur le motif durant le déplacement de l’objet.
5.1. méthode de seuillage adaptatif
La solution mise en œuvre est basée sur les travaux de Gregory
D. Hager et Peter N. Belhumeur [8]. La méthode de détection et
de traitement des occultations est une méthode de seuillage
appliquée au vecteur de différence de niveaux de gris ∆V I entre
le vecteur de référence suivi V Iref et le motif courant dans
l’image V Ic . Ces seuils, calculés pour chaque élément du 
vecteur de résidus, sont aussi regroupés dans un vecteur dit vec-
teur de seuil adaptatif V Is . Ce vecteur V Is est appris lors de la
phase d’apprentissage pour le calcul de la matrice d’inter-
action A . À partir du vecteur de référence choisi
V Iref = (iref1, iref2, . . . , irefN )t et des différents vecteurs
courants V Ijc = (i
j
c1, i
j
c2, . . . , i
j
cN )
t échantillonnés sur N points
(N = 373 ) après M perturbations des paramètres de la transfor-
mation (M = 1000 ), nous estimons V Is = (is1, is2, . . . , isN )t
comme un vecteur moyen. Un élément k du vecteur V Is est
donné par la formule suivante :
isk =
1
M
M∑
p=1
(irefk − ipck) (16)
Nous estimons alors le vecteur des écarts types
V σIs = (σis1, σis2, . . . , σisN )t . Un élément k du vecteur
V σIs est donné par la formule suivante :
σisk =
√√√√ 1
M
M∑
p=1
[(irefk − ipck)− isk]2 (17)
Nous traitons donc les problèmes d’occultations en supposant
que pour chaque point échantillonné, la variation de niveau de
gris suit une distribution gaussienne (moyenne et écart type).
Dans cette méthode, les occultations détectées doivent entraîner
de fortes variations de niveaux de gris dans le vecteur de résidus
∆V I dont la normalisation est fonction de la mise à jour de la
matrice diagonale de masquage W pondérant les erreurs dues
aux occultations. Le nouvel algorithme de suivi pour un motif de
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Figure 25. – Traitement des occultations pour des mouvements 
fronto parallèles du motif suivi dans l’image.
référence donné traitant le problème d’occultations pour des
mouvements fronto parallèles de l’objet dans l’image est illustré
figure 25.
5.2. essais
Dans la figure 26, nous présentons maintenant quelques images
d’une séquence de suivi avec détection et suppression des occul-
tations. Les fortes variations dans le vecteur de différence ∆V I
sont bien détectées et traitées comme une apparition d’occulta-
tion (points noirs sur l’image). Le positionnement de l’ellipse
sur le motif est correct.
Le mérite de cette approche est de pouvoir suivre en temps réel
l’objet dans la séquence d’images puisqu’elle est peu coûteuse
en temps de calcul (< à 30 millisecondes avec la détection des
occultations) tout en minimisant l’influence des occultations.
Bien entendu, comme nous travaillons avec un vecteur de rési-
dus ∆V I pour corriger la position prédite de l’objet dans l’ima-
ge, les occultations ne peuvent recouvrir que partiellement 
l’aspect du motif. Trop de mesures aberrantes dans le vecteur de
résidus ∆V I ne nous permettraient plus d’assurer un suivi cor-
rect de l’objet dans l’image car même filtrées, la richesse des
informations recueillies serait trop faible.
6. conclusion et perspectives
Dans cet article, nous avons présenté une solution de suivi d’ob-
jets 3D, temps réel, basée sur l’apparence et qui gère les chan-
gements d’aspect du motif. Pour cela, six paramètres sont néces-
saires. Les quatre premiers paramètres (Xc, Yc, R1 et θ ) carac-
térisent les mouvements fronto parallèles de l’objet dans l’ima-
ge où l’aspect du motif suivi n’est pas modifié. Toutefois, la
position, l’orientation et la taille du motif peuvent changer. Les
deux derniers paramètres (α et β ) caractérisent les variations en
site et azimut de l’objet dans l’image modifiant alors l’aspect du
motif suivi.
Notre méthode présente des originalités comme le calcul des
matrices d’interaction A et B sans utiliser les matrices jaco-
biennes de l’image, ou une phase d’exploration autour de la pré-
diction supprimée lors du suivi. C’est une méthode généraliste
car les variations de position de l’objet dans l’image correspon-
dent aux variations des paramètres d’une transformation géomé-
trique dont le choix est à l’initiative du programmeur suivant
l’aspect et le volume de l’objet à suivre. De plus, c’est un algo-
rithme très peu coûteux en temps de calcul (multiplication d’une
matrice par un vecteur).
Notre souhait, maintenant, est de développer un second algo-
rithme de suivi 3D à partir des coordonnées 3D des points de
l’objet où sont échantillonnés les niveaux de gris et de pouvoir
ainsi représenter l’apparence de l’objet par un seul motif de réfé-
rence
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