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ABSTRAKT
Tato bakalářská práce je zaměřena na analýzu datového provozu a jeho modelování.
V práci jsou popsány jednotlivé metody modelování provozu, jak současné a moderní, tak
i historické, pro dnešní provoz již nevyhovující. První část je tedy zaměřena na teoretický
rozbor těchto modelů a jsou zde také uvedeny základní vztahy pro jejich výpočty, v části
druhé, praktické, je zachycen a zpracován reálný provoz služby WWW. Ten je v poslední
části modelován pomocí Markovského modelu.
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ABSTRACT
This bachelor’s thesis is focused on analysis of network traffic and its modeling. In
the thesis, there are described various methods of traffic modeling, both current and
modern, and historical, for contemporary traffic inconvenient. The first part is focused
on the theoretical analysis of these models, there are also mentioned basis formulas. In
the second part, practical, there is capcured real WWW traffic. In the last part, that real
network traffic is modeled using Markov model.
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ÚVOD
Cílem této bakalářské práce je seznámení se s metodami a jejich popsání, pomocí
kterých je možné namodelovat provoz v současných datových sítích a některé vy-
brané metody se snažit využít v modelování reálného provozu.
V úvodní kapitole je nejprve popsán protokol HTTP, který je využíván pro ko-
munikaci po datové lince mezi klientem a webovým serverem. Právě datový provoz
založený na protokolu HTTP budeme v práci zpracovávat a následně jej i modelovat.
Dále jsou v práci popsány teoretické poznatky o jednotlivých modelech a uvedeny
základní vztahy, pomocí kterých je daný model možné využívat. Zmíněné jsou –
Poissonův distribuční model, Paretův distribuční model, Markovovy modely (Semi-
Markovský model, Markovsky modulovaný Poissonův proces), NO/OFF model či
IPP model. Zmíněné jsou i modely pro soběpodobný provoz – Frakční Brownův
pohyb, chaotické mapy a SWING.
V druhé části práce – praktické – je popsáno dlouhodobé zachycení provozu
služby WWW, jeho analýza a zpracování. Zpracování dat HTTP provozu bylo pro-
vedeno na základě třech základních veličin – počtu spojení, počtu paketů a počtu
bajtů.
Na závěr byl zachycený provoz modelován podle Markovského modelu.
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1 TEORETICKÁ ČÁST
V dnešní době by se mohlo zdát, že infrastruktura informačních sítí je natolik do-
konalá a přenosová rychlost dat k uživatelům je dostatečně rychlá na to, aby byly
potřeba nějaké analýzy a modely přenášených dat. Ovšem to není pravda. Navrho-
vání rozsáhlých a spolehlivých sítí a síťových služeb se v dnešní době stává značně
složité.
Bezchybné odhadnutí, jak se která síť bude chovat a jak je potřeba ji dimenzovat,
je nezbytné pro každou síť jakéhokoli druhu. A od toho tu jsou právě modely dato-
vých sítí. Tyto modely nám umožňují analyzovat a pochopit konkrétní síť, navrhnout
jednotlivé síťové aplikace a naplánovat potřebnou kapacitu síťových systémů.
Tyto kroky jsou velice důležité, stejně tak i výběr vhodného matematického
modelu.
Většina analytických modelů pro řízení front v síťových systémech a zařízeních,
jako jsou například přepínače nebo směrovače, jsou řízena matematickými popisy
síťového provozu. Faktory užívané pro vyhodnocení systému jsou vzaty přímo ze
základních matematických modelů síťového provozu.
Matematické přenosové modely slouží jak k vyhodnocování reálných datových
sítí, tak pro simulaci. [2]
U modelů pro reálný provoz je důležité, aby byly jak platné a vycházející z re-
álného provozu, tak i aby byly dostatečně jednoduché, aby dovolily analytickým
modelům pro řazení do fronty dosáhnout vyrovnaného stavu (tzv. steady-state)
a okamžitě reagovat na nastalou situaci.
Simulace mají mírnější požadavky na modely. Vycházejí taktéž z faktorů zís-
kaných z modelů reálných sítí, jejich platnost v reálných sítích je tedy stále velice
důležitá, jednoduchost už ale není tak důležitou podmínkou. Vhodné pro simulace




Protokol HTTP (HyperText Transfer Protocol) je protokolem aplikační vrstvy (vlast-
ní přenos zajišťují nižší vrstvy), který slouží ke komunikaci mezi klientem a webovým
serverem. Definuje tvar dat, která jsou přenášena, a pravidla dotazů a odpovědí ko-
munikujících stran.
Je založen na principu požadavek/odpověď – klient pošle požadavek (typicky
cestu ke stránce, kterou chce) a server mu odpoví.
Komunikace se serverem probíhá přes TCP (server většinou používá port 80).
Úplný dotaz/odpověď musí mít specifikovánu metodu, URI (absolutní nebo relativní
cesta k souboru nebo úplné URL dokumentu), verzi a hlavičku.
První verze protokolu, HTTP 0.9, byla velmi jednoduchá a sloužila pouze k po-
sílání dat po Internetu bez dalších informací o jejich obsahu a klient musel podle
přípon odhadovat, o jaký typ dat se jedná. Zpočátku to postačovalo, jelikož přenáše-
nými daty byly jen textové a hypertextové dokumenty, ale jakmile se začal protokol
používat i k přenosu obrazových, zvukových a dalších typů dat, bylo nutné protokol
upravit.
Plnohodnotným protokolem pro tyto účely byla tedy až verze 1.0. Tento protokol
je založen na modelu dotaz – odpověď. Klient pošle na server dotaz, server mu odpoví
a ukončuje komunikaci. Pro získání dalších dat musí klient navázat nové spojení.
HTTP 1.1 přináší několik rozšíření. Jde zejména o možnost trvalého spojení mezi
klientem a serverem. Při trvalém spojení posílá klient všechny dotazy na daný server
po tomto spojení a server mu po něm vrací všechny odpovědi. Je také umožněno
zřetězené zpracování, při kterém klient, který podporuje trvalé spojení, může dotazy
zřetězit a posílat je serveru, aniž by čekal na odpověď. Server pak musí odpovědi na
tyto dotazy zasílat v pořadí, ve kterém je obdržel. [6], [7], [8]
Metody protokolu HTTP
Metoda je druh služby, kterou klient od serveru požaduje. Server nemusí všechny
metody podporovat a při dotazu na nepodporovanou metodu pak vrací chybovou
hlášku.
Metody jsou [6], [7]:
OPTIONS - představuje dotaz na možnosti komunikace spojené s uvedeným URL.
Metoda umožňuje klientovi určit možnosti a omezení spojené se zdrojem nebo
schopnostmi serveru.
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GET - představuje požadavek na poslání dokumentu určeného pomocí URL ze
serveru.
HEAD - je identická s metodou GET, server však nemusí posílat tělo odpovědi.
Metodu je možné použít k získání doplňkových informací o dokumentu. Často
se používá k testování hypertextových linek, jejich dostupnosti a poslední mo-
difikace.
POST - používá se v případě, kdy má cílový server přijmout data z požadavku.
Skutečná funkce metody závisí na URL s ní spojené. Výsledkem POST metody
může být poslání mailu, předání dat do procesu, který data zpracuje, rozšíření
databáze, atp.
PUT - představuje požadavek na uložení posílaných dat pod specifikované URL na
server. Takto uložená data budou dostupná např. následnými dotazy GET.
DELETE - požadavek na zrušení dokumentu na serveru. (Podobně jako PUT)
TRACE - je metoda použitá k testování originálního serveru. Originální server má
vrátit klientovi kladnou odpověď bez dat.
CONNECT - slouží k tunelování HTTP protokolu (například SSL).
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1.2 Přenosové modely
Abychom vůbec mohli využívat přenosové modely, je potřeba si uvědomit, co to pře-
nos dat znamená. Přenos dat je modelován v podstatě jako sled příchodů diskrétních
entit (čímž jsou myšleny např. pakety či buňky). Matematicky se zde jedná o dva
parametry: počítací proces a mezipříchodový čas. [1]
Počítací proces (counting process) značí počítadlo, které počítá kolik entit dorazí
v určitém čase: {𝑁(𝑡)}𝑡=0...∞, kde 𝑁(𝑡) vyjadřuje počet příchodů v časovém intervalu
(0, 𝑡⟩.
Mezipříchodový čas (interarrival time process) je nezáporná náhodná sekvence
{𝐴𝑛}, kde 𝐴𝑛 = 𝑇𝑛 − 𝑇𝑛−1 značí délku intervalu mezi 𝑛− 1 a 𝑛.
V podstatě se tedy počítá množství entit a časy jejich příchodů. Tyto dva procesy
vyjadřuje následující rovnice [1]:
{𝑁(𝑡) = 𝑛} = {𝑇𝑛 ≤ 𝑡 < 𝑇𝑛+1} = {
𝑛∑︁
𝑘=1




V případě sloučeného provozu (compound traffic) se může stát, že entity dorazí
v dávkách (batches), to znamená, že více entit dorazí ve stejném čase 𝑇𝑛. Ovšem to
neznamená žádný problém, protože tento fakt může být modelován užitím doplňují
sekvence {𝐵𝑛}𝑛=1...∞, která je taktéž náhodná a vyjadřuje váhu 𝑛-té dávky.
1.2.1 Poissonův distribuční model
Tento model je jeden z nejrozšířenějších a nejstarších přenosových modelů, který byl
užíván již k analýze tradičních telefonních sítí. Je vhodný především tehdy, jestliže
pakety (nebo jiné datové jednotky) přicházejí z velkého počtu nezávislých zdrojů,
které jsou tedy poté nazývány Poissonovy zdroje.
Ovšem v dnešní době Internetu a datových sítí má tento model svá omezení.
Aby mohl být provoz popsán pomocí Poissonova modelu, musí příchozí pakety
𝐴𝑛 splňovat dva základní požadavky [1]:
1. jsou nezávislé,
2. jsou exponenciálně distribuované s čítacím parametrem 𝜆
kde
𝜆 : 𝑃{𝐴𝑛 ≤ 𝑡} = 1− 𝑒−𝜆𝑡. (1.2)
Nebo-li to znamená, že pomocí počítacího procesu se popisuje datový provoz
a splňuje tak podmínku [1], [4]:




kde 𝑁(𝑡) vyjadřuje počet příchodů v čase 𝑡.
U Poissonových procesů platí následující důležitá analytická pravidla [1]:
1. Superpozicí nezávislých Poissonových procesů s parametry 𝜆1, 𝜆2, . . . 𝜆𝑛 vyústí
nový Poissonův proces s parametrem 𝜆1 + 𝜆2 + . . . 𝜆𝑛.
2. Počet příchodů v disjunktním intervalu je statisticky nezávislý. Toto pravidlo
je také nazýváno jako pravidlo nezávislých příchodů a dělá Poissonův proces
bezpaměťovým.
3. Pro exponenciální rozložení pomocí parametru 𝜆 platí, že nejen střední hod-
nota, ale také odchylka se rovnají parametru 𝜆. Tento parametr se tedy pak
nazývá jednotkové rozdělení koeficientů variace.
4. V souladu s Palm-Khintchinovým teorémem platí, že slučování toku nezávis-
lých dat aproximuje Poissonův proces, jestliže
(a) přenosové toky mohou být modelovány jako obnovující se procesy (což
znamená, že mezipříchodové časy jsou nezávislé a identicky distribuo-
vané),
(b) zvyšující počet toků vyvolává snižující individuální poměr, takže agre-
gační koeficient zůstává konstantní.
Pro ověření, jestli příchozí tok dat je Poissonovým procesem existuje několik
způsobů [1]:
1. Vizuální pomůcka pomocí zakresleného histogramu. V histogramu mezipří-
chodových časů síťového provozu nalezneme ty části, které jsou exponenciálně
klesající funkcí.
2. Popřípadě můžeme ověřit platnost rovnice 𝑝(𝑡) = 𝜆𝑒−𝜆𝑡, tedy log(𝑝(𝑡)) =
log(𝜆) − 𝜆𝑡, pro danou část histogramu a zkontrolovat, jestli je výsledný graf
lineární.
Základní omezující fakt Poissonova procesu je ten, že je neschopen zachytit síťový
provoz v dávkách (burstiness, které charakterizují datový provoz, v protikladu např.
s hlasovým provozem ve starších telefonních systémech).
Analyticky to lze vyjádřit následovně: v jakémkoli obnovujícím se provozním
procesu se autokorelační funkce sekvence {𝐴𝑛} shodně vytratí. Ale pozitivní auto-
korelace mezi sekvencemi {𝐴𝑛} může jasně vyjádřit provoz v dávkách.
Poissonův distribuční model není tedy úplně nejvhodnějším modelem pro datový
provoz, právě kvůli příjmu dat v dávkách.
Příklad použití Poissonova modelu je na následujícím obr. 1.1, převzatého z [1].
Je tedy patrné, že tento model lze použít pouze pro krátké časové intervaly.
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Obr. 1.1: Srovnání provozu vytvořeného pomocí Poissonova modelu s reálným in-
ternetovým provozem, obrázek převzat z [1]
Jestliže je ovšem potřeba (nebo nutnost) použít Poissonův model i pro datový
provoz (tedy s dávkami), je možno užít tzv. sloučený Poissonův proces (compound
Poisson process). Tento proces funguje na principu, který už byl výše zmíněn ohledně
sloučeného provozu. Pakety přicházejí v dávkách, mezidávkové časy jsou nezávislé
a exponenciálně distribuované a velikost dávky je nepravidelná.
Tento scénář může být modelován užitím dvou procesů - {𝐴𝑛} a {𝐵𝑛}. První
z nich vyjadřuje čas příchodu dávky a druhý velikost dávky. [1]
Takovýto způsob je tedy také možný, ovšem není úplně vhodný a následující
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uvedené modely se s datovým provozem v dávkách umějí vypořádat mnohem lépe.
1.2.2 Paretův distribuční model
Výstupy Paretova distribučního procesu jsou nezávislé a identicky rozložené me-
zipříchodové časy. Obecně bychom mohli říct, že pokud je 𝑋 náhodná proměnná
v Paretově rozložení, pak pravděpodobnost toho, že 𝑋 je větší než jiné číslo 𝑥 je
vyjádřena rovnicí [3]:
𝑃 (𝑋 > 𝑥) = ( 𝑥
𝑥𝑚
)−𝑘 pro všechna 𝑥 ≥ 𝛼, (1.4)
kde 𝑘 je kladné číslo a 𝑥𝑚 minimální možná hodnota parametru 𝑋𝑖.
Distribuční funkce a funkce rozložení jsou vyjádřeny takto:
𝐹 (𝑡) = 1− (𝛼
𝑡
)𝛽, kde 𝛼, 𝛽 ≥ 0 a zároveň 𝑡 ≥ 𝛼,
𝑓(𝑡) = 𝛽𝛼𝛽 · 𝑡−𝛽−1.
Parametr 𝛼 zde značí umístění funkce a 𝛽 její strmost.
Paretova distribuce je užívána k modelování tzv. sobě podobných (self-similar)
příchodů v datovém provozu. Je také nazývána funkcí dvojité exponenciály, nebo
distribucí z kubického zákona. [9]
Další důležitou charakteristikou tohoto modelu je to, že Paretovo rozložení může
mít při 𝛽 ≥ 2 odchylku v nekonečnu a při 𝛽 ≤ 1 nekonečnou střední hodnotu.
1.2.3 Markovovy modely
Markovovy modely se pokouší modelovat činnost zdroje síťového provozu pomocí ko-
nečného stavového automatu. Přesnost modelu se lineárně zvyšuje s počtem stavů,
které jsou v modelu užity. Nicméně úměrně zvyšujícímu se počtu stavů se také záro-
veň zvyšuje jeho složitost. Je tedy důležité nalézt určitou rovnováhu mezi přesností
modelu a úměrnou složitostí. [3]
Důležitý aspekt Markovova modelu, tzv. Markovský charakter (Markov Pro-
perty), vyjadřuje, že následující stav po přechodu z předchozího stavu je závislý
jen a pouze na tomto předchozím stavu. Jinými slovy to tedy znamená, že prav-
děpodobnost následujícího stavu, vyjádřeného nějakou náhodnou proměnou 𝑋𝑛+1,
závisí pouze na současném stavu, ve kterém se právě nacházíme, vyjádřeným pro-
měnou 𝑋𝑛 a nikoli na žádném dalším stavu 𝑋𝑖, kde 𝑖 < 𝑛.
Soubor náhodných proměnných vztahujících se k odlišným stavům 𝑋𝑛 je nazý-
ván jako Diskrétní Markovův řetězec (Discrete Markov Chain). Za předpokladu, že
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zkoumaný stavový přechod v systému je vyjádřen pouze celočíselnými hodnotami
0, 1, 2, . . . , 𝑛, pak Markovův řetězec (Markov Chain) je nespojitý v čase a náhodná
proměnná 𝑋 sleduje geometrické rozložení. V opačném případě je Markovův řetězec
spojitý v čase a rozložení je exponenciální.
Markovovský systém řízení front je definován pomocí vstupního toku a obsluž-
ného systému. [4]




kde 𝑛 označuje počet přicházejících požadavků do systému za dobu 𝑇 .
Je to tedy dlouhodobý průměr počtu přicházejících požadavků, rozměrově [čas−1].
Dalším parametrem vstupního toku je stacionarita, což je stálost chování v čase.
Příkladem stacionárního procesu je například datový provoz firemního serveru
v pracovní době, kde se předpokládá stálý výkon a zatížení. Nestacionární proces
by bylo v tomto případě sledování výkonu během celého dne, kdy v nepracovních




Obr. 1.2: Porovnání stacionárních a nestacionárních příchodů
Základní charakteristikou obslužného systému je intenzita obsluhy. Je to vlastně
inverzní hodnota doby trvání obsluhy, tj. časový interval mezi dvěma bezprostředně





kde 𝑚 označuje počet obsloužených požadavků za dobu 𝑇 .
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Pomocí parametru 𝜇 lze vyjádřit střední dobu obsluhy, která udává průměrnou
dobu trvání obsluhy na vyřízení jednoho požadavku. Je definována vztahem 1/𝜇.
Semi-Markovský model je takový model, který je dosažen tím, že mezista-
vový přechod sleduje libovolné rozložení pravděpodobnosti a časové rozložení mezi
stavovými přechody může být ignorováno.
V tomto modelu jsou stavové přechody modelovány jako nespojité entity s ohle-
dem na čas. Za tohoto předpokladu splňuje Semi-Markovský model podmínku pro
Diskrétní Markovův řetězec.
Markovsky modulované modely jsou charakterizovány pomocným Markov-
ským procesem, který se vyvíjí v čase a jeho současný stav kontroluje pravděpodob-
nostní funkci základního provozního mechanismu. [1]
Konkrétní podskupinou je například Markovsky modulovaný Poissonův proces
(Markov-modulated Poisson process, MMPP), kde základním modelem je Poisson.
Markovsky modulovaný Poissonův proces
Jak bylo již dříve uvedeno, pro základní Poissonův model je obtížné zachytit
reálný síťový provoz, který je charakterizován příchodem dat ve shlucích, což je
v současnosti velice časté. V roce 1986, když se po tehdejších telekomunikačních
sítích začala posílat také data, která sdílela linky s hlasovými službami, výzkum
v oblasti přenosových modelů začal tedy uvažovat i sdílený provoz z různých zdrojů.
Proces pro realistickou hlasovou síť byl příliš komplexní na to, aby mohl být
dostatečně efektivní, proto bylo cílem najít model, který by uměl vyjádřit různou
četnost příchodů. Zřejmým řešením byl Markovsky modulovaný Poissonův proces. [2]
Časově spojitý Markovův řetězec určuje příchozí rychlost v Poissonově modelu.
Markovův řetězec je dvoustavový řetězec, přičemž každý stav je vyjádřen paramet-
rem 𝜆 a také má odlišný průměrný časový parametr 𝑟 (mean sojourn time / průměrná
doba požadavku v systému). Znamená to tedy, že MMPP je definován čtveřicí para-
metrů - 𝜆1, 𝜆2, 𝑟1, 𝑟2. K určení těchto parametrů je nutný vzorek reálného síťového
provozu.
Důležitým faktem tohoto modelu je to, že stále sdílí některé užitečné charak-
teristiky s čistě Poissonovým modelem. Např. jestliže je nějaký další datový tok
s parametrem 𝜆′ přidán do MMPP (𝜆1, 𝜆2, 𝑟1, 𝑟2), pak výsledný MMPP je vyjádřen
pomocí (𝜆1 + 𝜆′, 𝜆2 + 𝜆′, 𝑟1, 𝑟2).
Tento model může být dále snadno rozšířen na více než 2 stavy. Algebraické řešení
existuje pro průměrné zpoždění příchodu paketu, a toto řešení je stále aplikovatelné
i na více než 2 stavy užité v Markovově řetězci.
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Proces dokonce dovoluje analytické vyjádření konečného počtu stavů (finite bu-
ffer situations). Výpočetní proces sice vyžaduje řešení matic o řádech 2 · (𝑁 + 1),
kde 𝑁 je počet stavů (buffer size), ale to je dnes s použitím matematických pro-
gramů relativně jednoduché. A jestliže je model vypočítán správně, pak návrhář
softwaru daného síťového prvku může nastavit počet stavů na potřebnou hodnotu
analytickými prostředky.
Na závěr je nutno říct, že model Markovovsky modulovaného Poissonova procesu
je potvrzený pouze při simulaci při generování MMPP provozu a jeho parametry byly
vybrány pro hlasový provoz skrz telekomunikační linky. Z toho vyplývá, že podle
očekávání byly výsledky modelu a výsledky simulace velmi podobné, zatímco při
srovnání se základním Poissonovým modelem se dosti lišily. Ovšem při srovnání
s reálným provozem by byly tyto výsledky mnohem působivější. [2]
1.2.4 ON/OFF model
Pro přesný návrh a vývoj ON/OFF modelu je důležitý přesný popis provozu entit
mezi spojovou a aplikační vrstvou OSI modelu. ON/OFF model je obecně pou-
žit tehdy, když je nezbytné zachytit měřítka chování síťového provozu. Např. pro
analýzu struktury IP provozu je nejčastěji využíván právě tento model. K popisu
ON/OFF modelu jsou využívány pouze dva stavy - jak už z názvu modelu vyplývá,
jsou to stavy ON a OFF. Čas strávený mezi těmito stavy je nazýván přechodový čas






Obr. 1.3: Příklad analýzy fronty ON/OFF modelu
K porozumění tomuto modelu si představme takovou frontu v síti, která je tvo-
řena 𝑁 zdroji, přičemž je zde důležitá podmínka, že tyto zdroje musí být statisticky
identické a přitom na sobě nezávislé. Fronta o velikosti𝑀 je obsluhována konstantní
rychlostí 𝐶. Zdroje jsou charakterizovány parametrem 𝐿 udávajícím průměrný počet
paketů, které jsou vygenerované během stavu ON. Parametr 𝑆 vyjadřuje maximální
počet vygenerovaných paketů zdroje ve stavu ON. Poslední parametr 𝑟 udává prů-
měrný počet zdrojů tvořící frontu. [3], [9]
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Pro lepší přehlednost je tato situace vykreslena na obr. 1.3.




Periody ON/OFF stavů jsou exponenciální, a tedy zdroj může být modelován
jako dvoustavový Markovský řetězec 1.4, ovšem průměrný počet generovaných pa-
ketů ze zdroje musí být mnohem větší než 1, tedy 𝐿»1.












Obr. 1.4: Jednoduchý ON/OFF model s přechodovými časy 𝑡1 a 𝑡2
1.2.5 IPP model
Přerušený Poissonův proces (Interrupted Poisson process, IPP) je dalším z dvousta-
vových procesů. Tyto dva stavy jsou zde taktéž nazvány ON a OFF.
Uvažujme IPP v nespojitém čase, pak ve stavu ON přicházejí pakety do každého
časového slotu a sledují Bernoulliho rozložení.
Bernoulliho rozložení je vyjádřeno pomocí následující pravděpodobnostní funkce:
𝑃 (𝑋 = 1) = 𝑝, 𝑃 (𝑋 = 0) = 1− 𝑝, (1.10)
kde 𝑝 je pravděpodobnost a 𝑋 náhodné veličiny vyjádřené hodnotami 0 a 1.
IPP model je velmi podobný ON/OFF modelu, ovšem důležitá odlišnost je v tom,










Obr. 1.5: Systém modelu IPP
1.2.6 Soběpodobný (self-similar) provoz
Předcházející uváděné modely trpěly tím problémem, že nebyly schopny zachytit
provoz na velkém rozsahu časových měřítek.
Datový provoz v porovnání např. s telefonním spojením, vykazuje velkou časovou
a prostorovou variabilitu. Pakety tedy chodí nárazově v různých délkách na všech
časových úsecích. Dochází také k nežádoucí autokorelaci (korelaci mezi pakety téže
řady).
Soběpodobnost ukazuje rozložení, které vyjadřuje stejné charakteristiky ve všech
měřítkách. Pro představu si představme zachycený datový provoz během 10 ms a
10 s, oba grafy budou vypadat velice podobně, ačkoli zachycený časový úsek je v dru-
hém případě tisíckrát delší.
Matematické vyjádření soběpodobných procesů je vyjádřeno pomocí Hurstova
parametru (𝐻), který slouží k měření dávek (burstiness) datového provozu. 𝐻 na-
bývá hodnot v oblasti < 0, 1 >. Tuto oblast rozdělujeme na dvě poloviny.
Množina hodnot 𝐻 v rozsahu 0 < 𝐻 < 12 se nazývá závislost krátkého rozsahu
(Short-Range dependence, SRD), hodnoty pro 𝐻 v rozsahu 12 < 𝐻 < 1 se nazývají
závislost dlouhého rozsahu (Long-Range dependence, LRD).
V oblasti SRD se autokorelace rozkládá dostatečně rychle s agregací, můžeme
tedy eliminovat autokorelaci uvnitř procesu a nebudou se vyskytovat velké analy-
tické problémy. V případě oblasti LRD toto ale neplatí, protože autokorelace se
rozkládá příliš pomalu s agregací a žádné množství agregace autokorelaci eliminovat
nemůže.
Vyjádření autokovarianční funkce je pro 12 < 𝐻 < 1 následující [2]:
𝛾(𝑘) = 𝜎
2
2 · [(𝑘 + 1)
2𝐻 − 2𝑘2𝐻 + (𝑘 − 1)2𝐻 ] pro všechna 𝑘 ≥ 1. (1.11)
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Pak pro 0 < 𝐻 < 1 platí:
𝑟(𝑘) ∼ 𝐻(2𝐻 − 1)𝑘2𝐻−2, pro 𝑘 →∞ (1.13)




Soběpodobné modely pro datový provoz
Jedna z nejranějších podmínek týkající se soběpodobných modelů se týkala ob-
tížnosti matematické analýzy. V předchozí kapitole byly ale uvedeny matematické
vztahy, které jsou pro analýzu tohoto provozu užitečné, a na jejich základě byly se-
strojeny již funkční modely i pro soběpodobný datový provoz. V této kapitole budou
konkrétně popsány modely - frakční Brownův pohyb (fractional Brownian motion),
který se zabývá klasickými soběpodobnými modely; dále chaotické mapy (chaotic
maps), které se snaží vypořádat s vlivem kontroly zahlcení v TCP provozu; a na zá-
věr model SWING, který byl navržen k analýze a napodobení libovolného síťového
provozu.
Frakční Brownův pohyb
Když byly soběpodobné provozní modely prvně představeny, nebyla žádná možnost
generování provozu na základě nějakých jednodušších analytických procesů. V roce
1994 ovšem Ilkka Norros vymyslel stochastický proces pro model se soběpodobným
vstupem a výstupem o konstantní bitové rychlosti. A přestože tento prvotní model
byl spíše spojitý než nespojitý, byl jednoduchý a efektivní.
Norrosův proces vychází z normalizovaného frakčního Brownova pohybu, což je
vlastně časově průběžný Gaussovský proces, definovaný pro všechny kladné časové
hodnoty, s nulovou střední hodnotou a autokorelací definovanou pomocí Hurstova
parametru 𝐻 [2].
Norros demonstroval své řešení na několika příkladech, které dříve představo-
valy problémy. Např. spočítal analytické řešení problému plánování kapacity - kolik
místa je potřeba alokovat k dosažení určité kvality přenosu (QoS), nebo potvrdil, že
u nespojitého provozu se při zvětšení vyrovnávací paměti nijak významně nezvýší
využití.
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Ovšem i Norrosovo řešení má jednu vadu a to tu, že je velmi obtížné určit správ-
nou hodnotu Hurstova parametru pro soběpodobný provoz, a to je pro řešení prak-
tických problému značně limitující.
Chaotické mapy
Chaotické mapy jsou v tomto případě myšleny jako forma Markových řetězců s prů-
běžným stavem (continuous-state Markov chains).
Stavová proměnná 𝑥 je zde definována pomocí funkce [2]:
𝑥𝑛+1 = 𝑓1(𝑥𝑛), pro 𝑥𝑛 > 𝑑 a 𝑥𝑛+1 = 𝑓2(𝑥𝑛), pro 𝑥𝑛 < 𝑑, (1.15)
kde 𝑥 náleží do intervalu <0,1> a 𝑑 značí stavové rozmezí.
Pro účely modelování ON/OFF síťových zdrojů provozu bylo navrženo, že jestliže
je 𝑥 větší nežli 𝑑, potom zdroj je ve stavu ON, a jestliže je tomu naopak, tedy 𝑥 je
menší než 𝑑, pak je zdroj ve stavu OFF.
Pro aplikaci chaotických map na TCP provoz je třeba užít dvojici chaotických
map. Jednu pro určení velikosti TCP okna a druhou pro stav ON/OFF. Předpokládá
se, že každá iterace odpovídá jedné hodnotě RTT (Round-Trip time, doba odezvy),
a tedy každá modelovaná TCP relace má tu samou hodnotu RTT. Také je nutné
nastavit délku relace počátečním bodem ve stavu ON, a jestliže je nastaven stav ON,
zdroj odešle informaci o dostupné velikosti TCP okna. Jestliže jsou tyto podmínky
splněny, pomocí dané sady funkcí může být popsána změna velikosti TCP okna
a stavů ON/OFF zdroje.
Tento model je ovšem trochu omezený, protože není schopen se vypořádat s opa-
kovaným přenosem ztracených paketů, ani s časem potřebným pro jejich opakovaný
přenos. Tyto mechanismy by nejspíš do modelu přinesly dodatečné nežádoucí kore-
lace.
Při simulaci pomocí této metody chaotické mapy úspěšně vytvářely distribuce,
které jsou podobné reálnému TCP provozu. Ovšem výsledky modelování reálného
datového provozu touto metodou nebyly zatím dostatečně ověřeny v praxi.
SWING
Předchozí soběpodobné modely měly jeden podstatný nedostatek. A to ten, že pa-
rametry potřebné k určení a vyjádření reálného síťového provozu vyžadovaly velké
množství dat, a s tím souvisely i náročné výpočty. Což je samozřejmě nežádoucí a cí-
lem bylo vytvořit systém, který umožňuje zachytit interakci paketů, získat distribuce
pro aspekty provozu a poté generovat realistický provoz s těmito charakteristikami.
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SWING patří mezi nejnovější modely datového provozu a využívá překvapivě jed-
noduchý model pro analýzu síťového provozu a jeho generování. Model zkoumá cha-
rakteristiky uživatelů, výměny žádostí a odpovědí na lince (Request-Response Ex-
changes, RRE), spojení, jednotlivé pakety, ale i celkový provoz v síti. Není zde žádná
snaha o analýzu soběpodobnostních charakteristik, poněvadž se soběpodobnost v ge-
nerovaném provozu vyskytuje přirozeně při nashromáždění mnoha ON/OFF zdrojů.
SWING je platný na reálném provozu pomocí získaného Hurstova parametru jak
z generované stopy, tak z reálného provozu. Slouží také velmi dobře dokonce i při
časových měřítkách menších, než je doba odezvy (sub-RTT timescales). [2]
Generátory realistického provozu musí využívat strukturované modely k interakci
mezi více vrstvami protokolu. To samé platí i pro model SWING. Musely tedy být
nalezeny vyhovující parametry pro strukturovaný model, aby bylo možné zachytit
adekvátní aspekty uživatelů, aplikací a sítí.
Parametry byly rozděleny do čtyř následujících kategorií [5]:
1. Uživatelé
Koncoví uživatelé určují komunikační charakteristiky mnoha rozličných apli-
kací. Důležité z tohoto hlediska jsou odpovědi na otázky typu: jak často je
uživatel aktivní, jak dlouho mu trvá, než vyšle další požadavek, atp.
2. Relace
Tato část spočívá v síťové aktivitě vyžadující vykonání nějakého příkazu vyšší
náročnosti, např. vyhledání nějaké webové stránky nebo stáhnutí mp3 souboru.
To může sestávat z mnoha připojení i na různé cílové adresy. Např. když je
soubor stahován po částech z několika serverů, nebo naopak z jednoho serveru
je stahováno paralelně více souborů. Důležitý je počet a cíl jednotlivých spojení
v rámci jedné relace.
3. Spojení
Zde jsou zahrnuty vlastnosti připojení v rámci jedné relace jako cílová adresa,
počet žádostí a odpovědí během připojení a jejich velikost, čekací doba na
odpověď a doba mezi zasláním dalšího požadavku, nebo typ spojení (TCP nebo
UDP). Tyto parametry závisí např. na tom, jestli bude konstantní přenosová
rychlost.
4. Síťové charakteristiky
Do této kategorie spadají parametry jako ztrátovost, zpoždění, kapacita linky,
nebo latence pro jednotlivá spojení.
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2 PRAKTICKÁ ČÁST
2.1 Dlouhodobé zachycení provozu služby WWW
Cílem tohoto úkolu bylo získat data zachyceného HTTP provozu v období 48 hodin
a ty dále zpracovat (roztřídit podle směru provozu, rozdělit do časových intervalů
30 sekund, v nich spočítat počet paketů, počet bajtů a počet nových spojení).
Pro zachycení dlouhodobého provozu existují dvě hlavní možné varianty. První
z nich je stáhnutí již zachyceného provozu z nějakého archivu provozu (např. MAWI
Traffic Archive 1, či ITA Traffic Archive 2), druhá je získání a zachycení dat svépo-
mocí užitím nějakého programu pro zachycení provozu.
Prvotní myšlenka byla stáhnout data z archivu provozu MAWI a ty dále zpraco-
vat podle zadání. Data již byla zachycena třetí stranou, takže by se tato volba zdála
být jasná. Ovšem vyvstalo zde několik vážných problémů.
První z nich byl ten, že data pro takto velký časový úsek nebyla aktuální (na
MAWI z roku 2010; aktuální data tam jsou možná ke stáhnutí jen z časového úseku
15 minut denně).
Druhý a ještě vážnější byl ten, že i pouhá čtvrt hodina zachyceného provozu zna-
menala cca 2,5 GB dat. Textových. Z nich znamenal sice námi požadovaný HTTP
provoz pouhou část, ovšem bylo nutné celý soubor otevřít a pro nás užitečná data
vyfiltrovat. Pro potřebu otevření takto velkého souboru je ale třeba velký výpočetní
výkon a ten k dispozici nebyl. Ani rozdělení původního velkého souboru na několik
menších nepomohlo, protože např. 10 MB soubor, který by už mohl být relativně
snadno zpracovatelný znamenal jen několik málo vteřin provozu. To by znamenalo
opět značné časové i výpočetní úsilí pro zpracování celých 48 hodin.
Na řadu tedy přišla druhá varianta. Zachycení provozu svépomocí.
Ovšem i zde byly některé problémy, které bylo potřeba vyřešit. Především otázka,
kde je možno zachytit celé dva dny provozu, který by byl agregovaný několika
(mnoha) uživateli, aby se hodil pro naše zpracování. Nakonec mi byla nabídnuta
možnost zachycení dat na serveru internetového obchodu TNTrade3. A této mož-
nosti jsem rád využil. Zachycená data byla pochopitelně velice aktuální a stránky
1MAWI Working Group Traffic Archive, dostupný na <http://mawi.wide.ad.jp/mawi/>
2The Internet Traffic Archive, dostupný na <http://ita.ee.lbl.gov/>
3TNTrade, internetové stránky <http://shop.tntrade.cz/>
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internetových obchodů navštěvuje mnoho uživatelů, takže i podmínku agregace uži-
vatelů splňuje.
Data byla zachytávána od úterý 27. března, zhruba od 8 hodin ráno po dobu 48
hodin. Zachycený provoz byl pro lepší zpracování segmentován do 100 MB dílů, což
představovalo průměrně zhruba 2 hodiny provozu a 1,5 milionu paketů. Aby nebyl
objem zachyceného provozu ještě násobně vetší, už při odchytávání byl nastaven filtr
jen pro HTTP protokol s maximální délkou 54 bajtů, což odpovídá právě hlavičce
HTTP paketu, která obsahuje všechny pro nás důležité údaje, podle kterých je dále
možno s provozem pracovat a analyzovat jej.
Zachycení proběhlo pomocí programu Wireshark, což je výborný dobře známý
nástroj pro analýzu síťového provozu. Wireshark umožňuje lehce odfiltrovat směr
provozu a takto získaný provoz je možné vyexportovat do formátu csv, který byl při
následném zpracování v databázovém programu použit.
Obr. 2.1: Ukázka zachyceného provozu programem Wireshark
Přestože oproti provozu zachycenému v traffic archivech byl zde provoz podstatně
menší, i zde by zpracování celých 48 hodin znamenalo značné časové i výpočetní úsilí.
Proto byly, po dohodě s vedoucím práce, z celkové doby vyjmuty pouze 4 části, u kte-
rých se předpokládalo. že by se zde mohl projevovat určitý trend četnosti spojení.
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Které části mají být vybrány bylo umožněno pomocí grafu z Google Analytics
daného serveru, přičemž jsme hledali trendy se snižujícím, zvyšujícím a víceméně
konstantním počtem spojení (a uživatelů) v čase.
Obr. 2.2: Statistika Google Analytics serveru (počet návštěvníků webu během jedné
hodiny)
Z grafu je patrné, že výrazný úbytek návštěvníků serveru nastal v noci z 27. na
28. března zhruba po desáté hodině večerní (úsek 1). Tento úsek byl tedy vzat jako
příklad trendu snižujícího se počtu uživatelů. Úsek s víceméně konstantním počtem
uživatelů byl vybrán z 28. března od 17 do 19 hodin pro vyšší počet uživatelů (úsek
4) a od 2:30 do 4:30 ráno téhož dne pro nízký počet uživatelů (úsek 2). Pro trend
stoupajícího počtu uživatelů byl vybrán úsek z 28. března zhruba od 6. do 8. hodiny
ranní (úsek 3).
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2.2 Analýza zachyceného provozu
Vybrané úseky pro analýzu tedy máme a můžeme je začít zpracovávat.
Nejprve je potřeba oddělit směr provozu. Směr od klienta na server je v infu
každého paketu poznat podle směru na port HTTP, např. 45407 > http, pro opačný
směr je tomu jednoduše naopak.
K tomu slouží ve Wiresharku jednoduché filtry. Pro směr na server je to
tcp.dstport == 80 (hledáme cílový port 80, přes který komunikuje protokol HTTP),
pro směr ze serveru ke klientovi je to potom tcp.srcport == 80 (hledáme zdrojový
port 80). Takto oddělený provoz je poté potřeba uložit do formátu csv.
Pro další postup zpracování byl využit databázový program Aqua Data Studio4
od společnosti Aquafold. Nejprve bylo potřeba vytvořit nový formát tabulky, do
které by bylo možné nahrát vyexportovaný csv soubor z Wiresharku.
Nová tabulka byla vytvořena pomocí následujícího skriptu:
CREATE TABLE APP.PACKET (
PACKET_NR INTEGER,




PACKET_LENGTH INTEGER NOT NULL,
INFO VARCHAR(200) NOT NULL,
ID INTEGER GENERATED ALWAYS AS IDENTITY(START
WITH 1, INCREMENT BY 1) NOT NULL
);
Zde se v podstatě akorát napárují sloupce z csv souboru se sloupci v námi vy-
tvořené tabulce.
Pomocí následujícího skriptu byly přiřazeny hodnoty k proměnným:
CREATE VIEW OVERVIEW as
select
ID,
CASE WHEN INFO like ’%SYN%’ THEN 1 ELSE 0 END as NEW_CONNECTION,
4Aqua Data Studio <http://www.aquafold.com/aquadatastudio.html>
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(CAST(TIME_RECIEVED/30 as int))*30 as CAS_OD,
(CAST(TIME_RECIEVED/30 as int)+1)*30 as CAS_DO,
PACKET_LENGTH
from APP.PACKET;
Poté již bylo možno naimportovat data z csv souboru do databáze. Tato fáze
trvala ve výsledku analýzy zřejmě nejdelší dobu, protože při průměrném výkonu
nahrávání zhruba 110 řádku za sekundu byla celá databáze naplněna, při velikosti
csv od 600 tis. do 950 tis. řádků, za zhruba 2 až 2,5 hodiny. Jeden řádek zde zastupuje
jeden zachycený paket (viz ukázka Wiresharku, obr. 2.1).
Obr. 2.3: Příklad nahrávání dat do databáze
Když bylo načítání dat do databáze dokončeno, pomocí skriptu bylo dosaženo
výsledné tabulky, ve které jsme již mohli vyčíst následující údaje: čas začátku a konce
intervalu (30 sekund), počet paketů, počet nově navázaných spojení a celkový počet
bajtů přenesených během daného intervalu. Tuto tabulku bylo možné poté uložit
jako list aplikace Microsoft Office Excel, kde byly nashromážděné údaje dále zpra-
covávány.






sum (NEW_CONNECTION) as POCET_SPOJENI,
sum(PACKET_LENGTH) as POCET_BYTU
from APP.OVERVIEW
group by CAS_OD, CAS_DO
Obr. 2.4: Příklad vytvoření výsledné tabulky
Výsledný počet paketů v intervalu byl získán pouhým součtem zachycených pa-
ketů. Celkový počet bytů byl dosažen součtem velikostí jednotlivých zachycených
paketů, tento údaj se nachází ve sloupci „Length“ v programu Wireshark. A počet
nově vytvořených spojení během intervalu byl určen pomocí příznaku „SYN“ TCP
protokolu v zachyceném paketu. Tento údaj je opět ve Wiresharku k nalezení ve
sloupci „Info“. Právě příznak SYN značí v TCP protokolu navázání nového spojení.
Proto tato informace byla hledána a součet nalezených paketů s tímto příznakem
určuje počet nových spojení.
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2.3 Zpracování dosažených dat
Již na začátku je nutno poznamenat, že zmíněné kritérium pro výběr úseků ohledně
určitých trendů v četnosti spojení nebylo po vyhodnocení výsledků správné. Z grafu
Google Analytics je sice četnost návštěv v daných denních hodinách jasně čitelná,
ovšem na četnost spojení nemá téměř žádný vliv. Ba naopak se téměř zdá, že čím
menší je návštěvnost webu, tím vyšší je počet nových spojení, ale také to není nijak
markantní. Je to zřejmě způsobeno tím, že velkou část spojení vytvářejí různí roboti,
např. indexovací, spamovací, apod., kteří se na vytíženosti podílejí vskutku velkou
měrou, avšak v návštěvnosti se neobjevují, protože nevyužívají Java skript, pomocí
kterého jsou registrováni uživatelé přistupující z webového prohlížeče.
Tuto domněnku bude možno ověřit z následných grafů zpracovaných dat.
Jak již bylo zmíněno, zachycený provoz byl nejdříve oddělen podle směru (klient
→ server (uplink), server→ klient (downlink)). Ve všech čtyřech úsecích byl provoz,
co se týče počtu paketů, směrem na server asi o polovinu vyšší než směrem opačným
(v zachyceném úseku bylo vždy cca 1,5 milionu paketů, přičemž zhruba 600 tisíc
paketů v uplinku a asi 900 tisíc paketů v downlinku).
Z následujícího grafu (obr. 2.5) je také jasně patrný další rozdíl mezi směrem
uplink a downlink.
Obr. 2.5: Průměrná velikost paketu v intervalu
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Ve směru uplink dosahovala průměrná velikost paketu maximálně 100 bytů,
v downlinku kolem 1400 bytů. To je zcela logické, protože směrem k serveru směřují
pouze dotazy na zobrazení určitých dat a směrem ke klientovi se tyto data následně
v paketech posílají.
Je zajímavé, že čím méně uživatelů k serveru přistupuje, tím je rozptyl velikostí
paketů menší (tedy v tomto případě přes noc), naopak když se na serveru nachází
více uživatelů, je rozptyl větší. A to jak v uplinku tak v downlinku.
Zde konkrétně se jedná o úsek 1, tedy ubývající počet návštěv webu. Se snižujícím
se počtem uživatelů klesá i rozptyl.
2.3.1 Počet spojení
Prvním pro nás potřebným parametrem pro vyhodnocení a následné možnosti mo-
delování provozu je počet nově navázaných spojení během intervalu. Jak bylo již
uvedeno, tato hodnota nepříliš souvisí s počtem návštěvníků webového serveru, pro-
tože velkou část provozu znamenají roboti.
Počet spojení je parametr, u kterého se téměř vůbec neliší směr uplink a down-
link. To je pochopitelné, protože spojení se musí navázat jak ve směru na server,
tak ke klientovi, jinak by komunikace nefungovala. Drobné rozdíly v počtu mohou
zřídka nastat a to v případě, že v jednom směru se komunikace naváže na konci
intervalu a ve směru opačném na začátku dalšího intervalu, ale to bylo opravdu
ojedinělé, protože reakce na žádost je opravdu rychlá a časově téměř zanedbatelná
(uvažujeme-li v měřítku 30-vteřinových intervalů). Zřídka se také stalo, že se tento
parametr lišil z důvodu přenosové chyby potvrzení spojení.
Na obr. 2.6 je vidět, jak se od sebe liší počet nových spojení v intervalu v závislosti
na denní době. Pro připomenutí: 1. úsek je v období od 22:19 do 00:54, 2. úsek
od 02:48 do 04:23, 3. úsek od 06:22 do 08:17 a 4. úsek od 17:16 do 19:23
hod. V grafech (i následujících) byla použita pro větší přehlednost polynomická
spojnice trendu 4. stupně.
Je patrné, že největší počet nových spojení je ve druhém úseku uprostřed, což
odpovídá době zhruba od jedné do druhé hodiny ranní. V tomto období se na serveru
vyskytovalo minimum návštěvníků, ovšem roboti zřejmě navazovali spojení velice
často. Z ostatních grafů vidíme, že počet spojení je přibližně stejný a pohybuje se
v okolí 50 nových spojení za interval.
Bereme-li v úvahu, že i při nejvyšších návštěvních hodinách počet uživatelů ne-
přesáhl počtu 100 za hodinu (viz graf Google Analytics, obr. 2.2) a přitom průměrný
počet nových spojení v 30-vteřinovém intervalu je 50 spojení, což je 6 tisíc spojení za
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Obr. 2.6: Počet nově započatých spojení během intervalu, osa x - pořadí intervalu,
osa y - počet nových spojení
hodinu, je zřejmé, že ačkoli jednotliví návštěvníci jistě vytvořili několik, třeba i de-
sítek, nových spojení, podíl robotů je jasně patrný. Jak už bylo řečeno, především
v nočních hodinách.
2.3.2 Počet paketů
Již dříve bylo popsáno, že provoz v downlinku představoval zhruba o polovinu větší
počet paketů než v uplinku. Z následujících grafů je vidět, že podobný poměr platí
i v krátkodobých časových intervalech, menších než jsou zhruba 2 zachycené hodiny,
konkrétně v našich 30-vteřinových a to takřka přesně.
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Grafy pro uplink:
Obr. 2.7: Počet odeslaných paketů na server během intervalu, osa x - pořadí inter-
valu, osa y - počet paketů
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Grafy pro downlink:
Obr. 2.8: Počet odeslaných paketů ze serveru během intervalu, osa x - pořadí inter-
valu, osa y - počet paketů
Z grafů je také jasně patrné, že rozložení je takřka identické pro oba směry
provozu, tzn. že když je více žádostí na server, logicky přijde i více odpovědí.
Je také vidět, že počet přenesených paketů závisí i na počtu nových spojení,
především v 1. a 2. úseku, ale ani ve zbylých dvou se křivky grafů nijak výrazně
neliší.
I zde se projevuje, že více přenesených paketů bylo v době s menší návštěvní
hustotou „skutečných“ lidí. Opět bych to přisuzoval dílu robotů.
2.3.3 Počet bajtů
Počet přenesených bajtů úzce souvisí s počty paketů. Je to z toho důvodu, že prů-
měrný počet bajtů na paket je víceméně konstantní, jak je ostatně vidět již v grafu
č. 1 (obr. 2.5) , a proto jsou křivky grafů přenesených bytů téměř identické s křiv-
kami počtu přenesených paketů v grafech č. 3 a 4 (obr. 2.7 a 2.8).
Nemá cenu sem tedy dávat opět všechny grafy, pro ilustraci jsou zde vidět pouze
grafy prvních dvou úseků ve směru uplink a druhých dvou úseků ve směru downlink.
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Graf uplinku je na obr. 2.9, graf downlinku je na obr. 2.10
Obr. 2.9: Počet odeslaných bajtů na server během intervalu, osa x - pořadí intervalu,
osa y - počet bajtů
Obr. 2.10: Počet odeslaných bajtů ze serveru během intervalu, osa x - pořadí inter-
valu, osa y - počet bajtů
Z grafů je také patrný řádově větší datový provoz (objem v bajtech) ve směru
ze serveru ke klientovi, což souvisí z již výše popsaným jevem, že v downlinku se
stahují data, zatímco v uplinku se pouze posílají žádosti o ně.
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2.4 Modelování síťového provozu podle Markov-
ského modelu





Je to vztah pro pravděpodobnost výskytu paketu v daném časovém intervalu,
kde 𝑛 = 0, 1, 2,. . . . Tedy vztah pro Poissonovo rozdělení.
Význam proměnných ve vztahu:
• 𝜆 udává intenzitu vstupu, získáme ji pomocí rovnice 𝜆 = 𝑛
𝑡
(viz rovnice 1.15),
• 𝑡 je časový interval, během kterého počítáme přicházející požadavky do sys-
tému,
• 𝑛 je počet přicházejících požadavků.
Jako přicházející požadavky do systému byly v našem případě pro účely mode-
lování vzaty příchozí pakety.
Model funguje na stejném principu jak pro příchozí, tak odchozí provoz. Pro naše
účely modelování byl vybrán úsek 2 ve směru uplink (viz obr. 2.7). V tomto úseku
se projevuje vyšší variabilita provozu, což je pro HTTP provoz typické.
Abychom dostatečně pokryli definiční obor funkce (který označuje počet paketů),
bylo potřeba vytvořit několik funkcí pro různé hodnoty intenzity 𝜆. Hodnoty 𝜆 byly
zvoleny podle nejčastějších hodnot intenzity v reálném provozu, aby pokryly celé
spektrum. V ideálním případě pro pokrytí celého definičního oboru by bylo nutné
zvolit nekonečně mnoho hodnot 𝜆, protože Poissonovo rozdělení je diskrétní. Výsle-
dek pro Poissonovo rozdělení je vidět na obr. 2.11.
Pro každou hodnotu 𝜆 bylo spočítáno podle vztahu 2.1 vždy 20 hodnot, pro
které je pravděpodobnost nejvyšší. Např. pro hodnotu intenzity 𝜆 = 1, je nejvyšší
pravděpodobnost výskytu paketu pro 𝑛 = 30 (𝑛 = 𝜆𝑡, 𝑛 = 1× 30 = 30).
Je potřeba upozornit, že námi zachycený provoz jsme museli pro potřeby mode-
lování výrazně upravit. Konkrétně počet příchozích paketů, tedy hodnotu 𝑛. Tato
hodnota byla v zachyceném provozu dosti vysoká (až do hodnot kolem 8000 přichá-
zejících paketů za sekundu) a jak je vidět z výrazu 2.1, počet paketů je ve jmenovateli
počítán faktoriálem dané hodnoty. Pro takto vysoká čísla ovšem nebylo tuto rovnici
možné dostupnými prostředky počítat. Počet příchozích paketů tedy musel být zre-
dukován. Jako nejlepší řešení pro poměr snadnost výpočtu/reálnost daného provozu
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Obr. 2.11: Poissonovo rozdělení pro různé hodnoty 𝜆
bylo zvoleno podělení počtu příchozích paketů v časovém intervalu hodnotou 100.
Počet 𝑛 se tedy nyní pohybuje v řádu jednotek a desítek.
Pro modelování provozu pomocí rovnice 2.1 musela být nejprve spočítána pre-
dikce intenzity 𝜆. Ta byla spočítána jako průměr hodnot intenzity v pěti předcháze-
jících časových intervalech reálného provozu. Tato hodnota již mohla být dosazena
do rovnice. Hodnota 𝑡 je brána jako časový úsek intervalu, tedy 30 sekund, a za
𝑛 byl dosazen počet příchozích paketů v intervalu reálného vzorku provozu pro daný
časový úsek.
Příklad výpočtu je následující:
Počet příchozích paketů pěti předchozích intervalů - 26, 29, 23, 29, 24.
Průměr daných intenzit -
26+29+23+29+24
30
5 = 0,873 paketů/s.
Následný počet přicházejících paketů - 24
𝑝𝑛 predikce:
𝑝𝑛(𝑡) =
(0, 873 · 30)24
24! · 𝑒
−0,873·30 = 0, 0737
K této hodnotě bylo poté nutné najít nejbližší hodnotu Poissonova rozdělení
(z grafu v obr. 2.11). Nejbližší hodnota byla nalezena pro 𝑛 = 29 u 𝜆 = 1.
Predikovaná hodnota je tedy 29.
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Celkové porovnání zachyceného (upraveného) a modelovaného provozu je na
obr. 2.12.
Obr. 2.12: Porovnání reálného a modelovaného provozu užitím Markovského modelu
Z grafu je patrné, že jednotlivé reálné hodnoty se od těch modelovaných často
liší. Navíc když byla změna počtu paketů výraznější, nebyl model schopen vůbec
predikovanou hodnotu nalézt, resp. hodnota 𝑝𝑛(𝑡) byla tak malá, že se ani vzdáleně
neshodovala s žádnou hodnotou 𝑛 modelovaného provozu.
Když byl ovšem modelovaný i reálný provoz proložen spojnicí trendu – polyno-
mická 4. stupně, predikovaný provoz měl podobnou charakteristiku jako reálný. Jsou
v nich ale vynechány chybové hodnoty – výraznější změny příchodu paketů.
Je nutné opět podotknout, že tento provoz je redukovaný (možno uvažovat pro-
voz jednoho nebo několika málo uživatelů) oproti zachycenému provozu s mnoha
uživateli. V tom by byla variabilita provozu jistě vyšší a chybové hodnoty by se vy-
skytovali mnohem častěji a nebylo by proto možné předpovídat provoz s dostatečnou
pravděpodobností.
Markovský model se tedy spíše hodí pro predikci provozu s menším datovým
tokem agregovaný maximálně několika málo uživateli. Je určen pro modelování pro-
vozu, ve kterém nenastávají časté výchylky v hodnotách přicházejících dat, ale na-
opak je provoz vyjádřen relativně konstantním tokem nebo měnícím se postupně
v delším časovém horizontu.
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3 ZÁVĚR
V této bakalářské práci byly zpracovány teoretické základy týkající se modelování
datového provozu v telekomunikačních sítích.
Byly popsány modely a uvedeny základní vztahy pro jejich využití – Poissonův
distribuční model, Paretův distribuční model, Markovovy modely (Semi-Markovský
model, Markovsky modulovaný Poissonův proces), NO/OFF model, IPP model.
Dále také modely pro soběpodobný provoz – Frakční Brownův pohyb, chaotické
mapy a SWING.
Dalším bodem práce bylo získání dlouhodobého datového provozu s vysokou
variabilitou. Po zvážení možností jsme se rozhodli zachytávat vlastní provoz na pro-
tokolu HTTP. Provoz o délce 48 hodin byl úspěšně zachycen (ukládány byly pouze
hlavičky HTTP paketu, které obsahují všechny pro nás důležité informace) na ser-
veru internetového obchodu, byl tudíž agregovaný mnoha uživateli (a jak jsme se
později z analýzy dozvěděli nejen uživateli, ale i automatickými roboty), což pro
následnou analýzu bylo žádoucí.
Z celkového zachyceného provozu byly po dohodě s vedoucím práce vzaty čtyři
úseky (o přibližné délce zhruba 1,5 – 2 hodiny) kvůli ulehčení časové náročnosti zpra-
cování. Tento provoz byl rozdělen podle směru komunikace (na příchozí a odchozí)
a následně automatizovaně zpracován - rozdělen do intervalů o délce 30 sekund,
v nich bylo spočteno počet nově navázaných spojení, celkový počet paketů a počet
bajtů. Výsledné soubory s tímto rozdělením jsou na přiloženém DVD. Výsledná data
byla poté analyzována.
Nakonec byla takto zpracovaná data použita pro modelování provozu. Z časových
důvodů se podařilo uskutečnit modelování pouze jednoho modelu – Markovského.
Podkladem pro dané modelování byla informace o počtu příchozích paketů v in-
tervalu. Tato hodnota ale musela být redukována, protože zachycený provoz byl
agregovaný mnoha uživateli, tedy i počet paketů byl relativně vysoký a v daném
modelu je počítáno s hodnotou faktoriálu dané veličiny. Potřeba by tedy bylo vel-
kého výpočetního výkonu a specializovaných programů pro počítání takto vysokých
čísel.
Díky danému modelování jsme došli k závěru, že Markovský model je především
určen pro modelování provozu, ve kterém nenastávají časté výchylky v hodnotách
přicházejících dat. Užitečný je ale naopak pro provoz vyjádřený relativně konstant-
ním tokem nebo měnícím se postupně v delším časovém horizontu.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
HTTP HyperText Transfer Protocol
IPP Interrupted Poisson process – přerušený Poissonův proces
LRD Long-Range dependence – závislost dlouhého rozsahu
MMPP Markov-modulated Poisson process – Markovsky modulovaný Poissonův
proces
QoS Quality of Service – kvalita služby
RRE Request-Response Exchanges – výměny žádostí a odpovědí na lince
RTT Round-Trip time – doba odezvy
SRD Short-Range dependence – závislost krátkého rozsahu
TCP Transmission Control Protocol
URI Uniform Resource Identifier – jednotný identifikátor zdroje
URL Uniform Resource Locator – jednotný lokátor zdroje
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SEZNAM PŘÍLOH
A Přiložené médium DVD 43
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A PŘILOŽENÉ MÉDIUM DVD
Seznam souborů na přiloženém médiu DVD:
• ReadMe.txt
• analyza_provozu_v_datovych_sitich_a_jeho_modelovani.pdf - Výsledný
text bakalářské práce
• ads-windows-x64-11.0.3.exe - Volná 14 denní verze Aqua Data Studia, da-
tabázového programu, ve kterém byl provoz dělen na intervaly









• usek_4_uplink.xls - Používané 4 úseky zachyceného provozu po rozdělení
do intervalů a jejich zpracování
• zachyceny_provoz.rar - Soubor všech úseků zachyceného provozu progra-
mem Wireshark
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