Convolutional Neural Networks (CNNs) work very well for supervised learning problems when the training dataset is representative of the variations expected to be encountered at test time. In medical image segmentation, this premise is violated when there is a mismatch between training and test images in terms of their acquisition details, such as the scanner model or the protocol. Remarkable performance degradation of CNNs in this scenario is well documented in the literature. To address this problem, we design the segmentation CNN as a concatenation of two sub-networks: a relatively shallow image normalization CNN, followed by a deep CNN that segments the normalized image. We train both these sub-networks using a training dataset, consisting of annotated images from a particular scanner and protocol setting. Now, at test time, we adapt the image normalization sub-network for each test image, guided by an implicit prior on the predicted segmentation labels. We employ an independently trained denoising autoencoder (DAE) in order to model such an implicit prior on plausible anatomical segmentation labels. We validate the proposed idea on multi-center Magnetic Resonance imaging datasets of three anatomies: brain, heart and prostate. The proposed test-time adaptation consistently provides performance improvement, demonstrating the promise and generality of the approach. Being agnostic to the architecture of the deep CNN, the second sub-network, the proposed design can be utilized with any segmentation network to increase robustness to variations in imaging scanners and protocols.
Introduction
Segmentation of medical images is an important precursor to several clinical analyses. Among the many techniques proposed to automate this tedious task, those based on convolutional neural networks (CNNs) have arguably taken the lead in recent years Litjens et al. (2017) . Indeed, for some anatomies and imaging modalities, the performance by such methods are already comparable to inter-expert variability. Yet, one of the key issues impeding large-scale adoption of these methods in practice is their lack of robustness to variations in imaging protocols and scanners between training and test images.
While CNNs are excellent for expressing input-output mappings within the probability distribution corresponding to the training set, they are notorious for responding unpredictably to out-of-distribution inputs -that is, test images that are derived from a different probability distribution Quionero-Candela et al. Further widening the application scope, unsupervised domain adaptation relieves the requirement of annotating any TD images at all. Instead, unlabelled TD images are either utilized jointly with the labelled SD dataset directly during the initial training Kamnitsas et al. (2017a) ; Ouyang et al. (2019) ; Dou et al. (2019b) or an independent image translation model is learned between the source and target domains Huo et al. (2018) . Finally, the paradigm of domain generalization aims to learn a robust input-output mapping using one or more labelled SDs in such a way as to then be directly applicable to unseen TDs Dou et al. (2019a) . We believe that this is the most practical setting for automating medical image segmentation and therefore, pose our work in this setting. Furthermore, noting that aggregating datasets across multiple imaging centers might be difficult in practice, we consider domain generalization under the constraint of availability of a labelled dataset from only one SD.
We hypothesize that in the absence of knowledge about the TD during the initial training, it may be necessary to introduce some adaptability into a segmentation CNN in order to enable it to deal with images arising from new scanners and / or protocols. With this in mind, we propose a segmentation CNN design that concatenates two sub-networks: a relatively shallow image normalization CNN, which we refer to as the imageto-normalized-image (I2NI) CNN, followed by a deep CNN that segments the normalized image, which we refer to as the normalized-image-to-segmentation (NI2S) CNN. We train both sub-networks jointly, in a supervised fashion, using a SD training dataset. After this initial training, we freeze the parameters of NI2S, but adapt those of the I2NI for each test image. We drive this test-time adaptation by requiring that the predicted segmentation be plausible (according to the segmentations observed in the SD dataset), and for dictating such plausibility, we employ denoising autoencoders Vincent et al. (2010) (DAEs) .
To the best of our knowledge, this is the first work in the literature to propose test-time adaptation for tackling the crossscanner robustness problem in CNN-based medical image segmentation. We believe that the proposed per-test-image adaptation strategy has the following three benefits. Firstly A common disadvantage of the aforementioned method categories is that they do not offer a way to adapt the CNN at test time. We believe that such adaptability is key in order to deal with unseen target domains and not only rely on the assumption that training set statistics will somehow capture all possible variations that can be encountered at test time. We note that the methods discussed above are complementary to our approach.
They can provide a better base neural network, NI2S network in our terminology, that our method can further adapt in order best suit the given test image. Post-Processing: Finally, it has been suggested to post-process CNN predictions, according to a smoothness prior defined using conditional random fields Kamnitsas et al. (2017b) or an implicit prior based on denoising autoencoders Larrazabal et al. (2019) . While such post-processing steps provide a way to improve plausibility of the predicted segmentations, they might lead to a situation wherein the post-processed segmentation is inaccurate for the given input image.
Method
Let X and Z be random variables denoting images and segmentations / labels (we use these two terms interchangeably),
respectively. We assume that we have access to a dataset D S D : In our experiments, in view of potential difficulties in annotating and aggregating data from multiple imaging centers, we restrict the SD to a particular combination of imaging scanner and protocol setting. Given this annotated dataset, the goal is to provide an automatic segmentation method that works for new images sampled from not only the SD (P S D (X)), but also unseen TDs (P T D (X)). 
Training a Segmentation CNN on the Source Domain
where {x i , z i } are image-label pairs from D S D , the sum is over all such pairs used for training and L is a loss function that measures dissimilarity between the ground truth labels and predictions of the network. Once the optimal parameters of segCNN are estimated, the segmentation for a new image x can be obtained as z * = S θ * (N φ * (x)).
Test-Time Adaptation
When confronted with shifts in the input distribution, the mapping described by the pre-trained segCNN may not be reliable as the optimization in Eq. 1 depends on the SD training dataset, and in particular, on the intensity statistics of the SD images, x i ∼ P S D (X). Therefore, we propose to use the pre-trained values of the segCNN parameters as an initial estimate, further adapting them for each test image. In order to implement this idea, we have to make two design choices: (1) whether to update all the parameters {θ, φ} or only a subset and
(2) how to drive such an update.
Whether to update all the parameters {θ, φ} or only a subset?
In order to answer this question, we note that the domain shifts due to changing imaging protocols and scanners manifest in the form of differences in low-level intensity statistics and contrast changes between different tissue types. Therefore, we posit that a relatively shallow image-specific normalization module might provide sufficient adaptability to obtain accurate segmentations within the relevant domain shifts. This reasoning underlies the formulation of segCNN as a concatenation of two transformations: Z = S θ (X n ) and X n = N φ (X), with X n denoting normalized images. Here, N φ denotes an image normalization (I2NI) CNN, with parameters φ that are initialized with pretrained values φ * and further adapted for each test image, while
with parameters θ that are fixed at their pre-trained values θ * at test time.
We model N φ as a residual CNN. It processes the input image with n N convolutional layers, each having a kernel size of k N and stride 1. We employ no spatial down-sampling or upsampling in N φ and have it output the same number of channels as the input image. We hypothesize that such an adaptable normalization module could enable an image-specific intensity transformation in order to alter the TD image's contrast such that the pre-trained NI2S CNN, S θ * , can accurately carry out the segmentation. Simultaneously, by restricting the convolution kernel size (k N ) as well as the number of convolutional layers (n N ) to relatively small values, we limit N φ to expressing intensity transformations that are sufficient for modeling contrast changes, but insufficient for altering the image content but adding, removing or moving structures. Further, we believe that an important benefit of our formulation is that it freezes the majority of the overall parameters (those of the deep NI2S CNN)
at their pre-trained values, thus essentially leveraging the NI2S segmentation network at its full capacity using the weights determined through supervised learning described in Sec. 3.1.
How to drive the test-time adaptation?
The main aim that drives the adaptation is to produce segmentations that are plausible, that is, similar to those seen in the SD training dataset. In doing so, we assume that the domain shifts in question pertain only to scanner and protocol changes, with the images otherwise containing similar structures, whether healthy or abnormal, as the SD training dataset.
To this end, we use denoising autoencoders (DAEs) Vincent et al. (2010) to assess the similarity of a given segmentation to those in SD training dataset. The idea is that if the segmentation predicted by segCNN is implausible, the DAE will see it an a "noisy" segmentation and "denoise" it so as to produce a corresponding plausible segmentation. The output of the DAE can then be used to drive the aforementioned test-time adaptation. Crucially, DAEs can be highly expressive -they have the capacity to leverage high-level cues, such as long-range spatial context and shape, in order to suggest corrections in segCNN's predictions. The workflow of our test-time adaptation method is depicted in Fig. 1 . We leverage the available ground truth segmentations in the SD training dataset, D S D , to train a DAE, D ψ * , that maps corrupted segmentations Z c , which are not necessarily similar to those in the SD training dataset, to "denoised" segmentations Z, similar to those in the SD training dataset. The details of this training are explained in Sec. 3.3. For the time being, let us assume that we have a trained DAE, D ψ * . For a given test image x and a set of parameters for the I2NI CNN, φ, we treat the segmentation predicted by S θ * (N φ (x)) as a "noisy" or "corrupted" segmentation. We pass this noisy segmentation through D ψ * and obtain its denoised version. Now, we update the parameters of the adaptable I2NI CNN, N φ , so as to pull the predicted segmentation closer to its denoised version:
where L is a similar loss to that in Equation 
a corruption process that we define in order to generate corrupted segmentations Z c given underlying clean segmentations Z. With this dataset, we train the DAE to predict Z = D ψ (Z c ) by minimizing the following loss function to estimate the parameters ψ * :
Here, the expectation is over the joint distribution P(Z, Z c ) = P(Z)P(Z c |Z). Thus, we have
where the index j denotes different samples obtained from
, the outer sum is over the number of corrupted samples that we generate for each ground truth label z i and L is a loss function that computes dissimilarity between the clean ground truth labels and the predictions of the DAE.
Noising Strategy: The main design choice for the DAE training described above is the noising process, P(Z c |Z; ω). This noising process is used to generate artificially degraded segmentations, simulating the inaccurate labels that pre-trained segCNN will likely predict when faced with input images from unseen TDs. In this work, we follow a heuristic procedure for generating such noisy labels: we copy cubic patches from randomly chosen locations in the label image to other randomly chosen locations in the same image. 1 In each training iteration of the DAE and for each clean label, the number of such patches (n 1 ) is sampled from an uniform distribution U(0, n max 1 ). For each of these n 1 patches, its size (n 2 ) is sampled independently 1 If the noising process is chosen to be one that adds Gaussian noise to its inputs and if the DAE is trained by minimizing the L 2 loss (i.e if L(D ψ (z ci j ), z i ) = ||D ψ (z ci j ) − z i || 2 ), then the gradient of the label prior, P(Z), can be expressed in terms of the DAE reconstruction error Bigdeli et al. (2017) . This allows for explicit prior maximization Wang et al. (2019) . However, this result does not generalize to different data corruption models, such as the noising strategy used in this work. On the other hand, a simple noising model that adds Gaussian noise is unlikely to mimic the inaccurate segmentations predicted for TD images by the pre-trained segCNN. from another uniform distributionn U(0, n max 2 ). Thus, our noising process is defined by hyper-parameters: ω : {n max 1 , n max 2 }.
Atlas initialization for test-time adaptation for large domain shifts
We note that the DAE could itself be vulnerable to domain shifts in its inputs. Such a risk can be mitigated if the probability distribution of the corrupted segmentations generated by our noising process approximates that of the predictions of the pretrained segCNN in response to TD images. For domain shifts pertaining to scanner changes under the same imaging protocol, we assume that our noising process is able to satisfy this requirement. Specifically, for a given test image x, the segmentation predicted by the pre-trained segCNN as well as during the iterative test-time adaptation is z c = S θ * (N φ (x)). Now, if x is acquired using the same imaging modality and similar protocol as the SD images and has unknown ground truth segmentation z, then we assume that z c can be seen as a corrupted segmentation that is a sample from our noising process P(Z c |Z = z).
On the other hand, this assumption is violated when SD and TD If the domain shift includes a change in imaging protocol, we use the threshold based method described in Sec. 3.4 to determine whether to use the atlas or the DAE outputs as target labels for driving the adaptation in step 1. Furthermore, to save computation time, we update the denoised labels for the adaptation, i.e. run step 1, after f runs of step 2, instead of after every run.
Experiments and Results

Datasets
We validate the proposed method on 3 anatomies, the brain, heart and prostate, and multiple MRI datasets. Figure shows examples of images from the datasets used in our experiments, 3 brain, 3 prostate and 2 cardiac datasets. Beneath each image we show the corresponding ground truth segmentation map. Note that, for each anatomy, while the underlying organ structure remains relatively consistent across domains (as can be seen by the similarity of the ground truth segmentations), the images acquired by different scanners / protocols have varying contrasts. 
Pre-processing
We pre-process all images with the following steps. Firstly, we remove any bias fields with the N4 algorithm Tustison et al. (2010) . Secondly, we carry out 0 − 1 intensity normalization per image as:
, where x i p denotes the i th percentile of the intensity values in the image volume, followed by clipping the intensities at 0 and 1. For the brain datasets, this is followed by skull stripping, setting intensities of all non-brain voxels to 0.
We train segCNN in 2D (due to GPU memory limitations), and the DAE in 3D (in order to exploit 3D organ structure). For the 2D segCNN, we rescale all images to fixed pixel-size in the in-plane dimensions followed by cropping and / or padding to match the image sizes to a fixed size for each anatomy. The fixed pixel-sizes for the brain, prostate and cardiac datasets are 0.7mm 2 , 0.625mm 2 and 1.33mm 2 respectively, while the fixed image size is 256x256 for all anatomies. The ground truth labels of the training and validation images are rescaled and cropped / padded in the same way as the corresponding images.
Test images are also rescaled and cropped / padded before predicting their segmentations. The predicted segmentations, however, are rescaled back and evaluated in their original pixel-size to avoid any experimental biases.
For the 3D DAE, we pre-process the segmentation labels with rescaling and cropping / padding applied in all 3 dimensions. The fixed voxel-sizes are set to 2.8x0.7x0.7mm 3 , 2.5x0.625x0.625mm 3 and 5.0x1.33x1.33mm 3 for the brain, prostate and cardiac datasets, respectively, while the fixed 3D image size is set to 64x256x256 for the brain images and 32x256x256 for the other two anatomies.
Implementation Details
Network Architectures
We implement the image normalization CNN, N φ , with n N = 3 convolutional layers, with the respective number of output channels set to 16, 16 and 1, each using kernels of size n k = 3.
Keeping in mind the relatively small depth of N φ , we equip it with an expressive activation function, act(x) = exp(−x 2 /σ 2 ), where the scale parameter σ is trainable and different for each output channel.
For modeling the normalized-image-to-segmentation CNN, S θ , as well as the DAE, D ψ , we use an encoder-decoder architecture with skip connections across corresponding depths, in spirit of the commonly used U-Net Ronneberger et al. (2015) architecture. Batch normalization Ioffe and Szegedy (2015) and the ReLU activation function Nair and Hinton (2010) are used in both networks. Bilinear upsampling is preferred to deconvolutions in light of the potential checkerboard artifacts while using the latter Odena et al. (2016) . That said, we would like to emphasize that the proposed test-time adaptation strategy, the normalization module and the DAE are agnostic to the architecture of the normalized-image-to-segmentation CNN. Any architecture can be used instead of the U-Net architecture we used in our experiments.
Optimization Details
We use the Dice loss Milletari et al. (2016) as the training loss function for all networks. The batch size is set to 16 for the 2D segmentation CNN training and the test time adaptation, and to 1 for the 3D DAE. We use the Adam optimizer Kingma and Ba (2014) with default parameters and a learning rate of 10 −3 . We train the segmentation CNN and DAE for 50000 iterations and chose the best models based on validation set performance.
For the test-time adaptation for each test image, we run the optimization for T = 500 gradient updates for the brain datasets and for T = 7500 gradient updates for the other two anatomies (see Sec. 3.5, step 2). 2 The denoised labels that are used to drive the optimization are updated every f = 25 steps (see Sec. 3.5, step 1). During the update iterations, parameters that lead to the highest Dice score between the DAE input and output are chosen as optimal for a given test image. Additionally, we run a separate 'fast' version of our method, where we carry out the test-time adaptation with the aforementioned hyper-parameters for the first test image of each TD. For subsequent images of that TD, we initialize the parameters of the normalization module with the optimal parameters corresponding to the first TD image. This provides a better starting point for the optimization, so we run it for T = 100 gradient updates for the brain datasets and for T = 1500 gradient updates for the other anatomies. On a NVIDIA GeForce GTX TITAN X GPU, the test time adaptation requires about 1 hour for the first image of a particular TD and about 12 minutes for each image thereafter with our experimental implementation, which could be further optimized for time efficiency.
2 This discrepancy is due to the differences in the number of slices of the datasets. In our current implementation, each update of the parameters φ is performed with an average gradient over 16 batches for the brain datasets and over 2 batches for the prostate and cardiac datasets. To account for lower number of batches for the latter, we use larger number of gradient update steps. Thus, effectively, even with the different number of gradient updates, images from all datasets observe roughly the same number of batches during the optimization.
Data Augmentation
In Zhang et al. (2019) , data augmentation has been shown to be highly effective for improving cross-scanner robustness in medical image segmentation. Accordingly, we train segCNN with a suite of data augmentations, consisting of geometric as well as intensity transformations. As geometric transformations, we use translation (∼ U(−10, 10) pixels), rotation (∼ U(−10, 10) degrees), scaling (∼ U(0.9, 1.1)) and random elastic deformations (obtained by generating random noise images between −1 and 1, smoothing them with a Gaussian filter with standard deviation 20 and scaling them with a factor of 1000) Simard et al.. As intensity transformations, we use gamma transformation (x aug = x c ; c ∼ U(0.5, 2.0)), brightness changes (x aug = x + b; b ∼ U(0.0, 0.1)) and additive Gaussian noise (x i j aug = x i j + n i j ; n i j ∼ N(0.0, 0.1), where the superscript i j is used to indicate that the noise is added independently for each pixel in the image). For the cardiac datasets, we observe that the images are acquired in different orientations, so for this anatomy, we add to the set of geometric transformations: rotations by multiple of 90 degrees and left-right and up-down flips. The geometric transformations are applied to both images as well as segmentations, while the intensity transformations are applied only to the images. We also train the DAE with data augmentation consisting of geometric transformations applied on the segmentations. Each transformation is applied with a probability of 0.25 to each image in a training mini-batch.
Noise Hyper-parameters for DAE Training
We visually inspected the generated corrupted segmentations by using different noise hyper-parameters. Based on this, we chose the maximum number of patches to be copied, n max 1 = 200 and the maximum size of a patch, n max 2 = 20. During its training, we determined the best DAE model based on its denoising performance on a corrupted validation dataset, which we generate by corrupting each validation image 50 times with the noising process described in Sec. 3.3. The validation dataset used to select the best DAE model is a part of the SD, not TD.
Hyper-parameters for atlas-based initial optimization in case of domain shifts involving a protocol change
For the brain datasets, the SD consists of T1w images, while the TD 2 consists of T2w images, both from the HCP dataset, but from different subjects. In this case, we used the atlas based initial optimization described in Section 3.4. As the images in the HCP dataset are already rigidly registered, we create an atlas by converting the SD labels to one-hot representations and averaging them voxel-wise. To decide when the optimization switches from being driven by the atlas to the DAE, we use the thresholding-based method described in Sec. 3.4, setting the hyper-parameters α = 1.0 and β = 0.25.
Evaluation Criteria
We evaluate the predicted segmentations by comparing them with corresponding ground truth segmentations using the Dice coefficient Dice (1945) and the 95 th percentile of Hausdorff distance Huttenlocher et al. (1993) . We report mean values of these scores across foreground labels, all test images and across 3 runs of each experiment. Table 2 shows the results of our experiments. In the following sub-sections, we describe the different compared methods.
Results
Baseline and Benchmark
Firstly, for each anatomy, we trained a segmentation CNN on the SD and tested it on the TDs. This is shown in the first row of Table 2 and provides a baseline performance for the problem.
Next, we trained specialized segmentation CNNs for each TD, using a separate training and validation set from that TD. The performance of such specialized CNNs forms the benchmark for the problem (for the purposes of this work) and is reported in the second row of Table 2 . The difference between these two rows shows the gap in generalization performance that domain generalization methods seek to fill. Zhang et al. (2019) show that extensive data augmentation (DA) greatly improves the segmentation performance on unseen scanners and protocols. We also observed a remarkable performance boost due to data augmentation for the cases where the source and target domain images are acquired with the same imaging protocol, as seen in the third row (SD + DA) in Table 2 .
Data Augmentation
Nonetheless, there still remains a gap with respect to training separately on the TDs. We refer to the training with data augmentation as a strong baseline that we seek to improve upon with our method. However, the DAE post-processing lead to performance degradation on the brain datasets. We believe that this can be attributed to the fact that DAEs map their inputs to a plausible segmentation, however, that segmentation may not necessarily be tied to the test image. Furthermore, the post-processing method did not work when the source and target domains are acquired with different protocols or imaging modalities. In such cases, the pre-trained segCNN predicted highly corrupted segmentations, which cannot be seen as samples from the DAE's training input distribution. Therefore, post-processing with the trained DAE could not improve the segmentation accuracy.
Post-Processing with DAEs
This can be seen for the brain datasets, when the target domain is TD 2 , which consists of T2w images, while the SD consists of T1w images.
Test-Time Adaptation
The fifth row in Table 2 
Discussion
We proposed a method for cross-scanner and cross-protocol robustness in medical image segmentation by building on the ideas of test time CNN adaptation Wang et al. (2018) and using denoising autoencoders to increase plausibility of predicted segmentations Larrazabal et al. (2019) . Our experiments show that the proposed method can yield promising improvements while segmenting images from completely unseen scanners and / or protocols. In this section, we elaborate on some avenues that could be potentially interesting for further research and for ultimately closing the gap to the benchmark -i.e. training a separate CNN for each scanner / protocol.
• The first point is regarding the noising strategy used in the DAE training. One of the main assumptions of our work is that the incorrect segmentations predicted by a CNN on an unseen TD can be considered to be from the distribution of the training inputs of the DAE, and therefore, that the output of the DAE can be relied upon. In this work, we chose a heuristic strategy for corrupting segmentation labels that the DAE seeks to denoise. We believe that the DAE performance can be improved if a better strategy can be devised to obtain noisy labels from the trained segmentation CNN. A potential way of doing this might be to train the segmentation CNN on the SD without data augmentation and then to use the predictions of this CNN on intensity transformed SD images (for instance, via gamma transformations) as noisy segmentations.
• Another assumption of our method is one that is common in much of the DAE literature Bengio et al. (2013) : to consider the outputs of the DAE as samples from the posterior distribution P(Z|Z n ). We claim that this is an assumption because given a noisy segmentation, the DAE is trained to output only one clean segmentation rather than a platter of • It should be pointed out that the proposed atlas-based initialization for the cases with large domain shifts was only evaluated with brain images. Additionally, as both the SD (T1w) and TD (T2w) images used from the HCP dataset were already rigidly aligned, the affine registration step for atlas creation could be skipped. Such affine registration would be required for other TDs of brain images, as well while applying the method to large domain shifts in other anatomies. We believe that not requiring deformable registration but only alignment with linear transformations might facilitate applications in other anatomies as well, but we leave this evaluation to future work. 
Conclusion
In this work, we proposed a method for domain generalization for medical image segmentation in the context of domain shifts pertaining to scanner and protocol changes. The method consists of two main ideas. Firstly, we introduce an adaptable per-image normalization module into a segmentation CNN. We believe that such per-image adaptability may be crucial for developing robust analysis tools that can be deployed in the clinic.
Secondly, the proposed test time adaptation is driven by using denoising autoencoders, that incentivize plausible segmentation predictions. Experiments with multiple datasets and anatomies demonstrate that the method is generic and promising.
