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Abstract— We consider a network of agents, each with its own
private cost consisting of the sum of two possibly nonsmooth
convex functions, one of which is composed with a linear oper-
ator. At every iteration each agent performs local calculations
and can only communicate with its neighbors. The goal is to
minimize the aggregate of the private cost functions and reach
a consensus over a graph. We propose a primal-dual algorithm
based on Asymmetric Forward-Backward-Adjoint (AFBA), a new
operator splitting technique introduced recently by two of the
authors. Our algorithm includes the method of Chambolle and
Pock as a special case and has linear convergence rate when
the cost functions are piecewise linear-quadratic. We show
that our distributed algorithm is easy to implement without
the need to perform matrix inversions or inner loops. We
demonstrate through computational experiments how selecting
the parameter of our algorithm can lead to larger step sizes
and yield better performance.
I. INTRODUCTION
In this paper we deal with the distributed solution of the
following optimization problem:
minimize
x∈IRn
N∑
i=1
fi(x) + gi(Cix) (1)
where for i = 1, . . . , N , Ci is a linear operator, fi and gi are
proper closed convex and possibly nonsmooth functions. We
further assume that the proximal mappings associated with fi
and gi are efficiently computable [1]. In a more general case
we can include another continuously differentiable term with
Lipschitz-continuous gradient in (1) and use [2, Algorithm
3] that includes the algorithm of Vu˜ and Condat [3], [4]
as special case. We do not pursue this here for clarity of
exposition.
Problems of this form appear in several application fields.
In a distributed model predictive control setting, fi can repre-
sent individual finite-horizon costs for each agent, Ci model
the linear dynamics of each agent and possibly coupling
constraints that are split through the introduction of extra
variables, and gi model state and input constraints.
In machine learning and statistics the Ci are feature
matrices and functions gi measure the fitting of a predicted
model with the observed data, while the fi is regularization
terms that enforces some prior knowledge in the solution
(such as sparsity, or belonging to a certain constraint set).
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For example if gi is the so-called hinge loss and fi = λ2 ‖·‖22,
for some λ > 0, then one recovers the standard SVM model.
If instead fi = λ‖ · ‖1 then one recovers the `1-norm SVM
problem [5].
Clearly problem (1) can be solved in a centralized fashion,
when all the data of the problem (functions fi, gi and
matrices Ci, for all i ∈ {1, . . . , N}) are available at one
computing node. When this is the case one might formulate
and solve the aggregated problem
minimize
x∈IRn
f(x) + g(Cx),
for which algorithms are available [2], [6], [7]. However,
such a centralized approach is not realistic in many scenarios.
For example, suppose that gi(Cix) models least-squares
terms and C1, . . . , CN are very large features matrices.
Then collecting C1, . . . , CN into a single computer may be
infeasible due to communication costs, or even worse they
may not fit into the computer’s memory. Furthermore, the
exchange of such information may not be possible at all due
to privacy issues.
Our goal is therefore to solve problem (1) in a distributed
fashion. Specifically, we consider a connected network of N
computing agents, where the i-th agent is able to compute
proximal mappings of fi, gi, and matrix vector products
with Ci (and its adjoint operator). We want all the agents
to iteratively converge to a consensus solution to (1), and
to do so by only exchanging variables among neighbouring
nodes, i.e, no centralized computations (i.e., existence of a
fusion center) are needed during the iterations.
To do so, we will propose a solution based on the recently
introduced Asymmetric Forward-Backward-Adjoint (AFBA)
splitting method [2]. This new splitting technique solves
monotone inclusion problems involving three operators, how-
ever, in this work we will focus on a special case that
involves two terms. Specifically, we develop a distributed
algorithm which is based on a special case of AFBA applied
to the monotone inclusion corresponding to the primal-dual
optimality conditions of a suitable graph splitting of (1). Our
algorithm involves a nonnegative parameter θ which serves
as a tuning knob that allows to recover different algorithms.
In particular, the algorithm of [6] is recovered in the special
case when θ = 2. We demonstrate how tuning this parameter
affects the stepsizes and ultimately the convergence rate of
the algorithm.
Other algorithms have been proposed for solving problems
similar to (1) in a distributed way. As a reference framework,
ar
X
iv
:1
60
5.
01
98
6v
3 
 [m
ath
.O
C]
  1
2 M
ar 
20
17
all algorithms aim at solving in a distributed way the problem
minimize
x∈IRn
N∑
i=1
Fi(x).
In [8] a distributed subgradient method is proposed, and in
[9] this idea is extended to the projected subgradient method.
More recently, several works focused on the use of ADMM
for distributed optimization. In [10] the generic ADMM for
consensus-type problems is illustrated. A drawback of this
approach is that at every iteration the agents must solve a
complicated subproblem that might require an inner iterative
procedure. In [11] another formulation is given for the case
where Fi = fi+gi, and only proximal mappings with respect
to fi and gi are separately computed in each node. Still, when
either fi or gi is not separable (such as when they are com-
posed with linear operators) these are not trivial to compute
and may require inner iterative procedures, or factorization
of the data matrices involved. Moreover, in both [10], [11]
a central node is required for accumulating each agents
variables at every iteration, therefore these formulations lead
to parallel algorithms rather than distributed. In [12] the
optimal parameter selection for ADMM is discussed in the
case of distributed quadratic programming problems. In [13]–
[15], fully distributed algorithms based on ADMM proposed,
assuming that the proximal mapping of Fi is computable,
which is impractical in many cases. In [16] the authors
propose a variation of the Vu˜-Condat algorithm [3], [4],
having ADMM as a special case, and show its application
to distributed optimization where Fi = fi + gi, but no
composition with a linear operator is involved. Only proximal
operations with respect to fi and gi and local exchange of
variables (i.e., among neighboring nodes) is required, and the
method is analyzed in an asynchronous setting.
In this paper we deal with the more general scenario
of problem (1). The main features of our approach, that
distinguish it from the related works mentioned above, are:
(i) We deal with Fi that is the sum of two possibly
nonsmooth functions one of which is composed with a
linear operator.
(ii) Our algorithm only require local exchange of infor-
mation, i.e., only neighboring nodes need to exchange
local variables for the algorithms to proceed.
(iii) The iterations involve direct operations on the objective
terms. Only evaluations of proxfi , proxg?i and matrix-
vector products with Ci and CTi are involved. In partic-
ular, no inner subproblem needs to be solved iteratively
by the computing agents, and no matrix inversions are
required.
The paper is organized as follows. Section II is devoted to
a formulation of problem (1) which is amenable to be solved
in a distributed fashion by the proposed methods. In Section
III we detail how the primal-dual algorithm in [2, Algorithm
6] together with an intelligent change of variables gives
rise to distributed iterations. We then discuss implementation
considerations and convergence properties. In Section IV
we illustrate some numerical results for several values of
the constant θ, highlighting the improved performance for
θ = 1.5.
II. PROBLEM FORMULATION
Consider problem (1) under the following assumptions:
Assumption 1. For i = 1, . . . , N :
(i) Ci : IRn → IRri are linear operators.
(ii) fi : IRn → IR, gi : IRri → IR are proper closed convex
functions, where IR = IR ∪ {∞}.
(iii) The set of minimizers of (1), denoted by S?, is
nonempty.
We are interested in solving problem (1) in a distributed
fashion. Specifically, let G = (V,E) be an undirected graph
over the vertex set V = {1, . . . , N} with edge set E ⊂
V × V . It is assumed that each node i ∈ V is associated
with a separate agent, and each agent maintains its own cost
components fi, gi, Ci which are assumed to be private, and
its own opinion of the solution xi ∈ IRn. The graph imposes
communication constraints over agents. In particular, agent i
can communicate directly only with its neighbors j ∈ Ni =
{j ∈ V | (i, j) ∈ E}. We make the following assumption.
Assumption 2. Graph G is connected.
With this assumption, we reformulate the problem as
minimize
x∈IRNn
N∑
i=1
fi(xi) + gi(Cixi)
subject to xi = xj (i, j) ∈ E
where x = (x1, . . . , xN ). Associate any orientation to the
unordered edge set E. Let M = |E| and B ∈ IRN×M be
the oriented node-arc incidence matrix, where each column
is associated with an edge (i, j) ∈ E and has +1 and −1 in
the i-th and j-th entry, respectively. Notice that the sum of
each column of B is equal to 0. Let di denote the degree of a
given vertex, that is, the number of vertices that are adjacent
to it. We have BB> = L ∈ IRN×N , where L is the graph
Laplacian of G, i.e.,
Lij =

di if i = j,
−1 if i 6= j and node i is adjacent to node j,
0 otherwise.
Constraints xi = xj , (i, j) ∈ E can be written in compact
form as Ax = 0, where A = B> ⊗ In ∈ IRMn×Nn.
Therefore, the problem is expressed as
minimize
x∈IRNn
N∑
i=1
fi(xi) + gi(Cixi) + δ{0}(Ax), (2)
where δX denotes the indicator function of a closed
nonempty convex set, X . The dual problem is:
minimize
yi∈IRri
w∈IRMn
N∑
i=1
f∗i (−A>i w − C>i yi) + g∗i (yi), (3)
where q∗ denotes the Fenchel conjugate of a function q and
Ai ∈ IRMn×n are the block columns of A. Let ∂q denote
the subdifferential of a convex function q. The primal-dual
optimality conditions are
0 ∈ ∂fi(xi) + C>i yi +A>i w, i = 1, . . . , N
Cixi ∈ ∂g∗i (yi) i = 1, . . . , N∑N
i=1Aixi = 0,
(4)
where w ∈ IRMn, yi ∈ IRri , for i = 1, . . . , N . The following
condition will be assumed throughout the rest of the paper.
Assumption 3. There exist xi ∈ ri dom fi such that Cixi ∈
ri dom gi, i = 1, . . . , N and
∑N
i=1Aixi = 0
1.
This assumption guarantees that the set of solutions to (4)
is nonempty (see [17, Proposition 4.3(iii)]). If (x?,y?, w?)
is a solution to (4), then x? is a solution to the primal
problem (2) and (y?, w?) to its dual (3).
III. DISTRIBUTED PRIMAL-DUAL ALGORITHMS
In this section we provide the main distributed algorithm
that is based on Asymmetric Forward-Backward-Adjoint
(AFBA), a new operator splitting technique introduced re-
cently [2]. This special case belongs to the class of primal-
dual algorithms. The convergence results include both the
primal and dual variables and are based on [2, Propositions
5.4]). However, the convergence analysis here focuses on
the primal variables for clarity of exposition, with the un-
derstanding that a similar error measure holds for the dual
variables.
Our distributed algorithm consists of two phases, a local
phase and the phase in which each agent interacts with
its neighbors according to the constraints imposed by the
communication graph. Each iteration has the advantage of
only requiring local matrix-vector products and proximal
updates. Specifically, each agent performs 2 matrix-vector
products per iteration and transmits a vector of dimension n
to its neighbors.
Before continuing we recall the definition of Moreau’s
proximal mapping. Let U be a symmetric positive-definite
matrix. The proximal mapping of a proper closed convex
function f : IRn → IR relative to ‖ · ‖U is defined by
proxUf (x) = argmin
z∈IRn
f(z) +
1
2
‖x− z‖2U ,
and when the superscript U is omitted the same definition
applies with respect to the canonical norm.
Let u = (x,v) where v = (y, w) and y = (y1, . . . , yN ).
The optimality conditions in (4), can be written in the form
of the following monotone inclusion:
0 ∈ Du+Mu (5)
with
D(x,y, w) = (∂f(x), ∂g∗(y), 0), (6)
1dom f denotes the domain of function f and riC is the relative interior
of the set C.
and
M =
 0 C> A>−C 0 0
−A 0 0
 ,
where f(x) =
∑N
i=1 fi(xi) , g
∗(y) =
∑N
i=1 g
∗
i (yi),
C = blkdiag(C1, . . . , CN ). Notice that Ax =
∑N
i=1Aixi,
A>w = (A>1 w, . . . , A
>
Nw). The operator D + M is maxi-
mally monotone [18, Proposition 20.23, Corollary 24.4(i)].
Monotone inclusion (5), i.e., the primal-dual optimality
conditions (4), is solved by applying [2, Algorithm 6]. This
results in the following iteration:
xk+1 = proxΣ
−1
f (x
k − ΣC>yk − ΣA>wk) (7a)
y¯k = proxΓ
−1
g∗ (y
k + ΓC(θxk+1 + (1− θ)xk)) (7b)
w¯k = wk + ΠA(θxk+1 + (1− θ)xk) (7c)
yk+1 = y¯k + (2− θ)ΓC(xk+1 − xk) (7d)
wk+1 = w¯k + (2− θ)ΠA(xk+1 − xk) (7e)
where matrices Σ,Γ,Π play the rule of stepsizes and are
assumed to be positive definite. The iteration (7) can not be
implemented in a distributed fashion because the dual vector
w consists of M blocks corresponding to the edges. The key
idea that allows distributed computations is to introduce the
sequence
(ρki )k∈IN = (A
>
i w
k)k∈IN, for i = 1, . . . , N. (8)
This transformation replaces the stacked edge vector wk with
corresponding node vectors ρi. More compactly, letting ρk =
(ρk1 , . . . , ρ
k
N ), it follows from (7c) and (7e) that
ρk+1 = ρk +A>ΠA(2xk+1 − xk), (9)
where A>ΠA is the weighted graph Laplacian. Since wk
in (7a) appear as A>wk we can rewrite the iteration:
xk+1 = proxΣ
−1
f (x
k − ΣC>yk − Σρk)
y¯k = proxΓ
−1
g∗ (y
k + ΓC(θxk+1 + (1− θ)xk))
yk+1 = y¯k + (2− θ)ΓC(xk+1 − xk)
ρk+1 = ρk +A>ΠA(2xk+1 − xk)
Set
Σ = blkdiag (σ1In, . . . , σNIn) ,
Γ = blkdiag (τ1Ir1 , . . . , τNIrN ) ,
Π = blkdiag (pi1In, . . . , piMIn) ,
where σi > 0, τi > 0 for i = 1, . . . , N and pil > 0 for
l = 1, . . . ,M . Consider a bijective mapping between l =
1, . . . ,M and unordered pairs (i, j) ∈ E such that κi,j =
κj,i = pil. Notice that pil for l = 1, . . . ,M are step sizes to
be selected by the algorithm and can be viewed as weights
for the edges. Thus, iteration (7) gives rise to our distributed
algorithm:
Algorithm 1
Inputs: σi > 0, τi > 0, κi,j > 0 for j ∈ Ni, i = 1, . . . , N ,
θ ∈ [0,∞[, initial values x0i ∈ IRn, y0i ∈ IRri , ρ0i ∈ IRn.
for k = 1, . . . do
for each agent i = 1, . . . , N do
Local steps:
xk+1i = proxσifi(x
k
i − σiρki − σiC>i yki )
y¯ki = proxτig∗i (y
k
i + τiCi(θx
k+1
i + (1− θ)xki ))
yk+1i = y¯
k
i + τi(2− θ)Ci(xk+1i − xki )
uki = 2x
k+1
i − xki
Exchange of information with neighbors:
ρk+1i = ρ
k
i +
∑
j∈Ni κi,j(u
k
i − ukj )
Notice that each agent i only requires ukj ∈ IRn for j ∈
Ni during the communication phase. Before proceeding with
convergence results, we define the following for simplicity
of notation:
σ¯ = max{σ1, . . . , σN},
τ¯ = max{τ1, . . . , τN , pi1, . . . , piM},
L = L ⊗ In +C>C, where L is the graph Laplacian.
It must be noted that the results in this section only provide
choices of parameters that are sufficient for convergence.
They can be selected much less conservatively by formulat-
ing and solving sufficient conditions that they must satisfy
as linear matrix inequalities (LMIs). Due to lack of space
we do not pursue this direction further, instead we plan to
consider it in an extended version of this work.
Theorem 1. Let Assumptions 2 and 3 hold true. Consider
the sequence (xk)k∈IN = (xk1 , . . . , x
k
N )k∈IN generated by
Algorithm 1. Assume the maximum stepsizes, i.e., σ¯ and τ¯
defined above, are positive and satisfy
σ¯−1 − τ¯(θ2 − 3θ + 3)‖L‖ > 0, (10)
for a fixed value of θ ∈ [0,∞[. Then the sequence (xk)k∈IN
converges to (x?, . . . , x?) for some x? ∈ S?. Furthermore,
if θ = 2 the strict inequality (10) is replaced with σ¯−1 −
τ¯‖L‖ ≥ 0.
Proof. Algorithm 1 is an implementation of [2, Algorithm 6].
Thus convergence of (xk)k∈IN to a solution of (2) is implied
by [2, Proposition 5.4]. Combining this with Assumption 2
yields the result. Notice that in that work the step sizes are
assumed to be scalars for simplicity. It is straightforward to
adapt the result to the case of diagonal matrices.
In Algorithm 1 when θ = 2, we recover the algorithm of
Chambolle and Pock [6]. One important observation is that
the term θ2−3θ+3 in (10) is always positive and achieves its
minimum at θ = 1.5. This is a choice of interest for us since
it results in larger stepsizes, σi, τi, κi,j , and consequently
better performance as we observe in numerical simulations.
Next, we provide easily verifiable conditions for fi and
gi, under which linear convergence of the iterates can be
established. We remark that these are just sufficient and
certainly less conservative conditions can be provided but
are omitted for clarity of exposition. Let us first recall the
following definitions from [19], [20]:
Definition 1 (Piecewise Linear-Quadratic). A function f :
IRn → IR is called piecewise linear-quadratic (PLQ) if
it’s domain can be represented as union of finitely many
polyhedral sets, relative to each of which f(x) is given by
an expression of the form 12x
>Qx+d>x+c, for some c ∈ IR,
d ∈ IRn, and D ∈ IRn×n.
The class of piecewise linear-quadratic functions has been
much studied and has many desirable properties (see [19,
Chapter 10 and 11]). Many practical applications involve
PLQ functions such as quadratic function, ‖ ·‖1, indicator of
polyhedral sets, hinge loss, etc. Thus, the R-linear conver-
gence rate that we establish in Theorem 2 holds for a wide
range of problems encountered in control, machine learning
and signal processing.
Definition 2 (Metric subregularity). A set-valued mapping
F : IRn ⇒ IRn is metrically subregular at z for z′ if (z, z′) ∈
graF and there exists η ∈ [0,∞[, a neighborhood U of z
and V of z′ such that
d(x, F−1z′) ≤ ηd(z′, Fx ∩ V) for all x ∈ U , (11)
where graF = {(x, u)|u ∈ Fx} and d(·, X) denotes the
distance from set X .
Theorem 2. Consider Algorithm 1 under the assumptions of
Theorem 1. Assume fi and gi for i = 1, . . . , N , are piecewise
linear-quadratic functions. Then the set valued mapping T =
D+M is metrically subregular at any z for any z′ provided
that (z, z′) ∈ graT . Furthermore, the sequence (xk)k∈IN
converges R-linearly2 to (x?, . . . , x?) for some x? ∈ S?.
Proof. Function f(x) =
∑N
i=1 fi(xi) is piecewise linear-
quadratic since fi for i = 1, . . . , N , are assumed to be PLQ.
Similarly, it follows from [19, Theorem 11.14 (b)] that g∗
is piecewise linear-quadratic. The subgradient mapping of a
proper closed convex PLQ function is piecewise polyhedral,
i.e. its graph is the union of finitely many polyhedral sets [19,
Proposition 12.30 (b)]. This shows that D defined in (6) is
piecewise polyhedral. Since the image of a polyhedral under
affine transformation remains piecewise polyhedral, and M
is a linear operator, graph of T = D + M is piecewise
polyhedral. Consequently, its inverse T−1 is piecewise poly-
hedral. Thus by [20, Proposition 3H.1] the mapping T−1 is
calm at any z′ for any z satisfying (z′, z) ∈ graT−1. This
is equivalent to the metric subregularity characterization of
the operator T [20, Theorem 3H.3]. The second part of the
proof follows directly by noting that [2, Algorithm 6] used
to derive Algorithm 1 is a special case of [2, Algorithm 1].
Therefore, linear convergence follows from first part of the
proof together with [2, Theorem 3.3]. The aforementioned
2The sequence (xn)n∈IN converges to x? R-linearly if there is a
sequence of nonnegative scalars (vn)n∈IN such that ‖xn − x?‖ ≤ vn
and (vn)n∈IN converges Q-linearly3 to zero.
3The sequence (xn)n∈IN converges to x? Q-linearly with Q-factor given
by σ ∈]0, 1[, if for n sufficiently large ‖xn+1−x?‖ ≤ σ‖xn−x?‖ holds.
theorem guarantees linear convergence for the stacked vector
u in (5), however, here we consider the primal variables
only.
A. Special Case
Consider the following problem
minimize
x∈IRn
N∑
i=1
fi(x), (12)
where fi : IRn → IR for i = 1, . . . , N are proper closed
convex functions. This is a special case of (1) when gi◦Ci ≡
0. Since functions gi are absent, the dual variables yi in
Algorithm 1 vanish and for any choice of θ the algorithm
reduces to:
xk+1i = proxσifi(x
k
i − σiρki )
uki = 2x
k+1
i − xki
ρk+1i = ρ
k
i +
∑
j∈Ni
κi,j(u
k
i − ukj ).
Thus setting θ = 1.5 in (10) to maximize the stepsizes yields
σ¯−1 − 3τ¯4 ‖L‖ > 0, where L is the graph Laplacian.
IV. NUMERICAL SIMULATIONS
We now illustrate experimental results obtained by apply-
ing the proposed algorithm to the following problem:
minimize λ‖x‖1 +
N∑
i=1
1
2‖Dix− di‖22 (13)
for a positive parameter λ. This is the `1 regularized least-
squares problem. Problem (13) is of the form (1) if we set
for i = 1, . . . , N
fi(x) =
λ
N ‖x‖1,
gi(z) =
1
2‖z − di‖22,
Ci = Di
(14)
where Di ∈ IRmi×n, di ∈ IRmi . For the experiments
we used graphs of N = 50 computing agents, generated
randomly according to the Erdo˝s-Renyi model, with param-
eter p = 0.05. In the experiments we used n = 500 and
generated Di randomly with normally distributed entries,
with mi = 50 for all i = 1, . . . , N . Then we generated
vector di starting from a known solution for the problem
and ensuring λ < 0.1‖∑Ni D>i di‖∞.
For the stepsize parameters we set σi = σ¯, τi = τ¯ , for all
i = 1, . . . , N , and κi,j = κj,i = τ¯ for all edges (i, j) ∈ E,
such that (10) is satisfied. In order to have a fair comparison
we selected σ¯ = α/‖L‖ and τ¯ = 0.99/(α(θ2 − 3θ + 3))
with α = 20 which was set empirically based on better
performance of all the algorithms.
The results are illustrated in Figure 1, for several values
of θ, where the distribution of the number of communication
rounds required by the algorithms to reach a relative error of
10−6 is reported. In Figure 2 the convergence of algorithms
is illustrated in one of the instances. It should be noted that
the algorithm of Chambolle and Pock, that corresponds to
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Fig. 2. Convergence of the relative error for the algorithms, in one of the
considered instances.
θ = 2, is generally slower than the case θ = 1.5. This is
mainly due to the larger stepsize parameters guaranteed by
Theorem 1.
V. CONCLUSIONS
In this paper we illustrated how the recently proposed
Asymmetric Forward-Backward-Adjoint splitting method
(AFBA) can be used for solving distributed optimization
problems where a set of N computing agents, connected
in a graph, need to minimize the sum of N functions.
The resulting Algorithm 1 only involves local exchange of
variables (i.e., among neighboring nodes) and therefore no
central authority is required to coordinate them. Moreover,
the single nodes only require direct computations of the
objective terms, and do not need to perform inner iterations
and matrix inversions. Numerical experiments highlight that
Algorithm 1 performs generally better when the parameter
θ is set equal to 1.5 in order to achieve the largest step-
sizes. Future investigations on this topic include the study
of how the topological structure of the graph underlying
the problem affects the convergence rate of the proposed
methods, as well as problem preconditioning in a distributed
fashion. Developing asynchronous versions of the algorithm
is another important future research direction.
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