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Abstract
A rooted Bethe tree Bd,k is an unweighted rooted tree of k levels in which the vertex root has degree
d, the vertices in level 2 to level (k − 1) have degree (d + 1) and the vertices in level k have degree 1
(pendant vertices). In this paper, we derive tight upper and lower bounds on the algebraic connectivity of
(1) a Bethe tree Bd,k , and
(2) a tree Bd,k1,k2 obtained by the union of two Bethe trees Bd,k1 and Bd,k2 having in common the
vertex root.
A useful tool in our study is the Sherman–Morrison formula.
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1. Introduction
LetG be a simple undirected graph on n vertices. The Laplacian matrix ofG is the n × n matrix
L(G) = D(G) − A(G) where A(G) is the adjacency matrix ofG and D(G) is the diagonal matrix
of vertex degrees. It is well known that L(G) is a positive semidefinite matrix and that (0, e) is an
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eigenpair of L(G) where e is the all ones vector. Fiedler [2] proved that G is a connected graph
if and only if the second smallest eigenvalue of L(G) is positive. This eigenvalue is called the
algebraic connectivity of G which is here denoted by a(G).
We recall that a tree is a connected acyclic graph. We recall the notion of a rooted Bethe tree
Bd,k [4]. The treeBd,1 is a single vertex. For k > 1 the treeBd,k consists of a vertex u which is
joined by edges to the roots of each of d copies of Bd,k−1. The vertex u is the root of Bd,k . We
assume d > 1.
Example 1. The tree B3,4 is
u
We see thatB3,4 is a tree of four levels in which the vertex root has degree equal to 3, the vertices
in level 2 and level 3 have degree equal to 4 and the vertices in level 4 have degree equal to 1.
In general,Bd,k is a rooted tree of k levels in which the root vertex has degree equal to d, the
vertices in level j (2  j  k − 1) have degree equal to (d + 1) and the vertices in level k (the
pendant vertices) have degree equal to 1.
If d = 2 thenB2,k is a balanced binary tree of k levels. In [6], Molitierno, Neumann and Shader
obtain quite tight upper and lower bounds on the algebraic connectivity of B2,k . The bounds of
these authors are
a(B2,k) 
1
(2k − 2k + 3) − 2k−22k−1−1
(1)
and
1
(2k − 2k + 2) − 2k−
√
2(2k−1−2k−1)
2k−1−√2(2k−1−1) +
1
3−2√2 cos
(

2k−1
)  a(B2,k). (2)
In this paper, we obtain quite tight upper and lower bounds on the algebraic connectivity of
(1) a tree Bd,k , and
(2) a treeBd,k1,k2 obtained by the union of two Bethe treesBd,k1 andBd,k2 having a common
vertex root.
A very useful tool in our study is the Sherman–Morrison formula [1,3] which states that if A
is an n × n nonsingular matrix and if
B = A + uvT,
where u and v are n-dimensional column vectors, then
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B−1 = A−1 − 1
1 + vTA−1u (A
−1u)(vTA−1) (3)
provided that 1 + vTA−1u /= 0.
From now on
λ1(A)  λ2(A)  · · ·  λm(A)
are the eigenvalues of an m × m matrix A with only real eigenvalues.
Lemma 1. Let A be an m × m matrix with only positive eigenvalues and B be an (m − 1) ×
(m − 1) matrix whose eigenvalues interlace the eigenvalues of A. Then
λ1(A) 
1
trace(A−1) − trace(B−1) . (4)
Proof. By hypothesis
0 < λ1(A)  λ1(B)  λ2(A)  λ2(B)  · · ·  λm−1(B)  λm(A).
Then
1
λm(A)
 1
λm−1(B)
 · · ·  1
λ2(A)
 1
λ1(B)
 1
λ1(A)
.
Equivalently
λ1(A
−1)  λ1(B−1)  · · ·  λm−1(A−1)  λm−1(B−1)  λm(A−1)
Hence
trace(A−1) − λm(A−1) =
m−1∑
j=1
λj (A
−1) 
m−1∑
j=1
λj (B
−1) = trace(B−1).
Thus
1
trace(A−1) − trace(B−1) 
1
λm(A−1)
.
Since 1
λm(A−1)
= λ1(A), the lemma is proved. 
In searching for bounds on the algebraic connectivity ofBd,k we will make use of the inequality
(4) together with the Sherman–Morrison formula given in (3).
2. The spectrum of L(Bd,k) and bounds on a(Bd,k)
Let T be a rooted tree of k levels such that in each level the vertices have equal degree. We
agree that the root vertex is at level 1. For j = 1, 2, 3, . . . , k, let nk−j+1 and dk−j+1 be the number
of vertices and the degree of them in the level j . Observe that nk = 1, n1 is the number of vertices
in level k (the number of pendant vertices) and d1 = 1. Let
 = {j : 1  j  k − 1 and nj > nj+1} .
For j = 1, 2, . . . , k − 1, let Mj be the j × j leading principal submatrix of the k × k symmetric
tridiagonal matrix
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M =


1
√
d2 − 1√
d2 − 1 d2 √d3 − 1
√
d3 − 1 d3 . . .
.
.
.
.
.
.
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk


.
In [7] we have characterized completely the spectra of the Laplacian matrix and adjacency
matrix ofT. For the case of the Laplacian matrix, we have derived [7, Theorem 4(a)]
σ(L(T)) =

⋃
j∈
σ(Mj )

 ∪ σ(M). (5)
Theorem 1. For the tree Bd,k
(a)
σ (L(Bd,k)) =
k−1⋃
j=1
σ(Tj ) ∪ σ(T ), (6)
where for j = 1, 2, . . . , k − 1, Tj is the j × j leading principal submatrix of the k × k symmetric
tridiagonal matrix
T =


1
√
d√
d d + 1 √d
√
d d + 1 . . .
.
.
.
.
.
.
√
d√
d d + 1 √d√
d d


.
(b) The algebraic connectivity of Bd,k is the smallest eigenvalue of the (k − 1) × (k − 1)
symmetric tridiagonal matrix
Tk−1 =


1
√
d√
d d + 1 √d
√
d d + 1 . . .
.
.
.
.
.
.
√
d√
d d + 1


.
(c) If k1 < k2 then a(Bd,k1) > a(Bd,k2).
Proof. (a) For the tree Bd,k we have
 = {1, 2, . . . , k − 2, k − 1}
and
d1 = 1, d2 = d3 = · · · = dk−1 = d + 1, dk = d.
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By applying (5) to the tree Bd,k , (6) follows.
(b) We recall the interlacing property [3]: If A is an m × m symmetric tridiagonal matrix with
nonzero codiagonal entries then the eigenvalues of any (m − 1) × (m − 1) principal submatrix
strictly interlace the eigenvalues of A. It follows that the eigenvalues of Tj−1 strictly interlace the
eigenvalues of Tj and the eigenvalues of Tk−1 strictly interlace the eigenvalues of T . Finally, since
the eigenvalues of Tk−1 are eigenvalues of L(Bd,k), we obtain that the algebraic connectivity of
Bd,k is the smallest eigenvalue of Tk−1.
(c) It is an immediate consequence of (b) and the interlacing property above mentioned. 
Using Theorem 1, we conclude that Tk−1 is a positive definite matrix. Let Dk−1 be the (k −
1) × (k − 1) diagonal matrix whose diagonal entries are alternately 1 and −1. One can easily
verify that
Ak−1 = Dk−1Tk−1D−1k−1 =


1 −√d
−√d d + 1 −√d
−√d d + 1 . . .
.
.
.
.
.
. −√d
−√d d + 1


.
Hence Ak−1 is similar to the matrix Tk−1. Thus the smallest eigenvalue of Ak−1 is the algebraic
connectivity of Bd,k .
Let R be the permutation matrix of appropriate order with ones along the secondary diagonal
and zeros elsewhere. Then R2 = I is the identity matrix and Ak−1 is similar to
RAk−1R =


d + 1 −√d
−√d d + 1 −√d
−√d d + 1 . . .
.
.
.
.
.
. −√d
−√d 1


.
Let Bm be the m × m matrix
Bm =


d + 1 −√d
−√d d + 1 −√d
−√d d + 1 . . .
.
.
.
.
.
. −√d
−√d d + 1


.
We see that Bk−2 is the leading principal submatrix of order (k − 2) × (k − 2) of the matrix
RAk−1R. Since RAk−1R and Ak−1 are similar, the eigenvalues of Bk−2 interlace the eigenvalues
of the positive definite matrix Ak−1. From Lemma 1, we obtain
a(Bd,k) = λ1(Ak−1) 1
trace(A−1k−1) − trace(B−1k−2)
. (7)
Then in order to get an upper bound for a(Bd,k) we need to compute the difference trace(A−1k−1) −
trace(B−1k−2).
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Let us study the matrix the m × m matrix
Am =


1 −√d
−√d d + 1 −√d
−√d d + 1 . . .
.
.
.
.
.
. −√d
−√d d + 1


, (8)
where d /= 1 is a positive real number (not necessarily a positive integer as above).
Lemma 2. We have
(a) det Aj = 1 for j = 1, 2, . . . , m − 1.
(b) Am is a positive definite matrix.
(c) The (i, j)-entry of A−1m is given by
(A−1m )(i, j) =
{
1
d−1 (d
m−i+1 − 1)(√d)i−j for i  j,
1
d−1 (d
m−j+1 − 1)(√d)j−i for i < j. (9)
Hence Am is an M-matrix.
(d)
trace(A−1m ) =
1
d − 1
(
dm+1 − d
d − 1 − m
)
.
(e) The first column of A−1m is
1
d − 1
[
dm − 1, (dm−1 − 1)√d, (dm−2 − 1)d, . . . , (d − 1)(√d)m−1
]
. (10)
Proof. (a) Clearly det A1 = 1. Let j  2. We apply the Gaussian elimination procedure, without
row interchanges, to reduce Aj to the upper triangular matrix

1 −√d
1 −√d
1
.
.
.
.
.
. −√d
1 −√d
1


.
Then det Aj = 1.
(b) By induction on m. Clearly A1 = [1] is a positive definite matrix. Let m  2. Suppose
that Am−1 is a positive definite matrix. Let a the smallest eigenvalue of Am. Let a  0. Since
the eigenvalues of Am−1 strictly interlace the eigenvalues of Am and since the eigenvalues of
Am−1 are positive, all the eigenvalues of Am are positive except a. Hence det Am  0, which is
a contradiction because det Am = 1. Therefore a > 0 and thus Am is a positive definite matrix.
(c) Let Rm be the symmetric nonnegative matrix whose entries are given by (9). An easy
computation shows that AmRm is the m × m identity matrix. Thus Am is an invertible matrix
whose inverse is a nonnegative matrix. Then Am is an M-matrix [5, Theorem 2.5.3].
(d) and (e) are immediate consequences of (9). 
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We are ready now to find an upper bound for a(Bd,k). From (7) we have
a(Bd,k) 
1
trace(A−1k−1) − trace(B−1k−2)
. (11)
We need to compute trace(A−1k−1) − trace(B−1k−2). From Lemma 2(d) we obtain
trace(A−1k−1) − trace(A−1k−2)
= 1
d − 1
(
dk − d
d − 1 − k + 1
)
− 1
d − 1
(
dk−1 − d
d − 1 − k + 2
)
= 1
d − 1 (d
k−1 − 1).
Hence
trace(A−1k−1) − trace(B−1k−2) =
1
d − 1 (d
k−1 − 1) + trace(A−1k−2) − trace(B−1k−2). (12)
The difference between the traces of A−1k−2 and B
−1
k−2 will be obtained by using the Sherman–
Morrison as we show below. We have
Bk−2 = Ak−2 +


d 0 · · · · · · 0
0 0
.
.
.
...
...
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
. 0
0 · · · · · · 0 0


= Ak−2 + de1eT1 ,
where e1 is the first column of the identity matrix of order (k − 2). Using the Sherman–Morrison
formula (3) we obtain
B−1k−2 = A−1k−2 −
d
1 + deT1 A−1k−2e1
(A−1k−2e1)(e
T
1 A
−1
k−2)
= A−.1k−2 −
d
1 + deT1 A−1k−2e1
(A−1k−2e1)(A
−1
k−2e1)
T.
Then
A−.1k−2 − B−1k−2 =
d
1 + deT1 A−1k−2e1
(A−1k−2e1)(A
−1
k−2e1)
T.
Hence
trace(A−1k−2) − trace(B−1k−2) =
d
1 + deT1 A−1k−2e1
‖A−1k−2e1‖22. (13)
Clearly A−1k−2e1 is the first column of A
−1
k−2 and eT1 A
−1
k−2e1 is the entry in position (1, 1) of A
−1
k−2.
Applying (10) we have
A−1k−2e1 =
1
d − 1
[
dk−2 − 1, (dk−3 − 1)√d, (dk−4 − 1)d, . . . , (d − 1)(√d)k−3
]T
.
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Then
‖A−1k−2e1‖22 =
1
(d − 1)2
k−2∑
i=1
(dk−i−1 − 1)2di−1.
Expanding the square and adding we get
‖A−1k−2e1‖22 =
1
(d − 1)2
[
(dk−2 − 1)(dk−1 + 1)
d − 1 − 2(k − 2)d
k−2
]
. (14)
Moreover
d
1 + deT1 A−1k−2e1
= d
1 + d
d−1 (dk−2 − 1)
= d(d − 1)
dk−1 − 1 .
Replacing in (13)
trace(A−1k−2) − trace(B−1k−2)
= d
(dk−1 − 1)(d − 1)
[
(dk−2 − 1)(dk−1 + 1)
d − 1 − 2(k − 2)d
k−2
]
.
We use now (12) to get
trace(A−1k−1) − trace(B−1k−2)
= 1
d − 1 (d
k−1 − 1) + d
(dk−1 − 1)(d − 1)
[
(dk−2 − 1)(dk−1 − 1)
d − 1 − 2(k − 2)d
k−2
]
.
After some algebra
1
trace(A−1k−1) − trace(B−1k−2)
= (d − 1)
2
dk − (2k − 2)d + (2k − 1) − (2k−2)(d−1)
dk−1−1
.
We recall (11) to get our upper bound for a(Bd,k):
Theorem 2
a(Bd,k) 
(d − 1)2
dk − (2k − 2)d + (2k − 1) − (2k−2)(d−1)
dk−1−1
. (15)
To four decimal places the exact algebraic connectivity of B3,4 is 0.0572 and (15) gives
a(B3,4)  0.0575.
One easily see that for d = 2, the bound (15) is the upper bound of Molitierno, Neumann and
Shader for the binary tree B2,k given in (1).
Our next goal is to determine a lower bound for a(Bd,k). Let us define the (k − 1) × (k − 1)
symmetric tridiagonal matrix
Ck−1 =


1 + d − √d −√d
−√d d + 1 −√d
−√d d + 1 . . .
.
.
.
.
.
. −√d
−√d d + 1


.
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We see
Ck−1 = Ak−1 + (d −
√
d)e1e
T
1 . (16)
We have d > 1. Then d − √d > 0. We use the fact that the eigenvalues of a Hermitian matrix
increase if a positive semidefinite matrix is added to it [5, Corollary 4.3.3] to obtain that Ck−1 is
a positive definite and
λj (Ak−1)  λj (Ck−1)
for j = 1, 2, . . . , k − 1. Then
λj (A
−1
k−1)  λj (C
−1
k−1)
for j = 1, 2, . . . , k − 1. From these inequalities, we have
k−2∑
j=1
λj (A
−1
k−1) = trace(A−1k−1) − λk−1(A−1k−1)

k−2∑
j=1
λj (C
−1
k−1) = trace(C−1k−1) − λk−1(C−1k−1).
Since λk−1(A−1k−1) = 1λ1(Ak−1) and λk−1(C−1k−1) = 1λ1(Ck−1) , from the last inequality we obtain
1
λ1(Ak−1)
 trace(A−1k−1) − trace(C−1k−1) +
1
λ1(Ck−1)
.
This implies
1
trace(A−1k−1) − trace(C−1k−1) + 1λ1(Ck−1)
 λ1(Ak−1) (17)
which is a lower bound for λ1(Ak−1) = a(Bd,k). It remains to get the terms in the denominator
of this lower bound. We apply the Sherman–Morrison formula to (16) obtaining that
C−1k−1 = A−1k−1 −
d − √d
1 + (d − √d)eT1 A−1k−1e1
(A−1k−1e1)(A
−1
k−1e1)
T.
Thus
trace(A−1k−1) − trace(C−1k−1) =
d − √d
1 + (d − √d)eT1 A−1k−1e1
‖A−1k−1e1‖22. (18)
From (14)
‖A−1k−1e1‖22 =
1
(d − 1)2
[
(dk−1 − 1)(dk + 1)
d − 1 − 2(k − 1)d
k−1
]
.
The term eT1 A
−1
k−1e1 is the (1, 1)-entry of A
−1
k−1. Making use of (9)
d − √d
1 + (d − √d)eT1 A−1k−1e1
= (d −
√
d)(d − 1)
d − 1 + (d − √d)(dk−1 − 1) .
Replacing in (18)
trace(A−1k−1) − trace(C−1k−1)
= (d −
√
d)
d − 1 + (d − √d)(dk−1 − 1)
1
(d − 1)
[
(dk−1 − 1)(dk + 1)
d − 1 − 2(k − 1)d
k−1
]
.
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After some Algebra we obtain
trace(A−1k−1) − trace(C−1k−1)
= 1
(d − 1)2
(
dk − (2k − 1)(d − 1) − √d + (d − 1)(2k − 1)
dk− 12 + 1
)
.
We observe that from [6, p. 69], it can be obtained that the eigenvalues of Ck−1 are
λj (Ck−1) = (d + 1) − 2
√
d cos
(2j − 1)
2k − 1
for j = 1, 2, . . . , k − 1. In particular
λ1(Ck−1) = (d + 1) − 2
√
d cos

2k − 1 .
We are ready to recall (17) and the fact that a(Bd,k) = λ1(Ak−1) to get our lower bound on
a(Bd,k).
Theorem 3
1
1
(d−1)2
(
dk − (2k − 1)(d − 1) − √d + (d−1)(2k−1)
d
k− 12 +1
)
+ 1
(d+1)−2√d cos 2k−1
 a(Bd,k).
(19)
To four decimal places (19) gives 0.0571  a(B3,4) = 0.0572.
For d = 2, the bound (19) becomes
1(
2k − (2k − 1) − √2 + 2k−1
2k−
1
2 +1
)
+ 1
3−2√2 cos 2k−1
 a(B2,k). (20)
Next we show that this lower on a(B2,k) coincides with the lower bound of Molitierno,
Neumann and Shader given in (2). In fact
(2k − 2k + 2) − 2k −
√
2(2k − 1 − 2k−1)
2k − 1 − √2(2k−1 − 1)
= 2k − (2k − 1) − √2 + (√2 + 1) +
√
2(2k − 1 − 2k−1) − 2k
(
√
2 − 1)
(
2k− 12 + 1
)
= 2k − (2k − 1) − √2 +
(
2k− 12 + 1
)
+ √2(2k − 1 − 2k−1) − 2k
(
√
2 − 1)
(
2k− 12 + 1
)
= 2k − (2k − 1) − √2 + (2k − 1)(
√
2 − 1)
(
√
2 − 1)
(
2k− 12 + 1
)
= 2k − (2k − 1) − √2 + 2k − 1(
2k− 12 + 1
) .
Therefore (20) coincides with (2).
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3. The spectrum of L(Bd,k1,k2) and bounds on a(Bd,k1,k2)
In this section we search for bounds on the algebraic connectivity of a tree Bd,k1,k2 which is
the union of two Bethe trees Bd,k1 and Bd,k2 having in common the vertex root.
Example 2. The tree B3,3,4 is
Let be an unweighted treeTwith vertex root u which is the union of two treesT1 = (V1, E1)
andT2 = (V2, E2) such that V1 ∩ V2 = {u} andT1 andT2 have the property that the vertices
in each of their levels have equal degree. We agree that the root vertex is at level 1. This is the
case for the tree Bd,k1,k2 .
Let k1 and k2 be the numbers of levels of T1 and T2 respectively. For i = 1, 2 and j =
1, 2, 3, . . . , ki , let di,ki−j+1 and ni,ki−j+1 be the degree of the vertices and the number of vertices
in the level j ofTi . For i = 1, 2 let
i = {j : 1  j  ki − 1 and ni,j > ni,j+1}.
For i = 1, 2 and for j = 1, 2, 3, . . . , ki − 1, let Mi,j be the j × j leading principal submatrix of
the (ki − 1) × (ki − 1) symmetric tridiagonal matrix
Mi,ki−1 =


1
√
di,2 − 1√
di,2 − 1 di,2 . . .
.
.
.
.
.
.
√
di,ki−2 − 1√
di,ki−2 − 1 di,ki−2
√
di,ki−1 − 1√
di,ki−1 − 1 di,ki−1


and let M be the symmetric tridiagonal matrix of order (k1 + k2 − 1) × (k1 + k2 − 1) defined by
M =


M1,k1−1 p1
pT1 n1,k1−1 + n2,k2−1 p2
pT2 RM2,k2−1R

 ,
where R is the matrix of order (k2 − 1) × (k2 − 1) with ones along the secondary diagonal and
zeros elsewhere and, for i = 1, 2, pi is the (ki − 1)-dimensional column vector
pi =
[
0 · · · · · · 0 √ni,ki−1
]T
.
In [8] we proved that the spectrum of the Laplacian matrix ofT is
σ(L(T)) =

⋃
j∈1
σ(M1,j )

 ∪

⋃
j∈2
σ(M2,j )

 ∪ σ(M). (21)
We may apply (21) to find the spectrum of the Bd,k1,k2 .
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Theorem 4. Let k = max{k1, k2}. Then
(a)
σ (L(Bd,k1,k2)) =

k−1⋃
j=1
σ(Tj )

 ∪ σ(T ),
where Tj is the j × j leading principal submatrix of (k − 1) × (k − 1) symmetric tridiagonal
matrix
Tk−1 =


1
√
d
√
d d + 1 . . .
.
.
.
.
.
.
√
d√
d d + 1 √d√
d d + 1


, (22)
T =


Tk1−1 p1
pT1 2d p2
pT2 RTk2−1R

 (23)
and
pi =
[
0 · · · · · · 0 √d]T , i = 1, 2. (24)
(b) The algebraic connectivity of Bd,k1,k2 is the smallest eigenvalue of Tk−1.
(c) a(Bd,k1,k2) = a(Bd,k).
Proof. There is no loss of generality in assuming k1  k2. Then max{k1, k2} = k2.
(a) For the tree Bd,k1,k2
1 = {1, 2, . . . , k1 − 1},
1 ⊆2 = {1, 2, . . . , k2 − 1},
d1,1 = d2,1 = 1,
d1,j = d + 1 for j = 2, 3, . . . , k1 − 1,
d2,j = d + 1 for j = 2, 3, . . . , k2 − 1,
n1,k1−1 = n2,k2−1 = d.
Since k1  k2, for j ∈ 1, M1,j is a leading principal submatrix of M2,k2−1 and M2,k2−1 is the
(k2 − 1) × (k2 − 1) matrix given in (22). In addition, the vectors p1 and p2 are as in (24), and the
matrix M is the matrix T defined in (23). From (21) we obtain
σ(L(Bd,k1,k2)) =

k−1⋃
j=1
σ(Tj )

 ∪ σ(T ).
(b) Let Q be the (k1 + k2 − 2) × (k1 + k2 − 2) obtained from T by deleting its k1-row and
its k1-column. That is
Q =
[
Tk1−1 0
0 RTk2−1R
]
.
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We claim that the smallest element of
⋃k−1
j=1 σ(Tj ) equals the smallest eigenvalue of Q. We see
that σ(Q) = σ(Tk1−1) ∪ σ(Tk2−1). Since k1  k2, by the interlacing property, we have that the
eigenvalues of Tk1−1 interlace the eigenvalues of Tk2−1 = Tk−1. Thus the smallest eigenvalue
of Q is the smallest eigenvalue of Tk−1. We use again the interlacing property to conclude that
the smallest eigenvalue of Tk−1 is the smallest element of
⋃k−1
j=1 σ(Tj ). Therefore the smallest
eigenvalue ofQ equals the smallest element of
⋃k−1
j=1 σ(Tj ). From (a), the spectrum ofL(Bd,k1,k2)
is the union of
⋃k−1
j=1 σ(Tj ) and σ(T ). Since each matrix Tj is a positive definite matrix and
0 ∈ σ(L(Bd,k1,k2)), 0 is an eigenvalue of T . Now, using the fact that the eigenvalues of Q
interlace the eigenvalues of the singular matrix T , we conclude that the smallest eigenvalue of Q
is the smallest positive eigenvalue of L(Bd,k1,k2), that is, the algebraic connectivity of Bd,k1,k2 .
Finally, since the smallest eigenvalue of Q equals the smallest eigenvalue of Tk−1, statement (b)
follows.
(c) From Lemma 1 we have that the algebraic connectivity of Bd,k is the smallest eigenvalue
of Tk−1. Finally we use (b) to conclude (c). 
Theorem 5. If k = max{k1, k2} then
a(Bd,k1,k2) 
(d − 1)2
dk − (2k − 2)d + (2k − 1) − (2k−2)(d−1)
dk−1−1
and
1
1
(d−1)2
(
dk − (2k − 1)(d − 1) − √d + (d−1)(2k−1)
d
k− 12 +1
)
+ 1
(d+1)−2√d cos 2k−1
 a(Bd,k1.k2).
Proof. Let k = max{k1, k2}. From Theorem 4, we have a(Bd,k1,k2) = a(Bd,k) Now we recall
the upper bound and lower bound for a(Bd,k) obtained in (15) and (19) respectively, to obtain
the given bounds for a(Bd,k1.k2). 
To four decimal places a(B3,3,4) = a(B3,4) = 0.0572 and the above bounds give 0.0571 
a(B3,3,4)  0.0575.
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