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MODULI OF CURVES WITH NONSPECIAL DIVISORS AND
RELATIVE MODULI OF A∞-STRUCTURES
ALEXANDER POLISHCHUK
Abstract. In this paper for each n ≥ g ≥ 0 we consider the moduli stack U˜nsg,n of
curves (C, p1, . . . , pn, v1, . . . , vn) of arithmetic genus g with n smooth marked points pi
and nonzero tangent vectors vi at them, such that the divisor p1+ . . .+ pn is nonspecial
(has no h1) and ample. With some mild restrictions on the characteristic we show that it
is a scheme, affine over the Grassmannian G(n−g, n). We also construct an isomorphism
of U˜nsg,n with a certain relative moduli of A∞-structures (up to an equivalence) over a
family of graded associative algebras parametrized by G(n− g, n).
Introduction
This paper continues the study of connections between moduli spaces of curves and A∞-
algebras, started in [10]. Recall that in [10] we gave an interpretation of the moduli of
curves of arithmetic genus g with g (distinct smooth) marked points forming a nonspecial
divisor, as a certain moduli space of A∞-algebras. In the present paper we consider a
generalization of this picture to the case of curves with n marked points, where n ≥ g.
The second motivation for this work is the relation, pointed out in [6], between the
moduli space of curves (C, p1, . . . , pn) of arithmetic genus 1 such that H
1(C,O(pi)) = 0
for every i and one of the moduli spaces studied by Smyth in [12] and [13]. For each
1 ≤ m < n he constructed an alternate compactification M1,n(m) of the moduli space of
n-pointed curves of genus 1 consisting of m-stable curves. The moduli space that shows
up in [6] is M1,n(n − 1). In the present paper we construct a bigger moduli stack of
curves which should contain open substacks closely related to Smyth’s moduli spaces for
all m ≥ (n− 1)/2 (see Section 1.5).
Let us fix n ≥ g. The main object of study of this paper is the moduli stack Unsg,n of
(C, p1, . . . , pn) such that H
1(C,O(p1 + . . .+ pn)) = 0 and O(p1 + . . .+ pn) is ample, and
the Gnm-torsor over it, U˜
ns
g,n, corresponding to choices of nonzero tangent vectors v1, . . . , vn
at the marked points.
Note that the vanishing of H1(C,O(p1 + . . . + pn)) is equivalent to the surjectivity of
the map
H0(C,OC(p1 + . . .+ pn)/OC)→ H
1(C,OC). (0.0.1)
Hence, its kernel is n− g-dimensional. Thus, we have a natural morphism
π : U˜nsg,n → G(n− g, n), (0.0.2)
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whereG(n−g, n) is the Grassmannian of (n−g)-dimensional subspaces in the n-dimensional
space, associating with (C, p1, . . . , pn, v1, . . . , vn) the kernel of the map (0.0.1), where
H0(C,OC(p1 + . . .+ pn)/OC) is trivialized using the basis v1, . . . , vn.
Note that some closely related moduli stacks were considered in [11]. Namely, the preim-
ages of the standard cells in G(n−g, n) under π are the open substacks U˜nsg,n(S) ⊂ U˜
ns
g,n, for
subsets S ⊂ {1, . . . , n} such that |S| = g, given by the condition H1(C,OC(
∑
i∈S pi)) =
0. These stacks are precisely the stacks U˜nsg,n(a), defined in [11] for collections a =
(a1, . . . , an) ∈ Z
n
≥0 such that
∑
i ai = g, in the case when each ai is either 0 or 1.
Working over Q we proved in [11] that each U˜nsg,n(S) is in fact an affine scheme of
finite type, and identified it with the quotient of a certain locally closed subset of the
Sato Grassmannian of subspaces in H =
⊕n
i=1 k((ti)) by the free action of the group of
changes of variables. The first result of this paper, Theorem A below, gives analogous
statements for U˜nsg,n (in this case the morphism π is affine of finite type).
As in [11] we consider the closed subset ASG of the Sato Grassmannian consisting of
W that are subalgebras of W . Let ASGns ⊂ ASG be the open subset consisting of W
such that
W ∩
n⊕
i=1
k[[ti]] = k, dim(H/(W +
n⊕
i=1
k[[ti]])) = g, and H =W +
n⊕
i=1
t−1i k[[ti]].
There is a natural action on ASGns of the group G of changes of variables of the form
ti 7→ ti + c1it
2
i + c2it
3
i + . . . , i = 1, . . . , n.
Theorem A (see Theorem 1.2.2). (i) Assume that either
• n ≥ g ≥ 1, n ≥ 2 and the base is Spec(Z[1/2]), or
• n = g = 1 and the base is Spec(Z[1/6]), or
• g = 0, n ≥ 2 and the base is Spec(Z).
Then the stack U˜nsg,n is isomorphic to a scheme, affine of finite type over the Grassmannian
G(n − g, n), so that the preimages of the standard open cells US ⊂ G(n − g, n), for
S ⊂ {1, . . . , n}, |S| = g, are the moduli schemes U˜g,n(aS), where aS has 1’s at the places
corresponding to S.
(ii) Now let us work over Spec(Q). Then the action of G on ASGns is free, and the
Krichever map induces an isomorphism
U˜nsg,n ≃ ASG
ns/G.
Note that part (i) of this Theorem is an improvement of [10, Thm. 1.2.4] (where the
case n = g was considered, but over Z[1/6]) and of the special case of [11, Thm. A(i)]
when a is a collection of 0’s and 1’s.
Next, generalizing the work [10] (corresponding to the case n = g), we consider A∞-
algebras associated with curves (C, p•, v•) in U˜
ns
g,n. Namely, we consider the object
G = OC ⊕Op1 ⊕ . . .⊕Opn (0.0.3)
in the perfect derived category of C and consider the natural minimal A∞-structure on the
corresponding algebra Ext∗(G,G) (which arises from a dg-model of this Ext-algebra and
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is defined uniquely up to a gauge equivalence). The key observation is that the associative
algebra structure on Ext∗(G,G) depends only on the corresponding (n − g)-dimensional
subspace in kn.
More precisely, let Qn be the quiver with n+1 vertices marked as O,Op1 , . . . ,Opn and
with the arrows
Ai : Opi → O, Bi : O → Opi, i = 1, . . . , n.
Let J0 be the two-sided ideal in the path algebra k[Qn] of Qn generated by the elements
AiBiAi, BiAiBi, AiBj ,
where i 6= j. For an (n − g)-dimensional subspace W ⊂ kn we define JW ⊂ k[Qn] to be
the ideal generated by J0 together with the additional relations∑
xiBiAi = 0 for every
∑
xiei ∈ W,
and consider the corresponding quotient algebra
EW = k[Qn]/JW (0.0.4)
We equip EW with the Z-grading by deg(Ai) = 0, deg(Bi) = 1.
Now for a curve (C, p•, v•) ∈ U˜
ns
g,n there is a canonical isomorphism of associative alge-
bras
Ext∗(G,G) ≃ EW ,
for W = π(C, p•, v•). Thus, from such a curve we get an A∞-structure on the algebra
EW .
The family of associative algebras EW defines a sheaf of O-algebras Eg,n over G(n−g, n).
Extending the techniques developed in [10] we consider the relative moduli space M∞
over G(n − g, n), classifying minimal A∞-structures on the fibers of Eg,n (for a precise
definition see Def. 2.2.5). We prove that in fact M∞ is an affine scheme over G(n− g, n)
(over Z[1/6]), and the above construction of A∞-structures associated with curves gives
an isomorphism of the moduli spaces.
Theorem B (see Theorem 2.3.10). Under the assumptions of Theorem A(i) we have a
natural isomorphism
U˜nsg,n
∼
✲M∞
of affine schemes over G(n− g, n), compatible with the Gnm-action, where (λi) ∈ G
n
m acts
on U˜nsg,n by rescaling the tangent vectors at the marked points and onM∞ by the rescalings
Ai 7→ Ai, Bi 7→ λiBi.
Note that in the case n = g ≥ 2 (resp., n ≥ 3, g = 0) this result is a strengthening of
a similar isomorphism in [10, Thm. A] (resp., [10, Thm. 5.2.1]), since we now work over
Z[1/2] (resp., Z), not over a field.
The construction of the scheme M∞ of minimal A∞-structures on Eg,n is a particular
case of a more general construction (see Theorem 2.2.6) of the affine scheme classifying
equivalence classes of minimal A∞-structures on a sheaf of O-algebras E over a scheme S,
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such that E is locally free of finite rank as an O-module, and the associative algebras Es
for s ∈ S satisfy the following vanishing condition:
HH i(Es)<0 = 0 for i ≤ 1. (0.0.5)
As in [10] the important part of the proof of Theorem B is identifying the curves
in U˜nsg,n such that the corresponding A∞-algebras are homotopically trivial. In the case
n = g, considered in [10], there is only one such curve, Ccuspg , which is the union of g
cuspidal curves of genus 1, glued at the cusp. In general, there is a family of such curves,
parametrized by G(n − g, n). Namely, these are precisely the invariant points of the
action of the diagonal Gm ⊂ G
n
m on U˜
ns
g,n. We refer to curves in this family as special
curves. In Theorem 1.2.2 we prove that special curves form a section of the projection
(0.0.2). Special curves are used in the proof of Theorem B as follows. Since the Gm-action
contracts both spaces, U˜nsg,n and M∞, to the Gm-invariant locus (which is G(n− g, n) in
both cases), it is enough to study deformations of each special curve and show that they
precisely correspond to deformations of the EW as an A∞-algebra. This is done using
the same ideas as in the case n = g, although there are some new features that appear
because we now work with a family of associative algebras (see Proposition 2.3.9).
Note that our moduli scheme of A∞-structures M∞ has a natural extension to a de-
rived stack that can be constructed as in [2, (3.2)]. It would be interesting to find an
interpretation of this derived extension in terms of moduli of curves.
The paper is organized as follows. Section 1 is devoted to geometric aspects of the
moduli stacks U˜nsg,n. In particular, in Section 1.1 we describe a family of special curves in
U˜nsg,n. Then in Section 1.2 we prove Theorem A. In Section 1.3 we describe the natural
gluing morphism that associates with a pair of curves from the moduli spaces U˜nsg1,n1 and
U˜nsg2,n2, each equipped with an additional point different from all the marked points, a
glued curve in U˜nsg1+g2,n1+n2. In Sections 1.4 and 1.5 we study the case g = 1: we describe
explicitly the space U˜ns1,2, as well as construct regular morphisms from the Smyth’s moduli
spaces of m-stable curves to U˜ns1,n for m ≥ (n− 1)/2. Section 2 is devoted to the relative
moduli of A∞-structures. After proving some technical results in Section 2.1, we give in
Section 2.2 a general construction of the affine scheme parametrizing A∞-structures over
a given family of associative algebras (under the assumption (0.0.5)). Finally, in Section
2.3 we prove Theorem B.
1. Moduli of curves with nonspecial divisors
1.1. Some special curves. First, we are going to construct some special curves that
will play an important role in our study of the moduli spaces U˜nsg,n.
Definition 1.1.1. (i) Let x1, . . . , xn be independent variables, and let R be a commu-
tative ring. For a subset S ⊂ {1, . . . , n} with |S| = g let us consider the subalgebra in⊕n
i=1R[xi] given by
B(S) := R · 1 +
⊕
i∈S
x2i k[xi].
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Next, let (hj)1≤j≤n,j 6∈S be a collection of linear forms in (xi)i∈S with coefficients in R.
We define the R-algebra A(h•) as the B(S)-subalgebra in
⊕n
i=1R[xi] generated by the
elements hj = xj + hj , j 6∈ S. We view A(h•) as a graded R-algebra, where deg(xi) = 1.
(ii) We define two curves, one affine and another projective over R, by
Caff(h•) = Spec(A(h•)),
C(h•) = Proj(R(A(h•))),
where R(A(h•)) =
⊕
m≥0 Fm is the Rees algebra associated with the increasing filtration
(Fm) on A(h•) coming from the grading. Note that C
aff(h•) is an affine open in C(h•).
we have an action of Gm on these curves associated with the grading on A(h•).
Proposition 1.1.2. (i) For any matrix (aij)i∈S,j 6∈S with entries in R, let A be the graded
algebra defined by the generators (fi, hi, hS,j)i∈S,j 6∈S subject to the equations
fifi′ = 0, fihi′ = 0, hihi′ = 0, h
2
i = f
3
i ,
hS,jhS,j′ =
∑
i∈S
aijaij′fi,
fihS,j = aijhi,
hihS,j = aijf
2
i ,
(1.1.1)
where i, i′ ∈ S, i 6= i′, j, j′ 6∈ S, j 6= j′, and the grading is given by
deg(hS,j) = 1, deg(fi) = 2, deg(hi) = 3.
Then there is an injective homomorphism of graded R-algebras
ρ : A→
n⊕
i=1
R[xi],
such that
ρ(fi) = x
2
i , ρ(hi) = x
3
i , i ∈ S,
ρ(hS,j) = xj +
∑
i∈S
aijxi, j 6∈ S,
inducing an isomorphism A ≃ A(h•), where
hj =
∑
i∈S
aijxi.
The elements
(fni , f
n
i hi, h
m
S,j), i ∈ S, j 6∈ S,m ≥ 1, n ≥ 0, (1.1.2)
form a basis of A over R.
(ii) Assume now R = k, where k is a field. Let C = C(h•), C
aff = Caff(h•) be as in
Definition 1.1.1. Then C \Caff consists of n smooth points p1, . . . , pn on C. Furthermore,
C is a union of n components Ci, joined in a single point q, which is the only singular
point of C (with pi ∈ Ci \ {q}). Each component Ci is either P
1, or the cuspidal curve of
arithmetic genus 1.
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Proof. (i) It is easy to see that ρ is well defined, and that the elements (1.1.2) span A
over R. On the other hand, one immediately checks that their images under ρ are linearly
independent over R and generate the subalgebra A(h•). This implies our assertions.
(ii) The complement C \ Caff is naturally identified with
ProjA(h•) ≃ Proj(
n⊕
i=1
k[xi]) = ⊔
n
i=1pi.
Let us consider the projection from Caff(h•) to the union of g cuspidal curves h
2
i = f
3
i
(given by the projection to coordinates (fi, hi)). The fiber over the cusp is the union of the
coordinate axes in An−g. We claim that over the complement to the cusp this projection
is an isomorphism. Say, hi = fi = 0 for all i 6= i0, and hi0 , fi0 are invertible. Then the
equations
hS,jhS,l = ai0,jai0,lfi0 , fi0hS,j = ai0,jhi0, hi0hS,j = ai0,jf
2
i0
are equivalent to
hS,j = ai0,j
hi0
fi0
,
for j 6∈ S.
Thus, Caff has n irreducible rational components Caffi , all joined at one point, where
hi = fi = hS,j = 0. More precisely, for j 6∈ S, we have C
aff
j ≃ A
1: Caffj is given by the
equations fi = hi = 0, hS,l = 0 for l 6= j, and xj = hS,j is the coordinate on it.
For i ∈ S there are two cases:
Case 1. There exists j 6∈ S such that ai,j 6= 0. Then C
aff
i ≃ A
1 with the coordinate
xi = hS,j/ai,j. Note that if ai,l 6= 0 for some other l 6∈ S then hS,j/ai,j = hS,l/ail on C
aff
i .
Case 2. aij = 0 for all j 6∈ S. Then all hS,j = 0 on C
aff
i , so C
aff
i is the cuspidal curve with
the coordinate xi on the normalization of C
aff
i such that x
2
i = fi, x
3
i = hi.
Note the map ρ is precisely the map associating with a function f ∈ A its pull-backs to
normalizations of the irreducible components Caff1 , . . . , C
aff
n , where we choose coordinates
xi as above. Let Ci be the closure of C
aff
i . The point at infinity pi ∈ Ci corresponds either
to the point on P1 where xi =∞, or to the infinite point on the projective closure of the
cuspidal curve (corresponding to xi = ∞ on its normalization). In particular, all pi are
smooth. 
Note that the curve C(h) is determined by the corresponding subspace
W := 〈xj + hj | j 6∈ S〉 ⊂
n⊕
i=1
k · xi ≃ k
n,
which can be any point of the open cell in G(n− g, n) where W + kS = kn. Later we will
show that each curve C(h) with the marked points pi and the natural tangent vectors at
them induced by x−1i (viewed as elements of the local ring of C(h) at pi) defines a point
in U˜nsg,n, which we will denote simply by CW . We will refer to the curves of the form CW
as special curves.
Remark 1.1.3. The special curves above are particular cases of the curves considered in
[11, Sec. 2.1]. Note that in the case g = 0 there is a unique special curve for each n: the
union of n projective lines joined in a rational n-fold point.
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1.2. Moduli spaces. Recall that for each collection a1, . . . , an ≥ 0 such that a1 + . . .+
an = g, we considered in [11] the stack U˜
ns
g,n(a1, . . . , an) of curves (C, p1, . . . , pn) of arith-
metic genus g such that H1(C,O(
∑
aipi)) = 0 and O(p1 + . . . + pn) is ample, equipped
with nonzero tangent vectors at the marked point. Working over Z[1/N ] for sufficiently
divisible N , we proved that all of these are affine schemes of finite type, and related them
(working over Q) to certain subschemes of the Sato Grassmannian via the Krichever map.
The moduli spaces considered below are glued from various U˜nsg,n(a1, . . . , an), where ai’s
are all 0’s and 1’s.
Definition 1.2.1. Let us denote by Unsg,n the moduli stack of (reduced connected projec-
tive) curves (C, p1, . . . , pn) of arithmetic genus g and n smooth distinct marked points,
such that H1(C,O(p1+ . . .+pn)) = 0 and OC(p1+ . . .+pn) is ample. Let U˜
ns
g,n denote the
Gnm-torsor over U
ns
g,n corresponding to choices of nonzero tangent vectors at all the marked
points.
For each subset S ⊂ {1, . . . , n} such that |S| = g, we consider the open substack
U˜g,n(S) ⊂ U˜
ns
g,n corresponding to curves (C, p1, . . . , pn) for which H
1(C,OC(
∑
i∈S pi)) = 0.
This is equivalent to requiring that H0(C,OC(
∑
i∈S pi)/OC) surjects onto H
1(C,OC).
Thus, we have
U˜g,n(S) = π
−1(US)
where US ⊂ G(n− g, n) is the open cell in the Grassmannian corresponding to subspaces
W ⊂ kn such that W + kS = kn.
It follows that U˜nsg,n is the union of open substacks U˜g,n(S), where S ranges over subsets
of {1, . . . , n} such that |S| = g. On the other other hand, by definition, we have
U˜g,n(S) = U˜
ns
g,n(a1, . . . , an),
where ai = 1 for i ∈ S and aj = 0 for j 6∈ S.
We have a natural action of Gnm on U˜
ns
g,n, so that for λ = (λ1, . . . , λn),
λ(C, p1, . . . , pn, v1, . . . , vn) = (C, p1, . . . , pnλ
−1
1 v1, . . . , λ
−1
n vn).
Note that the (0.0.2) is Gnm-equivariant, where G
n
m acts on G(n− g, n) via the embedding
Gnm ⊂ GL(n) and the natural action of GL(n) on the Grassmannian.
As in [11], we consider the locally closed subset SG1(g) in the Sato Grassmannian of
subspaces of H =
⊕n
i=1 k((ti)), consisting of W such that 1 ∈ W ,
• W ∩H≥0 = 〈1〉 and
• dimH/(W +H≥0) = g,
where H≥0 =
⊕n
i=1 k[[ti]]. We denote by ASG ⊂ SG1(g) the closed subscheme consisting
ofW which are subalgebras inH. We denote by SGns ⊂ SG1(g) the open subset consisting
of W such that
W +
n⊕
i=1
t−1i k[[ti]] = H,
and we set ASGns = ASG ∩ SGns. All of these schemes can be defined over Z (see [11,
Sec. 1.1] for details).
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Let Uns,(∞)g,n be the torsor over Unsg,n corresponding to choices of formal parameters
(t1, . . . , tn) at the marked points. Using [11, Prop. 1.1.5] we see that there is a natu-
ral morphism (Krichever map)
Kr : Uns,(∞)g,n → ASG
ns : (C, p•, t•) 7→ H
0(C \ {p1, . . . , pn}) ⊂ H,
(1.2.1)
where the embedding into H is given by the Laurent expansions with respect to the formal
parameters (t•). This morphism is G-equivariant, where G =
∏n
i=1Gi, and Gi is the group
of changes of ti of the form ti 7→ ti + c1t
2
i + c2t
3
i + . . . .
Theorem 1.2.2. Assume that either n ≥ g ≥ 1, n ≥ 2 and the base is Spec(Z[1/2]), or
n = g = 1 and the base is Spec(Z[1/6]), or g = 0, n ≥ 2 and the base is Spec(Z).
(i) The stack U˜nsg,n is a scheme, the morphism π : U˜
ns
g,n → G(n − g, n) is affine of finite
type and Gnm-equivariant.
(ii) The diagonal subgroup Gm ⊂ G
n
m acts on the ring of functions on each open affine
U˜g,n(S), where S ⊂ {1, . . . , n}, |S| = g, with non-negative weights. There is a G
n
m-
equivariant section
σ : G(n− g, n)→ U˜nsg,n
of the morphism π, such that the locus of Gm-invariant points in U˜
ns
g,n coincides with the
image of σ. These Gn-invariant points correspond to the special curves considered in
Proposition 1.1.2.
(iii) Now let us work over Q. Then the Krichever map (1.2.1) induces an isomorphism
Kr : U˜nsg,n ≃ ASG
ns/G,
where the action of G on ASGns is free.
Proof. (i) The case n = g = 1 is well known (see e.g., [10, Thm. 1.2.4] or [6, Thm. A]),
while the case n ≥ 3, g = 0 is [10, Thm. 5.1.4]. The case n = 2, g = 0 is elementary (and
can be worked out as in [10, Lem. 5.1.2]): one has U˜ns0,2 ≃ A
1, with the universal affine
curve C \{p1, p2} given by the equation x1x2 = t (where t is the coordinate on A
1). Thus,
we will assume that n ≥ g ≥ 1 and n ≥ 2.
Since G(n − g, n) is covered by affine open cells US, it is enough to prove that each
U˜g,n(S) is an affine scheme of finite type over the base. As in [10, Thm. 1.2.4] and [11,
Thm. A], the main point is to find a canonical basis of the algebra H0(C \{p1, . . . , pn},O)
for a family of curves in U˜g,n(S) with any affine base Spec(R).
Set DS =
∑
i∈S pi. We start by constructing an R-basis of the algebra H
0(C \DS,O).
Similarly to [10, Thm. 1.2.4], using the condition H1(C,O(DS)) = 0 we choose elements
fi ∈ H
0(pi +DS), hi ∈ H
0(2pi +DS), for i ∈ S,
with fi ≡
1
t2i
modO(DS), hi ≡
1
t3i
modO(pi+DS), where ti are some formal parameters at
pi, compatible with the chosen tangent vectors. The elements (fi, hi) are defined uniquely
up to the following transformations
(hi, fi) 7→ (hi + aifi + bi, fi + ci), (1.2.2)
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for some ai, bi, ci ∈ R. The assumption thatH
1(C,O(DS)) = 0 implies thatH
0(C,O(DS)) =
R, hence, the monomials (fmi , f
m
i hi)i∈S,m≥0 form an R-basis of H
0(C \ DS,O) (cf. [10,
Lem. 1.2.1(ii)]). By considering the polar parts, as in [10, Lem. 1.2.1], we see that the
generators (fi, hi) should satisfy relations of the following form:
fifj = αjihi + αijhj + γjifi + γijfj +
∑
k 6=i,j
ckijfk + aij ,
fihj = dijf
2
j + tjihi + vijhj + rjifi + δijfj +
∑
k 6=i,j
ekijfk + bij ,
hihj = βjif
2
i + βijf
2
j + εjihi + εijhj + ψjifi + ψijfj +
∑
k 6=i,j
lkijfk + uij,
h2i = f
3
i + qihifi + rif
2
i + uihi +
∑
j 6=i
gjihj + πifi +
∑
j 6=i
kji fj + si,
where i 6= j (the coefficients are some elements of R). Since we assume that 2 is invertible,
choosing ai and bi in (1.2.2) appropriately we can make the coefficients qi and ri in the
last equation to be zero. This fixes the ambiguity in a choice of hi. Assume now that
g ≥ 2. Then to fix the ambiguity in a choice of fi we observe that by making appropriate
changes fi 7→ fi+ ci we can make γii0 = 0 for i 6= i0, γi0i1 = 0 for fixed i0, i1 ∈ S (i0 6= i1).
In the case g = 1 we will leave the ambiguity in choosing fi for now and will fix it later.
Next, for each j 6∈ S we have h0(pj+DS) = 2, so we can choose hS,j ∈ H
0(C,O(pj+DS))
with the polar part 1/tj at pj, uniquely up to an additive constant. Let us set D :=∑n
i=1 pi. Then
(fmi , f
m
i hi, h
m+1
S,j ), i ∈ S, j 6∈ S,m ≥ 0 (1.2.3)
is an R-basis of O(C \D). Indeed, (hmS,j)m≥1,j 6∈S generate arbitrary polar parts at points
pj , j 6∈ S, while (f
m
i , f
m
i hi)i∈S,m≥0 form a basis of H
0(C \DS,O).
Let us define aij(S) ∈ R, where i ∈ S, j 6∈ S, by
hS,j ≡
aij(S)
ti
modO
at pi. Then using the basis (1.2.3) we see that in addition to the relations satisfied by
(fi, hi)i∈S we should have relations of the following form:
hS,jhS,j′ = cj′j(S)hS,j + cjj′(S)hS,j′ +
∑
i∈S
aij(S)aij′(S)fi + const
fihS,j = bij(S)hS,j + aij(S)hi +
∑
l∈S
dlij(S)fl + const
hihS,j = eij(S)hS,j + aij(S)f
2
i + rij(S)hi +
∑
l∈S
slij(S)fl + const
where i ∈ S, j, j′ 6∈ S. Note that cjj′(S) = hS,j(pj′), bij(S) = fi(pj), eij(S) = hi(pj).
Using these relations we can get rid of the ambiguity in adding a constant to each hS,j
by requiring that di0i0j(S) = 0 for fixed i0 ∈ S. Also, in the case g = 1 we can now fix the
ambiguity in adding a constant to fi by requiring bij0(S) = 0 for a fixed j0 6∈ S (which
exists since |S| = 1 and n ≥ 2).
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As usual, the Buchberger’s algorithm gives a system of equations on the constants in the
relations between the generators fi, hi, hS,j, which is equivalent to (1.2.3) being a basis.
Thus, we get a morphism from U˜g,n(S) to an affine scheme SGB of finite type over Z[1/6].
The remainder of the proof is similar to that of [10, Thm. 1.2.4]: starting from Groebner
relations of the above form we construct a family of curves with required properties, which
gives an inverse morphism SGB → U˜g,n(S).
(ii) The action of λ ∈ Gnm on the coordinates on U˜g,n(S) is induced by the rescalings
fi 7→ λ
2
i fi, hi 7→ λ
3
ihi, hS,j 7→ λjhS,j.
From this we see that the diagonal action of Gm doesn’t change (aij) and acts with positive
weights on all the other coordinates. In particular, the Gm-invariant points correspond
to the (C, p•, v•) such that C \ {p1, . . . , pn} is given by the equations (1.1.1). So these are
exactly the equations of the special curves considered in Proposition 1.1.2.
Conversely, from part (i), we see that U˜g,n(S) can be identified with the affine scheme
parametrizing commutative algebras with generators (fi, hi, hS,j) and relations of the form
specified in (i), such that the elements (1.2.3) form a basis. Thus, by Proposition 1.1.2,
the family of special curves over US gives a morphism
σ : US → U˜g,n(S).
It remains to check that this morphism is a section of the projection π : U˜g,n(S) → US.
By definition, we have to prove that for C = C(aij) as in Proposition 1.1.2, where (aij) is
the matrix with i ∈ S, j 6∈ S, the kernel of the map
H0(C,OC(p1 + . . .+ pn)/OC)→ H
1(C,OC)
gets identified with the subspaceW ⊂ kn spanned by (ej+
∑
i∈S aijei)j 6∈S, whereH
0(C,O(pi)/O)
is trivialized using the rational function xi that has a pole of order 1 at pi. But this follows
from the fact that xj +
∑
i∈S aijxi = hS,j defines a regular section in H
0(C,OC(p1+ . . .+
pn)).
(iii) We have seen that U˜nsg,n is the union of U˜
ns
g,n(a), over a consisting of 0’s and 1’s.
Similarly, ASGns is the union of ASGa (where ASGa = ASG ∩ SGa with SGa being the
open cell of the Sato Grassmannian defined in [11, Sec. 1.3]), over the same set of a, and
the Krichever map is compatible with these open coverings. Hence, the assertion follows
from [11, Thm. B]. 
Note that Theorem A is a part of Theorem 1.2.2.
Remarks 1.2.3. 1. If C has arithmetic genus 0 then the vanishing of H1(O(p1+ . . . pn))
is automatic, so the moduli scheme U˜ns0,n is exactly the space U˜0,n[ψ] of ψ-prestable curves
(with tangent vectors at the marked points) considered in [10, Sec. 5.1]. This case of
Theorem 1.2.2(i)(ii) was considered in [10, Thm. 5.1.4]. Note that one of the GIT quotients
of U˜ns0,n by G
n
m is the space of Boggi-stable (or ψ-stable) curves studied in [1], [3, Sec. 4.2.1]
and [4, Sec. 7.2].
2. The schemes U˜nsg,n can be reducible. For example, by [9, Thm. (11.10)], if C is the
union of n generic lines through one point in Pn−3, then C is not smoothable for n ≥ 15.
It is easy to see that equipping each component of C with a marked point we get a curve
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(C, p1, . . . , pn) satisfying H
1(C,O(p1 + . . . , pn)) = 0. Thus, we deduce that U˜
ns
3,n, for
n ≥ 15, has a component with nonsmoothable curves.
Definition 1.2.4. Let us denote by Uns,′g,n (resp., U˜
ns,′
g,n ) the moduli stack, defined exactly
like Unsg,n (resp., U˜
ns
g,n), but without the condition of ampleness of O(p1 + . . .+ pn).
Proposition 1.2.5. There is a natural morphism Uns,′g,n → U
ns
g,n sending a curve (C, p1, . . . , pn)
to the curve (C, p1, . . . , pn), where C is the image of C under the morphism to a projective
space induced by the linear system |OC(N(p1 + . . .+ pn))| for N ≫ 0.
Proof. We will construct a Gnm-equivariant morphism
U˜ns,′g,n → U˜
ns
g,n,
as sketched in [11, Rem. 1.7.2.2]. Let us restrict to the open substack where h1(O(
∑
i∈S pi)) =
0, for a fixed subset S ⊂ {1, . . . , n}, |S| = g (it will be clear that our morphisms are the
same on the intersections).
Let R be a commutative ring, and let (C, p•, v•) be a family in M˜1,n(m)(R). Consider
the R-algebra
A = H0(C \ {p1, . . . , pn},O),
equipped with the increasing filtration Fm = H
0(C,O(mD)), where D = p1 + . . . + pn.
Now set
C := Proj(R(A)),
where R(A) =
⊕
m Fm is the corresponding Rees algebra. As in the proof of Theorem
1.2.2, we construct a canonical basis of the algebra A (here we use the assumption that
h1(O(
∑
i∈S pi)) = 0). Then, following the argument of the same proof, we use the relations
between the canonical generators of A to show that C is equipped with marked points
and tangent vectors and defines a family in U˜1,n. 
1.3. Gluing morphism. Let C˜nsg,n → U˜
ns
g,n denote the universal affine curve, i.e., the
complement to the sections p1, . . . , pn in the universal curve. By definition, the stack C˜
ns
g,n
classifies the data (C, p1, . . . , pn, v1, . . . , vn; q), where (C, p•, v•) is in U˜
ns
g,n and q is a point
of C, different from the marked points p1, . . . , pn (where C can be singular at q). In the
case when the marked points are in bijection with a finite set I we will use the notation
U˜nsg,I and C˜
ns
g,I for these moduli stacks.
Example 1.3.1. In the case n = g = 1 we need to invert 6 to ensure that the stack U˜ns1,1
is a scheme. However, it is easy to see that already the stack C˜ns1,1 × Spec(Z[1/2]) is a
scheme. Indeed, starting with a family (C, p, v; q) in C˜ns1,1(R), where R is a commutative
ring, we can normalize functions f ∈ H0(C,O(2p)), h ∈ H0(C,O(3p)), with the Laurent
expansions f = 1
t2
+ . . . , g = 1
t3
+ . . . at p (where the local parameter t is compatible
with the vector field v) by the conditions f(q) = h(q) = 0, so that the only remaining
ambiguity is h 7→ h + cf . We can fix this ambiguity by requiring that
h2 − f 3 = αf 2 + βh+ γf
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for uniquely defined constants α, β, γ ∈ R (note that there is no fh term in the right-hand
side). This gives an isomorphism C˜ns1,1 ≃ A
3 over Z[1/2].
Proposition 1.3.2. Assume n ≥ g ≥ 1, n ≥ 2, and let us work over Z[1/2] (in the case
g = 0 we can work over Z).
(i) For every partition [1, n] = I ⊔ J into nonempty subsets and a pair of numbers h ≤
|I|, k ≤ |J |, such that h + k = g, there is a natural gluing morphism
ρh,kI,J : C˜
ns
h,I × C˜
ns
k,J → U˜
ns
g,n, (1.3.1)
sending a pair of curves CI , CJ (equipped with the marked points, tangent vectors and with
the extra points qI , qJ) to the curve C = CI∪CJ , where CI and CJ are glued transversally,
so that the points qI and qJ are identified. The curve C is equipped with n marked points
(and tangent vectors at them), so that the points indexed by I come from the marked
points on CI , while those indexed by J come from CJ .
(ii) The morphism ρh,kI,J is compatible with the projections to the Grassmannians and with
the morphism
G(|I| − h, |I|)×G(|J | − k, |J |)→ G(n− g, n)
sending the pair of subspaces (V, V ′) to V ⊕ V ′.
(iii) The morphism ρh,kI,J is a closed embedding that factors through the closed subscheme
ZI,J ⊂ U˜
ns
g,n, given by the conditions
(1) H1
(
C,O(
∑
i∈S pi)
)
6= 0 for all S ⊂ [1, n] such that |S| = g and either |S ∩ I| < h
or |S ∩ J | < k;
(2) for every S ⊂ [1, n] and s, t ∈ [1, n], such that |S| = g, |S ∩ I| = h, |S ∩ J | = k,
and either s ∈ S ∩ I, t ∈ S ∩ J or s ∈ S ∩ J , t ∈ S ∩ I, the morphism
H0
(
C,O(2ps +
n∑
i=1
pi)
)
→ H0(C,O(pt)/O)⊕
⊕
i 6∈S
H0(C,O(pi)/O)
has rank ≤ n− g.
Note that the nonvanishing of H1 in (1) can also be expressed as a degeneracy locus of
the morphism of vector bundles over U˜nsg,n, so we have a natural subscheme structure on
ZI,J . Furthermore, there exists a retraction morphism from ZI,J onto the image of ρ
h,k
I,J .
Proof. (i,ii) The fact that CI and CJ are glued transversally means that there is an exact
sequence
0→ OC → OCI ⊕OCJ → Oq → 0.
This leads to an isomorphism
H1(OC) ≃ H
1(OCI )⊕H
1(OCJ ), (1.3.2)
so the arithmetic genus of C is h+ k = g. Similarly, the exact sequence
0→ OC(p1 + . . .+ pn)→ OCI (
∑
i∈I
pi)⊕OCJ (
∑
j∈J
pj)→ Oq → 0
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shows that
H1
(
OC(p1 + . . .+ pn)
)
= H1
(
OCI (
∑
i∈I
pi)
)
⊕H1
(
OCJ (
∑
j∈J
pj)
)
= 0
(since the constants in H0
(
OCI (
∑
i∈I pi)
)
surject onto H0(Oq)). Similar argument works
in families, so our morphism is well-defined. The compatibility with the morphism of
Grassmannians follows from the decomposition (1.3.2), which is compatible with the sim-
ilar decomposition of H1(OC(p1 + . . .+ pn)/OC).
(iii) For any subset S ⊂ [1, n] we have an exact sequence
0→ OC(
∑
i∈S
pi)→ OCI (
∑
i∈S∩I
pi)⊕OCJ (
∑
j∈S∩J
pj)→ Oq → 0
which gives an isomorphism
H1
(
C,OC(
∑
i∈S
pi)
)
≃ H1
(
CI ,O(
∑
i∈S∩I
pi)
)
⊕H1
(
CJ ,O(
∑
j∈S∩J
pj)
)
.
Thus, if |S ∩ I| < h then H1
(
CI ,O(
∑
i∈S∩I pi)
)
6= 0, so that H1
(
C,OC(
∑
i∈S pi)
)
6= 0.
Similarly, we get the nonvanishing of H1
(
C,OC(
∑
i∈S pi)
)
if |S ∩ J | < k. Assume now
that S is as in condition (2), s ∈ S ∩ I and t ∈ S ∩ J . Using the exact sequence
0→ OC(2ps +
n∑
i=1
pi)→ OCI (2ps +
∑
i∈I
pi)⊕OCJ (
∑
j∈J
pj)→ Oq → 0
we see that the degeneracy required in (2) is equivalent to the condition that the morphism
H0
(
CI ,O(2ps+
∑
i∈I
pi)
)
⊕H0
(
CJ ,O(
∑
j∈J
pj)
)
→ H0(Oq)⊕H
0(O(pt)/O)⊕
⊕
i 6∈S
H0(O(pi)/O)
has rank ≤ n−g+1. But this follows from the fact that the composition of this morphism
with the projection to H0(O(pt)/O)⊕
⊕
j∈J\SH
0(O(pj)/O) has rank ≤ |J | − k. Indeed,
this composition factors through a map
H0(CJ ,O(
∑
j∈J
pj))→ H
0(O(pt)/O)⊕
⊕
j∈J\S
H0(O(pj)/O)
whose cokernel is H1
(
CJ ,O(
∑
j∈S∩J\{t})
)
6= 0. This shows that our morphism factors
through the subscheme ZI,J .
Next, we are going to construct a retraction
r : ZI,J → C˜
ns
h,I × C˜
ns
k,J . (1.3.3)
It is enough to construct compatible morphisms on all the affine opens ZI,J ∩ U˜g,n(S),
where S ⊂ [1, n], |S| = g. By condition (1), the intersection is nonempty only when
|S ∩ I| = h and |S ∩ J | = k. Let (C, p•, v•) be the restriction of the universal family to
ZI,J ∩ U˜g,n(S).
Recall that over U˜g,n(S) we have generators fi, hi, hS,j of O(C \ D), where D =
p1 + . . .+ pn (see the proof of Theorem 1.2.2). Let us consider their restrictions over ZI,J
(denoted in the same way). We claim that for every i ∈ S ∩ I and i′ ∈ I \S the functions
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fi, hi and hS,i′ are regular at any pj, where j ∈ S ∩ J . Indeed, for hS,i′ this follows from
the exact sequence
H0
(
C,O(pi′ +
∑
i∈S
pi)
)
→ H0(C,O(pi′)/O)→ H
1
(
C,O(pi′ +
∑
i∈S\{j}
pi)
)
→ 0
since by condition (1) the first arrow is zero (due to the way we represent the nonvanishing
of H1 as a degeneracy locus). Since over U˜g,n(S), for i ∈ S ∩ I, we have an exact sequence
0→ H0
(
C,O(2pi +
∑
i′∈S
pi′)
)
→ H0
(
C,O(2pi +
n∑
i′=1
pi′)
)
→
⊕
i′ 6∈S
H0(O(pi′)/O)→ 0,
condition (2) implies the vanishing of the morphism
H0
(
C,O(2pi +
∑
i′∈S
pi′)
)
→ H0(O(pj)/O)
for any j ∈ S ∩ J . This shows that fi and hi have no poles along pj for such j, proving
our claim.
Now we construct two families of curves over ZI,J . Let us set
AI := O(C \ {pi | i ∈ I}), AJ := O(C \ {pi | i ∈ J}),
CI := ProjR(AI), CJ := ProjR(AJ),
where R(AI) (resp., R(AJ)) are the Rees algebras associated with the filtrations by the
order of pole along
∑
i∈I pi (resp.,
∑
j∈J pj). Note that the algebra AI is a free module
over O(ZI,J) with the basis
(fmi , f
m
i hi, h
m+1
S,i′ ), i ∈ S ∩ I, i
′ ∈ I \ S,m ≥ 0.
Indeed, this is checked easily by considering polar parts at pi with i ∈ I, similarly to
checking that (1.2.3) is a basis of O(C \D). This implies that the generators (fi, hi, hS,i′),
where i ∈ S∩I, i′ ∈ I \S, satsify similar relations as the full set of generators of O(C \D),
and so as in the proof of [10, Thm. 1.2.4], we get that CI is a curve of arithmetic genus
|S ∩ I| = h, that extends to a family in U˜nsh,I . Similar argument works for CJ , so we get a
morphism
r : ZI,J → U˜
ns
h,I × U˜
ns
k,J .
Note that we have the natural morphisms C → CI and C → CJ . Let us consider the
compositions
q : ZI,J
pj0✲ C → CI , q
′ : ZI,J
pi0✲ C → CJ ,
for some fixed indices i0 ∈ I, j0 ∈ J . These allow to lift the morphism r to the required
morphism (1.3.3). One can immediately check that r◦ρh,kI,J is the identity morphism. This
implies that ρh,kI,J is a closed embedding. 
Example 1.3.3. In the case g = 0 the subscheme ZI,J coincides with the whole space
U˜ns0,n. Thus, in this case the embedding ρ
0,0
I,J admits a retraction defined on U˜
ns
0,n.
14
Remark 1.3.4. One can also consider the gluing morphism that associates with a curve
(C, p1, . . . , pn) of arithmetic genus g−1, equipped with extra two points q1 6= q2 (possibly
singular), different from p1, . . . , pn, the curve (C, p1, . . . , pn) of arithmetic genus g, where
C is obtained by transversally identifying q1 and q2 on C. In order to guarantee that
H1(C,O(p1 + . . . + pn)) = 0 one has to assume that H
1(C,O(p1 + . . . + pn)) = 0 and in
addition the morphism
evq2 − evq1 : H
0(C,O(p1 + . . .+ pn))→ k,
is surjective (where evqi is the evaluation at qi).
1.4. Case g = 1, n = 2. In this section we work over Spec(Z[1/6]). The scheme U˜ns1,2 is
glued from two affine open pieces U1 and U2 determined by the conditions H
1(C,O(p1)) =
0 and H1(C,O(p2)) = 0, respectively.
Note that we have U1 = U˜
ns
1,2(1, 0). The latter moduli space was described explicitly
in [11, Sec. 3.1] as the affine 4-space with coordinates (a, b, e, π). Let us rename these
coordinates on U1 as a12, b12, e12, π1. Thus, the universal affine curve C \ {p1, p2} over U1
is given by the equations
h21 = f
3
1 + π1f1 + s1, (1.4.1)
f1h12 = a12h1 + b12h12 + a12e12, (1.4.2)
h1h12 = a12f
2
1 + e12h12 + a12b12f1 + a12(π1 + b
2
12), (1.4.3)
where s1 = e
2
12 − b12(π1 + b
2
12). Note that the projection U1 → A
1 ⊂ P1 is given by the
coordinate a12.
Let us denote by f2, h2, h21 the generators of the algebra of functions on the universal
affine curve C \ {p1, p2} over U2, so that h21 ∈ H
0(C,O(p1 + p2)) and h21 ≡ 1/t1 at p1.
Let also a21, b21, e21, π2 be the coordinates on U2 similar to those on U1. Note that over
U1∩U2 the function h21−
1
a12
h12 is constant along the fibers of the projection to the base.
Hence, h21 ≡
1
a12t2
at p2, so we have
a21 =
1
a12
.
Lemma 1.4.1. Over U1 ∩ U2 one has
h21 = a21h12, f2 = h
2
12 − a
2
12f1 − a
2
12b12, h2 = h
3
12 − a
3
12h1 − 3a
2
12b12h12 − 2a
3
12e12,
b21 = a
2
12b12, e21 = a
3
12e12, π2 = a
4
12π1, s2 = a
6
12s1.
Proof. Note that U1∩U2 is the open subset in U1 where a12 does not vanish. On this open
subset we can express h1 in terms of f1 and f12 using (1.4.2):
h1 =
f1h12
a12
−
b12h12
a12
− e12. (1.4.4)
Substituting into (1.4.3) we get
f 21 − (
h212
a212
− b12)f1 +
b12h
2
12
a212
+ 2e12
h12
a12
+ π1 + b
2
12 = 0
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which is the single equation defining the universal C \ {p1, p2} ((1.4.1) follows from this
and (1.4.4)). Note that this is a quadratic equation in f1. Therefore, we can define an
involution of C \ {p1, p2} over U1 ∩ U2 by
(h12, f1) 7→ (h12,
h212
a212
− b12 − f1).
We claim that this involution extends to an involution τ of C permuting p1 and p2. Indeed,
this immediately follows from the fact that it preserves the filtration by the degree of pole
along p1 + p2 (so that deg(h12) = 1, deg(f1) = 2), together with the observation that
τ ∗(f1) has a pole at p2.
Note that
τ ∗(f1) =
h212
a212
− b12 − f1, (1.4.5)
which has the expansion 1
a2
12
t2
2
+ . . . at p2. Similarly
τ ∗(h1) =
h12
a12
τ ∗(f1)−
b12h12
a12
− e12 ≡
1
a312t
3
2
+ . . .
at p2. Now the equation
τ ∗(h1)
2 = τ ∗(f1)
3 + π1τ
∗(f1) + s1
(obtained from (1.4.1)), together with the definition of (f2, h2), shows that
τ ∗(f1) =
1
a212
f2, τ
∗(h1) =
1
a312
h2, (1.4.6)
π2 = a
4
12π1, s2 = a
6
12s1.
We also have
b21 = f2(p1) = a
2
12(τ
∗f1)(p1) = a
2
12f1(τ(p1)) = a
2
12f1(p2) = a
2
12b12.
Similarly, we get that e21 = a
3
12e21. Finally, we get the required formulas for f2 and h2 by
using (1.4.5), (1.4.6) and (1.4.4). 
The above lemma shows that the functions b12, e12, π1 (resp., b21, e21, π21) defined on U1
(resp., U2) actually extend to regular functions on the entire moduli space.
Proposition 1.4.2. Let us work over Z[1/6]. The scheme U˜ns1,2 is isomorphic as a P
1-
scheme to the total space of the vector bundle O(−2) ⊕ O(−3) ⊕ O(−4) over P1. This
isomorphism is G2m-equivariant, where we use the natural action of G
2
m ⊂ GL2 on P
1 and
its standard lifting to O(i).
Proof. The morphism π : U˜ns1,2 → P
1 is given by (1 : a12) on U1 and by (a21 : 1) on U2,
where a12 = a
−1
21 on the intersection. Since U˜
ns
1,2 is glued from the open subsets U1 and U2,
using the identifications of U1 and U2 with A
4 and the transition formulas from Lemma
1.4.1, we obtain that U˜ns1,2 is isomorphic to the subscheme of P
1×A6 given by the equations
t21b21 = t
2
2b12, t
3
1e21 = t
3
2e12, t
4
1π2 = t
4
2π1,
16
where (t1 : t2) are homogeneous coordinates on P
1. Hence, b12/t
2
1, e12/t
3
1 and π1/t
4
1 extend
naturally to regular sections of π∗O(−2), π∗O(−3) and π∗O(−4) respectively. This gives a
morphism from U˜ns1,2 to the total space ofO(−2)⊕O(−3)⊕O(−4) over P
1. Since it restricts
to isomorphisms over the open subsets t1 6= 0 and t2 6= 0, it is an isomorphism. 
Remark 1.4.3. Under the isomorphism of Proposition 1.4.2, the Gm-invariant points
in U˜ns1,2 (see Theorem 1.2.2(ii)) get identified with the zero section in the total space of
O(−2)⊕O(−3)⊕O(−4) over P1. Over P1\{0,∞} the corresponding curve is the tacnode,
while at 0 and ∞ we get the union of the genus 1 cuspidal curve and of the projective
line, joined to the cusp transversally.
In the remainder of this section we work over an algebraically closed field k of charac-
teristic 6= 2, 3.
Corollary 1.4.4. The graded algebra
A =
⊕
n≥0
H0(U˜ns1,2, π
∗O(n)) =
⊕
n≥0
H0(P1, S(O(2))⊗ S(O(3))⊗ S(O(4))(n))
can be identified with the k[t1, t2]-subalgebra of k[t1, t2, x, y, z] (where t1, t2, x, y, z are inde-
pendent variables), such that the nth graded component An is spanned by the monomials
ti1t
j
2x
kylzm with i+ j = 2k + 3l + 4m+ n.
This identification is compatible with the G2m-actions, where x, y, z and G
2
m-invariant,
while t1 and t2 have G
2
m-weights (1, 0) and (0, 1), respectively.
Proof. We use the G2m-invariant regular sections of π
∗O(−2), π∗O(−3) and π∗O(−3),
x = b12/t
2
1, y = e12/t
3
1, z = π1/t
4
1.

Using the above description we can describe the GIT quotients U˜ns1,2 / χG
2
m with respect
to the G2m-linearizations on the line bundle O(1) on U˜
ns
1,2, which differ from the standard
G2m-equivariant structure by (rational) characters χ(λ0, λ1) = λ
u
0λ
v
1 of G
2
m (if u and v are
fractional this means that we really work with O(N) for some N).
We have
U˜ns1,2 / χ G
2
m = Proj(A(u, v)),
where A(u, v) ⊂ A is the corresponding subalgebra of invariants with respect to the
χ-twisted G2m-action on the algebra A:
A(u, v) :=
⊕
n≥0
(An ⊗ χ
−n)G
2
m
(here, if χ is not integral, we have to pass to a Veronese subalgebra of A). Using Corollary
1.4.4 we see that the A(u, v)n is spanned by the monomials
tnu1 t
nv
2 x
kylzm with n(u+ v − 1) = 2k + 3l + 4m. (1.4.7)
Note that A(u, v) reduces to constants if either u < 0 or v < 0 or u + v < 1. In the
case u ≥ 0, v ≥ 0, u+ v = 1, the algebra A(u, v) has a basis of monomials tnu1 t
nv
2 , so it is
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isomorphic to an algebra of polynomials in one variable tNu1 t
Nv
2 , where N > 0 is minimal
such that Nu,Nv are integers. Thus, in this case the GIT quotient reduces to a point.
Proposition 1.4.5. Assume u ≥ 0, v ≥ 0, u + v > 1. Then A(u, v) is isomorphic to
a Veronese subalgebra in k[x, y, z], where deg(x) = 2, deg(y) = 3, deg(z) = 3. Hence,
for u+ v > 1 the GIT quotient U˜ns1,2 / χ G
2
m is isomorphic to the weighted projective plane
P(2, 3, 4). The χ-unstable locus in U˜ns1,2 is the union of the locus of Gm-invariant points
and of π−1(tNu1 = 0) ∪ π
−1(tNv2 = 0), where N > 0 is such that Nu,Nv ∈ Z.
Proof. Let N > 0 be minimal such that Nu,Nv are integers. We associate with each
monomial (1.4.7) the corresponding monomial xkylzm. This gives an isomorphism of
A(u, v) with the subalgebra of k[x, y, z] spanned by all such monomials such that n :=
2k+3l+4m
u+v−1
belongs to NZ. Let n0 be minimal such that n > 0. Then this subalgebra
is precisely the Veronese subalgebra corresponding to n0(u + v − 1). The identification
of the unstable locus follows from the form of the monomials (1.4.7), since the locus of
Gm-invariant points coincides with the locus where all the sections x, y, z vanish. 
1.5. Case g = 1, aribitrary n ≥ 2: connection to Smyth’s moduli. As before, we
work over Z[1/6].
Recall that for integers 1 ≤ m < n Smyth defined in [12] the moduli stack M1,n(m) of
n-pointed m-stable curves of arithmetic genus 1, parametrizing curves (C, p1, . . . , pn) of
arithmetic genus 1 with n distinct smooth marked points such that
• C has only nodes and elliptic l-fold points, with l ≤ m, as singularities;
• if E ⊂ C is any connected subcurve of arithmetic genus 1 then |E ∩C \ E|+ |E ∩
{p1, . . . , pn}| > m;
• H0(C, TC(−p1 − . . .− pn)) = 0, where TC is the tangent sheaf.
Smyth showed that M1,n(m) is a proper irreducible Deligne-Mumford stack.
Proposition 1.5.1. Assume m ≥ n−1
2
. Then there exists a morphism
M1,n(m)→ U
ns
1,n
extending the obvious map on the locus of smooth curves.
Proof. It is enough to check that M1,n(m) is an open substack of U
ns,′
1,n (see Definition
1.2.4) for these values of m. Indeed, then we can compose this open open embedding with
the morphism Uns,′1,n → U
ns
1,n constructed in Proposition 1.2.5.
Now we recall (see [12, Lem. 3.1]) that every m-stable curve has a fundamental decom-
position
C = E ∪ R1 ∪ . . . ∪Rk,
where E is the minimal elliptic subcurve i.e., the connected subcurve of arithmetic genus 1
without disconnecting nodes, and each Ri is a connected nodal curve of arithmetic genus
0 meeting E in a unique point such that E∩Ri is a node of C (and Ri∩Rj = ∅ for i 6= j).
We claim that there is at least one marked point pi on E. Indeed, otherwise the m-
stability of C implies that k > m ≥ n−1
2
, i.e., k ≥ n+1
2
. But each Ri contains at least
two marked points (due to the last condition in the definition of m-stability), so the total
number of marked points is ≥ 2k > n, which is a contradiction.
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Let pi ∈ E. Then one has
H1(C,OC(pi)) = H
1(E,OE(pi)) = 0.
Indeed, the vanishing of H1(E,O(pi)) can be deduced from the classification of the possi-
ble minimal elliptic subcurves (see [12, Lem. 3.3]): E is either a smooth elliptic curve, or
an irreducible nodal curve, or a wheel of projective lines, or an elliptic l-fold curve (which
includes the cuspidal curve for l = 1). Hence, we have h1(C,O(p1 + . . . + pn)) = 0, as
required. 
Remark 1.5.2. Recall that for each i = 1, . . . , n we have an open subset U˜1,n(i) =
π−1(Ui) ⊂ U˜
ns
1,n consisting of (C, p•, v•) such that h
1(pi) = 0. The intersection ∩
n
i=1U˜1,n(i)
corresponds to the curves (C, p•, v•) such that h
1(pi) = 0 for each i. As shown in [11,
Prop. 3.3.1], there is a natural projection
∩ni=1U˜1,n(i)→ U˜
sns
1,n ,
which is a Gn−1m -torsor, where the space U˜
sns
1,n classifies (C, p•, ω), where C is of arithmetic
genus 1, h1(pi) = 0 for each i and ω is a nonzero global section of the dualizing sheaf on
C (and O(p1 + . . . + pn) is ample). The space U˜
sns
1,n was studied in [6], where we showed
in particular that considering the GIT-quotients of U˜sns1,n by the Gm-action rescaling ω we
recover Smyth’s moduli space of (n − 1)-stable curves M1,n(n − 1). Proposition 1.5.1
suggests that more generally, for m ≥ n−1
2
, there should exist natural morphisms from the
Smyth’s moduli spaces M1,n(m) to some GIT quotients of U˜
ns
1,n by G
n
m. We will explore
this elsewhere.
2. A∞-moduli
2.1. Nice quotients. Below we work with schemes and group schemes over a fixed base
scheme S.
Definition 2.1.1. Let G be a group scheme, X be a G-scheme. We say that a G-invariant
morphism π : X → Q is a nice quotient for the G-action on X if locally over S (in Zariski
topology) there exists a section σ : Q→ X of π and a morphism ρ : X → G, such that
x = ρ(x)σ(π(x)) and ρ ◦ σ = 1. (2.1.1)
We say that π is a strict nice quotient if ρ and σ can be defined globally over S.
In the case when S is a point we obtain precisely the situation of [10, Def. 4.2.2], where
we called σ(Q) a nice section for the action of G on X .
Note that a nice quotient is automatically a categorical quotient (in the category of
S-schemes). Indeed, let f : X → Z be a G-invariant morphism. Then f(x) = f(σ(π(x))),
so f is a composition of f ◦ σ : Q→ Z with π. This implies that the existence of a nice
quotient is a local quesion in S. Namely, if Xi → Qi are nice quotients for Xi = p
−1(Ui),
where (Ui) is an open covering of S, p : X → S is a projection, then we can glue them
into a global morphism π : X → Q.
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Remark 2.1.2. If π : X → Q is a nice quotient for the G-action onX then π is a universal
geometric quotient (see [8]). Indeed, any base change of π is still a nice quotient. The
following properties are clear: π is surjective, U ⊂ Q is open if and only if π−1(U) is open,
geometric fibers are precisely the orbits of geometric points. Finally, we claim that OQ
coincides with G-invariants in π∗OX . Indeed, given a G-invariant function f on π
−1(U)
then f(x) = f(σ(π(x)), so it descends to the function f ◦ σ on U .
Let us consider the topology on the category SchS of S-schemes, such that open cov-
erings of p : T → S are pull-backs under p of Zariski open coverings of S. We call this
S-Zariski topology. Let us consider the following presheaf of sets on SchS:
T 7→ X(T )/G(T ).
Lemma 2.1.3. Let π : X → Q is a nice quotient for the G-action then the sheafification
of the above presheaf with respect to the S-Zariski topology is naturally isomorphic to the
functor represented by Q. Thus, a T -point of Q can be represented by a collection of
Vi-points of X, where Vi = f
−1(Ui) for some open covering (Ui) of S, such that for any
i, j, the corresponding Vij-points of X, where Vij = f
−1(Vi ∩ Vj), differ by G(Vij)-action.
Proof. We have a natural morphism from X(T )/G(T ) to the sheaf represented by Q,
which becomes an isomorphism over an open affine covering of S (due to the existence of
a decomposition (2.1.1)). This immediately implies the assertion. 
We have the following relative analog of [10, Lem. 4.2.3].
Lemma 2.1.4. Let G be a group scheme over S acting on a scheme X over S. Assume
that G fits into an exact sequence of group schemes
1→ H → G→ G′ → 1
and that the projection G → G′ admits a section s : G′ → G which is a morphism
of schemes (not necessarily compatible with the group structures). Suppose we have a
scheme Y with an action of G′ and a morphism f : X → X ′ compatible with the G-action
via the homomorphism G → G′. Assume that there exists a nice quotient πH : X → QH
for the H-action on X and a nice quotient π′ : X ′ → Q′ for the G′-action on X ′. Finally,
assume that the following condition holds: for any S-scheme T and any points x ∈ X(T ),
g ∈ G(T ) such that f(gx) = f(x) there exists an open covering T = ∪Ti and a point
h ∈ H(Ti) for each i, such that gx = hx. Then there exists a nice quotient for the
G-action on X. The same assertion holds for strict nice quotients.
Proof. It is enough to prove the assertion for strict nice quotients. Without loss of
generality we can assume that the section s : G′ → G satisfies s(1) = 1. By assumption,
we have sections σH : QH → X and σ
′ : Q′ → X ′ and the corresponding maps ρH : X → H
and ρ′ : X ′ → G′ satisfying (2.1.1). Let us define morphisms ρf : X → G and πf : X → X
by
ρf = s ◦ ρ
′ ◦ f, πf (x) = ρf (x)
−1x.
One immediately checks that
f ◦ πf = σ
′ ◦ π′ ◦ f.
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In particular, πf (x) ∈ f
−1(σ′(Q′)). Let us set Q˜ = f−1(σ′(Q′)) ⊂ X . Note that for x ∈ Q˜
we have
ρf(x) = s(ρ
′(f(x)) = s(1) = 1,
since ρ′|σ′(Q′) = 1. Hence, for x ∈ Q˜ we have πf(x) = x. Now we set
Q = σ−1H (Q˜) ⊂ QH ,
and define the maps π : X → Q and ρ : X → G required for the definition of a nice
quotient by
π = πH ◦ πf ,
ρ(x) = ρf(x)ρH(πf (x)).
Note that π is well-defined. Indeed, we need to show that (σHπHπf )(x) ∈ Q˜. But
πf (x) ∈ Q˜, so this follows from the identity
(σHπHπf )(x) = ρH(πf (x))
−1πf (x)
and the fact that Q˜ is preserved by the action of H . As in [10, Lem. 4.2.3], we check that
our data defines a strict nice quotient for the G-action on X (where the section of π is
provided by σH |Q). 
2.2. General A∞-moduli. For a graded sheaf F of locally free O-modules over a scheme
S we denote by CHs+t(F/S)t the sheaf of homomorphisms of O-modules F
⊗s → F of
degree t. We have a natural notion of an An-structure (resp., A∞-structure) on F , given
by a collection of global sections
m = (m1, . . . , mn) ∈ H
0(S, CH2(F/S)1 × . . .× CH
2(F/S)2−n)
(resp.,m = (m1, m2, . . . ) withmn ∈ CH
2(F/S)2−n), satisfying the standardA∞-identities
involving only m1, . . . , mn (resp., all A∞-identities). Note that in the case when 2 is in-
vertible on S the identities for An-structures can be written as
∑r
i=1[mi, mr+1−i] = 0, for
r = 1, . . . , n, where [·, ·] is the Gerstenhaber bracket.
We are interested in minimal An-structures (resp., A∞-structure), i.e., those with m1 =
0. The action of the group of gauge transformations on the set of An-structures also
immediately generalizes to the relative context: we have a sheaf of groups G over S,
where an element of G(U) is a collection of sections
f = (f1 = id, f2, . . . ) ∈ H
0(U,CH1(F/S)−1 × CH
1(F/S)−2 × . . . ),
with the product rule obtained by interpreting f as a coalgebra automorphism of the bar-
coalgebra of F (see [10, Def. 4.1.3]). We use the notationG[2, n−1] := G/G≥n, introduced
in [10, Sec. 4.2], for the quotient of G acting on the set of minimal An-structures on F .
We denote the projection G→ G[2, n− 1] by u 7→ u≤n−1.
Remark 2.2.1. The above definition of an An-algebra over a scheme is a bit naive. A
more flexible notion should involve defining mi’s only over an open covering Ui of S, and
the gluing should be given by a collection of higher homotopies defined on intersections
Ui1∩. . .∩Uir . We do not need the most general definition since we only aim at constructing
the usual space as a moduli space of A∞-structures (in good situations), not an ∞-stack.
Even at this level we will need a certain gluing procedure, but a much simpler one.
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Now let us fix a scheme S and a sheaf E of associative OS-algebras over S. We assume
also that E is locally free of finite rank over OS . Roughly speaking, our goal is to classify
gauge equivalence classes of minimal A∞-algebras that extend the associative algebras
Es := E|s, where s is a point of S.
To begin with, for every n ≥ 2 we define the functor An = An,E (resp., A∞ = A∞,E) on
the site of S-schemes, which associates with f : T → S the set of minimal An-structures
(resp., A∞-structures) extending the sheaf of associative OT -algebras f
∗E . This functor
is clearly represented by an affine scheme An(E) over S. Namely, An(E) is the closed
subscheme in the total space of the vector bundle CH2(E/S)−1 ⊕ . . . ⊕ CH
2(E/S)2−n
given by the A∞-equations. We have a natural projection
πn : An → An−1 : m 7→ m≤n−1. (2.2.1)
Next, we have the sheaf of groups G of gauge transformations acting on each functor
An through the quotient G[2, n− 1], and we make the following defintion.
Definition 2.2.2. Let M˜n denote the quotient-functor associating to an S-scheme f :
T → S the set An(T )/G[2, n−1](T ) of gauge equivalence classes of minimal An-structures
on f ∗E . We denote by M˜∞ the similar quotient-functor for gauge equivalence classes of
minimal A∞-structures.
Note that the sheaf of groups G[2, n − 1] is representable by a unipotent affine group
scheme over S which we still denote as G[2, n − 1]. Note also that the projection G →
G[2, n−1] admits a section (not compatible with the group structures) and so is universally
surjective. However, the quotient-functor M˜n is not necessarily representable.
Lemma 2.2.3. (i) Assume that S is reduced and Noetherian, and let (V •, d) be a bounded
below complex of vector bundles over S such that H i(V •s ) = 0 for i < p. Then for i < p,
the image im(di) of the differential di : V i → V i+1 is a subbundle of V i+1.
(ii) If in addition S is affine then there exist decompositions V i = Bi ⊕ C i, for i ≤ p,
such that for i < p one has di(C i) = Bi+1 and the map
di|Ci : C
i → Bi+1
is an isomorphism. In this situation for any f : T → S the complex H0(T, f ∗V •) is exact
in degrees < p.
Proof. (i) It is enough to prove that im(dp−1) is a subbundle in V p. Without loss of
generality we can assume that V i = 0 for i < 0 and p > 0. Then the map V 0x → V
1
x
is injective for every x ∈ S, so d : V 0 → V 1 is the embedding of a subbundle. Hence,
V 1/d(V 0) is a vector bundle, and we can replace our complex with
0→ V 1/d(V 0)→ V 2 → . . .
and iterate the same argument.
(ii) The first assertion follows from part (i): we set Bi := im(di−1) and let C i be the
image of any splitting of the projection V i → V i/Bi (which exists since S is affine).
These decompositions carry over to the complex H0(T, f ∗V •), which implies its exactness
in degrees < p. 
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We denote the Hochschild differential [m2, ?] on CH
∗(E/S) by δ and its graded com-
ponents as
δit : CH
i(E/S)t → CH
i+1(E/S)t.
Lemma 2.2.4. Let S be a reduced Noetherian affine scheme.
(i) Assume that HH i(Es)−j = 0 for i ≤ 1 and j = 1, . . . , d− 2, for a fixed d ≥ 2. The for
f : T → S, let m and m′ be a pair of minimal An-structures on f
∗E for some n ≥ d, such
that m is gauge equivalent to m′ (over T ) and m≤d = m
′
≤d. Then there exists a gauge
equivalence u over T , such that u≤d−1 = id and m
′ = u ·m.
(ii) Assume that HH i(Es)<0 = 0 for i ≤ 1. Then the natural map
M˜∞(T )→ lim←− nM˜n(T )
is an isomorphism for every S-scheme T .
Proof. (i) The proof is similar to that of [10, Lem. 4.1.6]. By assumption, we have
a gauge equivalence u˜ ∈ G(T ) such that u˜m = m′. Then u˜≤d sends m≤d to itself.
Now Lemma 2.2.3(ii), applied to the Hochschild complexes (CH∗(E)−j, δ), implies that
HH1(H0(T, f ∗E)/O(T ))−j = 0 for j = 1, . . . , d−2. Hence, arguing as in [10, Lem. 4.1.6],
we can correct u˜ to a gauge equivalence u ∈ G(T ) such that u ·m = m′ and u≤d−1 = id.
(ii) The proof is identical to the argument in the proof of Corollary [10, Cor. 4.2.5], with
part (i) replacing the reference to [10, Lem. 4.1.6]. 
Definition 2.2.5. Let us denote by Mn (resp., M∞) the sheafification of the functor
M˜n (resp., M˜∞) with respect to the S-Zariski topology.
The following theorem, which is a relative version of [10, Thm. 4.2.4], shows that
under certain vanishing assumptions on the Hochschild cohomology, the functor Mn is
representable by an affine S-scheme. Note that these assumptions are slightly stronger
than in [10, Thm. 4.2.4].
Theorem 2.2.6. Assume that S is reduced and Noetherian, and that HH i(Es)−j = 0 for
i ≤ 1 and 1 ≤ j ≤ n− 3. for every point s ∈ S.
(i) There exists a nice quotient An(E)/G[2, n− 1] for the action of G[2, n− 1] on An(E).
This quotient An(E)/G[2, n−1], which is affine of finite type over S, represents the functor
Mn. If in addition S is affine then there exists a strict nice quotient An(E)/G[2, n− 1],
and the natural map of functors M˜n →Mn is an isomorphism.
(ii) Assume HH i(Es)−j = 0 for i ≤ 1 and j ≥ 1. Then the scheme lim←− nMn, affine over
S, represents the functorM∞. In the case when S is affine, the natural map M˜∞ →M∞
is an isomorphism.
(iii) Assume HH i(Es)−j = 0 for i ≤ 1, j ≥ 1, and in addition HH
2(Es)−j = 0 for
j > n − 2. Then the morphism M∞ → Mn is a closed embedding. If in addition
HH3(Es)−j = 0 for j > n− 2 then M∞ →Mn is an isomorphism.
Proof. (i) It is enough to prove the existence of a strict nice quotient for the G[2, n− 1]-
action on An = An(E) in the case when S is affine. Indeed, then it would follow that M˜n
is represented by this quotient, and hence, the map M˜n →Mn is an isomorphism.
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Similarly to the proof of [10, Thm. 4.2.4] the existence of a strict nice quotient is proved
by the induction on n, using Lemma 2.1.4. Assume that n > 2 and we already have a
section Sn−1 for the G[2, n− 2]-action on An−1. We have an exact sequence of sheaves of
groups over S,
0→ CH1(E)2−n → G[2, n− 1]→ G[2, n− 2]→ 0.
We want to find a section for the CH1(E)2−n-action on An. By Lemma 2.2.3(ii), there
exists a complement K2−n ⊂ CH
2
2−n to the subbundle im δ
1
2−n. Let A
′
n denote the closed
subset of An given by the condition mn ∈ K2−n. Since the action of x ∈ CH
1(E)2−n on
(m2, . . . , mn) ∈ An changes mn to mn + δ
1(x) and does not change (m2, . . . , mn−1), we
see that A′n is a section for the CH
1(E)2−n-action on An. Now we can apply Lemma 2.1.4
to the projection (2.2.1) and the compatible actions of G[2, n − 1] → G[2, n − 2]. Note
that to apply this Lemma we need to check that the intersection of an G[2, n − 1]-orbit
with a fiber of πn is a CH
1(E)2−n-orbit. But this follows from Lemma 2.2.4(i). Thus, we
deduce that A′n ∩ π
−1
n (Sn−1) is a section for the G[2, n− 1]-action on An.
(ii) First, assume that S is affine. Then, combining part (i) with Lemma 2.2.4(ii), we
derive that the functor M˜∞ is represented by the scheme lim←− nMn, affine over S. Hence,
in this case the map M˜∞ →M∞ is an isomorphism. Thus, in the case of general S the
map of sheaves M∞ → lim←− nMn becomes an isomorphism over an affine open covering of
S, hence, it is an isomorphism.
(iii) We can assume S to be affine. Then this is proved similarly to [10, Cor. 4.2.6]. 
2.3. A∞-structures associated to curves. We want to study the relative moduli space
of A∞-structures on the family of associative algebras (EW ) over the Grassmannian G(n−
g, n) (see (0.0.4)).
First, let us describe more precisely the corresponding sheaf of O-algebras Eg,n over
G(n− g, n).
Let R be a commutative ring, and let J0 be the two-sided ideal in the path algebra
R[Qn] of Qn generated by the elements
AiBiAi, BiAiBi, AiBj ,
where i 6= j. Given an R-submodule W ⊂ Rn such that Rn/W is locally free of rank r,
we define JW ⊂ R[Qn] as the ideal generated by J0 together with the additional relations∑
xiBiAi = 0 for every
∑
xiei ∈ W.
The corresponding quotient algebra
EW = R[Qn]/JW
is projective as an R-module. In the case when Rn/W is a free R-module, EW is also
free over R, with the basis given by the elements (Ai), (Bi), (AiBi) and some g linear
combinations
∑
xiBiAi such that
∑
xiei project to a basis of R
n/W .
For an n-tuple of invertible elements λ = (λ1, . . . , λn) = (R
∗)n we have a natural
isomorphism
EW → Eλ·W : Ai 7→ Ai, Bi 7→ λiBi,
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where the transformation W 7→ λ ·W is induced by the rescaling of the basis e1, . . . , en
of Rn.
Applying the above construction to the tautological subbundle over an affine covering
of the Grassmannian G(n − g, n) and gluing, we obtain a Gnm-equivariant sheaf Eg,n of
O-algebras over G(n−g, n), where Gnm acts naturally onG(n−g, n) (as diagonal matrices).
Definition 2.3.1. The moduli functor M∞ on G(n − g, n)-schemes associates with f :
S → G(n− g, n), a minimal A∞-structure on f
∗Eg,n, given locally over an open covering
of S (with compatibility up to a gauge equivalence on intersections), viewed up to a gauge
equivalence.
Similarly to [10, Sec. 3] we have a natural morphism of functors
U˜nsg,n →M∞. (2.3.1)
Namely, to a family of curves in U˜nsg,n over an affine base we associate the corresponding
minimal A∞-structure, defined using some relative formal parameters along the marked
points and the dg-model and homotopies described in [10, Sec. 3]. Note that if we choose
different formal parameters with the same underlying tangent vectors, then we will get the
same dg-algebra but with different homotopies, hence the corresponding A∞-structures
will be gauge equivalent. Thus, the map (2.3.1) is well defined. Futhermore, it is com-
patible with the Gnm-actions, where the G
n
m-action on M∞ is induced by the rescalings
Ai 7→ Ai, Bi 7→ λiBi,
for (λ1, . . . , λn) ∈ G
n
m.
Next, we want to prove that M∞ is represented by an affine scheme of finite type over
G(n−g, n). For this we want to apply the criterion of Theorem 2.2.6, which requires some
information about the Hochschild cohomology of the algebras EW . As in [10], we will get
this information geometrically by identifying HH∗(EW ) with the Hochschild cohomology
of the corresponding special curve.
Lemma 2.3.2. Let CW = (C(h), p•, v•) ∈ U˜
ns
g,n be the special curve corresponding to
W ∈ G(n − g, n) (see Proposition 1.1.2). Then the natural A∞-structure on Ext(G,G)
for G given by (0.0.3) is trivial (up to a gauge equivalence), and hence, we have an
isomorphism
HH∗(CW ) ≃ HH
∗(EW ),
where W = π(C, p1, . . . , pn). The second grading on HH
∗(EW ) corresponds to the weights
of the Gm-action, coming from the natural Gm-action on CW .
Proof. This is similar to [10, Prop. 4.4.1]. 
Lemma 2.3.3. Let C be a reduced projective curve over a field k with a Gm-action,
which is the union of irreducible components Ci, i = 1, . . . , n, joined in a single point q.
Assume that C \ {q} is smooth and that each normalization map C˜i → Ci is a bijection,
with C˜i ≃ P
1. Assume also that the action of Gm on the Zariski tangent space at q has
negative weights. Then
(i) the action of Gm on H
1(C,OC) has positive weights.
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(ii) Assume in addition that C = CW for some subspace W ⊂ k
n, where W = 0 if n = 1.
Assume also that char(k) 6= 2, and if n = 1 then also char(k) 6= 3. Then H1(C, T ) = 0,
and the action of Gm on H
0(C, T ) has weights 0 and 1.
(iii) Keep the assumptions of (ii). Let pi ∈ Ci \ {q} be the unique Gm-invariant point,
and let D =
∑
i pi. Then one has
H0(C, T (−D)) = H0(C, T )Gm , H0(C, T (−2D)) = 0.
Also the natural map H0(C, T (nD))→ H0(C, T (nD)|D) is surjective for n ≥ 0.
(iv) For W = kn, with n ≥ 2, the assertions of (ii) and (iii) hold without any restrictions
on the characteristic of k.
Proof. (i) Let V = C \ {q}. We can choose a coordinate xi on an affine part of C˜i ≃ P
1
containing q such that xi(q) = 0 and xi has positive weight wi with respect to the Gm-
action. Let U be an affine neighborhood of q obtained by deleting on each Ci the point
where xi has a pole. We can calculate H
1(C,OC) as the quotient of O(U \ {q}) by
O(V ) +O(U). Since every xni with n ≤ 0 extends to a regular function on V , we see that
H1(C,OC) is spanned by positive powers of xi’s, so Gm has only positive weights on it.
(ii) The case n = 1, W = 0 corresponds to the cuspidal curve, for which the assertions
of (ii) and (iii) are known (see e.g., [10, Lem. 4.4.2]). So we assume n ≥ 2. We use
the coordinates xi on affine parts of the normalizations C˜i from Definition 1.1.1. The
space H0(C, TC) embeds into the space of vector fields on V ≃ ⊔
n
i=1(Ci \ {q}), which
are spanned by xmi ∂xi with m ≤ 2. Exactly as in the proof of [10, Lem. 4.4.2(ii)] we
check that if a vector field v = (Pi(xi, x
−1
i )∂xi) on U \ {q} extends to a derivation of
O(U) then Pi ∈ xik[xi] for every i (this uses the assumption char(k) 6= 2). Thus, if v
extends to a global section of TC then each Pi is a linear combination of xi and x
2
i , which
implies that the weights of Gm on H
0(C, TC) are 0 and 1. Similarly, we see that if each
Pi ∈ x
2
i k[xi] then v extends to a derivation of O(U). Thus, H
0(U, T ) and H0(V, T ) span
H0(U \ {q}, T ), which gives the vanishing of H1(C, TC).
(iii) A vector field on U \ {q} has zero (resp., double zero) along D iff each Pi ∈ xik[x
−1
i ]
(resp., Pi ∈ k[x
−1
i ]). Together with calculations of (ii) this immediately implies our asser-
tions about H0(C, T (−D)) and H0(C, T (−2D)). Next, similarly to (ii) we can represent
sections of H0(C, TC(nD)) as vector fields v = (Pi(xi)∂xi) on U \{q} with deg(Pi) ≤ n+2,
and the last assertion follows from the fact that v extends to a regular derivation of O(U)
whenever Pi ∈ x
2
i k[xi].
(iv) We can argue as in the proof of [10, Lem. 4.4.2(ii)], with x2i replaced by xi (comple-
mented by zeros in all other places), to show that vector fields on V that extend to U are
precisely v = (Pi∂xi) with Pi ∈ xik[xi]. The rest of the proof is the same as in (ii) and
(iii). 
Remark 2.3.4. One can check that the assertions of Lemma 2.3.3 hold for C = CW
without any restrictions on the characteristic of k, provided n ≥ g + 2 and W is not
contained in any of the coordinate hyperplanes kn−1 ⊂ kn.
Corollary 2.3.5. For any subspace W ⊂ kn, where W = 0 if n = 1, and k is a field of
characteristic 6= 2 (resp., 6= 2, 3 if n = 1), one has
HH0(EW )<0 = HH
1(EW )<0 = 0.
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The same result holds for W = kn, n ≥ 2, with no restrictions on the characteristic.
Proof. By Lemma 2.3.2, we have HH1(EW ) ≃ HH
1(CW ), where CW is the correspond-
ing special curve, and the second grading is induced by the Gm-action on CW . Now
HH0(CW ) = H
0(CW ,O) lives in degree 0. For HH
1 we use the exact sequence
0→ H1(CW ,O)→ HH
1(CW )→ H
0(CW , T )→ 0
(see [5, Sec. 4.1.3]). Now the assertion follows from Lemma 2.3.3(i)(ii). 
Proposition 2.3.6. Let us work over Z[1/2] if n ≥ 2, or over Z[1/6] if n = 1, or over Z
if g = 0. Assume that either n ≥ 2 or g = 1. Then the functor M∞ of A∞-structures (up
to a gauge equivalence) on the family (EW ) is represented by an affine scheme of finite
type over G(n− g, n).
Proof. Due to Corollary 2.3.5, the criterion of Theorem 2.2.6(ii) implies that M∞ (resp.,
Mn) is represented by an affine scheme (resp., of finite type) over G(n− g, n). Next, we
note that by Lemma 2.3.2, HH i(EW ) is finite-dimensional for every i. Hence, by Theorem
2.2.6(iii), we derive that M∞ ≃ Mn for sufficiently large n, so it is of finite type over
G(n− g, n). 
For a scheme S over a field k we denote by LS the cotangent complex of S over k.
Lemma 2.3.7. Assume that either W = kn and n ≥ 2, or k has characteristic 6= 2 (resp.,
6= 2, 3 if n = 1). Let C = CW be a special curve over k, where W = 0 if n = 1, and let
D = p1 + . . .+ pn, U = C \D. Then the natural morphism
Ext1(LC ,OC(−2D))→ Ext
1(LC ,OC(−D)) (2.3.2)
is surjective, while the natural morphism
Ext1(LC ,OC(−D))→ Ext
1(LU ,OU)
is an isomorphisms. The natural morphism
Ext2(LC ,OC(−2D))→ Ext
2(LU ,OU)
is an isomorphism.
Proof. The proof is almost the same as that of [10, Lem. 4.5.4], using Lemma 2.3.3. The
difference is that in our case the map
H0(C, T (−D))→ H0(C, T (−D)|D)
is not necessarily surjective, so we cannot assert that the map (2.3.2) is an isomorphism,
only that it is surjective. 
Now we can use the results of [10] to compare the deformation theory of a special curve
CW with that of EW , viewed as an A∞-algebra.
We refer to [7] for the basic deformation theory and for some terminology used below.
Let us fix a field k and consider the category Art(k) of local Artinian algebras with the
residue field k. Given a curve (C, p1, . . . , pn, v1, . . . , vn) with smooth distinct marked
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points and the nonzero tangent vectors at them, we have the corresponding deformation
functor
Def(C, p•, v•) : Art(k)→ Sets
associating with R the set of isomorphism classes of flat proper families of curves πR :
CR → Spec(R) with sections p
R
1 , . . . , p
R
n , and trivializations of the relative tangent bundle
along them, such that the induced data over Spec(k) ⊂ Spec(R) is (C, p•, v•).
On the other hand, for any finite-dimensional minimal A∞-algebra E we have the
deformation functor
Def(E) : Art(k)→ Sets
of extended1 gauge equivalence classes of minimal A∞-algebras ER over R, reducing to E
over k. Let also, for a fixed n− g-dimensional subspace W ⊂ kn,
D˜ef(EW ) : Art(k)→ Sets
be the functor associating with R the set of pairs (WR, m•), where WR is an R-point of
G(n−g, n), reducing toW over k, and m• is a minimal A∞-structure on EWR, reducing to
the trivial A∞-structure on EW , viewed up to a gauge equivalence. Note that the functor
D˜ef(EW ) is prorepresented by the formal completion of the scheme M∞ at the point
corresponding to the trivial A∞-structure on EW . We have a natural forgetful morphism
D˜ef(EW )→ Def(EW ).
Lemma 2.3.8. The tangent space to the functor D˜ef(EW ) can be identified with
HH2(EW )<0 ⊕ TWG(n− g, n).
There is a complete obstruction theory for this functor with values in HH3(EW )<0.
Proof. The tangent space classifies pairs (f,m•), where f : Spec(k[t]/(t
2))→ G(n− g, n)
is a morphism sending the closed point to W , and m• is a minimal A∞-structure on f
∗E ,
extending the given m2, reducing to the trivial one modulo (t), up to a gauge equivalence.
Then f corresponds to a tangent vector in TWG(n−g, n), while the class of (m3, m4, . . . ) is
an element in HH3(EW )<0 (see e.g., [10, Lem. 4.5.2]). The obstruction theory is obtained
from the usual obstruction theory for A∞-structures (see e.g., [10, Lem. 4.5.2]) using the
fact that G(n− g, n) is smooth. 
For each special curve (CW , p•, v•) ∈ U˜
ns
g,n corresponding to a subspace W ∈ G(n −
g, n)(k), where k is a field, the morphism (2.3.1) induces a morphism of deformation
functors
Def(CW )→ D˜ef(EW ). (2.3.3)
Proposition 2.3.9. Assume that either n ≥ 2 and g = 0, or n ≥ 2 and the characteristic
of k is 6= 2, or n = g = 1 and the characteristic of k is 6= 2, 3. Then the morphism (2.3.3)
is an isomorphism.
1In an extended gauge transformation (f1, f2, . . . ) the map f1 is only required to be invertible, not
necessarily equal to id, see [10, Def. 4.1.3].
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Proof. Let UW be the affine curve CW \D, where D = p1 + . . . + pn. Let also C be the
(non-full) subcategory in the A∞-enhancement of the derived category of Qcoh(CW ) with
the objects (OC ,Op1, . . . ,Opn,OUW ), all morphisms (including Ext
∗) between OC , (Opi),
and all morphisms from OC to OUW and from OUW to OUW (but we don’t consider any
other morphisms between these objects). As in the proof of [10, Prop. 4.5.4], we consider
additional functors Def(UW ), Defnc(UW ) and Def(C) (where they are denoted FUW , FUW ,nc
and FC), corresponding to deformations of UW , of O(UW ) as an associative algebra, and
of C as an A∞-category. These functors fit into a commutative diagram
Def(UW ) ✛ Def(CW ) ✲ D˜ef(EW )
Defnc(UW )
❄
✛ Def(C)
❄
✲ Def(EW )
❄
(2.3.4)
Step 1. The map Def(C)→ Def(EW ) is e´tale. This is proved in the same way as in Step
1 of [10, Prop. 4.5.4].
Step 2. The map Def(CW )→ Def(UW ) is smooth, while the map Def(UW )→ Defnc(UW )
is e´tale.
First, we observe that the maps on tangent spaces induced by these maps are
Ext1(LCW ,O(−2D))→ Ext
1(LUW ,OUW )→ HH
2(UW ),
the first of which is surjective by Lemma 2.3.7, while the second is an isomorphism by
[10, Lem. 4.4.6]. Similarly the maps of obstruction spaces are
Ext2(LCW ,O(−2D))→ Ext
2(LUW ,OUW )→ HH
3(UW ),
of which the first is an isomorphism by Lemma 2.3.7, while the second is injective by
[10, Lem. 4.4.6]. Hence, the maps Def(CW ) → Def(UW ) and Def(UW ) → Defnc(UW ) are
smooth and the second is e´tale (see [7, Prop. 2.17]).
Step 3. The map Def(CW )→ Def(C) (resp., Def(C)→ Defnc(UW )) induces a surjection
(resp., isomorphism) on tangent spaces.
Indeed, Step 2, together with the commutativity of diagram (2.3.4), implies that
Def(C)→ Defnc(UW ) induces a surjection on tangent spaces. But
HH2(UW ) ≃ HH
2(CW ) ≃ HH
2(EW ),
so the dimensions of tangent spaces are the same. Hence, Def(C) → Defnc(UW ) induces
an isomorphism on tangent spaces.
It follows that the maps induced on tangent spaces by Def(CW ) → Def(C) and by
Def(CW )→ Defnc(UW ) are isomorphic, so the required surjectivity follows from Step 2.
Step 4. The map Def(CW ) → D˜ef(EW ) (resp., D˜ef(EW ) → Def(EW )) induces an iso-
morphism (resp., surjection) on tangent spaces.
Note that by Steps 1 and 3, we know that the map Def(CW ) → Def(EW ) induces a
surjection on tangent spaces. Hence, the same is true for D˜ef(EW )→ Def(EW ). We claim
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that there is a commutative diagram with exact rows
kn
α
✲ Ext1(LCW ,O(−2D))
β
✲ HH2(C) ✲ 0
kn
=
❄ α′
✲ HH2(EW )<0 ⊕ TWG(n− g, n)
γ
❄ β ′
✲ HH2(EW )≤0
γ′
❄
✲ 0
(2.3.5)
where the arrow α (resp., α′) is induced by the Gnm-action on the functor Def(CW ) (resp.,
D˜ef(EW )), while the right commutative square is induced by the right commutative square
in (2.3.4) (flipped about the diagonal). Note that we already know that γ′ is an isomor-
phism and β ′ is surjective. To see the exactness of the top row we observe that by Steps
1 and 2, the map β can be identified with the morphism
Ext1(LCW ,O(−2D))→ Ext
1(LCW ,O(−D))
∼
✲ Ext1(LUW ,OUW ),
where the second arrow is an isomorphism by Lemma 2.3.7. Hence, its kernel is the
image of the coboundary map H0(CW , T (−D)|D) → Ext
1(LCW ,O(−2D)), which can be
identified with α. The exactness of the bottom row in (2.3.5) would follow from the
exactness in the middle of the sequence
kn → TWG(n− g, n)→ HH
2(EW )0 → 0,
where the second arrow is the tangent map to the map W → EW , and the first arrow
corresponds to the Gnm-action on G(n− g, n). But this follows from the observation that
a k[t]/(t2)-point of G(n − g, n), W, can be recovered from the isomorphism class of the
corresponding algebra EW up to a G
n
m-action.
Note that diagram (2.3.5), together with the fact that γ′ is an isomorphism, immediately
implies that γ is surjective. It remains to prove that the restriction of γ to im(α) is
injective. To this end we use the fact that each point CW ∈ U˜
ns
g,n lies in the section
σ(G(n− g, n)) of the projection to G(n− g, n), and that the Gnm-orbit of CW still lies in
σ(G(n− g, n)). Hence, the tangent space to this orbit maps injectively to TWG(n− g, n),
which implies our assertion.
Step 5. The morphisms Def(CW ) → Defnc(UW ), Def(CW ) → Def(C) and Def(CW ) →
Def(EW ) are smooth, and the morphism Def(CW )→ D˜ef(EW ) is an isomorphism.
The first morphism is equal to the composition
Def(CW )→ Def(UW )→ Defnc(UW ),
where both arrows are smooth by Step 2. But it is also equal to the composition
Def(CW )→ Def(C)→ Defnc(UW )
By Step 3, the first arrow induces a surjection on tangent spaces. Hence, by [10, Lem.
4.5.3], the morphism Def(CW ) → Def(C) is smooth. Using Step 1 again we deduce that
Def(CW )→ Def(EW ) is smooth. Thus, the composition
Def(CW )→ D˜ef(EW )→ Def(EW )
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is smooth, and the first arrow induces an isomorphism of tangent spaces. Hence, by [10,
Lem. 4.5.3], the morphism Def(CW ) → D˜ef(EW ) is smooth, and hence, e´tale. But the
functor D˜ef(EW ) is homogeneous, since it is prorepresented (by the formal completion of
the scheme M∞), so it is an isomorphism by [7, Cor. 2.11]. 
Theorem 2.3.10. Assume that either n ≥ g ≥ 1, n ≥ 2 and the base is Spec(Z[1/2]), or
n = g = 1 and the base is Spec(Z[1/6]), or g = 0, n ≥ 2 and the base is Spec(Z). Then
the morphism (2.3.1) is an isomorphism.
Proof. We know that both schemes are affine of finite type over G(n− g, n) (by Theorem
A and Proposition 2.3.6), and that the morphism (2.3.1) is compatible with Gm-action.
Furthermore, the Gm-invariant loci of each scheme provide a section of the projection
to G(n − g, n). Thus, locally over over G(n − g, n) our morphism corresponds to a
homomorphism f : A→ B of non-negatively graded algebras such that f0 : A0 → B0 is an
isomorphism. Furthermore, by Proposition 2.3.9, for every point of Spec(A0) ≃ Spec(B0),
the map f induces an isomorphism of deformation functors. Hence, applying Lemma
2.3.11 below we deduce that f is an isomorphism. 
Lemma 2.3.11. Let f : A → B be a morphism of degree zero of non-negatively graded
algebras such that the induced map A0 → B0 is an isomorphism. Assume that A0 is
Noetherian, A and B are finitely generated as algebras over A0 ≃ B0, and for every
maximal ideal m ⊂ A0 the map f induces an isomorphism Aˆ → Bˆ of the completions
with respect to the maximal ideals m + A>0 and m + B>0, respectively. Then f is an
isomorphism.
Proof. It is enough to prove that f induces an isomorphism A/AN>0 → B/B
N
>0 for each
N > 0. Note that A/AN>0 (resp., B/B
N
>0) is a finitely generated module over A0 (resp.,
B0). Note that for any maximal ideal m ⊂ A0 ≃ B0, the (m + A>0)-adic topology on
A/AN>0 is equivalent to the m-adic topology, and similarly on B/B
N
>0. Thus, we have a
morphism
A/AN>0 → B/B
N
>0
of finitely generated A0-modules, inducing an isomorphism of m-adic completions of lo-
calizations at every maximal ideal m ⊂ A0. Since A0 is Noetherian, such a morphism is
an isomorphism. 
Remark 2.3.12. For g ≥ 1 let us define the open subset U ⊂ G(n − g, n) to be the
complement to the union of the images of n embeddings G(n − g, n − 1) ⊂ G(n − g, n)
associated with the coordinate hyperplanes kn−1 →֒ kn. It is easy to see that the preimage
π−1(U) ⊂ U˜nsg,n parametrizes (C, p•, v•) such that H
1(C,O(D− pi)) = 0 for every i (where
D = p1 + . . .+ pn). Using Remark 2.3.4 one can see that the analog of Proposition 2.3.6
gives a relative moduli of A∞-structures on the family (EW ) over U , when working over
Spec(Z), provided n ≥ g + 2. Similarly, Proposition 2.3.9 holds without any restrictions
on the characteristic, for W ∈ U and n ≥ g + 2. This suggests that for n ≥ g + 2,
working over Spec(Z), one could still show that the morphism π−1(U) → U is affine of
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finite type. Then the analog of Theorem 2.3.10 would give an isomorphism of π−1(U)
with the corresponding relative moduli of A∞-structures over U .
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