Reading is one of the most important skills in today's society. The ubiquity of this activity has naturally affected many information systems; the only goal of some is the presentation of textual information. One concrete task often performed on a computer and involving reading is finding relevant parts of text. In the current study, we investigated if word-level relevance, defined as a binary measure of an individual word being congruent with the reader's current informational needs, could be inferred given only the text and eye movements of readers. We found that the number of fixations, first-pass fixations, and the total viewing time can be used to predict the relevance of sentence-terminal words.
INTRODUCTION
Computer software can be called "intelligent" for many reasons. One of them is being able to tell what are the current informational needs of the user, and thus, which documents (e.g., books, scientific articles, Web pages) or parts of documents (e.g., sections, paragraphs, sentences, words) are relevant to them. Establishing that relevance has been a task undertaken by a number of information systems.
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In this article, we investigate the possibility of using eye movements to infer which words are relevant to readers who are engaged in an information seeking task. This research has implications for tasks such as automatic text summarization and user modeling. Because of the ubiquity of the written word, results we present here could have an impact on a broad spectrum of information systems. We base our analyses on over 30 years of research on eye movements in reading.
We deal with the notion of relevance which we view as a characteristic of a resource (in our case, a word) that makes it satisfy the user's current informational needs or interests, or helps them to achieve their current goals. In that respect, relevance is the manifestation of informational needs, interests, or goals, irrespective of which of these underlying factors is driving it.
Examples of software the goal of which is to infer informational needs of its users include proactive search agents, recommender systems, and information retrieval systems. A proactive search agent resides on the user's computer and monitors search queries they submit and the way they interact with search results. It uses that information to make additional queries on the user's behalf and retrieve new and potentially relevant documents [2, 37] . A recommender system watches for indicators of the user's interests while they browse through a collection of items. It uses that information to maintain a profile of the user and recommend other potentially useful items [3, 8] . An information retrieval system responds to the user's query with a list of results. It then monitors how the user interacts with that list (e.g., which documents they access) and uses that information as relevance feedback to improve on the original results or to personalize their order [13, 36] .
While many of these applications and systems use explicit ratings to model informational needs, one of the main challenges they have faced has been to deduce these needs through observation rather than inquiry. Consequently, over the last 10 years a number of projects focused on unobtrusive elicitation of user interests and needs. Many research projects explored a range of relevance indicators (e.g., time spent reading, downloading, printing, etc.) which can provide evidence that a document as a whole is of interest to the user [5, 9] . Other projects explored approaches to extract relevance on the level of parts of a document [4, 7, 11] .
Eye tracking emerged as a powerful source of information that can be used to achieve both of the above goals, i.e., help to identify relevant documents and locate relevant parts within them [1, 4, 26, 32, 33] .
Our work continues to harvest eye movement data in search of relevance markers, but addresses this problem from the perspective of reading. We use what is known about eye movement behavior of readers to infer the relevance of individual words. Our findings suggest that only eye movements made on sentence-terminal words seem to be promising in that capacity. Because the meaning of a sentence is integrated into the situation model at the sentence-terminal words (sentence wrap-up effect) [17, 29] , our results further suggest that by looking at these words we can hope to identify relevant sentences. The fact that we root our investigation in the research on reading allows us to focus on aspects that have not been inspected yet in the context of inferring relevance of text documents.
In the reminder of this article, we first provide background on implicit relevance indicators and the basics of eye movements in reading. Then, we describe the experiment we ran, discuss the validity of data we collected, and present results of our analyses. After that, we provide a general discussion. We finish by demonstrating a way to operationalize our results.
IMPLICIT RELEVANCE INDICATORS
Users of early software were required to communicate their informational needs explicitly. However, it quickly became obvious that the volume of explicit feedback was insufficient to reliably establish those needs. These observations motivated research on implicit relevance indicators. To date, the potential of several indicators have been investigated.
The first group of indicators that have been looked at were document-level actions that users perform for themselves. For example, a number of authors suggested that time spent reading can be an indicator of interest [5, 35] . Claypool provided an early evaluation of this assumption demonstrating a positive correlation between time spent reading and interest [5] . Other researchers explored the use of actions which demonstrate larger commitment such as bookmarking, downloading, and printing. In particular, Kim demonstrated that in the news domain, printing can be a more reliable interest indicator than time spent reading [19] . More recently, tagging emerged as a promising sign of user interest. Several research endeavors demonstrated that the use of tags for modeling interest can improve the precision of recommendations [35, 41] . Tagging also has an added benefit of showing aspects in which the document is of interest to the user [22] . For example, all user tags may be related to music.
Once a document is accessed, we can infer interest by monitoring how the user interacts with it. Actions such as scrolling, mousing-over, and following links have been shown as promising in that capacity [5, 7, 9, 11, 19, 35] . For example, Claypool found a positive correlation between scrolling and interest [5] . Hijikata demonstrated that tracking the mouse motion can help in identifying text fragments which the user might be interested in and thus improve the precision of the user's profile [11] . A combination of document-level and within-document indicators has also been explored. For example, the WAIR system used bookmarking, scrolling, time spent reading or off task, and clicking [35] . By learning the impact of each factor, WAIR was able to achieve a filtering performance superior to that of traditional document-level relevance feedback.
Overall however, the results of research on implicit interests indicators are mixed. While a number of indicators have been reported as useful, no "silver bullet" has been discovered. The effectiveness of many indicators was frequently only moderate and context-dependent, i.e., the same indicator has been shown to work well in one context but to be virtually useless in another. For example, time spent reading has been reported as both a good [5] and a bad [19] indicator.
Finally, a relatively new research direction on information access systems has used eye movement data as a source of implicit relevance [32, 33] and to aid generation of implicit search queries for proactive search systems [1, 26] . Eye tracking technology has also been employed to identify relevant parts of documents that can be used as a source of relevance feedback in personalized search systems [4] . The current research expands on these prior efforts by viewing a text document as being more fine grain.
EYE MOVEMENTS IN READING
Because only about 2
• of our vision field can be subjected to foveal processing, our eyes are in constant motion. When viewing a static stimulus, for example a page of text or a picture, our eyes do not move smoothly though. Instead, they make rapid movements called saccades. The purpose of a saccade is to bring a new part of the stimulus into fovea. Information from the stimulus is not extracted during saccades, when the eye moves at very high velocities, but only between them, when the eye remains relatively still making so-called fixation.
Most saccades made by readers advance the eye forward. Occasionally though, the eye makes a regressive saccade (or simply regression) to an earlier part of text. Regressions are often induced by comprehension problems, but are also believed to happen due to oculomotor errors (after a forward saccade overshoots the target) [31] .
Many factors influence how likely a word is to be fixated and for how long it will be fixated. These factors include the word's length, its frequency in the language (as determined from corpus data), how early in live it is acquired, how familiar it is, its position in the sentence, the context it appears in, or even the quality of the print and the line length [28] . For instance, short and high-frequency words are more likely to be skipped by readers than are long and low-frequency words.
Certain information is acquired from the left and the right of fixations. For readers of left-to-right alphabetical orthographies (such as English), word length information is acquired from as far as 14-15 character spaces to the right of fixation (so called perceptual span) [23] . However, a word can be identified typically at 7-8 character spaces to the right (so called word identification span) [28] .
There are various ways of analyzing eye movement reading data. Global averages can be calculated for larger segments of text such as paragraphs. These measures have been shown to reflect reading difficulty (manifested by, e.g., the increase in the average fixation duration). Although these global aggregates may be useful, a more fine grain measures are needed in order to understand cognitive processes on a moment-to-moment basis [30] . Word-based eye movement variables we focus on in this article are widely accepted in the reading literature.
METHOD Subjects
Fourteen students with normal or corrected to normal vision participated for monetary compensation. Seven of them were males and the mean age was 26 years (SD = 9). In this article, we discuss the analysis of eye movement data from six of these subjects. We analyze a subset of data because due to the experimenter's error some subjects were presented with text shown in very small font.
Apparatus
A Tobii 1750 eye tracker was used to display the stimulus at a resolution of 1024x768 pixels and to record the eye movements of the subjects. The eye tracker has a spacial resolution of 0.25 degree and a 50 Hz sampling rate. The subjects viewed the text binocularly at a distance of about 60 cm; 3 characters of text equaled approximately 1
• of visual angle. The experiment took place in a usability laboratory with a constant ambient light. No head stabilization was used.
Materials
The materials consisted of a collection of 20 news reports on the December 2002 Texas prison break. Each report was no longer than one page. We excluded the first report because eye movements the subjects made while reading it got mixed with eye movements they made on the demographic questionnaire immediately preceding that news report. We analyzed eye movements made on the remaining 19 reports. These reports had an average of 20.5 lines of text.
Procedure
The experiment lasted approximately 1 hour. The subjects were told to read the news reports and mark those parts of the text that answered the question of "how dangerous the seven escaped convicts were." After completing a nine-point eye tracker calibration routine, they filled out an on-screen demographics questionnaire and read all 20 news reports.
Each news report was presented twice. During the first presentation, the subjects read the report only. The second presentation, which followed immediately, allowed them to mark relevant parts of text. We hoped that this design will reasonably well separate eye movements characteristic to reading and annotation. To make sure the subjects read the text, they were interrupted eight times between the reports and asked to type in an on-screen form how much the report they just read added to their understanding of how dangerous the escapees were. When annotating, the subjects were free to mark text as they felt necessary, i.e., individual words, phrases, or whole sentences. In this article, we analyze only the eye movements recorded during reading (not annotation).
The Data Set
In the analyses we report in this article, we treated the word as the unit of analysis. In order to calculate word-level eye movement variables, we needed to associate fixations with individual words. In doing so, we adhered to the following rules: (1) blank spaces mark word boundaries, (2) blank spaces preceding a word are part of that word, and (2) punctuation characters immediately preceding and following a word are part of that word. For example, all fixations made on the string " "welcome," (i.e., the sequence: space, quote, word, comma) would be treated as belonging to the word welcome (see also Figure 2 ). When calculating the length of words we trimmed both spaces and punctuation characters. For example, the length of the word " "welcome," would be seven. Note that almost all reading studies use the number of letter spaces as the length metric [31] .
To account for the perceptual span and word identification span, we focused on words that were seen as opposed to only those that were fixated. We considered a word as seen if it was either fixated or immediately followed a fixated word, irrespective of the length of either of the two words. By looking at seen words we were able to calculate the number of words skipped. Figure 1 shows the distribution of length of all words that were seen by the subjects. Because the number of words longer than 11 character spaces was small (210 words; 1%), we excluded them to avoid unreliable estimates. Overall, we analyzed data consisting of 20,457 words (per subject: M = 3424.67, SD = 219.79). Of them, a total of 2659 (per subject: M = 443.17, SD = 271.53; 13%) were marked as relevant by the subjects. The only other type of words we excluded were numbers.
We generated all data using the Pegasus software [21] . We excluded fixations shorter than 80 ms and longer than 1200 ms as is done commonly in reading studies.
Analyses and Measures
We run two analyses. The first analysis aimed at checking if the eye movements we recorded were indigenous to reading thus validating or invalidating our data set. The second analysis addressed the main goal of this research, i.e., investigating if values of word-based eye movement metrics are contingent upon the word being relevant or non-relevant. In these analyses, we focused on variables that capture both first-pass reading 1 and rereading (compare, e.g., GD and TT below). These variables can be divided into two categories: Note that inspection probabilities are usually reported in the reading literature. The reason why we focus on counts is that they are easier to apply in practice, e.g., to construct an algorithm for inferring word relevance from eye movements of readers. It is for the same reason that we include the nonzero (NZ) versions of the NF and NFPF measures. These NZ measures will always yield larger estimates of fixation number per word because skipped words (i.e., those with zero fixations) will not be included in the analysis. All inspection durations we report in this article are given in milliseconds.
Eye movement measurement generates observations that are both correlated and non-normal. That is why conventional methods for inferential data analysis (such as analysis of variance and general linear regression) are not applicable.
To properly address these aspects of our data we used generalized linear mixed models (GLMMs). We obtained all result using SAS System version 9.2 [34] and report exact two-tailed p-values.
DATA VALIDITY
Before commencing with the word-relevance analysis, we wanted to make sure that the eye movements we recorded were characteristic of reading. If that was not the case, that would mean that the subjects approached looking for relevant parts of text by means of strategies different than reading, for example skimming. In this section, we try to es-tablish if the reading scenario is plausible and if the signal present in our data is strong enough to permit correct wordrelevance analysis results.
A typical reading speed is around 250 wpm (words per minute) [28] . The subjects in our experiment read at a rate of about 190 wpm. It is possible that this lower rate was due to the fact that they read more carefully to assess the relevance of the text. Indeed, the presence of reading perspective (e.g., personal interest in the topic) has been found to render reading times longer [18] . When asked to skim the text, normal readers produce rates of 600-700 wpm [28] . That is much higher than what we observed and therefore skimming seems implausible.
Proficient readers of English skip about a third of the words [38] . Consistent with that, our subjects skipped 26%. Additionally, 10-15% of fixations made by readers are regressions [27] . Consistent with that, in our experiment, an average of 20% of all fixations the subjects made were regressions (14% during first-pass reading). While it is comforting that the above aggregate measures support the reading scenario, they provide a very superficial insight. They do not provide any indication of recording accuracy. The eye tracker we used does not provide the stateof-the-art accuracy. Its user's manual explicitly suggests using buffer zones of 30 pixels to separate adjacent regions of interest. Such large buffer zones were impractical because our stimulus was text. We defined our regions of interest, one per word, to touch both horizontally and vertically (Figure 2 ). This way we minimized the number of off-text fixations, which would be discarded because they say nothing about the relevance of the text.
We were certain that some fixations were recorded incorrectly as belonging to a word different than the one actually fixated. To make sure that this contamination did not introduce too much noise, we attempted to replicate four of the most robust pre-lexical and lexical word-level effects: length [12, 25] , frequency [12, 15, 16, 27] , age of acquisition [14, 15] , and familiarity [14, 39] . We calculated the length of words as described earlier in this section and obtained the values of the other three variables from the MRC Psycholinguistic Database (as shown on histograms from Figure 3 , not all words in our data set had all of these ratings).
Word-Level Effects
Most evidence supporting the existence of word-level effects comes from sentence reading studies. In our experiment, the Figure 3 . Histograms and effects (M ± CI 95% ) of word length (LEN; number of letters), word frequency (FRQ; Kucera-Francis written norms, log 10 ), word age of acquisition (AOA; higher means learned later in life), and word familiarity (FAM; written norms; higher is more familiar). The effects of LEN and FRQ were estimated jointly. When estimating the effects of AOA and FAM, we controlled for FRQ. N shows the number of words having a particular rating, e.g., only about 7% of words had AOA ratings.
subjects read longer passages of text. While reading studies employing larger portions of text exist, the task they employ is usually framed as natural reading or reading for comprehension. In our experiment, the task was to search for relevant parts. For these reasons, some deviations from the results reported by "pure" reading studies would not be unexpected. However, the absence of all of them would, in our opinion, invalidate the data.
We investigated the effect that word length, frequency, age of acquisition, and familiarity had on the following eye movement variables: NF, NFPF, SFD, FFD, GD, and TT. We did that by fitting a set of GLMMs to the entire data set (no separation into relevant and non-relevant words at this stage). Because word length and frequency are invariably confounded in natural language, we estimated their effects jointly. When estimating the effects of age of acquisition and familiarity we controlled for word frequency.
Prior effects plots are shown in Figure 3 . The word length effect (the first column) can be clearly seen on four of the plots. Longer words attracted more fixations (NF) and firstpass fixations (NFPF), and were processed for longer during first-pass reading (GD) and overall (TT). The two remaining fixation duration measures (SFD and FFD) were insensitive to word length.
Word frequency (the second column) affected only the number of fixations (NF) and first-pass fixations (NFPF), and in a very subtle way. None of the inspection duration measures turned out to be sensitive to word frequency. This is inconsistent with reading scenario. Usually, the frequency effect is noticeable even when length is controlled for [6] . However, frequency effects have been found to disappear altogether when subjects are asked to search for a target word [27] . Therefore, it is possible that when the task is framed as reading to find answers to a concrete question, eye movement patterns start resembling a mix of reading and target word search. Of course, this line of reasoning implies that readers know which words to look for. In the case of our study, these were parts of text talking about the danger that the seven convicts posed. The subjects could have expected words such as "weapon," "gun," "knife," "kill," etc, especially after having read the first few pages. Another piece of relevant evidence is that the frequency effect is attenuated as words are repeated. More specifically, after the third encounter of a word in a short passage, low-and high-frequency words become indistinguishable with respect to local eye movement measures [6] . This phenomenon could also help to explain the lack of frequency effect in our data. Finally, it might simply be that once the variation due to word length was accounted for, there was simply too much noise present in the data for the frequency effect to be noticeable.
The effect of word age of acquisition (the third column) is visible on all six graphs. The number of fixations (NF) and first-pass fixations (NFPF) increased slightly with the age of acquisition, but dropped for the last class (AOA=6; words acquired the latest in life). Despite that, all first-pass reading inspection durations (SFD, FFD, and GD) increased for words we learn later in life.
The influence of word familiarity (the fourth column) is visible on five graphs. The least familiar words (FAM=2) received fewer fixations (NF) and first-pass fixations (NFPF) than the more familiar ones, but they were processed longer, as evidenced by the first-pass reading duration measures (SFD, FFD, and GD). The total viewing time (TT) was unaffected by word familiarity. Note that data points for the first class (FAM=1) are missing in the plots because that class had too few words.
To summarize, we found word length, age of acquisition, and familiarity effects in our data. Despite the fact that we did not find frequency effects we think that the trends in the remaining three variables provide enough evidence for the validity of this data set, especially given that the task our subjects faced was not framed as natural reading or reading for comprehension. Before we move on to word relevance however, there is one additional comment we want to make. Figure 3 also shows the distributions of the four above psycholinguistic variables and the proportion of words with each of the three ratings. About 70% of words the subjects saw had frequency ratings, about 7% had age of acquisition ratings, and about 56% had familiarity ratings. Because of the large number of missing values for the two last variables, we do not look at them in the section devoted to word relevance.
WORD RELEVANCE EFFECT
To understand if and how word relevance may affect eye movements of readers we compared two disjoint sets of relevant and non-relevant words defined by their position in the sentence. The first set consisted of sentence-terminal words. The reason to treat sentence-terminal words differently is that they tend to be read for a longer time than sentenceinternal words. Readers pause for longer at these words to understand the meaning of the sentence and how it relates to what they have read so far. This elevation in reading time is known as the sentence wrap-up effect and it is one of the manifestations of integrative processes in reading [16, 29] . Therefore, by looking at sentence-terminal words only we were able to check if eye movement variables could help to identify relevant sentences.
The second set consisted of sentence-internal words. Looking at these words allowed us to check if eye movement variables could help to identify relevant words irrespective of their syntactic role. If that was the case, then we could hope to identify arbitrary chains of relevant words in the middle of a sentence.
Models we fitted were given as
where y is the response variable, µ is the overall mean, λ is the word length (11 levels), γ is the word frequency (6 levels; Kucera-Francis written norms, log 10 ), ρ is the word relevance (binary), π is the word position (binary), s is the subject random effect, e is the random measurement error, i indexes words and j subjects, e ij ∼ iid N(0, σ 2 e ), and
We assumed the distribution y ij |s j to be Poisson for inspection counts and LogNormal for inspection durations (Figure 4 ; see also [10] ). To monitor for dispersion problems in count models we looked at the variance of Pearson residuals [20] and, if necessary, allowed the estimation of an additional dispersion parameter. The reason why it is important to keep the word length (λ) and word frequency (γ) covariates in the model is that these two effects are among the most important word-level effects that influence where and when we move our eyes during reading. They should be accounted for before any remaining variation in the response variable can be attributed to the quantities of interest 2 . For succinctness, we do not report p-values for these two terms even though they explained a significant amount of variation in all of the models we fitted.
The results are shown in Table 1 . Relevant sentence-terminal words received more fixations (NF and NF.NZ) and first- Table 1 . Word relevance analysis results. None of the NR, NFPR, SFD, or FFD models was significant (all p ≥ .215). Word length (λ) and frequency (γ) were significant in all models but are omitted here for brevity.
Non-relevant
Relevant pass fixations (NFPF and NFPF.NZ) than did non-relevant words. However, only the difference in NFPF.NZ was significant for sentence-internal words. The incidence of both regressions (NR) and first-pass regressions (NFPR) was almost identical for relevant and non-relevant words, irrespective of their position in the sentence.
Total viewing time (TT) was the only inspection duration measure with reliably different value for relevant and nonrelevant sentence-terminal words, with relevant words accumulating longer reading times. Gaze durations (GD) were also longer for relevant sentence-terminal words, but not significantly so. The other two inspection durations (FFD and SFD) turned out to be completely unaffected by word relevance. Word relevance did not interact with word position nor was its effect alone significant for sentence-internal words on neither of the inspection duration measures.
Note that Table 1 does not show results for NR, NFPR, SFD, and FFD models, because all terms had p ≥ .215.
DISCUSSION
Our data suggests that relevant sentence-terminal words attract more fixations (both during first-pass reading and overall) and are fixated for a longer time (overall only, but with a trend in gaze duration) as compared to non-relevant sentenceterminal words. Because we controlled for word length and word frequency, the two most robust word-level effects, it seems likely that these differences in eye movement patterns are indeed due to word relevance.
It is known that words at the end of the sentence captivate the reader's attention for longer and that this is due (at least in part) to integrative processes (sentence wrap-up effect) [17, 29] . In light of the evidence we collected, it looks like integrative processes that happen sentence-finally take longer when the reader stumbles upon a relevant sentence as compared to non-relevant sentence-terminal word. That indicates, that we could hope to identify relevant sentences just by monitoring eye movements that readers make on sentenceterminal words.
However, because we did not control the relevance of sentence-terminal words we cannot say with certainty that it is the relevance of the sentence in its entirety that made the sentence wrap-up effect more pronounced. That is because it is possible, although unlikely in our opinion, that sentenceterminal words alone were very relevant and that is what drove the increase in the sentence wrap-up effect. A sentence reading study with sentence-terminal word relevance control is needed to provide more decisive evidence.
The reason we do not look at clause wrap-up is that it is the less pronounced of the two effects. Note also, that recent evi- dence suggests that both clause and sentence wrap-up effects are not purely due to the increase in integrative processes, but may additionally be caused by an oculomotor hesitation mechanism [40] .
The differences in fixation counts and fixation durations were mostly absent for sentence-internal words. Only the number of first-pass fixations excluding skipped words turned out to be significantly higher for relevant sentence-internal words. It seems then, that we can hope to infer word relevance from eye movements of readers, but only when the words are sentence-terminal. In other words, while it should be possible to identify relevant sentences, arbitrary chains of relevant words are likely to elude identification.
We found it somewhat surprising that there was no difference in the number of regressive saccades made from relevant words, especially the sentence-terminal ones. We expected the subjects to go back to the relevant parts of text more often, especially from the end of the sentence they just read. It appears though, that elevated reading times were enough to determine if words (or sentences) were relevant or not. Therefore, regressions do not seem to be a promising indicator of word relevance.
The fact that we used a remote eye tracker that is known not to provide the best available recording accuracy may be seen as a negative. While this is true, it allowed us to conduct a study in a more ecologically valid setting. Head movements of our subjects were unconstrained (no head stabilization) and therefore the intrusion of the eye movement measurement was minimal. Because of that, our results lend themselves more directly to practical application.
Treating words as units of analysis increased the precision of the estimates we report here by increasing the sample size. Nevertheless, the fact that we analyzed data from only six subjects could rise some concerns. It is true that there is a considerable between-reader variability in fixation durations, saccade lengths, and frequency of regressions. However, the within-subject variability is far greater [28] . Still, it is possible that a group of readers larger than ours would yield results different than the ones we report here. To account for the small number of subject, in our statistical analyses we treated them as a random sample from the universe of all subjects. Finally, eye tracking reading studies involving only several subjects are not unheard of.
In this article, we deal with the notion of word relevance. Relevant words could be seen as interesting. Therefore, genuine interest in a particular topic could yield eye movement patterns similar to those observed when readers are asked to find an answer to a concrete question. That, however, cannot be known prima facie. Because of that, our results may not be directly applicable to the detection or modeling of genuine interest.
The text we used in the current study was a collection of short news reports. Each of these reports was at most a page long. It might be that a more coherent and longer text would result in different patterns of eye movements.
We are not familiar with any other work that investigated the relationship between eye movement behavior of readers and word-level relevance. That is why more studies aimed at understanding this relationship are necessary.
APPLICATION
In this section, we show how one could operationalize the results we discuss above. Because the mean fixation numbers fall between 0 and 2 (Table 1) , making use of them to infer the relevance of sentence-terminal words would not be easy if possible at all. For example, how to tell if the reader made 1.19 or 1.39 of a fixation? Because of that, we focus here on the total viewing time (TT).
Because both word length and frequency influence the value of TT (and all other variables for that matter), we need to take that into account. The length of words the subjects saw in our study was 1-16 characters spaces (see Figure 1 ), but we analyzed data from words not longer than 11 character spaces. For the purpose of this section, we grouped these words by length into the following three categories: short (1-3 characters), medium (4-6 characters), and long (7-11 characters) . This way, the first category contained most of function words, with content words distributed between the two remaining categories. The reason why this is of significance is that function words (articles, conjunctions, prepositions, and pronouns, e.g., "the" or "of") are skipped more often and fixated for less time than content words (nouns, verbs, and adjectives, e.g., "green" or "guitar") [24, 25] . and returns the midpoint between the predicted non-relevant and relevant TTs (the dashed line in Figure 5 ). In this case, TTs equal to or greater than the midpoint will indicate that the word is relevant.
Irrespective of the method, what we deal with here is a binary classification problem. That is, the task is to determine if a sentence-terminal word is relevant or non-relevant given some of its characteristics (e.g., length and frequency) and values of some eye movement variables (e.g., TT). A construction and evaluation of such a classifier is beyond the scope of this article.
CONCLUSIONS
We investigated eye movement behavior of six readers who read several page-long news reports in order to find relevant parts of text. In this article, we have shown that by monitoring their eye movements alone we can hope to identify relevant sentence-terminal words. Given what is known about eye movements of readers, this could help in identifying relevant sentences. The data we collected points towards three local eye movement measures as promising in that capacity: number of fixations, number of first-pass fixations, and the total viewing time. We found almost no evidence that sentence-internal relevant words could be identified from eye movements.
Eye tracking equipment is becoming a more accurate and affordable and therefore pervasive source of information about users. Because of that, the findings we have presented could find their way into and influence the shape of many advanced user interfaces.
