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Abstract
We consider a modified version of the Vlasov-Maxwell system in which
the usual Maxwell fields are replaced by their retarded parts. We show that
solutions of this modified system exist globally for a small initial density of
particles and that they describe a system without incoming radiation.
1 Introduction and main result
The relativistic Vlasov-Maxwell system (RVM) models the dynamics of a plasma
consisting of a large number of charged particles under the assumption that the
particles interact only by the electrodynamic forces that the fields generate collec-
tively. In particular, collisions between particles and external forces are assumed to
be negligible.
Examples of physical systems which are thought to be well-modelled by RVM
are the solar wind and the ionosphere.
Given the huge number of particles which form the plasma it should be hopeless
to attempt to describe the state of the plasma by looking at the position and the
velocity of each individual particle. Therefore a statistical description of the matter
is needed. In the framework of kinetic theory the microscopic state of the plasma
is described by specifying a distribution function in the phase space for each species
of particle. Let us assume for simplicity that the plasma consists of a single species
of particle with unit mass and charge and set also the speed of light equal to one
(i.e. c=1). We denote by f(t,x,p) the probability density to find a particle at time
t at position x with momentum p, where (t,x,p)∈Rt×R
3
x×R
3
p. Clearly, f ≥ 0. The
charge density and the current density of the plasma are given respectively by
ρ(t,x)=
∫
R3
dpf(t,x,p), j(t,x)=
∫
R3
dpp̂f(t,x,p), (1.1)
1
where we denoted by p̂ the relativistic velocity of a particle with momentum p, that
is
p̂=
p√
1+ |p|2
. (1.2)
The electromagnetic field (E,B) generated by the plasma solves the Maxwell
equations {
∂tE=∂x∧B−4pij, ∂x ·E=4piρ,
∂tB=−∂x∧E, ∂x ·B=0.
(1.3)
The system is closed by requiring that f be a solution of the Vlasov continuity
equation
∂tf+ p̂ ·∂xf+(E+ p̂∧B) ·∂pf =0. (1.4)
The RVM system consists of the set of equations (1.1)–(1.4). A short survey on
the initial value problem for this system will be given at the end of this introduction.
For later convenience we recall here the definition of the total energy of a solution of
RVM, which is Etot(t)=Ekin(t)+Efield(t), where Ekin(t) is the kinetic energy of the
particles,
Ekin(t)=
∫
dx
∫
dp
√
1+ |p|2f(t,x,p)
and Efield(t) is the field energy,
Efield(t)=
1
2
∫
dx(|E(t,x)|2+ |B(t,x)|2).
(In the previous definitions it is understood that the integrals are extended over R3).
For smooth solutions of RVM the total energy is finite and conserved for all times
provided it is finite at the time t=0 (cf. [2]).
In this paper we are interested in those solutions of RVM which are characterized
by the property of being isolated from incoming radiation. Let us first discuss these
solutions heuristically and then we will give their precise definition.
The radiation is defined as the part of the electromagnetic field which carries en-
ergy to null infinity, that is to that part of the infinity of the Minkowski space which
is reached along the null and asymptotically null curves. The null infinity is distin-
guished in future null infinity, which is reached in the limit t→+∞, |x|→+∞, at
constant retarded time u= t−|x|, and past null infinity, which is reached in the limit
t→−∞, |x|→+∞, now at constant advanced time, v= t+ |x|. Correspondingly one
defines outgoing and incoming radiation to be the part of the electromagnetic field
which propagates energy to future and past null infinity respectively.
Since RVM is symmetric with respect to the transformation t→−t (time reflec-
tion1), this system will contain in general outgoing as well as incoming radiation. In
order to give a precise definition of solutions of RVM which do not contain incom-
ing radiation, let us consider the energy Ein(v1,v2) carried by the field to past null
1Namely, if (f(t,x,p),E(t,x),B(t,x)) is a solution, then (f(−t,x,−p),E(−t,x),−B(−t,x)) gives
a new solution of RVM.
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infinity in the interval [v1,v2] of the advanced time. This quantity can be formally
calculated by the limit
Ein(v1,v2)=− lim
r→+∞
∫ v2
v1
dv
∫
|x|=r
dx(E∧B) ·ω|t=v−r ,
where ω=x/|x| and E∧B is the Poynting vector (the minus sign comes from the
convention to consider positive the flux of energy flowing in onto the system). We
will say that a solution of RVM is isolated from incoming radiation if Ein(v1,v2)=0,
for all v1,v2∈R.
In this paper we are mainly concerned with the question whether the solutions
of RVM isolated from incoming radiation are represented by the retarded solution
of the equations. For this purpose we restrict ourselves to consider the system
∂tf+ p̂ ·∂xf+(Eret+ p̂∧Bret) ·∂pf =0, (1.5)
Eret(t,x)=−
∫
dy
|x−y|
(∂xρ+∂tj)(t−|x−y|,y), (1.6)
Bret(t,x)=
∫
dy
|x−y|
(∂x∧j)(t−|x−y|,y), (1.7)
where ρ and j are defined by (1.1). We will refer to the system (1.5)–(1.7) as the
retarded relativistic Vlasov-Maxwell system, or RVMret for short.
Let us briefly comment in which sense the solutions of RVMret have to be con-
sidered as solutions of RVM. Assume first that fret is a C
1 global solution of RVMret
and that also (Eret,Bret) is C
1. By means of (1.5), ρ and j satisfy the continuity
equation, ∂tρ+∂x ·j=0, and therefore the retarded field is a solution of the Maxwell
equations. Thus, (fret,Eret,Bret) is a solution of RVM. The same is true if fret is a
semiglobal solution of RVMret, i.e. a solution defined for t∈ (−∞,T ], where T ∈R.
However it is clear that there is no meaningful notion of local solutions of RVMret.
For the retarded field at a point (t,x) is obtained by integration over the whole past
light cone with vertex in (t,x) (no initial data for the field are imposed) and so the
field at time t is determined if and only if a solution has been constructed in the
interval (−∞,t].
We can now state the main result of this paper. This is a global existence and
uniqueness theorem for small data of solutions of RVMret which we also show to be
isolated from incoming radiation in the sense specified above.
Theorem 1 Let f in(x,p)≥ 0 be given in C20 (R
3
x×R
3
p) and R> 0 such that f
in(x,p)=
0 for |x|2+ |p|2≥R2. Define
∆=
2∑
|µ|=0
‖∇µf in‖∞,
where µ∈N6 is a multi-index. Then there exists a constant ε> 0 depending only
on R such that for ∆≤ ε, RVMret has a unique C
1 global solution fret satisfying
fret(0,x,p)= f
in(x,p). Moreover (Eret,Bret)∈C
1(Rt×R
3
x) and there exists a positive
3
constant C=C(R) such that the field satisfies the following estimates for all (t,x)∈
Rt×R
3
x:
|Eret(t,x)|+ |Bret(t,x)| ≤ C∆(1+ |t|+ |x|)
−1(1+ |t−|x||)−1, (1.8)
|DEret(t,x)|+ |DBret(t,x)| ≤ C∆(1+ |t|+ |x|)
−1(1+ |t−|x||)−7/4, (1.9)
where D denotes any first order derivative. Moreover (fret,Eret,Bret) is the unique
solution of RVM which satisfies (1.8), (1.9) and fret(0,x,p)= f
in(x,p).
The uniqueness assertion of theorem 1 will be made more precise in proposition
3 below. The fact that the solution of theorem 1 is isolated from incoming radiation
is a consequence of the estimate (1.8).
This paper is organized as follows. In section 2 we recall a few facts on RVM
which will be needed in the sequel. In section 3 we prove the main estimates on the
retarded field and the uniqueness part of theorem 1. The existence part is proved in
section 4. An appendix is devoted to the proof of two technical lemmas.
To conclude this introduction we mention some important results on the initial
value problem for RVM. Existence of a unique solution for a short time has been
proved in [17]. A unique global solution is shown to exist in [3] under the a priori
assumption that there exists a function β∈C0(R) such that P(t)≤β(t), ∀t∈R, where
P(t) denotes the maximum momentum of the particles up to the time t, i.e.:
P(t)= sup
0≤s≤t
{|p| :f(s,x,p) 6=0, for some x∈R3}.
A different proof of this result based on the Fourier transform was given recently in
[9].
The result in [3] was applied to prove global existence and uniqueness under
different smallness assumptions on the initial data (cf. [5, 6, 13]) and for arbitrarily
large data in two space dimensions (i.e. x∈R2) in [7]. Existence, but not uniqueness,
of global weak solutions is proved in [1].
The non-relativistic limit of RVM is the Vlasov-Poisson system (VP). For a single
species of particles with unit positive charge and mass the VP system is given by
∂tf+v ·∂xf+∂xU ·∂vf =0,
∆U =4piρ,
where U is the electrostatic potential, v the classical velocity of the particles, f =
f(t,x,v) and ρ=
∫
dvf . The initial value problem for VP has been proved to be
correctly set for general initial data in [11, 12] (cf. also [14, 16]) and the convergence
of solutions of RVM to solutions of VP, when the speed of light tends to infinity, has
been established rigorously in [15]. The a priori estimates proved in [8] show that
the solutions of VP do not contain radiation. In order to measure an energy lost to
infinity for VP (in a non-relativistic sense, i.e. at spacelike infinity) an extra dipole
term has to be added into the equations (cf. [10]).
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2 Preliminary results
In this section we recall some well-known results on RVM which will be used later
on. We start by fixing a bit of notation. The symbol T will denote the free transport
operator, that is
T =∂t+ p̂ ·∂x.
We denote by C a generic constant which may change from line to line but which
depends only on R. If a constant depends on R and on other parameters, it will be
denoted by C∗. The partial derivative with respect to xi (i=1,2,3) will be denoted
by ∂xi , while any derivative of order k with respect to t and/or x will be denoted
by Dk (namely, Dg=∂tg or ∂xig, D
2g=∂at ∂
b
xi∂
c
xjg, a+b+c=2 and so on, with the
convention D0g= g). The L∞ norm of a function g(x1, ...,xn) with respect to the
variables xk+1, ...,xn will be denoted by ‖g(x1, ...,xk)‖∞. The L
p norm is denoted
by ‖ · ‖Lp . The notation ‖ · ‖w is used for the norm defined in section 4 below (cf.
(3.4)). We also set F =(E,B).
The Vlasov equation can be reduced to a system of ordinary differential equations
by using the method of characteristics. Consider the following “initial” value problem
for the function (X,P ) :Rs→R
6:
dX
ds
= P̂ , (2.1)
dP
ds
=E(s,X)+ P̂ ∧B(s,X), (2.2)
(X(t),P (t))= (x,p). (2.3)
Let (X(s,t,x,p),P (s,t,x,p)) denote the solution of the previous problem (sometimes
it will be denoted by (X(s),P (s)) for short). Then the solution of the Vlasov equation
is given by
f(t,x,p)= f in(X(0,t,x,p),P (0,t,x,p)). (2.4)
By (2.4), supp[f(t)]= {(x,p) :f(t,x,p) 6=0}⊆Ξ(t) where
Ξ(t)= {(x,p)∈R3x×R
3
p s.t. |X(0,t,x,p)|
2+ |P (0,t,x,p)|2≤R2}.
Moreover, since the characteristics flow preserves the Lebesgue measure, the Lp norm
in phase space of the particle density is conserved:
‖f(t)‖Lp = ‖f
in‖Lp , ∀1≤p≤∞, t∈R. (2.5)
We also recall the following
Definition 1 A solution (f,F ) of RVM is said to satisfy the “Free Streaming Con-
dition” (FSC) with respect to the constant η> 0 if there exists α> 12 such that
|F (t,x)| ≤ η(1+ |t|+ |x|)−α(1+R+ |t|−|x|)−α,
|∂xF (t,x)| ≤ η(1+ |t|+ |x|)
−α(1+R+ |t|−|x|)−α−1,
for t∈R and |x|≤R+ |t|.
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The following lemma contains some estimates on the characteristics which are
due to FSC.
Lemma 1 There exists a constant η0> 0 such that if (f,F ) is a C
1 solution of RVM
which satisfies FSC with respect to η≤ η0, then for all (x,p)∈Ξ(t) and t∈R:
P(t)≤ 2R, (2.6)
|∂x(X,P )(0,t,x,p)|≤C, (2.7)
|∂p(X,P )(0,t,x,p)|≤C(1+ |t|). (2.8)
Moreover for all (x,pi)∈Ξ(t) (i=1,2) and t∈R:
|X(0,t,x,p1)−X(0,t,x,p2)|≥C|p1−p2| |t|. (2.9)
Proof: The estimates (2.6) and (2.9) are proved for example in [6], lemmas 1 and 2.
The proof of (2.8) is identical to the one of (2.7) and the latter is given in lemma
5.6 of [13]. ✷
We will use repeatedly the following consequence of (2.6). Assume that P(t)≤
β, ∀t∈R, for some positive constant β. Then
|X(s,t,x,p)|≤R+a(β)|s|, ∀(x,p)∈Ξ(t), ∀(s,t)∈R2, (2.10)
where
a(β)=β/
√
1+β2< 1. (2.11)
In fact by (2.1), say for s≥ 0, |X(s)|≤R+sup0≤τ≤s |P̂ (τ,t,x,p)|s. Moreover
|P̂ |2=1−
1
1+ |P |2
≤ 1−
1
1+β2
=
β2
1+β2
=a(β)2
and therefore sup0≤τ≤s |P̂ (τ,t,x,p)|≤a(β). In particular, setting s= t in (2.10),
f(t,x,p)=0, for |x|≥R+a(β)|t|. (2.12)
Corollary 1 Under the assumptions of lemma 1,
‖∂jx∂
k
pf(t)‖∞≤C‖∇f
in‖∞(1+ |t|)
k, j+k=1, (2.13)
Vol[suppf(t,x, ·)]≤C(1+ |t|+ |x|)−3. (2.14)
Proof: The estimates (2.13) follow directly from (2.4), (2.7), (2.8). For (2.14) define
A(t,x)= suppf(t,x, ·)= {p∈R3 :f(t,x,p) 6=0}. By (2.4) and (2.6) we have
A(t,x)⊆{p : |p|≤ 2R}∩{p : |X(0,t,x,p)|≤R}=U∩V .
For |t|≤ 1 we use that Vol[A(t,x)]≤Vol[U ]≤C≤C(1+ |t|)−3. For |t|> 1 we use that
Vol[A(t,x)]≤Vol[V ]. If p1,p2∈V and η≤ η0 then, by inequality (2.9),
C|p1−p2| |t|≤ |X(0,t,x,p1)−X(0,t,x,p2)|≤ 2R.
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This means that the set V is contained in a ball with radius C|t|−1, whose volume is
then bounded by C(1+ |t|)−3. Moreover, for |x|≤R+ |t| we have also C(1+ |t|)−3≤
C(1+ |t|+ |x|)−3 and so (2.14) is proved. ✷
A key ingredient in the proof of theorem 1 is the analogue for the retarded solution
of the integral representation formulae for the field and the gradient of the field which
have been proved in [3]. We denote by Kret the Lorentz force, Kret=Eret+ p̂∧Bret.
Lemma 2 Assume P(t)≤β for some positive constant β. Then there exist two
smooth functions a1, a2 uniformly bounded in the support of f such that
Eret(t,x)= −
∫
Ωa
dy
|x−y|2
∫
|p|≤β
dpa1(ω,p)f(t−|x−y|,y,p)
−
∫
Ωa
dy
|x−y|
∫
|p|≤β
dpa2(ω,p)Kretf(t−|x−y|,y,p), (2.15)
where ω=(y−x)/|y−x|, a=a(β) is given by (2.11) and Ωa denotes the set
Ωa(t,x)= {y∈R
3 : |y|≤R+a|t−|x−y||}.
An analogous representation formula with two slightly different bounded kernels holds
also for Bret.
Sketch of the proof: The proof of lemma 2 is identical to the one of theorem 3 in
[3], the kernels of the integral representations being also the same. We give here the
idea of the proof for sake of completeness. By (1.6) and (1.1) we have
Eiret(t,x)=−
∫
Ωa
dy
|x−y|
∫
|p|≤β
dp(∂yif+ p̂i∂tf)(t−|x−y|,y,p). (2.16)
To justify that the integral w.r.t. y in (2.16) is extended over the set Ωa we notice
that, by (2.12), f(t−|x−y|,y,p)=0 for |y|≥R+a|t−|x−y||. In particular, since
a< 1, then Ωa(t,x) is bounded for any fixed t∈R and x∈R
3. Now we express
∂yif(t−|x−y|,y,p) and ∂tf(t−|x−y|,y,p) in terms of the perfect derivatives of
f(t−|x−y|,y,p) via the identities
∂yif(t−|x−y|,y,p) = ωi(1+ω · p̂)
−1Tf(t−|x−y|,y,p)
+
(
δik−
ωip̂k
1+ω · p̂
)
∂yk [f(t−|x−y|,y,p)], (2.17)
∂tf(t−|x−y|,y,p) = (1+ω · p̂)
−1Tf(t−|x−y|,y,p)
−
p̂k
1+ω · p̂
∂yk [f(t−|x−y|,y,p)]. (2.18)
We substitute (2.17) and (2.18) into (2.16) and integrate by parts. Since f vanishes
on the boundary of Ωa, we obtain
Eret(t,x)= −
∫
Ωa
dy
|x−y|2
∫
|p|≤β
dpa1(ω,p)f(t−|x−y|,y,p)
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−∫
Ωa
dy
|x−y|
∫
|p|≤β
dpb(ω,p)Tf(t−|x−y|,y,p), (2.19)
where
a1(ω,p)=
ω+ p̂
(1+p2)(1+ω · p̂)2
, (2.20)
b(ω,p)=
ω+ p̂
1+ω · p̂
. (2.21)
By (1.5), Tf =−Kret ·∇pf . Substituting into (2.19) and integrating by parts in p,
we get (2.15) with a2=∂pb (again, since f vanishes for |p|=β there are no boundary
terms). The kernels a1, a2 are bounded by C
√
1+p2 (see [4]). Thus in the present
case, because of our assumption P(t)≤β, they are uniformly bounded. ✷
The following lemma contains the analogous representation for the derivatives of
the retarded field and corresponds to theorem 4 of [3]:
Lemma 3 Assume P(t)≤β for some positive constant β. Then there exist smooth
functions b1, b2, b3 uniformly bounded in the support of f such that
DEret(t,x)= −
∫
Ωa
dy
|x−y|3
∫
|p|≤β
dpb1(ω,p)f(t−|x−y|,y,p)
−
∫
Ωa
dy
|x−y|2
∫
|p|≤β
dpb2(ω,p)Kretf(t−|x−y|,y,p) (2.22)
−
∫
Ωa
dy
|x−y|
∫
|p|≤β
dpb3(ω,p)D(Kretf)(t−|x−y|,y,p).
Moreover the kernel b1(ω,p) satisfies∫
S2
b1(ω,p)dω=0. (2.23)
The derivatives of Bret admit a similar representation with three different bounded
kernels b′1, b
′
2, b
′
3 and b
′
1 also satisfies (2.23).
Sketch of the proof: Let I1, I2 denote the two integrals in (2.15). By differentiating
I2 we obtain the third term in (2.22) with b3= a2. Differentiating I1 we get
DI1(t,x)=−
∫
Ωa
dy
|x−y|2
∫
|p|≤β
dpa1(ω,p)Df(t−|x−y|,y,p).
The absence of boundary terms is again due to the fact that f vanishes on the
boundary of Ωa. In the previous expression we use again (2.17), (2.18) and then
integrate by parts. We end up with (2.22) after defining properly the various kernels.
The exact form of the latter quantities is given in [3] but here it is not important;
the crucial point is that the kernels are uniformly bounded for |p|≤β. The identity
(2.23) is proved in [3]. ✷
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3 Estimates on the retarded field and uniqueness
All the estimates in this paper will be based on the following two lemmas:
Lemma 4 Let Iqn(t,x) (n=1,2; q∈R) denote the integral
Iqn(t,x)=
∫
dy
|x−y|n
(1+ |t−|x−y||+ |y|)−q.
Then for all (t,x)∈Rt×R
3
x the following estimates hold:
Iq1 ≤C(1+ |t|+ |x|)
−1(1+ |t−|x||)−q+3, q> 3,
Iq2 ≤C(1+ |t|+ |x|)
−1(1+ |t−|x||)−q+2, q> 2.
Lemma 5 Assume g∈C1∩L∞(Rt×R
3
x×R
3
p) and vanishes for |p|≥β. Assume also
that
Vol[suppg(t,x, ·)]≤C(1+ |t|+ |x|)−3, (3.1)
Dg∈L∞(Rt×R
3
x×R
3
p). (3.2)
Let b1(ω,p) be smooth and satisfy (2.23). Then the integral
I(t,x)=
∫
dy
|x−y|3
∫
|p|≤β
dpb1(ω,p)g(t−|x−y|,y,p), (3.3)
satisfies the estimate
|I(t,x)|≤C∗(‖g‖∞+‖Dg‖∞)(1+ |t|+ |x|)
−1(1+ |t−|x||)−7/4,
for all (t,x)∈Rt×R
3
x, where C∗=C∗(β).
The quite long and technical proofs of lemmas 4 and 5 are postponed in appendix.
We denote by ‖F‖w the weighted norm:
‖F‖w=sup
t,x
[(1+ |t|+ |x|)(1+ |t−|x||)w |F (t,x)|], (3.4)
where w> 0 and set Fret=(Eret,Bret). In the following two propositions we esti-
mate the retarded field generated by a solution fret of RVMret with initial data and
regularity as stated in theorem 1.
Proposition 1 Assume P(t)≤β and (3.1) holds for g≡ fret. Then there exists a
constant ε> 0 which depends on R and β such that for ‖f in‖∞≤ ε the retarded field
satisfies the estimate
‖Fret‖1≤C∗‖f
in‖∞, (3.5)
where C∗=C∗(R,β).
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Proof: Using (3.1) to estimate (2.15) we get, with the notation of lemma 4,
|Eret(t,x)|≤C∗‖f
in‖∞I
3
2 (t,x)+C∗‖f
in‖∞
∫
Ωa
dy
|x−y|
|Fret(t−|x−y|,y)|
(1+ |t−|x−y||+ |y|)3
.
An analogous estimate holds for Bret and so we have
|Fret(t,x)| ≤ C∗‖f
in‖∞I
3
2 (t,x)+C∗‖f
in‖∞
∫
Ωa
dy
|x−y|
|Fret(t−|x−y|,y)|
(1+ |t−|x−y||+ |y|)3
≤ C∗‖f
in‖∞I
3
2 (t,x)+C∗‖f
in‖∞‖Fret‖1
×
∫
Ωa
dy
|x−y|
(1+ |t−|x−y||+ |y|)−4(1+ |t−|x−y|−|y||)−1
≤ C∗‖f
in‖∞I
3
2 (t,x)+C∗‖f
in‖∞‖Fret‖1I
5
1 (t,x).
Here we used that
(1+ |t−|x−y|−|y||)−1≤C∗(1+ |t−|x−y||+ |y|)
−1 (3.6)
holds for y∈Ωa. In fact
1+ |t−|x−y||+ |y|
1+ |t−|x−y|−|y||
≤ (1+2R)
1+ |t−|x−y||+ |y|
1+2R+ |t−|x−y|−|y||
≤ (1+2R)
1+R+(1+a)|t−|x−y||
1+R+(1−a)|t−|x−y||
≤ 2
(
1+2R
1−a
)
=C∗.
Hence, by lemma 4
(1+ |t|+ |x|)(1+ |t−|x||)|Fret(t,x)|≤C∗‖f
in‖∞+C∗‖f
in‖∞‖Fret‖1
and so (1−C∗‖f
in‖∞)‖Fret‖1≤C∗‖f
in‖∞, which implies (3.5) for ‖f
in‖∞≤ 1/2C∗.
✷
By the same argument we can prove the following a priori estimate on the deriva-
tives of the field.
Proposition 2 Assume P(t)≤β and (3.1), (3.2) hold for g≡ fret. Then for a
proper small ‖f in‖∞, the retarded field satisfies
‖DFret‖7/4≤C∗z, (3.7)
where z=(1+‖f in‖∞)(‖f
in‖∞+‖Df‖∞) and C∗=C∗(R,β).
Proof: By (2.22) we have,
|DEret(t,x)| ≤ |I|+ |II|+ |III|
+C∗‖f‖∞
∫
Ωa
dy
|x−y|
|DFret(t−|x−y|,y)|
(1+ |t−|x−y||+ |y|)3
,
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where I is the integral (3.3) with g≡ fret and
II(t,x) =
∫
Ωa
dy
|x−y|2
∫
|p|≤β
dpb2(ω,p)Kretf(t−|x−y|,y,p),
III(t,x) =
∫
Ωa
dy
|x−y|
∫
|p|≤β
dpb3(ω,p)KretDf(t−|x−y|,y,p).
To estimate II and III we use (3.5) and (3.6). So doing we get
II(t,x)≤C∗‖f
in‖2∞I
5
2 (t,x), III(t,x)≤C∗‖f
in‖∞‖Df‖∞I
5
1 (t,x)
and therefore, using lemmas 4 and 5,
|DFret(t,x)| ≤ C∗z(1+ |t|+ |x|)
−1(1+ |t−|x||)−7/4
+C∗‖f
in‖∞
∫
Ωa
dy
|x−y|
|DFret(t−|x−y|,y)|
(1+ |t−|x−y||+ |y|)3
≤
C∗z
(1+ |t|+ |x|)(1+ |t−|x||)7/4
+C∗‖f
in‖∞‖DFret‖7/4I
23/4
1 .
Hence, by lemma 4,
‖DFret‖7/4(1−C∗‖f
in‖∞)≤C∗z,
which concludes the proof. ✷
We also notice that (3.5), (3.7) implies FSC w.r.t. η=C∗z. In particular for the
approximation sequence defined in section 4 below we will have η=C∆ for a proper
small ∆.
To conclude this section we prove the uniqueness part of theorem 1:
Proposition 3 Let f in(x,p)≥ 0 be given in C10 (R
3
x×R
3
p) and consider the following
class of solutions of RVM:
D(f in,η)=
{
(f,F )∈C1 : f(0,x,p)= f in(x,p),
‖f in‖∞+‖∇f
in‖∞≤ η,
(f,F ) satisfies FSC w.r.t η,
F (t, ·)∈L2(R3), ‖F (t, ·)‖L2→0 as t→−∞}.
Then there exists a positive constant η0 such that for η≤ η0 either D(f
in,η) is empty
or it contains only one element.
Proof: Let (f1,E1,B1) and (f2,E2,B2) be two solutions of RVM in D(f
in,η) and put
δf =(f1−f2), δE=(E1−E2), δB=(B1−B2). Then (δf,δE,δB) satisfies the system
∂tδf+ p̂ ·∂xδf+(E1+ p̂∧B1) ·∂pδf =−(δE+ p̂∧δB) ·∂pf2, (3.8){
∂tδE=∂x∧δB−4piδj, ∂x ·δE=4piδρ,
∂tδB=−∂x∧δE, ∂x ·δB=0,
(3.9)
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with initial data δf(0,x,p)=0 and where δρ=
∫
dpδf, δj=
∫
dpp̂δf . Our aim is to
show that δf = δE= δB≡ 0. However we remark at this point that it is sufficient to
prove this for t≤ 0. For, if the uniqueness holds in the past, then (fi,Ei,Bi), i=1,2,
will be solutions of RVM with the same initial data and then, since for a proper small
η the estimate P(t)≤ 2R is satisfied for all t≥ 0 (see lemma 1), the uniqueness in the
future follows by [3]. Hence we assume t≤ 0 in the rest of the proof. The L2 solution
δF =(δE,δB) of (3.9) which satisfies ‖δF (t, ·)‖L2→0 for t→−∞ is unique, because
the L2 norm of a solution of the homogeneous Maxwell equations is constant. We
claim that, for a proper small η, this solution is represented by
δE(t,x) = −
∫
dy
|x−y|
(∂xδρ+∂tδj)(t−|x−y|,y), (3.10)
δB(t,x) =
∫
dy
|x−y|
(∂x∧δj)(t−|x−y|,y). (3.11)
(Note that (3.10), (3.11) define a solution of (3.9) because δρ, δj satisfy the continuity
equation ∂tδρ+∂x ·δj=0 as a consequence of (3.8)). To this purpose we first note
that ‖δf(t)‖∞≤ 2‖f
in‖∞ and that, for a proper small η,
δf(t,x,p)=0, for |x|≥R−a(2R)t, (3.12)
Vol[suppδf(t,x, ·)]≤C(1− t+ |x|)−3, (3.13)
‖∂jx∂
k
pδf(t)‖∞≤C‖∇f
in‖∞(1− t)
k, j+k=1, (3.14)
cf. (2.12) and corollary 1. Moreover, the function (3.10) admits an integral repre-
sentation formula similar to that one given in lemma 2:
δE(t,x) = −
∫
dy
|x−y|2
∫
dpa1(ω,p)δf(t−|x−y|,y,p)
−
∫
dy
|x−y|
∫
dpb(ω,p)Tδf(t−|x−y|,y,p), (3.15)
cf. (2.19) (it is understood that the integrals in y are over Ωa and the ones in p are
over {|p|≤ 2R}). By (3.8) we have
Tδf =−(E1+ p̂∧B1) ·∂pδf−(δE+ p̂∧δB) ·∂pf2.
Substituting into (3.15) and integrating by parts in p we get
δE(t,x) = −
∫
dy
|x−y|2
∫
dpa1(ω,p)δf(t−|x−y|,y,p)
−
∫
dy
|x−y|
∫
dpa2(ω,p)(E1+ p̂∧B1)δf(t−|x−y|,y,p)
−
∫
dy
|x−y|
∫
dpa2(ω,p)(δE+ p̂∧δB)f2(t−|x−y|,y,p)
= I+II+III, (3.16)
where a2=∂pb (cf. (2.21)). By (3.13), the integral I is bounded by
|I(t,x)|≤C‖δf‖∞I
3
2 (t,x)≤C‖f
in‖∞(1− t+ |x|)
−2.
12
To estimate II(t,x) we use that for y∈Ωa the free streaming condition in the past
gives
|(E1+ p̂∧B1)| ≤ η(1− t+ |x−y|+ |y|)
−α(1+R− t+ |x−y|−|y|)−α
≤ C(1− t+ |x−y|+ |y|)−2α≤C(1− t+ |x−y|+ |y|)−1,
since α> 12 . The same applies for δE+ p̂∧δB in III(t,x) and so we get
|II(t,x)|+ |III(t,x)|≤C(‖δf‖∞+‖f
in‖∞)I
4
1 (t,x)≤C‖f
in‖∞(1− t+ |x|)
−2.
Substituting these estimates into (3.16) and using the same argument for δB we get
|δF |≤C‖f in‖∞(1− t+ |x|)
−2
and so ‖δF (t, ·)‖L2→0 as t→−∞, as we claimed. We are able now to complete the
proof of proposition 3. Let us introduce
‖δF‖′= sup
x;t≤0
[(1− t+ |x|)|δF (t,x)|].
By (3.16) we have
|δE(t,x)|≤C(‖δf‖∞+‖f
in‖∞‖δF‖
′)(1− t+ |x|)−2. (3.17)
On the other hand, integrating (3.8) along the characteristics of the Vlasov equation
and using (3.14) we get
‖δf‖∞≤C‖∇f
in‖∞‖δF‖
′(1− t). (3.18)
Combining (3.17) and (3.18) we get
|δE(t,x)|≤C[‖∇f in‖∞+‖f
in‖∞]‖δF‖
′(1− t+ |x|)−1.
Hence, from the analogous estimate on δB we find
‖δF‖′≤Cη‖δF‖′0
which entails ‖δF‖′=0 for η<C−1 and thus δF = δf =0. ✷
We remark that the meaning of the last condition in the definition of D(f in,η)
is that all the energy is contained in the particles in the limit t→−∞. However
this energy is not carried to past null infinity since the particles always move, even
asymptotically, at velocities strictly smaller than the speed of light. The solution of
theorem 1 belongs to the class D(f in,C∆) and therefore, for a proper small ∆, it is
unique in this class.
4 Proof of existence
The existence part of theorem 1 is proved by a standard recursive argument which
we split in three steps:
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Step 1: The approximation sequence
We define: f1(t,x,p)= f
in(x− p̂ t,p),
E1(t,x) =
∫
dy
|x−y|
[−∂xρ1−∂tj1](t−|x−y|,y),
B1(t,x) =
∫
dy
|x−y|
[∂x∧j1](t−|x−y|,y),
where ρ1=
∫
dpf1, j1=
∫
dpp̂f1 and set F1=(E1,B1). This solution corresponds to
the case in which the particles do not interact with the field, i.e. the force term in
(1.5) is omitted. Now, supposing that fn is been defined, we build ρn,jn,En,Bn via
the formulae ρn=
∫
dpfn, jn=
∫
dpp̂fn,
En(t,x) =
∫
dy
|x−y|
[−∂xρn−∂tjn](t−|x−y|,y),
Bn(t,x) =
∫
dy
|x−y|
[∂x∧jn](t−|x−y|,y)
and put Fn=(En,Bn). Now consider the following initial value problem for the
function (X,P ) :Rs→R
6:
dX
ds
= P̂ ,
dP
ds
=En+ P̂ ∧Bn, (4.1)
(X(t),P (t))= (x,p). (4.2)
Let (Xn+1(s,t,x,p),Pn+1(s,t,x,p)) denote the classical solution of the previous prob-
lem (sometimes it will be denoted by (Xn+1(s),Pn+1(s)) for short) and define fn+1
as
fn+1(t,x,p)= f
in(Xn+1(0,t,x,p),Pn+1(0,t,x,p)). (4.3)
fn+1 solves the following linear equation:
∂tfn+1+ p̂ ·∂xfn+1+(En+ p̂∧Bn) ·∂pfn+1=0, (4.4)
with initial datum fn+1(0,x,p)= f
in(x,p). The following lemma is easily proved by
induction:
Lemma 6 For a proper small ∆, the sequence (fn,Fn) is constituted by C
2 functions
and the following estimates hold ∀n∈N: For j,k∈{0,1,2}, 0≤ j+k≤ 2,
‖Dj∂kpfn(t)‖∞≤C∆(1+ |t|)
k, ∀t∈R; (4.5)
for all (t,x)∈Rt×R
3
x:
Pn(t)= sup
0≤s≤t
{|p| :fn(s,x,p) 6=0, for some x}≤ 2R, (4.6)
Vol[suppfn(t,x, ·)]≤C(1+ |t|+ |x|)
−3, (4.7)
|Fn(t,x)|≤C∆(1+ |t|+ |x|)
−1(1+ |t−|x||)−1, (4.8)
|DkFn(t,x)|≤C∆(1+ |t|+ |x|)
−1(1+ |t−|x||)−7/4, k=1,2. (4.9)
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Proof: The estimates (4.5), (4.6) and (4.7) in the case n=1 follow directly from the
definition of f1. For (4.8) in the case n=1, note that the integral representation
formula for E1 reduces to the first integral of (2.15), namely
E1(t,x)=−
∫
dy
|x−y|2
∫
dpa1(ω,p)f1(t−|x−y|,y,p).
(From now on it will be understood that the integrals in p are over the set {|p|≤ 2R}
and the ones in y over Ωa(t,x), with a=a(2R)). The previous integral is bounded
by C∆I32 (t,x), i.e., using lemma 4,
|E1(t,x)|≤C∆(1+ |t|+ |x|)
−1(1+ |t−|x||)−1.
The same is true for B1 and therefore (4.8) in the case n=1 is proved. Analogously,
the representation formula for DE1 reduces to the integral (3.3), with g≡ f1 and
therefore lemma 5 gives (4.9)k=1 in the case n=1. In a similar way, for D
2E1 one
has
D2E1(t,x)=
∫
dy
|x−y|3
∫
dpb1(ω,p)Df1(t−|x−y|,y,p),
which, applying lemma 5 to g≡Df1, is estimated by
|D2E1(t,x)| ≤ C
(‖Df1‖∞+‖D
2f1‖∞)
(1+ |t|+ |x|)(1+ |t−|x||)7/4
≤ C∆(1+ |t|+ |x|)−1(1+ |t−|x||)−7/4.
Now assume that (4.5)–(4.9) hold for (fn,Fn). Since FSC is satisfied for η=C∆,
then for a proper small ∆ the estimates (4.6), (4.7) follow by lemma 1 and corollary
1. The same is true for (4.5) in the case j+k≤ 1, while the case j+k=2 follows by
using the estimates on the second derivatives of Fn. Precisely, the argument for the
proof of lemma 1 shows that the characteristics satisfy the estimate
|∂jx∂
k
p (X,P )(0,t,x,p)|≤C(1+ |t|)
k, for j+k=2,
provided that the field satisfies FSC (for a proper small η) and
|∂2xF (t,x)|≤C(1+ |t|+ |x|)
−α(1+ |t|−|x|)−α−1.
The details are omitted because they are the same as for the proof of lemma 1. To
complete the proof of (4.8) we apply lemma 4 to the representation formula
En+1(t,x) = −
∫
dy
|x−y|2
∫
dpa1(ω,p)fn+1(t−|x−y|,y,p)
−
∫
dy
|x−y|
∫
dpa2(ω,p)(En+ p̂∧Bn)fn+1(t−|x−y|,y,p),
which is proved as lemma 2. Similar equations can be written for the first and the
second derivatives of En+1. By applying lemmas 4 and 5 to these equations, the
estimate (4.9) follows after a straightforward argument. ✷
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Step 2: Convergence in the C0 norm
In this step we will prove the convergence of the sequence Fn with respect to the
norm ‖ · ‖3/4. Indeed the convergence holds in the norm (3.4) for all 0<w< 1. The
choice w=3/4 suffices for our purpose and it is made only for sake of simplicity.
Proposition 4 For properly small initial data, the sequence Fn converges in the
norm ‖ · ‖3/4.
Proof: Put δfn,m= fn−fm and δFn,m=Fn−Fm. The analogue of (2.15) for the
approximation sequence is
En(t,x) = −
∫
dy
|x−y|2
∫
dpa1(ω,p)fn(t−|x−y|,y,p)
−
∫
dy
|x−y|
∫
dpa2(ω,p)Kn−1fn(t−|x−y|,y,p), (4.10)
where Kn−1=En−1+ p̂∧Bn−1. Thus
δEn,m = −
∫
dy
|x−y|2
∫
dpa1(ω,p)δfn,m(t−|x−y|,y,p)
−
∫
dy
|x−y|
∫
dpa2(ω,p)Kn−1δfn,m(t−|x−y|,y,p)
−
∫
dy
|x−y|
∫
dpa2(ω,p)δKn−1,m−1fm(t−|x−y|,y,p).
Estimating:
|δEn,m| ≤ C
(∫
dy
|x−y|2
∫
dp |δfn,m|(t−|x−y|,y,p)
+
∫
dy
|x−y|
∫
dp |Fn−1| |δfn,m|(t−|x−y|,y,p)
+
∫
dy
|x−y|
∫
dp |δFn−1,m−1|fm(t−|x−y|,y,p)
)
=C
(
I1+I2+I3
)
.
For I3 we use that
I3 ≤ C∆
∫
dy
|x−y|
|δFn−1,m−1|(t−|x−y|,y)
(1+ |t−|x−y||+ |y|)3
≤ C∆‖δFn−1,m−1‖3/4
∫
dy
|x−y|
(1+ |t−|x−y||+ |y|)−19/4
≤ C∆‖δFn−1,m−1‖3/4(1+ |t|+ |x|)
−1(1+ |t−|x||)−7/4. (4.11)
Here we used (3.6) with β≡ 2R. To estimate I1 and I2 in a proper way we need to
carry out a factor ‖δFn−1,m−1‖3/4. To this purpose we notice that, by (4.4),
∂tδfn,m+ p̂ ·∂xδfn,m+Kn−1 ·∂pδfn,m=−δKn−1,m−1 ·∂pfm.
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Integrating along the characteristics of the Vlasov equation we get
δfn,m(t,x,p)=−
∫ t
0
(δEn−1,m−1+ P̂n∧δBn−1,m−1) ·∂pfm(τ,Xn(τ),Pn(τ))dτ.
¿From the previous equation, inequality (4.5) and the estimate |Xn(τ)|≤R+a|τ | we
deduce
|δfn,m(t,x,p)|≤C∆‖δFn−1,m−1‖3/4(1+ |t|)
1/4. (4.12)
Hence
I1 ≤ C∆‖δFn−1,m−1‖3/4
∫
dy
|x−y|2
(1+ |t−|x−y||+ |y|)−11/4
≤ C∆‖δFn−1,m−1‖3/4(1+ |t|+ |x|)
−1(1+ |t−|x||)−3/4,
I2 ≤ C∆‖δFn−1,m−1‖3/4
∫
dy
|x−y|
(1+ |t−|x−y||+ |y|)−19/4
≤ C∆‖δFn−1,m−1‖3/4(1+ |t|+ |x|)
−1(1+ |t−|x||)−7/4.
Adding the various estimates we get
(1+ |t|+ |x|)(1+ |t−|x||)−3/4|δEn,m(t,x)|≤C∆‖δFn−1,m−1‖3/4.
An identical estimate holds for δBn,m and therefore we finally get
‖δFn,m‖3/4≤C∆‖δFn−1,m−1‖3/4. (4.13)
If the initial data are small enough in order that C∆< 1, then Fn is a Cauchy
sequence in the norm ‖ · ‖3/4 and so it converges uniformly and the limit function
F =(E,B) satisfies
|F (t,x)|≤C∆(1+ |t|+ |x|)−1(1+ |t−|x||)−3/4. (4.14)
✷
By (4.12), the sequence fn(t,x,p) converges uniformly with respect to (t,x,p)∈
[−T,T ]×R3x×R
3
p, for all T > 0. The limit function (f,F ) of the sequence (fn,Fn)
is a continuous solution of RVMret. Moreover, substituting (4.14) into the second
integral in the right hand side of (2.15), we find that E(t,x) satisfies the estimate
|E(t,x)|≤C∆(I32 +I
19/4
1 )≤C∆(1+ |t|+ |x|)
−1(1+ |t−|x||)−1.
The same is true for the magnetic field and so (1.8) is proved.
Corollary 2 The following inequalities hold for all t∈R and (x,p)∈Ξ(t):
|δfn,m(t,x,p)|≤ (1+ |t|)
1/4qn,m, (4.15)
|δXn,m(0)|≤ (1+ |t|)qn,m, (4.16)
|δPn,m(0)|≤ qn,m, (4.17)
where qn,m→0, as n,m→∞.
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Proof: (4.15) follows by (4.12). To prove (4.16), (4.17) we use that, by means of
(4.1), say for 0≤ s≤ t,
|δXn,m(s)|≤
∫ t
s
dτ |δP̂n,m(τ)|dτ ≤C
∫ t
s
dτ |δPn,m(τ)|.
Moreover by the known C1 bounds and the Cauchy property of Fn in the norm
‖ · ‖3/4,
|δPn,m(s)| ≤
∫ t
s
dτ |Kn−1(τ,Xn(τ),Pn(τ))−Km−1(τ,Xm(τ),Pm(τ))|
≤
∫ t
s
dτ |Kn−1(τ,Xn(τ),Pn(τ))−Kn−1(τ,Xm(τ),Pn(τ))|
+
∫ t
s
dτ |Kn−1(τ,Xm(τ),Pn(τ))−Kn−1(τ,Xm(τ),Pm(τ))|
+
∫ t
s
dτ |Kn−1(τ,Xm(τ),Pm(τ))−Km−1(τ,Xm(τ),Pm(τ))|
≤ qn,m+C
∫ t
s
dτ (1+τ)−11/4|δXn,m(τ)|+C
∫ t
s
dτ (1+τ)−2|δPn,m(τ)|.
Combining the last two inequalities we get
|δPn,m(s)|≤ qn,m+C
∫ t
s
dτ [(τ −s)(1+τ)−11/4+(1+τ)−2]|δPn,m(τ)|.
Hence, by the Gronwall lemma:
|δPn,m(s)|≤ qn,m, |δXn,m(s)|≤ (1+ t−s)qn,m, (4.18)
which concludes the proof. ✷
Step 3: Convergence in the C1 norm
In this step we will prove the convergence of the sequence DFn with respect to the
norm ‖ · ‖1 (which again is not optimal but sufficient for our purpose).
Proposition 5 For properly small initial data the sequence DFn converges in the
norm ‖ · ‖1.
Proof: Put δDfn,m=Dfn−Dfm and δDEn,m=DEn−DEm. By (2.22) we have
δDEn,m =
∫
dp
∫
dy
b1(ω,p)
|x−y|3
δfn,m(t−|x−y|,y,p)
+
∫
dp
∫
dy
b2(ω,p)
|x−y|2
(fnKn−1−fmKm−1)(t−|x−y|,y,p)
+
∫
dp
∫
dy
b3(ω,p)
|x−y|
[D(Kn−1fn)−D(Km−1fm)](t−|x−y|,y,p)
= I1+I2+I3.
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For I2 we write
|I2(t,x)| ≤ C
∫
dp
∫
dy
|x−y|2
|Fn−1| |δfn,m|(t−|x−y|,y,p)
+C
∫
dp
∫
dy
|x−y|2
|δFn−1,m−1|fm(t−|x−y|,y,p)
≤ I
19/4
2 qn,m≤ qn,m(1+ |t|+ |x|)
−1(1+ |t−|x||)−11/4,
where we used the estimate (4.15) and the Cauchy property of Fn in the norm ‖ · ‖3/4.
The integral I1 is further split as follows:
I1=
∫
|x−y|≤1
dy · · ·+
∫
|x−y|>1
dy · · · .
For the second integral we have, by (4.15),∫
|x−y|>1
dy · · ·≤ qn,m
∫
|x−y|>1
dy
|x−y|3
(1+ |t−|x−y||+ |y|)−11/4.
The integral in the right hand side of the previous expression corresponds to the
integral II11/4 which has been estimated in the proof of lemma 5 (cf. (A.3) in
appendix). The result is (see (A.4))∫
|x−y|>1
dy · · ·≤ qn,m(1+ |t|+ |x|)
−1(1+ |t−|x||)−3/2. (4.19)
For the first part of the integral I1, we have, by the same argument following eq.
(A.2) in appendix, ∫
|x−y|≤1
dy · · ·≤C
∫ t
t−1
‖δDfn,m(τ)‖∞
(1+ |τ |+ |x|)3
. (4.20)
We will prove afterwards that
|δDfn,m(t,x,p)|≤ (1+ |t|)[qn,m+C∆‖δDFn−1,m−1‖1]. (4.21)
Hence substituting into (4.20) and adding to (4.19) we get
|I1|≤ (1+ |t|+ |x|)
−1(1+ |t−|x||)−1(qn,m+C∆‖δDFn−1,m−1‖1).
For I3 we expand the integrand function as
D(Kn−1fn)−D(Km−1fm) = (DKn−1)δfn,m+(Dfm)δKn−1,m−1
+fmδDKn−1,m−1+Kn−1δDfn,m
and therefore, after some straightforward estimates,
|I3|≤ (1+ |t|+ |x|)
−1(1+ |t−|x||)−1(qn,m+C∆‖δDFn−1,m−1‖1).
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Summing up the various estimates we get
(1+ |t|+ |x|)(1+ |t−|x||)|δDEn,m|≤ qn,m+C∆‖δDFn−1,m−1‖1
and so, by the analogous estimate for any other first derivative of Fn, we conclude
‖δDFn,m‖1≤ qn,m+C∆‖δDFn−1,m−1‖1.
For properly small initial data, the previous inequality implies that DFn is a Cauchy
sequence in the norm ‖ · ‖1 and so that it converges uniformly. Therefore, F is a C
1
function and satisfies:
|DF (t,x)|≤C∆(1+ |t|+ |x|)−1(1+ |t−|x||)−1. (4.22)
Let us prove now the inequality (4.21), say for t> 0. By (4.3) we have
|δDfn,m(t,x,p)| ≤ |∂xf
in(Xn,Pn)||δDXn,m|+ |∂pf
in(Xn,Pn)||δDPn,m|
+|DXm||∂xf
in(Xn,Pn)−∂xf
in(Xm,Pm)|
+|DPm||∂pf
in(Xn,Pn)−∂pf
in(Xm,Pm)|
≤ C∆(|δDXn,m|+ |δDPn,m|+ |δXn,m|+ |δPn,m|), (4.23)
evaluation of the characteristics at s=0 being understood. By (4.1):
|δDXn,m(s)|≤
∫ t
s
dτ
(
|δDPn,m(τ)|+ |δPn,m(τ)|
)
, (4.24)
|δDPn,m(s)|≤
∫ t
s
dτ |D[Kn−1(τ,Xn(τ),P̂n(τ))]−D[Km−1(τ,Xm(τ),P̂m(τ))]|.
(4.25)
The integrand function in (4.25) is expanded as follows:
D[Kn−1(τ,Xn(τ),P̂n(τ))]−D[Km−1(τ,Xm(τ),P̂m(τ))]
=∂xEn−1(τ,Xn)δDXn,m+DXm[∂xEn−1(τ,Xn)−∂xEm−1(τ,Xm)]
+Bn−1(τ,Xn)∧δDP̂n,m+DP̂m∧ [Bn−1(τ,Xn)−Bm−1(τ,Xm)]
+P̂n∧∂xBn−1(τ,Xn)δDXn,m+δP̂x,m∧∂xBn−1(τ,Xn)DXm
+P̂m∧DXm[∂xBn−1(τ,Xn)−∂xBm−1(τ,Xm)].
Using the known bounds on Fn and DFn we get
|δDPn,m(s)| ≤ qn,m+C
∫ t
s
dτ (1+τ)−11/4|δDXn,m(τ)|+C
∫ t
s
dτ (1+τ)−2|δDPn,m|
+C
∫ s
t
dτ |Bn−1(τ,Xn(τ))−Bm−1(τ,Xm(τ))|
+C
∫ s
t
dτ |DFn−1(τ,Xn(τ))−DFm−1(τ,Xm(τ))|. (4.26)
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Now we substitute (4.24) into (4.26) and use
|Bn−1(τ,Xn(τ))−Bm−1(τ,Xm(τ))|
≤ |Bn−1(τ,Xn(τ))−Bm−1(τ,Xn(τ))|+ |Bm−1(τ,Xn(τ))−Bm−1(τ,Xm(τ))|
≤ [(1+τ)−7/4+(1+ t−τ)(1+τ)−11/4]qn,m,
|DFn−1(τ,Xn(τ))−DFm−1(τ,Xm(τ))|
≤ |DFn−1(τ,Xn(τ))−DFm−1(τ,Xn(τ))|+ |DFm−1(τ,Xn(τ))−DFm−1(τ,Xm(τ))|
≤C(1+τ)−2‖δFn−1,m−1‖1+[(1+ t−τ)(1+τ)
−11/4]qn,m,
which follow by the known bounds on the first and second order derivatives, the
second of (4.18) and the Cauchy property of Fn in the norm ‖ · ‖3/4. In this way we
get
|δDPn,m(s)| ≤ qn,m+C‖δDFn−1,m−1‖1
+
∫ t
s
dτ [(1+τ)−2+(1+ t−τ)(1+τ)−11/4]|δDPn,m(τ)|
and so, by the Gronwall lemma,
|δDPn,m|≤ (qn,m+C‖δDFn−1,m−1‖1).
Thus by (4.24),
|δDXn,m|≤ (qn,m+C‖δDFn−1,m−1‖1)(1+ t−s). (4.27)
Taking s=0 and substituting into (4.23), the estimate (4.21) follows after using
(4.16) and (4.17). ✷
By means of (4.21), Dfn converges uniformly in x,p and pointwise in t. The same
argument permits to prove that even the p-derivatives of fn satisfy this property and
therefore the limit function (f,F ) is C1. Substituting (4.22) into the last integral of
(2.22), the estimate (1.9) is proved by using again lemmas 4 and 5. This concludes
the proof of theorem 1.
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Appendix
Proof of lemma 4
We will use repeatedly lemma 7 of [5], which we rewrite below in a form more suitable
to our case.
Lemma A For any function g∈C0(R2), a> 0, b∈ (a,+∞] and n∈N:∫
a≤|x−y|≤b
dy
|x−y|n
g(t−|x−y|, |y|)=
2pi
|x|
∫ t−a
t−b
dτ
(t−τ)n−1
∫ |x|+t−τ
||x|−t+τ |
dλg(τ,λ)λ.
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Estimate on Iq1 and I
q
2 for t≤ 0
For t≤ 0 we have |t−|x−y||=−t+ |x−y| and by lemma A we have:
Iq1 (t,x) =
∫
dy
|x−y|
(1− t+ |x−y|+ |y|)−q
=
2pi
|x|
∫ t
−∞
dτ
∫ |x|+t−τ
||x|−t+τ |
λ
(1+λ−τ)q
dλ
=
2pi
|x|
∫ t−|x|
−∞
· · ·+
2pi
|x|
∫ t
t−|x|
· · ·=A+B.
For A we use
A =
2pi
|x|
∫ t−|x|
−∞
dτ
∫ t+|x|−τ
t−|x|−τ
λ
(1+λ−τ)q
dλ
≤
C
|x|
∫ t−|x|
−∞
dτ
∫ t+|x|−τ
t−|x|−τ
dλ
(1+λ−τ)q−1
≤ C
∫ t−|x|
−∞
dτ
(1−τ)q−1
≤
C
(1− t+ |x|)q−2
.
For B we use
B =
2pi
|x|
∫ t
t−|x|
dτ
∫ |x|+t−τ
|x|−t+τ
λ
(1+λ−τ)q
dλ
≤
C
|x|(1− t+ |x|)q−1
∫ t
t−|x|
(t−τ)dτ
≤
C
(1− t+ |x|)q−2
.
For n=2, t≤ 0, we write, again using lemma A,
Iq2 (t,x) =
∫
dy
|x−y|2
(1− t+ |x−y|+ |y|)−q
=
2pi
|x|
∫ t
−∞
dτ
t−τ
∫ |x|+t−τ
||x|−t+τ |
λ
(1+λ−τ)q
dλ
=
2pi
|x|
∫ t−|x|
−∞
· · ·+
2pi
|x|
∫ t
t−|x|
· · ·=A+B.
For A we use
A =
2pi
|x|
∫ t−|x|
−∞
dτ
t−τ
∫ t+|x|−τ
t−|x|−τ
λ
(1+λ−τ)q
dλ
≤
C
|x|
∫ t−|x|
−∞
dτ
(
t+ |x|−τ
t−τ
)∫ t+|x|−τ
t−|x|−τ
dλ
(1+λ−τ)q
≤
C
|x|
∫ t−|x|
−∞
dτ
|x|
(1−τ)q
=
C
(1− t+ |x|)q−1
.
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For B we use
B =
2pi
|x|
∫ t
t−|x|
dτ
t−τ
∫ |x|+t−τ
|x|−t+τ
λ
(1+λ−τ)q
dλ
≤
C
|x|
∫ t
t−|x|
dτ
t−τ
∫ |x|+t−τ
|x|−t+τ
1
(1+λ−τ)q−1
dλ
≤
C
|x|(1− t+ |x|)q−1
∫ t
t−|x|
dτ
t−τ
∫ |x|+t−τ
|x|−t+τ
dλ
≤
C
(1− t+ |x|)q−1
.
Estimate on Iq1 for t> 0
We split Iq1 as follows:
Iq1 (t,x) =
∫
|x−y|≤t
dy
|x−y|
(1+ t−|x−y|+ |y|)−q
+
∫
|x−y|≥t
dy
|x−y|
(1− t+ |x−y|+ |y|)−q= Iq1A+I
q
1B.
By using lemma A we have
Iq1A=
2pi
|x|
∫ t
0
dτ
∫ |x|+t−τ
||x|−t+τ |
dλ
λ
(1+τ +λ)q
,
Iq1B=
2pi
|x|
∫ 0
−∞
dτ
∫ |x|+t−τ
||x|−t+τ |
dλ
λ
(1−τ +λ)q
.
Now define
(t−|x|)+=
{
t−|x| if t−|x|> 0
0 if t−|x|≤ 0
(t−|x|)−=
{
t−|x| if t−|x|< 0
0 if t−|x|≥ 0
and split the preceding integrals as follows:
Iq1A =
2pi
|x|
∫ (t−|x|)+
0
dτ
∫ |x|+t−τ
t−|x|−τ
dλ
λ
(1+τ +λ)q
+
2pi
|x|
∫ t
(t−|x|)+
dτ
∫ |x|+t−τ
|x|−t+τ
dλ
λ
(1+τ+λ)q
= Iq1Aα+I
q
1Aβ ,
Iq1B =
2pi
|x|
∫ (t−|x|)
−
−∞
dτ
∫ |x|+t−τ
t−|x|−τ
dλ
λ
(1−τ+λ)q
+
2pi
|x|
∫ 0
(t−|x|)
−
dτ
∫ |x|+t−τ
|x|−t+τ
dλ
λ
(1−τ +λ)q
= Iq1Bα+I
q
1Bβ .
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Thus, finally
Iq1 (t,x)= I
q
1Aα+I
q
1Aβ+I
q
1Bα+I
q
1Bβ . (A.1)
Estimate for Iq1Aα
Iq1Aα ≤
C
|x|
∫ (t−|x|)+
0
dτ
∫ |x|+t−τ
t−|x|−τ
dλ
(1+τ+λ)q−1
≤
C
|x|
∫ (t−|x|)+
0
dτ
(1+ t−|x|)q−3
∫ |x|+t−τ
t−|x|−τ
dλ
(1+τ+λ)2
≤
C(t−|x|)+
(1+ t−|x|)q−2(1+ t+ |x|)
≤C(1+ t+ |x|)−1(1+ |t−|x||)−q+3.
Estimate for Iq1Aβ
Iq1Aβ ≤
C
|x|
∫ t
(t−|x|)+
dτ
∫ |x|+t−τ
|x|−t+τ
dλ
(1+τ+λ)q−1
≤
C
|x|
∫ t
(t−|x|)+
dτ
t−τ
(1− t+ |x|+2τ)q−2(1+ t+ |x|)
≤
C(t−(t−|x|)+)
|x|(1+ |t|+ |x|)
∫ t
(t−|x|)+
dτ (1− t+ |x|+2τ)2−q
≤
C
1+ |t|+ |x|
(
(1+ |x|+(t−|x|)+)
q−3
(1+ t+ |x|)q−3(1− t+ |x|+2(t−|x|)+)q−3
)
≤ C(1+ t+ |x|)−1(1+ |t−|x||)−q+3.
Estimate for Iq1Bα
Iq1Bα ≤
C
|x|
∫ (t−|x|)
−
−∞
dτ
∫ |x|+t−τ
t−|x|−τ
dλ
(1−τ+λ)q−1
≤ C
∫ (t−|x|)
−
−∞
dτ
(1+ t−|x|−2τ)q−2(1+ t+ |x|−2τ)
≤ C(1+ t+ |x|)−1(1+ t−|x|−2(t−|x|)−)
−q+3
≤ C(1+ t+ |x|)−1(1+ |t−|x||)−q+3.
Estimate for Iq1Bβ
Iq1Bβ ≤
C
|x|
∫ 0
(t−|x|)
−
(t−τ)dτ
(1− t+ |x|)q−2(1+ t+ |x|−2τ)
≤
C
|x|
(t−(t−|x|)−)|(t−|x|)−|
(1− t+ |x|)q−2(1+ t+ |x|)
≤ C(1+ t+ |x|)−1(1+ |t−|x||)−q+3.
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Estimate on Iq2 for t> 0
The integral Iq2 is split as I
q
1 in (A.1), namely
Iq2 (t,x)= I
q
2Aα+I
q
2Aβ+I
q
2Bα+I
q
2Bβ ,
where, using lemma A,
Iq2Aα=
2pi
|x|
∫ (t−|x|)+
0
dτ
t−τ
∫ |x|+t−τ
t−|x|−τ
dλ
λ
(1+τ+λ)q
,
Iq2Aα=
2pi
|x|
∫ t
(t−|x|)+
dτ
t−τ
∫ |x|+t−τ
|x|−t+τ
dλ
λ
(1+τ+λ)q
,
Iq2Bα=
2pi
|x|
∫ (t−|x|)
−
−∞
dτ
t−τ
∫ |x|+t−τ
t−|x|−τ
dλ
λ
(1−τ+λ)q
,
Iq2Bβ =
2pi
|x|
∫ 0
(t−|x|)
−
dτ
t−τ
∫ |x|+t−τ
|x|−t+τ
dλ
λ
(1−τ+λ)q
.
Since the argument to estimate the preceding integrals is very similar to the one
used for Iq1 , we just show how to estimate I
q
2Aα.
Iq2Aα ≤
C
|x|
∫ (t−|x|)+
0
dτ
|x|+ t−τ
t−τ
∫ |x|+t−τ
t−|x|−τ
dλ
(1+λ+τ)q
≤
C
|x|
(
1+
|x|
t−(t−|x|)+
)∫ (t−|x|)+
0
dτ
|x|
(1+ t−|x|)q−1(1+ t+ |x|)
≤
C(t−|x|)+
(1+ t+ |x|)(1+ t−|x|)q−1
≤C(1+ t+ |x|)−1(1+ |t−|x||)−q+2.
Proof of lemma 5
We divide the integral I(t,x) in two parts as follows:
I=
∫
|x−y|≤1
dy · · ·+
∫
|x−y|>1
dy · · ·. (A.2)
Following [3], we rewrite the first integral as∫
|x−y|≤1
dy · · · =
∫ t
t−1
dτ
∫
dp
∫
|ω|=1
b1(ω,p)
g(τ,x+(t−τ)ω,p)
t−τ
dω
=
∫ t
t−1
dτ
∫
dp
∫
|ω|=1
b1(ω,p)
g(τ,x+(t−τ)ω,p)−g(τ,x,p)
t−τ
dω,
where the property (2.23) has been used. Then∫
|x−y|≤1
dy · · · ≤ C∗ sup
t−1≤τ≤t
‖Dg(τ)‖∞
∫ t
t−1
dτ
(1+ |τ |+ |x|)3
≤ C∗‖Dg‖∞(1+ |t|+ |x|)
−3
≤ C∗‖Dg‖∞(1+ |t|+ |x|)
−1(1+ |t−|x||)−2.
25
For the second part of I we write∫
|x−y|>1
dy · · ·≤C∗‖g‖∞
∫
|x−y|>1
dy
|x−y|3
(1+ |t−|x−y||+ |y|)−3=C∗‖g‖∞II(t,x).
Since an integral similar to II(t,x) needs to be estimated to prove proposition 5, we
will treat the more general case
IIq(t,x)=
∫
|x−y|>1
dy
|x−y|3
(1+ |t−|x−y||+ |y|)−q, q> 2. (A.3)
We will prove that
IIq(t,x)≤C(1+ |t|+ |x|)−1(1+ ||t−|x||)−q+5/4. (A.4)
We start by splitting IIq(t,x) as follows:
IIq(t,x)=
∫
1<|x−y|≤1+|t−|x||
· · ·+
∫
|x−y|>1+|t−|x||
· · ·= IIqA+II
q
B.
For IIqB we use
IIqB≤
Iq2 (t,x)
(1+ |t−|x||)
≤C(1+ |t|+ |x|)−1(1+ |t−|x||)−q+1.
The estimate on IIqA for t≤ 0 is
IIqA ≤
∫
1<|x−y|≤1−t+|x|
dy
|x−y|3
(1− t+ |x−y|+ |y|)−q
≤
C
(1− t+ |x|)q
∫
1≤|x−y|≤1−t+|x|
dy|x−y|−3
≤
C log(1− t+ |x|)
(1− t+ |x|)q
≤C(1+ |t|+ |x|)−1(1+ |t−|x||)−q+
5
4 .
The estimate on IIqA for t> 0 requires a more careful analysis.
Estimate on IIqA for t> 0, |x|≤ 1
For t≤ 1, IIqA is dominated by the same integral extended over {1≤|x−y|≤ 3} and
so the estimate is straightforward. For t≥ 1 we have t−|x|≥ 0 and so we may split
IIqA as follows:
IIqA =
∫
1≤|x−y|≤t
dy
|x−y|3
(1+ t−|x−y|+ |y|)−q
+
∫
t≤|x−y|≤1+t−|x|
dy
|x−y|3
(1− t+ |x−y|+ |y|)−q
= IIqA1+II
q
A2.
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Using lemma A we have
IqA1=
2pi
|x|
∫ t−1
0
dτ
(t−τ)2
∫ |x|+t−τ
||x|+τ−t|
dλ
λ
(1+τ +λ)q
.
Since t−1≤ t−|x|, then |x|+τ − t≤ 0 and we have
IIqA1 ≤
C
|x|
∫ t−1
0
dτ
t−τ
|x|+ t−τ
t−τ
1
(1+ t−|x|)q−2
∫ |x|+t−τ
t−|x|−τ
dλ
(1+τ+λ)2
≤ C(1+ t−|x|)−q+1(1+ t+ |x|)−1
∫ t−1
0
dτ(t−τ)−1
≤ C
logt
(1+ t−|x|)q−1
(1+ t+ |x|)−1
≤ C(1+ t+ |x|)−1(1+ |t−|x||)−q+
5
4 ,
since t≥ 1 and t−|x|≥ 0.
For IIqA2 we write
IIqA2 =
2pi
|x|
∫ 0
|x|−1
dτ
(t−τ)2
∫ |x|+t−τ
t−|x|−τ
dλ
λ
(1−τ+λ)q
≤
C
|x|
∫ 0
|x|−1
dτ
t−τ
|x|
(1+ t−|x|−2τ)q−1(1+ t+ |x|−2τ)
≤ C
logt+log(1+ t−|x|)
(1+ t+ |x|)(1+ t−|x|)q−1
≤ C(1+ t+ |x|)−1(1+ |t−|x||)−q+
5
4 .
Since in the following the details are very similar, they will be omitted.
Estimate on IIqA for |x|> 1,0<t≤ 1
In this case we have t−|x|≤ 0 and |x−y|> 1≥ t and so
IIqA =
∫
1<|x−y|≤1−t+|x|
dy
|x−y|3
(1− t+ |x−y|+ |y|)−q
=
2pi
|x|
∫ t−1
2t−1−|x|
dτ
(t−τ)2
∫ |x|+t−τ
||x|+τ−t|
dλ
λ
(1−τ+λ)q
.
Since 2t−1−|x|≤ t−|x|≤ t−1, we split the last integral as follows:
IIqA =
2pi
|x|
∫ t−|x|
2t−1−|x|
dτ
(t−τ)2
∫ |x|+t−τ
t−|x|−τ
dλ
λ
(1−τ+λ)q
+
2pi
|x|
∫ t−1
t−|x|
dτ
(t−τ)2
∫ |x|+t−τ
|x|+τ−t
dλ
λ
(1−τ+λ)q
= IIqA1+II
q
A2,
and each component is estimated as before.
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Estimate on IIqA for |x|> 1,t> 1
Case t−|x|≥ 0
Since 1+ t−|x|<t, we have
IIqA =
∫
1<|x−y|≤1+t−|x|
dy
|x−y|3
(1+ t−|x−y|+ |y|)−q
=
2pi
|x|
∫ t−1
|x|−1
dτ
(t−τ)2
∫ |x|+t−τ
||x|+τ−t|
dλ
λ
(1+τ+λ)q
.
We further consider separately the regions 12 (t+1)< |x|≤ t and 1< |x|≤
1
2 (t+1). In
the first case one has |x|−1>t−|x| and therefore IIqA reduces to
IIqA=
2pi
|x|
∫ t−1
|x|−1
dτ
(t−τ)2
∫ |x|+t−τ
|x|+τ−t
dλ
λ
(1+τ +λ)q
,
which is estimated as before. For 1< |x|≤ 12 (t+1) we write
IIqA =
2pi
|x|
∫ t−|x|
|x|−1
dτ
(t−τ)2
∫ |x|+t−τ
t−|x|−τ
dλ
λ
(1+τ+λ)q
+
2pi
|x|
∫ t−1
t−|x|
dτ
(t−τ)2
∫ |x|+t−τ
|x|+τ−t
dλ
λ
(1+τ+λ)q
= IIqA1+II
q
A2
and each component is estimated as before.
Case t−|x|< 0
For |x|≤ 2t−1 we write
IIqA =
∫
1≤|x−y|≤1−t+|x|
dy
|x−y|3
(1+ t−|x−y|+ |y|)−q
=
2pi
|x|
∫ t−1
2t−|x|−1
dτ
(t−τ)2
∫ |x|+t−τ
|x|+τ−t
dλ
λ
(1+τ +λ)q
,
where we used that t−|x|< 2t−|x|−1. For |x|≥ 2t−1 we write
IIqA =
∫
1≤|x−y|≤t
dy
|x−y|3
(1+ t−|x−y|+ |y|)−q
+
∫
t≤|x−y|≤1−t+|x|
dy
|x−y|3
(1− t+ |x−y|+ |y|)−q
=
2pi
|x|
∫ t−1
0
dτ
(t−τ)2
∫ |x|+t−τ
|x|+τ−t
dλ
λ
(1+τ +λ)q
+
2pi
|x|
∫ 0
2t−|x|−1
dτ
(t−τ)2
∫ |x|+t−τ
|x|+τ−t
dλ
λ
(1−τ +λ)q
.
The usual argument applies to estimate all the above integrals and concludes the
proof of lemma 5.
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