Abstract. With the advent of cloud computing, many organizations and individuals are interested in outsourcing their complex data management to the public cloud for economic savings and ease of access. As sensitive information may have to be encrypted before outsourcing, the data utilization service based on plaintext keyword search is not suitable for the encrypted cloud data. In this paper, we propose a solution for ranked semantic keyword search (RSS) over encrypted cloud data. With the design of semantic extension, the proposed scheme could return not only the exactly matched files, but also the files including the terms semantically related to the query keyword. In the proposed scheme, the data owner generates a piece of file metadata for each file, and uploads the encrypted metadata set and file collection to the cloud server. After receiving a query request, the cloud server first finds out the keywords that are semantically related to the query keyword according to SRL. Then both the query keyword and the extensional words are used to retrieve the files. Eventually, the result files are returned in order according to the total relevance score. Detailed security analysis shows that our solution is privacy-preserving and secure under the previous searchable symmetric encryption (SSE) security definition. Experimental evaluation demonstrates the efficiency and effectives of the scheme.
Introduction
As cloud computing becomes mature, lots of sensitive data is considered to be centralized into the cloud servers, e.g. personal health records, secret enterprise data, government documents, etc [1] [2] . The straightforward solution to protect data privacy is to encrypt sensitive data before outsourcing. Unfortunately, data encryption, if not done appropriately, may reduce the effectiveness of data utilization.
In recent years, searchable encryption (SE) techniques have been developed for secure outsourced data search. But traditional SE schemes only support exact keyword search [3] [4] [5] [6] [7] [8] . To enhance the search flexibility and usability, some research has been done on fuzzy keyword search [9] [10] [11] [12] [13] . These solutions support tolerance of minor typos and format inconsistencies, such as, search for "million" by carelessly typing "milion", or "datamining" by typing "data-mining". These schemes mainly take the structure of terms into consideration and use edit distance to evaluate the similarity. They didn't considered the terms semantically related to keyword, thus many related files are omitted. In addition, these fuzzy systems send back all relevant files solely upon presence/absence of the keyword, and result-ranking is still out of considering.
In this paper, from a new perspective, we propose a fuzzy solution that support ranked semantic search over encrypted cloud data based on symmetric key cryptography. Semantic search reinforce the system usability by returning the exactly matched files and the files including the terms semantically related to the query keyword. Note that, the "keyword" in the paper is just a single word. In the proposed scheme, the data owner generates a piece of file metadata for each file, and uploads the encrypted metadata set and file collection to the cloud. With the file metadata, the cloud builds the inverted index and constructs SRL for the keywords. The co-occurrence of terms is used to evaluate the semantic relationship between terms in SRL. Upon receiving a query request, at first the cloud server finds out the terms which are semantically related to the query keyword according to the value of semantic relationship between terms in SRL. Then both the keyword and the semantically extended words are used to retrieve files. Finally, the matched files are returned in order according to the total relevance score. In the process, to ensure security and final result ranking, we properly modify a crypto primitive order-preserving encryption to protect the relevance score. Detailed security analysis shows that the solution correctly realizing the goal of semantic search, while preserving the privacy. Extensive experimental evaluation demonstrates the efficiency and effectives of the scheme.
The paper is organized as follows. The system model and threat model, design goals, notations preliminaries and basic definitions are described in Section 2. Section 3 further gives the description of our semantic search scheme. The security analysis and performance evaluation are given in Section 4 and 5 respectively. In the end, section 6 gives the conclusion of the paper.
Problem formulation

System Model
We consider the system model involving three different entities: data owner, data user and cloud server, as illustrated in Fig.1 .
Data owner uploads a collection of text files = ( 1 , 2 , 3 , ⋯ , ) in encrypted form , together with the encrypted metadata set generated from , to the cloud server. Note that, a piece of metadata is constructed for each file.
Data user provides a search trapdoor for keyword to the cloud server. In our paper, we assume the authorization between the data owner and users is appropriately done. Cloud server first constructs the index and SRL using metadata set provided by data user, thus reduce the computing burden on owner e.g. index creating. Upon receiving the request , the cloud server is responsible to extend the query keyword upon SRL. Then search the index, and return the matching files to the user in order. Finally, the access control mechanism, which is out of the scope of this paper, is employed to manage the capability of the user to decrypt the received files.
Threat Model
In this paper, we use the same threat model described in previous searchable symmetric encryption (SSE) scheme [6, 7, 10, 11, 14, 15] . We consider an "honest-but-curious" server in our model. Specifically, the cloud server honestly follows the designated protocol specification, but is "curious" to infer and analyze all data information available on the server so as to learn additional information.
Notation
−the plaintext file collection, denoted as a set of n data files = ( 1 , 2 , ⋯ , ). − the encrypted file collection, stored in the cloud server, denoted as = ( 1 , 2 , ⋯ , ).
( ) −the identifier of file that can help uniquely locate the actual file. − the distinct keywords set extracted from . −the number of distinct keywords extracted from and = | |. −the encrypted metadata set, denoted as { 1 , 2 , ⋯ , }, where is built for .
−the encrypted distinct keywords set extracted from , denoted as a set of m words = ( 1 , 2 , ⋯ ). −the inverted index built from the metadata set by the server, including a set of posting lists { ( )} ( ) − the set of identifiers of files that contain keyword .
−the trapdoor generated for a query keyword by a user. −the semantically extended keywords set of , = ( 1 , 2 , 3 ⋯ ).
Preliminaries and basic definitions
(1) Semantic Relationship Church et al. had proposed a statistical description of the semantic relationship between terms through the co-occurrence of terms [16] . For two terms and , the mutual information ( , ) is defined as
Here ( , ) is the probability of observing and together. ( ) and ( ) are the probabilities of observing and independently in the collection. The higher the semantic relationship between and is, the larger the mutual information ( , ) is.
Then normalize the mutual information into a value of relationship. The semantic relationship library will be constructed as a weighted graph structure showed in Fig. 2 . A piece of file-metadata is constructed for each file. The file-metadata consists of the file ID, the keywords, and the relevance scores (refer to equation 2) of keywords in response to the file. All of the file metadata constitute metadata set, which is shown in Tab.1. 
(3) Ranking Function
A ranking function is used to measure relevance scores of matching files to a given query in information retrieval. The most widely used measurement for evaluating relevance score is × rule. Thus the relevance score of single keyword can be computed using equation 2,which is widely used in the literature [17] :
Here denotes the query keyword; , is the TF of term in file ; denotes the number of files that contain keyword . n is the number of files in the collection, while | | is the length of file , obtained by counting the number of indexed terms in the file.
In our scheme, Fd's total relevance score will be computed for result ranking with equation 3.
Here Score w represents the relevance score of the input keyword; Score e i represents the relevance score of extended keyword e i , while R i is the value of semantic relationship.
The ranked semantic keyword search scheme
We are now ready to proceed to the details of the effective RSS scheme. Let , , ̂, be security parameters that will be used in (•). The collision resistant hash function and a one-to-many order preserving encryption scheme ( -) are defined as: : {0,1} × {0,1} * → {0,1} ( > log ) -: {0,1} × {0,1} → {0,1} Where (•) will be instantiated by existing hash function -SHA-1. denotes the size of keywords set. OM-OPE is modified from the existing OPE. and respectively represent the bit length used to denote all the values in domain and range , the details are described later in section 3.3. The scheme can be constructed in two phases-Setup and Retrieval:
The setup phase
In this phase, the data owner mainly initializes the public and secret parameters of the system, and generates the encrypted metadata set. When receiving the data from owner, the server constructs the index and SRL based on the encrypted metadata. Details are as follows: (3) When receiving the secure metadata, the server builds the inverted index by calling ( ), the details are given in Algorithm 2. The SRL is also built upon the metadata set using datamining algorithm to give the semantic relationship between keywords in the collection. 
The retrieval phase
In this phase, the user submits a secure trapdoor of his interested keyword to the cloud server. Then cloud server performs query keyword extension and returns the ranked search results. Details are as follows.
(1) The user generates a trapdoor = ( ) for an interested keyword , by calling ( ). Upon receiving the trapdoor , the server first extends the query keyword to obtain the extensional query keywords set ′ = { ( ), ( )}, ∈ . (2) Then the server locates the matching entries of the index via π x (w) and π x (e i ), which include the file identifiers and the associated order-preserved encrypted scores. (3) The server then computes the total relevance score of each file to the query according to equation 3. In the end, the server sends back the matched files in a ranked sequence, or sends top-k most relevant files.
3.3
One-to-many order-preserving encryption
The original OPE is a deterministic encryption scheme, if not disposed properly, it will leak as much information as any deterministic encryption scheme does [18] . In particular, the statistical information of the scores, such as the distribution slope, value range etc, can be used to identify the specific keyword in the query [15] .
Therefore we need to modify the OPE to suit our requirement. Specially together with the plaintext m, the unique file ID is introduced as an additional random seed in the final ciphertext selection process. Thus the same plaintext will not be deterministically mapped to the same ciphertext, but a random value within the randomly assigned bucket in range R. Algorithm 3 shows the whole process, where GetCoins(•) is a random coin generator, HYGEINV(•) is the HGD(•) sampling function instance in MATLAB. In the process, a plaintext m in domain D = {1, ⋯ , M} is mapped into ciphertext c selected in range R = {1, ⋯ N} , id(F) denotes the corresponding file ID. In the paper, the one-to-many OPE is denoted as OM-OPE. 4 
Security analysis
We estimate the security of the proposed scheme by proving the security guarantee stated above. That is, both the data files and the keywords are not leaked to the server.
Security analysis for the ranked semantic keyword Search
We analyze RSS with respect to the aforementioned search privacy requirement, e.g. keyword privacy and file confidentiality.
(1) File confidentiality: the file confidentiality depends on the inherently security strength of the symmetric encryption scheme, so the file content is obviously protected very well. (2) Keyword privacy:
The query trapdoor is generated using the symmetric encryption scheme, so the privacy of query keyword depends on the inherently security strength of the symmetric encryption scheme.
The proposed scheme introduces some additional information in the index compared to the original SSE, such as the encrypted relevance scores and the values of relationship between terms. Thus the privacy of keyword in the index depends on not only the symmetric encryption scheme. We discuss the security from two aspects.
On one hand, as defined in the thread model, the server may predict the plaintext of keyword depend on the score distribution. Thus the OM-OPE is used to encrypt the score, which could flatten the distribution of relevance score. So the keyword privacy mainly depends on the security of OM-OPE. In the next part, we analyze the security of OM-OPE in detail. As discussed, if the data owner properly enlarges the range R , the relevance score will be randomly mapped to a sequence of order-preserved numeric values with very low duplicates. So OM-OPE makes it Advanced Science and Technology Letters Vol.31 (MulGraB 2013) difficult for the adversary to predict the plaintext score distribution, let alone predict the keywords.
On the other hand, as shown in Tab.2, the semantic relationship values between terms do not have their peculiarities, which cannot be effectively used for statistical analysis. Note that, in the previous literature with inverted index [15] , the server can also get the co-occurrence degree of terms by recording and analyzing the search result. Thus the leaking of relationship information shouldn't be a main secure problem we have to solve in current work. 
The one-to-many OPE scheme introduces the file ID as the additional seed in the ciphertext chosen process. So the same plaintext will not be deterministically mapped to the same ciphertext, but a random value in the assigned bucket in range . This helps flatten the score distribution of keyword, and protect the keyword privacy from statistical attack.
However, if there are many duplicates of plaintext , the ciphertext distribution may not be flattened effectively for the small size of assigned bucket in range R. So we should expand the range properly to ensure the low duplicates on the ciphertext range, it will be difficult for the adversary to analyze which points in R belong to the same plaintext score.
In this paper, we use the min-entropy to choose the size of . It is defined as:
, where is a discrete random variable, denotes a state of with the max probability. In general, the higher ( ) is, the more difficult the can be predicted. If ( ) ∈ ( ), the min-entropy of variable will be high, where is the bit length needed to denote all the states of [8] . We could choose ( ) as ( ) where > 1 [15] . Then the least size | | should satisfy the equation 4:
Here max denotes the maximum number of score duplicates within the metadata set.
denotes the totoal number of scores to be mapped within metadata set. With = {1, ⋯ , }, = | |, the total recursive calls of ℎ(•) function is at most 5 + 12. If the range size | | is denoted in bits, namely = | |, we will get equation 5. With the established file metadata set, it is easy to determine the proper rage size | |.
As discussed above, if we properly choose the range R, the randomness in the ciphertext selection process will effectively mitigate the useful information revealed to the cloud server.
Performance analysis
To evaluate the performance of our proposed scheme, we implemented the secure search system using C++ on a windows machine with Intel Core 2 Duo CPU Processor running at 2.93GHZ, 2.94GHZ. The experimental evaluation was conducted on a real data set: Request for comments database(RFC) [19] , this file set contains a large number of technical keywords. The overall performance evaluation of our scheme includes the cost of metadata construction, the time necessary for index and SRL construction as well as the efficiency of search.
(
1) Metadata construction
The main overheads for data owner are time cost and storage cost of metadata construction. To build a metadata for each document F i in the dataset F, we should extract the distinct words and compute the associated relevance score, then encrypt the keywords and scores. The time cost of each entry directly depends on the number of keywords in the file, while the overall efficiency is also related to the number of the files in the collection. So Tab. 3 lists the metadata construction performance for a dataset of RFC files. Both the metadata size and construction time listed are the average value, for the reason that it eliminates the difference of various file set construction choices. (2) Index and SRL construction
In our construction, the index and SRL are built on cloud server based on the received MS. We should scan the whole metadata set to extract the keywords and build the inverted index with corresponding scores. Fig. 3 shows that the whole index is nearly linear with the size of MS, namely the number of documents in the collection. The SRL is also built by scanning the MS, with the certain support threshold, the number of entries is the main factor to the efficiency. Fig.4 shows the time cost of building SRL against the increasing size of MS or dataset. In addition, taking into account the abundant computing resources on server, the performance of building index and SRL is practically efficient. The search process includes query extension, fetching the posting list in the index, calculating the total relevance score and ranking the result in descending order. Compared to the original ranked search, our approach introduces the keyword extension cost, and the calculation cost of final relevance score. So the size of semantically extended keywords set is a factor to the query efficiency. Fig. 5 shows the average time cost of query against the size of S w . With result ranking, top-k search could return the most satisfied files more efficiently. In addition, as the evaluation of overall search performance, Fig.6 shows the average time cost of query against the number of files. Besides, the index and SRL could be stored with a tree based data structure, so that the server does not need to traverse all the keywords entries. By analyzing the search result, the overall recall rate is improved, and the query results are more in line with the user's actual intentions. e.g. a user in puts a keyword 'protocol', the files which contain related words like 'internet', 'network' ,'authentication' will also be returned, in addition, the files which include most of the words will also be ranked forward. 
Conclusion
In this paper, as an initial attempt, we propose a secure search scheme over encrypted cloud data which support ranked semantic search. The proposed scheme could return not only the exactly matched files, but also the files including the terms semantically related to the query keyword. The encrypted files and metadata set are outsourced to the server by the owner. With the file metadata, the cloud builds the inverted index and constructs semantic relationship library (SRL) for the keywords. The co-occurrence of terms is used to capture the semantic relationship of keywords in the dataset, which offers appropriate semantic distance between terms to accomplish the query keyword extension. Then we derive a one-to-many OPE scheme to protect the term frequency, while ensure the computing of total relevance score. Experimental evaluation demonstrates the efficiency and effectives of the scheme.
As our future work, the most practical one is to further improve the security of our solution. Thus new crypto techniques still need to be designed to protect the semantic information while keep the ability to calculate the relevance score. In addition, we intend to research on multi-keyword semantic search scheme which further introduces the semantic relationship between terms, e.g. the position of terms.
