We model a single-hop mobile network under centralized control with N service classes as a system of N weighted cost parallel queues with M~1 Յ M Ͻ N ! servers, arrivals, varying binary connectivity, and Bernoulli service success at each queue+ We consider scheduling problems in this system and, under various assumptions on arrivals and connectivity, derive conditions sufficient, but not necessary, to guarantee the optimality of an index policy+
that time slot+ Hence, the controller knows at each time slot the mobiles that are connected to it, and the type and amount of information each mobile has to transmit+ Based on this information, the controller must decide how to dynamically allocate its channels over time so that it can minimize the expected discounted weighted flowtime associated with the transmission of messages+
We formulate an abstract problem that captures essential features of the singlehop network described above, and analyze several variants of that problem+ The general abstract problem can be described as follows+
Problem (P)
We consider a discrete-time model of N queues served by M servers~M Ͻ N !+ At each time, at most one server can serve a queue+ At each time, a queue is either available to be served by any server~connected! or it is not~not connected!+ At each time, before the allocation of servers, the connectivity of all the queues is known for that time+ We allow for arrivals at each queue at each time, and arrivals at a given time are assumed to occur before server allocation at that time+ The statistics of the connectivity and arrival processes are assumed arbitrary+ When a server has been allocated to a connected queue, there is a probability, fixed for each queue, that the service is successful+ This service success process is i+i+d+ and independent among queues, although the success probability can be queue dependent+ We wish to determine a server allocation policy p which minimizes
where F 0 summarizes all information available at the beginning of the allocation period+ C p is the cost under p, given by
b is the discount factor, T is the finite horizon, c i is the holding cost of queue i~Q i !, by which we distinguish service class, and x t i is the length of Q i at time t+
In Problem~P! we have assumed that the horizon T is finite+ We first analyze Problem~P! and its refinements as finite horizon problems, and then show that the results of the analysis hold for the corresponding infinite horizon problems+
As mentioned, the model described in Problem~P! arises in the context of single-hop mobile radio networks, which can be modeled as a bank of message queues served by one or more communication channels+ The varying connectivity relates to a variety of mobile communication systems, such as cellular and mobile packet radio networks @10#, satellite communications @3#, and meteor-burst channels @4#+ The cost function then reflects the penalty for keeping packets waiting in each queue, and the queue weighting allows for a prioritization of packets for transmission+ The same model arises in image formation systems, where service decisions correspond to sensor allocations for specific surveillance areas for information-gathering purposes+ The model also has independent interest as a specific problem in queueing theory+ In @2,13#, the problem of N queues with different holding costs and one server with full connectivity was considered, and the simple cµ rule was shown to be optimal, but this result does not generalize to Problem~P!+ Our model is similar to that in @10#, but only a single server and no differentiated service are considered in that article+ The authors of @10# prove that the Longest Connected Queue~LCQ! policy is optimal+ The authors of @1# and @12# use similar but more general models than @10#, which also do not include differentiated service+ All three references determine policies that maximize throughput over an infinite horizon+ Throughput maximization over an infinite horizon leads to a family of scheduling policies, not all of which maximize throughput over a finite horizon+ Furthermore, throughput maximization is not the most appropriate performance criterion for networks providing multiple classes of service+ In @14#, the authors determine an optimal control policy for a non-Markovian M-server M-queue system in the presence of a continuous-time-varying external disturbance process, where control decisions occur only at fixed epochs and where service at a queue might interfere with service at other queues+ Optimality is defined in a maximal throughput sense and is proved using stability arguments+
The authors of @3# study a model of satellite network connectivity which, on the surface, seems similar to @10#+ However, by focusing on the question of server preemption, their model, and hence the nature of the optimal policy, is actually quite different+ A class of optimal adaptive policies for the model of @3# is proposed in @11#+ Again, this work does not incorporate multiple service classes+
To analyze meteor-burst communications, a discrete-time Markov chain model is proposed in @4# for the varying communications medium+ In @5#, a careful analysis of a single-server single-queue system is performed, where the server alternates between being "on" and "off+" In @4,5#, the goal is the analysis of detailed queue attributes under a fixed service policy, and questions of determining an optimal server allocation policy in a queueing network do not arise+ There are problems related to Problem~P!~e+g+, see @9# and the references therein!, where each of N queues has its own server and a controller must decide how to route arriving packets to the set of queues+ The structure of these problems leads to somewhat different solutions, such as in @9# where packet type is not distinguished and the queues have finite capacity+
The model of this article can be considered a special case of a restless multiarmed bandit, in the sense of @16#, where state transitions and rewards take on a particular structure+ The general restless bandit problem, where the number of arms and processors is infinite and their ratio is fixed, was investigated in @16# and @15#+ The results of @16# and @15# do not apply here, as the number of arms~queues! and processors is finite+
The system stability0maximal throughput approach used in much of the work just discussed implicitly assumes that all jobs are identical+ This implies that the control problem consists entirely in keeping the server~s! busy as much as possible+ Hence, optimal policies are those which keep the queues load balanced+ This situation changes when we allow jobs to have different service classes+ For example, for the case of a full-connectivity multiserver system with different hold-ing costs, it is easy to construct an example where the longest connected queue protocol is not optimal+ We can similarly construct an example demonstrating that the index policy is not optimal for a single-server varying connectivity system with different holding costs+ To the best of our knowledge, no results are presently available for the multiserver scheduling of parallel queues with connectivity constraints and multiple service classes+
In this article, we investigate an instance of multiserver scheduling of parallel queues with connectivity constraints and multiple service classes+ The main contribution of the article is the determination of conditions on job~message! weighting and job service times sufficient to guarantee the optimality of an index policy for Problem~P!+ We show by example that the above mentioned conditions are not necessary to ensure the optimality of the index policy+
The article is organized as follows+ In Section 2, Problem~P! is analyzed; a condition sufficient to guarantee the optimality of an index policy is presented+ In Section 3, various refinements to Problem~P!, including more specific assumptions on the arrival and connectivity processes, are considered+ These refinements allow for improved conditions which are still sufficient to guarantee optimality of the same index policy+ Section 4 contains a brief discussion of the infinite horizon problem and Section 5 summarizes the article+ Finally, Appendices A-F provide detailed proofs of some technical statements in the main body of text, not included there to improve the flow of the basic arguments+
ANALYSIS OF PROBLEM (P)
To proceed with the analysis, we need the following definitions and notation+ N The number of queues+ M The number of servers+ T The length of the finite time horizon+ The cost RV associated with policy p, as defined in~2!+ By an index policy, we mean any policy which attaches a fixed numeric index to each queue and then plays the M connected and nonempty queues of highest index at each time+ The index of a queue refers to this numeric index, and not the queue's subscript+ As stated in Problem~P!, we wish to find an allocation policy p which minimizes J T p , defined in~1! as
To achieve this, we need~1! a result that describes the effect of the initial condition on the performance of any index policy p and~2! an expression that specifies the difference in performance between any two policies, say J p and [ p, under the same initial condition+ We begin with the result that describes the effect of the initial condition on the performance of any index policy p+ 
Proof: First, note that if x 0 i ϭ 0, we have x 0 ϭ x 0 iϪ , and then the lemma is clearly true+ We henceforth assume x 0 i . 0, so that x 0 x 0 iϪ , and proceed by induction on T+ First, we define the following events: A1! At t ϭ1, the same queues are being served by our index policy p under x 0 and x 0 iϪ + A2! At t ϭ 1, M Ϫ 1 of the servers are allocated to the same queues by policy p under x 0 and x 0 iϪ ; the Mth server is allocated to Q i under x 0 and to Q j under x 0 iϪ , where Q j is of lower index than Q i + Because p is an index policy, a service difference occurs at t ϭ 1 only when x 0 i ϭ 1, p allocates to Q i under x 0 , and, under x 0 iϪ , p allocates to Q j , a queue of lower priority than Q i , instead of the empty Q i + Hence, events~A1! and~A2! partition the space of possible events+
We now proceed with the induction+ Let T ϭ 1+ Under~A1!, the cost difference is
Under~A2!, the cost difference is
because service success is assumed i+i+d+ and independent among queues+ From~5! and~6!, the induction basis step is established+ Now, assume~4! holds for an arbitrary T and consider the case of a T ϩ 1 horizon, labeling time so that the theorem is true over 2, + + + ,T ϩ1+ Then, under~A1!, we have
because service success in both cases is the same+ By the induction hypothesis,
Under~A2!, again since service is i+i+d+ and independent among queues, we find that
where x 1 is the state resulting from x 0 when no service completion is achieved at t ϭ 1 at Q i and Q j + By the induction hypothesis,
and by applying the induction hypothesis twice in succession, we get
Because A1 and A2 are a partition of all possibilities arising from the allocation of the M servers under the two different initial conditions~under the same index policy!,~9! and~14! imply that 
To show J p optimal, it suffices to prove that
for any other allocation policy [ p+ To prove~16!, consider two given policies [ p and J p and assume that at t ϭ1, they both run on the same system and that both Q i and Q j are connected and nonempty at this time+ Assume J p chooses Q i and not Q j , and [ p chooses Q j and not Q i at t ϭ1, and further assume that all other server allocations are the same for the two policies at t ϭ 1+ Recall that h t i is the service success indicator variable at time t for Q i + We then have
where the last equality follows because service success is i+i+d+ and independent among queues and independent of all arrivals and connectivities+ We use~17! to prove the main result of this section, which is given by the following theorem+ 
then, at any time t, it is optimal to serve the M nonempty connected queues of highest index, or serve all queues if less than M are nonempty and connected+
Discussion: The essence of the result of Theorem 1 is the following: If we were guaranteed that the system described in Problem~P! operated away from the boundary all the time~i+e+, if the queues were continuously nonempty!, then it would be optimal to always allocate the M servers to the queues with the M highest indices+ Near the boundary, server utilization~because of empty queues! becomes a critical issue in determining an optimal server allocation strategy+ The index policy, which allocates servers without taking into account the number of customers in the queues, may result in server underutilization; thus, it may not be optimal near the boundary+ Consequently, if we require optimality of the index policy for Problem~P!, we must identify conditions to ensure that the advantage gained by always allocating the servers to the highest-index queues overcompensates potential losses resulting from server underutilization near the boundary+ Such a condition is expressed by~18!, which requires that the indices associated with the queues be sufficiently separated from each other+ Such a separation results in a priority ordering of the queues sufficient to guarantee the optimality of the index rule+ It is interesting to compare this result with the case in which all queues have the same weighting+ Then~see @10,12#!, the optimal policy is to serve the connected queues of longest length~LCQ!+ The intuition here is that, at a given time, serving any queue gives the same expected return as serving any other, so the optimal server allocation is the one which optimizes the expected number of services over the horizon+ The LCQ policy accomplishes this by minimizing the number of empty queues, trying to avoid the situation where connected empty queues and disconnected nonempty queues reduce service possibility+ On the other hand, Theorem 1 demonstrates the complementary case in which queues have sufficient spacing in weighting, so by serving the costlier queues first, any server underutilization~inef-ficiency! is sufficiently compensated+ Between these two extremes, there is a region of queue cost such that these two competing goals conflict, and the optimal policy becomes quite difficult to specify+ Proof~Theorem 1!: Assume that the queues have been labeled such that~18! is satisfied+ Consider M additional queues in the system, numbered N ϩ1, N ϩ 2, + + + , Nϩ M, each with c Nϩi ϭ m Nϩi ϭ 0+ Condition~18! is still satisfied with these extra queues+ Assume Q Nϩi , i ϭ 1,2, + + + , M are always connected and nonempty+ In this new system, the servers are never idle+ We prove the theorem by induction on T+ For T ϭ1, J 1 
because of~18! and the fact that~1 Ϫ b!0@1 Ϫ~1 Ϫ m i !b# Յ 1+ Repetition of the argument leading to~19! shows that the assertion of the theorem is true for T ϭ 1+ To proceed with the induction, we assume that the assertion of the theorem is true when the horizon is T and prove that the index policy described in the statement of the theorem is optimal when the horizon is T ϩ1+ Consider policies [ p and J p with the following features:
p and J p allocate M Ϫ 1 of the servers to the same queues; the M th server is allocated to Q i by policy J p and to Q j by policy [ p, where i Ͻ j+ Without any loss of generality, we assume that i Ͻ N+ F2! From time t ϭ 2 on, policies J p and [ p follow the optimal allocation policy for the T-horizon problem+ We define Q ϩ :ϭ $the set of queues with indices larger than that of Q j %,
Q Ϫ :ϭ $The set of queues with indices equal to or less than that of Q j %,
u ϭ $t: t Ն 2, J p and J p allocate service to Q i at t differently% (23) Q k t :ϭ Queue served by J p at times t ʦ u with the following characteristic: the server allocated to it at t ʦ u by J p is allocated to Q i by [ p (24)
We denote by Dh u ϭ 0 the event $ Dh t k t ϭ 0 for all t ʦ u%+ Furthermore, we define The sets Q ϩ and Q Ϫ form a partition of the set of queues+ The stopping time t 1 is the time " [ p catches up to J p in Q i +" Along sample paths where t 1 Յ T, t 1 is well defined for the following reasons:~i! policies [ p and J p follow the index rule~described in the statement of the theorem! after t ϭ 1, therefore the two policies have the same service success in Q i after t ϭ 1 and up until time t 1 ;~ii! both policies serve Q i in exactly the same way after t 1 + By definition, u is the set of stopping times after t ϭ 1 and up to and including t 1 where the two policies [ p and J p allocate to 
Using the characteristics of policies [ p and J p, the above definitions, and~28! and 29!, we proceed to complete the induction step by determining a lower bound on E @R6F 0 # at t ϭ 1+ To accomplish this, we examine separately each of the four terms appearing in the right-hand side of~17!+ We prove that
Because of~28! and~29!,
The last inequality in~35! is true because service success at Q i under [ p is independent of the event Dh 1 i ϭ 1 as well as the initial information state F 0 , because service success is i+i+d+ and independent among queues+ We can compute E @ b t 2 # by noting that
and because of~18!,
Consequently, policy J p is superior to [ p for the~T ϩ1!-horizon problem+ Repetition of the argument leading to~38! shows that, under~18!, the index policy described in the statement of the theorem is optimal for the~T ϩ 1!-horizon problem+
To complete the proof of the induction step, we must prove~30!-~33!+ The proofs of these equations are located in Appendices A-D+ With~30!-~33!, the induction step is complete and the theorem is proved+ Ⅲ Remark: The interchange argument used to prove the optimality of the cm rule in @2# cannot be applied to the case of either multiserver or that of varying connectivity, because it is not possible to guarantee that such an interchange time occurs+
We present two examples to illustrate the role of Condition~18!+ The first example shows that if Condition~18! is not satisfied, the index policy is not, in general, optimal+ The second example shows that Condition~18! is not necessary to guarantee the optimality of the index policy+
, and b ϭ 0+5+ Assume there are no arrivals, and connectivity is i+i+d+ with q 1 ϭ 1 and q 2 ϭ 0+5+ Then,
and
From~39! and~40!, we conclude that Q 1 has the higher index, but Condition~18! of Theorem 1 is not satisfied+ Denote by J p the index policy~i+e+, the policy that gives priority to Q 1 when both queues are connected and nonempty!, and by [ p, the policy that gives priority to Q 2 when both queues are connected and nonempty+ Then, J p is nonoptimal, because in the case where both queues are initially connected,
Example 2: Consider the same situation as in Example 1 with the one difference: c 2 ϭ 0+7c 1 + Then,~39! is valid and Condition~18! of Theorem 1 is not satisfied because
Nevertheless, the index policy J p is optimal because
The result of Theorem 1 can be graphically described for a system consisting of two queues~N ϭ 2! and one server~M ϭ1!+ The graphical description is based on the following summary of the result of Theorem 1 for this case+ When both queues are connected at a given time,
If we consider c 2 m 2 fixed and imagine varying c 1 m 1 , then, because of~42! and~43!, the space of possible values of c 1 m 1 is divided into three regions~shown in Fig+ 1!: 1! Serve Q 1 when both queues are connected;~2! serve Q 2 when both queues are connected;~3! optimal policy is unspecified+ The third region exists because~42! and~43! do not cover all possibilities+ The intuition developed from this simple case extends naturally to the general case+ Note that as b r 0, the region in Figure 1 where the optimal policy is not specified becomes empty+ This is the situation where future cost has no effect on current decisions, and so the best policy minimizes cost at the current time step only+ For this case, the optimal policy is a greedy algorithm~i+e+, the cm rule!+
REFINEMENTS OF PROBLEM (P)
Condition~18!, which is sufficient to ensure the optimality of the index policy for Problem~P!, was derived under no assumptions on the arrival and connectivity processes+ The result of Theorem 1 can be strengthened under explicit assumptions on the aforementioned processes+ In this section we examine several instances of Problem~P! that arise under various assumptions on the arrival and connectivity processes+ We show that Condition~18! can be improved when more information is given about the arrival and0or connectivity processes+ As a reminder, the assumption of i+i+d+ service holds throughout this section of the article+
Bernoulli Connectivity, Arbitrary Arrivals
We assume i+i+d+ queue connectivity, independent of the service success process, but leave arrivals arbitrary+ We do not require independence of the connectivity between queues, only i+i+d+ for any given queue, and independence of service success for all queues+ We prove the following variant of Theorem 1+ Proof: We assume~44! is satisfied and proceed by induction+ We show first that for T ϭ 1, the result of Theorem 2 is true under~44! and then that the induction step holds+ First, note that
So if~44! is satisfied, then necessarily m i c i Ն m j c j + Then, for T ϭ 1, the proof of the result of the theorem is the same as in Theorem 1+
We proceed with the induction step+ First, note that the arguments leading tõ 34! do not depend on the specific form of~18!; hence, the same arguments are valid here as well+ So,~34! is true+ Define Just as for t 1 , we define t 3 ϭ T ϩ 1 whenever t 3 Ͼ T+ As earlier, we know that t 1 Ն t s a+s+, where t s is defined by~26!+ We also have that t s Ն t 3 a+s+, which follows directly from their definitions+ Furthermore, by its definition, the independence of service success, and the i+i+d+ nature of connectivity at Q i , t 3 is independent of other system processes+ We thus obtain
Next, we compute the right-hand side of~46!:
Because of~46! and~47!,
Inequality~44! then implies DJ Ն 0, and the induction step is completed by arguments identical to those following~38! in the proof of Theorem 1+
Ⅲ
Under the additional assumption of i+i+d+ connectivity, Theorem 2 provides an improved sufficiency condition over Theorem 1+ For fixed q i m i , just as earlier, b r 0 means a reversion of the cm rule+ The difference between the problem considered in this section and Problem~P! is that in the "sufficiency factor"~1Ϫb!0@1Ϫ~1Ϫm i !b#, describing the separation of indices in~18!, m i is replaced by q i m i + Therefore, the rate at which Q i can be served is reduced by both connectivity and service probability,
and this leads to a condition that is weaker~i+e+, better! than~18! and is sufficient to guarantee the optimality of the index policy+
Arbitrary Connectivity, Bernoulli Arrivals
In contrast to Section 3+1, here we assume Bernoulli arrivals and arbitrary connectivity+ The arrivals do not need to be independent among queues+ We prove the following variant of Theorem 1+
Theorem 3: Consider the system described in Problem~P!+ Further assume Bernoulli arrivals, with probability of single arrival a i at Q i at each time~the connectivity is assumed arbitrary!+ If there is a labeling of the queues such that
m i c i ͫ 1 Ϫ b 1 Ϫ~1 Ϫ m i~1 Ϫ a i !!b ͬ Ն m j c j ∀i, j: 1 Յ i, j Յ N, i Ͻ j,(49)
then at any time t, it is optimal to serve the M connected queues of highest index, or serve all queues if less than M are connected+
Proof: We begin with~34! because the arguments leading to it are as in the proof of Theorem 1+ Assume~49! is satisfied and note that
Then, necessarily ∀i, j, m i c i Ն m j c j + Then, for T ϭ 1, the assertion of the theorem can be established in the same way as in Theorem 1+ To prove the induction step, we begin with~34! and define the stopping times: Just as earlier, we define t 3 ϭ T ϩ 1 whenever t 3 Ͼ T, and similarly for t 4 + It is immediate that t 1 Ն t 3 a+s+ @t 1 is defined by~22!#, as a minimum requirement for t 1 ϭ t is that Q i be empty for J p and service is possible at t+ If an arrival just occurred, the queue cannot be empty+ Also from the definitions, it is immediate that t 3 Ն t 4 a+s+ Moreover, by its definition, the independence of service success, and the i+i+d+ nature of arrivals at Q i , t 4 is independent of other system processes+ Hence, we obtain
Letting S a i ϭ1 Ϫ a i , the probability of no arrival, we obtain for the right-hand side of 52!,
Because of~52! and~53!,
Combining~34! and~54!, we find that
Condition~49! then implies DJ Ն 0, and the rest of the induction step follows as in Theorem 1+ Ⅲ
Bernoulli Connectivity and Arrivals
In this section, we assume both Bernoulli queues connectivity and Bernoulli arrivals+ Then, we get the following condition sufficient to guarantee the optimality of an index policy+
Theorem 4: Consider the system described in the statement of Problem~P!+ Further assume Bernoulli queue connectivity, with probability of connection q i at Q i at each time, and Bernoulli arrivals, with probability of one arrival a i + If there is a labeling of the queues such that
m i c i ͫ 1 Ϫ b 1 Ϫ~1 Ϫ q i m i~1 Ϫ a i !!b ͬ Ն m j c j ∀i, j: 1 Յ i, j Յ N, i Ͻ j,(55)
then, at any time t, it is optimal to serve the M connected queues of highest index, or serve all queues if less than M are connected+
Proof: We assume~55! is satisfied and note that
Then, c i m i Ն c j m j , ∀i, j, i Ͻ j, and for T ϭ 1, the proof of Theorem 4 is the same as that of Theorem 1+ To establish the induction step, we note that the arguments leading to~34! are the same as in Theorem 1 and define the stopping time t 5 ϭ min$t Ն 2: there is a service success and no arrival at Q i under [ p6Q i is always served when connected under [ p% and let t 5 ϭ T ϩ 1 whenever t 5 Ͼ T+ From the definitions, it follows that t 1 Ն t 5 a+s+ Note that for i+i+d+ arrivals and connectivity, the system is a Markov chain, and so F 0 information is summarized in x 0 ; from its definition, t 5 is independent of the initial state and service success at t ϭ 1+ Consequently,
Letting S a i ϭ1 Ϫ a i , the probability of no arrival, we obtain for the right-hand side of 56!,
Because of~56! and~57! and the Markovian property of the system,
Combining~34! and~58!, we find
Condition~55! then implies DJ Ն 0, and the rest of the induction step is the same as in Theorem 1+
Ⅲ
We can improve the result of Theorem 4 by performing a more careful analysis of a first hitting time bound for t 1 + The resulting sufficient condition is more relaxed than~55!, but the expression describing the condition is more complicated and less intuitive+ Theorem 5: Consider the system described in Problem~P!+ Further assume i+i+d+ queue connectivity, with probability of connection q i at Q i at each time, and i+i+d+ Bernoulli arrivals, with probability of one arrival a i + Letting
and for any finite dimension L, define the L ϫ L matrix A i as
A i ϭ s i u i 0 0 I 0 0 d i s i u i 0 I 0 0 0 d i s i u i I 0 0 J J J J J J J 0 0 I d i s i u i 0 0 0 I 0 d i s i u i 0 0 I 0 0 d i N d i +
If there is a labeling of the queues such that
m i c i @1 Ϫ bd i~1 0!~I Ϫ bA i ! Ϫ1~1 0! ' # Ն m j c j ∀i, j: 1 Յ i, j Յ N, i Ͻ j,(60)
then, at any time t, it is optimal to serve the M connected queues of highest index, or serve all queues if less than M are connected+
Further, the "sufficiency factor"
is monotonic in the size of A i ; that is,
Proof: The proof of Theorem 5 is given in Appendix E+
Non-i.i.d. Connectivity and Arrivals
In this section, we drop the i+i+d+ assumption on arrivals and connectivity+ Under certain statistical assumptions on the arrival and connectivity processes, which are stated precisely in the following theorem, we derive a condition sufficient to guarantee the optimality of the index policy described in Section 2+ We show that this condition improves~18!+ Our results are summarized in the following theorem+ 
and and Condition~D1!, respectively, in @7#+ Condition~62! as well as Conditioñ D1! in @7# provide conditions on the drift of a process $x t , t Ն 0%; they differ in their requirements on the direction of the drift bound+ 2+ In general, it is difficult to explicitly specify the h i and r i which satisfy~64! and give the optimal condition in~65! and~66!, although they can be determined numerically+ 3+ As an example, from~65! we can achieve the condition of~18! when h i ϭ Ϫln b and r i ϭ10b Ϫ~10m i !@1 Ϫ~1 Ϫ m i !b#+ This gives a r i Ն 1 only when
if Q i is served at t+ Then, if there is a labeling of the queues such that
m i c i ͫ 1 Ϫ e Ϫh i 1 Ϫ b 1 Ϫ br i ͬ Ն m j c j ∀i, j: 1 Յ i, j Յ N, i Ͻ j,(65)
the index policy is optimal+ Suppose that in addition to~62!-~64!, at most one arrival can occur at each queue at each time+ Then, if there is a labeling of the queues such that
To ensure m i Յ 1, this is only valid when b Յ 1 2 _ + It is also possible to show that we can do better than~18! under certain parameter conditions+ 2 For RV x, event A, and s-field F, we define E @x; A6F # to mean E @xI $ A% 6F # , where I is the indicator function+ 4+ Each term of the summation in~66! is positive+ This means that any finite summation also gives a sufficient condition, and adding terms only improves the condition+ 5+ Inequality~64! may be a difficult condition to check+ Instead, we can require that
which is easier to check and implies~64!+ However, there may be cases where~64! is satisfied and~67! is not+
We summarize the results in Table 1+ From the table, and from previous derivations, we observe that always
and under certain conditions~E1! Յ~E6!+ The "sufficiency factors" that appear in the table indicate how much the indices of different queues must be separated from one another to guarantee that the index policy is optimal+ The above inequalities are intuitively pleasing because they show that as the statistical description of the sys- Arbitrary arrivals, arbitrary connectivity
tem becomes more detailed, the sufficient conditions for the optimality of the index policy improve; that is, the additional statistical information about the system is used to reduce the separation among the queues' indices while the optimality of the index policy is maintained+
Comment: Note that the number of servers M never enters explicitly in the arguments of the proofs in Sections 2 and 3+ Therefore, we believe that even when the number of servers is a random function of time, the conditions sufficient to guarantee the optimality of the cm rule for the channel allocation problem described in this article are the same as those shown in Table 1+ 4
. INFINITE HORIZON
The index policy described in Section 2 is optimal for all finite-horizon problems under the conditions of Theorems 1-6+ Because the conditions of these theorems do not depend on the horizon T, one can prove by a simple contradiction argument that the same index policy is optimal for the corresponding infinite horizon problems under the same conditions+
CONCLUSION
We have shown that there are conditions on system parameters which guarantee the optimality of an index policy for the N-queue M-server system with arrivals and varying connectivity+ These conditions depend on the statistical assumptions made for the problem, as well as the value of key system parameters, such as arrival rate, connection probability, and service probability+ The interest in this problem arises from its applicability to several important systems, including mobile communication networks under centralized control and image formation systems+ 
APPENDIX A
Proof of (30): When Dh 1 i ϭ Zh 1 j ϭ 0, the cost due to J p and [ p is the same along any sample path realization+ Hence,
Proof of (31) 
because J p has a higher expected service benefit in Q Ϫ at each time t Ͼ 1+ Hence,~82! is proved+ Because of~80!-~82!, we obtain
The inequality in~75! follows from~79! and~83!+ The proof of~31! is now complete+ Ⅲ
APPENDIX C
Proof of (32): In this situation, we have
The arguments leading to~74! can be repeated precisely to give~84!+ To provide~85!, we write
Service in Q ϩ is identical for [ p and J p, so
The analysis of Q Ϫ is identical to that in the proof of~31!, and the arguments leading to~83! give
The combination of~89!-~93! proves~33!+ Ⅲ
APPENDIX E
Proof of Theorem 5: First, we derive preliminary results needed in the proof of the theorem+
As mentioned in the description of Problem~P!, by our definition an arrival at a queue occurs before service allocation at that time+ Then, under the assumption that Q i is served at each time it is connected, we note that the queue length process x t i is a birth-death process with the following transition probabilities:
where u i is the probability of increment, d i of decrement, and s i of no change+ We will derive some properties of such a process, and then use them to get a better bound on t 1 + For notational simplicity, we will drop the i subscript in much of the following+ Consider two types of birth-death queues with u, s, and d: one infinite state~D`! and the other finite~D L ! with L states+ Let x t be queue length for either type+ For D`, the transition probabilities u, s, and d defined in~94! are valid at all states except x t ϭ 0, whose transitions we will not have to define for the following results+ The transition probabilities for D L are the same except for state x t ϭ L, where we have
Let t`be the first hitting time of state 0 for D`, defining t`ϭ T ϩ 1 if this event never occurs+ Similarly, define t L as the corresponding hitting time for D L + The following lemma states that for a birth-death chain with either finite or infinite state-space, the first hitting time of state 0 increases stochastically as the chain's initial state increases+ Lemma 2:
Proof: We will prove~95!;~96! follows in exactly the same way+ It is clear from monotonicity that
Assume we start in state n ϩ 1+ Let t 6 be the first hitting time of state n+ If state n is never hit, then by definition, t 6 ϭ T ϩ 1+ Note that t 6 is a stopping time+ If
If t 6 Յ k, we have
where the second equality follows from the Strong Markov Property and the final inequality follows by repeated application of~97! for any value of t 6 + From~98! and~99!, we thus have
and the proof is complete+
Ⅲ
The following lemma states that for birth-death Markov chains with fixed initial state, the first hitting time of state 0 stochastically increases as the cardinality of the chain's statespace increases+ Lemma 3:
Proof: We will prove the first inequality in~101!; the proof of the second inequality is virtually identical+ For notational simplicity, define, for D Lϩ1 ,
From this definition and the queue layout, we then have
We claim the following:
Proof of Claim 1: We consider two cases+
We proceed by induction on n, keeping m fixed+ Assumption~110! implies
Hence,
So the claim is true for n ϭ 1+ Now, assume that for n Ն 2,
is true+ Because n Ն 2 and k ϭ n Ϫ1 ϩ m ϩ1 Ն n, to prove the induction step we can use~109!:
Hence, by induction,
and so Case 1 of Claim 1 is proved+
So Case 2 of Claim 1 is proved, and the entire claim is proved+ 
Lemma 4 is a simple well-known result for the case when A is a stochastic matrix~e+g+, see @8, p+ 43# for reference!+ A nearly identical argument holds when A is substochastic, as above+
Proof: Consider the b-dependent term, and noting that B and C below are both Ն0,
Equation~117! then directly implies~116!+ Ⅲ Proof of Theorem 5: The arguments leading to~34! are identical to those used in the proof of Theorem 1+ We assume~60! is satisfied and proceed by induction+ First, note that because of Lemma 4,
where the inequality follows because B Ն 0, as every matrix term in~bA! t is non-negative ∀t+ So, when~60! is satisfied, then, necessarily, m i c i Ն m j c j , and for T ϭ 1, the theorem can be proved in exactly the same way as Theorem 1+
To proceed with the induction step, consider t 1 as defined in~22! and define We define [t`ϭ T ϩ 1 and [t L ϭ T ϩ 1 if the event never occurs within the time horizon T+ By setting n ϭ 1 in Lemma 3, we have
which means that
The inequalities in~118!, together with t 1 Ն as t 1 * Ն as [t`, give
Combining~119! with the fact that 0 Յ b Ͻ 1, we obtain 
Because t 1 Յ T ϩ 1 a+s+, we have
so that by~152!, we havẽ Because of~156! and Condition~66!,~154! gives
therefore, the index policy is optimal when the horizon is T ϭ 1+ For the induction step, the arguments of Theorem 1 leading to~34!, together with the arguments leading to~153! and Condition~66!, give
Consequently, the index policy described in Section 2 is optimal for any finite horizon under 62!-~64!,~66!, and the assumption that at most one arrival can occur at each queue at each instant of time+ To prove that each term in the sum appearing on the left-hand side of~66! is positive, we first note that, because of~63!, 
