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NIL RESTRICTED LIE ALGEBRAS OF OSCILLATING INTERMEDIATE GROWTH
VICTOR PETROGRADSKY
Abstract. The Grigorchuk and Gupta-Sidki groups are natural examples of self-similar finitely generated
periodic groups. The author constructed their analogue in case of restricted Lie algebras of characteristic
2 [39], Shestakov and Zelmanov extended this construction to an arbitrary positive characteristic [52]. It is
known that the famous construction of Golod yields finitely generated associative nil-algebras of exponential
growth. Recent extensions of that approach allowed to construct finitely generated associative nil-algebras
of polynomial and intermediate growth [28, 8, 29, 55]. Another motivation of the paper is a construction of
groups of oscillating growth by Kassabov and Pak [24].
For any prime p we construct a family of 3-generated restricted Lie algebras of intermediate oscillating
growth. We call them Phoenix algebras because, for infinitely many periods of time, the algebra is ”almost
dying” by having a quasi-linear growth, namely the lower Gelfand-Kirillov dimension is one, more precisely,
the growth is of type n
(
ln(q)n
)κ
. On the other hand, for infinitely many n the growth has a rather fast
intermediate behaviour of type exp(n/(lnn)λ), for such periods the algebra is ”resuscitating”. Moreover,
the growth function is oscillating between these two types of behaviour. These restricted Lie algebras have
a nil p-mapping.
1. Introduction
Different versions of Burnside Problem ask what one can say about finitely generated periodic groups
under additional assumptions. For associative algebras, Kurosh type problems ask similar questions about
properties of finitely generated nil (more, generally algebraic) algebras. In case of finitely generated Lie
algebras, the periodicity is replaced by the condition that the adjoint mapping is nil. In particular, for Lie
p-algebras one assumes that the p-mapping is nil. One of recent important directions in these areas is to
study the growth of finitely generated periodic groups and nil algebras. The conditions that describe growth
functions of all finitely generated associative algebras and monoids are recently given in [9]. The present
paper is devoted to the construction of finitely generated nil restricted Lie algebras with extreme growth
properties, described in our main Theorem 3.1.
1.1. Burnside Problem and Golod-Shafarevich algebras and groups. The General Burnside Problem
asks whether a finitely generated periodic group is finite. The first negative answer was given by Golod and
Shafarevich, they proved that there exist finitely generated infinite p-groups for each prime p [15]. As an
important instrument, they first construct finitely generated infinite dimensional associative nil-algebras [15].
Using this construction, there are also examples of infinite dimensional 3-generated Lie algebras L such that
(adx)n(x,y)(y) = 0, for all x, y ∈ L, the field being arbitrary [16]. Similarly, one easily obtains infinite
dimensional finitely generated restricted Lie algebras L with a nil p-mapping. This gives a negative answer
to the question of Jacobson whether a finitely generated restricted Lie algebra L is finite dimensional provided
that each element x ∈ L is algebraic, i.e. satisfies some p-polynomial fp,x(x) = 0 ([22, Ch. 5, ex. 17]).
It is known that the construction of Golod yields associative nil-algebras of exponential growth. Using
specially chosen relations, Lenagan and Smoktunowicz constructed associative nil-algebras of polynomial
growth [28], there are more constructions including associative nil-algebras of intermediate growth [8, 29, 55].
On further developments concerning Golod-Shafarevich algebras and groups see [59, 13]. Embeddings of
associative algebras of countable dimension of locally subexponential growth into finitely generated algebras
of subexponential growth are obtained in [1].
A close by spirit but different construction was motivated by respective group-theoretic results. A re-
stricted Lie algebra G is called large if there is a subalgebra H ⊂ G of finite codimension such that H admits
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a surjective homomorphism on a nonabelian free restricted Lie algebra. Let K be a perfect at most count-
able field of positive characteristic. Then there exist infinite-dimensional finitely generated nil restricted Lie
algebras over K that are residually finite dimensional and direct limits of large restricted Lie algebras [4].
1.2. Grigorchuk and Gupta-Sidki groups and their growth. The construction of Golod is rather
undirect, Grigorchuk gave a direct and elegant construction of an infinite 2-group generated by three elements
of order 2 [17]. Originally, this group was defined as a group of transformations of the interval [0, 1] from
which rational points of the form {k/2n | 0 ≤ k ≤ 2n, n ≥ 0} are removed. For each prime p ≥ 3, Gupta and
Sidki gave a direct construction of an infinite p-group on two generators, each of order p [21]. This group
was constructed as a subgroup of an automorphism group of an infinite regular tree of degree p.
The Grigorchuk and Gupta-Sidki groups are counterexamples to the General Burnside Problem. More-
over, they gave answers to important problems in group theory. So, the Grigorchuk group and its further
generalizations are first examples of groups of intermediate growth [18], thus answering in negative to a
conjecture of Milnor that groups of intermediate growth do not exist. The construction of Gupta-Sidki also
yields groups of subexponential growth [14]. The Grigorchuk and Gupta-Sidki groups are self-similar. Now
self-similar, and so called branch groups, form a well-established area in group theory [19, 34]. There are
also constructions of self-similar associative algebras [6, 53, 45].
Recently, the intermediate growth of the Grigorchuk group G was determined by Erschler and Zheng [12]:
γG(n) = exp
(
nα0+o(1)
)
, n→∞; α0 = logλ0 2 ≈ 0, 7674;
where λ0 is the positive root of the polynomial x
3 − x2 − 2x − 4 = 0 (the lower bound was proved by
L. Bartholdi earlier [5]). The Grigorchuk group has the lowest known intermediate growth. Moreover ,
Grigorchuk conjectured that there are no groups with growth between the polynomial growth and exp(
√
n),
see more details in review [20].
1.3. Groups of oscillating growth. The present research is also motivated by the following result. Our
goal is to establish its analogue in case of restricted Lie algebras.
Theorem 1.1 (Kassabov, Pak [24]). Let f1(n), f2(n), g1(n), g2(n) : N → N be monotone increasing subex-
ponential functions:
γG(n) ≤ g2(n) < g1(n) < f2(n) < f1(n),
where γG(n) is the growth function of the Grigorchuk group G, and they also satisfy some more technical
assumptions. Then there exists a finitely generated group Γ which growth function γΓ(n) takes values in the
intervals [g2(n), g1(n)] and [f2(n), f1(n)], n ∈ N, infinitely many times.
The upper bounds f1, f2 can be very close to the exponential function [24]. Remark that nothing is said
about the periodicity of Γ.
The result above on the growth of the Grigorchuk group has a stronger version. Namely, for any α, β
such that α0 ≤ α ≤ β ≤ 1, where α0 as above, there exists a sequence ω ∈ {0, 1, 2}∞ and the respective
Grigorchuk group Gω (suggested in [18]) has an oscillating intermediate growth as follows [12]:
lim
n→∞
ln ln γGω(n)
lnn
= α, lim
n→∞
ln ln γGω (n)
lnn
= β.
We introduce clover restricted Lie algebras studied in details in [42], they are analogues of groups Gω in
terms of their properties and because of their importance for our construction of Lie algebras of oscillating
growth.
1.4. Self-similar nil restricted Lie algebras, Fibonacci Lie algebra. Unlike associative algebras, for
restricted Lie algebras, natural analogues of the Grigorchuk and Gupta-Sidki groups are known. Namely, over
a field of characteristic 2, the author constructed an infinite dimensional restricted Lie algebra L generated by
two elements, called a Fibonacci restricted Lie algebra [39]. Let charK = p = 2 andR = K[ti|i ≥ 0]/(tpi |i ≥ 0)
a truncated polynomial ring. Put ∂i =
∂
∂ti
, i ≥ 0. Define the following two derivations of R:
v1 = ∂1 + t0(∂2 + t1(∂3 + t2(∂4 + t3(∂5 + t4(∂6 + · · · )))));
v2 = ∂2 + t1(∂3 + t2(∂4 + t3(∂5 + t4(∂6 + · · · )))).
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These two derivations generate a restricted Lie algebra L = Liep(v1, v2) ⊂ DerR and an associative algebra
A = Alg(v1, v2) ⊂ EndR. The Fibonacci restricted Lie algebra L has a slow polynomial growth with Gelfand-
Kirillov dimension GKdimL = log(
√
5+1)/2 2 ≈ 1.44 [39]. Further properties of the Fibonacci restricted Lie
algebra are studied in [44, 46].
Probably, the most interesting property of L is that it has a nil p-mapping [39], which is an analog of
the periodicity of the Grigorchuk and Gupta-Sidki groups. We do not know whether the associative hull
A is a nil-algebra. We have a weaker statement. The algebras L, A, and the augmentation ideal of the
restricted enveloping algebra u = ωu(L) are direct sums of two locally nilpotent subalgebras [44]. In case
of arbitrary prime characteristic, Shestakov and Zelmanov suggested an example of a finitely generated
restricted Lie algebra with a nil p-mapping [52]. An example of a p-generated nil restricted Lie algebra L,
characteristic p being arbitrary, was studied in [47]. These infinite dimensional restricted Lie algebras yield
different decompositions into a direct sum of two locally nilpotent subalgebras [47].
Observe that only the original example has a clear monomial basis [39, 44]. In other examples, elements
of a Lie algebra are linear combinations of monomials, to work with such linear combinations is sometimes
an essential technical difficulty, see e.g. [52, 47]. A family of nil restricted Lie algebras of slow growth
having good monomial bases is constructed in [41], these algebras are close relatives of a two-generated Lie
superalgebra of [40].
1.5. Lie algebras in characteristic zero. Since the Grigorchuk group is of finite width, a right analogue
of it should be a Lie algebra of finite width having ad-nil elements, in the next result the components are of
bounded dimension and consist of ad-nil elements. Informally speaking, there are no ”natural analogues” of
the Grigorchuk and Gupta-Sidki groups in the world of Lie algebras of characteristic zero, strictly in terms
of the following result.
Theorem 1.2 (Martinez and Zelmanov [32]). Let L = ⊕α∈ΓLα be a finitely generated Lie algebra over a
field K, charK = 0, graded by an abelian group Γ. Assume that
i) there exists d > 0 such that dimK Lα ≤ d, α ∈ Γ,
ii) every homogeneous element a ∈ Lα, α ∈ Γ, is ad-nilpotent.
Then L is finite dimensional.
1.6. Fractal nil graded Lie superalgebras. In the class of Lie superalgebras of an arbitrary characteristic,
the author suggested analogues of the Grigorchuk and Gupta-Sidki groups [40]. Namely, two Lie superalge-
bras R, Q are constructed (Example 1 and Example 3). These two examples have clear monomial bases.
They are of slow polynomial growth: GKdimR = log3 4 ≈ 1.26 and GKdimQ = log3 8 ≈ 1.89. Also, ada is
nilpotent, a being an even or odd element with respect to the Z2-gradings of these Lie superalgebras. We
get an analogue of the periodicity of the Grigorchuk and Gupta-Sidki groups. The Lie superalgebra R is
Z2-graded, while Q has a natural fine Z3-grading with at most one-dimensional components. In particular,
Q is a nil finely graded Lie superalgebra, which shows that an extension of Theorem 1.2 for the class of
Lie superalgebras of characteristic zero is not valid. Also, Q has a Z2-grading which yields a continuum of
decompositions into sums of two locally nilpotent subalgebras Q = Q+ ⊕Q−. Both Lie superalgebras are
self-similar, they also contain infinitely many copies of itself, we call them fractal due to the last property.
We construct a more ”handy” 2-generated fractal Lie superalgebraR (the same notation as above but this
is a different algebra) over an arbitrary field [11]. This Lie superalgebra R is Z2-graded by multidegree in the
generators and the Z2-components are at most one-dimensional. As an analogue of periodicity, we establish
that homogeneous elements of the Z2-grading R = R0¯ ⊕R1¯ are ad-nilpotent. In case of N-graded algebras,
a close analogue to being simple is being just infinite. Unlike previous examples of Lie superalgebras [40],
we are able to prove that R is just infinite. This example is close to the smallest possible one, because R
has a linear growth with the growth function γR(m) ≈ 3m, as m→∞. Moreover, its degree N-grading is of
finite width 4 (charK 6= 2). In case charK = 2, we obtain a Lie algebra of width 2 that is not thin.
We also construct a just infinite fractal 3-generated Lie superalgebra Q over an arbitrary field, which
gives rise to an associative hull A, a Poisson superalgebra P, and two Jordan superalgebras J and K, the
latter can be also considered as analogues of the Grigorchuk and Gupta-Sidki groups in respective classes of
algebras [49].
2. Basic notions: restricted Lie algebras, Growth
As a rule, K is an arbitrary field of positive characteristic p, 〈S〉K denotes a linear span of a subset S
in a K-vector space. Let L be a Lie algebra, then U(L) denotes the universal enveloping algebra. Long
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commutators are right-normed: [x, y, z] := [x, [y, z]]. We use a standard notation adx(y) = [x, y], where
x, y ∈ L. Also, we use notation [xk, y] := (adx)k(y), where k ≥ 1, x, y ∈ L; in case k = pl, we have also
[xp
l
, y] = [x[p
l], y], in terms of the p-mapping (see below).
2.1. Restricted Lie algebras. Let L be a Lie algebra over a field K of characteristic p > 0. Then L
is called a restricted Lie algebra (or Lie p-algebra), if it is additionally supplied with a unary operation
x 7→ x[p], x ∈ L, that satisfies the following axioms [22, 56, 57, 3]:
• (λx)[p] = λpx[p], for λ ∈ K, x ∈ L;
• ad(x[p]) = (adx)p, x ∈ L;
• (x+ y)[p] = x[p] + y[p]+∑p−1i=1 si(x, y), for all x, y ∈ L, where isi(x, y) is the coefficient of ti−1 in the
polynomial ad(tx + y)p−1(x) ∈ L[t].
This notion is motivated by the following construction. Let A be an associative algebra over a field K. The
vector space A is supplied with a new product [x, y] = xy − yx, x, y ∈ A, one obtains a Lie algebra denoted
by A(−). In case charK = p > 0, the mapping x 7→ xp, x ∈ A(−), satisfies three axioms above.
Suppose that L is a restricted Lie algebra. Let J be an ideal of the universal enveloping algebra U(L)
generated by {x[p] − xp | x ∈ L}. Then u(L) = U(L)/J is called a restricted enveloping algebra. In this
algebra, the formal operation x[p] coincides with the pth power xp for any x ∈ L. One has an analogue of
Poincare-Birkhoff-Witt’s theorem yielding a basis of the restricted enveloping algebra [22, p. 213]. We shall
use the following version of the formula above:
(x+ y)[p] = x[p] + y[p] + (adx)p−1(y) +
p−2∑
i=1
si(x, y), x, y ∈ L, (1)
where si(x, y) consists of commutators containing i letters x and p− i letters y.
2.2. Growth. Let A be an associative (or Lie) algebra generated by a finite set X . Denote by A(X,n) the
subspace of A spanned by all monomials in X of length not exceeding n, n ≥ 0. If A is a restricted Lie
algebra, we define A(X,n) = 〈 [xi1 , . . . , xis ]p
k | xij ∈ X, spk ≤ n〉K [35]. One obtains a growth function:
γA(n) = γA(X,n) := dimK A
(X,n), n ≥ 0.
Clearly, the growth function depends on the choice of the generating set X . Let f, g : N→ R+ be increasing
functions. Write f(n) 4 g(n) if and only if there exist positive constants N,C such that f(n) ≤ g(Cn) for all
n ≥ N . Introduce equivalence f(n) ∼ g(n) if and only if f(n) 4 g(n) and g(n) 4 f(n). Different generating
sets of an algebra yield equivalent growth functions [27].
It is well known that the exponential growth is the highest possible growth for finitely generated Lie
and associative algebras. A growth function γA(n) is compared with polynomial functions n
k, k ∈ R+, by
computing the upper and lower Gelfand-Kirillov dimensions [27]:
GKdimA := lim
n→∞
ln γA(n)
lnn
= inf{α > 0 | γA(n) 4 nα};
GKdimA := lim
n→∞
ln γA(n)
lnn
= sup{α > 0 | γA(n) < nα}.
Denote ln(q)(x) := ln(· · · ln︸ ︷︷ ︸
q times
(x) · · · ) and exp(q)(x) := exp(· · · exp︸ ︷︷ ︸
q times
(x) · · · ) for all q ∈ N. In this paper, we study
algebras of quasi-linear growth, growth functions of these algebras A behave as m exp
(
(lnm)β
)
, β ∈ (0, 1),
and even slower, like m(ln(q)m)β , where q ∈ N, β ∈ R+. Clearly, GKdimA = GKdimA = 1. In order to
specify parameters q, β define numbers:
Ldim0A = inf{β ∈ (0, 1) | γA(n) 4 m exp
(
(lnm)β
)};
Ldim0A =sup{β ∈ (0, 1) | γA(n) < m exp
(
(lnm)β
)};
Ldimq A = inf{β ∈ R+ | γA(n) 4 m(ln(q)m)β}, q ∈ N;
Ldimq A =sup{β ∈ R+ | γA(n) < m(ln(q)m)β}, q ∈ N.
One checks that these numbers are invariants not depending on a generating set. Remark that notations are
different from [41].
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Assume that generators X = {x1, . . . , xk} are assigned positive weights wt(xi) = λi, i = 1, . . . , k. Define
a weight growth function:
γ˜A(n) = dimK〈xi1 · · ·xim | wt(xi1 ) + · · ·+wt(xim ) ≤ n, xij ∈ X〉K , n ≥ 0.
Set C1 = min{λi | i = 1, . . . , k}, C2 = max{λi | i = 1, . . . , k}, then γ˜A(C1n) ≤ γA(n) ≤ γ˜A(C2n) for n ≥ 1.
Thus, we obtain an equivalent growth function γ˜A(n) ∼ γA(n). Therefore, we can use the weight growth
function γ˜A(n) in order to compute the Gelfand-Kirillov dimensions and Ldim
λA, LdimλA as well.
Suppose that L is a Lie algebra and X ⊂ L. By Lie(X) denote the subalgebra of L generated by X . In
case L is a restricted Lie algebra Liep(X) denotes the restricted subalgebra of L generated by X . Similarly,
assume that X is a subset in an associative algebra A. Write Alg(X) ⊂ A to denote an associative subalgebra
(without unit) generated by X .
2.3. Scale for intermediate growth of (Lie) algebras. The growth of an integer sequence {an|n ≥ 0}
is subexponential if one of the following equivalent conditions holds [58]:
i) for any r > 1 there exists N such that |an| ≤ rn, n ≥ N ;
ii) limn→∞ n
√|an| = 1;
iii) For a series f(z) =
∑∞
n=0 anz
n, z ∈ C, we have Rconvergence = 1.
M. Smith proved that a subexponential growth of a Lie algebra implies a subexponential growth of its univer-
sal enveloping algebra [54]. Borho and Kraft suggested superdimensions in order to measure subexponential
growths like exp(nβ), 0 < β < 1 [10]:
SdimA = lim
n→∞
ln ln γA(n)
lnn
, SdimA = lim
n→∞
ln ln γA(n)
lnn
.
Kirillov and Kontsevich showed that a Lie algebra generated by two vector fields in general position on the
line has an intermediate growth of such kind [25]. Lie algebras can have growth faster than any function
exp(nβ), β < 1, but still subexponential. For example, Lichtman proved that finitely generated solvable Lie
algebras have subexponential growth [30].
In order to study such growths the author introduced the following scale of functions. Let ln(1) n = lnn,
ln(q+1) n = ln(ln(q) n), q ∈ N. For small values, ln(q) n may be not defined, negative, or less than 1, in such
cases we redefine it to be 1. Consider a series of functions Φqα(n), q = 1, 2, 3, . . . with a real parameter
α ∈ R+:
Φ1α(n) = α,
Φ2α(n) = n
α,
Φ3α(n) = exp(n
α/(α+1)),
Φqα(n) = exp
(
n
(ln(q−3) n)1/α
)
; q = 4, 5, 6, . . . .
Now, upper and lower q–dimensions, where q ∈ N, of a finitely generated algebra A are defined as [36]:
Dimq A = inf{α ∈ R+ | ∃N : γA(n) ≤ Φqα(n), n ≥ N},
Dimq A = sup{α ∈ R+ | ∃N : γA(n) ≥ Φqα(n), n ≥ N}.
Lemma 2.1 ([36]). q-dimensions of an algebra A have the following properties:
i) Functions Φqα(n) are of subexponential growth;
ii) Dimq A = α means that γA(n) behaves like Φ
q
α(n);
iii) Dim1 A = dimK A (vector space dimension);
iv) Dim2 A = GKdimA (Gelfand-Kirillov dimension);
v) Dim3 A coincides with SdimA up to normalization (i.e. superdimension);
vi) Let Dimq A = α, 0 < α <∞, q ≥ 2; then Dimq−1A =∞ and Dimq+1 A = 0.
Importance of q-dimensions is demonstrated by the following results.
Theorem 2.2 ([36]). Let L be a finitely generated Lie algebra belonging to a level q, namely:
Dimq L = α > 0, q ∈ N, (plus one technical condition for q = 2).
Then its universal enveloping algebra U(L) has growth of the next level q + 1 with the same parameter α:
Dimq+1 U(L) = α.
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Recall that solvable Lie algebras of length q are defined by the identity Sq(X1, . . . , X2q ) ≡ 0; where the
last polynomial is defined recursively S1(X1, X2) = [X1, X2], and
Sq+1(X1, . . . , X2q+1) = [Sq(X1, . . . , X2q ), Sq(X2q+1, . . . , X2q+1)], q ≥ 1.
Our q-dimensions allow to specify the subexponential growth of solvable Lie algebras.
Theorem 2.3 ([36]). Let L = F (Aq, k) be the free solvable Lie algebra of length q, q ∈ N, with k generators,
k ≥ 2. Then
Dimq L = Dimq L = k.
In particular, these two theorems imply that Dimq+1 U(F (Aq, k)) = k. More generally, a Lie algebra L is
called polynilpotent with a tuple (sq, . . . , s2, s1) iff there exists a chain of ideals [2]
0 = Lq+1 ⊂ Lq ⊂ · · · ⊂ L2 ⊂ L1 = L,
where Li/Li+1 is nilpotent of class si, i = 1, . . . , q. By Nsq · · · Ns2Ns1 we denote the class of all such algebras,
the tuple being fixed. If sq = · · · = s1 = 1 then we obtain the variety Aq of solvable Lie algebras of length q.
On the other hand, any polynilpotent Lie algebra is solvable.
Free polynilpotent Lie algebras yield interesting examples of solvable Lie algebras. The growth in case
Nsq · · · Ns2Ns1 is similar to that for Aq (with other constants). In particular, we have the following general-
ization of Theorem 2.3.
Theorem 2.4 ([36]). Let L = F (Nsq · · · Ns2Ns1 , k) be the free polynilpotent Lie algebra of rank k ≥ 2. Then
Dimq L = Dimq L = s2 dimF (Ns1 , k).
A more precise asymptotic for free finitely generated solvable (more generally, polynilpotent) Lie algebras
was specified by the author in [38]. A further generalization for solvable Lie superalgebras see in [26].
Let us mention one more result on intermediate growth of Lie algebras. Let Wn be the Witt algebra and
var(Wn) the variety defined by all identical relations of this algebra. Formulae from [33] imply the following
result in terms of q-dimensions.
Theorem 2.5 ([33]). Let L be the free algebra of rank k of the variety var(Wn), where k ≥ n + 1. Then
Dim3 L = Dim3 L = n.
3. Main result: Phoenix Lie algebras, their construction and properties
3.1. Drosophila Lie algebras. Fix an integer k ≥ 3. Consider a set of letters Θ0 = {1, . . . , k}. We
construct words in the alphabet Θ0 recursively:
Θn+1 ⊂ {ab | a, b ∈ Θn, a 6= b}, n ≥ 0; Θ :=
∞∪
n=0
Θn.
The inclusion sign above means that at each step we select words, while the remaining words are discarded.
We always additionally assume that |Θn| ≥ 3 for n ≥ 0. We call Θn (fruit) flies or drosophilas of generation
n, n ≥ 0, and Θ a specie of flies, the selection process is interpreted as an action of an experimenter. Suppose
that at each step above the inclusion is substituted by the equality (i.e. we take all words), then we get a
specie of wild flies denoted as Θ¯.
Fix a prime p > 0 and a specie Θ. Let R = R(Θ) := K[ta|a ∈ Θ]/(tpa|a ∈ Θ) be the truncated polynomial
ring, and {∂a|a ∈ Θ} respective partial derivations. To obtain a better result (namely, to achieve a quasi-liner
growth as a lower bound) we shall need a formal divided power series ring R(Θ, S¯) which also depends on a
tuple S¯, see definitions in the next section. Define recursively derivations of R(Θ) indexed by the specie of
flies Θ:
va = ∂a + t
p−1
a
∑
b∈Θn
ab∈Θn+1
tp−1b vab, a ∈ Θn, n ≥ 0. (2)
We refer to {va|a ∈ Θ} ⊂ DerR as virtual pivot elements. We define a drosophila algebra as a restricted Lie
algebra generated by the pivot elements of the zero generation L(Θ) := Liep(v1, . . . , vk) ⊂ DerR.
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3.2. Phoenix Lie algebras. Let us formulate the main result of the paper. Namely, we construct a family
of nil 3-generated restricted Lie algebras of intermediate oscillating growth. We call them Phoenix algebras
because their growth is ”quasi-linear” for infinitely many periods of time (the algebra is ”in hibernation”,
or ”almost dying”), interchanged with periods of a rather fast intermediate growth.
Theorem 3.1. Let charK = p > 0, denote λ := log2(p− 12 ). Fix parameters q ∈ N and κ ∈ R+. There exist
a specie Θ, a tuple S¯, and 3-generated restricted Lie algebra L = L(Θ, S¯) with the following properties.
i) For any ǫ > 0, δ > 0 there exist infinitely many integers n satisfying (moments of ”fast” growth):
exp
( n
(lnn)λ+ǫ
)
≤ γL(n) ≤ exp
(
δ
n
(lnn)λ
)
.
ii) For any ǫ > 0 there exist infinitely many integers n satisfying (moments of ”quasi-linear” growth):
n
(
ln(q)n
)κ−ǫ ≤ γL(n) ≤ n( ln(q)n)κ+ǫ.
iii) L has an intermediate growth. Moreover, its growth function is in a ”wide sector” formed by two
functions of types i) and ii). More precisely, for any ǫ > 0, δ > 0 there exists n0 such that:
n
(
ln(q)n
)κ−ǫ ≤ γL(n) ≤ exp(δ n
(lnn)λ
)
, n ≥ n0.
iv) The p-mapping of L is nil.
We can reformulate the oscillating nature of the growth function above in terms of q-dimensions introduced
be the author (see subsection 2.3).
Corollary 3.2. Let L be as above, then its growth function is oscillating through levels 2,3,4:
i) Dim4 L = 1/λ = logp−1/2(2);
ii) Dim2 L = 1 (i.e. GKdimL = 1);
iii) more precisely, the lower bound is described as: Ldimq L = κ.
3.3. Remarks.
Remark 1. This result is motivated by examples of groups of oscillating growth by Kassabov and Pak [24].
But the nature of our construction is completely different. Unlike that examples our upper function is
significantly less than the exponent (see also comments below). The virtue of our approach is that we obtain
nil-algebras, unlike that examples of groups that do not treat periodicity.
Unlike Theorem 1.1, we do not proceed in terms of gaps between pairs of functions g2(n), g1(n) and
f2(n), f1(n), the latter being in some range, in order not to add more technical difficulties. Since by inter-
changing wild and clover segments we can reach the lower and the upper functions of Theorem, for arbitrary
two inner increasing functions g1(n) < f2(n) which are between two functions of i) and ii) of Theorem, one
can construct Lie algebras L with oscillating growth satisfying γL(ni) < g1(ni) and γL(mj) > f2(mj) for
some integers ni, mj , i ∈ N. A serious technical work is needed to specify the gaps with the outer func-
tions g2(n), f1(n) to guarantee that the growth function visits infinitely many times the respective segments
[g2(n), g1(n)] and [f2(n), f1(n)], n ∈ N.
Remark 2. Let us explain appearance of the small constant δ in Theorem. Below, we construct hybrid
species of wild and triplex flies (actually we take a particular case of clover species). Wild species have
exponential growth (Lemma 4.1). Hybrids lose exponential growth, but can reach any(!) subexponential
growth as an upper bound (Lemma 4.3). Lie algebras corresponding to wild species have the growth between
two functions exp(C∗n/(lnn)λ) with positive constants C3, C4 (Theorem 10.1). Now, we observe a similar
phenomenon, the growth of hybrid Lie algebras drops, we lose the ”gate” with nonzero constants C3, C4,
but the constant λ remains in terms of the wording of item i) with ǫ, δ > 0.
Remark 3. Without divided powers we would have only the lower polynomial bound GKdimL = log2p−1 p
3 ∈
(1, 3). (This is the Gelfand-Kirillov dimension of the clover restricted Lie algebra with the trivial constant
tuple Si = Ri = 1, i ≥ 0, see [42, Theorem 6.3]). We need divided powers in order to get the lower Gelfand-
Kirillov dimension to be one. We used this approach to construct 2-generated nil restricted Lie algebras of
quasi-linear growth in [41]. But now we need its 3-generated version, see Theorem 8.3 and computations
in [42]. Different parameters yield 3-generated clover Lie algebras with even slower growth in Theorem 8.4,
which actually supplies the lower bounds in main Theorem 3.1. (one can also rewrite the lower bounds using
functions of Theorem 8.3, which are bigger and less interesting).
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Remark 4. There is one more motivation to use divided powers. By Bergman’s theorem, the Gelfand-
Kirillov dimension of an associative algebra cannot belong to the interval (1, 2) [27]. Similarly, Martinez
and Zelmanov proved that there are no finitely generated Jordan algebras with Gelfand-Kirillov dimension
strictly between 1 and 2 [31]. The author showed that a similar gap does not exist for Lie algebras, the
Gelfand-Kirillov dimension of a finitely generated Lie algebra can be an arbitrary number {0}∪ [1,+∞) [37].
The same fact is also established for Jordan superalgebras [48]. Now we have a stronger result, the gap (1, 2)
can be filled with nil Lie p-algebras. Namely, using so called constant tuples, we get self-similar nil restricted
Lie algebras and their Gelfand-Kirillov dimensions are dense on [1, 3] [42].
3.4. Further generalisations. Below we just outline some more results that can be proved.
Corollary 3.3. Let L be as above and U either universal or restricted enveloping algebra of L. Then L can
be constructed such that the growth of U is oscillating through levels 3,4,5:
i) Dim5 U = 1/λ = logp−1/2(2);
ii) Dim3 U = 1.
Proof. Follows from the proof of Theorem 2.2 in [36], because the estimates on the growth of the universal
enveloping algebra γU(L)(n) are made vie values of the growth function of the Lie algebra γL(m), at m =
m(n) < n, wherem(n) is a described function. Actually, that estimates are valid for the restricted enveloping
algebra as well. Thus, we can choose the oscillating intervals in the construction of L long enough to guarantee
such estimates. 
So, the growth function of U above oscillates between the Ramunjan function and a function of level 5:
exp(
√
n), exp
(
n
(ln lnn)λ
)
.
This oscillation is closer to the oscillation of groups (and their group rings) of Theorem 1.1. So, analogies
between groups and Lie algebras are sometimes better observed for properties of their enveloping algebras
and group rings.
Remark 5. Using our construction, consider the associative algebra A = Alg(Θ0) = Alg(v1, v2, v3) ⊂ EndR.
To evaluate its growth we need some more computations repeating and extending that of [41]. It seems that,
as above, the growth function of A is oscillating between two functions, the first being of Gelfand-Kirillov
dimension 2:
n2
(
ln(q)n
)κ
, exp
(
n
(lnn)λ
)
.
Remark 6. In case of an arbitrary characteristic, we can construct Phoenix Lie superalgebras. Now, let R =
Λ(ta|a ∈ Θ) be the Grassmann algebra, and {∂a|a ∈ Θ} respective partial superderivatives, see [23, 40, 11].
We replace powers of variables in (2) by respective Grassmann variables and consider the Lie superalgebra
L = L(Θ) generated by the pivot elements of the zero generation. Using computations of this paper, we can
construct a specie of flies Θ and obtain an example of a 3-generated (restricted) Lie superalgebra L over an
arbitrary field with the following properties:
• Dim4 L = α2, where α2 = log3/2 2 ≈ 1, 71 (a fast subexponential upper bound);
• Dim2 L = α1, where α1 = log3 8 ≈ 1, 89 (a polynomial lower bound);
• so, L has an intermediate growth between levels 2 and 4, namely oscillating between functions:
nα1 , exp
(
n
(lnn)1/α2
)
.
• L is nil in the following sense: ad a is nil for any Z2-homogeneous element a ∈ L (here we need to
repeat computations of [40, 11, 49]).
3.5. Path to Phoenix Lie algebras. Let us briefly describe the structure of the paper.
i) We define and study species of flies in details. Those without selection are wild, and those having
three flies in each generation are triplex. We are interested in hybrid species, which alternate between
wild and triplex behaviour. We define recursively virtual pivot elements and actual pivot elements
as derivations of divided power algebras, describe relations, introduce weight functions, and prove
Z3-gradings (Sections 4–6).
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ii) We define a drosophila Lie algebra L(Θ, S¯), related to a specie of flies Θ and a tuple S¯ (in general
case we are using divided power algebras). We study general properties of drosophila Lie algebras.
We prove that any restricted Lie algebra L(Θ, S¯) has a nil p-mapping, the tuple S¯ being uniform
(Theorem 7.7). This is a one of central results of the paper. Our approach is a further development
of ideas of [39, 52, 7, 41].
iii) Particular cases of triplex (restricted) Lie (super)algebras were studies in pervious papers. Now,
we study a special case of triplex algebras, called clover algebras. A clear monomial basis for the
clover Lie algebras is described in a separate paper [42, Theorem 4.7]. In case of constant tuples
we get self-similar nil restricted Lie algebras and their Gelfand-Kirillov dimensions are dense on
[1, 3] [42]. Using specially chosen tuple S¯, we construct clover Lie algebras of ”quasi-linear” growth
(Theorem 8.3, Theorem 8.4, proved in [42]). The clover restricted Lie algebras are some analogues
of the Grigorchuk groups Gω [18].
iv) We study drosophila Lie algebras for wild species, tuple S¯ being trivial, i.e. we are using truncated
polynomials. We determine an intermediate growth of these algebras (Theorem 10.1). The difficulty
is that there are no good bases for that algebras.
v) Finally, we consider species that are hybrids of wild and clover ones. In Section 11 we finish the
proof of our main result (Theorem 3.1). We can construct hybrid Lie algebras so that they contain
3-generated clover Lie subalgebras studied in details in [42], we use that computations to simplify
some estimates.
4. Fruit flies and Lie algebras of derivations of divided power algebras
4.1. Fruit flies. Fix an integer k ≥ 3 (we also consider a ”degenerate case” k = 2 below). Consider a
set of letters Θ0 = {1, . . . , k}. We shall construct words over the alphabet Θ0, the words will be called
drosophilas, we also call them shortly flies. We construct them recursively. We refer to Θ0 as the fruit
flies of generation zero. Let the flies Θn of generation n, where n ≥ 0, are constructed. Now, each pair of
distinct flies a, b ∈ Θn produces two flies ab, ba ∈ Θn+1 of the next generation n+1. In a general setting, we
assume that an experimenter executes a selection of the new generation Θn+1 among all pairs above, while
the non-selected flies of generation n+ 1 are eliminated. Formally, this process is described as:
Θ0 = {1, . . . , k};
Θn+1 ⊂ {ab | a, b ∈ Θn, a 6= b}, n ≥ 0;
Θ =
∞∪
n=0
Θn.
A length of a word (i.e. a fly) a ∈ Θn (in the initial alphabet Θ0) is |a| = 2n, n ≥ 0. Also, denote a generation
of a fly a ∈ Θn as gen a = log2 |a| = n. Denote Θ0...n := ∪nj=0Θj .
We call Θ a specie of flies. Observe that a specie Θ is a set of binary words (i.e. each word is of length 2n,
n ≥ 0) in an alphabet Θ0 such that for each a ∈ Θ\Θ0 its halves (i.e. the halves b, c of the expansion a = bc,
|b| = |c|) belong to Θ. Different species of flies will be marked by additional symbols Θα, Θβ , Θ′, . . . , where
α, β, ′ denote different selections, we write also Θα = ∪∞n=0Θαn. If the experimenter is sleeping and makes no
selection we get a specie of wild flies standardly denoted as Θ¯ =
∞∪
n=0
Θ¯n. Observe that a specie of wild flies
is uniquely determined by the zero generation. A subspecie Θα of a specie Θβ is its subset such that for any
a = bc ∈ Θα, where |b| = |c|, the halves b, c belong to Θα (below b, c are referred to as parents of a). Thus,
a subspecie is a subset of a specie closed with respect to parenthood.
4.2. Genealogical relations >, ≻, ❂, ⊢ on flies. Let a, b ∈ Θn and ab ∈ Θn+1. We say that a is a father
(or the first parent) and b a mother of their child ab, also we say that a, b are parents of ab. Observe that
separate flies have no gender, because a is a father of ab, at the same time a is a mother of ba. Thus, a
gender of a fly appears for an ancestor with respect to a fixed descendant only. By c > d we denote that
c is an ancestor of d in some generations (equivalently, d is a descendant of c). We extend this relation by
setting c ≥ c. Observe that ≥ is a partial order on Θ. Recall that our words are binary. Let us describe
> in terms of words. Now, c > d, where c, d ∈ Θ, is equivalent to the fact that we take one of halves of d,
again one of its halves, etc. . . . and get c. In this case, we say that c is a proper binary subword of d.
Let c, d ∈ Θ, denote by c ≻ d that c is a proper paternal ancestor (i.e. a grand-. . . -grandfather) of d.
Equivalently, c is a proper binary prefix of the word d. Put formally c  c. Then,  is a partial order on Θ.
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Similarly, let c, d ∈ Θ, denote by c ❂ d that c is a proper maternal ancestor (a grand-. . . -grandmother)
of d. Equivalently, c is a proper binary suffix of the word d. Set formally c ⊒ c. Then, ⊒ is also a partial
order on Θ.
We introduce one more convenient relation on Θ which is not a partial order. Let c, d ∈ Θ, then by c ⊢ d
we denote that c is one of two parents (i.e. one of two halves) of some d′ ∈ Θ such that d′  d (i.e. we
take a paternal ancestor d′ of d and, finally, c is a father or mother of d′). In this case we say that c is a
paternal-by-one ancestor of d. Observe that a fly d has exactly two such ancestors c in each fixed senior
generation Θm, where 0 ≤ m < gend.
4.3. Growth of drosophila species, hybrid species. Assume that there is an integer n such that |Θn| = 1
then Θn+1 = ∅. Let also Θn = {a, b | a 6= b}, then Θn+1 ⊂ {ab, ba} and either all further generations have
two flies or the population goes extinct. So, we assume that the experimenter leaves at least three flies in
all generations in order to have a non-trivial specie of flies. Thus, we always assume that |Θn| ≥ 3 for
all n ≥ 0.
Lemma 4.1. Let Θ¯ be a specie of wild flies (i.e. without selection), and |Θ¯0| = k ≥ 3. Then
i) there exists a limit θk := lim
n→∞
2n
√
|Θ¯n|, and 2, 33 < θk < k.
ii) (θk)
2n < |Θ¯n| for all n ≥ 0.
iii) for any ǫ > 0 there exists n0 such that |Θ¯n| < (θk + ǫ)2n, n ≥ n0.
iv) |Θ¯0...n| = (θk + o(1))2n, n→∞.
Proof. By construction of the specie of wild flies, we get a recurrence relation |Θ¯n+1| = |Θ¯n|(|Θ¯n| − 1),
n ≥ 0, which implies that the sequence f(n) = 2n
√
|Θ¯n|, n ≥ 0, is strictly decreasing. Hence, there exists a
limit θk := lim
n→∞
f(n) and θk < f(n) < f(0) = k for n > 0. In case |Θ¯0| = 3 we get |Θ¯1| = 6, |Θ¯2| = 30,
|Θ¯3| = 30 · 29 > 2, 3304523, . . . . Thus, we get the first claim.
Claim ii) is valid because f(n) is strictly decreasing. Two remaining claims follow from i). 
Define a groupoid (i.e. magma) G(Θ) related to a specie Θ. Only in the case a, b ∈ Θn and ab ∈ Θn+1 we
define a nonzero product a ∗ b := ab. The remaining products are trivial, so we add formally a zero element
G(Θ) := Θ ∪ {0}. Observe that the product is non-associative. The growth function γG(Θ)(m) counts all
words in G(Θ) of length at most m, m ≥ 0. The next result shows that Θ¯ is an essential part of the whole
language in |Θ¯0| = k letters.
Corollary 4.2. Let G = G(Θ¯) be the groupoid of wild flies, where |Θ¯0| = k. Its growth is exponential:
lim
n→∞
n
√
γG(n) =
√
θk, lim
n→∞
n
√
γG(n) = θk.
Proof. All elements Θm have length 2
m in the generators, m ≥ 0. Fix an integer n, set m = [log2 n]. The
set of all words in the generators of length at most n is Θ¯0...m∪{0}. By Lemma, using n/2 < 2m ≤ n we get
γG(n) = 1 + |Θ¯0...m| = (θk + o(1))2m , m→∞,
(θk + o(1))
n/2 ≤ γG(n) ≤ (θk + o(1))n, n→∞.
On the other hand, by setting n = 2m and n = 2m − 1 we check that the bounds above are exact. 
A specie of flies is triplex if all generations have 3 flies. Consider a strictly increasing sequence of integers
Mi, i ≥ 0, where M0 = 0. Assume that ∪Mn−1j=Mn−1 Θj is wild for odd n and triplex for even n, for n ≥ 1. So,
each wild or triplex segment starts with Mj . Then Θ is a hybrid of wild and triplex species.
Lemma 4.3. Fix |Θ0| = 3 and any subexponential sequence {an|n ∈ N}. There exists a hybrid specie of
flies Θ with an oscillating growth as follows.
i) groupoid G = G(Θ) has periods of slow growth: limn→∞ γG(n)/log2 n = 3.
ii) there exists an increasing sequence {nj ∈ N|j ≥ 1}, such that γG(nj) ≥ anj for j ∈ N (periods of
rather fast growth).
iii) G(Θ) has subexponential growth.
Proof. Assume that generations till ΘMj−1−1 are constructed. Denote C := γG(2
Mj−1−1). Let j be even.
Construct new triplex generations |ΘMj−1 | = · · · = |Θm| = 3. Length of words of Θm is n := 2m. Then
γG(n) = C+3(m−Mj−1+1) = C+3(log2 n−Mj−1+1). For each j even, we chose Mj := m + 1 sufficiently
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large to guarantee claim i). (Similarly one proves the total lower bound using that all generations have at
least three flies).
Let j be odd. By construction above, the previous triplex segment yields C = γG(2
Mj−1−1) = (3 +
o(1))(Mj−1 − 1), (as Mj−1 → ∞). Now, we construct the next wild generations ΘMj−1 , . . . ,Θm, starting
with |ΘMj−1 | = 3, we assume that their total size is greater than C. Set n := 2m. Lemma 4.1 gives bounds
on the new wild generations, for any ǫ > 0 we get
(θ3)
2m−Mj−1 ≤ γG(n) ≤ C + (θ3 + ǫ)2
m−Mj−1 ≤ 2(θ3 + ǫ)2
m−Mj−1
,
(θ3)
2−Mj−1 ≤ n
√
γG(n) ≤ 2−n(θ3 + ǫ)2
−Mj−1
.
The lower bound above is a fixed number greater than 1, by choosing n = 2m sufficiently large, we make
that number be greater than n
√
an, next we set Mj := m+1. The subsequence n
′
j := 2
Mj−1 for odd j yields
claim ii). Since Mj →∞, the upper bound yields claim iii). 
4.4. Divided power series ring. Let charK = p ≥ 2. Temporarily, let Θ be an arbitrary non-empty set
(below Θ will be a fixed specie of flies). Fix also a tuple of integers S¯ = {Sa ∈ N | a ∈ Θ}, indexed by Θ.
We attach a divided power variable ta for each a ∈ Θ. We consider a divided power series ring R = R(Θ, S¯)
which K-basis consists of formal symbols{ ∏
a∈Θ
t(ia)a
∣∣∣∣ 0 ≤ ia < pSa , a ∈ Θ
}
,
where only finitely many formal powers ia are non-zero. Define a product of these elements as( ∏
a∈Θ
t(ia)a
)
·
( ∏
a∈Θ
t(ja)a
)
=
∏
a∈Θ
(
ia + ja
ia
)
t(ia+ja)a .
Let n =
∑
k≥0 nkp
k, m =
∑
k≥0mkp
k, 0 ≤ nk,mk < p, be the p-adic expansions of integers n,m. One has
the Lucas rule [56, p.61]: (
m
n
)
≡
∏
k≥0
(
mk
nk
)
mod p. (3)
By this rule,
(
ia+ja
ia
)
= 0 in case ia + ja ≥ pSa for some a ∈ Θ. Thus, the product is well defined. Then
R = R(Θ, S¯) is an associative commutative ring with unit. Consider a set of the following (infinite) tuples
indexed by Θ:
Λ :=
{
α =
(
ξa | ξa ∈ {0, . . . , pSa − 1}, a ∈ Θ, finitely many ξa are nonzero
)}
. (4)
Put tα :=
∏
a∈Θ t
(ξa)
a ∈ R, α ∈ Λ. Then {tα | α ∈ Λ} is a basis of the algebra R(Θ, S¯).
Often, we shall use a trivial tuple S¯, namely Sa = 1 for all a ∈ Θ. In this case R is just a ring of truncated
polynomials R ∼= K[Ta|a ∈ Θ]/(T pa |a ∈ Θ). In a general case, R = R(Θ, S¯), is also isomorphic to a ring of
truncated polynomials [56].
4.5. Lie algebra of special derivations. Fix a ∈ Θ. Define an action ∂a on the whole of R acting on the
respective divided variables only: ∂a(t
(ia)
a ) := t
(ia−1)
a , ia ∈ {0, . . . , pSa − 1}, where t(0)a = 1 and t(l)a = 0 for
l < 0. We obtain derivations ∂a ∈ DerR, a ∈ Θ. Their pm-powers are also derivations: ∂pma (t(ia)a ) = t(ia−p
m)
a ,
where ia ∈ {0, . . . , pSa − 1}, m ≥ 0. Clearly, ∂pma = 0 for m ≥ Sa. Consider a space of all formal sums
W =W(Θ, S¯) =
{∑
α∈Λ
tα
( ∑fin
b∈Θ,l≥0
λα,b,l ∂
pl
b
) ∣∣∣∣ λα,b,l ∈ K, 0 ≤ l < Sb
}
. (5)
The notation
∑fin
denotes (here and below) that a sum is taken over finitely many elements specified in
the sum. It is essential that the sum at each tα, α ∈ Λ, is finite (the finiteness condition). Lie product of
elements of W is well defined and W acts on R by derivations, we obtain a restricted Lie algebra of special
derivations, this term was suggested by Razmyslov and Radford [50, 51], see further applications in [43].
Terms tα∂p
l
b will be called pure Lie monomials, and ∂
pl
b pure derivations.
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4.6. Ancestral derivations. Now, assume that Θ is a specie of flies. Recall that the ring R = R(Θ, S¯)
depends on the initial set Θ0, the selection process that determines the whole specie Θ, and the tuple S¯.
Since in almost all cases Θ, S¯ are fixed, we often omit them.
Consider a tuple α ∈ Λ (4), it has finitely many nonzero entrees, we write α = (ξa1 , . . . , ξam |ai ∈ Θ).
Take b ∈ Θ. We denote α > b iff ai > b for all i = 1, . . . ,m. Recall that in our terminology this is equivalent
to the fact that a1, . . . , am are ancestors of b (equivalently, a1, . . . , am are binary subwords of b).
Consider derivations (5) where all pure Lie monomials tα∂p
l
b satisfy α > b, i.e. the divided variables in
tα correspond to ancestors of b (the ancestral condition). We call them ancestral derivations:
Wa =Wa(Θ, S¯) :=
{∑
α∈Λ
tα
( ∑fin
b∈Θ
α>b, l≥0
λα,b,l ∂
pl
b
) ∣∣∣∣∣ λα,b,l ∈ K, 0 ≤ l < Sb
}
⊂W. (6)
Lemma 4.4. The set of ancestral derivations Wa is a restricted Lie subalgebra of the restricted Lie algebra
of special derivations W.
Proof. Consider a product[
tα∂p
l
b , t
β∂p
l′
c
]
= tα∂p
l
b
(
tβ
)
∂p
l′
c − tβ∂p
l′
c
(
tα
)
∂p
l
b , α, β ∈ Λ, a, b ∈ Θ, l, l′ ≥ 0.
By assumption, α = (ξa1 , . . . , ξan |ai∈Θ) where ai > b, i = 1, . . . , n, and β = (ξb1 , . . . ξbm |bj∈Θ) and bj > c,
j = 1, . . . ,m. Let the first term above be non-zero. Then b = bj0 for some j0 and we get ai > b = bj0 > c
for all i = 1, . . . , n and the first term is as required. Thus, Wa is closed with respect to the Lie product.
By (1), a p-power is a sum of p-powers of pure Lie monomials and their p-fold commutators, the latter
are treated above. Consider a pure Lie monomial v = t
(ξ1)
a1 · · · t(ξn)an ∂p
l
b , where ai > b, i = 1, . . . , n. If ξi > 0
for some i, then vp = 0, otherwise vp = ∂p
l+1
b . 
4.7. Ancestral pro-augmentation derivations. Basically, we follow approach [52], applying ideas of [41].
Consider a tuple α = (ξa1 , . . . , ξan |ai ∈ Θ) ∈ Λ (4). Denote |α| = ξa1 + · · ·+ ξan . Let ξa ∈ {0, . . . , pSa − 1},
a ∈ Θ, consider the p-adic expansion ξa =
∑
i≥0 ηip
i, ηi∈{0, . . . , p−1}. Define p-adic norms |ξa|p :=
∑
i≥0 ηi
and |α|p := |ξa1 |p + · · ·+ |ξan |p, where α ∈ Λ as above. Define subspaces in terms of the p-adic norm:
Rm : = 〈tα | α ∈ Λ, |α|p = m〉K ⊂ R, m ≥ 0;
Rm : = 〈tα | α ∈ Λ, |α|p ≥ m〉K ⊂ R, m ≥ 0.
Lemma 4.5. Let the action of W =W(Θ, S¯) on R = R(Θ, S¯) and notations be as above.
i) Let α, β ∈ Λ, we get tα · tβ = λtα+β, λ ∈ K. Let λ 6= 0, then |α+ β|p = |α|p + |β|p.
ii) R =
∞⊕
m=0
Rm is a Z-grading.
iii) R = R0 ⊃ R1 ⊃ R2 ⊃ · · · is a decreasing filtration.
iv) Consider α, β ∈ Λ, a ∈ Θ, α > a, 0 ≤ m < Sa. We have (tα∂pma )(tβ) = tβ
′
. Assume that the result
of the action is non-zero. Then |β′|p ≥ |α|p + |β|p − 1.
v) W(Rm) ⊂ Rm−1, m ≥ 1.
Proof. Fix b ∈ Θ and consider respective powers t(ξ)b , t(ξ
′)
b inside t
α, tβ . Consider p-adic expansions ξ =∑Sb−1
j=0 δjp
j , ξ′ =
∑Sb−1
j=0 δ
′
jp
j, and ξ+ξ′ =
∑
j≥0 γjp
j , where δj , δ
′
j , γj ∈ {0, . . . , p−1}. We use congruence (3)
t
(ξ)
b · t(ξ
′)
b =
(
ξ + ξ′
ξ
)
t
(ξ+ξ′)
b =
(∏
j≥0
(
γj
δj
))
t
(ξ+ξ′)
b .
Assume that δj + δ
′
j ≥ p for some j ≥ 0 and j is minimal with this property. Then γj = δj + δ′j − p < δj ,
so
(
γj
δj
)
= 0 and the product above is equal to zero, a contradiction. Then δj + δ
′
j < p for all j ≥ 0 and
γj = δj + δ
′
j , j ≥ 0. We get |ξ + ξ′|p =
∑
j≥0 γj =
∑
j≥0 δj +
∑
j≥0 δ
′
j = |ξ|p + |ξ′|p. Applying equality for
all b ∈ Θ, the first claim follows. Now ii), iii) are trivial.
Let us prove iv). Let t
(ξ)
a be the respective factor in tβ . We have ∂p
m
a t
(ξ)
a = t
(ξ′)
a , where ξ′ = ξ − pm.
Consider the p-adic expansion ξ =
∑Sa−1
i=0 δip
i, 0 ≤ δi < p.
We have two cases. a) δm > 0. We get ξ
′ = ξ−pm = (δm−1)pm+
Sa−1∑
i=0,i6=m
δip
i, and |ξ′|p =
Sa−1∑
i=0
δi−1 = |ξ|p−1.
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b) δm = 0. Assume that δi = 0 for all i ≥ m. Then ξ =
∑m−1
i=0 δip
i ≤∑m−1i=0 (p− 1)pi = pm − 1 < pm and
t
(ξ′)
a = t
(ξ−pm)
a = 0, a contradiction that the action is non-trivial. Hence, we have more nonzero coefficients
in the p-adic expansion. Let δj , where j > m, be the first nonzero coefficient after δm. Coefficients of the
p-adic expansion of ξ′ = ξ − pm are:
(δ0, . . . , δm−1, (p−1), . . . , (p−1), δj−1, δj+1, . . . , δSa−1),
|ξ′|p =
Sa−1∑
i=0
δi + (p− 1)(j −m)− 1 = |ξ|p + (p− 1)(j −m)− 1 ≥ |ξ|p.
It remains to combine both cases and apply the first claim. Claim v) follows from iv). 
Following [52], define subspaces
RmWa : = {r1w1 + · · ·+ rnwn | ri ∈ Rm, wi ∈Wa, n ≥ 1}
= {tα1w1 + · · ·+ tαrwr | αi ∈ Λ, |αi|p ≥ m, wi ∈Wa, r ≥ 1} ⊂W, m ≥ 0. (7)
The ancestral condition is not guaranteed, so these sets do not belong to Wa. Since ∩
m≥0
RmWa = {0}, the
subspaces {RmWa ∩Wa | m ≥ 0} define a topology on Wa. We call it the augmentation topology.
Consider a subset consisting of finite linear combinations of ancestral pure Lie monomials:
Wafin :=
〈
tα∂p
l
b
∣∣ α ∈ Λ, b ∈ Θ, α > b, 0 ≤ l < Sb〉K ⊂Wa.
Clearly, this is a restricted Lie subalgebra.
Lemma 4.6. Let W(Θ, S¯) :=Wafin be the completion of Wafin in the augmentation topology.
i) We call this set by ancestral pro-augmentation derivations. Then
W(Θ, S¯) =Wafin =
⋂
m≥0
(
Wafin + (R
mWa ∩Wa)) ⊂Wa.
ii) W is a restricted Lie subalgebra of Wa.
Proof. i) follows from the definition. By (7) and v) of Lemma 4.5, [Wa, RmWa] ⊂ Rm−1Wa, m ≥ 0. So,[
Wafin + (R
mWa ∩Wa),Wafin + (RnWa ∩Wa)
]
⊂Wafin + (Rmin{m,n}−1Wa ∩Wa).
Hence, W is closed with respect to the Lie bracket.
Let us check that W is closed with respect to the p-mapping. Let a ∈ Wafin + (RmWa ∩Wa), m ≥ 1.
Then a =
∑
b∈Θ,0≤l<Sb
cb,l∂
pl
b , cb,l ∈ R, there exist u1, . . . , un ∈ Rm and N ∈ N, such that cb,l ∈ Ru1+ · · ·+Run
for terms with gen b ≥ N . So, pure derivations of generation at least N contain a non-trivial factor cb,l,
hence, their pth powers are trivial. Using (1), modulo terms with derivations of generation at most N , ap is
a sum of p-fold commutators[
cb1l1∂
pl1
b1
, cb2l2∂
pl2
b2
, . . . , cbplp∂
plp
bp
]
= w∂p
liq
biq
, 0 6= w ∈ R,
where biq is the minimal among {b1, . . . , bp} with respect to< by the ancestral property. Modulo finitely many
terms, assume that gen biq ≥ N . Then cbiq ,liq ∈ Ru1 + · · ·+ Run, hence, w above belongs to the ideal of R
generated by finitely many elements ∂p
lj1
bj1
· · · ∂pljsbjs ui, where 1 ≤ i ≤ n, 0 ≤ s ≤ p−1 and bj∗ are ancestors of biq .
By claim v) of Lemma 4.5, these generators belong to Rm−p+1. Hence, ap ∈Wafin+(Rm−p+1Wa∩Wa). 
Define subspaces determined by pure Lie monomials corresponding to flies b ∈ Θ of generation at least n:
Wn :=W
⋂{ ∑
α∈Λ, b∈Θ, α>b, 0≤l<Sb
gen b≥n
λα,b,l t
α∂p
l
b
∣∣∣∣∣ λα,b,l ∈ K
}
, n ≥ 0.
Lemma 4.7. Wn, n ≥ 0, are restricted ideals of W.
Proof. Follows from arguments on the product and p-mapping of Lemma 4.4. 
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Lemma 4.8. Let Θ′ be a subspecie of a specie of flies Θ and fix a tuple S¯ = (Sa ∈ N | a ∈ Θ). Define a
restriction S¯|Θ′ = (Sa | a ∈ Θ′). Then there exist natural epimorphisms
φ :Wa(Θ, S¯)։Wa(Θ′, S¯|Θ′), φ :W(Θ, S¯)։W(Θ′, S¯|Θ′).
Proof. We have a natural embedding of divided power series rings: R(Θ′, S¯|Θ′) →֒ R(Θ, S¯). Let us apply
an ancestral derivation v ∈ Wa(Θ) to t(∗)b where b ∈ Θ′. By definition of ancestral derivations (6), we get
a factor tα, where non-zero entrees of α correspond to ancestors of b ∈ Θ′. Since a subspecie is closed with
respect to ancestors, tα ∈ R(Θ′, S¯|Θ′). We conclude that the restriction of v onto R(Θ′, S¯|Θ′) is well-defined
and belongs to Wa(Θ′). The action of φ on elements (6) is the following: terms with b ∈ Θ′ remain while
terms with b ∈ Θ \Θ′ are discarded. The surjectivity is trivial.
Let a ∈Wafin(Θ) + (Rm(Θ)Wa(Θ) ∩Wa(Θ)), m ≥ 1. Using form of such elements described in proof of
Lemma 4.6, we see that φ(a) ∈ Wafin(Θ′) + (Rm(Θ′)Wa(Θ′) ∩Wa(Θ′)). By Lemma 4.6, the assertion on
the image of W(Θ, S¯) follows. 
Our restricted Lie algebras will be constructed as subalgebras in W ⊂ DerR.
5. Virtual Pivot elements and Drosophila Lie algebras
In this section we introduce virtual pivot elements and a general object of our study: drosophila restricted
Lie algebras L = L(Θ, S¯) = Liep(v1, . . . , vk).
5.1. Virtual pivot elements: recurrence definition. Fix a specie of fruit flies Θ, a tuple S¯, and the
respective ring R = R(Θ, S¯). Define recursively its derivations indexed by fruit flies:
va = ∂a + t
(pSa−1)
a
∑
b∈Θn
ab∈Θn+1
t
(pSb−1)
b vab, a ∈ Θn, n ≥ 0. (8)
Observe that the specification b ∈ Θn in the sum above can be omitted. We refer to {va|a ∈ Θ} ⊂ DerR as
virtual pivot elements.
5.2. Virtual pivot elements: Infinite sums. Using (8), we present them as infinite sums:
va = ∂a + t
(pSa−1)
a
∑
b∈Θn
ab∈Θn+1
t
(pSb−1)
b
(
∂ab + t
(pSab−1)
ab
∑
cd∈Θn+1
abcd∈Θn+2
t
(pScd−1)
cd
(
∂abcd + · · ·
))
, a ∈ Θn. (9)
The specifications b ∈ Θn, cd ∈ Θn+1 in the sums above can be omitted. We make a convention that va = 0
for all a /∈ Θ. We describe expansion (9) formally as follows.
Lemma 5.1. Let a ∈ Θn, n ≥ 0. Then the respective virtual pivot element is written as an infinite sum:
va =
∑
da
( ∏
c⊢d
|a|≤|c|<|d|
t(p
Sc−1)
c
)
∂d, a ∈ Θ, (10)
where c, d ∈ Θ. Let us explain the sum above.
i) The sum starts with d = a yielding the term ∂a; next it is taken over all descendants d of a such that
a is a proper paternal ancestor of d.
ii) Describe the factor at ∂d, where d ∈ Θm, m > n. For each generation l = n, n + 1, . . . ,m − 1, it
contains exactly two divided variables, having their maximal powers, the variables corresponding to
c ∈ Θl such that c ⊢ d (i.e. c’s are the both generation-Θl-paternal-by-one ancestors of d). (In other
words, for all l = n, n+ 1, . . . ,m− 1 we take two initial subsequent subwords of d of length 2l, they
are the flies yielding pairs of the respective divided variables).
iii) The factor at ∂d has 2(gend− gena) different divided variables, where d  a.
Proof. Follows from expansion (9). 
Corollary 5.2. Let a, d ∈ Θ. Then
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i)
va(t
(1)
d ) =


0, a 6 d;
1, a = d;∏
c⊢d
|a|≤|c|<|d|
t
(pSc−1)
c , a ≻ d.
ii) In particular, if t
(∗)
c , c ∈ Θ, appears in the expression above then c > d and |a| ≤ |c| (i.e. c is a
proper ancestor of d of generation at least that of a). In other words, c is a proper binary subword
of d of length at least that of a.
5.3. Drosophila Lie algebras. As a rule, we consider that charK = p ≥ 2, a specie of flies Θ, where
Θ0 = {1, . . . , k}, k ≥ 3, and a tuple S¯ = (Sa|a ∈ Θ) are fixed. In the present paper we study properties of
the restricted Lie algebra L(Θ, S¯) := Liep(v1, . . . , vk). One can also consider its associative hull A(Θ, S¯) =
Alg(v1, . . . , vk), both algebras are generated by finitely many virtual pivot elements corresponding to the
flies of the zero generation Θ0. So, we also write L = Liep(Θ0). Often we omit the tuple S¯. We call L(Θ) a
drosophila Lie algebra because it is constructed in terms of a specie of drosophilas Θ.
Remark 7. We warn that in a general situation we cannot guarantee that all virtual pivot elements {va|a ∈ Θ}
belong to L = Liep(Θ0), this fact justifies the term virtual pivot elements. (Nevertheless, this is the case for
clover Lie algebras considered below).
Due to this observation, we consider also bigger infinitely generated algebras Liep(va|a ∈ Θ) ⊂ DerR and
Algp(va|a ∈ Θ) ⊂ EndR, which are generated by all virtual pivot elements.
Lemma 5.3. The restricted Lie algebras L = Liep(Θ0) and Liep(va|a ∈ Θ) are contained in the Lie algebra
W of ancestral pro-augmentation derivations.
Proof. Using (9), observe that va ∈ W , for all a ∈ Θ, and apply Lemma 4.6, claim ii). 
Lemma 5.4. Let Θ′ be a subspecie of a specie Θ and S¯ = (Sa ∈ N|a ∈ Θ) a tuple. Set S¯|Θ′ = (Sa|a ∈ Θ′).
There exist natural epimorphisms of Lie algebras:
φ : L(Θ, S¯)։ L(Θ′, S¯|Θ′), φ : Liep(va|a ∈ Θ)։ Liep(va|a ∈ Θ′).
Proof. Consider the restriction map φ of Lemma 4.8. Its action on the pivot elements (10) is the following:
we leave exactly summands with d ∈ Θ′. Thus, φ maps the virtual pivot elements with respect to Θ onto
the respective virtual pivot elements with respect to Θ′. 
5.4. Powers of virtual pivot elements.
Lemma 5.5. Consider two flies of the same generation a, b ∈ Θn, a 6= b, n ≥ 0. Then
i)
vp
m
a =


∂p
m
a + t
(pSa−pm)
a
∑
ac∈Θn+1
t
(pSc−1)
c vac, 0 ≤ m < Sa;∑
ac∈Θn+1
t
(pSc−1)
c vac, m = Sa.
(11)
ii) [
vp
Sb−1
b , v
pSa
a
]
= vab + t
(1)
b
∑
ac,bd∈Θn+1
t(p
Sc−1)
c t
(pSd−1)
d [vbd, vac]. (12)
Proof. We prove i) by induction on m. The base of induction m = 0 is trivial by (8). Assume that the claim
is valid for 0 ≤ m < Sa. The summation in (1) is trivial because the second term cannot be used more than
once:
vp
m+1
a = (v
pm
a )
p
=
(
∂p
m
a + v
(pSa−pm)
a
∑
ac∈Θn+1
t(p
Sc−1)
c vac
)p
= (∂p
m
a )
p
+
(
ad ∂p
m
a
)p−1(
v(p
Sa−pm)
a
∑
ab∈Θn+1
t(p
Sc−1)
c vac
)
= ∂p
m+1
a + v
(pSa−pm+1)
a
∑
ac∈Θn+1
t(p
Sc−1)
c vac, 0 ≤ m < Sa.
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Using that ∂p
Sa
a = 0, claim i) is proved. Consider the last claim. Using vb = ∂b+ t
(pSb−1)
b
∑
bd∈Θn+1
t
(pSd−1)
d vbd
and (11) for vp
Sa
a , we get:
[vp
Sb−1
b , v
pSa
a ] = (ad vb)
pSb−2[vb, vp
Sa
a ] = (ad vb)
pSb−2
[
vb, t
(pSb−1)
b vab +
∑
ac∈Θn+1
c 6=b
t(p
Sc−1)
c vac
]
= ∂p
Sb−2
b
(
t
(pSb−2)
b vab + t
(pSb−1)
b
∑
ac,bd∈Θn+1
t(p
Sc−1)
c t
(pSd−1)
d [vbd, vac]
)
= · · ·
= vab + t
(1)
b
∑
ac,bd∈Θn+1
t(p
Sc−1)
c t
(pSd−1)
d [vbd, vac]. 
Corollary 5.6. Assume that |Θn| = |Θn+1| = 3, n ≥ 0. Denote Θn = {a, b, f}. Suppose that ab ∈ Θn+1
and Θn+1 6= {ab, ba, af}. Then [
vp
Sb−1
b , v
pSa
a
]
= vab.
Proof. By setting, a 6= b. Suppose that we have an additional term in (12). Then bd, ac ∈ Θn+1 for some
letters c, d ∈ Θn, thus b 6= d, a 6= c. Due to respective variables in the product, {b, c, d} are distinct letters.
But |Θn| = 3. The only possibility is that d = a, c = f . Thus, Θn+1 = {ab, ba, af}, a contradiction. 
5.5. Commutators of two virtual pivot elements of the same generation.
Lemma 5.7. Fix a, b ∈ Θn, n ≥ 0. Then (the first two terms below we call a head):
[vb, va] = t
(pSa−1)
a t
(pSb−2)
b vab − t(p
Sa−2)
a t
(pSb−1)
b vba + t
(pSa−1)
a t
(pSb−1)
b
∑
ac,bd∈Θn+1
a,b,c,d distinct
t(p
Sc−1)
c t
(pSd−1)
d [vbd, vac].
Proof. By (8), we have
va = ∂a + t
(pSa−1)
a
(
t
(pSb−1)
b vab +
∑
Θn∋c 6=b
ac∈Θn+1
t(p
Sc−1)
c vac
)
;
vb = ∂b + t
(pSb−1)
b
(
t(p
Sa−1)
a vba +
∑
Θn∋d 6=a
bd∈Θn+1
t
(pSd−1)
d vbd
)
.
Their product yields the result. We observe that a, b, c, d ∈ Θn above are pairwise distinct because otherwise
the product is trivial due to divided power variables. 
Corollary 5.8. Fix a, b ∈ Θn, n ≥ 0. Then [vb, va] ∈ Wn+1.
Proof. We express the pivot elements vab, vba, vbd, vac above via pure Lie derivations of generation at least
n+ 1 and obtain the claim. 
Lemma 5.9. Fix a, b ∈ Θn, n ≥ 0. Then[
vp
Sb−1
b , v
pSa
a
]
≡ vab (mod t(1)b Wn+2). (13)
Proof. We apply Corollary 5.8 to the last term in (12). 
Remark 8. In many cases of algebras studied before we found clear monomial bases or have at least approx-
imate description [41, 40, 11, 49, 46]. To find a basis in case of an arbitrary drosophila Lie algebra looks
problematic because an iteration of expansion of Lemma 5.7 may not stop. Nevertheless, in an important
particular case of clover Lie algebras we get a clear monomials basis, see below.
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6. Actual pivot elements, weights, and gradings
6.1. Actual pivot elements. Recall that in a general case, we cannot guarantee that virtual pivot elements
{va|a ∈ Θ} belong to L(Θ) = Liep(v1, . . . , vk). Next, we define actual pivot elements recursively:
v¯c :=
{
vc, c ∈ Θ0;[
(v¯b)
pSb−1, (v¯a)p
Sa
]
, c = ab ∈ Θn, a, b ∈ Θn−1, n ≥ 1.
Lemma 6.1. The actual pivot elements {v¯c | c ∈ Θ} have the following properties.
i) v¯c ∈ L(Θ) = Liep(v1, . . . , vk) for all c ∈ Θ;
ii)
v¯c ≡ vc (mod
∑
d❂c
t
(1)
d Wgen d+2), c ∈ Θ.
where d ❂ c is a sum over proper female ancestors d of c.
iii) {v¯c | c ∈ Θ} are linearly independent.
Proof. Claim i) follows by induction from the definition of the actual pivot elements. Claim ii) is proved by
induction on gen c. The base of induction c ∈ Θ0 is trivial. Let c ∈ Θn+1, n ≥ 0. Then c = ab, a, b ∈ Θn.
By inductive hypothesis,
v¯a ≡ va (mod
∑
d❂a
t
(1)
d Wgen d+2), v¯b ≡ vb (mod
∑
d1❂b
t
(1)
d1
Wgen d1+2).
Observe that va, vb act trivially on td, td1 because the latter correspond to their female ancestors, which are
of senior generations. Also, by Lemma 4.7, Wn, n ≥ 0, are ideals. Using Lemma 5.9, we get
v¯c =
[
(v¯b)
pSb−1, (v¯a)p
Sa ]
≡ [(vb)pSb−1, (va)pSa ] (mod ∑
d❂a
t
(1)
d Wgen d+2 +
∑
d❂b
t
(1)
d Wgen d+2)
≡ vab (mod t(1)b Wn+2 +
∑
d❂a
t
(1)
d Wgen d+2 +
∑
d❂b
t
(1)
d Wgen d+2)
≡ vab (mod
∑
d❂ab
t
(1)
d Wgen d+2) ≡ vc (mod
∑
d❂c
t
(1)
d Wgen d+2). 
6.2. Weights. By pure monomials we call products of divided powers and pure derivations, in particular,
we have pure Lie monomials, see subsection 4.5. Set αa = wt(∂a) = −wt(t(1)a ) ∈ C for all a ∈ Θ. This values
are easily extended to a weight function on pure monomials, additive on their (Lie or associative) products.
Next, consider weight functions such that all terms in recurrence relation (8) have the same weight, so,
attaching the same value as a weight for the virtual pivot element as well. Thus, we assume that
αa = wt(va) = wt(∂a) = −(pSa − 1)αa − (pSb − 1)αb + αab,
αab = p
Saαa + (p
Sb − 1)αb, ab ∈ Θn+1, n ≥ 0. (14)
Denote the zero generation flies as Θ0 = {1, . . . , k}, so, the respective virtual pivot elements are denoted
as v1, . . . , vk. Recurrence relation (14) expresses weights of the virtual pivot elements for flies of gener-
ation Θn+1 via weights corresponding to their parents in Θn, n ≥ 0. Hence, any weight function sat-
isfying (14) is determined by its values on the zero generation, namely, by wt(vj), j = 1, . . . , k. Let
wti be the weight functions determined by values wti(vj) = δij , 1 ≤ i, j ≤ k. Combine them into a
multidegree weight function Gr(v) := (wt1(v), . . . ,wtk(v)), where v is a pure monomial. By definition,
Gr(v1) = (1, 0, . . . , 0), . . . ,Gr(vk) = (0, . . . , 0, 1). Thus, the space of weight functions satisfying (14) is k-
dimensional with a basis wt1(∗), . . . ,wtk(∗). Using 14, we see that Gr(va) ∈ Nk0 , a ∈ Θ. Finally, define a
total degree weight function wt(v) :=
∑k
j=1 wtj(v).
By a generalized monomial a ∈ EndR we call any (Lie or associative) product of pure monomials and
virtual pivot elements. By construction, actual pivot elements and their products are generalized monomials.
Observe that generalized monomials are written as infinite linear combinations of pure monomials. Our
construction implies that these pure monomials have the same weight, we call this value the weight of a
generalized monomial. Thus, the weight functions are well-defined on generalized monomials as well. Also,
Gr(v) ∈ Nk0 for any generalized monomial v.
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6.3. Nk0-gradings. In many examples studied before [44, 46, 40, 41, 11, 49] we were able, as a rule, to
compute explicitly basis functions for the space of weight functions and study multigradings in more details.
Using that base weight functions and multigradings we were able to get more information about our algebras.
In a general setting of the present paper it is not possible.
Theorem 6.2. Let a specie of flies Θ and S¯ be fixed, where Θ0 = {1, . . . , k}. Then
i) the multidegree weight function Gr(v) is additive on products of generalized monomials v, w ∈ EndR:
Gr([v, w]) = Gr(v) + Gr(w), Gr(v · w) = Gr(v) + Gr(w).
ii) The algebras L¯ = Liep(va|a ∈ Θ), A¯ = Alg(va|a ∈ Θ) are Nk0-graded.
iii) L = Liep(v1, . . . , vk), A = Alg(v1, . . . , vk) are N
k
0-graded by multidegree in the generators {v1, . . . , vk}:
L = ⊕
(n1,...,nk)∈Nk0
Ln1,...,nk , A = ⊕
(n1,...,nk)∈Nk0
An1,...,nk .
iv) wt(∗) counts the degree of v ∈ L,A in {v1, . . . , vk} yielding gradins: L =
∞⊕
n=1
Ln, A =
∞⊕
n=1
An.
Proof. Claim i) follows from the additivity of the weight function on products of pure monomials. Consider
ii). Recall that Gr(v) ∈ Nk0 for any generalized monomial v and Gr(∗) is additive on their products. Thus,
we get Nk0-gradings on L¯, A¯.
Let v be a monomial in the generators {v1, . . . , vk} containing ni elements vi for i = 1, . . . , k. By
additivity, Gr(v) = n1Gr(v1) + . . . + nkGr(vk) = (n1, . . . , nk). Hence, L, A are N
k
0-graded by multidegree
in the generators. Now, the last claim is evident. 
6.4. Uniform tuples. Now, we define specific tuples S¯ = (Sa|a ∈ Θ). Consider two cases. 1). There exist
integers (Sn|n ≥ 0) such that Sa = Sn for all a ∈ Θn. A particular case is that Sa = 1 for all a ∈ Θ. 2).
Assume that there exist integers (Sn, Rn|n ≥ 0) such that for any a ∈ Θn+1, decomposing a = bc, b, c ∈ Θn,
we have either Sa = Sn, Sb = Rn or Sa = Rn, Sb = Sn. In case Sn 6= Rn define Θ′n = {a ∈ Θn|Sa = Sn}
and Θ′′n = {a ∈ Θn|Sa = Rn}, so Θn+1 consists only of some products bc where b, c belong to different sets
Θ′n, Θ
′′
n. In both cases we say that the tuple S¯ is uniform. The first case is a particular case of the second
by setting Rn := Sn for all n ≥ 0. This terminology is justified by the following.
Lemma 6.3. Fix charK=p > 0, a specie of flies Θ = ∪∞n=0Θn, and a uniform tuple S¯ = (Sa|a ∈ Θn). Then
the virtual pivot elements of the same generation {va|a ∈ Θn} have the same weight, denoted as wt(Θn):
wt(Θn) =
n−1∏
m=0
(pSm + pRm − 1), n ≥ 0, wt(Θ0) = 1.
In case of the trivial tuple (i.e. Sa = 1 for all a ∈ Θ) we get
wt(Θn) = (2p− 1)n, n ≥ 0.
Proof. By induction on n. The case n = 0 is trivial. Let αn = wt(a) for all a ∈ Θn, and the claimed formula
is valid. Let c = ab ∈ Θn+1, by (14), wt c = pSaαn+(pSb − 1)αn = (pSn + pRn − 1)
∏n−1
m=0(p
Sm + pRm − 1) =∏n
m=0(p
Sm + pRm − 1). 
Conversely, if weights of the virtual pivot elements of the same generations are equal, then it is easy to
see that the tuple must be uniform.
Corollary 6.4. Under assumptions of Lemma, wt(Θn) > p
(S0+R0+···+Sn−1+Rn−1)/2, n ≥ 0.
Proof. Fix a real number N > 0. Consider a function f(s) = ps + pN−s − 1 for s ∈ [0, N ]. It has the
minimum at s0 = N/2. Hence, p
s + pN−s − 1 ≥ pN/2 + pN/2 − 1 > pN/2. By applying this estimate to the
factors pSn + pRn − 1 > p(Sn+Rn)/2, n ≥ 0, we get the result. 
7. Nillity of uniform drosophila Lie algebras L(Θ, S¯)
Lemma 7.1. Consider u1 = t
α1w1, . . . , ur = t
αrwr ∈ Wa, where wi ∈ Wa, αi ∈ Λ, |αi| ≥ 1, for
i = 1, . . . , r. We assume that wt(ui) ≥ 1 and wt(wi) ≤ C, for i = 1, . . . , r, and a positive constant C
(namely, we assume that these inequalities are valid for all pure Lie monomials in expansions of ui and wi).
Then the associative algebra Alg(u1, . . . , ur) ⊂ EndR generated by these elements is nilpotent.
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Proof. Consider flies in supports of α1, . . . , αr and add all their ancestors, we get a finite set Ω ⊂ Θ. Consider
a product u = ui1 · · ·uiN 6= 0. It has the following property: the number of ”heads” wi is less or equal to the
number of letters tj . We use transformations like t
α1w1 · tα2w2 =
(
α1+α2
α1
)
tα1+α2w1w2 + t
α1 [w1, t
α2 ]w2, in
order to rearrange u and collect the heads on the right hand side, keeping their mutual order, (some heads
can disappear). On the left hand side, we get a product of elements of type [wj1 , . . . , wjs , t
αi ] = tα
′
i , by
the ancestral property, the support of α′i is contained in Ω. After these transformations, we get a linear
combination of products u˜ = tαwj1 · · ·wjN′ . Observe that the above property is kept, namely, the number N ′
of heads wj∗ is less or equal to degree of t
α, the latter is bounded byM =
∑
b∈Ω p
Sb−1. Thus, N ′ ≤M . Let
u′′ be a non-zero pure Lie monomial of u˜. Hence, wt(u′′) ≤ N ′C ≤ MC. On the other hand, wt(u′′) ≥ N .
Hence, N ≤MC. 
Fix a fly d ∈ Θn, n ≥ 0, and consider a respective pure Lie monomial w (such monomials appear in
infinite expansions for the algebra Wa, see (6)):
w = rn−1∂
pm
d =
(∏
c>d
t(ξc)c
)
∂p
m
d , 0 ≤ ξc < pSc , 0 ≤ m < Sd. (15)
Consider pure Lie monomials appearing in decompositions (10) of pivot elements v1, . . . , vk of zero generation:
w0 =
(∏
c⊢d
t(p
Sc−1)
c
)
∂d.
We compare common factors of w and w0. Namely, let c ⊢ d. Consider p-adic expansions of ξc and the
maximal allowed power pSc − 1 of the same variable:
ξc = δ0p
0 + δ1p
1 + δ2p
2 + · · ·+ δSc−1pSc−1, 0 ≤ δj ≤ p− 1, j = 0, . . . , Sc − 1;
pSc−1 = (p−1)p0 + (p−1)p1 + · · ·+ (p−1)pSc−1.
Define a depletion of the variable tc in rn−1, using also the p-adic norm defined above:
deplc(rn−1) :=
Sc−1∑
j=0
(p− 1− δj) = Sc(p− 1)− |ξc|p, (16)
Formally define a depletion of the variable td in a pure derivation, see a justification in Lemma 7.2.
depld(∂
pm
d ) := (p− 1)m, m ∈ {0, . . . , Sd − 1}. (17)
Define a (paternal-by-one d-ancestors)-depletion of the tail and the whole of a pure Lie monomial w (15)
depl⊢d(rn−1) :=
∑
c⊢d
deplc(rn−1);
depl(rn−1∂
pm
d ) := depld(∂
pm
d ) + depl⊢d(rn−1) = (p− 1)m+
∑
c⊢d
deplc(rn−1).
Let us draw attention that we use depletions not in all variables with indices c > d (i.e. all ancestors of d,
and such variables may be present in the tail rn−1) but only such that c ⊢ d (i.e. paternal-by-one ancestors
of d). Thus, by our definitions (16), (17),
depl(∂p
m
d ) = (p− 1)
(
m+
∑
c⊢d
Sc,
)
, 0 ≤ m < Sd, d ∈ Θ. (18)
Lemma 7.2. Consider a virtual pivot element or its power vp
m
a , 0 ≤ m ≤ Sa, a ∈ Θn, n ≥ 0. Then all pure
Lie monomials w of its expansion have the same depletion:
depl(w) = (p− 1)(m+∑
b⊢a
Sb
)
.
Proof. By (11),
vp
m
a =


∂p
m
a + t
(pSa−pm)
a
∑
ac∈Θn+1
t
(pSc−1)
c vac, 0 ≤ m < Sa;∑
ac∈Θn+1
t
(pSc−1)
c vac, m = Sa.
We expand vac further using (9) (or equivalently (10)) and get an infinite sum of pure Lie monomials. Let
w = (
∏
b>d t
(αb)
b )∂d be one of such monomials. Consider b ∈ Θ, b ⊢ d, of generations 0, . . . , n− 1, then b ⊢ a
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and w has no such variables. The depletion in these variables yields
∑
b⊢a(p− 1)Sb. Consider b ∈ Θ, b ⊢ d,
of generations n + 1, . . . , gend − 1. By (9) or (10), w has the maximal powers in these variables and they
yield nothing in the total depletion. We have two variables b ⊢ d of generation n, namely a and c above.
The depletion in c is trivial. We have pSa−pm = 0p0 + · · ·+ 0pm−1 + (p−1)pm + · · ·+ (p−1)pSa−1. Hence,
depla(w) = (p− 1)m, coinciding with depletion of a in ∂p
m
a in case m < Sa, see (17). 
Lemma 7.3. Let b ∈ Θn, d ∈ Θm, where n ≤ m. Consider ancestral pure Lie monomials u = rn−1∂p
j
b ,
0 ≤ j < Sb; and v = rm−1∂p
l
d , 0 ≤ l < Sd. Assume that [u, v] 6= 0. Then
depl([u, v]) ≤ depl(v) + 1.
Proof. By assumption, rn−1 =
∏
a>b t
(ηa)
a , 0 ≤ ηa < Sa, and rm−1 =
∏
c>d t
(ξc)
c , 0 ≤ ξc < Sc. Then
[u, v] = rn−1r′m−1∂
pl
d , where r
′
m−1 = [∂
pj
b , rm−1].
Since the product is nontrivial, a nontrivial power of tb enters rm−1, hence b > d.
First, we compare (paternal-by-one d-ancestors)-depletions of rm−1 and r′m−1. We get a change of de-
pletion with respect to tb only. In case b 0 d, variable tb is irrelevant and depletions of rm−1, r′m−1 are the
same. Thus, assume that b ⊢ d. Let t(ξ)b , t(ξ
′)
b be the respective factors inside rm−1, r
′
m−1. By claim iv) of
Lemma 4.5, we have |ξ′|p ≥ |ξ|p − 1. Using (16), deplb r′m−1 ≤ deplb rm−1 + 1. Since depletions in other
variables do no change, we get deplc⊢d(r
′
m−1) ≤ deplc⊢d(rm−1) + 1.
Second, we evaluate a depletion of rn−1r′m−1. Fix a ⊢ d. Let t(ξ)a , t(ξ
′)
a , t
(ξ′′)
a be the respective powers in
rn−1, r′m−1, rn−1r
′
m−1. Proving claim i) of Lemma 4.5, we checked that |ξ′′|p = |ξ|p + |ξ′|p. Hence,
depla(rn−1r
′
m−1) = Sa(p− 1)− |ξ′′|p = Sa(p− 1)− |ξ|p − |ξ′|p ≤ Sa(p− 1)− |ξ′|p = depla r′m−1.
Therefore, depl⊢d(rn−1r
′
m−1) ≤ depl⊢d(r′m−1) ≤ depl⊢d(rm−1) + 1, while the d-depletion of ∂p
l
d remains
the same. Hence, depl([u, v]) ≤ depl(v) + 1. 
Let w ∈Wa. We define the depletion depl(w) as a maximum of depletions of its pure Lie monomials.
Lemma 7.4. Let w ∈Wa has a finite depletion. Then depl(wp) ≤ depl(w) + p− 1.
Proof. Write w as an infinite linear combination of pure Lie monomials uj. By properties of the p-mapping,
wp is a linear combination of monomials of two types: a) u′ = upj and b) u
′′ = [ui1 , ui2 , . . . , uip ]. By
Lemma 7.3, depl(u′′) ≤ max{depl(ui1), . . . , depl(uip)} + p− 1 ≤ depl(w) + p− 1.
Consider the case u′ = upj . Let uj = r∂
pm
d , where r =
∏
b>d t
(αb)
b , d ∈ Θ. If r 6= 1, then rp = 0
and u′ = rp∂p
m+1
d = 0. Thus, uj = ∂
pm
d and u
′ = ∂p
m+1
d , where m + 1 < Sd. Using (18), depl(u
′) =
(p− 1)
(
m+ 1 +
∑
c⊢d Sc
)
= (p− 1)
(
m+
∑
c⊢d Sc
)
+ p− 1 = depl(uj) + p− 1 ≤ depl(w) + p− 1. 
Lemma 7.5. Elements of L(Θ, S¯) have finite depletions.
Proof. Consider the generators v1, . . . , vk of L. By Lemma 7.2, depl(v1) = · · · = depl(vk) = 0. The result
follows by Lemma 7.3 and Lemma 7.4. 
Lemma 7.6. Fix numbers p ≥ 2, and s, r ≥ 1. Then ps + pr − 1 ≤ 34ps+r.
Proof. ps+pr−1 = ps+r( 1pr + 1ps − 1ps+r ) = ps+r(1−(1− 1ps )(1− 1pr )) ≤ ps+r(1−(1− 12 )(1− 12 )) = 34ps+r. 
Theorem 7.7. Consider charK = p > 0, a specie of flies Θ, a uniform tuple S¯ = (Sa|a ∈ Θ), and the
drosophila restricted Lie algebra L(Θ, S¯) = Liep(v1, . . . , vk). Then L has a nil p-mapping.
Proof. Fix 0 6= w ∈ L, and an integer N . Assume that the expansion of wpN via pure Lie monomials contains
a pure derivation ∂p
m
a , where a ∈ Θn, 0 ≤ m < Sa.
First, compare depletions. By Lemma 7.5, we have C := deplw <∞. Applying Lemma 7.4,
depl ∂p
m
a ≤ depl(wp
N
) ≤ C +N(p− 1), N ≥ 0.
Combining with (18), we get:
depl(∂p
m
a ) = (p− 1)
(
m+
∑
c⊢a
Sc
)
≤ C +N(p− 1), 0 ≤ m < Sa. (19)
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Second, we evaluate weights. Since monomials of w have weights at least 1, a monomial ∂p
m
a of w
pN has
weight at least pN . Using Lemma 6.3, the bound of Lemma 7.6, item ii) of Lemma 5.1, and (19), we get
pN ≤ wt(∂pma ) = pm wt(va) = pm
n−1∏
i=0
(pSi + pRi − 1) ≤ pm
n−1∏
i=0
(3
4
pSi+Ri
)
=
(3
4
)n
pm+
∑
c⊢a Sc ≤
(3
4
)n
pN+C/(p−1).
Above we used that Si, Ri are tuple entrees indexed by the two flies c of generation i, such that c ⊢ a,
0 ≤ i < n. Hence, (3/4)npC/(p−1) ≥ 1. We obtain a bound on a generation of a ∈ Θn:
n ≤ n0 :=
[C log4/3 p
p− 1
]
.
Thus, wt(∂p
m
a ), m < Sa, is bounded as well. Third, recall that ∂
pm
a is a monomial in the expansion of w
pN ,
thus having a weight at least pN . Choosing N sufficiently large, we get a contradiction. This contradiction
proves, that the expansion of wp
N
via pure Lie monomials cannot contain a pure derivation ∂p
m
a .
By Lemma 5.3, w′ = wp
N ∈ W , and using Lemma 4.6, wpN ∈Wafin+(R1Wa∩Wa). Thus, w′ = w1+w2,
where w1 ∈Wafin and w2 ∈ R1Wa ∩Wa. By (7), there exist an integer r ≥ 1, tuples α1, . . . , αr ∈ Λ, where
|αi|p ≥ 1, and u1, . . . , ur ∈ Wa such that w2 = tα1u1 + · · · + tαrur. Since the expansion of w′ via pure
Lie monomials cannot contain a pure derivation ∂p
m
a , we conclude that w1 = t
β1∂p
l1
b1
+ · · ·+ tβs∂plsbs , where
bi ∈ Θ, βi ∈ Λ and |βi| ≥ 1. Combining these formulas, we get a finite sum w′ = tγ1u1+ · · ·+ tγr′ur′ , where
ui ∈Wa, αi ∈ Λ, and |αi| ≥ 1 for all i = 1, . . . , r′. We conclude that w′ = wpN is nil by Lemma 7.1. 
8. Clover flies and Clover restricted Lie algebras T(Ξ)
8.1. Duplex specie and Duplex Lie (super)algebras. We call a specie Θ = ∪∞n=0Θn duplex provided
that |Θn| = 2 for all n ≥ 0. The duplex specie is unique up to relabelling flies. Let Θ0 = {a0, b0}, then
Θn = {an, bn} where an+1 = anbn, bn+1 = bnan for n ≥ 0. We warn that in order to keep notations of
the original paper, an, bn, n ≥ 0, denote both the flies and the respective pivot elements below. The first
example of Lie superalgebra R in [40] corresponds to the duplex specie in terms of our construction (8).
Example 1 (first example R in [40]). Consider the Grassmann superalgebra Λ = Λ[xi, yi|i ≥ 0]. Using its
partial superderivatives, define recursively odd elements in the associative superalgebra End(Λ):
ai = ∂xi + yixiai+1,
bi = ∂yi + xiyibi+1,
i ≥ 0.
Define a Lie superalgebra R := Lie(a0, b0, c0) ⊂ DerΛ. In case charK = 2, assume that the quadratic
mapping on odd elements is just the square of the respective operator in EndΛ.
The following example is also based on the duplex specie.
Example 2 (family of restricted Lie algebras L(Ξ) in [41]). Let charK = p > 0. Consider integers
Ξ = (Sn, Rn|n ≥ 0), which determine a divided power series ring Ω(Ξ) = 〈x(ξ0)0 y(η0)0 · · ·x(ξi)i y(ηi)i |0 ≤ ξi <
pSi , 0 ≤ ηi < pRi , i ≥ 0〉. Define pivot elements recursively:
ai = ∂xi + x
(pSi−1)
i y
(pRi−1)
i ai+1;
bi = ∂yi + x
(pSi−1)
i y
(pRi−1)
i bi+1;
i ≥ 0. (20)
Define a restricted Lie algebra L(Ξ) := Liep(a0, b0) ⊂ DerΩ(Ξ).
8.2. Triplex species and Triplex Lie (super)algebras. Let Θ0 = {a, b, c} be the zero generation of a
specie of flies. In case of wild flies (i.e. without selection), they determine three pivot elements (see 8):
va = ∂a + t
(pSa−1)
a
(
t
(pSb−1)
b vab + t
(pSc−1)
c vac
)
;
vb = ∂b + t
(pSb−1)
b
(
t(p
Sa−1)
a vba + t
(pSc−1)
c vbc
)
;
vc = ∂c + t
(pSc−1)
c
(
t(p
Sa−1)
a vca + t
(pSb−1)
b vcb
)
.
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These formulas contain pivot elements for all six wild flies of the first generation: Θ¯1 = {ab, ba, ac, ca, bc, cb}.
Now, we require the experimenter to select three flies and rename as Θ1 = {a1, b1, c1}, and continue to
leave three flies in all generations and rename as Θn = {an, bn, cn}, n ≥ 0. We obtain a triplex specie, that
determines a triplex restricted Lie algebra. Clearly, there are many triplex species.
The second example of a Lie superalgebraQ in [40] is related to a triplex specie: an+1 = anbn, bn+1 = bncn,
cn+1 = cnan, n ≥ 0 in terms of the recursion above.We warn that an, bn, cn, n ≥ 0, denote both the flies and
the respective pivot elements below keeping notations of [40].
Example 3. [second example Q in [40]] Consider the Grassmann superalgebra Λ = Λ[xi, yi, zi|i ≥ 0]. Using
its partial superderivatives, define recursively odd elements in the associative superalgebra End(Λ):
ai = ∂xi + yixiai+1,
bi = ∂yi + ziyibi+1,
ci = ∂zi + xizici+1,
i ≥ 0.
Define a Lie superalgebra Q := Lie(a0, b0, c0) ⊂ DerΛ. In case charK = 2, assume that the quadratic
mapping on odd elements is just the square of the respective operator in EndΛ.
If we modify this example by considering positive characteristic and introducing different divided powers,
the computation seem to be impossible because the tuple will not be uniform. We shall introduce another
class of triplex Lie algebras with a uniform tuple that allows reasonable computations.
8.3. Clover specie and Clover restricted Lie algebras. Now, we fix the following triplex specie called
a clover fly specie. Let Θ0 = {a0, b0, c0}, put Θn = {an, bn, cn}, where the selection of the new generation is
as follows
an+1 := anbn, bn+1 := bnan, cn+1 := cnan, n ≥ 0.
Fix integers Ξ = (Sn, Rn|n ≥ 0) (the same as in Example 2) and consider formal divided power series ring:
R = R(Ξ) :=
〈
x
(α0)
0 y
(β0)
0 z
(γ0)
0 · · ·x(αi)i y(βi)i z(γi)i
∣∣∣ 0 ≤ αi < pSi , 0 ≤ βi, γi < pRi , i ≥ 0〉.
Unlike examples above and to avoid ambiguity, we denote flies and the respective pivot elements by different
letters. Using notations vi := vai , wi := vbi , ui := vci and xi := tai , yi := tbi , zi := tci , for all i ≥ 0, our
algorithm (8) yields the pivot elements
vi = ∂xi + x
(pSi−1)
i y
(pRi−1)
i vi+1;
wi = ∂yi + y
(pRi−1)
i x
(pSi−1)
i wi+1;
ui = ∂zi + z
(pRi−1)
i x
(pSi−1)
i ui+1;
i ≥ 0. (21)
We define the clover restricted Lie algebra T(Ξ) := Liep(v0, w0, u0).
Remark 9. Let us draw attention that there is a symmetry between vi and wi, while the remaining ui stay
separate because there is no Z3-cyclic symmetry unlike Example 3.
Lemma 8.1. Let charK = p > 0 and a tuple Ξ be fixed. Consider the clover restricted Lie algebra
T(Ξ) = Liep(v0, w0, u0). Then
i) vp
Si
i = y
(pRi−1)
i vi+1, w
pRi
i = x
(pSi−1)
i wi+1, u
pRi
i = x
(pSi−1)
i ui+1, for all i ≥ 0.
ii) [wp
Ri−1
i , v
pSi
i ] = vi+1, [v
pSi−1
i , w
pRi
i ] = wi+1, [v
pSi−1
i , u
pRi
i ] = ui+1, for all i ≥ 0.
iii) vi, wi, ui ∈ T(Ξ), i ≥ 0.
Proof. Follows from Lemma 5.5 and its Corollary 5.6 or by direct computations. 
Lemma 8.2. The subalgebra of T(Ξ) generated by v0, w0 is isomorphic to L(Ξ) defined by (20).
Proof. We observe that v0, w0 have the same presentation as a0, b0 ∈ L(Ξ). 
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8.4. Clover restricted Lie algebras of Quasi-linear Growth. As a specific case, we construct algebras
of quasi-linear growth. The proof is rather technical and close to that for two-generated duplex restricted
Lie algebras [41] (Example 2 above). But species of flies having two flies in some generation either have two
flies in all subsequent generations or go extinct. The goal in introducing the clover specie was to have three
flies in each generation, so that at some moment three flies can produce a wild specie and the constructed Lie
algebra can return to a rather fast intermediate growth. To this end we extend the duplex specie in a specific
way and obtain the clover specie. On the other hand, our approach allows to use computations of [41]. This
idea enables us to construct hybrid restricted Lie algebras with an oscillating growth and achieve the lower
bound of the main theorem.
Proofs of the next two theorems are rather technical, similar to [41], and placed in a separate paper [42].
Theorem 8.3 ([42]). Let K be a field, charK = p > 0, fix κ ∈ (0, 1). There exists a tuple of integers
Ξκ such that the 3-generated clover restricted Lie algebra T = T(Ξκ) = Liep(v0, w0, u0) has the following
properties.
i) γT(m) = m exp
(
(C + o(1))(lnm)κ
)
as m→∞, where C := 2(ln p)1−κ/κκ;
ii) GKdimT = GKdimT = 1;
iii) Ldim0T = Ldim0T = κ;
iv) the growth function γT(m) is not linear;
v) algebras T(Ξκ) for different κ ∈ (0, 1) are not isomorphic.
To prove this theorem we consider the tuple: Ξκ := (Si := [(i + 1)
1/κ−1], Ri := 1 | i ≥ 0).
Denote ln(q)(x) := ln(· · · ln︸ ︷︷ ︸
q times
(x) · · · ) and exp(q)(x) := exp(· · · exp︸ ︷︷ ︸
q times
(x) · · · ) for all q ∈ N. In comparison
with [41], algebras with even slower quasi-linear growth are constructed in the next theorem.
Theorem 8.4 ([42]). Let charK = p > 0, fix q ∈ N and κ ∈ R+. There exists a tuple of integers Ξq,κ such
that the 3-generated clover restricted Lie algebra T = T(Ξq,κ) = Liep(v0, w0, u0) has the following properties.
i) γT(m) = m
(
ln(q)m
)κ+o(1)
while m→∞;
ii) GKdimT = GKdimT = 1;
iii) Ldimq T = LdimqT = κ;
iv) the growth function γT(m) is not linear;
v) algebras T(Ξq,κ) for different pairs (q, κ) are not isomorphic.
Let us describe the tuple used in [42]. Fix λ := (ln p2)/κ. Put Ξq,κ = (Si, Ri | i ≥ 0), where Ri := 1 for
all i ≥ 0. Also S0 := 1 and Sn := [exp(q)(λ(n+ 2))] + 1− S0 − · · · − Sn−1 for n ≥ 1.
9. Lie algebra of Wild Drosophilas: Lower bound on Growth
Fix a prime p > 0, and a specie of wild flies Θ¯, Θ¯0 = {1, 2, . . . , k}, k ≥ 3. By construction, k uniquely
determines Θ¯. Now we do not need divided powers, consider the trivial tuple S¯ = (Sa = 1|a ∈ Θ¯), and we get
the ordinary truncated polynomial ring R = R(Θ¯). The pivot elements of the zero generation are denoted
as v1, . . . , vk.
Lemma 9.1. Fix charK = p > 0, a wild specie of flies Θ¯, where |Θ¯0| = k ≥ 3. Assume that the tuple S¯ is
trivial. Denote wt Θ¯n := wt va, for all a ∈ Θ¯n, and µ := log2p−1 2. Then
i) wt Θ¯n = (2p− 1)n, n ≥ 0.
ii) |Θ¯n| > (θk)(wt Θ¯n)µ , n ≥ 0.
iii) For any θ∗ > θk (θk is defined in Lemma 4.1) there exists M such that |Θ¯n| < (θ∗)(wt Θ¯n)µ , n ≥M.
Proof. Claim i) is a partial case of Lemma 6.3. Denote m = wt Θ¯n. By i), n = log2p−1m. By the lower
bound of Lemma 4.1 |Θ¯n| > θ2nk = θ2
logp−1(m)
k = θ
mlog2p−1(2)
k = (θk)
(wt Θ¯n)
µ
. Similarly, we prove claim iii)
using the upper bound iii) of Lemma 4.1. 
We show that the upper bound above extends to an arbitrary specie with a uniform tuple.
Corollary 9.2. Fix charK = p > 0, a specie of flies Θ, where |Θ0| = k ≥ 3, and a uniform tuple S¯. So, we
denote wtΘn := wt va, for all a ∈ Θn, and µ := log2p−1 2. Then for any θ∗ > θk there exists M such that
|Θn| < (θ∗)(wtΘn)µ , n ≥M.
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Proof. Remark that |Θn| ≤ |Θ¯n| for all n ≥ 0, assuming that the initial generations of both species have k
flies. Using Lemma 6.3, by induction wt(Θ¯n+1) = (2p− 1)wt(Θ¯n) ≤ (pSn + pRn − 1)wt(Θn) = wt(Θn+1),
n ≥ 0. It remains to apply the upper bound of Lemma.
|Θn| ≤ |Θ¯n| < (θ∗)(wt Θ¯n)µ ≤ (θ∗)(wtΘn)µ , n ≥M. 
We easily have the following lower bound, but it is not the best possible one.
Corollary 9.3. Consider the restricted Lie algebra L = L(Θ¯) = Liep(v1, . . . , vk), where Θ¯ is a wild specie
of flies, the tuple S¯ being trivial. Set µ = log2p−1 2, then 0 < µ < 1. There exists a constant C > 0 such
that we have a lower bound on the growth:
γL(x) > exp
(
Cxµ
)
, x > 0.
Proof. Fix x > 0 and set n = [log2p−1 x]. By Lemma 9.1, wt(va) ≤ x for all a ∈ Θ¯n. By Lemma 6.1, the
respective pivot elements {va|a ∈ Θ¯n} are linearly independent. Using Lemma 4.1 item i),
γL(x) > |Θ¯n| > (2, 33)2n > (2, 33)2
log2p−1(x)−1
= exp
(
ln(
√
2, 33)xµ
)
, x > 0. 
Define recursively Lie monomials (we consider they belonging to a free Lie algebra, see [2, 3]):
F1(X1, X2) = [X1, X2];
F2(X1, X2, X3, X4) = [[X1, X2], [X3, X4]];
Fn(X1, . . . , X2n) = [Fn−1(X1, . . . , X2n−1), Fn−1(X2n−1+1, . . . , X2n)], n ≥ 3.
A Lie algebra is solvable of length n iff it satisfies the identity Fn(X1, . . . , X2n) ≡ 0 [2]. The symmetric group
Sym(2n) naturally acts on these monomials. Permutations that permute halves of some of commutators
inside Fn(X1, . . . , X2n) add only a sign to this polynomial and constitute a Sylov 2-subgroup of Sym(2
n).
Let Γ be the set of permutations π ∈ Sym(2n) such that:
π(1) < π(2), π(3) < π(4), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , π(2n−1) < π(2n),
π(1) < π(3), π(5) < π(7), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , π(2n−3) < π(2n−1),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
π(1) < π(1+2l), π(1+2·2l) < π(1+3·2l), . . . , π(1+(2n−l−2)·2l) < π(1+(2n−l−1)·2l),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
π(1) < π(1+2n−1).
(22)
It is well-known that Γ is the coset set of Sym(2n) modulo its Sylov 2-subgroup of the following cardinality.
Lemma 9.4. Let Γ be as above, then |Γ| = (2n)!/2n(n−1)/2.
Lemma 9.5. Let Θ¯ be a specie of wild flies, Fn, Γ ⊂ Sym(2n) as above, the tuple S¯ being trivial. Assume
that there exist integers m,n and 2n flies {a1, . . . , a2n} ⊆ Θ¯m. Using respective virtual pivot elements vai ,
we get the following linearly independent set
{Fn(vapi(1) , vapi(2) , . . . , vapi(2n)) | π ∈ Γ} ⊂ L¯ := Liep(va | a ∈ Θ¯).
Proof. Observe that Θ′′ := ∪
l≥m
Θ¯l is a specie of wild flies generated by generation Θ¯m. For brevity, denote its
elements as Θ¯m = {1, . . . , 2n, . . .}. Consider a subspecie Θ′ ⊂ Θ′′ generated by Θ′0 := {1, . . . , 2n}, imposing
a selection according to (22). Let ⋖ denote the natural order on Θ′0. Assume that the generation Θ
′
l, l ≥ 0,
is constructed. Define a temporary non-genealogical partial order ⋖ on Θ′l. Namely, assuming that a, b ∈ Θ′l
together have any Θ′0-letter at most once, we compare a, b using their first Θ
′
0-letters with the natural order.
Let a⋖b, then we set ab ∈ Θ′l+1, which is again ”multilinear” in Θ′0, thus constructing Θ′l+1. By construction,
Θ′n consists of the second rows of permutations Γ introduced above (22). Remark that Θ
′
n+1 = ∅.
By Lemma 5.4, we have an epimorphism: φ : Liep(va|a ∈ Θ′′) ։ Liep(va|a ∈ Θ′). Recall its action
on a virtual pivot element for Liep(Θ
′′), which is also a virtual pivot element for L¯. Consider the infinite
expansion (9), as a result of action, terms with derivations for flies a ∈ Θ′′ \Θ′ should disappear.
Denote the virtual pivot elements for L(Θ′) as wa, a ∈ Θ′. Fix a, b ∈ Θ′0 = {1, . . . , 2n}, a⋖ b. Then
wa = ∂a + t
(p−1)
a
∑
c∈Θ′0
t(p−1)c wac, wb = ∂b + t
(p−1)
b
∑
d∈Θ′0
t
(p−1)
d wbd.
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They are φ-images of virtual pivot elements of L(Θ′′) and L(Θ), the latter being of generation m. Denote
Tl = {t(α)a |a ∈ Θ′l, 0≤α<p}, l ≥ 0. We shall compute modulo ideals Wn = Wn(Θ¯) ⊳ W(Θ¯), n ≥ 0,
(Lemma 4.7), omitting (mod ∗) for brevity. By construction of Θ′, we have ba /∈ Θ′1. Thus, using Lemma 5.7,
we get a head with one term:
[wa, wb] = −t(p−1)a t(p−2)b wab + t(p−1)a t(p−1)b
∑
c,d∈Θ′0
t(p−1)c t
(p−1)
d [wac, wbd]
≡ −t(p−1)a t(p−2)b
(
wab + T
2p−1
0 Wm+2
)
,
because [wac, wbd] ∈ Wm+2 (Corollary 5.8). Let c, d ∈ Θ′0 \ {a, b} and c⋖ d. By computations above,
[wc, wd] ≡ −t(p−1)c t(p−2)d
(
wcd + T
2p−1
0 Wm+2
)
.
We continue the process, assuming that a⋖ c:
[[wa, wb], [wc, wd]] ≡ − t(p−1)a t(p−2)b t(p−1)c t(p−2)d︸ ︷︷ ︸
T0
(
t
(p−1)
ab t
(p−2)
cd︸ ︷︷ ︸
T1
(
wabcd + T
2p−1
1 Wm+3
)
+ T 2p−10 Wm+2
)
.
We continue and get by induction the following. Let (a1, . . . , a2n) be the second row of π ∈ Γ. Then
Fn(wa1 , . . . wa2n ) ≡ − t(∗)a1 t(∗)a2 · · · t(∗)a2n︸ ︷︷ ︸
T0
(
t(∗)a1a2· · · t(∗)a2n−1a2n︸ ︷︷ ︸
T1
(
t(∗)a1a2a3a4· · · t(∗)a2n−3a2n−2a2n−1a2n︸ ︷︷ ︸
T2
(
· · ·
(
t(∗)a1...a2n−1 t
(∗)
a2n−1+1...a2n︸ ︷︷ ︸
Tn−1
(
wa1a2...a2n + T
2p−1
n−1 Wm+n+1
)
+ T 2p−1n−2 Wm+n
)
· · ·+ T 2p−12 Wm+4
)
+ T 2p−11 Wm+3
)
+ T 2p−10 Wm+2
)
. (23)
In these computations, we used the following observation: in (23), wa1a2...a2n contains only derivations ∂a,
a ∈ Θ¯l such that l ≥ m + n, while T0, . . . , Tn−1 are of previous generations m, . . . ,m + n − 1 (in terms of
Θ¯). Thus, in further computations the factors T 2p−1j , j = 0, . . . , n − 1, remain untouched. Either group of
products in T0, . . . , Tn−1 above has divided powers with alternating powers (∗) either p− 2 or p− 1.
Consider either of groups of variables belonging to T0, T1, . . . , Tn−1 above, observe that they correspond to
all parents of a1a2 . . . a2n in the specie Θ
′. In particular, all variables in the product above are different. Thus,
(23) yields a unique pure Lie monomial with the same factors at ∂a1a2...a2n . The remaining terms of (23) can
yield pure Lie monomials with derivations of the same generation as the first term, but such terms originate
from T 2p−1i Wi+m+2, i ∈ {0, . . . , n− 1}, and have a bigger total power in Ti than the respective power of the
first term. Hence, the elements (23) corresponding to all permutations Γ are linearly independent.
Let vai , i = 1, . . . , 2
n be the virtual pivot elements of L¯. By above, φ(vai ) = wai , i = 1, . . . , 2
n. Thus,
φ(Fn(vapi(1) , . . . , vapi(2n))) = Fn(wapi(1) , . . . vapi(2n)), π ∈ Γ.
Since the set (23) is linearly independent, we conclude that the required set is linearly independent.
We just proved a linear independence of a set determined in terms of virtual pivot elements that in general
do not belong to L. Thus, we proved a linear independence of a set belonging to a bigger infinitely generated
Lie algebra L¯ = Liep(va|a ∈ Θ¯). 
Lemma 9.6. Let Θ¯ be a specie of wild flies, L = L(Θ¯), the tuple S¯ being trivial. Suppose that there exist
integers m,n and 2n flies {a1, . . . , a2n} ⊆ Θ¯m. Denote q := wt Θ¯m. Then
dimLq2n ≥ (2
n)!
2n(n−1)/2
.
Proof. We use notations Fn, and Γ ⊂ Sym(2n) of Lemma 9.5. Consider the respective actual pivot elements
v¯ai ∈ Lq, i = 1, . . . , 2n. Since vai have derivations of generation at least m, using Lemma 6.1, we get
v¯ai ≡ vai (mod
∑
d❂ai
t
(1)
d Wgen d+2), i = 1, . . . , 2n;
Fn(v¯api(1) , . . . , v¯api(2n)) ≡ Fn(vapi(1) , . . . , vapi(2n)) (mod
∑
d∈Θ¯0...m−1
t
(1)
d Wgen d+2), π ∈ Γ. (24)
Since vai have variables of generation at least m + 1, the same applies to Fn(∗) of Lemma 9.5. Thus, (24)
are linearly independent elements of weight q2n and cardinality given by Lemma 9.4. 
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Theorem 9.7. Fix charK = p > 0, a specie of wild flies Θ¯, where |Θ¯0| = k ≥ 3, the trivial tuple S¯, and
L = L(Θ¯) = Liep(v1, . . . , vk) the respective restricted Lie algebra. Denote λ := log2(p − 12 ). There exist
positive constants C3 = C3(p, k), n3 such that
γL(n) ≥ exp
(
C3
n
(lnn)λ
)
, n ≥ n3.
Proof. Denote µ = log2p−1 2. Then
1
µ = 1 + λ. Let N be a large natural number. Set
q0 = (logθk N)
1/µ. (25)
Choose the smallest integer of the form q = (2p− 1)m, where m ∈ N, and such that q0 ≤ q. Then
log2p−1 q0 ≤ m < log2p−1 q0 + 1. (26)
Fix integers m, q. By Lemma 9.1, q = wt Θ¯m is the weight of all pivot elements of generation m. Using (25)
and (26), we get
(logθk N)
1/µ ≤ q = (2p− 1)m = wt Θ¯m < (2p− 1)(logθk N)1/µ. (27)
Using claim ii) of Lemma 9.1 and the lower bound (27), we get a lower bound on the number of flies of
generation m:
|Θ¯m| > θk(wt Θ¯m)
µ ≥ N.
Lemma 9.6 requires 2n flies in Θ¯m, we choose a more appropriate number M = 2
n < N as follows. Set
n :=
[
log2
( N
(2p− 1)(logθk N)1/µ
)]
;
log2
( N
(2p− 1)(logθk N)1/µ
)
− 1 < n ≤ log2
( N
(2p− 1)(logθk N)1/µ
)
; (28)
N
2(2p− 1)(logθk N)1/µ
< M := 2n ≤ N
(2p− 1)(logθk N)1/µ
. (29)
Choose M = 2n flies in Θ¯m. Weight of ”multilinear” M -fold products of the respective pivot elements is
equal to qM = q2n and does not exceed N by the upper bounds in (27) and (29). Applying Lemma 9.6,
γL(N) > dimLq2n ≥ M !
2n(n−1)/2
. (30)
Using (28), we see that the denominator in (30) is not essential
2n(n−1)/2 = exp
(
n2(C′ + o(1))
)
= exp
(
(lnN)2(C′′ + o(1))
)
= exp
( N
(lnN)λ
o(1)
)
, N →∞.
Using the Stirling formula and the lower bound (29), we have
M ! >
(
M
e
)M
= exp(M(lnM − 1)) > exp
(
N
(
lnN − 1µ ln logθk N − ln(4p− 2)
)
2(2p− 1)(logθk N)1/µ
)
= exp
(
N
(lnN)λ
( (ln θk)1+λ
4p− 2 + o(1)
))
, N →∞. (31)
Fix any positive constant C3 < (ln θk)
1+λ/(4p− 2). Now, the result follows from (30) and (31). 
10. Growth of Lie algebra of Wild Drosophilas
The goal of this section is to finish the proof of the following result specifying an intermediate growth
of the restricted Lie algebra corresponding to a specie of wild flies. The difficulty is that we have no clear
bases.
Theorem 10.1. Fix charK = p > 0, a specie of wild flies Θ¯, where |Θ¯0| = k ≥ 3, the trivial tuple S¯, and
L = L(Θ¯) = Liep(v1, . . . , vk) the respective restricted Lie algebra. Denote λ := log2(p − 12 ). There exist
positive constants C3 = C3(p, k), C4 = C4(p, k), n0 such that
exp
(
C3
n
(lnn)λ
)
≤ γL(n) ≤ exp
(
C4
n
(lnn)λ
)
, n ≥ n0.
Proof. The lower and upper bounds are proved in Theorem 9.7 and Theorem 10.2 below. 
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For simplicity, a reader can think that in the next result we are dealing with a specie of wild flies Θ¯ and
the trivial tuple S¯. A more general setting is needed to get the total upper bound of claim iii) in main
Theorem 3.1. Namely, we assume that a specie Θ is a hybrid of wild and clover species, namely, Θ has
interchanging wild segments with the trivial tuple, and clover segments with their tuples, see section 11.
Theorem 10.2. Fix charK = p > 0, a hybrid specie Θ, where |Θ0| = k ≥ 3, and a uniform tuple S¯. Let
L = L(Θ, S¯) = Liep(v1, . . . , vk) be the respective restricted Lie algebra. Denote λ := log2(p− 12 ). There exist
positive constants C4 = C4(p, k), n0 such that
γL(n) ≤ exp
(
C4
n
(lnn)λ
)
, n ≥ n0.
Proof. Set µ := log2p−1 2. Then 1/µ = 1+λ. Fix a number θ∗ > θk. By Corollary 9.2, there exists M0 such
that
|Θm| ≤ θ(wtΘm)
µ
∗ , m ≥M0. (32)
Fix a large natural number N . Consider a function f(x) := xθx
µ
∗ , x ≥ 0. Let y ∈ R+ be the unique solution
of the equation
f(y) = y · θyµ∗ = N. (33)
Rewrite this equation as y = φ(y) where φ(x) := (logθ∗(N/x))
1/µ. Consider two iterations:
y0 : = φ(1) = (logθ∗ N)
1/µ; (34)
y1 : = φ(y0) =
(
logθ∗
( N
(logθ∗ N)
1/µ
))1/µ
=
(
logθ∗ N −
1
µ
logθ∗ logθ∗ N
)1/µ
. (35)
We check that
f(y0) = (logθ∗ N)
1/µ ·N > N ;
f(y1) =
(
logθ∗ N −
1
µ
logθ∗ logθ∗ N
)1/µ
· N
(logθ∗ N)
1/µ
< N.
Since function (33) is increasing, we get y1 < y < y0. Next, we choose integersm, q such that q = wtΘm ≤ y1
and m is maximal. By Lemma 6.3, we have y1 ≥ q = wtΘm ≥ (2p− 1)m. Hence,
m ≤ log2p−1 y1. (36)
A) Consider the case that Θm belongs to a wild segment, in particular Sm = 1. (This case includes
the most important situation of a wild specie with the trivial tuple. Case B) below is needed only to
prove that the growth function stays inside the wide angle, i.e. claim iii) of Theorem 3.1). By Lemma 6.3,
wtΘm+1 = (2p− 1)wtΘm > y1, the latter follows by maximality of m. This observation explains the lower
bound in relations between the numbers fixed above
y1
2p− 1 < q = wtΘm ≤ y1 < y < y0. (37)
We use (32), (37), and (33),
|Θm| ≤ θ(wtΘm)
µ
∗ = θq
µ
∗ < θ
yµ
∗ =
N
y
< N. (38)
Now we describe an approach to evaluate the growth of L. Consider the generators v1, . . . , vk of L and
present them as follows. Recall that Θ0 = {1, . . . , k}. By cutting presentation (10) at step m, we get
vi =
∑
id∈Θ0...m−1
(∏
c⊢d
t(p
Sc−1)
c
)
∂d +
∑
i≻d∈Θm
(∏
c⊢d
t(p
Sc−1)
c
)
vd, i = 1, . . . , k. (39)
The first terms belong to a bigger set of pure Lie monomials D := {δ =∏c>d t(∗)c ∂d | d ∈ Θ0...m−1} while
terms of the second sum belong to Ω := {ω = ∏c>d t(∗)c vd | d ∈ Θm} (where (*) denote all possibilities).
Using these observations, we write right-normed N -fold products of the generators (39) as follows:
w = [vi1 , . . . , viN ] =
∑
δ∗∈D
[δj1 , . . . , δjN ] +
∑
1≤P≤N
[
[δ∗, . . . , δ∗, ωi1 ], [δ∗, . . . , δ∗, ωi2 ], . . . , [δ∗, . . . , δ∗, ωiP ]
]
, (40)
where ω∗ ∈ Ω, δ∗ ∈ D are terms in (39). This formula is easily proved by induction on N .
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By the nature of pure Lie monomials, δ = [δj1 , . . . , δjN ] = λ
∏
c>d t
(∗)
c ∂d, where λ ∈ K and d is the
maximal among flies of δji . Up to a scalar, δ belongs to D and
wt(δ) ≤ wt(Θm−1) < wt(Θm) = q < y0 = (logθ∗ N)1/µ, (41)
by (37) and (34). On the other hand, by (40), wt(δ) = wt(w) = N ≮ (logθ∗ N)
1/µ. This contradiction
proves that the first summand in (40) is trivial.
Consider actions of pure Lie monomials δ∗ on ωi∗ ∈ Ω in (40). A derivation decreases degree of a variable
corresponding to an ancestor of the fly of the pivot element, optionally, adding variables corresponding to
senior ancestors, yielding again an element of Ω.
Thus, N -fold products w of the generators (see (40)) are expressed via the following elements. Consider
ωi =
∏
c>di
t
(∗)
c vdi ∈ Ω, where di ∈ Θm. We obtain elements
w˜ = [ω1, ω2, . . . , ωP ] =
[ ∏
c>d1
t(∗)c vd1 ,
∏
c>d2
t(∗)c vd2 , . . . ,
∏
c>dP
t(∗)c vdP
]
=
(
ν
∏
c∈Θ0...m−1
t(∗)c
)
[vd1 , vd2 , . . . , vdP ], ν ∈ K, 1 ≤ P ≤ N, dij ∈ Θm. (42)
It remains to evaluate the number of monomials (42). We use (36), (37), and (33)
θ2
m−1
∗ ≤ θ2
log2p−1(y1)−1
∗ = θ
(y1)
log2p−1(2)/2
∗ = θ
yµ1 /2∗ <
√
θy
µ
∗ =
√
N/y <
√
N. (43)
By Lemma 4.1, |Θn| ≤ |Θ¯n| ≤ θ2n∗ , for sufficiently large n ≥ n0. We use (43)
m−1∑
j=0
|Θj | ≤ C′ +
m−1∑
j=n0
θ2
j
∗ ≤ C′ + θ2
m−1
∗
∞∑
i=0
(2, 33)−i < 1, 8 · θ2m−1∗ < 2
√
N. (44)
For any variable t
(αc)
c its power has pSc possibilities. Recall that a uniform tuple S¯ yields disjoint decom-
positions Θn = Θ
′
n ∪ Θ′′n, the parts having tuple values Sc = Sn and Sc = Rn, for n ≥ 0. We evaluate the
number of possibilities for the product of divided variables in (42), using Corollary 6.4, (41), and (44):
∏
c∈Θ0...m−1
pSc =
m−1∏
j=0
pSj |Θ
′
j|+Rj |Θ′′j | < p(S0+R0+···+Sm−1+Rm−1)(|Θ0|+···+|Θm−1|)
< (wtΘm)
2(|Θ0|+···+|Θm−1|) ≤ exp
( 4
µ
ln logθ∗ N ·
√
N
)
, (45)
this number is not changing the expected upper bound.
Let us evaluate P in (42). We estimate weight of the first factor in (42) using Lemma 6.3, and (44):∣∣∣∣wt( ∑
c∈Θ0...m−1
t(∗)c
)∣∣∣∣ ≤ ∑
c∈Θ0...m−1
(pSc − 1)wt vc <
m−1∑
j=0
(pSj + pRj − 1)wtΘj|Θj |
=
m−1∑
j=0
wt(Θj+1)|Θj | < wtΘm
m−1∑
j=0
|Θj| < 2q
√
N. (46)
We evaluate weight of (40) and (42) using (46):
N = wtw = wt w˜ = P wt(Θm) + wt
( ∑
c∈Θ0...m−1
t(∗)c
)
> Pq − 2q
√
N.
Using this relation, lower bound in (37), and (35) we get an upper bound on P in (42):
P <
N
q
+ 2
√
N ≤ (2p− 1)N
y1
+ 2
√
N =
(2p− 1)N(
logθ∗ N − 1µ logθ∗ logθ∗ N
)1/µ + 2√N
= N
2p− 1 + o(1)
(logθ∗ N)
1/µ
, N →∞. (47)
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For any fixed P we evaluate the number of commutators in (42) using (47) and (38):
|Θm|P = exp(P ln |Θm|) ≤ exp
(
N
2p− 1 + o(1)
(logθ∗ N)
1/µ
lnN
)
= exp
( N
(lnN)λ
(
(2p− 1)(ln θ∗)1+λ + o(1)
))
, N →∞. (48)
Now it remains to multiply by the number of divided power factors in (42) evaluated as (45) and sum over
possible P ∈ {1, . . . , N}, we just multiply by N . Actually, (48) is an upper bound on the growth of an
algebra obtained by using only Lie brackets for the generators. Denote (48) by g(N). The growth of L,
which is a p-hull of that algebra, is evaluated as g˜(n) =
∑∞
j=0 g(p
−jn), where the summation is over integer
arguments of g(n) only, instead we can roughly multiply by logpN . The asymptotic (48) remains the same.
By choosing any constant C4 > (2p−1)(ln θ∗)1+λ, the desired upper bound follows from the asymptotic (48).
B) Now consider the case that Θm belongs to a clover segment. We evaluate the number of products (42)
repeating a simplified version of the approach above. Let Vm := {vm, wm, um} denote the pivot elements
for generation Θm. Then Θm+1 has 3 pivot elements denoted as Vm+1 := {vm+1, wm+1, um+1}. Recall that
Rm = 1, using notations (21), we rewrite elements of Vm (i.e. pivot elements of generation Θm) as
vm = ∂xm + x
(pSm−1)
m y
(p−1)
m vm+1;
wm = ∂ym + y
(p−1)
m x
(pSm−1)
m wm+1;
um = ∂zm + z
(p−1)
m x
(pSm−1)
m um+1.
(49)
Temporarily denote elements of Vm+1 also as {b1, b2, b3}. The commutators in (42) are commutators of the
elements (49). After substitution, N -fold commutators in the generators of L are expressed via
˜˜w =
( ∏
c∈Θ0...m−1
t(∗)c
)( ∑
0≤α<pSm , 0≤β,γ<p
1≤P ′≤P
x(α)m y
(β)
m z
(γ)
m
)
[bc1, . . . , bcP ′ ], bij ∈ Vm+1. (50)
Nonessential estimate (45) on the number of the first factors in (50) remains the same. By Lemma 6.3 ,
wtΘm+1 = (p
Sm + p− 1)wtΘm. (51)
Using (51), we evaluate weight of the second factor in (50)∣∣wt(x(α)m y(β)m z(γ)m )∣∣ ≤ wtΘm(α+ 2(p− 1)) < q(α+ 2p). (52)
Using (46), (51), (52), and that P ′ ≥ 1, we evaluate weight of (50)
N = wt( ˜˜w) > P ′wt(Θm+1)− q(α+ 2p)− 2q
√
N
≥ q(pSm + p− 1)− q(α+ 2p)− 2q
√
N = q((pSm − 1− α)− p− 2
√
N);
α > pSm − 1− p− 2
√
N − N
q
≥ pSm − 1− (p+ 3N).
Since 0 ≤ α < pSm , number of second factors in (50) is bounded by a small number (p+ 3N)p2.
It remains to evaluate the number of different commutators in (50). Now we use a rough estimate:∣∣wt(x(α)m y(β)m z(γ)m )∣∣ ≤ wtΘm(pSm − 1 + 2(p− 1)) < 2wtΘm(pSm + p− 1) = 2wtΘm+1.
Estimate (46) on weight of the first factor in (50) remains the same, where we use q = wtΘm < wtΘm+1.
Thus, we evaluate weight of (50) as:
N = wt ˜˜w ≥ P ′wtΘm+1 − 2wtΘm+1
√
N − 2wtΘm+1;
P ′ ≤ N
wtΘm+1
+ 2
√
N + 2.
By the choice of m, we have wt(Θm+1) ≥ y1, the latter is given by (35). Continuing our estimates,
P ′ ≤ N
(logθ∗ N − 1µ logθ∗ logθ∗ N)1/µ
+ 2
√
N + 2 =
(
(ln θ∗)1/µ+o(1)
) N
(lnN)1/µ
, N →∞.
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The commutators in (50) have length P ′ in |Θm+1| = 3 letters, we evaluate their number as
3P
′ ≤ exp
((
ln 3(ln θ∗)1/µ+o(1)
) N
(lnN)1/µ
)
, N →∞.
Since 1/µ = λ+ 1, in this case we get even a smaller estimate than needed. 
11. Phoenix Lie algebras: construction and Oscillating Growth
11.1. Cutting off senior generations of flies. First, we study a general change of the growth of a
drosophila Lie algebra after cutting off finitely many senior generations of flies.
Fix charK = p > 0. Let Θ = ∪∞j=0Θj be a specie of flies, where Θ0 = {1, . . . , k}, k ≥ 3, S¯ = (Sa ∈
N|a ∈ Θ) a tuple, and L = L(Θ, S¯) = Liep(Θ0) the respective restricted Lie algebra. We need a technical
assumption that the tuple S¯ is uniform. Recall that we assume that all pivot elements of a fixed generation
{va|a ∈ Θn} are of the same weight, denoted as wt(Θn) (below, we shall need this assumption only for
n ≥M). We have a grading L = ∞⊕
n=1
Ln by degree in the generators V := {v1, . . . , vk} corresponding to the
zero generation Θ0 (Theorem 6.2). Recall that γL(V, n) =
∑n
j=1 dimLj , for n ≥ 1.
Fix M ∈ N and define Θ′ := ∪j≥MΘj , this is a specie generated by Θ′0 = ΘM (remark that Θ′ ⊂ Θ is not
a subspecie because ancestors of ΘM do not belong to Θ
′). Consider the restriction tuple S¯′ := (Sa|a ∈ Θ′),
and the respective restricted Lie algebra H = L(Θ′, S¯′) = Liep(ΘM ). Remark that, in general, H is not a Lie
subalgebra of L because it is generated by the virtual pivot elements of its zero generation V ′ := {va|a ∈ ΘM},
which do no necessarily belong to L.
Lemma 11.1. There exist constants q, q1, A0, A,N0 > 1, determined in terms of the data for the generations
j = 0, . . . ,M above, such that the growth functions of L, H, with respect to the pivot elements for Θ0 and
Θ′0 = ΘM , respectively, are related as:
i) γH(V
′, [N/q]) < γL(V,N) < A0 +A · γH(V ′, [(N + q1)/q]) for N ≥ 1.
ii) γL(V,N) < A0 +A · γH(V ′, N) for N ≥ N0.
Proof. Below, the growth functions of L and H are considered with respect to V and V ′, respectively. Denote
q := wt(ΘM ). We have a grading of the algebra H =
∞⊕
n=1
Hn by degree in its generating set V
′. Consider
a basis of H formed by restricted Lie monomials in V ′. Namely, choose bases for homogeneous components
Hn, consisting of elements of type [va1 , . . . , vam ]
pl , where mpl = n, l ≥ 0, vai ∈ V ′, and n ≥ 1.
Consider the actual pivot elements {v¯a|a ∈ ΘM} ⊂ Lq ⊂ L. By Lemma 6.1 and Lemma (4.7), we get
[v¯a1 , . . . , v¯am ]
pl ≡ [va1 , . . . , vam ]p
l
(mod
∑
d∈Θ0...M−1
t
(1)
d Wgen d+2).
Since the sum above contains factors with senior variables, which are not acted by va, a ∈ ΘM , the monomials
above remain linearly independent. These products have weight nwt(ΘM ) = nq. Hence, dimLqn ≥ dimHn
for all n ≥ 1. Thus, we obtain the required lower bound:
γL(N) > γL(q[N/q]) >
[N/q]∑
j=1
dimLqj ≥
[N/q]∑
j=1
dimHj = γH([N/q]), N ≥ 1.
Consider the generators v1, . . . , vk of L and cut their presentation (10) as we did above (39):
vi =
∑
id∈Θ0...M−1
(∏
c⊢d
t(p
Sc−1)
c
)
∂d +
∑
i≻d∈ΘM
(∏
c⊢d
t(p
Sc−1)
c
)
vd, i = 1, . . . , k. (53)
Terms of the first sum belong to a bigger set of pure Lie monomials D := {δ=∏c>d t(∗)c ∂d | d ∈ Θ0...M−1}
while terms of the second sum belong to Ω := {ω =∏c>d t(∗)c vd | d ∈ ΘM} (where (*) denote all possibilities).
Using this presentation, we write right-normed N -fold products of the generators (53) as follows:
w = [vi1 , . . . , viN ] =
∑
δ∗∈D
[δj1 , . . . , δjN ] +
∑
1≤P≤N
[
[δ∗, . . . , δ∗, ωi1 ], [δ∗, . . . , δ∗, ωi2 ], . . . , [δ∗, . . . , δ∗, ωiP ]
]
, (54)
where ω∗ ∈ Ω, δ∗ ∈ D are terms of (53). This formula is proved by induction on N . Products of the first
sum (up to scalar) belong to D, hence, their weight is bounded by N1 := wt(ΘM−1). Let N > N1 and the
first sum disappears. Write multiplicands in (54) as [δ∗, . . . , δ∗, ωij ] = ω˜ij ∈ Ω (omitting scalar for brevity).
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Consider ωi =
∏
c>di
t
(∗)
c vdi , where di ∈ ΘM . We write their products as
w˜ = [ω1, ω2, . . . , ωP ] =
[ ∏
c>d1
t(∗)c vd1 ,
∏
c>d2
t(∗)c vd2 , . . . ,
∏
c>dP
t(∗)c vdP
]
=
( ∏
c∈Θ0...M−1
t(αc)c
)
[vd1 , vd2 , . . . , vdP ], 0 ≤ αc < pSc , 1 ≤ P ≤ N, di ∈ ΘM . (55)
Thus, using (54), N -fold products w of the generators (54) are expressed via monomials (55). The absolute
value of weight of divided power factors in (55) is bounded by q1 :=
∑
c∈Θ0...M−1(p
Sc−1)wt(vc). Thus, we
evaluate weight of a monomial (55) as N = wtw = wt w˜ ≥ P wt(ΘM )− q1 = Pq − q1. Hence,
P ≤ [(N + q1)/q]. (56)
The next number bounds the number of different divided power factors in (55)
A :=
∏
c∈Θ0...M−1
pSc . (57)
We need to add pl-powers of commutators of the generators. In (55), the commutator is replaced by
[vd1 , vd2 , . . . , vdP ′ ]
pl ∈ HP , where P = P ′pl, the product of variables is replaced by its power, which is
non-zero only in the case this product is absent. Estimate (56) remains valid. Using (55), (56), (57), we get:
γL(N) ≤ γL(N1) +AγH([(N + q1)/q]) ≤ A0 +AγH([(N + q1)/q]), N ≥ 1,
where we can set A0 := k
N1 . By choosing N0 such that (N0 + q1)/q ≤ N0 we obtain claim ii). 
11.2. Almost wild and almost clover species of flies and their Lie algebras. A specie of flies Θ is
almost wild if after a component ΘM , |ΘM | ≥ 3, there is no selection, in other words, Θ′ = ∪j≥MΘj is a wild
specie generated by ΘM . We show that initial generations are not essential and the respective Lie algebra
has a growth similar to that for wild flies (see Theorem 10.1 and constants C3, C4 in it), with somewhat
weaker bounds.
Lemma 11.2. Fix charK = p > 0, andM ∈ N. Let senior generations of flies Θ0...M , where |ΘM | = k′ ≥ 3,
and tuple integers {Sa|a ∈ Θ0...M−1} are fixed, and flies of generation M are of the same weight denoted as
q = wt(ΘM ). Assume that starting with generation ΘM the specie is wild and Sa = 1 for a ∈ Θj, j ≥ M .
We get an almost wild specie Θ, a tuple S¯, and the respective restricted Lie algebra L = L(Θ, S¯). Denote
λ := log2(p− 12 ). Fix any constant δ > C4(p, k′)/q. Then for any ǫ > 0 there exists N(ǫ) such that
exp
( n
(lnn)λ+ǫ
)
≤ γL(n) ≤ exp
(
δ
n
(lnn)λ
)
, n ≥ N(ǫ).
Proof. Consider H = Liep(ΘM ), the restricted Lie algebra for the wild specie Θ
′ = ∪j≥MΘj. By Theo-
rem 10.1, there exist positive constants C3, n0 such that
γH(n) ≥ exp
(
C3
n
(lnn)λ
)
, n ≥ n0.
We apply Lemma 11.1:
γL(n) ≥ γH([n/q]) ≥ exp
(
C3
n/q − 1
(lnn− ln q)λ
)
= exp
( n
(lnn)λ+ǫ
· C3(lnn)
ǫ
q
n− q
n
(
1− ln q
lnn
)−λ)
≥ exp
( n
(lnn)λ+ǫ
)
, n ≥ N(ǫ),
by choosing N(ǫ) such that the second factor in brackets above is greater than 1.
By Theorem 10.1, there exist C4 = C4(p, k
′), n0 such that
γH(n) ≤ exp
(
C4
n
(lnn)λ
)
, n ≥ n0.
We use Lemma 11.1, the following asymptotic implies the desired upper bound
γL(n) ≤ A0 +AγH
(
[(n+ q1)/q]
) ≤ A0 +A exp(C4 (n+ q1)/q
(ln(n+ q1)− ln q)λ
)
= exp
((C4(p, k′)
q
+ o(1)
) n
(lnn)λ
)
≤ exp
(
δ
n
(lnn)λ
)
, n ≥ N(ǫ). 
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Similarly, a specie of flies Θ is almost clover if there exists an integer M such that Θ′ = ∪j≥MΘj is a
clover specie. We show that initial generations are not essential and the respective Lie algebra has a growth
actually the same as that of the clover specie given by Theorem 8.4 (one can also prove a similar statement
in terms of the specie of Theorem 8.3). We hope that using q as the number of iterations of logarithm and
parameter of Lemma 11.1 is not very misleading below.
Lemma 11.3. Fix charK = p > 0, q ∈ N, κ ∈ R+, and M ∈ N. Let initial generations of flies Θ0...M−1
and tuple integers {Sa|a ∈ Θ0...M−1} be fixed. We assume that the flies of generation M − 1 are of the same
weight. Then there exist an almost clover specie Θ (the clover generations and its tuple values start with
the generation M), parameters S¯, extending the initial values, and an almost clover restricted Lie algebra
L = L(Θ, S¯) as follows.
i) For any ǫ > 0 there exists N0 such that
n
(
ln(q)n
)κ−ǫ ≤ γL(n) ≤ n( ln(q)n)κ+ǫ, n ≥ N0;
ii) GKdimL = GKdimL = 1;
iii) Ldimq L = Ldimq L = κ.
Proof. By Theorem 8.4, there exist a clover specie Θ′, |Θ′0| = 3, a tuple Ξq,κ and a 3-generated restricted
Lie algebra H = L(Θ′,Ξq,κ) with the following growth function. For any ǫ > 0 there exists N such that
n
(
ln(q)n
)κ−ǫ ≤ γH(n) ≤ n( ln(q)n)κ+ǫ, n ≥ N.
We take the initial generations Θ0...M−1, in the next generation select any 3 flies, thus |ΘM | = 3, and
take the clover specie described above starting with ΘM . Extending the initial tuple values by Ξq,κ we get
a tuple S¯. We obtain an almost clover restricted Lie algebra L = L(Θ, S¯) and apply bounds of Lemma 11.1:
γL(n) ≤ A0 +AγH(n) ≤ A0 +An
(
ln(q)n
)κ+ǫ ≤ n( ln(q)n)κ+2ǫ, n ≥ n1(ǫ);
γL(n) ≥ γH([n/q]) ≥ n
q
(
ln(q)(n/q)
)κ−ǫ ≥ n( ln(q)n)κ−2ǫ, n ≥ n2(ǫ). 
11.3. Phoenix Lie algebras. Now we are ready to finish proof of the main result of the paper.
Proof of Theorem 3.1. The nillity follows by Theorem 7.7.
Let {ǫi|i ≥ 1} be a decreasing sequence of positive numbers approaching to zero. We shall construct a
hybrid specie of flies Θ, where |Θ0| = 3, a uniform tuple S¯, and a strictly increasing sequence of integers
{Mi|i ∈ N}, such that the segment ΘMm−1 , . . . ,ΘMm−1 along with SMm−1 , . . . , SMm−1 are wild for odd m
and clover for even m, for all m ≥ 1. Above, we set M0 = 0, also we start all segments with 3 flies, namely,
|ΘMm | = 3 for m ≥ 0. We obtain a hybrid restricted Lie algebra L = L(Θ, S¯). Simultaneously, we shall
construct a sequence {ni|i ∈ N}, where Mj−1 ≤ nj < Mj, and such that γL(nj) satisfies inequalities of
item i) of Theorem with ǫ = ǫj, δ = ǫj for odd j, and inequalities of item ii) with ǫ = ǫj for even j, for all
j ∈ N. We say that at points nj we get gate estimates. This construction yields claims i), ii). Intermediate
constructed algebras will be denoted as L for brevity.
Let Mj−1 be constructed, we shall increase Mj−1 below if needed. Consider that j is odd. The exper-
imenter selects a wild segment ΘMj−1 , . . . ,ΘMj−1, starting with M := Mj−1 and |ΘMj−1 | = 3, and trivial
entrees of the tuple (i.e. Si = 1 for all respective generations). There exists nj such that the growth func-
tion satisfies bounds of Lemma 11.2 with ǫ := ǫj for all n ≥ nj . In that Lemma we needed a constant
δ > C4(p, 3)/wt(ΘMj−1 ), on the previous step we could select the denominator sufficiently large so that
δ < ǫj . Thus, γL(nj) satisfies the bounds of item i) with parameters δ = ǫ := ǫj . Lemma 11.2 is based on
estimates of Lemma 11.1, where we need m := [(nj+ q1)/q] wild generations, for some constants q, q1. Thus,
we set Mj := max{nj ,Mj−1+m}+1. The lower bound on the growth is based on estimate of Lemma 9.5,
that needs a specie being wild till nj. Therefore, we can change generations and the tuple arbitrarily, starting
with Mj, without changing the obtained value γL(nj) and the established gate estimates for it.
LetMj−1 be constructed and j is even. Now the experimenter selects a clover segment ΘMj−1 , . . . ,ΘMj−1,
and respective tuple entrees corresponding to the parameters q and κ (see details of the construction in [42]).
There exists nj , such that the growth function satisfies bounds of Lemma 11.3 for all n ≥ nj , where we set
ǫ := ǫj . Lemma 11.3 is based on Lemma 11.1, where we need a clover segment of length m := [(nj + q1)/q],
for some constants q, q1. Our computation of the growth function for a clover specie is based on the explicit
basis, see [42, Theorem 4.7]. Hence, to have the growth function the same as that of the clover specie till m
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it is sufficient to have m new clover generations. We set Mj := max{nj,Mj−1+m}+1, and we can modify
the specie and the tuple starting with Mj while keeping the obtained gate estimates for γL(nj).
It remains to prove claim iii), which states that the growth function stays in the specified wide angles.
Let us prove the total lower bound in claim iii). The problem is that at the beginning of clover generations
Mj−1, . . . ,Mj − 1 the clover algebra H used in the construction is rather ”small”. First, we are going to
check the total lower bound during the whole of a clover segment. Since each generation of the specie has
at least 3 flies, we specify the construction so that we have a total clover subspecie through all generations
Θ′ = {an, bn, cn|n ≥ 0} ⊂ Θ. Consider its Lie algebra H := L(Θ′, S¯′), where S¯′ is the respective restriction
tuple. By Lemma 5.4, we have an epimorphism φ : L(Θ, S¯) ։ H and it is sufficient to prove a total lower
bound for H .
Let j be even (i.e. the last segment is clover) and Mj−2 is constructed, we refine construction of integers
Mj−1,Mj. Denote m2 := wt(ΘMj−2 ), which is now fixed, and m1 := wt(ΘMj−1 ). Using (14), we have
m1 = m2(2p− 1)Mj−1−Mj−2 . (58)
A basis of H contains standard monomials of second type (see [42]):
w =
∏
Mj−2≤i<Mj−1
0≤αi,βi,γi<p
x
(αi)
i y
(βi)
i z
(γi)
i︸ ︷︷ ︸
wild variables
·
( ∏
Mj−1≤i≤n−2
0≤αi<pSi, 0≤βi,γi<p
x
(αi)
i y
(βi)
i z
(γi)
i︸ ︷︷ ︸
clover variables
)
gζn−1,ζn−1n , n < Mj . (59)
The idea is that the first factor corresponds to a basis of the clover Lie algebra with the trivial tuple, which
Gelfand-Kirillov dimension is strictly greater than 1 (see [42]) and we take this segment sufficiently large to
guarantee the lower bound. We shall evaluate the number of some monomials (59) with wtw ≤ m, where
m ≥ m1.
The second factors in (59) are basis monomials of the clover specie constructed in Theorem 8.4 generated
by its zero generation {aMj−1 , bMj−1 , cMj−1}, which weight is wt(Mj−1) = m1. Consider such monomials of
weight bounded by m, but we need to normalize by weight of the zero generation. Multiplying the function
in Theorem 8.4 by a sufficiently small positive constant C0, we get a total lower bound, i.e. for all n ≥ 1.
Substituting m/m1 in that function, we get a quasi-linear lower bound on the number of the second factors
in (59)
C0
m
m1
(
ln(q)
m
m1
)κ−ǫ
, m ≥ m1.
(recall that if an iterated logarithm is not defined, negative, or less than 1, we redefine it to be 1). Put
δ := log2p−1 p
3, then δ > 1. Using (58), the number of first factors in (59) has a ”slow polynomial” growth:
p3(Mj−1−Mj−2) = p3 log2p−1(m1/m2) =
(m1
m2
)log2p−1 p3
=
(m1
m2
)δ
.
The first factors in (59) are of negative weight and w remains of weight bounded by m. Thus, we get a lower
bound on the number of monomials (59)
γL(m) ≥ γH(m) ≥
(m1
m2
)δ
C0
m
m1
(
ln(q)
m
m1
)κ−ǫ
=
C0m
(δ−1)/2
1
mδ2
·m exp
(δ−1
2
lnm1 + (κ− ǫ) ln(q+1) m
m1
)
≥ m exp(ln(q)m)κ−ǫ, m ≥ m1.
Indeed, since m2 is fixed, by choosing m1 sufficiently large, the first fraction is greater than 1. Also, consider
the formula inside the exponent as a function of m1, while m is fixed. Using its derivation, we see that it is
increasing for m1 ∈ [1,m/τ ], where τ > 1. Similarly, one checks the total lower bound during the whole of
a wild segment, now the clover and wild segment change their places in monomials (59), changing intervals
of quasi-linear growth and slow polynomial growth.
Let us prove the total upper bound in claim iii). Fix a large integer j, put H := L(ΘMj ), this is a
3-generated restricted Lie algebra. By Theorem 10.2, there exist C4 = C4(p, 3), n0 such that
γH(n) ≤ exp
(
C4
n
(lnn)λ
)
, n ≥ n0.
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By Lemma 11.1 there exist constants A0, A, q1, and q := wt(ΘMj ) such that
γL(N) < A0 +A · γH([(N + q1)/q]) = exp
((C4
q
+ o(1)
) N
(lnN)λ
)
, N →∞.
By choosing j sufficiently large we get C4/q < δ, thus yielding the upper bound of claim iii). 
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