ABSTRACT The measurements of delay and Doppler (DD) spreading in underwater acoustic channels (UACs) have multiple applications, including communications as well as the development of a dynamic UAC simulator. However, these measurements suffer from the difficulties of fast time variations and large data sets. This paper addresses an efficient compressed sensing (CS) method to solve these problems. First, the DD spreading in UACs is studied by using a doubly spread model; second, the least-square criterion is implemented and its limit is analyzed. Subsequently, the matching pursuit (MP) method is applied to the problem by exploiting the sparsity of the DD model-based UACs. Although the MP method improves the performance of the LS method, it has unavoidable deficiencies, e.g., the redundant selections of bases that lead to a limited measurement of DD spreading. Thus, this paper proposes an improved version by inserting a projection matrix. The projected MP (PMP) method adopts QR decomposition for an efficient computation. Finally, at-sea data-based comparisons among the abovementioned three methods are conducted to verify the superiority of the PMP method.
I. INTRODUCTION
An underwater acoustic channel (UAC) exhibits the characteristics of time variation and doubly spread due to the following reasons: a fluctuating water surface; variable environmental noises; transmitter or receiver movement; and depth-varying sound speed profiles. These factors lead to a continuously dynamic DD spreading and a serious impact on communication performance such as Inter-Symbol Interference (ISI) [1] . The characteristics of UACs have large influences on the development of UAC simulators and the development of high-rate underwater acoustic communication [2] , [3] .
The multi-path model is based on a time domain, and is typically needed for the development of a channel impulse response (CIR) function [4] , [5] . Unlike communication via microwave channels, the UAC often suffers from large delay and Doppler (DD) shift. Thus, large parameters are needed to describe both delay and Doppler domains [6] .
However, the exploitation of the sparse structures of UACs is needed to improve the performance of UAC measurements [7] . The sparse structures of UACs are used so that the CIR coefficients are dominated by several nonzero elements [8] , [9] .
In practical engineering, not all sparse recovery algorithms can be used directly for the CIR estimation since the unavoidable existence of time-variable noises. The least squares method and its QR decomposition version (LSQR) can be used for the measurement of CIR with low computational complexity [10] , [11] . However, LSQR is a rough estimation of UACs since it cannot exploit the sparse structure efficiently. Compressed sensing provides multiple techniques with which to solve the sparse signal reconstructions. This technique can be mainly divided into the following two categories [12] :
Greedy methods: A support list of the dictionaries constructed by a probe signal can be used for estimating the DD functions resulting from a noisy received signal. To select the supports of the dictionaries, the Matching Pursuit (MP) method is used for multi-path CIR estimation in wireless communication [4] . The widely used greedy methods include the sparsity adaptive matching pursuit algorithm (SAMP) [13] , and the generalized orthogonal matching pursuit (gOMP) method [14] , [15] . These methods adopt different strategies with which to update the residual error and to select the atoms. However, their performance decreases when there is noise.
Norm constraint based methods: A smoothed 0 -norm constraint is used and the non-convex methods are applied [8] . Alternatively, an 1 -norm constraint (convex optimization) is adopted to approximate the 0 -norm constraint [16] . These techniques cannot efficiently exploit the sparse structure in UACs, because the oceanic noises severely impacts on the DD coefficients of UACs.
In this study, an analysis of the multi-path [4] and DD doubly spread [17] , [18] is performed. Based on these models, an analysis of the applications of the LS criterion [11] and the MP method [4] is conducted with an aim of developing an efficient UAC estimation method in both models. Specifically, this work is focused on the following:
1) The LS and MP methods are studied in two dimensions. The limits of these methods are analyzed because of the unavoidable existence of noise. A new technique is then employed to improve the measurement performance; 2) Our method is different from the MP method, which has an unavoidably redundant selection of bases that limits the method's performance. Thus, the insertion of a projection matrix is proposed to improve the selection process. In addition, the projected matching pursuit (PMP) method is adopted along with the QR decomposition for an efficient computation;
3) The minimum mean square error (MMSE) equalizer, which is based on the DD domain, is used for assessing the accuracy of different estimators. We assume that the accuracy of the DD functions determines the bit error ratio (BER) of the equalizer.
In this study, we use bold upper (lower) case letters to denote matrices (vectors). Superscripts * and T denote complex conjugate and transpose, respectively; Notation ||a|| is the l 2 norm (Euclidean norm) of the vector a. Notation A † represents the pseudo inverse of matrix A. According to the definition of the Moore-Penrose pseudo inverse, when matrix A has linearly independent columns, the Moore-Penrose pseudo inverse constitutes a left inverse. However, when matrix A has linearly independent rows, the Moore-Penrose pseudo inverse constitutes a right inverse.
The remainder of this paper is organized as follows. Sec. II presents the multi-path and doubly spread models of UACs; Sec. III introduces the sparse estimations of UACs and derives a new estimation method; Sec. IV provides the comparisons and analysis of the experimental results; conclusions follow in Sec. V.
II. PROBLEM FORMULATION A. THE MULTI-PATH MODEL OF UACS
We assume that the UAC is a linear time-varying channel that is denoted as h(t, τ ), where τ denotes the time delay and t denotes the observing time. The input-output relationship of the system can be written as:
where x(t) and y(t) denote the transmitted and received signal in baseband, respectively, * denotes a convolution computation, and w(t) denotes the oceanic noises.
The multi-path model of the UAC in matrix and vector form can be expressed as [7] :
where the convolution matrix X is constructed as
with a size of N ×M , where N denotes the number of elements in received signal and M is the time delay dimension. The details of the multi-path model can also be found in [4] . The LSQR method is generally employed to solve the following problem (the same with Eq. (2)) via QR decomposition:
where || · || denotes Euclidean norm. The least-squares solution can be defined as:
where the superscript † denotes the Moore-Penrose pseudo inverse. If matrix X has linearly independent columns, the Moore-Penrose pseudo inverse constitutes a left inverse, i.e.,
Otherwise, it is a right inverse
Although the LS technique has low computational complexity, the estimation results of the LS-based methods lead to many pseudo paths as well as limited accuracy if it is used without any constraints, or sparsity exploitation. The compressed sensing (CS) methods can be considered for estimation of CIR via exploitation of the sparse structure.
B. THE DOUBLY SPREAD MODEL OF UACS
The UWC exhibits fast time-varying and Doppler shift. The existing multi-path UAC model may not work well for the dynamic CIR. Specifically, the time delay and the Doppler doubly spread channels require a sufficient number of UAC for an adequate description of the channel behavior. Thus, the domains of the multi-path CIR h are extended to time delay and Doppler doubly spread domains, u(τ, f ) that are defined as the Fourier transform of h [17] , [18] :
where f denotes the Doppler spreading domain. Then, the input-output expression that is based on the two domains can be written as:
where the received data y(t) contain both the time delay information τ , and the Doppler shift information f . We denote the sample observing time intervals as t, the time delay as τ , the Doppler shift as f , and the discrete observing time t n = n t, n = 1, · · · , N . We have the discrete time delay domain based representation:
where τ 0 refers to the minimum time delay, and M refers to the maximum sampling number of the time delay, i.e., CIR order. We have discrete time-varying CIR h[t n , τ m ] and define the sampling Doppler according as:
where f 0 denotes the minimum Doppler shift and L is the maximum Doppler dimension. We set
where f s denotes the signal sampling rate. The discrete received signal based on the DD spreading domains is obtained by:
Hence, the measurement of
which is of size LM × 1. Eq. (13) can be summarized as: where
with a size of N × N . Define
The DD spreading model based input-output expression becomes:
where y and w are all of size N × 1. The sizes of A and u are N × (LM ) and (LM ) × 1, respectively. The schematic representation of the DD model is presented in Fig. 1 , where Tx and Rx denote the transmitted and received signal. One can see that there are ML unknowns to estimate because the large data leads to a heavy computation. However, the CS method provides a promising direction to solve the problem.
C. PERFORMANCE METRICS
The estimations of UACs are essentially prediction problems because the computations are based on the previously received data. The previous data is used to predict the current channel, although the exact CIR information cannot be known in practical engineering. We adopt the signal residual prediction error (RPE) to indirectly evaluate the performance of estimations via different methods. The RPE is defined as:
whereû denotes the estimation result by the previous data. In underwater communication, the aim of the measurement of the CIR is to provide the accurate UAC for the equalizer. This results in improved communication. Thus the estimation accuracy of the CIR determines the performance of the equalizer. In this study, we adopt the Minimum Mean-Square Error (MMSE) equalizer based on the DD doubly spread model to assess the accuracy of the estimators [18] .
Based on the DD functions of UACs, the DD model based MMSE equalizer has the following expression: 
where U l is size of N × N s , and is consist with
The detailed expression is:
Thus, the estimation of the transmitted signal based on the above MMSE equalizer can be obtained via:
where I denotes the identity matrix, σ w denotes the noise variance,x denotes the estimations of different methods.
III. ESTIMATIONS OF UAC A. LEAST SQUARE CRITERION AND ITS LIMITS
The method used to solve the problem of Eq. (18) depends on the designated objective function. This criterion determines the corresponding optimization. We firstly consider the LS criterion with which to design the objective function, which can be expressed as [10] , [11] :
The solution is obtained as:
where A † denotes the Moore-Penrose pseudo inverse of A. The details are:
since N < LM . The estimation results contains many pseudo paths since the LSQR technique has no any sparse structure exploitation.
B. THE SPARSITY EXPLOITATION AND MATCHING PURSUIT
The oceanic noises are unavoidable during the measurement of the UAC. However, the energy of the distribution is principally concentrated on the large coefficients. Thus, we define the small coefficients of the UAC to be zero in this study, i.e.,
where g denotes a vector with all non-zero elements, s denotes the support of u, and denotes element-by-element multiplication. The sum of a binary vector s is defined as sparsity κ, or the 0 norm of u. The objective function with sparse constraint is:
The solution of the minimum 0 -norm (sparsest) cannot be directly obtained. Thus, the objective of min u ||u|| 0 is usually to convert to min u ||u|| 1 . The matching pursuit (MP) algorithm is commonly used to estimate the sparse CIR [4] . The detailed pseudo-codes of the MP method are provided in Algorithm 1, where the iteration threshold r th is:
Algorithm 1 MP Algorithm
Given A, y.
To estimate u.
= ∅. 4. Set i = 0. while ||r|| < r th repeat 5. Find the support index at i iteration.
where A j denotes the j-th column vector in A. 6. Update the support set:
Update the residual error:
where A s denotes the support set s-th columns vector in A.
8. Update the iteration index:
The estimation is obtained as:
where the SNR is defined as:
The SNR is empirical and thus the r th is a determinant factor. The MP method adopts a non-orthogonal strategy with which to select the matched atoms and thus leads to redundant iterations. The redundant iterations will limit the accuracy of the estimation of the results of the MP method. These observations motive us.
C. THE PROJECTED MATCHING PURSUIT
Based on the analysis of the MP method, one finds that although exploit the sparse structure and provide an intuitive selection from A, the redundant iterations of the matching procedure that leads to the residual error can not be reduced arbitrarily. Thus, the algorithm cannot obtain minimum residual error in a given iteration. We aim to overcome this point and to develop the MP method.
To optimize the problem:
where σ 2 is a threshold parameter associated with noise. We adopt a new objective criterion to optimize the objective of Eq. (30), which searches the support index at the i-th iteration as:
The support list S updates. The schematic representation of the PMP algorithm is shown in Fig. 2 . Compared with the MP method, the proposed PMP method adopts an orthogonal projection strategy to select atoms and update residual error. Firstly, we initialize the projection matrix P [0] = 0 N ×N , which is the vector selected via the orthogonal projection method at the i-th step:
We have the projection matrix P [i] :
then the i-th residual error updates as:
If the support list is completed, we can adopt the QR decomposition to compute the Moore-Penrose pseudo inverse. By using the QR decomposition qr [·] , matrices Q and R can be obtained from:
The Moore-Penrose pseudo inverse A † S can be computed as:
Therefore, the estimation of CIR via PMP is:
The detailed pseudo-codes of the proposed projected matching pursuit (PMP) method are shown as Algorithm 2. The computational complexity order per iteration of LS is O(NLM ). In the MP method, the computational complexity is dominated by the matrix vector product and thus O(NLM ) for unstructured matrices or O(LM log(N )) for structured matrices. By using the QR decomposition, the PMP is burdened with the computational complexity of O (N κ 2 ) . The projection makes the PMP computationally more demanding than the MP. In addition, the PMP provides a superior convergence property compared to MP method.
Algorithm 2 PMP Algorithm
. 6. Update the support set:
. 7. Select the vector to be orthogonal projection:
. 8. Update the projection matrix P [i] :
Update the residual error: 
D. THE STOPPING CRITERION ANALYSIS
We have two strategies to set the stopping criterion of the PMP method: first, one sets the sparsity, i.e., the iterations of the method, since the PMP selects one base per iteration. The coefficients are selected by their matching value accordingly. If the sparsity is variable and if this scenario is unavoidable in practice, then we can transfer the iteration setting to the VOLUME 6, 2018 threshold of the selected coefficient. The threshold is a tradeoff between the variance of the noises and the errors caused by estimators.
To be matched with the potential variation of the sparsity in the UWA, this study adopts the stopping criterion of the estimation methods via setting the residual error threshold. The minimum residual error variance of the PMP method can be evaluated by the SNR of u because the stopping criterion should reflect the noise variance. In engineering, the setting of the SNR threshold is more practical than sparsity selection. In fact, the SNR of the original received signal is empirical. Hence, if ||r|| > r th , the MP and PMP methods run the their iterations. It is worth noting that the sparsity κ determines the iterations of MP and PMP methods, which depend on the applications of different UAC modelings, such as h and u.
IV. EXPERIMENTAL RESULTS
In this section, the experimental data are analyzed and comparisons among the LS, MP, and PMP methods are provided. The experimental data is gathered from the Exp. Wuyuan Bay. We adopt Quadrature Phase Shift Keying (QPSK) modulation. The parameters of the at-sea experiment are shown in Table 1 , The parameters of the UWC model are shown in Table 2 , one can see that there are ML = 950 unknowns to estimate. The size of A is N × (ML) = 400 × 950, SNR = 14 dB is used to set the r th iteration via (28) when running the MP and PMP methods. Based on the multi-path model, the CIR estimations are shown as Fig. 3 . One can see that the CIR has obvious multipath and sparse structure. Since the sparse constraint is zero, the LS based method obtain the blurred CIR structure. By exploiting the sparse constraint, the MP method improves the result of LS based method limitedly, because the iterations of the MP method are redundant. the PMP method overcomes the weakness of the MP method and obtains the clear sparse structure of the UAC.
The CIR exhibits dynamic sparsity and coefficient distribution. For comparison reason, the same data is used to build the model of DD doubly spread. LS, MP and PMP methods are then used to estimate the UAC based on the DD doubly spread model. The results are shown in Fig. 4 . One can see that the LS method obtains a rough measurement at the low cost of computation. By exploiting the sparsity, the MP method obtains a limited improvement due to the redundant iterations. Based on the analysis of the MP method, the PMP method adopts an orthogonal way to update the residual error and estimates the coefficients of the DD doubly spread. The estimated accuracy of the LS, MP, PMP methods can be evaluated by RPE and the output performance of the CIR based MMSE equalizer. The signal RPE is shown in Fig. 5 . The received signal norm is provided as a reference of the RPE, one can see that the error variance of the LS method is much higher than those of the MP and PMP methods, due to no sparsity exploitation. In comparison, the MP technique obtains a limited improvement because of the redundant iterations. PMP efficiently improves the estimation accuracy via the removal of redundant iterations. These phenomena can also be verified in Fig. 6 , where the PMP method forces the MMSE equalizer to provide a more compact constellation distribution. 
V. CONCLUSION
Two models of the UAC, including the multi-path and the DD doubly spread models, are provided to describe the dynamic UAC. Based on the presentations of the models, the weaknesses of the LS and MP methods are analyzed. Then the PMP is derived via the insertion of an orthogonal projection that selects atoms in the optimization procedure by removing the redundant selections during iterations. The at-sea experimental results demonstrate the superiority of the proposed PMP algorithm, in terms of the RPE and the constellation of DD CIR based equalizer output. 
