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Abstract 
In our approach, nouns in free text are associ-
ated with concept types which are defined on 
the basis of two binary features: unique refer-
ence and relationality. We discuss a system 
for semi-supervised learning of those concept 
types combining bootstrapping with maxi-
mum entropy models. Learning is grounded 
on morphosyntactical context features ob-
tained by full parsing. 
1  Introduction 
We describe a framework for the automatic classi-
fication of four different concept types: individual 
(IC), sortal (SC), relational (RC), and functional 
concepts (FC). The identification of these types in 
text is expected to be useful for diverse tasks, 
where knowledge representation plays a role (e.g. 
coreference resolution or information extraction 
combined with ontologies). 
2  Concept Types 
Concept types in the setting of this paper are 
highly abstract objects based on the hypothesis that 
every noun occuring in free text can be classified 
according to the features unique reference and re-
lationality. Considering these as binary features, 
we obtain the classes listed in table 1: 
 
  - unique ref.  + unique ref. 
- rel  SC - sortal  IC - individual 
+ rel  RC - relational  FC - functional 
Table 1: Concept types 
 
We assume that every noun belongs lexically to 
one (modulo polysemy) of the types displayed in 
table 1, but almost all nouns can occur with every 
type in a text, as long as the morphosyntactic con-
text indicates the particular (re)interpretation of 
such type shifts. 
Typical nouns accociated with sortal concepts 
(SC) are dog, house, table, etc., while individual 
concepts (IC) are exressed by proper names or 
nouns that denote unique objects dependent on a 
specific world or time, like pope, sun, weather, etc. 
Both groups are not relational, because they can be 
specified without reference to any other object. 
Relational concepts (RC) are tied to possessors, 
which might be explicitely or implicitely expressed 
in the context, i.e. my sister, weel of the car, Pe-
ter’s leg, etc. Functional concepts (FC) are rela-
tional too, but additionally have unique reference 
like  my mother,  his youngest sister, 
size/weight/colour/location of an object, etc. 
As mentioned above, we assume that every 
noun is associated lexically with an underlying 
concept type, but may be reinterpreted in specific 
contexts, where appropriate morphosyntactical 
context features trigger the reinterpretation. Proto-
typical feature for the identification of unique ref-
erence is definiteness, i.e. the presence of a definite 
determiner forces the interpretation of unique ref-
erence. Identifiers for relational concepts are pos-
sessive constructions. Unfortunately there are 
numerous very different possibilities for possessive 
constructions, where some are easy to identify (e.g. 
my mother), while others are very hard to recover. 
Associative anaphora (cf. Löbner, 1998) are spe-
cifically hard to identify, as example (1) illustrates. 
 
(1) Peter has a new car. The colour is red. 
 
The discourse in (1) includes a FC colour which is 
associated with the nonlocal possessor car. Suc-
cessful anaphora resolution requires the knowledge 
that colour is a FC (colour is usually the colour of 
something) and that car represents a concept which 
usually has a colour feature (although world knowledge of this type is not modeled in our ap-
proach). The noun car is considered to belong 
lexically to class SC and in context (1) it appears 
with the SC-matching indefinite determiner a. But 
in the same context car has a possessor Peter real-
ized by a have-construction. Shall we therefore 
reinterpret the concept type of car as RC? Wait a 
minute – the definite determiner preceding colour 
(the colour of Peter’s new car) combined with the 
general observation that new concepts (here: Pe-
ter’s new car) are usually introduced indefinite in 
discourses, even if they address concepts with 
unique reference, vote for the concept type FC. 
The presence of the adjective new to distinguish 
Peter’s new car from all of his other cars is another 
piece of evidence that car is of type FC in context 
(1).  
It should be clear from this little example that the 
identification of a concept type given a context is a 
nontrivial task which involves collecting as much 
pieces of evidence as possible where all pieces 
have to be balanced carefully against each other. 
Maximum entropy models (MEM) seem to be es-
pecially suitable for this task (see section 3). Since 
it is very difficult and expensive to create manually 
annotated training samples for this type of classifi-
cation task, it seems reasonable to combine MEM 
with semi-supervised learning methods like boot-
strapping (see section 4). 
3  Maximum Entropy Models 
Maximum Entropie Models (MEM) provide a 
framework for supervised learning which can be 
embedded in a framework for semi-supervised 
learning like bootstrapping (see section 4). MEM 
are used to model the conditional probability of 
classes a∈A given sets of contextual features b⊆ B. 
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The crucial part of the formula (2) (cf. Ratna-
parkhi, 1998) is the product of the specific weights 
αj of binary features fj which are functions 
fj: A × 2
B → {0, 1}. The definition of B varies with 
the domain of the classification task, but is always 
a set of features where each feature can be ob-
served as present (true) or not present (false) for 
any given context b. Here is a serious source of 
confusion: Both, contextual and binary features 
have in common that they bear binary values – but 
they must be distinguished, since the so called bi-
nary features fj(a,b) are defined upon the so called 
contextual features b⊆ B (this should be clear from 
example (3)). 
The binary features fj are defined according to the 
domain of the specific classification task. Every fj 
combines a class a∈A with a set b⊆ B, for exam-
ple: 
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If the feature vector {poss, definite} of the binary 
feature f1 in (3) is observed in context b and the 
class a corresponding to that context has the tag 
FC, then f1 has the value 1 or is considered active 
for context b. In this case the correponding weight 
α1 in (2) is also active and affects the product of 
feature weights. Otherwise, if f1 has value 0, then 
α1 is transformed to the neutral 1 and does not af-
fect the product. From this perspective, MEM 
model the conditional probability p(a|b) as the 
combined evidence of active binary features fj. 
Since the αj are real numbers in [0…∞], we 
need a normalization factor 1/Z(b) to obtain a well 
formed probability function with Σa p (a|b) = 1, 
where Z(b) is computed as follows: 
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A special characteristic of MEM is the ability to 
model arbitrary overlappings and interrelationships 
of contextual features, as opposed to Naïve Bayes 
classifiers (Gale et al., 1992), for example. 
One of the intrinsic problems with MEM con-
cerns the acquisition of the feature weights αj, be-
cause there is no analytical method to get them. 
But there are some iterative approximation algo-
rithms and we use Generalized Iterative Scaling 
(GIS, cf. Ratnaparkhi, 1998). GIS starts with an 
initialization of all αj with value 1 (which do not 
match the data) and corrects these iteratively with 
the ratio of expectation values for the fj observed in 
the training data (just by counting how often a fj is 
active) and the expectation values for the fj ob-tained from the last iteration of GIS (using the ap-
proximated αj).  
We do not make use of correction features 
which are described as required for the correctness 
of GIS widely in the literature. But Curran and 
Clark (2003) proved that these are unnecessary. 
Malouf (2002) compares several alternatives to 
GIS and reports that the method limited memory 
variable metric outperforms GIS by a substantial 
factor. In the future we plan to use this method. 
MEM provide a framework for supervised 
learning that might be embedded in a semi-
supervised framework like bootstrapping, which is 
discussed in the following section. 
4  Bootstrapping 
Supervised learning methods require manually an-
notated training data which might be expensive 
and hard to acquire. Both apply definitely to our 
concept type learning task.  
Bootstrapping is a method for semi-supervised 
learning where a small set of annotated training 
data is used as a starting point to learn a classifier 
in supervised fashion which is then used for auto-
matical annotation of large amounts of new data. 
These can subsequently be used to update the pre-
viously learned classifier. The main reason for the 
success of such methods is the increase of context 
that comes with the new data. This allows the re-
estimation of classifiers based on more contextual 
features which are statistically reliable because of 
their frequency. The process can be iterated to 
achieve increasingly fine-grained classifiers. 
The two most popular bootstrapping algorithms 
in NLP are co-training (Blum and Mitchell, 1998) 
and the Yarowsky algorithm (Yarowsky, 1995). 
We decided to implement a variant of the 
Yarowsky algorithm which does not make assump-
tions about the data like conditional independence, 
as in the case of co-training (Abney, 2004). 
The Yarowsky algorithm is organized in two 
loops, the inner and the outer loop. In the inner 
loop, the original algorithm learns a classifier with 
decision lists considering rules like “If instance x 
contains feature f, then predict label a” (Abney, 
2004). The outer loop uses a subset of rules with 
highest confidence to annotate new data, which are 
subsequently fed back to the inner loop. The loop 
stops when the resulting classifiers do not differ 
significantly. 
We integrate MEM in the inner loop and its 
seems that the binary features of MEM have al-
most the identical form of the rules used by 
Yarowsky. So we can use the same strategy to fil-
ter out the most successful binary features to obtain 
a high precision classifier. This is then used in the 
outer loop to annotate new text which serves as a 
new training sample for the inner loop, where the 
set of useful features is iteratively expanded. 
5  Learning Concept Types 
Our framework for the learning of concept types 
involes the following steps.  
5.1  Manual annotation 
First a training text is manually annotated with 
context types. Given the set of classes CT = {SC, 
IC, RC, FC} we have to decide, what exactly 
should be annotated/learned: the lexically underly-
ing type, the type given in the context of discourse, 
or both. Both means that we annotate classes CT
2 = 
CT × CT, which is a set of tuples with cardinality 
16. It might even be reasonable to use underspeci-
fied representations to model ambiguity or vague-
ness. In this case we operate on classes in the 
powerset 2
CT (also cardinality 16) and if we decide 
to model ambiguity on both levels (underlying type 
and contextual type) we have 2
CT  × 2
CT, which 
yields 256 different classes.  
Since this is work in progress, we have not yet 
decided which classification would be the ultimate 
for us. We are currently elaborating training texts 
on the basis of 2
CT to reconstruct underlying lexical 
types. The key assumptions that this has a chance 
to work is the alredy proven hypothesis that the 
underlying type is the most frequent in texts. 
5.2  Full parsing 
We use the dependency parser fdg for German 
(www.connexor.com) to get morphosyntactical 
analyses for our training text. This is necessary to 
obtain contextual features on different levels of 
linguistic description automatically. The analyses 
provide us part-of-speech and lemmata of words, 
as well a dependency trees that allow the identifi-
cation of possessive constructions.  5.3  Postprocessing 
Since the possessive constructions are multifarious 
and so to speak hidden in the dependency trees of 
fdg, we have to perform postprocessing to get the 
desired poss features. This is nontrivial and we can 
not expect to discover all types of possessive con-
structions. Actually this could be defined as a 
learning task of it’s own. On the other hand, the 
greatest part of the fdg analyses is irrelevant to our 
classification task and it is part of the postprocess-
ing step to extract only those contextual features 
which we defined as relevant for the learning task. 
Our postprocessing including the identification 
of possessive constructions is based on finite 
transducers which we implement in Perl. As long 
as we do not encounter evidence against this shal-
low processing of trees, we avoid to use signifi-
cantly slower tree search tools like XQuery. 
Finally we get training samples that are sets of 
tuples <class,  set of context features>, one for 
every annotated noun in the training text. The fea-
tures we use include part-of-speech and word lem-
mata of tokens to be classified as well as of context 
words, number, types of possessive constructions, 
word suffixes and some more. The tuples are the 
basis of our bootstrapping framework discussed in 
the next section. 
5.4  Bootstrapping concept types 
Before the training sample obtained by postproc-
essing is fed to GIS, binary features are created 
from the powerset 2
B of contextual features. The 
generation of this set is filtered to keep only those 
features which are at least three times active in 
contexts of the training data to guarantee statistical 
reliabilty. 
After training with GIS the set of binary fea-
tures is filtered again to keep only those features, 
which are predictive for our classification task. 
Features with very high weights αj >> 1 contribute 
positive evidence, while very low weights αj << 1 
give negative evidence. This reduced set is used to 
learn a new classifier to be used in the outer loop 
of the Yarowsky algorithm. A new training sample 
is created through automatic classification of a 
large text which has greater variety in its contex-
tual features. From this sample we start the inner 
loop again to learn a classifier which uses more 
binary features than the previuos one. The boot-
strapping loop stops when the set of binary features 
does not change any more. 
5.5  Evaluation 
Since we are currently developing manual anno-
tated training corpora and have just decided upon 
the design of the annotation as described in section 
5.1, we do not yet have any evaluation results. We 
expect to have results by the time of the workshop. 
6  Conclusion 
We have described a framework for the automatic 
classification of concept types combining Maxi-
mum Entropy Models with boostrapping using a 
variant of Yarowsky’s algorithm. Context features 
are obtained by full parsing and postprocessing of 
dependency trees with finite tranducers. The main 
problem in this setting is the creation of training 
data, which demands a semi-supervised learning 
strategy. 
References 
Steven Abney. 2004. Understanding the Yarowsky Al-
gorithm. Computational Linguistics 30(3). 
Avrim Blum and Tom Mitchell. 1998. Combining La-
beled and Unlabeled Data with Co-training. In Pro-
ceedings of the 11
th Annual Conference on 
Computational Learning Theory (COLT). Morgan 
Kaufman Publishers. 
James A. Curran and Stephen Clark. 2003. Investigating 
GIS and Smoothing for Maximum Entropy Taggers. 
In  Proceedings of the 11th Annual Meeting of the 
European Chapter of the Association for Computa-
tional Linguistics (EACL'03). Budapest, Hungary. 
William A. Gale and Kenneth W. Church and David 
Yarowsky. 1992. A Method for Disambiguating 
Word Senses in a Large Corpus. Computers and the 
Humanities 26: 415-439. 
Sebastian Löbner. 1998. Definite Associative Anaphora. 
ms. http://web.phil-fak.uni-duesseldorf.de/ 
~loebner/publ/DAA-03.pdf 
Robert Malouf. 2002. A Comparison of Algorithms for 
Maximum Entropy Parameter Estimation. In Pro-
ceedings of the Sixth Conference on Natural Lan-
guage Learning (CoNLL-2002). 
Adwait Ratnaparkhi. 1998. Maximum Entropy Models 
for Natural Language Ambiguity Resolution. PhD 
thesis, University of Pennsylvania. 
David Yarowsky. 1995. Unsupervised Word Sense Dis-
ambiguation Rivaling Supervised Methods. In Pro-
ceedings of the 33rd Annual Meeting of the 
Association for Computational Linguistics (ACL). 