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図 1.1 Gator Tech スマートハウスのアーキテクチャ [1]









































































量を SVM を用いて分類することで認識が行われるようになっている．計 23種類の認識対象 (表
2.1)に対する認識性能の評価を行い，5-Fold Cross Validationでの評価の結果，全体で 58.45%の
認識率を得た．
表 2.1 Rossiらの研究で認識対象となった音 (全 23種類)[4]
話声 ビーチ フットボール 髭剃り
皿洗い シンク 歯磨き 犬の鳴き声
バス 森林 街路 自動車
電話着信音 トイレ水洗音 椅子 駅
掃除機 コーヒーマシン 降雨音 洗濯機
タイピング レストラン 鳥の鳴き声 -




計 10種類 (表 2.2)に対する認識精度の評価を行った．計 5種類のモデルを使って比較しながら，
5-Fold Cross Validation で検証した結果，MLP(Multi Layer Perceptron; 多層パーセプトロン)
を使った時に全体で 74.5%の認識率を得た．
表 2.2 Pillosらの研究で認識対象となった音 (全 10種類)[5]
くしゃみ 赤ちゃんの泣き声 点火音 降雨音 波の音
犬の鳴き声 鶏の鳴き声 時計の音 ヘリコプター チェーンソー
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2.1.2 認識対象に生活音・非言語音が多く含まれた研究
[4][5] でも用いられた SVM を認識器として，話声や非言語音のような「人が発する音」を対
象に，認識を行った研究は柴田ら [6] が行った．話声や非言語音 (咳音・笑い声) と環境音の計 4
種類に対して，SVM を用いて認識が行われるようになっているが，その際に非言語音認識に適
した音響特徴量に関して検討がされている．評価の結果，様々な音響特徴量を用いたものの全
般的に咳音の認識精度が悪く，最良の時でも適合率 0.01, 再現率 0.05 となった．著者は結論で，
GMM(Gaussian Mixture Model; ガウス混合分布モデル) でのフレームベース識別器の使用や，
HMM(Hidden Markov Model; 隠れマルコフモデル) のような音の時間的変化を表現するモデル
の使用を検討したいとの記述があった．








表 2.3 Shaukatらの研究で認識対象となった音 (全 18種類)[7]
呼吸音 咳 皿洗い
ドアを閉じる音 ドアを開ける音 髭剃り


















GMM を用いた VAD の研究として，Lee ら [10] は雑音にロバストな音声認識システムの開発
を目的に，話声をノイズや非言語音と分類するための研究を行った．公共施設に長期間集音した音
声に対してラベル付けを行った結果，ノイズが入力された頻度は多いことが分かった．そこで，話
































計 4 種類の笑い声 (大爆笑, 普通の快の笑い, 不快の笑い, 社交笑い) に対する分類精度の評価を
行った結果，全体で 85%の認識率を得た．






























情報を用いることで，話声や雑音などとの識別を text-independent で行えると考えた [9]．
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咳に対する疑似音素列定義
咳音に対しては，高橋ら [11]が定義した音素列定義 (表 3.1)を参考にすることにした．その
理由は，本研究で使用する音響モデルが全く同じものであるためである．
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4.1.1 提案手法との対比




























本研究での提案手法 (図 4.1)と話声認識時 (図 4.2)との違いについて述べる．✓ ✏
• 話声認識時では話声区間が検出される際の処理 (図 4.2の緑枠部)を変更し，提案手法
では非言語音音声の区間検出を行う
• 話声認識時では GMM の最尤クラスによる情報が利用されない (話声のクラスが最尤
であるかどうかしか注目しない)ことが多いが，提案手法では最尤クラスの情報を利用
して生活音などを検出するようにしている (図 4.1の緑枠部の「認識結果」が該当)
• 言語モデルの方式が異なる (話声認識時は N-gram，提案手法では記述文法)✒ ✑





• 言語モデル (Language Model)
• 非言語音声区間検出用 GMM
• 音響モデル (Acoustic Model)
• config定義✒ ✑
以下では，各種の定義について触れていくことにする．


























音響モデル (Acoustic Model) *4
音素ごとの音声波形パターンのモデルである．
本研究では，非言語音に対する音素列観測を行う際に使用する．モデルについては，Julius
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4.3 音響特徴量について






第 4 章 実装 26




数が 1つだけの HMMと同値であることから，3状態*6の Left-to-Right HMMを GMMとして
使用している．
HTKは，HMMの状態定義*7や学習を行うためのコマンドが揃ったツールキットであり，Steve
Youngと Phil Woodlandによって 1993年に開発された．音声認識における利用を想定して開発
されたものであるが，HMMが時間的変化の表現に適していることなどから，音声合成 [20][21]や






SOURCEFORMAT = WAV # 入 力 す る 音 声 デ ー タ は w a vファイル
SOURCEKIND = WAVEFORM
SOURCERATE = 625 # 625*100 nsec = 16kHz
TARGETKIND = MFCC_0_D_A # MFCC(0番 目 を 含 む)+ ⊿ MFCC+⊿ ⊿ MFCC
TARGETRATE = 100000.0 # フ レ ー ム シ フ ト10 ms
WINDOWSIZE = 250000.0 # ウ ィ ン ド ウ 幅25 ms
USEHAMMING = T # ハ ミ ン グ 窓 を 使 う
PREEMCOEF = 0.97 # 高 域 強 調 時 の プ リ エ ン フ ァ シ ス 係 数
NUMCHANS = 24 # フ ィ ル タ バ ン ク の チ ャ ネ ル 数
NUMCEPS = 12 # 12番 目 ま で の ケ プ ス ト ラ ム 係 数 を 使 用
ZMEANSOURCE=T # フ レ ー ム 単 位 の 直 流 成 分 除 去
ENORMALISE=F # 対 数 エ ネ ル ギ ー 項 を 正 規 化
ESCALE =1.0 # 対 数 エ ネ ル ギ ー 正 規 化 の ス ケ ー リ ン グ 係 数
TRACE=0
RAWENERGY=F
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4.4.2 モデル定義
HTK フォーマットの初期モデルの生成を行う．その際，混合数や状態数など状態定義に
関する設定を行う必要がある．そのため，状態定義用のファイル (図 4.7) を作成した上で，




hsKind: P # 連 続 HMM
covKind: D # 対 角 共 分 散 行 列
nStates: 1 # 中 間 状 態 数 は1 つ だ け
nStreams: 1 # ス ト リ ー ム 数 は1 つ だ け
sWidths: 39 # 特 徴 量 の 次 元 数
mixes: 32 # 各 状 態 に お け る 混 合 数
parmKind: MFCC_0_D_A # 音 響 特 徴 量 の 種 類
vecSize: 39 # 特 徴 量 の 次 元 数
outDir: proto_gmm # 出 力 先 の デ ィ レ ク ト リ を 指 定













図 4.8 GMMのクラス一覧を指定したファイル (targetlist gmm.txt)
*9 https://github.com/ibillxia/htk_3_4_1/blob/master/samples/HTKDemo/MakeProtoHMMSet
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<State > 2 <NumMixes > 32
<Stream > 1
<Mixture > 1 0.0312
<Mean > 39
0.0 0.0 0.0 ...
<Variance > 39
1.0 1.0 1.0 ...
<Mixture > 2 0.0312
<Mean > 39
0.0 0.0 0.0 ...
<Variance > 39
1.0 1.0 1.0 ...
...
<Mixture > 32 0.0312
<Mean > 39
0.0 0.0 0.0 ...
<Variance > 39



















作成したラベルファイルを用いて，HTKでの学習コマンド (表 4.3)を実行することで GMMを
生成した．
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4.5 非言語音に対する疑似音素列観測の実装










/b/, /by/, /ch/, /d/, /dy/, /f/, /g/, /gy/,
/h/, /hy/, /j/, /k/, /ky/, /m/, /my/, /n/,
/ny/, /p/, /py/, /r/, /ry/, /s/, /sh/, /t/,
/ts/, /w/, /y/, /z/
促音 /q/
撥音 /N/
無音系 /sp/, /silB/, /silE/
音響モデルと言語モデルに定義した内容については，次頁の図 4.11のとおりである．
*11 「笑い声」「咳」「いびき」の 3種類
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文法定義ファイル (nonverb.grammar)










ハッ h a q
ヒ h i
ヒッ h i q
...
ホ h o
ホッ h o q
%COUGH
咳 f u q
咳 u q
咳 z u q
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5.3 実験 1: 非言語音に対する疑似音素列定義の評価実験
非言語音に対する疑似音素列定義を用いた，音素列観測に対する評価を行った．「笑い声」「咳」







表 5.1 実験 1の結果 (疑似音素列定義を用いた非言語音の分類結果)
次頁の考察で，今回行った非言語音に対する疑似音素列定義に対する有効性について触れること
にした．
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5.3.2 考察
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行うことにした．今回の認識対象とサンプル数の関係は表 5.2 のとおりである．実験 2 での音声
データは，実験 1と同様に会議音コーパス [27]と環境音コーパス [28]からの音声データを使用し
た．















図 5.3 音声データと認識結果が 1対多になった場合の例
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5.4.1 結果













表 5.3 実験 2の結果
実験 2 の認識結果が良くなかった箇所に関する原因について検討するため，次頁にて考察を
行った．
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5.4.2 考察



































非言語音に対する GMM が良くなかったのは，学習に用いたデータ量 (特に咳といびき) が少な
かったためと考えられる．

















































































































[1] Sumi Helal, William Mann, Hicham El-Zabadani, Jeﬀrey King, Youssef Kaddoura, and
Erwin Jansen. The gator tech smart house: A programmable pervasive space. Computer,
Vol. 38, No. 3, pp. 50–60, 2005.
[2] 坂本真樹. 超スマート社会における感性 ai. 横幹連合コンファレンス予稿集 第 9 回横幹連合
コンファレンス, pp. D–1. 横断型基幹科学技術研究団体連合 (横幹連合), 2018.
[3] 大石康智. あらゆる音の検出・識別を目指して: 音響イベント検出研究の現在と未来. 日本音
響学会研究発表会講演論文集 日本音響学会 編, pp. 1521–1524, 2014.
[4] Mirco Rossi, Sebastian Feese, Oliver Amft, Nils Braune, Sandro Martis, and Gerhard
Tro¨ster. Ambientsense: A real-time ambient sound recognition system for smartphones.
In Pervasive Computing and Communications Workshops (PERCOM Workshops), 2013
IEEE International Conference on, pp. 230–235. IEEE, 2013.
[5] Angelos Pillos, Khalid Alghamidi, Noura Alzamel, Veselin Pavlov, and Swetha
Machanavajhala. A real-time environmental sound recognition system for the android
os. Proceedings of Detection and Classification of Acoustic Scenes and Events, 2016.
[6] 柴田健作, 中村圭佑, 中臺一博ほか. 会話内非言語音声情報抽出のための音響特徴量の検討. 第
78 回全国大会講演論文集, Vol. 2016, No. 1, pp. 539–540, 2016.
[7] Arslan Shaukat, Muhammad Ahsan, Ali Hassan, and Farhan Riaz. Daily sound recogni-
tion for elderly people using ensemble methods. 2014 11th International Conference on
Fuzzy Systems and Knowledge Discovery, FSKD 2014, pp. 418–423, 12 2014.
[8] Mohamed A Sehili, Dan Istrate, Bernadette Dorizzi, and Jerome Boudy. Daily sound
recognition using a combination of gmm and svm for home automation. In Signal Pro-
cessing Conference (EUSIPCO), 2012 Proceedings of the 20th European, pp. 1673–1677.
IEEE, 2012.
[9] 石塚健太郎, 藤本雅清, 中谷智広. 音声区間検出技術の最近の研究動向. 日本音響学会誌,
Vol. 65, No. 10, pp. 537–543, 2009.
[10] Akinobu Lee, Keisuke Nakamura, Ryuichi Nisimura, Hiroshi Saruwatari, and Kiyohiro
Shikano. Noice robust real world spoken dialogue system using gmm based rejection of
unintended inputs. ICSLP2004: the 8th International Conference on Spoken Language
参考文献 45
Processing, pp. 173–197, 2004.
[11] Shin-ya Takahashi, Tsuyoshi Morimoto, Sakashi Maeda, and Naoyuki Tsuruta. Detec-
tion of coughs from user utterances using imitated phoneme model. In Ninth European
Conference on Speech Communication and Technology, 2005.
[12] Thomas Drugman, Jerome Urbain, Nathalie Bauwens, Ricardo Chessini, Anne-Sophie
Aubriot, Patrick Lebecque, and Thierry Dutoit. Audio and contact microphones for cough
detection. In Thirteenth Annual Conference of the International Speech Communication
Association, 2012.
[13] 大原遼. 対話音声の笑い声や笑い方についての分析. 2005.
[14] J. Urbain, H. C¸akmak, and T. Dutoit. Automatic phonetic transcription of laughter
and its application to laughter synthesis. In 2013 Humaine Association Conference on
Aﬀective Computing and Intelligent Interaction, pp. 153–158, Sep. 2013.
[15] 寺井修. 鼾の音響学的研究. 耳鼻咽喉科臨床, Vol. 68, No. 3special1, pp. 373–397, 1975.
[16] Akinobu Lee, Tatsuya Kawahara, and Kiyohiro Shikano. Julius — an open source real-
time large vocabulary recognition engine. In INTERSPEECH, 2001.
[17] 李晃伸, 河原達也. Julius を用いた音声認識インタフェースの作成. ヒューマンインタフェー
ス学会誌, Vol. 11, No. 1, pp. 31–38, 2009.
[18] Steve Young. The htk book version 3.4. 1. http://htk. eng. cam. ac. uk, 2009.
[19] Katunobu Itou, Mikio Yamamoto, Kazuya Takeda, Toshiyuki Takezawa, Tatsuo Mat-
suoka, Tetsunori Kobayashi, Kiyohiro Shikano, and Shuichi Itahashi. Jnas: Japanese
speech corpus for large vocabulary continuous speech recognition research. Journal of the
Acoustical Society of Japan (E), Vol. 20, No. 3, pp. 199–206, 1999.
[20] Heiga Zen, Takashi Nose, Junichi Yamagishi, Shinji Sako, Takashi Masuko, Alan W Black,
and Keiichi Tokuda. The hmm-based speech synthesis system (hts) version 2.0. In SSW,
pp. 294–299. Citeseer, 2007.
[21] Keiichi Tokuda, Heiga Zen, and Alan W Black. An hmm-based speech synthesis system
applied to english. In IEEE Speech Synthesis Workshop, pp. 227–230, 2002.
[22] 村尾和哉, 寺田努, 矢野愛, 松倉隆一, 西尾章治郎ほか. センサ内蔵型モバイル機器を用い
たジェスチャ認識に関する考察. 研究報告モバイルコンピューティングとユビキタス通信
(MBL), Vol. 2010, No. 28, pp. 1–8, 2010.
[23] 須藤隆. 隠れマルコフモデルに基づくオンライン手書き文字列認識に関する研究. 2002.
[24] Md Hasnat, SM Habib, Mumit Khan, et al. Segmentation free bangla ocr using hmm:
Training and recognition. 2007.
[25] Kiyoshi Asai, Tetsushi Yada, and Katunobu Itou. Finding genes by hidden markov models
with a protein motif dictionary. Genome Informatics, Vol. 7, pp. 88–97, 1996.
[26] K˚are Sjo¨lander and Jonas Beskow. Wavesurfer-an open source speech tool. In Sixth
International Conference on Spoken Language Processing, 2000.
参考文献 46
[27] Kazuyo Tanaka, Katunobu Itou, Ryuichi Oka, and Hiroshi Matsumura. Rwcp meeting
speech corpus 2001. In Proceedings of the Annual Conference of JSAI Proceedings of the
16th Annual Conserence of JSAI, 2002, pp. 197–197. The Japanese Society for Artificial
Intelligence, 2002.
[28] Karol J Piczak. Esc: Dataset for environmental sound classification. In Proceedings of
the 23rd ACM international conference on Multimedia, pp. 1015–1018. ACM, 2015.
[29] Hiroki Tanaka and Nick Campbell. Classification of social laughter in natural conversa-
tional speech. Computer Speech & Language, Vol. 28, No. 1, pp. 314 – 325, 2014.
[30] 田口亜紀ほか. フランス語初学者を対象とした発音指導. 共立女子大学・共立女子短期大学総

















$ wget https :// github.com/julius -speech/julius/archive/v4 .4.2.1.
tar.gz
$ tar xvzf v4 .4.2.1. tar.gz
$ cd julius -4.4.2.1/
$ ./ configure --enable -gmm -vad
$ make
$ sudo make install
