1. Introduction {#s0005}
===============

Speech in human real-world communication typically is based on the integration of information from multiple sensory modalities ([@bb0045], [@bb0105], [@bb0260]). It is well known that visual information during audio-visual (AV) speech perception can substantially improve speech understanding ([@bb0045], [@bb0135], [@bb0250], [@bb0265], [@bb0360]). For hearing impaired individuals visual speech information may be particularly important, as it facilitates participation in daily-life conversations. Individuals that are severely hearing impaired can nowadays regain parts of their hearing with cochlear implants (CI) ([@bb0240]). Within some weeks after implantation, most post-lingually deafened CI users appear to adapt reasonably well to the new electrical input ([@bb0210], [@bb0245], [@bb0295], [@bb0355], [@bb0385]). Furthermore, they seem to integrate AV stimuli efficiently after sensory restoration with a CI ([@bb0235], [@bb0275]). Nevertheless, patterns of cortical reorganization that developed during sensory deprivation may influence auditory as well as audio-visual processing after sensory restoration. The aim of the present study was to understand better, how cortical patterns of reorganization in hearing impaired individuals relate to audio-visual speech skills.

There is clear evidence for cross-modal cortical reorganization in the auditory and the visual system in post-lingually deaf CI users ([@bb0115], [@bb0120], [@bb0285], [@bb0290], [@bb0340], [@bb0070]). Similar patterns may even exist in individuals with modest levels of hearing loss ([@bb0055]). A seminal study demonstrated a causal relationship between auditory cortex cross-modal activation and supranormal visual performance in deaf cats ([@bb0220]). However, in humans, it is still difficult to disentangle deprivation- versus CI-adaptation-induced patterns of cortical reorganization, which would be ideally addressed with a prospective longitudinal study covering different stages of auditory deprivation. Similarly, the functional purpose of cortical reorganization is less well understood (for a review, see [@bb0350]). On the one hand, activation of auditory cortex by visual processing seems to impede speech perception with a CI ([@bb0100], [@bb0205], [@bb0290]). Accordingly, this pattern of cross-modal take-over has been termed as maladaptive to CI hearing restoration. On the other hand, by focusing on face processing, we found that auditory cortex activation to visually presented faces is positively related to face recognition and lip-reading performance. This pattern seems to be clearly adaptive for daily-life communication with a CI ([@bb0340]). Our result fits well to observations showing that cortical reorganization following hearing deprivation is not limited to the auditory cortex. Cortical reorganization in the visual cortex appears to positively influence speech perception recovery after implantation ([@bb0115], [@bb0120], [@bb0070]). Moreover, a study observed a reorganization of networks of visual and audiovisual speech to potentially support a more efficient integration of audio-visual speech after sensory recovery ([@bb0285]). It can be concluded that cross-modal compensatory changes during hearing deprivation and maybe during CI restoration as well, take place in both visual and auditory sensory systems. Given that post-lingually deafened CI users show a stronger integration of visual and auditory speech than normal hearing individuals ([@bb0005], [@bb0065], [@bb0090], [@bb0275], [@bb0280], [@bb0285], [@bb0370]), it is tempting to conclude that AV speech processing may be related to cross-modal patterns of auditory cortical reorganization.

In this study, we investigated the possible relationship between auditory cross-modal reorganization and AV integration skills. We used the McGurk illusion to measure audio-visual speech skills ([@bb0230]). The illusion occurs if the visual speech of a talker speaking a syllable (e.g. 'Ga') is simultaneously presented with an incongruent auditory syllable (e.g. 'Ba'). The person seeing the incongruent AV combination typically perceives neither the visual nor the auditory component of the AV token but a fusion of the two components (e.g. 'Da'). Those fusion percepts reflect audio-visual integration ([@bb0225], [@bb0230]). To test the hypothesis of a relationship between cross-modal take-over and AV speech skills we conducted an EEG study and compared post-lingually deafened CI users, mild to moderately hearing impaired individuals and normal hearing controls. Using EEG source localization, auditory cross-modal activation to the face-selective N170 component ([@bb0025], [@bb0035], [@bb0270]) and AV integration based on the McGurk paradigm were measured. We hypothesized a stronger amount of visual take-over, that is, more auditory cortex activation for faces presented in silence, in CI users compared to age-matched normal hearing controls. We also investigated the relationship between the amount of cortical reorganization and the amount of sensory deprivation and included a third group of mild to moderately hearing impaired individuals. We expected to see more cross-modal take-over in the hearing impaired group when compared with normal hearing individuals. Moreover, based on the hypothesis that cross-modal reorganization may be dependent on the level of hearing deprivation as well as on successful hearing restoration, we expected to see less take-over in the hearing impaired group when compared to CI users. Furthermore, we hypothesized that cross-modal activation in CI users is associated with AV integration strength and CI users were expected to have enhanced lip-reading skills compared to both other groups.

2. Materials and methods {#s0010}
========================

2.1. Participants {#s0015}
-----------------

In total 53 adults participated in the experiment, none of them reported acute neurological or psychiatric conditions and all confirmed normal or corrected-to-normal vision. The study was approved by the local ethical committee of the University of Oldenburg and conducted in agreement with the declaration of Helsinki. Participants gave written informed consent before the experiment.

The sample consisted of a CI group, a group of individuals with mild to moderate hearing loss (MHL), and a normal hearing (NH) control group. The mean age of the 18 CI users was *M* = 58.5 years, *SE* = 3.8 years. All CI users (8 women) were unilaterally implanted (right ear *n* = 13). Participants subjectively reported their duration of deafness as the time that elapsed between speech recognition with hearing aids being insufficient and CI surgery. All CI users became deaf after acquiring aural language skills (post-lingually). The individual duration of deafness ranged from 1.5 months up to 18 years (*M* = 61 months, *SE* = 12.5 months). None of the CI users had active sign language skills. Most of the CI users showed a progressive hearing loss with a broad age range of onset (mean age *M* = 24.8 years, *SE* = 5.2 years), the corresponding demographics are listed in [Table 1](#t0005){ref-type="table"}. The CI users had been using their CI approximately 16 h per day for at least 12 months. The residual hearing was assessed as the hearing threshold on the ear contralateral to the CI and measured before conducting the experiment.Table 1Demographics of the CI users.Table 1IDGenderAge \[years\]Age at HL onsetEtiologyDuration of deafness \[months\]CI sideCI experience \[months\]Residual hearing \[dB HL\]Speech in noise \[dB SNR\]ci01m270Ototoxic antibiotics216Right110100− 0.9ci02w540Unknown84Right106952.4ci03w210Hereditary96Right1561001.1ci04w6143Unknown12Right1441004.4ci05w470Oxygen loss at birth120Right2891.25ci06m7615Unknown72Right1481002.1ci07m6636Sudden HL96Right2051.9ci09m7456Meningitis12Right5473.7517.3ci10m5045Meningitis1.5Right6365ci11w480Hereditary60Left8277.51.6ci12m7630Unknown48Left4693.7510.7ci13m7645Hereditary36Left7492.55ci14w704Meningitis72Right222100− 1ci15w380Oxygen loss at birth5Right1441003.9ci16m6716Sudden HL36Right62654.2ci17m7252Acoustic neuroma84Right10896.253.5ci18w5346Unknown24Left6021.253.5ci19m7959Sudden HL24Left1761004.5[^1][^2][^3]

The MHL group consisted of 18 mild to moderately hearing impaired individuals (age: *M* = 69.3 years, *SE* = 1.68 years). None of the MHL individuals used hearing aids and most of them were unconscious of their degree of hearing loss. The mean hearing loss (averaged pure tone hearing loss from 1 kHz to 4 kHz) ranged from 24 dB HL to 60 dB HL with a mean of *M* = 42 dB HL (*SE* = 3). Hearing thresholds of the MHL group are plotted in [Fig. 1](#f0005){ref-type="fig"}. The MHL group had a significantly higher mean age compared to the other two groups (MHL vs. CI *t*(34) = − 2.55, *p* = 0.03).Fig. 1Hearing threshold for the left and the right ear of the MHL group. Grey shaded areas represent the range considered as normal hearing. Black solid lines represent the average hearing loss for each ear.Fig. 1

As a control group, 17 normal hearing (NH) individuals were tested with a mean age of *M* = 57.2 years, *SE* = 4.3 years. NH controls were gender and age-matched (maximum difference ≤ 5 years) to the CI group, only for the oldest CI participant a match could not be found. The mean age of the CI and the NH groups did not show a significant difference. Hearing thresholds were measured prior to the experiment ensuring that thresholds were below 35 dB HL for the frequencies between 0.5 and 4 kHz, with few exceptions.

2.2. Experimental design {#s0020}
------------------------

Since the aim of the study was to relate auditory cross-modal reorganization to AV integration skills, a subset of McGurk AV tokens of the freely available OLAVS stimuli was used ([@bb0345]). In total six AV tokens including six different talkers (three female and three male talkers) and two different AV syllable combinations (audio 'Ba'/visual 'Ga' and audio 'Pa'/visual 'Da') were used (see [Table 2](#t0010){ref-type="table"}). The AV tokens were selected based on their prior probability in normal hearing controls, in order to evoke a fusion percept in about 70% of the presentations (for details see [@bb0345]). Incongruent AV tokens were presented 20 times each, giving a total number of 120 AV incongruent trials. Furthermore, 240 unimodal and 120 AV congruent trials were presented.Table 2Two syllable combinations were used as audio-visual stimuli, presented by six different talkers.The stimuli were selected from the OLAVS set (cf. [@bb0345]). The right column shows the response options presented to the participant as a four-alternative forced choice design (4-AFC).Table 2A -- V stimulusTalker4-AFC options\
(A, V, Fusion1, Fusion2)Ba-Ga2 females, 1 maleBa, Ga, Da, MaPa-Da1 female, 2 malesPa, Da, Ka, Ta

All trials including visual speech began with a 1 s still image of the talker, consisting of the last frame before movement onset. Still image onset was used to analyze cross-modal reorganization to static face stimuli. The still image was followed by the spoken syllable, giving a total duration of approx. 2 s for each clip. A schematic trial set-up is presented in [Fig. 2](#f0010){ref-type="fig"}. Participants were seated in a sound-shielded booth, 1.5 m in front of a 24-in. monitor. Video size was set to 1920 × 1080 pixels, spanning a horizontal angle of 30° and a vertical angle of 17°. Audio signals were presented binaurally in a free-field setting through high-quality studio monitors. The intensity was adjusted prior to the start of the experiment to the individual comfortable loudness level of each participant, which could be adjusted in 1 dB steps, starting from an initial loudness of the presented syllables of approximately 75 dB(A). The four conditions, unimodal auditory (A~only~), unimodal visual (V~only~), AV incongruent (AV~inc~) and AV congruent (AV~con~) were presented randomly across trials, in a single-trial four-alternative forced-choice (4-AFC) procedure. 4-AFC response options were adjusted for the different AV tokens and consisted of the visual and the auditory component of the AV token as well as two fusion options (see [Table 2](#t0010){ref-type="table"}). The fusion options in the 4-AFC were chosen based on the evaluation of the OLAVS material (cf. [@bb0345]). Participants were instructed to report what they perceived aurally in both AV and the A~only~ conditions, and report what they lip-read in the V~only~ condition.Fig. 2Schematic illustration of a trial in the AV condition. The first second of the video was used to estimate the cross-modal activation of the auditory cortex in response to a human face. The behavioral response is given from the participant at the end of the trial.Fig. 2

2.3. Data acquisition {#s0025}
---------------------

EEG data was collected with a BrainAmp EEG amplifier system (BrainProducts, Gilching, Germany) and a 64 Ag/AgCl electrode cap (Easycap, Herrsching, Germany). Sensors were equidistantly placed. Electrode placement included infra-cerebral spatial sampling, which aims to facilitate source localization efforts due to a better coverage of the head sphere compared to traditional 10--20 electrode layouts ([@bb0080], [@bb0145], [@bb0160], [@bb0155]). A central fronto-polar site was used as ground and the nose-tip as reference. Two electrodes were placed below the eyes to capture eye blinks and movements. All electrode impedances were kept below 20 kΩ. EEG data was recorded with 1000 Hz sampling rate and an online analog filter from 0.016 to 250 Hz. Stimulus presentation was controlled with Presentation software (Neurobehavioral Systems, Albany, CA, USA). During EEG acquisition, the CI remained switched on and the contralateral ear was masked with an earplug. Electrodes in close proximity to the speech processor and the coil of the implant were not available for EEG acquisition.

2.4. EEG data analysis {#s0030}
----------------------

We showed previously that the face-selective N170 component of the visually evoked potential to static faces can be EEG source-localized in or near the fusiform face area ([@bb0340]). Moreover, we could show that CI users elicited higher cross-modal activation to face onsets in the right auditory region compared to NH controls. To replicate these findings, an analysis approach very similar to the one reported by [@bb0340] was applied to the current data.

EEG data were preprocessed with EEGLAB 13.6.5b ([@bb0085]) using Matlab (Mathworks). Independent component analysis (ICA) based on the extended Infomax ([@bb0020], [@bb0175], [@bb0180]) was applied to attenuate artifacts such as eye blinks, eye movements and electrical heartbeats. To identify these components, the semi-automatic algorithm CORRMAP was used ([@bb0375]) as well as manual inspection of the data. ICA-corrected data sets were filtered between 0.1 and 30 Hz, segmented into 1 s epochs (− 200 to 800 ms) and baseline corrected to the pre-stimulus time interval (− 200 to 0 ms). Segments that contained residual artifacts not accounted for by ICA were rejected (joint probability, SD = 4).

Since the focus of this study was to identify a possible relationship between AV integration reflected by the frequency of McGurk fusions, and cross-modal cortical activation, measured by auditory cortex source activation, only those trials in which participants elicited a fusion percept were included into the EEG analysis.

2.5. Source analysis {#s0035}
--------------------

Cortical source activities were compared between the three groups using Brainstorm software ([@bb0365]). Here, the method of dynamic statistical parametric mapping was applied to the data (dSPM, [@bb0075]). The dSPM method uses the minimum-norm inverse maps with constrained dipole orientations to estimate the locations of the scalp-recorded electrical activity of the neurons. dSPM seems to localize deeper sources more accurately than standard minimum norm procedures, but the spatial resolution remains blurred ([@bb0215]). EEG data were re-referenced to the common average before source estimation. Single-trial pre-stimulus baseline intervals (− 200 to 0 ms) were used to calculate individual noise covariance matrices and thereby estimate individual noise standard deviations at each location ([@bb0140]). The boundary element method (BEM) as implemented in OpenMEEG was used as a head model. The BEM model provides three realistic layers and representative anatomical information ([@bb0130], [@bb0325]). Source activities were evaluated on the group average and statistically analyzed by comparing activation strengths in the a-priori defined region of interest (ROI) between the groups. As in the previous study ([@bb0340]), an auditory ROI ([Fig. 3](#f0015){ref-type="fig"}) was defined as a combination of three smaller regions of the Destrieux-atlas implemented in Brainstorm ([@bb0095]), in order to approximate Brodmann areas 41 and 42. ROI peak activation magnitudes were extracted for each individual and submitted to statistical evaluation. The data of cross-modal activation is shown as absolute values with arbitrary units based on the normalization within the dSPM algorithm.Fig. 3Apriori defined ROI for the auditory area in the right and the left hemisphere. (A) shows the ROIs for each hemisphere. (B) shows the zoomed region aligned on the unfolded left and right cortex.Fig. 3

2.6. Behavioral data analysis {#s0040}
-----------------------------

The percentages of correctly identified phonemes for each condition were calculated for each individual and statistically compared between groups. The AV~inc~ trials were treated separately, that is, responses in the incongruent trials were classified into the (correct) auditory percept, the visual percept, or the individual fusion percept. Additionally, all participants were tested in their speech perception in silence and in noise, using the Oldenburg sentence test (OLSA, [@bb0380]). Furthermore, individual lip-reading performance was quantified using visual presentations of monosyllabic words of a German speech recognition test (for a detailed description cf. [@bb0340]).

2.7. Statistical analyses {#s0045}
-------------------------

The non-parametric Kruskal-Wallis test was applied to compare the percentage of correctly identified phonemes. A group comparison was performed for each condition (A~only~, V~only~, AV~con~). The response behavior in the AV incongruent trials (visual, auditory, fusion) was compared between the groups (CI, MHL, NH) with the Kruskal-Wallis test. Lip-reading scores were subjected to a between-subjects one-way ANOVA to compare the three groups. Estimated source activations in the auditory ROI were compared between the three groups at the time interval (140 to 200 ms) of the face-selective N170 component. The Kruskal-Wallis test was used to compare between the groups (CI, MHL, NH). Predicted associations between behavioral and electrophysiological results were investigated by means of parametric correlations, which were corrected for outliers using Shepherd\'s pi correlation procedure ([@bb0310]). The Shepherd\'s pi correlation procedure identifies outliers of the data that may influence the statistics by bootstrapping the Mahalanobis distance. Data points with a distance equal or larger than six are removed from the calculation of the correlation. Shepherd\'s pi is similar to Spearman\'s rho but adapts additionally the p-statistics accounting for the removal of outliers. For a more detailed description (cf. [@bb0310]). Means and standard error of the mean (*M* ± *SE*) will be reported. If appropriate, nonparametric tests were performed. Post-hoc tests were two-tailed unless directional hypotheses were followed-up, in which case one-tailed test results are reported. The significant α-level was set to 0.05, *p*-values for multiple comparisons are corrected using the Holm-Bonferroni approach ([@bb0165]).

3. Results {#s0050}
==========

3.1. Behavioral data {#s0055}
--------------------

Kruskal-Wallis tests were performed to compare the correct phoneme identification for the A~only~, the V~only~ and AV~con~ conditions between groups (see [Fig. 4](#f0020){ref-type="fig"}A). The group effect for the A~only~ condition was observed to be significant, χ^2^~2,53~ = 29.41, *p* \< 0.001. To follow-up the group differences, the Mann-Whitney-*U* test was applied. CI users showed significantly less correctly identified phonemes in the A~only~ condition (*M* = 43%, *SE* = 4) compared to the NH controls (*M* = 79%, *SE* = 2, *U*~33~ = 11.5, *z*~33~ = − 4.67 *p* \< 0.001) and compared to the MHL group (*M* = 74%, *SE* = 2, *U*~34~ = 22, *z*~34~ = − 4.43 *p* \< 0.001). Differences between the MHL group and the NH controls as well as all other conditions were not significant.Fig. 4Behavioral results of the McGurk paradigm. (A) The correct phoneme identification is displayed for CI users (dark grey), the MHL group (middle grey), and NH controls (light grey). (B) Response behavior in the AV incongruent trials for CI (dark grey), MHL (middle grey) and NH (light grey). Possible responses are either the auditory or the visual component of the AV token, or a fusion percept. Individuals are displayed as dots for each condition. Significant group differences are indicated (\**p* \< 0.05, \*\**p* \< 0.01, \*\*\**p* \< 0.001).Fig. 4

The AV~inc~ condition was analyzed separately to identify group differences in response behavior for incongruent trials (see [Fig. 4](#f0020){ref-type="fig"}B). Note that, based on the instructions given, the auditory component of the AV token was defined as the correct response in the McGurk trials. Possible other responses were the visual component of the AV token, or a fusion percept. Kruskal-Wallis tests revealed significant group differences for all three response options (Audio: χ^2^~2,53~ = 19.42, *p* \< 0.001; Visual: χ^2^~2,53~ = 23.78, *p* \< 0.001; Fusion: χ^2^~2,53~ = 9.18, *p* = 0.009). The follow-up test between the groups revealed that CI users (*M* = 4%, *SE* = 2) and the MHL group (*M* = 10%, *SE* = 4) chose the auditory component of the AV token significantly less frequently than the NH controls (*M* = 35%, *SE* = 6), CI vs. NH: *U*~33~ = 29, *z*~33~ = − 4.13, *p* \< 0.001; MHL vs. NH: *U*~33~ = 56, *z*~*33*~ = − 3.2, *p* = 0.005. The CI users chose the visual token in *M* = 21% (*SE* = 3) of the trials, which was significantly more frequent than NH control choices (*M* = 4%, *SE* = 2), *U*~33~ = 17, *z*~*33*~ = − 4.52, *p* \< 0.001. A similar group difference was observed between the CI users and the MHL group (*M* = 8%, *SE* = 2), *U*~34~ = 50.5, *z*~*34*~ = − 3.53, *p* \< 0.001. Fusion frequency was highest in the MHL group (*M* = 82%, *SE* = 4), followed by the CI group (*M* = 75%, *SE* = 3) and the NH group (*M* = 61%, *SE* = 6). The difference between the MHL group and the NH controls was significant, *U*~33~ = 71, *z*~*33*~ = − 2.71, *p* = 0.03, whereas differences between CI users and NH controls, as well as CI users and the MHL group were not significant.

Group differences in lip-reading revealed a significant group effect as well (*F*~2,50~ = 4.86, *p* = 0.012). A post-hoc comparison between the groups confirmed highest lip-reading skills for CI users (*M* = 33%, *SE* = 4). NH controls (*M* = 23%, *SE* = 3) and the MHL group (*M* = 22%, *SE* = 2) recognized significantly less words correctly (CI vs. NH *t*~33~ = 2.33, *p* = 0.052; CI vs. MHL = *t*~33~ = 2.68, *p* = 0.033).

3.2. Auditory cross-modal activation {#s0060}
------------------------------------

Since cross-modal activation in CI users seems to be dominant in the right hemisphere ([@bb0200], [@bb0290], [@bb0340]), we compared the three groups for right auditory cortex activation. Averaged time series of the left and right auditory ROI for each group are shown in [Fig. 5](#f0025){ref-type="fig"}B. CI users showed the strongest auditory cortex activation at the N170 peak latency (*M* = 1.61, *SE* = 0.21), followed by the MHL group (*M* = 1.15, *SE* = 0.11) and the NH controls (*M* = 1.01, *SE* = 0.13). The comparison of right auditory ROI activation revealed a significant group effect, χ^2^~2,53~ = 6.9, *p* = 0.032. Since we predicted strongest activation in the CI group compared to both other groups, and stronger activation in the MHL group compared to the NH group, directional post-hoc tests were performed. Activation was significantly stronger for the CI group compared to NH controls, *U*~33~ = 82, *z*~*33*~ = − 2.34, *p* = 0.027. The difference between CI and MHL groups indicated a trend for a higher activation in the CI group, which did not reveal significance due to multiple comparison correction, *U*~34~ = 104, *z*~*34*~ = − 1.84, *p* = 0.068. The MHL group showed descriptively higher cross-modal activation compared to the NH controls but this effect did not reach significance, *U*~33~ = 115, *z*~*33*~ = − 1.25, *p* = 0.109.Fig. 5Grand average time series of cross-modal activation in the auditory ROI. (A) Represents the left auditory ROI and (C) the right auditory ROI for the CI group (red line), the MHL group (black line) and NH controls (blue line). The standard deviation is displayed as shaded area for each group. (B) Shows the activation on the cortex for the left and the right hemisphere. Cross-modal activation is shown as absolute values with arbitrary units based on the normalization within the dSPM algorithm. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 5

To test the hypothesis of a relationship between auditory cross-modal activation and AV integration strength, a correlation analysis was performed. The CI group showed a significant relationship between cross-modal activation in the left auditory ROI and the frequency of fusion percepts, *pi*(16) = 0.631, *p* = 0.017, such that higher cross-modal activation was associated with more fusion (see [Fig. 6](#f0030){ref-type="fig"}A). A similar correlation was not observed in the other two groups ([Fig. 7](#f0035){ref-type="fig"}B: MHL: *pi(16)* = − 0.04, *p* = 1.0; NH: *pi(16)* = 0.183, *p* = 0.99). As shown in [Fig. 6](#f0030){ref-type="fig"}C and D, the group of CI users furthermore showed a relationship between lip-reading skills and the duration of deafness, *pi*(16) = 0.552, *p* = 0.053, and likewise between lip-reading skills and the age at onset of hearing loss, *pi*(16) = − 0.816, *p* \< 0.001. Moreover, the accuracies in the visual only condition showed a significant correlation with lip-reading, *pi*(16) = 0.635, *p* = 0.017.Fig. 6Correlation analysis for the CI group. (A) Shows the correlation between the amount of cross-modal activation in the auditory ROI and the fusion frequency. (B) Shows the relationship between a longer duration of deafness and enhanced lip reading skills. A similar relationship was observed for lip reading skills and the age at hearing loss onset (C). The contour lines in the scatter plot represent the Mahalanobis distance from the bivariate mean (darker blue indicates greater distances). Open circles represent outliers which were not included in the correlation calculation. P-statistics have been adapted for removed outliers. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 6Fig. 7Correlation analysis for the MHL group. (A) Shows the correlation between the individual hearing loss and the amount of cross-modal reorganization in the MHL group. (B) Shows the non-significant correlation between the amount of cross-modal reorganization in the auditory ROI and the fusion frequency. The contour lines in the scatter plot represent the Mahalanobis distance from the bivariate mean (darker blue indicates greater distances). Open circles represent outliers which were not included in the correlation calculation. P-statistics have been adapted for removed outliers. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 7

We tested the hypothesis that in the MHL group, activation of the auditory ROI to faces is associated to individual hearing loss. As shown in [Fig. 7](#f0035){ref-type="fig"}, the correlation analysis revealed that individuals with a more pronounced hearing loss showed a non-significant trend toward stronger auditory cortex activation, *pi*(16) = 0.552, *p* = 0.053.

Since the MHL group differed significantly in age, the influence of age on group differences was evaluated. Correlations between cross-modal activation and age, as well as fusion and age were performed. None of the correlations reached significance, neither for the whole sample nor for the individual groups.

4. Discussion {#s0065}
=============

The present study compared cross-modal auditory cortex activation and, for the first time in CI research, its relationship to AV integration in post-lingually deafened CI users and age-matched NH controls. In addition, we included a group of mild to moderately hearing impaired individuals to explore whether a less severe amount of sensory deprivation induces cross-modal take-over as well. By means of EEG source estimation, visual-induced activation of the auditory cortex was determined and, as predicted, was found significantly stronger in CI users compared to the NH controls. Additionally, we confirmed our hypothesis that cross-modal activation in the CI group is related to audio-visual integration strength. A similar effect was not observed in the other two groups. As expected from other studies testing the McGurk illusion in CI users ([@bb0090], [@bb0280], [@bb0305], [@bb0370]), only CI users showed a bias toward the visual component of McGurk stimuli, and they showed enhanced lip-reading skills. Lip-reading performance was better the longer the duration of deafness was, and the earlier in life individuals experienced a hearing loss. In contrast to our predictions, CI users did not show significantly higher amounts of fusion percepts compared to the other groups. Interestingly, for most analyses conducted, the MHL group showed a pattern that was numerically between the CI and the NH group. In line with the assumption of a temporal evolution of deprivation-induced cross-modal activation, we could show first evidence that the activation of the MHL group was found to be related to the degree of hearing loss.

4.1. Behavioral differences in AV integration {#s0070}
---------------------------------------------

The unimodal visual condition did not reveal significant group differences, even though the CI users achieved slightly higher phoneme accuracies. At first glance this may seem contradictory, because the same CI users showed a clear advantage in word lip-reading. However, it has been shown before that CI users are superior in visual speech perception only if the presented speech contains semantic information ([@bb0235], [@bb0280], [@bb0370]). Nevertheless, better lip-reading of words was correlated to enhanced performance in lip-reading phonemes. Moreover, similar to previous studies, we observed a strong bias for the CI group to the visual component in the AV incongruent trials ([@bb0090], [@bb0280], [@bb0305], [@bb0370]). This bias toward visual speech may be one reason for the strong AV integration in CI users. Semantic context may trigger top-down processing which can be used in an AV context to optimally integrate auditory and visual sensations into one percept ([@bb0030], [@bb0255], [@bb0280], [@bb0330]). Although, words provide a higher semantic context and may be more predictive compared to units of phonemes, AV integration seems to be beneficial at this phonetic level of speech. This is especially reflected in the strong AV benefit for the CI users.

[@bb0275] previously demonstrated that CI users are better AV integrators. Several studies aimed to confirm this study with various types of AV stimulation, but only few investigated the McGurk illusion. Even though fusion percepts reflect AV integration, results are contradictory ([@bb0090], [@bb0280], [@bb0305], [@bb0370]). Unfortunately, our study does not help to shed light on the heterogeneity in previous results. In our study, the group of CI users indicated more fusion percepts than NH controls, but the difference was not significant. Other studies showed that fusion is related to CI experience or CI proficiency ([@bb0090], [@bb0370]). No such relationship could be observed in our sample. Studies with non-linguistic AV stimuli could likewise not unambiguously confirm superior AV integration skills but rather suggested performance levels that are very comparable to NH performance ([@bb0110], [@bb0300]). In the original study of [@bb0275], CI users were tested on AV word recognition. As already observed in animal as well as human studies, superiority might not be generalizable but rather be functionally specific ([@bb0015], [@bb0010], [@bb0220]). Superior AV integration in CI users may be highly specific to visual speech that contains semantic information. Since the McGurk illusion represents rather artificial AV speech with little semantic information, this task may simply not be perfectly well suited to reveal clear behavioral AV integration differences between CI users and NH controls. This interpretation could be directly tested in future studies.

Interestingly, the MHL group did not show any differences in the visual condition and in lip-reading performance compared to the NH controls. At the same time, the conditions that included auditory stimulation revealed a pattern of descriptive differences. In the unimodal auditory condition, average accuracies were about 5% worse compared to the NH group. The responses in the AV incongruent trials showed that mild to moderately hearing-impaired individuals had a small bias toward the visual component. Moreover, they revealed a similar amount of fusion compared to the CI users, which was significantly higher compared to the NH group. Even though these differences did not show a relationship to speech performance or the degree of hearing loss, the emerging pattern of behavioral differences in the auditory conditions may already indicate altered configurations of processing audio-visual stimuli, at rather early stages of hearing loss.

4.2. Cross-modal reorganization {#s0075}
-------------------------------

Here we successfully replicate our previous finding of stronger cross-modal activations to visually presented faces in the right auditory cortex of CI users compared to NH controls ([@bb0340]). Moreover, we show for the first time that higher cross-modal activation of the auditory cortex was related to stronger AV integration. This observation of a link between cross-modal activity and AV fusion was exclusively found in the CI group.

Cross-modal reorganization is typically interpreted as a deprivation-induced residual of cortical changes that impedes on speech recovery. Some studies found a maladaptive relationship between processing differences and speech perception in CI users, more specifically, CI users with a higher amount of cross-modal reorganization show a poorer performance in speech perception ([@bb0040], [@bb0055], [@bb0100], [@bb0185], [@bb0290]). One has to keep in mind that, in contrast to source estimation as in the current study, some of these correlations are based on scalp EEG analyses, which cannot easily disentangle contributions from different cortical generators (cf. [@bb0350] for a discussion of methods used in investigating cortical reorganization in CI users). On the scalp level, differences in visually evoked potentials between CI users and NH controls should be treated with care and may not necessarily reflect cross-modal reorganization ([@bb0350]). Similar to our previous study ([@bb0340]), the present study did not reveal a maladaptive relationship between the amount of cortical reorganization and speech perception performance in our group of CI users. Reasons may be various and complex. It is common nowadays to quantify CI benefit by speech in noise tests conducted in laboratory conditions. Yet, currently used speech tests are rather artificial and may not generalize very well to real speech situations. Furthermore, differences between speech tests may influence speech performance results. Moreover, the use of only speech (in noise) performance may not characterize CI benefit sufficiently. We therefore speculate that a broader test battery tailored toward characterizing CI benefit may better support the long-term goal to validate biological markers such as cross-modal reorganization as clinical predictor for CI outcome ([@bb0125]). In our opinion, these tests should include other communication skills such as lip-reading, and more realistic settings of speech in noise testing, such as multisensory speech ([@bb0005], [@bb0300], [@bb0340], [@bb0350]).

Recent discussions point toward a more balanced, less maladaptive view on the impact of cross-modal reorganization on CI performance ([@bb0150], [@bb0285], [@bb0340]). The interpretation that residual changes are exclusively leftovers from the period of deprivation may be too limited ([@bb0350]). Even though there is evidence that cross-modal changes may emerge already during the period of auditory deprivation to enhance (visual) speech processing ([@bb0335]), after sensory recovery, additive, functionally specific changes may occur ([@bb0285], [@bb0340], [@bb0350]). Moreover, cortical changes may not be limited to the auditory cortex ([@bb0115], [@bb0120], [@bb0050], [@bb0060], [@bb0070]) and may even include visual and audio-visual speech processing networks ([@bb0285]). In line, a recent animal study showed that auditory responsiveness in deaf cats was not impeded by cross-modal reorganization to visual stimuli ([@bb0190]). Accordingly, the overall pattern is rather complex, and supporting evidence for the compensatory, adaptive nature of cortical changes emerges. For example, a study showed that cross-modal activation of the visual cortex increased with CI experience and went along with increased speech perception ([@bb0120]). Furthermore, our previous study showed that CI users with higher cross-modal activation had enhanced lip-reading skills. The present results of a positive relationship between cross-modal reorganization and AV integration are consistent with this line of reasoning. Studies suggest that the reorganization during deprivation toward visual speech results in a more efficient audio-visual integration after sensory recovery to enhance speech perception ([@bb0285]). Moreover, our results strengthen the assumption of shared rather than independent cortical networks for audio-visual integration and compensatory cross-modal reorganization ([@bb0005], [@bb0065], [@bb0090], [@bb0275], [@bb0280], [@bb0370]). This is a reasonable interpretation, since speech perception in daily-life situations is rather a multisensory experience, at least in CI users ([@bb0170]). Therefore, observations of maladaptive influences on pure speech perception and adaptive relationships to other communication skills do not seem contradictory but may reflect different aspects of CI benefit. Improved lip-reading and/or enhanced AV integration skills may support speech perception in ecologically valid listening conditions ([@bb0275], [@bb0285], [@bb0340], [@bb0350]). We therefore suggest that future rehabilitation strategies for CI users should emphasize the importance of visual speech information before and during early stages of sensory recovery to obtain a better integration of AV speech.

The lack of longitudinal studies that track cross-modal reorganization is still impeding our knowledge on the temporal dynamics of deprivation-induced cortical changes. [@bb0055] showed first evidence for cross-modal reorganization at early stages of hearing loss, although their results did not unambiguously identify auditory cortex. However, a recent single case study conducted by the same lab showed that cross-modal activation in the auditory cortex may begin as early as three months after hearing loss onset ([@bb0125]). The present findings are very well in line with this research. We observed a pattern of cross-modal changes in a group of mild to moderately hearing impaired individuals. Yet, our MHL group was significantly older compared to the other two groups, and age may influence AV processing, resulting in a stronger AV integration ([@bb0195], [@bb0315]). While none of our analyses revealed a relationship to age, we cannot exclude that age effects contributed to the group differences found. Besides, we found an association between the strength of cross-modal activation and the degree of hearing loss, an effect that was not found for age. We therefore conclude that a temporal evolution of cross-modal reorganization depends on the amount of deprivation. Already mild hearing loss may leave its trace on how auditory and visual senses interact.

Neurophysiologically, the results show a pattern that is in-between the CI users and the NH controls. This is a plausible pattern, given that the degree and/or duration of hearing loss may bring about cross-modal reorganization. However, we did not find a direct relationship between cross-modal reorganization at early stages of hearing loss and behavioral measures. The impact of cortical changes at early stages of hearing loss on behavior remains to be investigated in detail. Another important question to answer is whether cortical changes are fully reversible with acoustic amplification. The first case study addressing this issue observed that a child with single-sided deafness showed cross-modal activity before the implantation of a CI, which was reduced later with CI experience ([@bb0320]). How this finding relates to adult plasticity in hearing impaired individuals remains to be seen.

5. Conclusion {#s0080}
=============

The present study confirmed previous reports of higher cross-modal activation in adult post-lingually deafened CI users, and suggests that cross-modal reorganization is already induced by mild to moderate hearing loss. Importantly, cross-modal activation could be related to AV integration as measured by the McGurk illusion. We conclude that patterns of cortical cross-modal reorganization are at least partly adaptive, as they seem to support multisensory aspects of speech communication, which appear to be of particular importance in individuals with a history of auditory deprivation.
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[^1]: CI = Cochlear implant.

[^2]: HL = hearing loss.

[^3]: SNR = Signal to noise ration.
