Abstract-In this paper, we investigate the efficacy of subdomain testing and random testing using the expected number of failures detected (the E-measure) as a measure of effectiveness. Simple as it is, the E-measure does provide a great deal of useful information about the fault-detecting capability of testing strategies. With the E-measure, we obtain new characterizations of subdomain testing, including several new conditions that determine whether subdomain testing is more or less effective than random testing. Previously, the efficacy of subdomain testing strategies has been analyzed using the probability of detecting at least one failure (the P-measure) for the special case of disjoint subdomains only. On the contrary, our analysis makes use of the E-measure and considers also the general case in which subdomains may or may not overlap. Furthermore, we discover important relations between the two different measures. From these relations, we also derive corresponding characterizations of subdomain testing in terms of the P-measure.
INTRODUCTION
T HE set of all relevant inputs to a program is usually referred to as the program's input domain. Exhaustive testing which tests all possible inputs is generally impractical since the input domain is normally very large. Typically, testers can only afford to test a small portion of the input domain.
In the past decades, a large number of test data selection strategies has been proposed. These include the most popularly known code coverage methods (such as branch testing and path testing), specification-based strategies (see, for example, [lo] , [ll] , [13] ), the data flow criteria [l] , [12] , 1151, and domain testing strategy [18] .
Almost all of these strategies share a common characteristic: the program's input domain is divided into subsets, called subdomains, and one or more representatives from each subdomain are selected to test the program. This approach to the selection of test data is commonly referred to as partition testing [5] , [9] , [17] . In general, however, the subdomains formed may not be all disjoint, and hence they are not the true partitions in the formal mathematical sense. For this reason, the term subdomain-based festing, or simply subdomain testing, which was suggested by Frank1 and Weyuker [6] , will be used throughout this paper for the general case where the subdomains may or may not be disjoint. Also, the terms partition and partition testing will be reserved for the special case when all subdomains are actually disjoint.
The motivation behind the use of subdomain testing is that each subdomain formed according to a given test crite- rion is more or less homogeneous [9] , [17] , in the sense that either all its members cause the program to succeed or all cause it to fail, and therefore a representative from each subdomain is sufficient to test the program. Unfortunately, homogeneity represents the ideal, and in practice this is extremely difficult, if not impossible, to achieve. Therefore, subdomains must be sampled often enough to improve the chance of detecting faults.
In contrast to the systematic approach of subdomain testing, random testing simply requires test cases to be randomly selected from the entire input domain. An advantage of using random testing is that quantitative estimates of a program's operational reliability may be inferred. Moreover, random testing does not bear the overheads of subdividing the input domain and of keeping track of which subdomains have been tested or not.
Recently, there has been much interest in the analysis of the effectiveness of subdomain testing and random testing [2] , [5] , [6] , [7] , [9] , [17] . Various measures have been in use, each based on a different intuition. In this paper, we are using the expected number of failures detected (hereafter abbreviated as the E-measure) to analyze subdomain and random testing. A closely related but different measure, called the expected number of errors by Duran and Ntafos, has been used in their simulation studies [5] .
The rest of this paper is organized as follows. Section 2 describes the related work. Section 3 discusses the use of the E-measure for our analysis. Section 4 outlines the underlying assumptions and the notation used in our model. Section 5 analyzes subdomain testing using the E-measure and compares it with random testing. Section 6 explores the relations between the E-measure and another metric called the P-measure defined in Section 2, and derives from these relations many results in terms of the P-measure. Section 7 summarizes and concludes this paper. Recently, statistical usage testing, which is a form of random testing using the expected operational profile of the software, is strongly advocated as an integral part of the Cleanroom Engineering process (see, for example, [4] ).
Most of the related work on subdomain testing deals only with the special case when all subdomains are disjoint, that is, partition testing. In their simulation and empirical work on the comparison of partition and random testing, Duran and Ntafos [5] concluded that the two methods are almost equally effective, even under assumptions that seem to favor partition testing. Their results also indicate that random testing may often be more cost effective than partition testing.
Considering that "the be&systematic method is little improvement over the worst" as being counterintuitive, Hamlet and Taylor [9] performed similar experiments and obtained similar results.
Instead of performing simulation and empirical studies, Weyuker and Jeng 1171 formally analyzed the conditions that affect the efficacy of partition testing and compared it to random testing. In their analysis, they used the probability ofdetecting at least one failure (the P-measure) to quantify the faultdetecting ability of a testing strategy. Subsequently, some of their results have been generalized by Chen and Yu [2] , [3] .
However, as observed by Weyuker and Jeng themselves, their analysis [17] suffers from a number of limitations. Of particular significance are two issues they raised in concluding their paper, namely the assumption of disjoint subdomains and the appropriateness of using only the P-measure. This paper is an attempt to further investigate these two issues.
THE E-MEASURE
Although the P-measure has been widely used in the study of testing strategies [2] , [3] , [5] , [6] , [7] , [9] , [17] , Weyuker and Jeng [17] have expressed their reservation over the appropriateness of using it as the sole means of assessing testing effectiveness, and suggested the search of other measures.
The expected number of failures detected (the Emeasure), being regarded as another reasonable measure by Frank1 and Weyuker [7] , has been used by them to analyze some specific subdomain testing strategies such as branch testing, mutation testing and data flow testing criteria. In this paper, we are using the E-measure to formally analyze random testing and general subdomain testing strategies rather than any specific ones.
Ideally, we would like to assess the effectiveness of testing in terms of the faults detected. Faults are the software defects caused by programmer errors, while a failure is an
We choose the E-measure because it is not only "reasonable" but also useful. Although the detection of more failures does not always help us identify more faults, in practice it is often desirable to reveal as many failures as possible. Intuitively, the more failures the testing reveals, the more information we are likely to get about the faults and the higher the chance of detecting more faults. From this point of view, a best or most effective testing strategy is one which results in a test suite that can discover as many failures in the program as possible. We shall show in Section 5, (Propositions 1 and 3) that the situations leading to a maximum value of the E-measure are precisely those that enable the detection of the largest possible number of failures. In fact, these best case situations are also those when all (except possibly one of) the subdomains are homogeneous, which, as explained in Section 1, is precisely the'rationale underlying the use of subdomain testing. In contrast, to maximize the P-measure, it is only necessary to have one subdomain full of failure-causing inputs, even though all other subdomains may have low failure rates.
Another merit of the E-measure is that it can distinguish the capability of detecting more than one failure, while the P-measure regards a testing strategy as good as another so long as both can detect at least one failure. , Furthermore, there is as yet little success in extending the formal analysis to the more general and more common case of overlapping subdomains. Weyuker and Jeng seem to have foreseen the difficulty of doing this [17] . By using the Emeasure, however, we are able to identify some characteristics of subdomain testing for overlapping subdomains.
More importantly, we have discovered some simple relations between the E-measure and the P-measure that enable the derivation of further properties of the latter more easily than by considering the P-measure alone (see Propositions 18-21 in Section6). We find that when comparing subdomain and random testing, a greater or equal value of the E-measure guarantees a greater value of the P-measure. Thus, the relative values of the E-measure are also a good indication of those of the P-measure.
Still, there may be some situations in which one is more interested in the ability of the testing strategy to uncover at least one failure. In such situations, the failure rate is usually small, and so according to Propositions 22 and 23 the Emeasure can be used as a first approximation to the P-measure.
Finally, we believe that there is probably no single "best" measure. Whichever one is the most appropriate to use depends very much on the purpose of the testing. Different measures based on different intuition should complement each other to provide a more comprehensive understanding of subdomain and random testing.
THE UNDERLYING MODEL
In this section, we introduce the notation and assumptions used in our model, which is basically similar to that used by Weyuker and Jeng [17] and Chen and Yu [2] , [3] .
Let D denote a program's input domain with size d > 0, m denote the number of failure-causing inputs, which are the elements of D that produce incorrect outputs, and c denote the number of the remaining inputs which are called correct inputs. Obviously, 0 5 c, m I d and c = d -m. Let n denote the total number of test cases selected when using random testing. Define the failure rate 0 and the sampling rate Q as 8 = t and o = t, respectively. When testing is done by using subdomain testing, the subdomains formed will be denoted by D, i = 1, . . ., k, where k is the number of subdomains and k 12. Let d, m, ci, n, ei, and q denote, respectively, the size, number of failure-causing inputs, number of correct inputs, number of test cases selected, failure rate, and sampling rate in subdomain D, where, for all i, 0 2 ci, mi 5 d, ci = di -m, ni 2 1, ej = %-and cri = 3. Let N denote the total number of test cases selected when using subdomain testing, that is,
For a fair comparison of the strength of subdomain and random testing, we shall assume, unless otherwise stated, that the same total number of test cases is selected, that is, N=n.
We shall assume that test cases are selected independently and based on a uniform distribution. This implies that the probability of selecting a failure-causing input from domain D (respectively, subdomain DJ is exactly 0, (respectively, 6$). To simplify the formulae and the computations involved, we shall for convenience assume that selections are done with replacement. Considering the fact that in practice sample sizes are normally very small when compared with the domain sizes, this assumption should have minimal effects. For more detailed justifications of these assumptions, please refer to [17] .
In the rest of this paper, the terms "partition" and "partition testing" will refer only to the case of disjoint subdomains, while the terms "subdomain" and "subdomain testing" will refer to the general (including both the disjoint and nondisjoint) case. Moreover, in our subsequent analysis, many of the results are applicable to the general case; those which are not will be explicitly and unambiguously specified. The values of the P-measure for random testing and subdomain testing are denoted, respectively, by P, and P,, and they are given by the following formulae:
Similarly, the values of the E-measure for random testing and subdomain testing are denoted by E, and E,, respectively, and they are given by the following formulae:
To simplify our exposition and enhance readability, we shall denote by Pp and Er, respectively, the values of the P-measure and E-measure when all subdomains are disjoint.
ANALYSIS OF SUBDOMAIN TESTING
In this section, we analyze subdomain testing using the E-measure. We shall discuss the best and worst cases, as well as the conditions under which subdomain testing performs better or worse than random testing. Our analysis usually begins with the case of disjoint subdomains, followed by the general case whenever appropriate.
Best and Worst Cases
Consider the best possible performance of partition testing. Intuitively, this occurs when the least number of test cases is "wasted," that is, "spent" on partitions containing no failure-causing inputs, and for the other partitions, the failure rates are all equal to one, so that every test case "spent" on these partitions must necessarily reveal a failure. n
which is the expected number of correct inputs found. Then
Now under the conditions specified in part 2) of this proposition, this maximum possible value of EP is attained. q Proposition 1 shows that E, is maximized when all subdomains, except possibly one, is either full of or free of failurecausing inputs. In other words, partition testing. works best when (almost) all subdomains are homogeneous. As noted before, this is precisely the rationale underlying the use of partition testing.
Remember that Weyuker and Jeng [17] observed that the maximum value of P, is attained as long as there exists a partition full of failure-causing inputs. Clearly, the requirement of Proposition 1 is much stronger. However, the latter situation is obviously also the most desirable, because in this case, on average either as many as all failure-causing inputs are selected (when N > m), or almost every test case reveals a failure (when N I m). In contrast, the corresponding conditions found by Weyuker and Jeng [17] only guarantee the detection of at least one failure.
Next we consider the worst case of partition testing. Again, under the conditions specified in Part 2) of this proposition, this minimum possible value of E, is attained. 0
Notice that the conditions for the worst cases of partition testing using the E-measure (Proposition 2) are identical to those observed by Chen and Yu [2] using the P-measure. Now we turn to the more general case of allowing subdomains to overlap. This has the effect of widening the range of possible performance of subdomain testing. In other words, at the extremes, it is possible to have an even better or poorer performance than that of partition testing.
Intuitively, since the subdomains may overlap, the best we can expect to have is that all subdomains, except possibly one, contain only failure-causing inputs. For coverage of the entire input domain, the remaining subdomain needs to include all the correct inputs. But to have the best performance, all the failure-causing inputs should also be included. Thus, the last subdomain should be the entire input domain. We state our observation in Proposition 3.
PROPOSITIONS. For overlapping subdomains with m > 0, E, is maximized when one subdomain is the entire input domain from which only one test case is selected, and all other subdomains contain only failure-causing inputs. In this case, Now under the conditions specified in this proposition, this maximum possible value of E, is attained. 0
By interchanging the roles of failure-causing inputs and correct inputs, we obtain the worst case as the dual of the best case as follows. PROPOSITION 4. For overlapping subdomains with m c cl, E, is minimized when one subdomain is the entire input domain from which only one test case is selected, and all other subdomains contain only correct inputs. In this case, E, =;, PROOF. This proposition is simply the dual of Proposition 3 and so the proof is also similar.
q It should be noted that in the worst situation, at most one test case (which is selected from the entire input domain) has a nonzero chance of revealing a failure. The reader may contrast this with partition testing whose worst performance is slightly better than this (see Proposition 2).
Comparison with Random Testing
In general, there is no a priori information about the distribution of the failure-causing inputs. Despite this, Weyuker and Jeng [17] did find a way of partitioning the input domain which ensures that the P-measure of partition testing would never be less than that of random testing. They found that this happens if all partitions are of equal size and the number of test cases selected from each partition is equal. Chen and Yu [2] have generalized this condition as follows. As long as the number of test cases selected is proportional to the size of the partition (hereafter referred as proportional sampling), partition testing would never have a smaller value of P-measure than random testing. Thus, it is natural to investigate the effect of proportional sampling within the context of the E-measure. Thus, while proportional sampling guarantees a better chance of partition testing than random testing to detect at least one failure [2] , Proposition 5 tells us that on average this strategy reveals the same number of failures as random testing.
With proportional sampling, the sampling rate q of subdomain Di is independent of i. If all subdomains are disjoint and the sampling rate is uniform, then necessarily q = cr for all i provided the total number of test cases is the same for both random and subdomain testing. This is no longer true when overlapping is allowed. If there is at least one nonempty intersection among the subdomains, then the following two situations are possible: 1) If we keep q = cr for all i, then N = & ni > n . That is, if the sampling rate in random testing is kept equal to the uniform sampling rate in subdomain testing, then the size of the test set for random testing will be smaller.
2) IfwekeepN=~~=,n~ =n,andcr,=...=ck,thena;:<o for all i. That is, if the sizes of the test suites are kept the same in both random and subdomain testing, then subdomain testing will have a smaller (but uniform) sampling rate.
The next two propositions deal with these two situations separately. It should be noted that this result is very general in that no knowledge of the failure rates is assumed. It gives us a very general sufficient condition of achieving better performance than random testing. Unfortunately, the precondition here also implies, as mentioned above, that more test cases are used for-subdomain testing. This result may be useful if we are willing to increase the number of test cases just to ensure that thi effectiveness of the testing will not deteriorate. However, the price is that more efforts of testing are needed. Note also that intuitively more test cases probably (but certainly not always) make the testing more effective. Proposition 6 simply guarantees a simple way of using more test cases to achieve extra effectiveness. Here cri = o2 = 0.01 = a, and E, > E, but P, < P,. 0
The next proposition concerns with the second situation of proportional sampling' in which the sampling rate of subdomains is less than that of the entire input domain. It shows that, in this situation, the performance of subdomain testing relative to random testing is solely determined by whether the overall failure rate at the intersection parts is higher than the failure rate of the entire input domain. Obviously, under most circumstances, the failure rates of the resulting partitions will not be all equal. It should be possible, however, for a tester to choose the sampling rates. In such cases there are two opposite lines of thought. One might think that to detect more failures, the more failureprone subdomains should be tested more often. Another might think that fewer test cases would be needed for subdomains with higher failure rate, as failures would be easier to detect, while more test cases would be needed to detect those failures in subdomains with lower failure rate: Our next few propositions address the effect of these two strategies of allocating test data for disjoint subdomains. To establish these results, we need the following two lemmas. We are now ready to present a condition for partition testing to work better than random testing. P~o~osrr~o~ 9. For disjoint subdomains, v (4 -q)(q -q) > Ofor aZli,j=l,..., k,thenErZE,.
PROOF. This is done by induction on k.
Basis Sfq. k = 2. This follows immediately from Lemma 1. Proposition 9 asserts that partition testing is better than random testing if sampling rates are higher for partitions with greater failure rates. This consolidates our common intuition that the more failure-prone partitions should be tested more often. It should be clear that to make use of this proposition, the exact values of the failure rates and sampling rates are not required to be known. As long as the relative order of the failure rates can be estimated or known, the sampling rates can then be defined to ensure the satisfaction of the required condition of this proposition. Two simple ways of doing this are described as corollaries below. COROLLARY 2. For disjoint subdomains, if there exist a, /I 2 0 such that for all i, ni = ami + pEzi, then E, 2 E,.
COROLLARY 3. For disjoint subdomains, if the number of test cases selected is proportional to the number of failure-causing inputs, then E, 2 E,.
On the other hand, if the other strategy is taken, that is, the more failure-prone partitions are sampled less often, then partition testing will be less effective than random testing. This is stated in the next proposition, whose proof is omitted as it is very similar to that of Proposition 9.
PROPOSITION 10. For disjoint subdomains, if (4 -6$)(q -4) 5 0 foraZli,j=l . ..k.thenErIE,.
Rather surprisingly, Propositions 9 and 10 do not hold if E is replaced by E,, as shown by the following two exampfes. It appears that for overlapping subdomains, the situation is much more complicated than is usually thought, and the intuition on which the two propositions are based do not carry over to the overlapping case. For obvious reasons, it would also be desirable to know the difference in the number of failures detected on average. When all subdomains are disjoint, this exact difference turns out to be expressible in terms of the failure rates, sampling rates and partition sizes. Also, and similarly, E, = d&r. Now,
Proposition 11 is very useful. Firstly and obviously, when there are known or estimated values of the failure rates and sampling rates, we can compute the average difference in the number of failures detected by partition and random testing. Secondly, the following sufficient condition for partition testing to be better than random testing is immediate from Proposition 11. PROPOSITION 
For disjoint subdomains, if (Si -B)(q -CT) 2 0
for all i, then E, 1 E,.
At first glance, the two conditions described in Propositions 9 and 12 look very similar. The first condition requires that the failure rates and sampling rates of all partitions are similarly ordered, that is, it is possible to rearrange the partitions in such a way that the failure rates and sampling rates are both in ascending order. The second condition, however, requires only that all partitions can be divided into two groups: one group having greater failure rates and sampling rates than those of the entire input domain, and another group having smaller failure rates and sampling rates. To use the first condition, we need to be able to arrange the partitions in an ascending order of the failure rates. To use the second condition, we need only to know whether the failure rate of each partition is greater or smaller than that of the entire input domain. Moreover, as the next two examples show, it is possible to satisfy one condition and violate another. Therefore, none of the two conditions implies the other. Also immediate from Proposition 11 is the following condition for random testing to be better than partition testing. PROPOSITION 13. For disjoint subdomuins, if (4 -B)(q -CT) 5 0 for aZZ i, then E, 5 E,. Again, though Propositions 10 and 13 look similar, none of them implies the other.
Finally, the following proposition, albeit a direct consequence of the definition of the E-measure, sheds some light on the factors affecting subdomain testing, particularly when compared with random testing. PROPOSITION 14. For the same total number of test cases, that is, CF=, ni = n, ES 2 E, iff in,(e, -6) 2 0. i=l PROOF.
and hence the proposition follows. 0
Effectively, this result tells us that the crucial factor of the relative performance of subdomain testing to random testing is the aggregate of the differences in failure rates of the entire domain and that of the subdomains weighted by the number of test cases selected. Accordingly, a simple condition to guarantee that E, > E, is that for all i, Qi 2 Band for some j, q > 6. In other words, if we can divide the domain into subdomains all with failure rates not less than and at least one greater than that of the entire domain, subdomain testing will be better.
Note that such a subdivision is only possible if we allow. Thus, we can see that allowing overlapping of subdomains opens up new possibilities that are hard to speculate if we only attempt to generalize observations regarding disjoint subdomains.
RELATING THE E-MEASURE TO THE P-MEASURE
Although the E-measure and the P-measure are different metrics, they are both defined in terms of failure-causing inputs. Intuitively, more failure-causing inputs should generally lead to larger values of both measures. One may wonder, beyond this, whether there is any correlation between them. In this section, we shall explore any such relations.
Our first two propositions in this section establish the bounds of the values of the E-measure in terms of the corresponding values of the P-measure.
PROPOSITION 15. For any given progrum, PROOF. Let xj denote the probability that exactly j failures are found. Since at most n failures can be detected, we
have P, = xi + x2 + . . . + x, and E, = x1 + 2x, + . . . + nx,.
Clearly, E, 1 P, as all the x/s are nonnegative. Finally,
follows immediately from the definitions of E, and P,. Cl ~OPosrrION 16. For any given program and any subdomain testing strategy, P, I E, I N [l -(1 -i)l'N] , where N = I;f"=, ni.
PROOF. The same argument used in the proof of E, 2 P, applies to E, 2 P, and is not repeated here.
For the other part of the inequality, consider the sequence of numbers c+, q, . . . . crN formed by repeating ni times the number (1 -4) for i = 1, . . . . k. Formally, the numbers aj's are defined as follows: aj = i-e, for j = 1, . . . . q a o,+...+ni-,+j = i-e, forj=l,..., n,;i=2 ,..., k
Since 0 I 4 < 1 for i = 1, . . ., k, we have 0 I 9 ZZ 1 for j=l, . . ..N.
Let G and A be the geometric mean and the arithmetic mean of the numbers gi, j = 1, . . ., N. Then
Since it is well known that the arithmetic mean is never less than the geometric mean, I-$E, 2 (l-PyN E, I N[l-(l-P,) 
From the proof of Proposition 16, (1) holds if and only if k$ is independent of i. Combining this with (2), the proposition follows. q
Effectively, Proposition 17 tells us that if a subdomain testing strategy is better than random testing according to the E-measure, then it must also be better according to the P-measure. This enables us to derive several conditions for subdomain testing to have a P-measure greater than or equal to that of random testing from our corresponding results on E-measure as follows. where Am = ziEl mi -m and Ad = x%, di -d, then P, 2 P,.
The proofs of Propositions 18-21 are all omitted, as each of them is-simply a direct consequence of Proposition 17 and the corresponding proposition involving the E-measure.
Thus, in view of the simplicity of its mathematical formula, the E-measure is also very useful in simplifying the analysis involving the P-measure. For instance, the main result in Chen and Yu (Proposition 3 in [2] ) that proportional sampling implies Pr 2 P, becomes an immediate consequence of Proposition 5, whose proof is much simpler. Similarly, a result obtained by Chen and Yu (Theorem 1 in [3] ), which is equivalent to Proposition 18, becomes an immediate consequence of Proposition 9.
Following is an immediate corollary of Proposition 17.
COROLLARY 4. Suppose '$=,ni = n . If P, < P, , then E, < E,.
The converse of Corollary 4 is, however, not true, as can be seen from the following example. 1) If n = 6, n1 = 4, and n2 = 3, then E, = 0.6 = E, , but PS = 0.468 < 0.469 = P,. 2) If n = 10, n, = 1, and n2 = 18, then E, = 1.01 > 1.00 = E, but P, = 0.647 < 0.651= P,. 0
A natural question to ask is whether Proposition 17 can be extended to the comparison of two general subdomain testing strategies. In other words, if for the same program, a particular subdomain testing strategy S, is expected to detect more failures on average than another strategy S, does S, also have a greater chance of detecting at least one failure? The following example shows that the answer is negative. and m = 8. Suppose that strategy S, divides the input domain into two disjoint partitions of sizes 12 and 3, and the number of failure-causing inputs are 7 and 1, respectively. Another strategy S, divides the input domain into two disjoint partitions of sizes 10 and 5, and the number of failure-causing inputs are 7 and 1, respectively. Assume also that both strategies require one test case from each partition. Then the values of the E-measure of S, and S, are 0.917 and 0.9, respectively, whereas those of the P-measure are 0.722 and 0.76, respectively. Thus, in this example, El > E, but P, < P2. 0
Finally, under certain circumstances, the E-measure can actually be used as an approximation of the P-measure. We state this result in the next two propositions. PROPOSITION 22. When the program's failure rate 0 is small such that terms involving powers of @equal to or higher than 2 can be ignored, E, = P, PROOF. Using binomial expansion,
from which the proposition follows. 0
It follows from Proposition 22 that'even under situations where the P-measure is more appropriate, the E-measure, which has a much simpler formula, can at least be used as a first approximation.
Although the assumption that 8 is small is needed, this should not be too restrictive in actual practice. For when the failure rate is high, the failures in the program will be relatively easy to detect, and both random and subdomain testing should be relatively effective. The difference in performance would then be much less significant than in the case when the failure rate is low.
For subdomain testing, a similar result holds when all subdomains have small failure rates.
PROP~%TION 23. lf all subdomains of a program have small failure rates such that terms involving the product of any two or more of the failure rates can be neglected, then E, = P, PROOF. Note that while the failure rate of the entire input domain may be small, this may not be true for subdomains. Indeed, as discussed before, subdomain testing performs best when some subdomains do have high failure rates. In 1 these cases E, may not approximate P, well.
SUMMARY AND CONCLUSIONS
In this paper, we have extended previous analytical work 121, [3] , [17] on subdomain testing and random testing in two ways. First, we make use of the E-measure to quantify the effectiveness of a testing strategy. Second, in addition to the special case of disjoint subdomains, we have also considered the more realistic case of overlapping subdomains. Furthermore, we have discovered important relations between the E-measure and the P-measure, as well as new characterizations of subdomain testing using the P-measure.
Our analysis has been based on the same mathematical model used previously in [2] , [3] , 1171 and described in Section 4. Naturally, the validity of the derived results and conclusions is limited by the underlying simplifying assumptions that have been made for mathematical tractability.
We have identified the best and worst cases of subdomain testing, observed that a wider range of the performance of subdomain testing is possible if subdomains are allowed to overlap, and we have investigated the effects of proportional sampling. We have also obtained several conditions for partition testing to be at least as effective as random testing. For instance, this is true if partitions having failure rates greater (smaller) than that of the entire input domain also possess higher (lower) corresponding sampling rates (Proposition 12).
For the overlapping case, we notice that the crucial factor 1141 of the relative performance of subdomain testing to random testing is the aggregate of the differences in the subdomain 1151 failure rate and the overall failure rate, weighted by the number of test cases selected from that subdomain. Thus, WI unlike the disjoint case, it is possible that all subdomain failure rates are higher than the overall, in which case sub-D71 domain testing is clearly better than random testing. Finally, we find that a subdomain testing strategy better 11'] than random testing according to the E-measure must also be better according to the P-measure. With this, we derive corresponding characterizations of subdomain testing in terms of the P-measure. Generally speaking, however, for the same program two subdomain testing strategies may be ranked differently by the two measures (see Example 6.3) . Nevertheless, when all failure rates involved are small, the E-measure can serve as a first approximation to the P-measure. In view of the success in obtaining various characterizations of subdomain and random testing, we expect that further analysis using the E-measure should be fruitful in identifying when subdomain testing strategies are worth the effort.
