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Thema dieser Diplomarbeit ist der Entwurf und die Implementierung eines
Informationsagentensytems fu¨r die Beschaffung von personenspezifischen
Daten aus demWorldWideWeb. Die in ausgesuchtenDatenquellen
gefundenen und extrahiertenDaten werden anschließend zur
Wissensentdeckung genutzt. Es sollen Regeln entdeckt werden, die u¨ber das
Verha¨ltnis zwischen Personen Aufschluss geben. Im Vordergrund steht eine
praktischeUntersuchung u¨ber die Mo¨glichkeiten und Schwierigkeiten von
Agentensystemen im WorldWideWeb.
Danksagung
An dieser Stelle mo¨chte ich mich bei allen Personen bedanken, die mich bei
dieser Diplomarbeit unterstu¨tzt haben.
Bei Dr. Stephan Busemann, von der DFKI und Prof. Dr. Bernhard Nebel,
von der Universita¨t Freiburg, fu¨r die Bereitschaft sich als Testperson zur Ver-
fu¨gung zu stellen.
Bei allen Mitarbeitern des Lehrstuhl VIII, insbesondere bei Peter Brockhau-
sen, der mir zahlreicheHinweise zur Benutzung vonMOBAL gab.
Mein ganz besonderer Dank geht an Prof. Dr. Katharina Morik, die mir mit
dem Thema dieser Diplomarbeit eine spannende und zukunftsorientierte
Aufgabe gestellt hat und natu¨rlich an Stefan Haustein, der immer ein offe-
nes Ohr fu¨r meine kleinen und großen Probleme hatte.
Inhaltsverzeichnis
1 Einleitung 11
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2 Ziele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Gliederung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2 Grundlagen 15
2.1 Agentensysteme . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.1 Agenten . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.2 Informationsagenten . . . . . . . . . . . . . . . . . . . . 19
2.1.3 Beispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Maschinelles Lernen . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 Modellierung eines Sachgebiets . . . . . . . . . . . . . . 27
2.2.2 Lernaufgabe . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.3 Wissensentdeckung . . . . . . . . . . . . . . . . . . . . . 29
2.2.4 Das SystemMOBAL . . . . . . . . . . . . . . . . . . . . . 30
2.3 Der Information Layer . . . . . . . . . . . . . . . . . . . . . . . 33
2.3.1 Definition der Klassen . . . . . . . . . . . . . . . . . . . 34
2.3.2 Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.3 Datenaustauschmit dem Information Layer . . . . . . 35
3 Systementwurf 37
3.1 Das Agentensystem . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.1 Modellierung der Agenten . . . . . . . . . . . . . . . . . 40
3.1.2 Der Basisagent . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1.3 Die Publikations-Agenten . . . . . . . . . . . . . . . . . 42
3.1.4 Der Projekt-Agent . . . . . . . . . . . . . . . . . . . . . . 43
3.1.5 Der Supervisor . . . . . . . . . . . . . . . . . . . . . . . . 43
7
8 INHALTSVERZEICHNIS
3.1.6 Informationsverarbeitung . . . . . . . . . . . . . . . . . 43
3.2 Definition der Klassen des Information Layer . . . . . . . . . . 43
3.3 A¨hnlichkeitsbwertungmit MOBAL . . . . . . . . . . . . . . . . 47
3.3.1 Die Lernaufgabe . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.2 Generierung der Daten . . . . . . . . . . . . . . . . . . . 48
3.3.3 Integration der gelernten Regeln . . . . . . . . . . . . . 48
4 Implementierung 49
4.1 Agenten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1.1 CORDIS-Agent . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.2 DBLP-Agent . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.3 UKA-Agent . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Anwendung vonMOBAL . . . . . . . . . . . . . . . . . . . . . . 55
4.2.1 Die Relationen zwischen Personen . . . . . . . . . . . . 55
4.2.2 Modellierung des Hintergrundwissens . . . . . . . . . . 57
4.2.3 Hypothesenraum . . . . . . . . . . . . . . . . . . . . . . 58
4.2.4 Lernbeispiele . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2.5 Akzeptanzkriterien . . . . . . . . . . . . . . . . . . . . . 59
5 Ergebnisse 61
5.1 Agentenperformanz . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.1.1 Publikations-Agenten . . . . . . . . . . . . . . . . . . . 61
5.1.2 Projekt-Agent . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2 Lernergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.1 Performanzmaße . . . . . . . . . . . . . . . . . . . . . . 68
5.2.2 Auswertung . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2.3 Die Systemregeln . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
A Klassenbeschreibung des Agentensystems 75
A.1 Klassenbeschreibung . . . . . . . . . . . . . . . . . . . . . . . . 75
A.2 Betrieb des Agentensystems . . . . . . . . . . . . . . . . . . . . 78
B Datenquellen 81
B.1 Bibliographiesammlung in Karlsruhe . . . . . . . . . . . . . . . 82
B.2 Die Informatik-Bibliographie DBLP . . . . . . . . . . . . . . . . 84
INHALTSVERZEICHNIS 9
B.3 Die CORDIS-Projektdatenbank . . . . . . . . . . . . . . . . . . 87
C MOBAL-Parameter 91
C.1 RDT-Parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
C.1.1 Systemwerte von RDT . . . . . . . . . . . . . . . . . . . 91
C.1.2 RDT Parameter . . . . . . . . . . . . . . . . . . . . . . . 91






Wir ertrinken in Informationen, aber hungern nach Wissen.
JOHN NAISBITT, MEGATRENDS
Ein leichter Zugang zu aktueller und hochwertiger Fachinformation ist fu¨r
Forschungund Lehre unabdingbar. Das Internet bietet eine weite Palette von
Informationsdiensten fu¨r eine Suchenach relevanten Informationen. Die be-
kanntesten sind Gopher, Archie, WAIS und das World Wide Web (WWW)
[Scheller et al., 1994], wobei sich das WWW inzwischen als wohl wichtig-
ster Dienst durchgesetzt hat. Die Informationssuche im Internet gestaltet
sich jedoch immer schwieriger – einerseits auf Grund der Komplexita¨t und
Gro¨ße, andererseits wegen des relativ schnellen Wandels und Wachstums.
John Naisbitt [Naisbitt, 1985] schrieb 1985 vorausschauend:
Maß und Umfang an Informationen sind mit den gegenwa¨rtigen
Mitteln nicht mehr zu bewa¨ltigen. [. . . ] Wissenschaftler, die mit
technischen Daten u¨berha¨uft werden [. . . ] erkla¨ren, mitunter sei
es einfacher ein Experiment selber durchzufu¨hren, [. . . ] als in der
Flut wissenschaftlicher Vero¨ffentlichungen nachzuwu¨hlen [. . . ],
ob dieses Experiment schoneinmal gefu¨hrtworden ist oder nicht.
1982 ging man davon aus, dass sich das Informationsvolumen alle 5 Jahre
verdoppeln wu¨rde. 1988 verdoppelte es sich alle 2,2 Jahre und 1992 alle 1,6
Jahre [Davies undWeeks, 1995]. Die MIT Media Labs sprachen 1996 davon,
dass sich das WWW alle 50 Tage verdoppelt und Bob Johnson, Analyst bei
Dataquest Inc. sagte (zitiert in [Nwana, 1996]):
in the future, it [agents] is going to be the only way to search the
Internet, because no matter how much better the Internet may be
organised, it can’t keep pace with the growth in information . . .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Umdas InformationssystemWWWeffizient nutzen zu ko¨nnen,mu¨ssen neue
Wege gegangen werden, hier finden besondere Typen von Softwareagenten
ihre Anwendung: die Informationsagenten.
Diese Informationsagenten sind auchThema vorliegender Diplomarbeit.Wo
liegen die Einsatzgebiete dieser Agenten? Welche Arbeit ko¨nnen sie dem
Menschen abnehmen und wo ko¨nnen sie ihn unterstu¨tzen?Welche Schwie-
rigkeiten gilt es zu beseitigen? Abschnitt 2.1, insbesondere 2.1.2 (Seite 19) er-
kla¨rt, was unter Informationsagenten verstandenwird. Im Kapitel 3 (Seite 37)
wird ein Informationsagentensystem vorgestellt, das personenbezogene In-
formationen aus bestimmten Quellen des WWW extrahiert. Diese Agenten
versorgen ein Informationssystem, das als Informationsbo¨rse einer Konfe-
renz dient.
1.1 Motivation
Als Beispielsszenario fu¨r diese Informationsagenten dient eine Konferenz,
die im Folgenden beschrieben wird:
In der Zukunft liegt eine Konferenz, die ihre Besucher in zwei
Welten erwartet – der realen und der virtuellen.
Die Konferenzteilnehmer melden sich zu dieser Konferenz an. Sie
sind entweder aktive Teilnehmer, die Vortra¨ge halten oder Work-
shops veranstalten, einfach nur Besucher der Konferenz – oder
beides. Jeder Besucher erha¨lt an den Konferenztagen einen klei-
nen Apparat zum Umha¨ngen – den sogenannten wearable Par-
rot1 – der natu¨rlichsprachlich von aktuellen Ereignissen berich-
tet, auf interessante Veranstaltungen hinweist, oder Verabredun-
gen mit anderen Ga¨sten vorschla¨gt – alles entsprechend einem
perso¨nlichen Profil, dass fu¨r den Teilnehmer erstellt wurde und
unter Anderem A¨hnlichkeiten zwischen den Personen repra¨sen-
tiert.
Dem Konferenzteilnehmer ist sicherlich bewusst, dass viele Hel-
fer fu¨r eine Konferenz no¨tig sind, die zum großen Teil ungesehen
im Hintergrund arbeiten. Ist ihm aber auch bewusst, dass eine
ganze Reihe von virtuellen Helfern im digitalen Hintergrund
fu¨r den reibungslosen Ablauf dieser Konferenz sorgen? Jeder Kon-
ferenzteilnehmer hat einen perso¨nlichen Agenten, der ihn in der
anderen Welt vertritt. Diese Agenten helfen den Teilnehmern
bei der Planung und Einhaltung von Terminen und Treffen.
Diese Konferenz ist Teil des europa¨ischen Projekts COMRIS, das seit 1997
die derzeitigen Mo¨glichkeiten zur Kombination dieser beiden Welten unter-
1Tragbarer Papagei
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sucht. Verschiedene Organisationenund Institutionen in ganz Europa arbei-
ten an diesem Projekt. Der Lehrstuhl fu¨r ku¨nstliche Intelligenz an der Uni-
versita¨t Dortmund ist mit dem Aufbau des unterstu¨tzenden Informationssy-
stems – dem sogenannten Information Layer betraut. Dieses System wird in
Abschnitt 2.3 genauer erkla¨rt.
1.2 Ziele
Ziel dieser Arbeit ist, fu¨r das beschriebene Szenario die Informationsagenten
zu implementieren. Sie sollen personenbezogene Daten u¨ber die Konferenz-
teilnehmer sammeln und diese Informationen in einem zentralen Informati-
onssystem ablegen. Durch die gesammelten Daten soll ein Teilnehmerprofil
entstehen,mit dem die A¨hnlichkeit der Personen bewertet werden kann (sie-
he Abbildung 1.1). Diese Bewertung ist natu¨rlich direkt abha¨ngig von der Art
der gefundenen Daten. Nur wenn diese Daten bekannt sind, kann entschie-
den werden, welche Aspekte verfu¨g- und bewertbar sind.
Abbildung 1.1: A¨hnlichkeitsbewertung der Konferenzteilnehmer. Die Pfeile
symbolisieren Aspekte, die bestimmte Teilnehmer verbinden. Diese Aspek-
te ko¨nnen aus verschiedenen Dimensionen sein, z. B. wa¨re Ko¨rperform ein
Vergleichsmerkmal.
Schließlich sollte das System jedem Konferenzteilnehmer Empfehlungenbe-
zu¨glich seiner Kontakte machen ko¨nnen. Idealerweise in der Art eines Ora-
kels, das alleBeziehungen kennt undausdiesen die Empfehlungengeneriert.
Die Aufgabe ist also, verschiedene Datenquellen strukturiert in einem zen-
tralistischen Informationssystem zusammenzufu¨hren und zur Wissensent-
deckung zu benutzen –Data Mining auf dem WWW.
Zusammenfassend ergeben sich folgende Fragen:
 WelchepersonenspezifischenDaten sind imWWWverfu¨gbar und rele-
vant?
 Welche Aspekte ergeben sich aus diesen Daten?
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 Wie ko¨nnen diese Aspekte genutzt werden, um Schlu¨sse zu ziehen bzw.
Regeln zu lernen?
1.3 Gliederung
Diese Diplomarbeit la¨sst sich grob in zwei Teile gliedern:
Der erste Teil dieser Diplomarbeit befasst sich mit der Realisierung eines
Agentensystems zur Suche und Extraktion relevanter, personenbezogener
Informationen aus bestimmten Quellen des WWW. Im folgende Kapitel wer-
den zuna¨chst Grundlagen erkla¨rt, die zum Versta¨ndnis dieser Arbeit wichtig
sind. Abschnitt 2.1 erla¨utert, was unter Agenten und Agentensystemen ver-
standen wird. Da es in der Literatur keine einheitliche Definition dieses Be-
griffes gibt, wird ein kleines Spektrumder ga¨ngigenKlassifizierungen gezeigt.
Abschnitt 2.2.4 (Seite 30) beschreibt MOBAL, ein System, das verschiedene
Tools zumAufbau und zur Pflege vonWissensbasen bereiststellt.
Kapitel 3 (Seite 37) entha¨lt den groben Entwurf dises Systems und in Kapitel
4 (Seite 49) werden Details zur Realisierung dieses Entwurfes gegeben. Alle
Ergebnisse werden schließlich in Kapitel 5 (Seite 61) zusammengefasst.
Zuna¨chst werden relevante, personenbezogener Informationen aus be-
stimmten Quellen des WWW extrahiert und in das Informationssystem
eingetragen. Die gefundenen Informationen werden mit dem Informati-
onssystem Information Layer synchronisiert, d. h. Daten werden entweder
neu erfasst bzw. erga¨nzt. Der Information Layer dient dem Informations-
Management des EG Projekts COMRIS und bildet die Bru¨cke zwischen dem
realen und virtuellen Informationsraum. Abschnitt 2.3 (Seite 33) erkla¨rt die
zum Versta¨ndnis dieses Systems no¨tigen Grundlagen.
Den zweiten Teil bildet die A¨hnlichkeitsbewertung. A¨hnlichkeitsbewertung
heißt hier: Analyse bestimmter Merkmale der von den Informationsagenten
gefundenen Informationen. Diese Informationen werden in eine geeignete
Repra¨sentation gebracht, ummitmaschinellen Lernverfahren auf eine Ent-
deckungsreise zu gehen. Das in dieser Arbeit benutzte Lernverfahren wird
in Abschnitt 2.2.3 (Seite 29) vorgestellt. Mit Hilfe von Trainingsdaten soll un-
tersucht werden, ob Regeln gelernt werden ko¨nnen, die sich auf Relationen
zwischen den Konferenzteilnehmern beziehen und so ein A¨hnlichkeitsmaß
ausdru¨cken.




Dieses Kapitel fu¨hrt die fu¨r das Versta¨ndnis grundlegenden Techniken ein.
Abschnitt 2.1 gibt einen U¨berblick des derzeitigen Agentenbegriffes. In der
Literatur werden Agenten und Agentensysteme ha¨ufig durch ihre Funktion
undAnwendung charakterisiert. ExakteDefinitionen sind hier schwierig,wie
auch keine exakte Definition des Begriffes Ku¨nstliche Intelligenzmo¨glich
ist.
ImAbschnitt 2.2wird der Bereich desmaschinellenLernens beschrieben, der
in dieser Arbeit Anwendung findet.
Der Information Layer, in den das Agentensystem dieser Arbeit integriert ist,
wird in Abschnitt 2.3 erla¨utert.
2.1 Agentensysteme
Der folgende Abschnitt 2.1.1 erla¨utert zuna¨chst kurz, was unter Software-
Agenten zu verstehen ist, Abschnitt 2.1.2 (Seite 19) betrachtet dann die Teil-
menge der Informationsagenten. Einige Beispiele runden das Kapitel in Ab-
schnitt 2.1.3 ab.
2.1.1 Agenten
Fu¨r [Minsky, 1985] ist ein Agent nicht intelligent – aber die Summe dieser
nicht intelligenten Agentenmacht Intelligenz aus: Das Ganze ist mehr als die
Summe seiner Teile. Inzwischenwird der Begriff Agent in den verschiede-
nen Forschungsbereichen, wie verteilte Systeme, Software Engineering und
der ku¨nstlichen Intelligenz (KI) unterschiedlich gebraucht.
In der KI sind es vor allem die Arbeiten von [Wooldridge und Jennings, 1995],
[Bradshaw, 1997] und [Nwana, 1996], die die Thematik einfu¨hren und grund-
legend sind. Doch selbst in diesem Bereich herrscht keine Einigkeit bei einer
genauen Definition.
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Abbildung 2.1: Einteilung verschiedener Agentenarten nach [Nwana, 1996].
Das Wort Agent lo¨st bei jedem Menschen direkt eine intuitive Vorstellung
von der Bedeutung aus. Diese Vorstellung kann sehr facettenreich sein und
ist von Mensch zu Mensch sicherlich verschieden. Man denkt z. B. an Versi-
cherungsagenten, Agenten von Schauspielern oder an James Bond. All die-
sen Personen ist gemein, dass sie fu¨r andere aktiv werden, indem sie Auf-
tra¨ge erledigen oder auf andere Weise assistierend auftreten. Sie sind auf be-
stimmte Dinge spezialisiert, wissen z. B. wo Flu¨ge gu¨nstig gebucht werden
ko¨nnen, oder haben spezielle Kontakte, die es ihnen ermo¨glichen, gewis-
se Sachen zu organisieren oder zu beschaffen. So gibt es die Reiseagentur
und die Nachrichtenagentur. Die Nachrichtenagentur bescha¨ftigt Agenten,
die sich um Nachrichten, also um Informationen ku¨mmern. Diese Agenten
(in diesem Zusammenhang auch Korrespondenten genannt) sind in der Re-
gel auf der ganzen Welt verteilt, pflegen ihrerseits Kontakte zu sogenannten
Informanten und sorgen dafu¨r, dass aktuelle Informationen zur Agentur ge-
leitet werden, wo sie an entsprechende Abnehmer weiterverteilt werden.
Die Ta¨tigkeiten von Agenten der wirklichenWelt werden nun in die virtuelle
Welt u¨bertragen. Der Begriff Agent wird als eine Metapher fu¨r Program-
me verwendet,deren Funktion und Art der Ausfu¨hrung in einer offenen und
verteilten Umgebung mit bestimmten menschlichen Eigenschaften wie auto-
nomes, zielgerichtetes Verhalten, soziale Kooperation, Intelligenz und Lernen
verbunden ist ([Klusch und Benn, 1998]).
Durch Einordnung in Aufgabenbereiche und -felder werden in der Litera-
tur Agenten definiert. [Nwana, 1996] entwirft eine Typologie, die es erlaubt,
Agenten je nach Eigenschaft zu klassifizieren (Abbildung 2.1).
Grundlegende Eigenschaften sind demnach:
1. Die Fa¨higkeit zur Kooperation,
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2. Lernfa¨higkeit und
3. Autonomie.
Diese Eigenschaften ko¨nnen durchaus unterschiedlich ausgepra¨gt sein, je
nach Aufgabe des Agenten. Kollaborative, lernfa¨hige Agenten brauchen na-
tu¨rlich die ersten beiden Eigenschaften, Interface-Agenten sollten lernfa¨hig
(adaptiv) und autonom sein. Damit ein Agent wirklich smart1 ist sollte er alle
drei Eigenschaften kombinieren.
Autonomie und Kooperation sind auch nach [Foner, 1997] zwei der wich-
tigsten Kriterien, die aus einem Stu¨ck Software einen Agenten machen. Er
fordert außerdem die Erfu¨llung verschiedener weiterer Merkmale, die theo-
retisch sicherlich sinnvoll sind, in bestehenden Systemen jedoch kaum Ver-
wendung finden. So z. B. die Vorstellung, zwischen Risiko und Vertrauen ab-
wa¨gen zu mu¨ssen. D. h. man muss seinem Agenten trauen, dass er auch die
eigenen Interessen vertritt und uns nicht betru¨gt.
Nwana nennt außerdem noch andere Kriterien, mit denen Agenten unter-
schieden werden ko¨nnen. Sind sie mobil oder statisch?Bewegen sie sich z. B.
in einemNetzwerk, oder befinden sie sich immer auf einem Rechner? Haben
sie die Fa¨higkeit zum selbstta¨tigenHandeln oder reagieren sie nur auf A¨nde-
rungen ihrer Umgebung? Selbstta¨tiges Handeln setzt voraus, dass die Agent
u¨ber eine interne Symbolik und ein Schlußfolgerungsmodell verfu¨gen.






 hybride Agenten und
 smarte Agenten.
[Franklin und Graesser, 1997] schlagen eine Einteilung nach Abbildung 2.2
vor. Autonome Agenten bilden die Wurzel eines Baumes und alle anderen
Agententypen sind Unterarten dieses Typs. Unterhalb dieser Wurzel befin-
den sichViren auf einer Ebenemit aufgabenspezifischenundUnterhaltungs-
agenten. Auf Grund der vielen Definitionen die es fu¨r Agenten gibt, nennen
auch sie einige Eigenschaften, die Agenten ausmachen:
 Reaktiv: Agenten beobachten ihre Umwelt und reagieren gegebenen-
falls.
1Klug, intelligent.
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Autonome Agenten
Viren




Software Agenten Artifical Life Agenten
Unterhaltungsagenten
Abbildung 2.2: Agententaxonomie nach [Franklin und Graesser, 1997].
 Autonom: Sie haben die Kontrolle u¨ber ihre Handlungen.
 Ziel-orientiert: Agenten handeln nicht nur einfach als Reaktion auf die
Umgebung.
 Kommunikativ: Sie kommunizieren mit anderen Agenten oder Men-
schen.
 Anpassungsfa¨hig: Sie a¨ndern ihr Verhalten auf Grund vergangener Er-
fahrungen.
 Mobil: Agenten ko¨nnen den Rechner wechseln.
Da eine Aufgabe verschiedene Anforderungen an Agenten stellen kann, nen-
nen [Beale undWood, 1994] sechs Attribute die Agenten ausmachenund die
charakteristisch fu¨r einige Aufgabetypen sind:
 Lernenfa¨higkeit: Der Agent passt sich der Aufgabe an und kann so seine
Leistung steigern.
 Forschungsfa¨higkeit: Eine Aufgabe kann schlecht umrissen sein, der
Agent muss verschiedene Mo¨glichkeiten ausprobieren, bis er die Auf-
gabe bewa¨ltigen kann.
 Vorfu¨hrend: Der Agent zeigt einem Anwender wie ein bestimmtes Pro-
grammzu bedienen ist.
 Ratgebend: Der Agent kooperiert mit dem Benutzer um ihm bei der Er-
ledigung einer Aufgabe zu helfen.
 Autonomie: Siehe oben.
 Asynchronita¨t: Die Aufgabe kann Verzo¨gerungen unterliegen. Es ist z.
B. mo¨glich, dass ein Netzservice ausfa¨llt und die Aufgabe aufgeschoben
werdenmuss.
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Agentenbasiertes Data Mining stellt einen Aufgabentyp dar, der viele die-
ser Attribute verwendet. Dabei wird versucht, Datenbanken im Hinblick auf
Beziehungen zu untersuchen, die zwischen Variablen, oder Ursachen und
Wirkungen bestehen. Einige Probleme machen diese Aufgabe nicht-trivial.
Z. B. ist es schwierig, eine Datenbank zu durchsuchen, die viele verschie-
dene Variablen in verschiedenen Dimensionen beinhaltet, denn es lassen
sich nie mehr als drei Dimensionen zur gleichen Zeit graphisch dargestellt
[Beale und Wood, 1994]. Inzwischen ist es kein Problemmehr, riesige Daten-
mengen zu speichern, imGegenteil – je gro¨ßer der Datenbestandwird, umso
wahrscheinlicher ist es, dass Beziehungen innerhalb dieser Datenbasis vor-
handen sind.
2.1.2 Informationsagenten
Gegenwa¨rtig ist die wissensbasierte Suche nach relevanten Informationen
im Internet durch intelligente Informationsagenten sehr attraktiv. Die Such-
maschinen der Gegenwart werden la¨ngst nicht mehr den Wu¨nschen der An-
wender gerecht. In der Zukunft wird der Bedarf an Informations-Manage-
ment nicht mehr mit herko¨mmlichen Strategien bewa¨ltigt werden ko¨nnen
[Liebermann, 1998]. Die Aufgabe des Suchens, Organisierens, Verwaltens
und des Pra¨sentierens sollte im Auftrag des Anwenders von Informations-
agenten u¨bernommen werden.
Traditionell ist Informations-Management eine Aufgabe des Information Re-
trieval (IR). Doch IR setzt sichmit relativ statischen Informationsquellen aus-
einander. Viele Informationen imWeb sind nicht textbezogenund daher ver-
sagen hier die klassischen IR-Techniken. Andererseits basieren viele Such-
maschinen auf IR: AltaVista, Lycos, Excite, Infoseek undHotBot benutzen al-
le die Ha¨ufigkeit von Stichwo¨rtern um das Thema eines Dokuments zu be-
stimmen. Hier wird auf die Fa¨higkeit des Anwenders gesetzt, eine gezielte
Anfrage zu stellen, und gegebenenfalls diese Anfrage nach und nach zu ver-
feinern [Salton, 1989]. Informationsagenten ersetzen nicht die IR-Techniken
– sie integrieren sie.
Unter einem Informationsagenten versteht man also einen Agenten, der in
einem externen Informationsraum ta¨tig ist und dessen Aufgabe es ist, dem
Anwender beim Zugriff und der Verwaltung dieser Informationsquelle und
der von ihr bereitgestellten Informationen zu unterstu¨tzen. Diese Informati-
onsra¨ume sind z. B. durch das Web verbundene Datenbanken. Die Informa-
tionen, die imWWW verbreitet werden sind aber ho¨chst unstrukturiert, z. B.
natu¨rlichsprachlicher Text oder Bilder – nur fu¨r den Menschen versta¨ndlich.
Das Spektrum fu¨r den Einsatz von Informationsagenten ist daher so weit wie
die Arten von Informationen und so verschiedenwie der Informationsbedarf
der Anwender.
Ein Informationsagent soll z. B. fu¨r einen Benutzer aktiv und autonom nach
relevanten Informationen in einer Menge von Informationsquellen suchen,
die fu¨r ihn verfu¨gbar sind. In der Praxis ist es oft so, dass fu¨r jede Daten-
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Informationsagenten
nicht−kooperativ kooperativ
adaptiv adaptiv rationalrational mobilmobil
Aufgabenspezifische Agenten
Abbildung 2.3: Mo¨gliche Klassifizierung von Informationsagenten.
quelle ein speziell abgerichteten Agenten eingesetzt wird, so dass mehre-
re Agenten kollaborativ zusammenarbeiten. Dies wird dann Agentensystem
oder Multi-Agentensystem genannt [Kinny und Georgeff, 1997].
Die Einteilung von [Franklin und Graesser, 1997] (Abbildung 2.2) wird von
[Klusch und Benn, 1998] noch weiter verfeinert, indem sie an das Blatt der
aufgabenspezifischen Agenten noch einen Unterbaum fu¨r Informations-
agenten ha¨ngen (Abbildung 2.3).
Sie unterteilen die Klasse der Informationsagenten in kooperative und nicht
kooperative und innerhalb dieser Klassen jeweils in adaptive, rationale und
mobile Agenten.
Nicht-kooperative Informationsagenten
Diese Agenten kooperieren nicht untereinander umdie Aufgabe des Anwen-
ders zu erfu¨llen. Die Voraussetzungen fu¨r eine erfolgreiche Suche ist ein um-
fassendes Wissen u¨ber die Struktur undBedeutung der Informationsquellen.
Kooperative Informationsagenten
Hier wird jeder Informationsquelle ein Agent zugeordnet. Handelt es sich bei
der Quelle um eine heterogene Datenbank, ko¨nnen beim Zugriff Standards
wie CORBA [Redlich, 1996], ODBC 2 oder JDBC 3 verwendet werden. Anwen-
dungsabha¨ngige Kooperationen erfolgen mit Hilfe dieser Agenten. Die be-
2Diese Abku¨rzung steht fu¨r Open DataBase Connectivity. Es handelt sich dabei um ein ge-
normtes Protokoll, mittels dessen Anwendungen auf Datenbanksysteme zugreifen ko¨nnen.
Als Abfragesprachedient SQL (Structured Query Language).
3JDBC steht fu¨r Java DataBase Connectivity und ist genau wie ODBC ein Protokoll zum
Zugriff auf Datenbanksysteme. Der Unterschied zu ODBC ist lediglich, dass JDBC-Treiber in
Java programmiert und damit plattformunabha¨ngig sind.
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sondere Eigenschaft dieses Agententyps ist die Fa¨higkeit, bei Bedarf mit an-
deren Agenten zusammen zu arbeiten.
Adaptive Informationsagenten
Ein adaptiver Agent besitzt die Fa¨higkeit, sich seiner Umgebung und sei-
nen Anforderungen je nach Aufgabengebiet anzupassen, beispielsweise der
wechselnden Relevanz der Informationen fu¨r einen Anwender. Die Adapti-
vita¨t wird in der Regel durch den Einsatz von maschinellen Lernverfahren
erreicht [Weiß und Sen, 1996]. Hier stellen sich folgende Fragen:
 Welches Lernverfahren soll fu¨r welche Anwendung eingesetzt werden?
 Soll das Lernen auf einen einzelnen Agenten oder auf das ganze Agen-
tensystem angewendet werden?
 WelcheArt vonWissen u¨ber sich unddie Umgebung sind fu¨r den Agen-
ten wichtig?
 Ko¨nnen Methoden der Wissensentdeckung in Datenbanken eingesetzt
werden?
Rational kooperative Informationsagenten
Dieser Agententyp erwartet Lohn fu¨r seine Dienste. Durch die fortschrei-
tende Kommerzialisierung des WWWwerden diese Agenten in Zukunft eine
sehr wichtige Bedeutung erlangen und nach dem Motto Geld gegen Infor-
mation agieren. Solche Systeme stellen eine geeignete Softwaretechnologie
fu¨r den elektronischenHandel dar [Klusch und Benn, 1998].
Mobile Informationsagenten
Das sind Informationsagenten, die sich physikalisch imWWWvon einem lo-
kalen Informationssystem zum anderen bewegen [Bradshaw, 1997]. Gegen-
wa¨rtig spielt dieser Agententyp keine große Rolle da unter anderem der Si-
cherheitsaspekt noch Kla¨rung bedarf. Ein mobiler Agent macht technisch
keinen Unterschied zu einem Virus.
Match-Making-Agenten
Informationen sind jedoch auch immer mit den Personen verknu¨pft, die sie
produzieren oder eine Interesse daran haben. So ist es manchmal wichtig
Personen zu finden, die ein Intersse teilen. Die Suche nach etwas Passen-
dem wird als match-making bezeichnet. Und so treten Informationsagen-
ten bisweilen auch als Match-Making-Agenten auf. Diese Agenten stellen z.
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B. fest, welche Interessen Mitglieder einer Gruppe verbinden, oder finden
fremde Personen, die ein Interesse teilen.
2.1.3 Beispiele
Die bekannteste Art von Informatinsagenten sind gegenwa¨rtig die sogenann-
ten Softbots [Etzioni undWeld, 1994] – einzelne Agenten, die dem Anwender
bei seiner Suche imWWWassistieren, dabei aber nicht mit anderen Agenten















Tabelle 2.1: Die URLs einiger im WWW ausfu¨hrbarer Informationsagenten
bzw. Agenten-Toolkits.
ELFI und bizzyB
Information Brokering steht in direktem Zusammenhang mit Informations-
agenten. [Koenemann und Thomas, 1998] definieren Information Brokering
wie folgt:
Themediation of information transactions between providers and
consumers in order to fulfill participants’ goals.
Sie benutzen die Begriffe Informationsbedarf und Informationsobjekte, um
ihr System genauer zu beschreiben. So ist bekannt, dass die Anfragen ei-
nes Anwenders nicht mit seinem eigentlichen Infromationsbedarf u¨berein-
stimmen und dieser sich im Laufe des Suchprozesses durchaus a¨ndern kann
[Belkin und Coft, 1992]. Demnach ist Information Brokering kein einzelner
4In der Regel sind hier nur Dienste verfu¨gbar, nicht die Agenten selbst.
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Match-Making-Prozess, sondern ein interaktives Ereignis – technische Lo¨-
sungen mu¨ssen diese Dynamik beachten, wenn sie erfolgreich sein wollen.
Ein Brokering-SystemhatDaten seiner Nutzer in Form von Profilen und Fall-
beschreibungen. Die Informationsobjekte bestehen zum einen aus den ei-
gentlichenDaten (source data) und zum anderen aus Beschreibungen dieser
Daten (meta data). Meta Daten eines Dokuments sind z. B. Titel, Autor und
abstract. Der Informations-Brokering-Prozess setzt sich aus verschiedenen
Unterprozessen zusammen, von denen einige in den Bereich der Informa-
tionsagenten fallen. Beim broadcasting wird eine Anfrage an alle bekannten
Informationsanbieter u¨bertragen. Die collection befasst sich mit der darauf
folgenden Sammlung der Informationsobjekte, die anschließend durch filte-
ring auf die Bedu¨rfnisse des Anwenders angepasst werden.
[Koenemann und Thomas, 1998] unterscheiden drei Aufgaben, die durch
den Einsatz von Agenten gelo¨st werden ko¨nnen:
1. Die Ausfu¨hrung von Routine-Aufgaben, z. B. das U¨berwachen von be-
stimmten Web-Ressourcen und entsprechendes Aktualisieren von In-
formationen.
2. Die Ausfu¨hrung von speziellen aber nebensa¨chlichen Aufgaben. Bei-
spielsweise hat ein Agent spezielles Wissen u¨ber den Zugriff einer be-
stimmten Online-Datenbank.
3. Zur Hilfe und Anleitung eine bestimmte Aufgabe zu lo¨sen.
ELFI ist eine InformationBrokering-Umgebung imBereich o¨ffentlicheMit-
tel. Es geht darum, dass Universita¨ten und andere Forschungsbetriebe oft
Geldgeber suchen und deswegen einen Information Broker bescha¨ftigen.
Dieser Broker sucht verschiedene Server nach neuen Geldquellen ab, sam-
melt gefundene Informationen, verteilt sie an Abnehmer und unterstu¨tzt die
Antragsstellung.Die Agentenmu¨ssen dabei entscheidenwann eine Informa-
tion neu ist, sie mu¨ssenneue Geldquellen identifizieren und entscheiden, ob
ein bestimmtes Fo¨rderprogramm fu¨r einen bestimmen Fall relevant ist.
Die Informationsobjekte in ELFI sind textuelle Beschreibungen von Pro-
grammen zur Forschungsfo¨rderung, Aufrufen zur Antragstellung, Bewilli-
gungen, etc. Diese Objekte werden von den Anbietern zum zentralen Broker
u¨bertragen, wo sie weiter verarbeitet werden (Indizierung, Bildung der Me-
tadaten). Agenten u¨berwachen die Anbieter, um die zentrale Datenbank ak-
tuell zu halten. Einige Agenten unterstu¨tzen einen menschlichen Broker bei
der Kategorisierung der Daten und der Erzeugung der Metabeschreibungen.
Schließlich werden die Informationen agentenbasiert verteilt.
bizzyB ist eine Broker-Umgebung des Milan Chamber of Commerce,
die auf Gescha¨ftsinformationen und Akkreditierung5 spezialisiert ist. Die In-
5Kreditbeschaffung.
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itiatoren erwarten, dass durch die Einfu¨hrung des Brokers die Qualita¨t und
Aktualita¨t der Informationen, die den Kunden bereitgestellt werden, erho¨ht
wird. Informationsobjekte sind Daten u¨ber Betriebe – Name, Gro¨ße, Ort,
Rechtsform und die Art des Angebots.
RETSINA
RETSINA [Klusch und Benn, 1998] ist die Bezeichnung fu¨r ein Multiagenten-
system, in dem verschiedene Typen von Agenten zusammenarbeiten um re-
levante Informationen im Internet zu finden. Es gibt Interface-, Aufgaben-
und Informationsagenten. Die Interfaceagenten stellen den Zugang fu¨r An-
wender bereit, Aufgabenagenten planen und kontrollieren die Ausfu¨hrung
von Aufgaben, die sie von den Interfaceagenten erhalten. Die Informations-
agenten bearbeiten die Anfragen die sie von den Aufgabenagenten erhal-
ten. Hierbei kann es sich insbesondere um Matchmaking-Agenten handeln.
Beispiele fu¨r RETSINA-Agentensysteme sind Warren – Handel und Informa-
tionen u¨ber Aktien an verschiedenen Bo¨rsen, Pleiades – Terminplanug und
Bu¨roautomation und Thales – Vorhersage der Position bzw. Sichtbarkeit ei-
nes Satelliten.Adaptive Techniken aus demGebiet desmaschinellenLernens
werden gegenwa¨rtig vor allem bei nicht-kooperativen Informationsagenten
eingesetzt. Ein Beispiel hierfu¨r ist WebWatcher.
WebWatcher
WebWatcher (URL in Tabelle 2.1) [Armstrong et al., 1995] ist ein sogenannter
Tour-Guide. Er unterstu¨tzt den Anwender bei der Suche im WWW, indem er
ihm Links vorschla¨gt, von denen WebWatcher glaubt, sie ko¨nnten den An-
wender interessieren. Der Anwender kann diese Vorschla¨ge bewerten und so
WebWatcher Ru¨ckmeldung u¨ber seine Leistung geben. So gesehen ist Web-
Watcher ein Interface-Agent. Fu¨r jeden Hyperlink in einer HTML-Seite ent-
scheidet WebWatcher, ob der Benutzer diesem Link folgen wird oder nicht.
Diese Entscheidung ist abha¨ngig vom Interesse des Benutzers. Dabei dienen
Links, denen der Anwender gefolgt ist als positive Beispiele.
Letizia
Ein anderer Informationsagent ist Letizia (Tabelle 2.1 )[Liebermann, 1998].
Liebermann klassifiziert seinen Agenten als einen Erkundungs-Agenten.
Er betrachtet jeden Link einer Webseite als unbekanntes Territorium unddas
Verfolgen dieses Links als einen Sprung ins Ungewisse, zumindest was den
Informationsgehalt der gelinkten Seite betrifft. Ein Informationsagent sorgt
hier dafu¨r, dass demAnwender interessante Links vorgeschlagenwerden. Le-
tizia wird zusammen mit einem Web-Browser betrieben und nutzt maschi-
nelles Lernen, um ein Benutzerprofil zu erstellen, damit es vernu¨nftige Vor-
schla¨gemachen kann. Der Agent merkt sich die Dokumente die der Anwen-
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der liest und unterstellt ein Interesse an diesen Dokumenten ohne dabei ei-
ne Bewertung des Nutzers zu erwarten. Letizia nutzt die Links auf Websei-
ten aus, da diese oft die Relevanz von anderen Dokumenten repra¨sentieren.
Miteinander verknu¨pfte Seiten stellen eine semantische Nachbarschaft dar.
Allerdings bietet Letizia keine Unterstu¨tzung, wenn man nach bestimmten
Informationen sucht. Hier wird eine Suchmaschine bessere Ergebnisse lie-
fern, die dann mit Hilfe von Letizia effizienter durchsuchtwerden ko¨nnen.
Amalthaea
Alex Moukas [Moukas, 1996] verbindet hier eine ganze Reihe von Informa-
tionsagenten-Techniken (URL in Tabelle 2.1). Vorschla¨ge, die sich mit dem
Interesse des Nutzers decken, resultieren aus den Interaktionenmehrerer in-
terner Informationsagenten. Diese internen Agenten teilen sich auf in Ent-
decker-Agenten (discovery agents), die Vorschla¨ge machen, und Filteragen-
ten, die bestimmte Vorschla¨ge aussuchen. Amalthaea verbindet also Agen-
tenwie Letizia oder WebWatchermit Multi-Agentensystemen. Amalthaea in-
tegriert, wie WebWatcher, die Bewertung des Anwenders in seine Vorschla¨ge.
Der Benutzer richtet seine Anfragean einen odermehrere Filteragenten.Die-
se Anfragewirdmit Hilfe von IR-Verfahren in einen Vektor von numerisch ge-
wichteten Stichworten u¨bersetzt. Die Entdeckungsagenten versuchen dann
mit Hilfe dieser Vektoren auf den Suchmaschinen im WWW Dokumente zu
finden, die fu¨r die Anfrage der Filteragenten relevant sind. Die Filteragenten
suchen sich unter den Kandidaten der Entdeckungsagenten wiederum die
relevantesten Dokumente aus, die dann dem Benutzer pra¨sentiert werden.
Der Benutzer bewertet das Ergebnis seiner Anfrage und so kann sich das Sy-
stem vonMal zu Mal verbessern.
Kasbah-Agenten
Wie der Name schon sagt6, handelt es sich hier um Informationsagenten, die
eine profitorientierte Suche im Internet durchfu¨hren. Ein virtueller Markt-
platz bildet die Umgebung und An- und Verkaufangebote sind die relevan-
ten Informationen dieser Agentenart. Jeder Agent bietet eine bestimmteWa-
re zumVerkaufan und/oder versucht eine bestimmteWare fu¨r seinen Benut-
zer zu kaufen. EinHandel zwischen zwei Agenten kommt zustande, nn beide
ihre gegenseitigen Angebote akzeptieren. Dabei wird die gesamte Kommu-
nikation vom Marktplatzorganisiert. Anfragenwerden an ihn gestellt, An-
gebote werden ihmmitgeteilt.
In diesem Zusammenhang ist das sogenannte Fischmarkt-Problem zu er-
wa¨hnen: Ein Verka¨ufer macht ein Angebot und wartet eine gewisse Zeit, ob
sich ein Ka¨ufer meldet. Gibt es keinen Ka¨ufer verringert er den Verkaufspreis
und wartet erneut. Die Prozedur dauert solange, bis sich ein Ka¨ufer meldet.
6Kasba[h] oder Kasabi – arabisches Viertel in nordafrikanischenSta¨dten.
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Verkauft er die Ware nicht, kommt sie vom Tisch. Die interessierten Ka¨ufer
wollen die angeboteneWaremit den geringstenKosten einkaufen.Warten sie
jedoch zu lange, kann es sein, das sich ein anderer Ka¨ufer dieWare schnappt.
Ein Agentmuss also lernen, im richtigenMoment zuzugreifen.Wann ist aber
dieser Moment gekommen?
2.2 Maschinelles Lernen
Einige Agenten (z. B. WebWatcher) haben die Eigenschaft, dass sie adaptiv,
bzw. lernfa¨hig sind. Diese Lernfa¨higkeit wirdmit Verfahren des maschinellen
Lernens erreicht. Das maschinelle Lernen versucht nicht menschliches Ler-
nen auf Rechner zu u¨bertragen, obwohl es sich im Prinzip a¨hnelt. Vielmehr
geht es darum, eine Lernaufgabe so zu modellieren, das sie in einer geeig-
neten Repra¨sentationmaschinell gelernt werden kann. Der Mensch hat eine
eigene Weise sein Wissen zu repra¨sentieren und die Maschine repra¨sentiert
ihr Wissen auf ihre Art. Die Psychologen benutzen ganz bestimmte Modelle,
um Wahrnehmung und Lernen beim Menschen zu erkla¨ren. Diese Model-
le ko¨nnen bis zu einer gewissen Komplexita¨t mit Rechnern modelliert und
nachempfundenwerden. So kommt es, dass die Psychologen inzwischen die
streng formalisierten Modelle der Informatiker benutzen, um die menschli-
che Kognition zu erkla¨ren [Metz-Go¨ckel, 1997].
RichardBandler7 und JohnGrinder8 [Bandler und Grinder, 1996] haben ganz
bestimmte Verhaltensweisen vonMenschenmodelliert. Dabei hatten sie fol-
gende Idee: Warum soll man jahrelang durch Versuch und Irrtum Erfahrun-
gen und Fertigkeiten erwerben, wenn man die Essenz dieser Lehrjahre auch
dadurch gewinnen kann, indem man die Handlungsmuster von Menschen
nachmacht, die bereits u¨ber die gewu¨nschten Fa¨higkeiten verfu¨gen? Mit ih-
rem Ansatz konnten sie erstaunliche Erfolge erzielen. So haben sie z. B. die
Handlungsmuster einer bekannten Familientherapeutin9 modelliert und sie
an ihre Studenten weitergegeben. Sie wendeten diese Muster an und konn-
ten die gleichen Ergebnisse wie diese Therapeutin erzielen, auch wenn sie
nicht deren jahrelange Erfahrung besaßen.
Lernen wird in der Psychologie wie folgt definiert [Metz-Go¨ckel, 1997]:
Definition 2.1 Lernen ist ein Prozess, der zu relativ dauerhaften Vera¨nderun-
gen des Verhaltens und Erlebens bzw. zu neuen Verhaltens- und Erlebniswei-
sen fu¨hrt.
Eine Definition fu¨r das maschinelle Lernen kommt von [Michalski, 1986]:
Definition 2.2 Lernen ist das Konstruieren oder Vera¨ndern von Repra¨senta-
tionen von Erfahrungen.
7Mathematiker, Gestalttherapeut und Computerfachmann
8Linguist
9Virginia Satier
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Beiden Definitionen ist gemein, dass sie von Konstruktion oder Vera¨nderung
von Erfahrungen handeln. Der Lernprozess wird in beiden Fa¨llen durch Be-
obachtungen beeinflusst. Die vera¨nderte Repra¨sentation von Erfahrungen
sorgt beim Menschen dafu¨r, dass er sein Verhalten bzw. sein Erleben vera¨n-
dert.
[Mitchell, 1997] definiert maschinelles Lernen so, dass es anwendbar wird:
Definition 2.3 Ein Programm lernt aus Erfahrung E in Bezug auf Aufgabe T
und einem Leistungsmaß P, wenn es seine Leistung P in Bezug auf Aufgabe T
durch die Erfahrung E verbessert.
Beispielsweise verbessert ein Datenbanksystemdie Anwortzeit (P) auf Anfra-
gen (T) auf Grund der Erfahrungen (E), die es aus den Aktualisierungen der
Benutzer hat.
Bei einer Lernaufgabe mu¨ssen also E, T und P klar definiert sein. Im Kontext
dieser Diplomarbeit bezeichnet:
T das Lernen von Regeln fu¨r die Vorhersage eines Zielbegriffes.
P die Bewertung der gelernten Regeln.
E die Beispiele, an Hand derer die Regeln gelernt werden sollen.
Da es verschiedene Lernalgorithmen gibt, die jeweils bei verschiedenen
Lernaufgaben vorteilhaft bzw. weniger vorteilhaft sind, muss zuna¨chst her-
ausgefundenwerden, vonwelcher Art diese Aufgabe ist. Der schwierigste Teil
besteht darin, eine geeignete Repra¨sentation fu¨r die Daten zu finden, denn
diese legt den Lernalgorithmus fest. Wa¨hrend der Modellierung stellen sich
dem Anwender folgende Fragen [Morik et al., 1993]:
 Was bedeuten die Aussagen in dieser Repra¨sentation? Wie ist ihre Se-
mantik?
 Welche Folgerungen kann das System ziehen? Sind diese richtig und
genu¨gen sie den Anforderungen der Semantik?
 Werden diese Folgerungen in einer angemessenen Zeit geschlossen?
2.2.1 Modellierung eines Sachgebiets
Die Modellierung eines Sachgebiets (Doma¨ne) durchla¨uft grundsa¨tzlich drei
Phasen [Morik, 1989].
In der ersten Phase wird die Struktur des Modells festgelegt. Welche Aspek-
te der Doma¨ne sind relevant und geho¨ren ins Modell? Man wa¨hlt das Voka-
bular fu¨r die Beschreibung – die Repra¨sentation (die natu¨rlich auch immer
vom benutzen Lernvefahren abha¨ngt). Semantische Beziehungen zwischen
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Konzepten, Eigenschaften und Zusta¨nden werden als Grundannahmen ge-
macht.
Die Frage nach der Relevanz wird durch die Ergebnisse der Agenten deter-
miniert. Es gibt nur Informationen u¨ber gemeinsame Publikationen und ge-
meinsame Projekte.
Der Schritt von der Doma¨ne zum Modell, insbesondere der Entwurf der er-
stenRepra¨sentation, wird von keinem Systemunterstu¨tzt. In der Regel ist das
Arbeit, die auf dem Papier vorbereitet wird und erst anschließend mit dem
Rechner getestet wird.
In der zweite Phasewerden demModell Fakten und Regeln zugefu¨gt. Jemehr
Beobachtungen (Beispiele) in das Modell einfließen, umso mehr semanti-
sche Beziehungen entstehen. Stellt man nun fest, dass sich eine Beobach-
tung nicht ins Modell einpassen la¨sst (eine Regel leitet nicht mehr diese Be-
obachtung ab), muss das Modell bzw. die Repra¨sentation revidiert werden.
Die dritte Phase kann auch als Testphase betrachtet werden. Hier werden
Experimente entworfen, die einerseits das Modell testen, andererseits aber
auch Konflikte und Lu¨cken des Modells aufzeigen, die mit den gegebenen
Informationen nicht aufgelo¨st werden ko¨nnen. Diese Konflikte ko¨nnen dann
behoben und Lu¨cken gefu¨llt werden. Das Auswerten eines Modellsmit Expe-
rimenten zieht auchmeistens eine Revision des Modells nach sich.
Es gibt Systeme, die dem Anwender einen Teil dieser 3-phasigen Model-
lierung abnehmen. Betrachtet man maschinelles Lernen als automatisches
modellieren und Wissenserwerb als Modellieraufgabe, dann ist es nahelie-
gend maschinelles Lernen in den Wissenserwerb zu integrieren.
2.2.2 Lernaufgabe
Die Modellierung der Lernaufgabe in dieser Diplomarbeit erfolgt in Pra¨di-
katenlogik. Lernverfahren, die mit dieser Art der Repra¨senation umgehen
ko¨nnen, geho¨ren in die Klasse der ILP – der induktiven logischen Program-
mierung.
Hier geht es darum, fu¨r eine gegebene Menge von Daten die speziellste
oder generellste Verallgemeinerung zu finden. Die gegebenen Daten (Be-
obachtungen oder Beispiele) sollen auf interne Beziehungen und zusam-
menfassende Beschreibungen untersucht werden. Wie die meisten maschi-
nellen Lernverfahren wird auch hier vom Speziellen auf das Allgemeine
geschlossen. Das wird als induktiver Schluss bezeichnet (Definition aus
[Morik, 1999]).
Definition 2.4 (Induktiver Schluss) Gegeben eine Menge E von Grundbei-
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m
. Die Hypothese H folgt induktiv aus E
und demHintergrundwissen B, genau dann wenn:
 B [H ` E,
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 B 6` E und
 B [ E 6` :H.
Geschrieben: E [ B  H.
In der induktiven logischenProgrammierungwerden zwei Lernaufgabenun-
terschieden: das Begriffslernen und das Regellernen.
2.2.3 Wissensentdeckung
Im Kontext dieser Diplomarbeit sollen Regeln gelernt werden, die Aufschluss
u¨ber das Verha¨ltnis zwischenPersonen geben. Diese Lernaufgabe fa¨llt in den
Bereich der Wissensentdeckung.
Die formale Fassung der Lernaufgabe verwendet den logischen Begriff des
minimalen Modells. Die folgenden Definitionen sind aus [Morik, 1999] und
[Klingspor, 1998].
Definition 2.5 Eine Interpretation I ist ein Modell einer Theorie T , M(T),
wenn sie fu¨r jede Aussage in Twahr ist.
Definition 2.6 Eine Interpretation I ist ein minimales Modell einer Theorie T,
geschriebenM+(T),wenn I ein Modell von T ist und es keine Interpretation I 0
gibt, die auch ein Modell von T ist und I 0  I.
Dann la¨sst sich das Regellernproblem (Wissensentdeckung) wie folgt defi-
nieren:
Definition 2.7 (Regellernproblem) Gegeben: Eine Menge E (Beobachtungen)
in der Sprache LE mit E  LE, und eine Menge B (Hintergrundwissen) in der
Sprache LBmit B  LB.
Gesucht wird die Menge von Hypothesen H (Regeln) in einer Hypothesenspra-
che LHmitH  LH, fu¨r die gilt:
1. M+(B [ E) M(H), d. h.H ist in allen minimalen Modellen von B und
Ewar.
2. Fu¨r alle h 2 H gibt es ein e 2 E, so dass B, E n feg 6j= e und B, E n feg,h j= e,
d. h. alle Hypothesen enthalten neue Informationen u¨ber die Beobach-
tungen.
3. Fu¨r jedesh 2 LH, das die Bedingungen 1. und 2. erfu¨llt, gilt auchH j= h,
d. h. alle in B und Ewahren Hypothesen folgen aus H.
4. H ist minimal.
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Regellernen kann als Suche in einem großen, vordefinierten Raum von po-
tentiellen Hypothesen eingeordnet werden. Eine Teilordnung dieses Hypo-
thesenraumes ist eine fu¨r die Suche sehr sinnvolle Struktur. Der Hypothe-
senraum ist natu¨rlich abha¨ngig von der Hypothesensprache und wird in der
Regel begrenzt. Die Technik dieser Begrenzung ist abha¨ngig vom jeweiligen
Lernverfahren und wird fu¨r das hier benutzte auf der Seite 32 in Abschnitt
2.2.4 beschrieben.
2.2.4 Das SystemMOBAL
MOBAL ist eine Umgebung, die es dem Anwender erlaubt auf vergleichs-
weise komfortable Weise eine Wissensbasis aufzubauen, sie zu pflegen und
zu vera¨ndern. Verschiedene Lernalgorithmen sind integriert und ko¨nnen auf
derWissensbasis ausprobiert und getestet werden. Im Folgenden werden die
fu¨r diese Arbeit benutzten Tools vorgestellt. Allerdings ist es im Vorfeld si-
cherlich wichtig, einige grundlegende Begriffe zu kla¨ren, die bei der Arbeit
mit MOBAL gebraucht werden (aus [Sommer et al., 1996]).
Fakten geben Relationen, Eigenschaften von Objekten und die Zugeho¨rig-
keit zu Konzepten an. Das klingt im erstenMoment recht abstrakt, wird aber
durch ein Beispiel sicherlich deutlich:
person(felix).
persons_temperature(felix, 36.5).
Damit wird zum Ausdruck gebracht, dass felix dem Konzept person an-
geho¨rt und dass es eine Beziehung zwischen felix und der Zahl 36.5 gibt.
Jedem Faktum wird ein Wahrheitswert evidence point zugeordnet, der den
Wahrheitsgehalt wiedergibt. Positive Fakten haben den Wert true, negative
Fakten den Wert false. Ebenso sind aber auch die Werte both und unknown
mo¨glich, um sowohl einen Widerspruch zu repra¨sentieren (both), als auch
um auszudru¨cken, dass u¨ber das zugeho¨rige Faktum bezu¨glich des Wahr-
heitsgehalts keine Aussage gemacht werden kann. Die allgemeine Syntax ei-
nes Faktums ist also p(t
1
; : : : ; t
n
).




deklariert die Sorte name als das erste (und in diesem Beispiel einzige) Argu-
ment der Pra¨dikate person und persons_temperature. temperatur wird als
zweites Argument des Pra¨dikats persons_temperaturebestimmt.
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Dabei gibt die Zahl die Anzahl der Stellen des Pra¨dikats an. Wird ein Pra¨dikat
nicht deklariert, generiert MOBAL Sortennamen.
Sorten dru¨cken die hierarchische Struktur der Objekte innerhalb der Wis-
sensbasis aus. Das Sort Taxonomy Tool (Seite 33 in diesem Abschnitt) berech-
net diese Sorten und kann sie graphischdarstellen.







Die Klausel besteht mindestens aus zwei Literalen, hat einen Kopf und einen
Rumpf, wobei im Kopf die Schlussfolgerung (conclusion) enthalten ist, und
der Rumpf aus einer oder mehreren Pra¨missen besteht. Ein einfaches Bei-
spiel ist:
small(X) --> not(large(X)).
Regeln enthalten Variablen (hier X) und werden auf alle passenden Fakten
angewendet. Aus den Fakten:
small(maus).
small(laus).
mit dem Wahrheitswert true erzeugt obige Regel die beiden neuen Fakten:
not(large(maus)).
not(large(laus)).
Mit Hilfe von Regeln lassen sich komplexe Zusammenha¨ngebeschreiben, et-
wa, dass eine Person ab einer bestimmten Temperatur Fieber hat.
persons_temperature(P, T) & gt(T, 37.5) --> has_fever(P).
dru¨ckt genau das aus. Dazu stelltMOBAL sogenannte build-in-Pra¨dikate be-
reit – in diesem Fall gt(_,_) (greater than) fu¨r einen Gro¨ßenvergleich.
Das Rule Discovery Tool (Seite 32) sucht in der Wissenbasis nach solchen Re-
geln. Dazu ist es jedoch notwendig,mit sogenanntenMetapra¨dikaten ein Re-
gelschema vorzugeben.
Metapra¨dikate sind – Salopp gesagt – Regeln fu¨r Regeln. Ein Metapra¨di-
kat beschreibt, welche Form eine gelernte Regel haben kann.Mit Hilfe dieses
Schemas ist esmo¨glich, die Hypothesen zu beschreiben, von denen erwartet
wird, dass die das Zielpra¨dikat formen. Anders ausgedru¨ckt: Die Metaregeln
bestimmen Form und Anzahl der im Ko¨rper einer Regel benutzten Pra¨dikate.
Ein sehr einfaches Regelmodell ist
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mp(P, Q) : P(X) --> Q(X)
Das wu¨rde erlauben, von allen einstelligen Pra¨dikaten auf andere einstellige
Pra¨dikate zu schließen, deren Instantiierung dieselbe ist.
RDT – Rule Discovery Tool
Diese Metapra¨dikate sind Voraussetzung fu¨r das Rule Discovery Tool – kurz:
RDT. RDT [Kietz und Wrobel, 1992] ist ein sogenanntes Wissenentdeckungs-
Lernverfahren das in MOBAL dazu dient, Regularita¨ten in den Fakten zu fin-
den. An Hand der Fakten und einem Regelmodell versucht RDT Regeln zu
finden, die je nach Akzeptanzkriterium positive oder negative Beobachtun-
gen (Beispiele) aus der Faktenmenge abdecken. Die Beispiele mu¨ssen in den
Fakten enthalten sein. RDT benutzt dabei das sogenannte closed-loop lear-
ning. Diese Lernmethode der Pra¨dikatenlogik nutzt das Regelmodell, um al-
le mo¨gliche Instantiierungen systematisch zu testen. Das Regelmodell er-
mo¨glicht eine Begrenzung des Hypothesenraumes.
Verschiedene Parameter beeinflussen das Akzeptanzverhalten von MO-
BAL. Dieses Akzeptanzkriterium teilt sich in confirmation- und pruning-
Kriterium auf. Beide Kriterien sorgen dafu¨r, dass die Hypothesensuche an
einer bestimmten Stelle abgebrochen wird:
1. Wenn das pruning-Kriterium erfu¨llt ist und damit die Hypothesen zu
speziell wu¨rden, oder
2. wenn das confirmation-Kriterium erfu¨llt ist und damit die Hypothesen
zu allgemein wu¨rden.
Insgesamt ko¨nnen fu¨nf Systemwerte benutzt werden, umdie Kriterien zu be-
stimmen. Diese Werte und alle einstellbaren Parameter befinden sich in An-
hang C.1, Seite 91.
Die Gro¨ße des Hypothesenraums von RDT ha¨ngt von folgenden Werten ab:
Von der Anzahl der Regelschemata r, der Anzahl der Pra¨dikate p und die ma-
ximale Anzahl k der Literale in einem Regelschema. Sollen Konstanten ge-
lernt werden kommt die Anzahl c der Argumente und die maximale Zahl i
aller mo¨glichen Belegungen fu¨r c hinzu. Diese Werte bestimmen die obere





Da hier keine Konstanten gelernt werden ist c = 0, dadurch wird ic = 1 und
die obere Schrankewird nur von r, p und k bestimmt:
rp
k (2.2)
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STT – Sort TaxonomyTool
Dieses Tool teilt die Doma¨ne in Sorten bzw. Klassen ein. Als Eingabe erwartet
es einfach die Fakten. Das Ergebnis ist eine Klassifizierung in Sorten in Form
eines Netz- bzw. Gitterwerkes, die sogenannte sort taxonomy. Das Wort Tax-
anomie bedeutet die Einordnung von Konzepten in ein System – das Scho¨ne
daran ist, dass man diese Einteilung graphisch darstellen kann und so einen
U¨berblick der Faktenbasis bekommt. Der Sortenname wird entweder vom
Benutzer gewa¨hlt oder von STT generiert. Dieses Tools kann vom Anwen-
der dazu benutzt werden, seine Faktenbasis zu inspizieren. Das System kann
mit Hilfe dieser Taxonomie neue Fakten und Regeln auf Kompatibilita¨t u¨ber-
pru¨fen.
Die Parameter des Sort Taxonomy Tools sind in Anhang C.2, Seite 92 abgebil-
det.
Der Algorithmus zur Konstruktion der Taxonomie beruht im Wesentlichen
darauf, eine Menge konstanter Ausdru¨cke zu bilden, die mit Hilfe ihres Auf-
tretens an bestimmtenArgumentstellen in den Pra¨dikaten gefunden werden.
Eine detailierte Beschreibung der Theorie, auf derMOBALbasiert, findet sich
in [Morik et al., 1993].
2.3 Der Information Layer
Das ForschungsprojektCOMRIS (cohabitedmixed reality information spaces)
untersucht die Mo¨glichkeiten zwei Informationsra¨ume – den realenmit dem
virtuellen – zu verbinden. Der Ansatz beruht auf einem Software-Agenten-
Konzept, dass auf eine enge Zusammenarbeit von realen und virtuellen
Agenten setzt. Ein wesentlicher Bestandteil dieses Systems ist der Informa-
tion Layer [Haustein, 1999]. Er ist der Dreh- und Angelpunkt fu¨r den Infor-
mationsaustausch zwischen den beiden Informationsra¨umen.
Seine Besonderheiten sind vor allem die verschiedenen Services (siehe Ab-
schnitt 2.3.2) und die Verwaltung der Daten innerhalb einer anpassbaren,
objekt-orientierten Ontologie10. Diese Ontologie setzt ihre Objekte in Bezie-
hung zueinander und macht den Aufbau des Information Layer offen und
modular.
Die Kommunikation erfolgt nach dem XML11-Standard [Bray et al., 1998].
Das hat verschiedene Vorteile: XML-Parser sind fu¨r verschiedene Progam-
miersprachen verfu¨gbar und es gibt bereits verschiedene XML-Tools –
zuku¨nftige Webbrowser werden diesen Standard unterstu¨tzen. XML erlaubt
es, die Daten und die impliziten Informationen u¨ber diese Daten zu erwei-
10Der Begriff Ontologie kommt eigentlich aus der Philosohie und bedeutet: Lehre von den
Ordnungs-, Begriffs- und Wesensbestimmungen des Seienden und geht bis auf Aristoteles
zuru¨ck.on heißt Seiendes, logos Lehre [Ferber, 1998].
11Extensible Markup Language
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tern oder zu vera¨ndern.
In dieser objekt-orientierten Umgebung werden nicht nur reine Fakten ge-
speichert, sondern auch Beziehungen, Relationen zwischen diesen Fakten.
Objekte werden als Klassen definiert und teilen sich Eigenschaftenmit ande-
ren Klassen oder vererben sie an Unter-Klassen.
2.3.1 Definition der Klassen
Zur Definition der Ontologie werden Klassen definiert, die miteinander in




















Abbildung 2.4: Modellierung von drei Klassen innerhalb des Information
Layer.
Im linken Teil ist ein Klassendiagramm in der Unified Modelling Langua-
ge (UML) [Oestereich, 1997] modelliert. Daneben befindet sich die entspre-
chende Strukturdefinitiondes Information Layer imXML-Format. Insgesamt
werden drei Klassen abgebildet: Agent, Person und Organization. Der Pfeil
symbolisiert, dass sowohl Organization, als auch Person Unterklassen von
Agent sind. Die Eigenschaft name der Klasse Agent vererbt sich an alle Un-
terklassen – sowohl eine Organisation hat einen Namen, als auch eine Per-
son. Außer der Eigenschaftnamehat die Klasse Person auchnoch das Attribut
firstName, was der menschlichen Konvention entspricht, einer Person Vor-
und Nachnamen zu geben.
Zwischen Personen und Organisationen gibt es Beziehungen, die in der Ab-
bildung durch einfache Linien (sogenannteAssoziationen) symbolisiert sind.
So hat eine Organisationmehrere Mitglieder und umgekehrt ist eine Person
Mitglied einer Organisation. Das geht aus den Beschriftungen der Assozia-
tionen hervor. memberOf ist mit einer 1 versehen, membersmit einem Stern
(*). Die Assoziation memberOfbegrenzt die Mitgliedschaft einer Person auf
genau eine Organisation (1:1-Relation), wa¨hrend der Stern bedeutet, das ei-
ne Organisation prinzipiell unbegrenzt viele Personen als Mitglieder za¨hlen
kann (1:n-Relation).
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Beide Relationen werden innerhalb der Klasse Organization definiert. Zu
dieser Definition geho¨rt die Angabe des assoziierten Objekts (hier die Klas-
se person) und die Deklaration der inversen Relation (hier memberOf). Diese
inverse Relation wird durch den Wert des Attributs imax auf ein Objekt der
Klasse Organization begrenzt. Diese Strategie ermo¨glich es, die Ontologie
an neue Situationen anzupassen.
Diese Klassendefinition wird in einer Datei gespeichert und ist so von ande-
ren Programmen bzw. Agenten abrufbar.
2.3.2 Module
Wie oben erwa¨hnt bietet der Information Layer mehrere Dienste, die dafu¨r
sorgen, Informationen zu verteilen. Tabelle 2.2 zeigt die verschiedenen Mo-
dule, die die Funktionalita¨t des Information Layer realisieren.
MODUL BESCHREIBUNG
Server Der Server gewa¨hrleistet, dass andere Module
auf Datenquellen zugreifen ko¨nnen. Datenquellen
ko¨nnen XML-Dateien, SQL-Datenbanken oder an-
dere Server sein.
Instance Browser Das ist ein graphisches Interface, um die Inhalte des
IL zu inspizieren.
ACL Server Der ACL Server verbindet den ILmit der COMRIS In-
frastruktur.
HTTP Server DiesesModul ermo¨glicht die Darstellungder Inhalte
des IL auf einer Webseite.
Tabelle 2.2: Die Module des Information Layer.
Fu¨r den Testbetrieb ist der Instance Browser die ideale Schnittstelle zum In-
formation Layer.
2.3.3 Datenaustausch mit dem Information Layer
Der Server sorgt fu¨r den Austausch von Objekten zwischen den Informati-
onsagenten und dem Information Layer. Im Dialog mit dem IL-Server treten
die Agenten als Clients auf, die einzelne Klassen oder Auflistungenbestimm-
ter Instanzen dieser Klassen anfordern ko¨nnen.
Fu¨r die Darstellung inHTMLbenutzt der Information Layer sogenannte tem-
plates12. Die Ausdru¨cke,mit denen diese Templates gestaltetwerden, ko¨nnen
dazu benutzt werden, die mit MOBAL gelernten Regeln in das System zu in-
tegrieren.
12Schablonen
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Kapitel 3
Systementwurf
Wie schon in der Einleitung (Seite 13) dargestellt, ist das Ziel dieser Diplom-
arbeit ist die Sucheund anschließende A¨hnlichkeitsbewertung von Informa-
tionen. Aberwelche Informationen sind verfu¨gbar und ko¨nnen bewertet wer-
den? – Welche perso¨nlichen Aspekte ko¨nnen u¨berhaupt auf A¨hnlichkeit ver-
glichenwerden?
Zwei Menschen ko¨nnen sich in verschiedenen Aspekten a¨hneln. Z. B. teilen
zwei Menschen die Vorliebe fu¨r japanisches Essen oder gehen gerne Angeln.
Aber woher kann ein System diese Art von Informationen bekommen?
Ein Ansatz war, die privatenWebseiten von Konferenzteilnehmern nach die-
sen Informationen zu durchsuchen. Jedoch zeigten zahlreiche Stichproben,
dass die Gestaltung von Webseiten und das Layout von Firmensites sehr in-
dividuell ausfallen.Die wenigstenWebseiten verratenHobbys oder perso¨nli-
che Interessen. Außerdem ist die Struktur der von Websites so unterschied-
lich, dass es eine eigene Untersuchung wert ist, hier nach Informationen
zu suchen. [Freitag, 1998] untersuchte die Schwierigkeiten einer solchen Ex-
traktion aus HTML-Seiten. Sie ging dabei von Webseiten aus, denen eine ge-
wisseRegularita¨t im Aufbau gemein ist, da sie von einer Institution stammen.
Selbst bei diesen Voraussetzungenhatte sie Schwierigkeiten bei derNamens-
extraktion von Personen, da die HTML-Strukturen bei perso¨nlichenWebsei-
ten, im Vergleich zuWebseiten die Kurse anku¨ndigten, recht unterschiedlich
waren.
A¨hnlich sind sich zwei aber auch Personen, wenn sie in der gleichen Fach-
richtung forschen. An Hand der Vero¨ffentlichungen oder Projektbeteiligun-
gen ist z. B. sehr gut ablesbar, welcher Wissenschaftler wann und mit wem
vero¨ffentlicht hat. Was kann daraus geschlossen werden, dass Teilnehmer
bereits zusammen vero¨ffentlicht haben? Man ko¨nnte davon ausgehen, dass
sie sich kennen. Wenn sie schon u¨ber Jahre hinweg zusammen vero¨ffentlicht
haben, kennen sie sichdann gut (zumindest lange)? Die gleichen Fragen stel-
len sich fu¨r Projektpartner.
Da die Extraktionrelevanter Informationen ausperso¨hnlichenWebseiten auf
Grund der fehlenden Struktur nicht mo¨glich ist, beziehen wird die Informa-
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tionen aus strukturierten Quellen. Fu¨r Publikationen und Projekte sind sol-
che Quellen im WWW verfu¨gbar, so ko¨nnen die oben beschriebenen Proble-
me umgangenwerden.
In diesem Kapitel wird die Modellierung des Gesamtsystems vorgestellt und
die no¨tigen Definitionen der Ontologie des Information Layer erla¨utert. Im
Wesentlichen sind zwei Aufgaben zu lo¨sen:
1. Der Entwurf von Informationsagenten fu¨r die Suche und Extraktion
personenbezogener Daten und
2. eine A¨hnlichkeitsbewertung dieser Daten mit einem maschinellen
Lernverfahren.
Die erste Aufgabe bildet eine typische Anwendung fu¨r Informationsagenten.
Bei der Suchehandelt es sich um einen immer wiederkehrenden Prozess, der
unabha¨ngig von einem Anwender automatisch gestartet wird. Die Agenten
sind dabei jeweils fu¨r eine ganz bestimmte Datenquelle innerhalb des World
Wide Web zusta¨ndig. Sie speichern die gefundenen und extrahierten Daten
fu¨r die Weiterverwendung im Information Layer. Autonomie (siehe Abschnitt
2.1, Seite 15) ist also eine Eigenschaft, die den aufgabenspezifischen Agenten
eigen sein soll.
Fu¨r die zweite Aufgabe mu¨ssen die relevanten Daten aus dem Informati-
on Layer in einer geeigneten Repra¨sentation nach MOBAL exportiert wer-
den. Mit dem integrierten Lernverfahren RDT wird dann versucht, Regula-
rita¨ten in diesen Daten zu finden. Die gelernten Regeln werden u¨ber Tem-
platesmit denDaten des Information Layer kombiniert und stehen dann an-
deren Anwendungen zur Verfu¨gung.Diese Anwendungen ko¨nnen wiederum
von Agenten bedient werden. Auch hier gilt das Gleiche wie fu¨r die Informa-
tionsagenten – das Agentensystem ist beliebig erweiterbar.
Das System ko¨nnte dahingehend erweitert werden, dass die Benutzer die
Mo¨glichkeit haben, falsche oder schlechte Vorhersagen zu kennzeichnen,
damit die Regeln verfeinert werden ko¨nnen. In der jetzigen Version werden
die Regeln jedoch nur einmal generiert und mit Hilfe der Templates in die
HTML-Ausgabe integriert.
Abbildung 3.1 verdeutlicht die Architektur des Systems.
Die gestrichelten leeren Ka¨stchen in Abbildung 3.1 sollen die Skalierbarkeit
des Systems verdeutlichen. Es kann durchweitere Agenten beliebig erweitert
werden.
Der na¨chste Abschnitt (3.1, Seite 39) entha¨lt die Planung dieser Agenten. In
Abbildung 3.1 bilden sie die Schnittstelle zwischen dem WWW und dem In-
formation Layer. Abschnitt 3.2 (Seite 43) entha¨lt die Modellierung der no¨ti-
gen Objekte innerhalb der Ontologie des Information Layer.
Schließlich beschreibt Abschnitt 3.3 (Seite 47) die angestrebte A¨hnlichkeits-
bewertungmit Hilfe eines Regellernverfahrens. Die gelernten Regeln werden














Abbildung 3.1: Das Agentensystem.
dann so in das System integriert, dass Konferenzteilnehmern Empfehlungen
bezu¨glich Treffen gegeben werden.
3.1 Das Agentensystem
In diesemAgentensystemkooperieren verschiedene aufgabenspezifische In-
formationsagenten miteinander, um den Information Layer mit Informatio-
nen bezu¨glich gemeinsamvero¨ffentlichter Dokumente undEG-Projektbetei-
ligungen zu fu¨llen.
Grundsa¨tzlich soll das System beliebig erweiterbar sein. D. h. man soll-
te Agenten hinzufu¨gen oder entfernen ko¨nnen, ohne dabei das ganze Sy-
stem a¨ndern zu mu¨ssen. Selbst ein einzelner Agent sollte angepasst werden
ko¨nnen ohne Einfluss auf das System.Das Schemawird in Abbildung 3.2 ver-
deutlicht.
Die Informationsagenten ku¨mmern sich um die Extraktion von Daten aus
ganz bestimmten Quellen des World Wide Web. Diese Datenquellen werden













Abbildung 3.2: Die Informationsagenten.
im Anhang B genauer beschrieben. Die extrahierten Daten werden in den
Information Layer eingefu¨gt.
Die Agenten sind jeweils als Threads realisiert und arbeiten parallel. Sollte
der Server einer Datenquelle nicht verfu¨gbar sein, liefert der entsprechende
Agent eine Fehlermeldung, die anderen arbeiten jedoch normal weiter. An
den gefundenen, bzw. nicht gefundenen Informationen macht es sich be-
merkbar, wie erfolgreich ein Agent war.
3.1.1 Modellierung der Agenten
Fu¨r jede Datenquelle gibt es einen speziellen Agenten, der die Besonderhei-
ten dieser Quelle kennt. Neben diesen individuelle Anpassungen, sind einige
der zu bewa¨ltigenden Aufgaben bei allen Agenten gleich ist. Die Datenquel-
len sind:
 Die Projektdatenbank von CORDIS in Luxemburg,
 die Informatik-Bibliographie ACM Sigmoid DBLP an der Universita¨t
Trier und
 die Collection of Computer Science Bibliographies an der Universita¨t
Karlsruhe.
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Die URLs dieser Datenquellen und weitere Einzelheiten finden sich im An-
hang B (Seite 81). JedeDatenquellewird von genau einem Agenten abgefragt.








Abbildung 3.3: Vererbungshierarchie des Collectors.
Die objekt-orientierte Programmiersprache JAVA bietet die richtigen Voraus-
setzungen fu¨r die Realisierung dieser Agenten, da sie die Vererbung bei Ob-
jekten ermo¨glicht. Bei der Vererbung werden Eigenschaften einer Superklas-
se (hier der Collector) an die Subklassen (Unterklassen) weitergegeben.
Gesteuert werden diese Agenten vom CollectorSupervisor, der den Infor-
mation Layer beobachtet und Neuzuga¨nge unter den Personen zum Anlass
nimmt, die Agenten auf die Suche zu schicken.
3.1.2 Der Basisagent
Der Collector ist der sogenannte Basisagent dieses Systems. Er stellt grund-
legende Eigenschaften bereit, die von allen Agenten gebraucht werden. Al-
le Agenten unterhalten einerseits eine Verbindung zum Information Layer
und unterstu¨tzen andererseits das HTT-Protokoll zur Extraktion der Infor-
mationen. Personen, Publikationen und Projekte haben innerhalb der Onto-
logie des IL eine ganz bestimmteRepra¨sentation (sieheAbschnitt 3.2). Daalle
Agententypen auf diese Repra¨sentation zugreifen, ist die Funktion ebenfalls
im Basisagenten – dem Collector – enthalten.Diese Eigenschaften vererben
sich so automatisch an die Subklassen. Im Einzelnen sind das:
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 Verbindungsaufbau zum Information Layer: Die Agenten bauen eine
Verbindung zu dem Port auf, an dem der IL-Service la¨uft.
 Das Entfernen von HTML-Tags: Durch diese Tags wird ein HTML-Do-
kument zwar strukturiert, aber diese Tags enthalten keine relevanten
Informationen. Da die Seiten der Informationsquellen immer den glei-
chen Aufbau haben, finden sich die relevanten Informationen immer
an den gleichen Stellen im Dokument. So wird zwar die Informations-
suche erleichtert, aber nach der Extraktionmu¨ssen diese Tags entfernt
werden, da sie nicht zur eigentlichen Information za¨hlen.
 Das Ersetzen von Umlauten: Die Datenquellen verfahren mit den An-
fragen unterschiedlich. Umlaute mu¨ssen unter Umsta¨nden durch pas-
sende Zeichen ersetzt werden.
 Das Synchronisieren von Personen mit dem Information Layer: Die
Agenten finden entweder Autoren, Editoren oder Projektpartner. Die-
se Personen sind entweder schon im IL vorhanden, oder mu¨ssen ein-
gefu¨gt werden.
 Das Synchronisieren von Vero¨ffentlichungen: Da es zwei Agenten gibt,
die publikationsbezogene Informationen extrahieren, wird auch diese
Funktion im Basisagenten realisiert1.
3.1.3 Die Publikations-Agenten
Eine typische wissenschaftliche Arbeit ist ein Dokument mit einem Titel, ei-
ner Liste von Autoren, einer Zusammenfassung, dem eigentlichen Text und
einer Liste von Literaturangaben. Den Titel und die Autorenliste findet man
auch in den Bibliotheken wieder. Manchmalwerden auchdie Zusammenfas-
sung oder die Stichwo¨rter gespeichert – das jedoch eher unregelma¨ßig. Die
Agenten ko¨nnen sich also nur auf den Titel, die Autoren, und das Vero¨ffentli-
chungsjahr verlassen.
Als Publikations-Agenten kommen zwei Agenten zum Einsatz. Sie erweitern
die Funktionalita¨t des Basisagenten um spezielle, an die Datenquellen ange-
passte Funktionen.
Die Agenten u¨bermitteln den Namen einer Person als Anfrage an die Daten-
quelle und erhalten HTML-Seiten als Ergebnis. Die gefundenen Publikatio-
nen werden zuna¨chst in einem eigenen Objekt verwaltet und schließlichmit
dem Information Layer synchronisiert.
1Das entsprechende Synchronisieren der Projekte wird noch im speziellen Projekt-
Agenten erledigt.
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3.1.4 Der Projekt-Agent
Ein Agent beschafft Informationen bezu¨glich Projektbeteiligungen von Per-
sonen. Die Datenquelle ist die Projekt-Datenbank von CORDIS in Luxem-
burg (Details siehe Anhang B, Seite 81). Die Informationen werden hier je-
doch nicht auf der ersten Ebene gefunden, wie bei den beiden Publikations-
Agenten. Die Anfrage bei der Datenquelle liefert eine Liste von Hyperlinks
auf Projekte zuru¨ck, an denen die Person beteiligt war (oder ist). Der Agent
muss diesen Links folgen, um detailierte Angaben zu dem entsprechenden
Projekt und den Projektpartnern zu finden.
Projekte bilden innerhalb des Information Layer eine eigene Klasse (siehe
Abschnitt 3.2). Jedoch werden auch diese Daten zuna¨chst in einer eigenen
Klasse verwaltet, bevor sie mit dem IL synchronisiert werden.
3.1.5 Der Supervisor
Der Supervisor macht dieses System autonom. Er bestimmt, wann die Agen-
ten aktiv werden sollen. Gegenwa¨rtig tut er das nur, wenn er neue Konfe-
renzteilnehmer im Information Layer entdeckt. Es soll aber auch noch ein
Aktualisierungsmodus integriert werden, der dann zu bestimmten Zeiten die
Agenten auf die Suche schickt.
3.1.6 Informationsverarbeitung
Wa¨hrend der Suche speichern die Agenten jede gefundene Publikation bzw.
jedes gefundene Projekt in einem eigenen Objekt. Insbesondere die Ergebis-
se der Anfrage in Karlsruhe mu¨ssen darauf untersucht werden, ob es sich
wirklich um eine relevante Publikation handelt. Es kann na¨mlich vorkom-
men, dass der Name einer Person weder als Autor noch als Editor einer Pu-
blikation erscheint, sondern z. B. im Titel vorkommt.Dann ist die gefundene
Vero¨ffentlichung keine Publikation dieser Person – sie handelt vielleicht von
der Person. Erst wenn feststeht, dass eine Person als Autor oder Editor auf-
tritt, werden die Publikationen mit dem Information Layer synchronisiert.
3.2 Definition der Klassen des Information Layer
Da die gefundenen Datenmit dem Information Layer synchronisiert werden
sollen, muss die Ontologie des IL fu¨r diese Daten vorbereitet sein. Das ge-
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 Projekte
definiert.
Tabelle 3.1 und Abbildung 3.4 zeigen, wie diese Objekte als Klassen im Infor-
mation Layermodelliert und damit definiert sind. Diese Klassendefinitionen
sind in einer Datei (entities.xml) abgelegt und ko¨nnen so vonAgenten oder
anderen Applikationen abgerufen werden.












<defRelation id="author" type="Person" inverse="publications"/>








<defRelation id="projectleader" type="Person" inverse="leaderof"/>
<defRelation id="participant" type="Person" inverse="participation"/>
</entity>
Tabelle 3.1: Die Definition der Klassen Person, Publicationund Project des
Information Layer.
Jede Person hat Attribute (ID-Nummer, Vorname, Name, eine Kennzeich-
nung, ob diese PersonKonferenzteilnehmer2 ist und eine optionaleBeschrei-
bung) und Relationen zu anderen Klassen. Wie in Tabelle 3.1 zu sehen, wer-
den die Relationen, die eine Person haben kann, in der Klasse bestimmt, zu
der es eine Beziehung geben kann. D. h. die Definition der Klasse Person de-
terminiert nicht die Verknu¨pfungen, die eine Instanz der Klasse haben kann.
So ist die Ontologie einfach erweiterbar. Da jede Instanz eine eindeutige
Kennzeichnung hat (id), sind auch die Relationen eindeutig.
2Achtung: Das Attribut participant darf nicht mit der Relation participant der Klasse
Project verwechselt werden.





























Abbildung 3.4: Klassendiagramm der Objekte Person, Publication und
Project.
Publikationen werden durch Titel, Erscheinungsjahr, Dokumentenklasse3
(siehe Tabelle 4.6, Seite 54), in welchem Journal oder welchem Buch sie er-
schienen sind, repra¨sentiert. Desweiteren gibt es Relationen zu Autoren und
Editoren und umgekehrt. In Abbildung 3.4 sind die Kanten entsprechend be-
schriftet. Editoren undAutoren sind also Personen, deren Beziehungen zu ei-
ner oder mehreren Publikationen sie erst zu Autoren oder Editorenmachen.
Projekte werden durch Titel, Projektreferenznummer, Status, Anfangs- und
Enddatum repra¨sentiert. Auch hier sind Relationen zu Personen definiert,
na¨mlich zu den Projektteilnehmern und dem Projektleiter. Ist eine Person
Projektleiter erha¨lt die entprechende Instanz die Relation person.leaderOf,
die auf die entsprechende Projekt-Instanz verweist.
Tabelle 3.2 zeigt einen Ausschnittder Datei instances.xml, die alle Instanzen
entha¨lt, die der Information Layer kennt.
Die Instanz der Klasse Person entha¨lt Verweise auf Instanzen der Klassen
Publication und Project. Die betreffende Person ist Autor und Editor meh-
rerer Publikationen (<publications .../>, <editorOf .../>) und Partner
bei mehreren Projekten (<participation .../>)4. Die Identita¨tsnummern
werden automatisch erzeugt, wenn eine neue Instanz einer Klasse angelegt
wird.
3Wir werden spa¨ter sehen, dass die Dokumentenklasse (Vero¨ffentlichungsart) nur von ei-
ner Datenquelle bereitgestellt wird.
4Die Liste der dargestellten Instanzen ist geku¨rzt.






<publications idref="d92b0f777e" hint="The {Real-Estate} Agent --- Mo
deling Users by Uncertain Reasoning" type="Publication"/>
<publications idref="d92b0faf53" hint="Sloppy modelling" type="Public
ation"/>
...
<editorOf idref="d92b0faf53" hint="Sloppy modelling" type="Publicatio
n"/>
...









<projectleader idref="d92b0f64d3" hint="Steels, Luc" type="Person"/>
...









<booktitle>Knowledge Representation and Organization in Machine Learn
ing</booktitle>
<author idref="d92b0ea421" hint="Morik, Katharina" type="Person"/>
<editor idref="d92b0ea421" hint="Morik, Katharina" type="Person"/>
</Publication>
Tabelle 3.2: Ausschnitt aus der Datei instances.xml. Die Instanzen Person
und Project sind geku¨rzt.
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Es ist klar, dass eine Publikation in jedem Fall einen Autor haben muss, ge-
nausowie ein Projekt in jedem Fall einen Leiter hat5. Die Anzahl der Autoren,
Editoren und Projektpartner kann variieren.
Erst wenn eine Instanz der Klasse Person eine Relation zu einer Instanz einer
anderen Klasse hat, wird die entsprechende Instanz umdiese Relation erwei-
tert. Da jede Instanz eine eindeutige Kennzeichnung hat (id), sind auch die
Relationen eindeutig.
3.3 A¨hnlichkeitsbwertung mitMOBAL
Fu¨r die A¨hnlichkeitsbewertung mu¨ssen die Objekte Person, Publication
und Project in das SystemMOBAL importiert werden. Dazumu¨ssen sie von
der objekt-orientierten Repra¨sentation im Information Layer in eine pra¨di-
katenlogischeRepra¨sentation gebrachtwerden,mit derMOBAL lernen kann.
3.3.1 Die Lernaufgabe
So wird die A¨nlichkeitsbewertung zu einer Regellernaufgabe gemacht. Die
A¨hnlichkeitwird durchdie Art der Beziehung zweier Personen zumAusdruck
gebracht. Die vier Beziehungsklassen lassen sich wie folgt charakterisieren:
1. bekannt,
2. gut bekannt,
3. freundschaftlich und schließlich das eigentliche Ziel:
4. manmo¨chte sich treffen.
Den Konferenzteilnehmern werden jedoch nur die Personen pra¨sentiert, von
denen das Systemmeint, dass sie sich treffen wollen.
Die anderen Beziehungen sollen der Aussagekraft des Zielpra¨dikats dienen.






5Es gibt tatsa¨chlich Projekte, die nur einen Leiter haben und keine weiteren Vertragspart-
ner.
48 KAPITEL 3. SYSTEMENTWURF
3.3.2 Generierung der Daten
Um die Wissensbasis mo¨glichst flexibel zu halten, werden die Fakten und
Pra¨dikate aus dem Inhalt des Information Layer generiert. Da die Klas-
sendefinitionen des Information Layer abgerufen werden ko¨nnen, sollte es
mo¨glich sein, auch hier Agenten einzusetzen. In dieser Arbeit werden nur die
Klassen Person, Publication und Project des IL nachMOBAL exportiert.
Das Progamm MobalOut erzeugt eine Textdatei, die von MOBAL eingelesen
werden kann. Dazu werden die relevanten Elemente des Information Layer
in eine Repra¨sentation gebracht, mit der MOBAL lernen kann. Hier ko¨nnte
sicherlich auch der elegantere Weg u¨ber das MOBAL eigene Programmer’s
Interface gegangen werden.
3.3.3 Integration der gelernten Regeln
Die Integration der mit MOBAL gelernten Regeln geschieht manuell. Die
Regeln werden offline gelernt und anschließend mit Templates (siehe Ab-
schnitt 2.3.3, Seite 35) in den Information Layer eingebunden.
Kapitel 4
Implementierung
Dieses Kapitel beschreibt die konkrete Vorgehensweise in Bezug auf den im
letzten Kapitel dargestellten Entwurf.
4.1 Agenten
Zur Implementierung des Agentsystems wurde die Programmiersprache JA-
VA benutzt ([Flanagan, 1998],[Morik, 1998]). Obwohl die Performanz mit ei-
ner anderen Sprache vielleicht etwas gesteigert werden ko¨nnte, bietet JAVA
unu¨bersehbare Vorteile, die insbesondere in diesem Einsatzgebiet u¨berzeu-
gend sind:
 JAVA ist objekt-orientiert,
 der Zugriff auf Internet-Ressourcen wird durch vorgefertigte Klassen
vereinfacht.
 Der generierte Code ist plattformunabha¨ngig,damit kanndas Agenten-
system auf nahezu allen Rechnern im Netz betrieben werden.
 Die Sprache ist frei verfu¨gbar.
Insgesamt werden drei Agenten implementiert, die jeweils fu¨r eine Daten-
quelle zusta¨ndig sind.
1. der CORDIS-Agent (na¨chster Abschnitt),
2. der DBLP-Agent (Abschnitt 4.1.2) und
3. der UKA-Agent (Abschnitt 4.1.3).
Die Namen ergeben sich aus den abgefragten Datenquellen. UKA ist eine
Abku¨rzun fu¨r die Universita¨t Karlsruhe.
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4.1.1 CORDIS-Agent
Der CORDIS-Agent sammelt Informationen u¨ber Projektbeteiligungen. Dazu
u¨bermittelt er seine Anfrage an den CORDIS-Server in Luxemburg.
Die Anfragen haben die Form:
http://apollo.cordis.lu/cordis-gci/srchidadb?CALLER=
PROJADVANCESRCH&QZ_WEBSRCH=<Vorname>%20<Nachname>
Allerdings findet der Agent die Informationen nicht auf der ersten Ebene. Die
zuru¨ckgelieferte Trefferseite (HTML-Format) entha¨lt im Falle einer erfolgrei-
chen Anfrage nur Links auf die gefundenen Projekte (siehe Abbildung B.7,
Seite 88). Diesen Links folgt der Agent und kommt so zu den detailierten Pro-
jektdaten (Abbildungen B.8–B.10, Seiten 89–89). Die HTML-Struktur ist hier
keine Hilfe beim Finden der Informationen. Es hat sich gezeigt, dass es in
diesem Falle besser ist, zuerst die HTML-Tags zu entfernen, und dann ein-
fach den Text zu durchsuchen. Tabellen 4.1 und 4.2 zeigen den Unterschied.
<P>
<TABLE><TR><TD>
<STRONG>Record Control Number : </STRONG>38365
</TD><TD>
<STRONG>Quality Validation Date : </STRONG>1997-11-05
</TD></TR></TABLE><P>
<STRONG>Update Date : </STRONG>1998-05-04<P>
<STRONG>Project Acronym : </STRONG><A HREF="/cordis-cgi/srchidadb?CALL
ER=ACROLINK&QM_EA_ACR_A=COMRIS&QM_EA_CAT=PROJECT&QM_EA_ORI=COMMISION&LI
NK_CALLER=PROJADVANCEDSRCH&LINK_SESSION=136891998-6-10">COMRIS</A><P>
<STRONG>Title : </STRONG>CO-HABITED MIXED REALITY INFORMATION SPACES<P
>
Tabelle 4.1: Auschnitt aus einer HTML-Seite, die Projekdaten entha¨lt.
Record Control Number : 38365
Quality Validation Date : 1997-11-05
Update Date : 1998-05-04
Project Acronym : COMRIS
Title : CO-HABITED MIXED REALITY INFORMATION SPACES
Tabelle 4.2: Derselbe Auschnitt ohne HTML-Tags.
Wie man hier sehr scho¨n sehen kann, wird durch die Entfernung der Tags
nicht nur der Text lesbarer, die Eintra¨ge sind auch fu¨r den Agenten einfach
zu extrahieren.
Da es bis jetzt nur einen Agenten gibt der Projektdaten sammelt, und diese
Daten aus einer Quelle kommen, gibt es keine unterschiedlichenDaten u¨ber
Projekte. Das Synchronisierenwird hier auf folgendes Verfahren reduziert:
 Gibt es das Projekt bereits im Information Layer?
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– JA, dann arbeite mit dem existierenden Projekt weiter.
– NEIN, dann erzeuge ein neues Projekt-Objekt im IL.
4.1.2 DBLP-Agent
Der DBLP-Agent extrahiert Informationen u¨ber Vero¨ffentlichungen aus der
Informatik-Bibliographie in Trier.
Der DBLP-Agent bekommt eine HTML-Seite als Ergebnis, die alle Dokumen-
te einer Person innerhalb einer Tabelle angibt. Die Anfrage lautet einfach:
http://www.informatik.uni-trier.de/~ley/db/indices/a-tree/
<initial des nachnamens>/<Nachname>:<Vorname>.html
Entweder hat der Server eine Datei mit diesem Namen, oder nicht. Da sich
der Dateiname dieser HTML-Seite aus dem Vor- und Nachnamen der Per-
son zusammensetzt, muss das Ergebnis nicht weiter verifiziert werden. Die
Autorenschaft aller in diesem HTML-Dokument aufgefu¨hrten Schriften liegt
eindeutig bei der betreffenden Person.
Die strukurellen Gegebenheiten der <table>-Umgebung ko¨nnen fu¨r die Ex-
traktion der relevanten Informationen ausgenutztwerden. Erscheinungsjah-
re stehen in einer Reihe, die u¨ber alle Spalten geht. In den Spalten einer Rei-
he finden sich die Publikationsdetails. Zuerst kommt eine Liste der Autoren
(diese kann natu¨rlich auch nur aus einem Autor bestehen) – danach der Titel
(siehe Abbildung 4.3).
Da in der DBLP-Bibliographie keine Angaben u¨ber die Dokumentenklasse
gemachtwerden, liefert der DBLP-Agent nur Titel, Jahr und Autoren – grund-
sa¨tzlich weniger Informationen u¨ber Vero¨ffentlichungen als der UKA-Agent.
Andererseits entha¨lt die DBLP-Bibliographie Dokumente, die bei der UKA-
Bibliographie nicht zu finden sind, so dass sich beide Quellen gut erga¨nzen.
Die Qualita¨t der Suchergebnissewird in Abschnitt 5.1 (Seite 61) beschrieben.
Der DBLP-Agent kennzeichet den Eintragder Dokumentenklasse derart, das
der UKA-Agent erkennt, dass ein vorhandener Eintrag vom DBLP-Agenten
stammt. In diesem Fall gilt die Sonderregelung, dass nicht auf Gleichheit der
Dokumentenklasse gepru¨ft wird, sondern es wird hier angenommen, dass
ein Dokument mit gleichem Titel und gleichem Erscheinungsjahr identisch
ist, und die Dokumentklasse wird dann vomUKA-Agenten beigesteuert.
4.1.3 UKA-Agent
Der UKA-Agent fragt die Collection of Computer Science Bibliographies an
der Universita¨t Karlsruhe ab – daher der Name. Der UKA-Agent erha¨lt auf
seine Anfrage eine HTML-Seite, die Angaben u¨ber Publikationen im BIBTEX-
Format1 entha¨lt. Die Anfrage lautet:
1Eine gute Einfu¨hrung in das BIBTEX-Format findet sich in [Lamport, 1995].








Induktion f&uuml;r alle F&auml;lle!
<a href="../../../journals/ki/ki10.html#Morik96">KI 10</a>(1): 38-39 (1
996)</td></tr>
<tr><td align="right" bgcolor="#FFCCCC">14</td><td>&nbsp;</td><td><a hr
ef="../k/Klingspor:Volker.html">Volker Klingspor</a>,
Katharina Morik,
<a href="../r/Rieger:Anke_D=.html">Anke D. Rieger</a>:






Demand and Requirements for Natural Language Systems-Results of an Inqu
iry.




Tabelle 4.3: Auschnitt aus dem Quellcode einer DBLP-HTML-Seite.
http://liinwww.ira.uka.de/searchbib/index?query=
<nachname>&case+on&partial=off&results=bibtex&maxnum=<number>
Hier wird nur der Nachname einer Person u¨bermittelt, da die Vornamen
nicht immer vollsta¨ndig in den Eintra¨gen enthalten sind. Die Trefferseite
entha¨lt nun alle Dokumente, in der der Text nachname irgendwo im BIBTEX-
Eintrag vorkommt.D. h. hier muss der Agent noch die richtigen Eintra¨geher-
ausfiltern.
Im Beispiel in Tabelle 4.4 sieht man, dass die Angaben innerhalb der pre-
Umgebungen der HTML-Seite stehen. Sie werden extrahiert und die HTML-
Tags entfernt. Die Daten werden anschließend einem BIBTEX-Parser u¨berge-
ben, der die Inhalte der einzelnen Felder in einer Hashtabelle speichert.
Nun u¨berpru¨ft der UKA-Agent, ob der nachname auchwirklich im Autor- oder
Editorfeld vorkommt und ob die Vornamen gleich sind. Da es, wie gesagt,
auch vorkommen kann, dass Vornamen abgeku¨rzt werden, reicht hier die
Gleichheit des Initials des Vornamens.
Eine bisher ungelo¨ste Schwierigkeit bilden gleiche Dokumente mit unter-
schiedlich geschriebenen Titeln. Solange die Titel gleich geschrieben sind,
ist es mo¨glich, doppelte Eintra¨ge heraus zu filtern. Es hat sich aber gezeigt,
dass Titel oft unterschiedlichgeschriebenwerden und eine Identifikation des
Duplikats erschwert wird. Betrachtenwir dazu Tabelle 4.5.
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<pre>
@Article{Morik85,
key = "UM, Goals, Attitudes, Read";
author = "<a href="/searchbib/index?query=MorikK&partial=on&
case=on&result=bibtex&maximum=200" onMouseOver="window.status='Click to
search for publications by this author!'; return true">Katharina Morik
</a> and <a href="..." onMouseOver="...">Claus-Rainer Rollinger</a>",










Tabelle 4.4: Auschnitt einer HTML-Seite.
Die beiden Eintra¨ge stammen aus unterschiedlichen Bibliographien, der er-
ste aus der Bibliography on Artificial Intelligence und der zweite aus der
Bibliography of Research in Natural LanguageGeneration . Wie man sieht
unterscheiden sich die beiden Eintra¨ge nicht nur in der Art (Unpublished
und InProceedings) sondern auch in der Schreibweise des Titels. Im ersten
Eintrag wird das Wort Modeling mit einem l geschrieben, im zweiten
Eintragmit zwei.
Wa¨hrend der Suche speichern die Agenten jede gefundene Publikation in ei-
nem Objekt. Insbesondere der UKA-Agent untersucht dann, ob es sich wirk-
lich um eine relevante Publikation handelt. Erst wenn feststeht, dass alle An-
gaben korrekt sind und die Person, mach der gesucht wurde, entweder als
Autor ider Editor in Erscheinung tritt, werden die Publikationen mit dem
Information Layer synchronisiert. Wenn eine Publikation noch nicht im IL
vorhanden ist, wird sie eingefu¨gt, existiert sie bereits im IL gibt es folgende
Mo¨glichkeiten:
1. Die Publikationen sind absolut identisch: Dann wird fu¨r die Weiterver-
arbeitung (synchronisieren der Autoren bzw. Editoren) das im IL exi-
stente Publikationsobjekt benutzt.
2. Die neue Publikation hat weniger Daten als das Objekt im IL: Das exi-
stente Objekt wird benutzt.
3. Die neue Publikation hat mehr Daten als das Objekt des IL: Die Anga-
ben des IL-Publikations-Objekts werden entsprechend erga¨nzt.
Hier wird davon ausgegangen, dass Publikationen dann identisch sind, wenn
der Titel, das Erscheinungsjahr und die Dokumentenklasse (siehe Tabelle
4.6) gleich sind.
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@Unpublished{Morik86,
key = "UM, NL, Read",
author = "Katharina Morik",
title = "Modeling the User's Wants",
year = "1986",
note = "Unpublished paper from UM86, the International





author = "Katharina Morik",
title = "Modelling the user's wants",
booktitle = "First International Workshop on User Modelling",
year = "1986",
address = "Maria Laach, West Germany",
month = aug,
}
Tabelle 4.5: Zwei unterschiedliche Eintra¨ge eines Dokuments. Der obere hat
die Dokumentenklasse Unpublished, der untere InProceedings.
Die Untersuchung hat gezeigt, dass ein Dokument durchaus o¨fter vero¨ffent-
licht wird (siehe Beispiel in Tabelle 4.5, Seite 54). Dann sind aber in der Re-
gel entweder das Erscheinungsjahroder die Dokumentenklasse unterschied-
lich. Ein Artikel wird z. B. als technischer Report (TechReport) von einer Uni-
versita¨t vero¨ffentlicht und spa¨ter bei einer Konferenz vorgestellt. Dieser Ar-
tikel erscheint dann auch im Konferenzband (InProceedings). Die Angaben
u¨berDokumentenklassenwerden jedoch nur vomUKA-Agenten geliefert, da
die DBLP-Bibliographie keine diesbezu¨glichen Angabenmacht.
Eintrag Beschreibung
Article Artikel, der in einem Journal oder Magazin erschienen
ist.
Book Ganzes Buch.
InProceedings Artikel in einem Konferenzband
InCollection Artikel, der in einer Art Buch vero¨ffentlicht wurde.
TechReport Report, der von einer bestimmten Institutionvero¨ffent-
licht wurde.
Unpublished Zu diesem Dokument gibt es zwar Titel und Autor, aber
keinen formellen Verleger (publisher).
Tabelle 4.6: Der Eintrag bestimmt die Dokumentenklasse des BIBTEX-For-
mats (Liste unvollsta¨ndig).
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4.2 Anwendung vonMOBAL
In Abschnitt 2.2.4 wurde das System MOBAL bereits vorgestellt. Hier wird
dieses System nun praktisch eingesetzt, um Regeln zu lernen, die Beziehun-
gen zwischen Personen anleiten. Ein Zielpra¨dikat soll den Konferenzteilneh-
mern Treffen mit anderenpassenden Teilnehmern empfehlen. Diese Ziel-
pra¨dikat heißt wants_to_meet.
Außer dem Zielpra¨dikat wants_to_meetwerden noch drei weitere versteck-
te Pra¨dikate betrachtet: known, well_known und friends.
Damit mit MOBAL (RDT) gelernt werden kann, mu¨ssen die Daten des In-
formation Layer in die MOBAL-Syntax u¨bertragenwerden. Wie die verschie-
denen Relationen repra¨sentiert werden wird in Abschnitt 4.2.1 beschrieben.
Diese Faktenbasis wirdmit einigen einfachen Regeln umHintergrundwissen
erweitert (Abschnitt 4.2.2). Mit Hilfe von Metapra¨dikaten werden dann im
Abschnitt 4.2.3 (Seite 58) die erwarteten Hypothesen beschrieben.
Die Verknu¨pfungender Daten, die im Information Layer durch die Ontologie
gegeben ist, mu¨ssen in eine andere Repra¨sentation gebracht werden. Im In-
formation Layer ist das Objekt Personmit verschiedenen anderen Objekten
verknu¨pft. Relevant sind hier die Objekte Publication und Project. Diese
Verknu¨pfungenmu¨ssen explizit dargestelltwerden. Dazuwerden (bis auf die
Personen) die Identifikationsnummern der Objekte benutzt. Doch nicht nur
die Verknu¨pfungen, auch die Daten brauchen eine andere Repra¨sentation.
Wenn z. B. die Publikationsjahre Einfluss auf das Lernergebnis haben sollen,
mu¨ssen sie so repra¨sentiert werden, dass sie Teil der Hypothese sind. Außer-
dem sind Anpassungen zur Darstellung von Konstanten in MOBAL notwen-
dig. So du¨rfen Terme eines Faktums keine Leerstellen oder andere Sonder-
zeichen haben.
4.2.1 Die Relationen zwischen Personen
Aus allen Beziehungen, die zwei Personen in der hier betrachteten Doma¨ne
zueinander haben ko¨nnen, werden Pra¨dikate generiert. Folgende Relationen
sind mo¨glich:
1. Relationen durch gemeinsame Publikationen
(a) Autor – Autor
(b) Autor – Editor
(c) Editor – Editor
(d) Editor – Autor
2. Relationen durch gemeinsame Projekte
 Projektpartner – Projektpartner
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autor_autor(person1, person2, startyear, endyear, frequence).
editor_author(person1, person2, startyear, endyear, frequence).
autor_editor(person1, person2, startyear, endyear, frequence).
editor_editor(person1, person2, startyear, endyear, frequence).
pp(person1, org1, project, person2, org2, startyear, endyear).
sum_of_pubs(person1, person2, startyear, endyear, sumofpubs).
frequence_of_pubs(person1, person2, startyear, endyear, frequence).
period_of_pubs(person1, person2, startyear, endyear, numberofyears).
Tabelle 4.7: Pra¨dikate die die Relationen zwischen Personen beschreiben.
Daraus ergeben sich folgende Pra¨dikate (Detaildarstellung in Tabelle 4.7):
 autor_autor
Dieses Pra¨dikat dru¨ckt die Koautorenschaft aus. Enthalten sind außer-
dem das Jahr der ersten und letzten gemeinsamen Publikation als Ko-
autoren und die Ha¨ufigkeit (Publikationsdurchschnitt pro Jahr).
 editor_autor
Eine Person ist Editor einer Vero¨ffentlichung, in der eine andere Person
als Autor auftritt. Auch hier wird wieder das erste und letzte Jahr dieser




Zwei Personen sind Koeditoren.
 pp
Zwei Personen sind Projektpartner. Dieses Pra¨dikat entha¨lt neben dem
gemeinsame Projekt noch die Organisationen der beiden Partner, und
das Start- und Enddatum des Projekts.
Diese Pra¨dikate modellieren die einzelnen Beziehungen zwischen den Per-
sonen. Was fehlt sind Angaben u¨ber alle gemeinsamen Publikationen – also
eine Zusammenfassung der Relationen. Dies wird mit einigeHilfspra¨dikaten
ausgedru¨ckt:
 sum_of_publications
Entha¨lt die Summe aller gemeinsamen Publikationen. Es za¨hlt das Jahr
der alleresten und allerletzten gemeinsamen Vero¨ffentlichung, egal in
welcher Relation die beiden Personen in dieser Publikation zueinander
stehen.
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 period_of_pubs
Repra¨sentiert die Anzahl der Jahre in denen gemeinsam publiziert wur-
de.
 frequence_of_pubs
Beschreibt die durchschnittlicheVero¨ffentlichungsfrequenz.Wenn z. B.
in einem Jahr 5 Dokumente mit einem bestimmten Koautor vero¨ffent-
licht wurden (und zwar mit einer Frequenz von 5), und 10 Jahre spa¨ter
eine Person als Editor einer Publikation auftritt, bei der die andere Per-
son Autor ist (Frequenz = 1), dann ergibt sich eine Gesamtfrequenz von
0,6.
4.2.2 Modellierung des Hintergrundwissens
Diese Fakten allein reichen jedoch noch nicht zum Lernen aus. Das Hinter-
grundwissen legt zusa¨tzlich einige Gro¨ßen fest, die in den Fakten nicht ent-
halten sind. Wir kennen zwar die Publikationsfrequenz, mo¨chten aber aus-








Die Publikationsfrequenz wird so in drei Gruppen aufgeteilt, die Aussagen
u¨ber die Ho¨he der Frequenz machen:
 Selten, wenn im Schnitt einmal oder weniger pro Jahr vero¨ffentlich
wurde,
 mittel, wenn mehr als eine, aber weniger als zwei Vero¨ffentlichungen
pro Jahr stattfanden, und
 ha¨ufig,wenn mehr als 2-mal pro Jahr publiziert wurde.
Auch u¨ber den Zeitraumder Publikationen werden Aussagen hinzugefu¨gt:
period_of_pubs(P1,P2,Y1,Y2,P) & leq(Y2,1989)
--> period_long_ago(P1,P2).
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Diese Rollen modellieren, wie lange der Zeitraum gemeinsamer Vero¨ffentli-
chungen zuru¨ckliegt, bzw. ob er gegenwa¨rtig ist.
 Lange her, wenn der Zeitraum vor 1989 endet und danach keine ge-
meinsame Vero¨ffentlichung war,
 mittel lange her, wenn das Publikationsintervall nach 1989 beginnt,
aber vor 1996 endet und
 gegenwa¨rtig, wenn der Zeitraumnach 1996 endet.
Schließlich soll die Anzahl der Publikationen auch eine Rolle spielen und
wird durch folgende Regeln modelliert:
number_of_pubs(P1,P2,Y1,Y2,N) & eq(N,1)
--> one_publication(P1,P2).





1. genau eine gemeinsame Vero¨ffentlichung,
2. einige Vero¨ffentlichungen (zwischen 2 und 5) oder
3. viele (mehr als 5).
Durch die Einfu¨hrung dieser Rollen, wird aus den Grundfakten das Hinter-
grundwissen abgeleitet, das dadurch ebenfalls in Form von Fakten vorliegt.
Diese Fakten sind jedoch abha¨ngig von den Grundfakten und sind deshalb
vera¨nderlich.
4.2.3 Hypothesenraum
RDT braucht nicht nur eine Faktenbasis zum Lernen, sondern auch ein Re-
gelmodell, das beschreibt, wie mo¨gliche Regeln auszusehen haben. Mit an-
deren Worten, dieses Modell bestimmt die mo¨glichen Hypothesen – es legt
die Hypothesensprache fest.
Folgende Metapra¨dikatewerden verwendet:
mp1(P, Q) : P(X, Y) --> Q(X, Y).
mp11(P, Q) : P(X, Y, A, B, C) --> Q(X, Y).
mp21(P1, P2, Q) : P1(X, Y) & P2(X, Y) --> Q(X, Y).
mp22(P1, P2, Q) : P1(X, Y) & P2(X, O1, PRO, Y, O2, Y1, Y2)
--> Q(X, Y).
mp3(P1, P2, Q) : P1(X, Y, A, B, C) & P2(X, Y) --> Q(X, Y).
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mp1 erlaubt Regeln, die von einem 2-stelligen Pra¨dikat auf ein anderes 2-
stelliges Pra¨dikat schließen. Damit wird das Hintergrundwissen in den Hy-
pothesenraum aufgenommen. mp11 passt auf jedes 5-stellige Pra¨dikat und
erlaubt die Ableitung eines 2-stelligen.Die Regeln, die demSchema mp22 ent-
sprechen mu¨ssen das Pra¨dikat pp (fu¨r Projektpartner) enthalten, da es die
einzigen 7-stelligen Fakten sind.
Die Zielpra¨dikate sind ebenfalls 2-stellig und ko¨nnen so zu Literalen von Re-
geln werden, die sich aus denMetapra¨dikaten ergeben.
4.2.4 Lernbeispiele
Die Daten von vier Personen wurden extrahiert und die Beziehungen von
diesen Personen perso¨nlich klassifiziert um Testdaten zu erhalten. Drei Per-
sonen bildeten die Trainingsmenge, die Daten der vierten Person diente zum
Test.





known soll ausdru¨cken, dass sich person1 und person2 kennen. well_known
repra¨sentiert gute Bekanntschaft und friends ein freundschaftliches
Verha¨ltnis in dem Sinne, dass man mit diesen Personen gerne zusammen-
arbeitet und sie ideale Kandidaten fu¨r zuku¨nftige, gemeinsame Projekte ge-
eignet wa¨ren. wants_to_meet – das eigentliche Zielpra¨dikat – soll schließlich
die Treffen vorhersagen.Die ersten drei Pra¨dikate haben eine Teilmengenbe-
ziehung, die in Abbildung 4.1 skizziert ist.
Freunde sind auf jeden Fall gute Bekannte – gute Bekannte auf jeden Fall Be-
kannte. Vielleicht ist diese Ordnung ja interessant fu¨r die Ableitungdes Pra¨di-
kats wants_to_meet.
4.2.5 Akzeptanzkriterien
Die Akzeptanzkriterien bestimmen, wann eine Regel vom System angenom-
men wird. Die Mo¨glichkeiten dieses Kriterium in RDT zu bestimmen, wur-
den in Abschnitt 2.2.4 (Seite 32) eingefu¨hrt. Mit Hilfe der Parameter von RDT
(siehe AnhangC.1) la¨sst sich dieses Kriterium einstellen und so der Hypothe-
senraum einschra¨nken.




Abbildung 4.1: Mengenordnung der Pra¨dikate.
Die Regeln wurden mit drei unterschiedlichen Akzeptanzkriterien, die im
na¨chstenKapitel (Abschnitt 5.2.2, Seite 69) dargestellt sind, gelernt. Dort wer-
den auch die Lernergebnisse pra¨sentiert.
Kapitel 5
Ergebnisse
In diesem Kapitel werden die Ergebnisse des Agentensystems (Abschnitt 5.1)
und die Lernergebnisse (Abschnitt 5.2, Seite 66) pra¨sentiert. Der Abschnitt
5.3 (Seite 72) beendet das Kapitel.
5.1 Agentenperformanz
Die Performanz des Agentensystems ist abha¨ngig vom Netzverkehr und der
Auslastung der angesprochenen Server. 15 Suchla¨ufe des Systems wurden
protokolliert und sind in Abbildung 5.1 graphischdargestellt.Die la¨ngste Su-
che dauerte demnach 160 Sekunden und die ku¨rzeste war nach 2 Sekunden
beendet.
Die la¨ngsteSuchedauerte demnach160 Sekundenunddie ku¨rzestewarnach
2 Sekunden beendet. Im Schnitt sind die Agenten nach ca. 44,3 Sekunden
mit ihrer Suche fertig. Das u¨berrascht, wenn hier die Ergebnisse des Projekt-
Agenten verglichen werden (siehe Abbildung 5.5). In der Regel werden aber
sehr wenig Projekte gefunden, was sich natu¨rlich positiv auf die Gesamtlauf-
zeit auswirkt
5.1.1 Publikations-Agenten
Die Datenquellen enthielten zum Testzeitpunkt (Januar–Juli 1999) keine Pu-
blikationen aus dem Jahr 1999. Als Maß wurden die Angaben auf den Web-
seiten der betreffenden Personen genommen. Gab es dort keine Angaben
u¨ber Publikationen, wurden die Angaben der u¨bergeordneten Organisatio-
nen bzw. Institutionen u¨ber Publikationen herangezogen. Die Methodik war
dabei wie folgt: Die eigenen Angaben u¨ber Vero¨ffentlichungen wurden mit
den u¨ber die Datenquellen verfu¨gbaren und den von den Agenten gefunde-
nen verglichen.
Untersuchungen der eigenen Angaben zeigten, dass unter den Vero¨ffentli-
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Abbildung 5.1: Einige Laufzeiten des Agentensystems und durchschnittliche
Suchdauer (y-Achse = Sekunden).
chungen auchDiplomarbeiten und andere interne Berichte angegeben wur-
den. Diese Art von Publikationen werden sicherlich nicht immer an die Or-
ganisationen, die ihre Angaben u¨ber Vero¨ffentlichungen den Bibliotheken
zur Verfu¨gung stellen, u¨bermittelt und ko¨nnen deshalb auch nicht gefun-
den werden. Es kann auch vorkommen, dass Artikel in Informatik-fremden
Organen erschienen sind. Da die Datenquellen auf das Gebiet der Informa-
tik spezialisiert sind, ist es versta¨ndlich, wenn diese Publikationen dort nicht
gefundenwerden ko¨nnen. Drei Auswertungensind beispielhaft in Tabelle 5.1
dargestellt.
Die Zeile Gefundene Dokumente gibt die Anzahl der Vero¨ffentlichungen
an, die die entsprechenden Quellen (AGENT, QUELLE, EIGENE ANGABEN)
ausweisen. Im oberen Beispiel haben die Agenten also 10 Vero¨ffentlichungen
gefunden, in den Datenquellen werden insgesamt 13 angegeben und nach
eigenen Angaben – auf der Homepage der Person – wurden 18 Dokumente
vero¨ffentlicht. Demnach ha¨tten die Agenten nur 55,5 % der Dokumente ge-
funden, aber die Datenquellen ha¨tten auch nur 72,2 % hergegeben. Schließ-
lich ko¨nnen die Agenten nur die Daten der ihnen bekannten Quellen finden.
Dieses Ergebnis relativiert sich, wenn man sich die eigenen Angaben die-
ser Person genauer ansieht. So ist ein Artikel zweimal vero¨ffentlicht worden,
einmal in einem Konferenzband und ein anderesmal in einem Journal. Fu¨r
die Agenten reicht Gleichheit des Titels und der Autorennicht aus.Undwenn
ein Artikel in einem Konferenzband erschienen ist, und spa¨ter noch einmal
KAPITEL 5. ERGEBNISSE 63
AGENT QUELLE EIGENE ANGABEN
Gefundene Dokumente 10 13 18





Relevante Dokumente 7 7 8
Ergebnis 87,5 % 87,5 %
Gefundene Dokumente 11 16 11
Mehrfache Vero¨ffentlichungen 1 3
Identita¨t 3
Unvero¨ffentlicht 1
Relevante Dokumente 10 10 10
Ergebnis 100 % 100 %
Gefundene Dokumente 24 34 31




Relevante Dokumente 18 18 27
Ergebnis 66,6 % 66,6 %
Tabelle 5.1: Auswertungsbeispiele.
in einem Buch, dann sind das fu¨r den Agenten zwei Vero¨ffentlichungen (was
ja auch tatsa¨chlich stimmt!).
Wie oben erwa¨hnt enthalten die Datenquellen noch keine Angaben u¨ber Pu-
blikationen aus dem Jahr 1999. Die Person des ersten Tabelleneintrages hat
bereits achtmal publiziert. Desweiteren befindet sich unter den eigenen An-
gaben auch die Diplomarbeit. Es wird nicht erwartet, dass Bibliographien
Angaben u¨ber diese Dokumente haben, sie za¨hlen vielmehr zu den internen
Publikationen, von denen es auch noch andere Arten gibt. Nicht alle Arbei-
ten werden auch von offiziellen Organen vero¨ffentlicht und sind somit fu¨r
die Bibliographien verfu¨gbar.
Nach Beru¨cksichtigung dieser Kriterien und Abzug der entsprechenden Do-
kumente ergeben sich die Zahlen der Reihe Ergebnisse. Und hier zeigt
sich, dass die Agenten sieben von acht Publikationen gefunden haben – das
sind 87.5 %. Bei der fehlenden Publikation war die Person Editor, sie war den
Datenquellen aber nicht bekannt.
Da die Bibliographien auch eine gewisse Schnittmengehaben, sind auchhier
Abzu¨ge zu machen. Im Beispiel sind insgesamt vier Publikationen identisch
– der Agent entdeckt aber leider nur drei. Das liegt in den meisten Fa¨llen an
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Tippfehlern. Sowerden insbesondere bei den BIBTEX-Eintra¨gen gerne Fehler
in der Klammerung gemacht, die von den Agenten nicht bemerkt werden.
Im letzten dargestellten Beispiel in Tabelle 5.1 liegt die Trefferquote nur bei
66,6 %.





Person1 7 8 87,5 %
Person2 3 4 75 %
Person3 10 10 100 %
Person4 4 6 66,67 %
Person5 2 8 25 %
Person6 2 7 28,57 %
Person7 18 27 66,67 %
Person8 24 30 80 %
Person9 5 11 45,45 %
Person10 5 18 27,78 %
Person11 4 6 66,67 %
Person12 13 13 100 %
Person13 6 9 66,67 %
Person14 15 18 83,33 %
Person15 29 33 87,88 %
Schnitt 67,15 %
Tabelle 5.2: Von den Agenten gefundene Vero¨ffentlichungen im Vergleichmit
den Angaben auf der perso¨nlichenWebseite.
Es ergibt sich also eine durchschnittlicheAbdeckung von 66,77 %. Dieses Er-
gebnis la¨ßt sich durch die Erga¨nzung neue Informationsagenten sicherlich
verbessern.
Abbildungen 5.3 und 5.4 zeigen Laufzeiten der Publikations-Agenten.
Die Laufzeiten des UKA-Agenten sind offensichtlich unabha¨ngig von der An-
zahl der gefundenen Dokumente, da alle gefundenen Dokumente auf einer
HTML-Seite dargestellt sind. Das sollte jedoch beim DBLP-Agenten genauso
sein. Auch hier finden sich alle Dokumente auf einer HTML-Seite. Eine Er-
kla¨rung ist, dass das Parsen der HTML-Seite mehr Zeit in Anspruch nimmt
als das Parsen von im BIBTEX-Format vorliegenden Eintra¨gen.
5.1.2 Projekt-Agent
Dieser Agent braucht fu¨r seine Suche la¨nger als die Publikations-Agenten, da
fu¨r jedes gefundene Projekt einem Hyperlink gefolgt und eine eigene HTML-











































































































Abbildung 5.3: Laufzeiten des UKA-Agent (x-Achse = gefundene Publikatio-
nen, y-Achse = Sekunden).


























Abbildung 5.4: Laufzeiten des DBLP-Agent (x-Achse = gefundene Vero¨ffentli-
chungen, y-Achse = Sekunden).
Seite geparstwerdenmuss.Die Antwortzeiten des CORDIS-Servers sind auch
ein wenig ho¨her, als die der anderen Quellen, was dazu fu¨hrt, dass eine er-
folglose Suche ebenfalls um einiges la¨nger dauert, als bei den anderen Agen-
ten.
Da die Datenquelle nur Daten von Projekten anbietet, die die EU fo¨rdert
oder gefo¨rdet hat, ko¨nnen natu¨rlich keine Projekte gefunden werden, die
von anderen Institutionen unterstu¨tzt oder geleitet werden, z. B. Projekte
der Deutschen Forschungsgesellschaft (DFG). Leider enthalten die Websei-
ten der DFG (noch) keine Angaben u¨ber abgeschlossene, laufende oder ge-
plante Projekte. Auch die Webseiten des Bundesministeriums fu¨r Bildung
und Forschung (BMBF) geben keine derartigen Ausku¨nfte.
Abbildung 5.5 zeigt die Laufzeit dieses Agenten. Die Laufzeit nimmt propor-
tional mit den gefundenen Projekten zu.
5.2 Lernergebnisse
Die Trainingsmenge bestand aus drei Beispielen mit insgesamt 2631 Fakten.
Davon waren 668 Fakten Zielkonzepte. Die Testdaten bestanden aus insge-
samt 1506 Fakten. 163 Personen waren vorher von der Testperson entspre-
chend den Zielpra¨dikaten klassifiziert worden. Die Regeln fu¨r die vier Kon-
zepte wurdenmit unterschiedlichen Abha¨ngigkeiten gelernt:































































3. ohne friends und well_known,
4. nur abha¨ngig von known und
5. nur das Zielkonzept wants_to_meet.
Das wichtigste Zielkonzept war wants_to_meet. Es wurden 12 Lernla¨ufe
durchgefu¨hrt, die sich durch die Einbindung der versteckten Pra¨dikate
und den Akzeptanzkriterien (AK11–AK3) unterschieden.
Kriterium
confirmation pruning
AK1 pos>=3 & (pos>=0.5*total & (neg=<3 &
neg=<0.1*total))
pos<3
AK2 pos>=3 & (pos>=0.8*total & neg=<0.1*total) pos<3
AK3 pos>=3 & neg<=0.3*total pos<3
Jedes dieser Akzeptanzkriterien besteht aus zwei Komponenten, dem confir-
mation- und dem pruning-Kriterium. Das erste sorgt dafu¨r, dass die Regeln
1Default-Parameter von RDT.
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nicht zu allgemein werden – es verhindert das sogenannte overfitting; das
zweite sorgt dafu¨r, dass die Regeln nicht zu speziell werden.
5.2.1 Performanzmaße
Die Bewertung des Gelernten erfolgt im Bereich des maschinellen Lernens
nach bestimmten Gesichtspunkten. Am Besten lassen sich diese Maße mit
Hilfe einer sogenannten contingency table, die in Tabelle 5.3 gezeigt ist, er-




Tabelle 5.3: Contingency Table.
Die SpalteEentha¨lt allepositivenBeispiele – dieMengenAundC –,die Spalte
E entha¨lt alle negativen Beispiele. Die Zeile R entha¨lt alle von der Regel als
positiv vorhergesagten Beispiele, Zeile R alle als negativ vorhergesagten. Die
vier Mengen (A–D) ko¨nnen wie folgt charakterisiert werden (Tabelle 5.3):
A Richtig klassifiziert. Beispiel- und Regelklassifikation stimmen u¨berein.
B Falsch klassifiziert. Die Regeln leiten negative Beispiele ab.
C Falsch klassifiziert. Die Regeln leiten positive Beispiele nicht als solche ab.
D Richtig klassifiziert. Die Regeln sagen die negativen Beispiele (E) als nicht
wahr vorher.
Diese Kategorien wurden zur Messung der Lernperformanz benutzt, fu¨r die
es verschiedene Methoden gibt.




A+ B+ C +D
(5.1)
A+D ist die Anzahl korrekt klassifizierter Personen undA+B+C+Ddie Zahl
aller Klassifikationen. Ein Wert von 1 (= 100 %) ist traumhaft. Beispielsweise
hat das System10 von 100 Personen alsMenschenklassifiziert, diemangerne
treffen mo¨chte – die Person selbst nennt aber nur 6 dieser 10 Personen. D. h.
A = 6, B = 4, C = 0 und D = 90. Daraus ergibt sich eine Accuracy von 96/100
= 0,96 = 96 %. Ein hoher Wert fu¨r die Accuracy ist also immer erstrebenswert
und gibt Aufschluss u¨ber die Qualita¨t der gelernten Regeln.
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Correctness ist das Verha¨ltnis zwischen den vorhergesagten positiven Bei-
spielen und allen als positiv vorhergesagten Beispielen – die Richtigkeit der





Coverage ist das Verha¨ltnis von vorhergesagten positiven Instanzen, zu allen
positiven Instanzen. Wie der Name ausdru¨ckt: Die Abdeckung der Beispiel-






In unserem Beispiel – A = 6, B = 4, C = 0 und D = 90 – ergibt sich eine Cor-
rectness von 6/10 = 0,6 = 60 % und eine Coverage von 6/6 = 1 = 100 %. D.
h. es werden zwar alle positiven Beispiele aus der Testmenge durch Regeln
abgedeckt, aber auch einige negative Beispiele (40 %).
Es kommt jedoch auch immer darauf an, mit welchen Kosten diese Klas-
sifikationen verbunden ist. Wenn es z. B. darum geht Patienten als geheilt
zu entlassen, ist es schlimmer einen kranken Menschen nach Hause zu
schicken, als den Krankenhaustagessatz fu¨r einen Gesunden zu bezahlen. Es
ist also nicht schlimm,wenn die Regeln mehr Treffen empfehlen, als von den
Personen gewu¨nscht wird. Es sollte also Wert auf eine hohe Coverage gelegt
werden. Ein paar falsche Empfehlungen ko¨nnten im schlimmsten Fall abge-
lehntwerden. Andererseits sollte das Systemmit der Klassifikationals Freund
etwas vorsichtiger sein. Hier sollte eine hohe Correctness gefordert werden,
da es besser ist, eine Person zu u¨bersehen, als jemanden als Freund zu klassi-
fizieren, den man u¨berhaupt nicht leiden mag.
Bei der Bewertung der Klassifikation von wants_to_meet sollte also ein hoher
Coverage-Wert angestrebt werden, schließlichbesteht ja kein Treff-Zwang, es
sind lediglich Empfehlungen, die das System gibt.
Die anderen Klassifikationen werden nur benutzt, um damit vielleicht eher
ein Treffen vorhersagen zu ko¨nnen. Trotzdem sollte bei dem Pra¨dikat freund
eher auf einen hohen Correctness-Wert geachtet werden. Bei well_known
muss nicht ganz so streng verfahren werden, immerhin ist es nicht tragisch,
wenn die Regeln zwei Personen fu¨r gute Bekannte halten, die es eigentlich
gar nicht sind. Zum anderen handelt es sich auch hier um ein versteck-
tes Pra¨dikat genau wie known.
5.2.2 Auswertung
Im Laufe der Versuche zeigte sich, dass das Pra¨dikat friends von den Test-
personen unterschiedlich bewertet wurde. Die einen mo¨chten einen Freund
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unbedingt treffen, wenn er an derselben Konferenz teilnimmt.Die andere ar-
gumentieren, dass sie gute Freunde auf jeden Fall treffen, und sie diese Per-
sonen deshalb nicht in die Kategorie der Personen aufgenommen haben, die
sie treffen wollen. Eine gelernte Regel war z. B.:
friends(X, Y) --> wants_to_meet(X, Y).
Ein Vergleich mit Abbildung 4.1 (Seite 60) zeigt, dass wants_to_meet sich
in diese Ordnung einbetten wu¨rde. Durch die unterschiedlichen Klassifika-
tionen der Relation friends durch die Testpersonen, fu¨hrt diese Regel je-
doch zu falschen Vorhersagen. Deshalb wurden unterschiedliche Lernla¨ufe
durchgefu¨hrt, bei denen zuerst das Pra¨dikat friends, dann well_known und
schließlich known weggelassen wurde, um hier einen Vergleich zu haben.
Durch das Weglassen einiger Pra¨dikate wurde natu¨rlich auch der Hypothe-
senraum vera¨ndert. Die Hypothesen sind demnach auch immer ein wenig
unterschiedlich.
Tabellen 5.4–5.7 enthalten die Ergebnisse verschiedener Lernla¨ufe. Die






known AK1 16 100 % 72 % 72 %
AK2 19 100 % 72 % 72 %
AK3 19 100 % 72 % 72 %
well_known AK1 18 45 % 39 % 40 %
AK2 8 32 % 86 % 65 %
AK3 5 50 % 81 % 71 %
friends AK1 4 25 % 45 % 40 %
AK2 2 21 % 62 % 87 %
AK3 3 42 % 62 % 88 %
wants to meet AK1 6 12 % 89 % 63 %
AK2 2 10 % 87 % 62 %
AK3 7 58 % 75 % 73 %
Tabelle 5.4: Ergebnisse des Lernens von allen Pra¨dikaten.
Die Pra¨dikate known und well_known haben bei den Akzeptanzkriterien AK1
und AK2 keinen Einfluss auf die fu¨r wants_to_meet gelernten Regeln.
Die Regeln, die fu¨r known gelernt wurden, klassifizieren alle Personen, die ei-
ne Verknu¨pfung u¨ber Vero¨ffentlichungen oder Projekte haben, in die Katego-
rie der Bekannten. Die gelernten Regeln bringen hier keinen Vorteil und das
Konzept known kommtauchnicht in den Ru¨mpfen der Regeln fu¨r die anderen
Konzepte vor – es kann weggelassenwerden.





known AK1 15 100 % 72 % 72 %
AK2 18 100 % 72 % 72 %
AK3 18 100 % 72 % 72 %
well_known AK1 17 45 % 39 % 40 %
AK2 9 32 % 86 % 65 %
AK3 4 50 % 81 % 71 %
wants to meet AK1 2 7 % 83 % 61 %
AK2 1 - - 58 %
AK3 6 58 % 75 % 73 %





known AK1 14 100 % 72 % 72 %
AK2 17 100 % 72 % 72 %
AK3 17 100 % 72 % 72 %
wants to meet AK1 2 7 % 83 % 61 %
AK2 1 - - 58 %
AK3 5 31 % 87 % 69 %
Tabelle 5.6: Ergebnisse des Lernens ohne friends und well known.
Das AkzeptanzkriteriumAK2 sorgte dafu¨r, dass die gelernten Regeln eine ho-
he Correctness haben, aber eine schlechte Coverage. Im Falle des Lernlau-
fes ohne den verstecktenPra¨dikatenwurden keine Regeln gelernt (Tabelle
5.7). Auch die Ergebnisse in Tabellen 5.6 und 5.5 waren mit AK2 schlecht. Es
wurden keine Personen vorhergesagt, die sich Treffen mo¨chten – so konnte
ein Wert fu¨r die Accuracy berechnet werden, aber keiner fu¨r Coverage und
Correctness (daA = 0!).
Mit dem AkzeptanzkriteriumAK3 wurden die besten Ergebnisse erzeilt. AK3
erlaubte im confirmation-Kriterium eine ho¨here Anzahl abgedecker negati-
ver Instanzen, mit dem Hintergrund, dass empfohlene Treffen nicht unbe-
dingt wahrgenommenwerdenmu¨ssen. Ein Vergleich der Tabellen zeigt, dass
das Konzept friends keinen Einfluss auf die Gu¨te des Lernergebnisses fu¨r
wants_to_meethat, wohl aber das Konzept well_known.





wants_to_meet AK1 2 7 % 83 % 61 %
AK2 - - - -
AK3 5 31 % 87 % 69 %
Tabelle 5.7: Ergebnisse des Lernens von wants to meet.
5.2.3 Die Systemregeln
Da das AK3 die besten Ergebnisse geliefert hat, wurden einige dieser Regeln
als Templates fu¨r den Information Layer bestimmt (Tabelle 5.8).
wants to meet(X, Y) many publications(X, Y)
editor editor(X, Y, A, B, C)
freq frequent(X, Y)
& pp(X, O1, Pro, Y, O2, Y1, Y2)
author author(X, Y, A, B, C)
& freq frequent(X, Y)
author editor(X, Y, A, B, C)
& freq frequent(X, Y)
Tabelle 5.8: Diese Regeln werden in den Information Layer integriert.
Hier bleibt es abzuwarten, wie gut diese Regeln auf einer Konferenz die Tref-
fen vorhersagen.
5.3 Ausblick
Die Idee, das Interesse von Personen aus den perso¨nlichenWebseiten zu ex-
trahierenwurde nach einigen Stichproben aufgegeben. Mit diesem Interesse
ko¨nnten Treffen empfohlen werden, die auf einem gemeinsamen Interesse
basieren. [Basu et al., 1999] betrachten den kompletten Inhalt einer Home-
page als abtract eines Interesses. Dieses abstrakte Interesse wird dazu be-
nutzt, Artikel, die fu¨r eine Konferenz eingereicht werden, den geeignetsten
Gutachtern zukommen zu lassen. Ihr bestes Ergebnis hatte eine Precision
von 37,4 %.
Ein nach wie vor schwieriger Punkt ist die automatische Informations-Ex-
traktion aus Webseiten. Im Laufe dieser Untersuchung hat sich heraus-
gestellt, dass HTML-Dokumente zwar durch die Tags stukturiert werden
ko¨nnen, diese Strukturen jedoch nicht ausreichen, um Ru¨ckschlu¨sse auf die
enthaltenen Daten zu gewinnen [Freitag, 1998]. Der einzige Nutzen im Hin-
blick auf Agenten besteht in den Hyperlinks. Da inzwischen immermehr Fir-
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men dazu u¨bergehen Bilder an Stelle von Text zu benutzen, wird es ho¨chste
Zeit fu¨r standardisierte Inhaltsbeschreibungen.
Die Bedeutung des Internets bzw. des WWW als Informationssystem wird in
Zukunft noch zunehmen. Es wa¨re deshalb wu¨nschenswert, wenn es mehr
Informationen u¨ber Inhalte ga¨be und es so zu eine besseren Strukrurierung
ka¨me. Die Einfu¨hrung von XML als neuen Web-Standard ist sicherlich ein
Gewinn, wenn diese Sprache so genutzt wird, wie beabsichtigt. Auch HTML
bietet Strukturierungsmo¨glichkeiten, die jedoch leider sehr begrenzt sind
undmeistens nicht genutzt werden.
Durch die wachsende Vernetzung der Computer und die wachsende Zahl
von Datenbank- und Informationsanbietern, entsteht ein riesiges verteiltes
Informationssystem. Sicherlich ist es fu¨r die Bezeichnung als Wissensbasis
noch ein wenig fru¨h, doch wir befinden uns auf dem Weg dorthin.




It’s a jungle out there,
So drink your JAVA
T-SHIRT VON Printer’s Inc Cafe, PALO ALTO, CALIFORNIA
Im na¨chsten Abschnitt werden die einzelnen Klassen beschrieben und
erla¨utert. Abschnitt A.2 versteht sich als kurze Betriebsanleitung. Außerdem
ist eine mit javadoc erzeugte Online-Klassenbeschreibung verfu¨gbar.
A.1 Klassenbeschreibung
Gesteuert werden diese Agenten vom CollectorSupervisor, der den Infor-
mation Layer beobachtet und Neuzuga¨nge unter den Personen zum Anlass
nimmt, die Agenten auf die Suche zu schicken. Abbildung A.1 zeigt das Klas-
sendiagrammdes Agentensystems.
Jede Collector-Instanz hat eine Assoziation zu einer Instanz der Klasse
Person, in der die Ergebnisse des Suchlaufs verwaltet werden, bevor die Da-
ten mit dem Information Layer synchronisiert werden. Die Klasse Person
greift ihrerseits auf die Klassen Project und Publication zu. Fu¨r jede ge-
fundene Publikation und jedes gefundene Projekt werden Instanzen dieser
Klassen angelegt. Die Klasse Publication kennt folgende Variablen:
 Titel,
 Erscheinungsjahr,
 einen Vektor mit den Namen der Autoren,
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 einen Vektor mit den Namen der Editoren, evtl.
 die Dokumentenklasse (je nach Agent).
Die KlasseProjectbesteht aus allgemeinenProjektdaten undDaten u¨ber die
Projektpartner, die in einer eigenen Klasse (Contractor) verwaltet werden.
Im einzelnen sind das:
 Projekttitel,
 Startdatum, Enddatum,
 ein Hauptvertragspartner (1:1-Relation) und
 einer oder mehrere Projektpartner (1:n-Relation).
Die Klasse Contractor kennt Vornamen, Nachnamen und Organisation des
entsprechenden Partners.
Außerdem gibt es einige Hilfsklassen, die im Testbetrieb und zum Erzeugen
der MOBAL-Syntax dienen.
AgentsystemGUI ist fu¨r den Testbetrieb entworfen und bietet eine graphi-
sche Oberfla¨che (Abbildung A.2). Hier kann eine einzelne Person ein-
gegeben werden, fu¨r die dann nach Vero¨ffentlichungen und Projekten
gesuchtwird. In einer Statusanzeigekann abgelesenwerden, womit die





Fu¨r die U¨berwachung des Status wurde die Klasse Postman eingefu¨hrt.
Postman ist eine JAVA-Interface-Klasse, u¨ber die die Agenten ihren Status an
das GUI1 versenden. Werden die Agenten ohne GUI gestartet, werden
die Nachrichtenauf dem StandardOutput (in der Regel der Bildschirm)
ausgegeben.
MobalOut transformiert die fu¨r das LernenmitMOBAL relevantenDaten aus
dem Information Layer in die entsprechende Syntax.
HumanOut ist die lesbare Variante von MobalOut. Dient zur Kontrolle.
Exchange regelte vor der Einfu¨hrung des Client-Server-Betriebs den Aus-
tausch zwischen den Agenten und dem Information Layer. Die Klasse
ist inzwischen außer Betrieb.
1Graphical User Interface.
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Abbildung A.2: Die Oberfla¨che des AgentsystemGUI. Links oben befinden
sich zwei Textfelder zur Namenseingabe, rechts von der Mitte Funktionsbut-
tons und auf der rechten Seite die Statusfelder der Agenten, in denen die be-
schriebenen Meldungen angezeigt werden. Die unteren beiden Textfla¨chen
dienten wa¨hrend der Testphase als Protokollanzeigen.
A.2 Betrieb des Agentensystems
Das Agentensystem ist darauf ausgerichtet, Informationen u¨ber Konferenz-
teilnehmer, die im Information Layer gespeichert sind zu suchen und ge-
gebenenfalls entsprechend zu erga¨nzen. Diese Informationen beziehen sich
auf PublikationenundProjektbeteiligungen einer Person. ImNormalfallwer-
den die Agenten nicht explizit gestartet, da sich der CollectorSupervisor
im laufenden Betrieb darum ku¨mmert. Er startet die Agenten immer dann,
wenn er einen neuen Konferenzteilnehmer im IL wahrnimmt, bzw. zu re-
gelma¨ßigen Updates. Vorausgesetzt der IL-Service la¨uft, lautet der Aufruf:
java CollectorSupervisor -source socket <host> <port>
Zu Testzwecken wird jedoch ein Programm bereitgestellt, mit dem entwe-
der eine Person durch Angabe des Vor- und Nachnamens frei gwa¨hlt werden
kann – und die so in den IL aufgenommen wird –, oder das einfach auf alle
Personen, die bereits im IL gespeichert und gleichzeitigKonferenzteilnehmer
sind, eine Suche startet kann. Der Aufruf lautet:
java AgentsystemGUI
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Ein einzelner Agent wird durch einen Aufruf gestartet, der den Vor- und den
Nachnamen der zu suchenden Person als Argumente entha¨lt. Es macht im
Allgemeinen keinen Sinn macht, eine Suche auf einen Vornamen zu starten.
Um eine Person eindeutig zu identifizieren ist neben dem vollsta¨ndigen Na-
men sicherlich noch einiges mehr notwendig, in diesem Kontext kann man
jedoch davon ausgehen, dass eine Person mit ihrem Vor- und Nachnamen
eindeutig im Information Layer zu identifizieren ist.
Entsprechend der gewu¨nschten Datenquelle ko¨nnen folgende Agenten auf-
rufen werden:
 DBLP-Bibliographie Trier:
java DBLPCollector "<Vorname>" "<Nachname>"
 UKA-Bibliographie-SammlungKarlsruhe:
java UKACollector "<Vorname>" "<Nachname>"
 CORDIS Projekt-DB Luxemburg:
java CordisCollector "<Vorname>" "<Nachname>"
Allen Aufrufen gemein sind auch die Auswirkungen auf den Information
Layer. Die gefundenen Daten werden mit dem IL synchronisiert, d. h. beste-
hende Daten werden erga¨nzt, nicht existierende neu angelegt.
Hierbei ist Folgendes zu beachten. Die Konferenzteilnehmer des IL besitzen
eine Kennzeichnung, so dass die Agenten bei einem Update nur fu¨r diesen
Personenkreis aktiv werden. Das hat den Vorteil, dass die Agenten wirklich
nur nach den Personen suchen, die auch an der Konferenz teilnehmen.
Ruft man die Stand-alone-Agenten fu¨r eine Person auf, so wird diese Person
ebenfalls in den IL aufgenommen, jedoch mit der Kennzeichnung, dass es
sich nicht um einen Konferenzteilnehmer handelt. Diese Aufrufe sind dann
interessant, wennQuerbezu¨ge zwischenTeilnehmern u¨berDritte untersucht
oder aufgedeckt werden sollen.
Die Lauf- bzw. Suchzeiten der Agenten sind natu¨rlich abha¨ngig vom allge-
meinen Netzverkehr (Ergebnisse siehe Kapitel 5, Abschnitt 5.1 Seite 61). Die
Experimente haben daru¨berhinaus jedoch gezeigt, dass die Verbindung vom
LS VIII der Universita¨t Dortmund zum CORDIS-Server in Luxemburg um ei-
niges langsamer ist, als die Verbindung zur Bibliographiesammlung in Karls-
ruhe bzw. zur DBLP-Bibliographie in Trier. Außerdem finden die Agenten die
Informationen in den Bibliographien auf der ersten Ebene, wa¨hrend die Su-
chenachProjekten einer Persondas Absteigen in eine zweite Ebene erfordert
und das zu mehr Traffic fu¨hrt.
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Anhang B
Datenquellen
In diesem Anhangwerden die von den Agenten benutzten Informationsquel-
len detailliert beschrieben. Im Rahmen dieser Diplomarbeit wurden folgen-
de Datenquellen exemplarisch nach Informationen durchsucht (Tabelle B.1
zeigt die URLs):
1. Eine Sammlung von Bibliographien der Universita¨t Karlsruhe (The Col-
lection of Computer Science Bibliographies).
2. Die Informatik-Bibliographie der Universita¨t Trier (ACM Sigmoid
DBLP).






CORDIS http://dbs.cordis.lu/EN PROJl search.html
Tabelle B.1: URLs der Datenquellen.
In der Informatik wird ein wesentlicher Teil der Fachinformationen u¨berMe-
dien wie Zeitschriften und Tagungsba¨nde verbreitet. An Hochschulen oder
großen Forschungseinrichtungen stellen Bibliotheken diese Publikationen
teilweise lokal zur Verfu¨gung. Auf der Ebene von Ba¨nden bzw. Zeitschriften-
titeln weisen die Bibliotheken ihre Besta¨nde in Katalogen (OPACs) nach. In
Zeitschriften, Tagungsba¨nden und Sammelba¨nden erschienene Einzelarbei-
ten werden in OPACs nicht aufgefu¨hrt. Bei der Suche nach Artikeln muss
daher auf externe Bibliographien zuru¨ckgegriffen werden. In der Praxis wird
von diesen Diensten vor allem aus Kostengru¨nden selten Gebrauch gemacht
[Ley, 1997].
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B.1 Bibliographiesammlung in Karlsruhe
Die Collection of Computer Science Bibliographies an der Universita¨t
Karlsruhe ist eine Sammlung von ca. 1200 Bibliographien von unterschied-
lichen Quellen fu¨r den Bereich Informatik. Jeden Monat werden diese Bi-
bliographien aktualisiert, so dass sie immer den Stand der Quellen entspre-
chen. Die Sammlung beinhaltet ca. 940.000 Eintra¨ge (600MByte) im BIBTEX-
Format1 – meistens Journalartikel, Konferenzproceedings und technische
Reporte [Archilles, 1997].
Folgende Themenbereiche werden von den Bibliographien abgedeckt:
 Artificial Intelligence
 Compiler Technology, Programming Languages and Type Theory
 Database Research
 Distributed Systems, Networking and Telecommunication




 Object-Oriented Programming and Systems
 Operating Systems
 Parallel Processing
 Software Engineering and Formal Methods
 Theory/Foundations of Computer Science
 Typesetting
Die einzelnen Bibliographien wurden unabha¨ngig von verschiedenen Auto-
ren zusammengestellt. Zudem ist BIBTEX ein sehr weitgefasstes Bibliogra-
phie-Format ohne strenge Regeln. Das fu¨hrt dazu, dass die Bibliographien
mitunter unterschiedliche Formate haben – die einen enthalten kurze Zu-
sammenfassungen oder Kommentare, andere enthalten Schlu¨sselwo¨rter.
Das Hauptaugenmerk dieser Sammlung liegt auf Vero¨ffentlichungen in Jor-
nalen, technischen Reporten und Konferenzpapieren und nicht auf ver-
o¨ffentlichen Bu¨chern. Die meisten Bibliographien in dieser Sammlung er-
heben keinen Anspruch auf Vollsta¨ndigkeit und sind es auch nicht2. Durch
1Beispiel in Tabelle 4.5, Seite 54.
2Zur Zeit dieser Diplomarbeit waren nur Publikationen bis zum Jahr 1998 verfu¨gbar.
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die Zusammenfassung so vieler Bibliographien finden sich jedoch viele
Vero¨ffentlichungen aus dem Bereich Informatik – einige von ihnen doppelt
oder o¨fter.
Die wachsende Zahl von Publikationen (Abbildung B.1) und die Integration
von immer mehr Bibliographien la¨ßt die Anzahl der Duplikate rapide zuneh-
men.
Abbildung B.1: Verteilung der Publikationsjahre ([Archilles, 1997]).
30 % aller Eintra¨ge wurden 1997 automatisch als Dublikate erkannt und ent-
fernt . Hier ko¨nnten Methoden des Information Retrieval eingesetzt werden,
umgeringfu¨gige Abweichungen im Titel zu entdecken undum sodie verblei-
benden Dublikate zu erwischen.
Die Bibliographiesammlung in Karlsruhe bietet zwei Abfragemo¨glichkeiten,
eine Standardsuche (Abbildung B.2) und eine erweiterte Suche. In der erwei-
terten Suchekann gezielt auf bestimmtenFeldern gesuchtwerden.Diese Fel-
der sindweitesgehend identischmit den bekannten BIBTEX-Feldern. So kann
man z. B. gezielt nachAutoren, Titeln, Erscheinungsdaten, Journalen suchen.
Allerdings la¨sst sichdas Feld Editor nicht abfragen,was diese Schnittstelle fu¨r
den Agenten unbrauchbar macht. Grundsa¨tzlich sind die Abfragemo¨glich-
keiten hier jedoch viel komfortabler als in der Standardabfrage. Um alle Ver-
o¨ffentlichungen einer Person zu finden, bei der sie sowohl Autor als auch
Editor (oder beides) ist, muss diese Person auf allen Feldern gesucht und das
Ergebnis entsprechend gefiltert werden. Kommt die entsprechende Person
wirklich als Autor oder Editor vor? Wenn der Personenname zufa¨llig im Titel
einer Vero¨ffentlichung steht, ist es keine Vero¨ffentlichung dieser Person3.
Ein besonderer Vorteil dieser Datenquelle in Bezug auf Agenten ist die Mo¨g-
lichkeit, das Ergebnis der Anfrage im BIBTEX-Format geliefert zu bekommen.
Innerhalb einer HTML-Seite befinden sich die BIBTEX-Angaben dann zwi-
3Es ko¨nnte sich dann vielleicht um eine Vero¨ffentlichung u¨ber eine Person handeln, was
natu¨rlichunter gewissen Bedingungen auch interessant ist. In dieser Arbeitwird dieser Aspekt
jedoch nicht beru¨cksichtigt.
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Abbildung B.2: Die Standardabfrageder Collection of Computer ScienceBi-
bliographies der Universita¨t Karlsruhe.
schen pre-Tags, was natu¨rlich die automatische Extraktion dieser Informa-
tionen aus der HTML-Seite erheblich erleichtert. Abbildung B.3 zeigt einen
Auszug aus den Resultaten einer Anfrage.
B.2 Die Informatik-Bibliographie DBLP
An der Universita¨t Trier wird sei Anfang 1994 ein Web-Server fu¨r Informatik-
Fachinformationen betrieben. Bis Mitte Mai 1997 waren in der Bibliographie
u¨ber 60000 Artikel aufgefu¨hrt, die aus den in Tabelle B.2 aufgefu¨hrten Zeit-
schriften stammen [Ley, 1997].
ACM Comp. Surveys ACM TOCS ACM TODS
ACM TOIS ACM TOMACS ACM TOPLAS
Acta Informatica Algorithmica CACM
Computer Languages Data & Knowledge Eng. Data Eng. Bulletin
Distr. Computing ECCC IEEE TKDE
IEEE TSE Informatik Forsch. Ent. Informatik Spektrum
Inf. Proc. Letters Information Systems J. Algorithms
JCSS JIIS J. Logic Programming
SIAM J. Computing SIGMODRecord Software Prac. & Exp.
TCS Theory Comp. Sys. (MST) VLDB Journal
Tabelle B.2: Einige von DBLP erschlossene Zeitschriften.
Abbildung B.4 zeigt die Abfrage-HTML-Seite, hinter der die Suchmaschine
freeWAIS-sf [Pfeifer et al., 1995] steckt. Es lassen sich hier Autoren, Konfe-
renzpapiere und Journale abfragen. An dieser Stelle sei Dr. Michael Ley ein
Dank ausgesprochen, da er mir die offiziell noch nicht freigegebene Anfrage-
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Abbildung B.3: Beispiel einer HTML-Seite, die die Ergebnisse einer Anfrage
im BIBTEX-Format entha¨lt (Auszug).
Seite mitgeteilt und zur Benutzung fu¨r meine Diplomarbeit freigegeben hat.
Der Kern der in DBLP bereitgestellten Informationen sind bibliographische
Sa¨tze, die intern in einem BIBTEX-a¨hnlichen Format gespeichert sind. Die
Web-Seiten sind materialisierte Datenbank-Sichten, die um Zusatzinforma-
tionen erga¨nzt, geeignet formatiert und durch Hyperlinks – in der Regel zu
den Seiten der aufgefu¨hrten Koautoren – miteinander verknu¨pft sind. Diese
Seiten werden als Treffer zuru¨ckgeliefert. Sie sind nach Nachnamen in ent-
sprechenden Verzeichnissen gespeichert. Im Beispiel (Abbildung B.5) heißt
die Seite Morik:Katharina.html und liegt im Verzeichnis m. Die Informatio-
nen auf der Seite sind innerhalb einer Tabelle plaziert, was fu¨r den Agenten
von Vorteil ist, da er die Tabellenstruktur ausnutzen kann.
Wird nurmit demNachnamen einer Person gesucht, und gibt esmehrer Per-
sonen mit diesem Nachnamen, bekommt man eine Liste von Personen, die
der Datenquelle bekannt sind und muss sich dann fu¨r die entsprechende
Person entscheiden.
Die DBLP liefert zudenmeisten Publikationennurdas absoluteMinimuman
Information: die Namen der Autoren, den Titel und den Publikationskontext.
Es ist nicht mo¨glich, nach Editoren zu suchen.
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Abbildung B.4: Die Abfragemaske der DBLP in Trier.
Abbildung B.5: Die zuru¨ckgelieferte HTML-Seite. Diese Seiten werden nicht
dynamisch erzeugt, sondern liegen bereits vorbereitet auf dem Server.
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B.3 Die CORDIS-Projektdatenbank
Die CORDIS-Projektdatenbank ist im WWW bisher einzigartig. Nicht das sie
außergewo¨hnlicheDienstleistungenbietet, aber es ist die einzige Datenquel-
le fu¨r Projekte4. Nicht einmal die Deutsche Forschungsgesellschaft (DFG)
bietet Projektdatenbanken an.
CORDIS ist ein europa¨ischer Informationsdienst der im Bereich Forschung
und Entwicklung (FuE) der Europa¨ischen Gemeinschaft in Luxemburg lo-
kalisiert ist. Dieser Dienst bietet den Nutzern in dieser Eigenschaft Infor-
mationen zu einem breiten Spektrum von Aktivita¨ten, die auf europa¨ischer
Ebene in diesem Bereich unternommen werden. Dem Nutzer werden eine
Vielzahl unterschiedlicher Dienste zur Verfu¨gung gestellt, die ihn u¨ber Ak-
tivita¨ten in der Europa¨ischen Union stets auf dem Laufenden halten. Unter
anderen Diensten geho¨ren die recherchierbaren Datenbanken zu dem, was
CORDIS anbietet – darunter:
 Nachrichten: Ta¨glich neue Informationen zu wichtigen Aspekten von
Forschung und Entwicklung, wie z.B. Aufrufe zu Vorschla¨gen, Aus-
schreibungen und Veranstaltungen.
 Kontakte: Auflistung offizieller Kontaktstellen, die bei Fragen EU-
gefo¨rderter Forschung und Entwicklung informieren, beraten und un-
terstu¨tzen.
 Programme: Detaillierte Informationen zu allen EU-gefo¨rderten For-
schungsprogrammenund FuE-bezogenen EU-Programmen.
 Vero¨ffentlichungen: Studien, Berichte und wissenschaftliche Beitra¨ge
zur EU-Forschung.
 Projekte: Details zu einzelnen, im Rahmen der Programme ausgefu¨hr-
ten Forschungsprojekten.
 Akronyme: Kompaktes Verzeichnis von Begriffen der Forschung und
Entwicklung in der EU.
 Partner: Unterstu¨tzung bei der Suche nach geeigneten Partnern fu¨r die
Zusammenarbeit bzw. die Teilnahme an EU-Projekten.
 Ergebnisse: Unterstu¨tzung beim Ausfindigmachen verwertbarer For-
schungsergebnisse und Prototypen fu¨r Innovation sowie Fo¨rderung ih-
rer Nutzung.
 Dokumentenbibliothek: Offizielle Dokumente, wie z.B. Aufrufe zu Vor-
schla¨gen, Arbeitsprogramme, Informationspakete, zu erbringende Lei-
stungen und Teilnahmeleitlinien.
4Allerdings sind hier nur ESPRIT-Projekte (European StrategicProgramme for Research and
development in Information Technologies) zu finden.
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CORDIS bietet verschiedene Zugriffsmo¨glicheiten von denen das WWW von
den Agenten genutzt wird. Abbildungen B.6 und B.7 zeigen die Abfrageseite
und die Liste der gefundenen Projekte.
Abbildung B.6: Abfrage-Seite der Projekt-Datenbank von CORDIS.
Abbildung B.7: Gibt es Projekte werden diese auf einer HTML-Seite aufgeli-
stet.
Folgt man den Links, erha¨lt man detaillierte Angaben u¨ber das entsprechen-
de Projekt (Abbildungen B.8 - B.10).
Abbildung B.10 verdeutlicht auchdirekt ein Problem – offensichtlich sind die
Daten nicht korrekt! Der Lehrstuhl in Dortmund hat nicht die Nummer fu¨nf,
sondern acht!
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Abbildung B.8: Einzelheiten u¨ber das Projekt (Auszug).
Abbildung B.9: Weitere Projektdaten (Auszug).
Abbildung B.10: Die Daten u¨ber die Projektpartner (Auszug), hier: Fehlerhaf-
te Daten eines Vertragspartners.




C.1.1 Systemwerte von RDT
MOBAL berechnet fu¨nf Systemwerte, die zum Bestimmen des Akzeptanzkri-
teriums benutzt werden ko¨nnen:
pos Die Anzahl positiver Instanzen, die eine Regel abdeckt.
neg Anzahl negativer Instanzen.
pred Anzahl der vorhergesagten Instanzen einer Regel.
total Alle Instanzen, die von einer Regel abgedeckt werden (pos + neg +
pred).
unc Von uncovered – Instanzen (pos oder neg), die von der Regel nicht abge-
deckt werden.
C.1.2 RDT Parameter
Abha¨ngig von nachstehenden Parametern wird das Akzeptanzkriterium von
RDT gebildet. Dies ist eine bequeme Art, da man die Ausdru¨cke fu¨r das con-
firmation- und das pruning-Kriterium nicht selbst bilden muss.
min no of pos examples Dieser Wert legt die Mindestmenge von positiven
Beispielen (pos) fest, die von einer Regeln abgedeckt werden mu¨ssen,
bevor RDT diese Regel akzeptiert.
inductive leap percentage Gibt die Gro¨ße des induktiven Sprungs in Pro-
zent an. Je gro¨ßer diese Zahl ist, umsomehr Regeln, deren Anzahl posi-
tiver Instanzen im Verglich zu allenmo¨glichen Instanzen klein ist, wer-
den von RDT akzeptiert.
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closed world assumption Wird der Wert dieses Parameters auf yes gesetzt,
ist alles, was nicht wahr ist, falsch.D. h. außer den negativen Beispielen
(neg) werden auch alle Fakten, die eine Regel ableitet (pred) und fu¨r die
der Wahrheitswert nicht bekannt ist, als falsch betrachtet.
max no of exceptions Die maximale Anzahl von Ausnahmen (neg) die er-
laubt sind, damit eine Regel noch akzeptiert wird.
max percentage of exceptions Der maximale Anteil (in %) negativer Bei-
spiele (neg) im Verha¨ltnis zu den positiven (pos) und den vorhergesag-
ten (pred).
other criteria Hier ko¨nnen Ausdru¨cke eingegeben werden, die das Lern-
ergebnis beeinflussen. Erlaubt sindAusdru¨ckedieMengenbezeichnun-
gen fu¨r pos, neg, unc, pred, und total enthalten.
C.2 STT-Parameter
Mit diesen Parametern kann man die Sortenbildung von MOBAL beeinflus-
sen.
sort processing mode Dieser Parameter bestimmt, ob und wann die Sorten
berechnet werden. Es gibt drei Modi:
1. off: Es werden keine Sorten berechnet.
2. update: Die Sorten werden kontinuierlich auf dem neusten Stand
gehalten, jede A¨nderung wird direkt berechnet (das kann lange
dauern!).
3. delay: Die Sorten werden per explizitem Befehl neu berechnet.
generate intersection sorts Mit diesem Parameter kannmandie Schnitt-
mengenbildung an- und ausschalten. Bei großen Wissensbasen kann
der Prozess der Schnittmengenbildung sehr zeitintensiv sein.
process argument sorts Auch hier gibt es drei Mo¨glichkeiten:
1. always: Alle Argumente werden als Sorten betrachtet und in die
Taxonomie einbezogen.
2. no_user: Nur die Sorten, die nicht vom Anwender bestimmt wur-
den werden einbezogen.
3. off: Keine Sorten werden beachtet.
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