Abstract. We propose a criterion for selection of independent binary diagnostic tests (signs). The criterion maximises the difference between the logodds for having the disease and the logodds for not having the disease. A parallel is drawn between the logodds criterion and the standard minimum error criterion. The error criterion is "progression non-monotone" which means that even for independent binary signs, the best set of two signs might not contain the single best sign. The logodds criterion is progression monotone, therefore the selection procedure consists of simply selecting the individually best features. A data set for scrapie in sheep is used as an illustration.
Introduction
Diagnosis can be viewed as an example of a classification problem. The features are the diagnostic tests or the clinical signs. The classes are the possible diagnoses. Here we consider two classes, denoted by D + (disease present) and D − (disease absent) and binary features (a sign can only be present or absent, and a test can only be positive or negative). We assume that the only information available to us is in the form of expert estimates of the probabilities P (T + i |D + ) and P (T + i |D − ), where T + i stands for "test i is positive" and T − i stands for "test i is negative". Without loss of generality we can relabel all the signs and tests so that 'present' sign or 'positive' test indicate more strongly D + than disease D − , i.e., P (T
. The common intuition is that the more independent signs/tests we have present/positive, the higher is the probability for D + . Selection of the best subset of signs or tests is an importrant topic especially in high dimensional problems. While feature selection is a well developed topic within pattern recognition [1, 2] , selection of classifiers to form an ensemble (diagnostic test selection) is a less developeded topic in the literature. Classifier selection belongs in the field of multiple classifier systems, usually called "overproduce and select" [4] . In our set-up the two selection tasks are equivalent, therefore feature selection techniques can be applied to selecting classifiers. Without loss of generality in the rest of the paper we will talk about test selection only.
The most common selection criterion is the minimum of the classification error. In this paper we derive a different criterion to assess the usefulness of a diagnostic test. The rationale behind this criterion is to maximize the difference between our belief that the individual has the disease (D + ) if all tests are positive and the belief that the individual does not have the disease (D − ) if all the tests are negative. The presumption is that if mixed results are obtained, further tests, probably more expensive or invasive, will be used to clarify the diagnosis. We illustrate the proposed criterion on a set of expert estimates of probabilities P (T + i |D + ) and P (T
2 Criteria for selection of diagnostic tests
Classification error
No diagnostic test is perfect so some individuals with a positive test result will not have the disease while others with a negative test result will have the disease. Conventionally the accuracy of a diagnostic test is measured by two values, the sensitivity and the specificity, defined as follows sensitivity = number of individuals with the disease and a positive test number of individuals with the disease specificity = number of individuals without the disease and a negative test number of individuals without the disease .
More formally the notation often seen in the epidemiology literature is shown in the table below where α and β are probabilities
In this table 1 − β is the sensitivity of the test and 1 − α is the specificity of the test. In probabilistic terms sensitivity = P (T + |D + ) and specificity = P (
The error of a test is
For this paper we will assume that both types of error are of equal consequence. Also we will assume that we are equally unsure about whether an individual does or does not have the disease (P (
). In these circumstances equation (1) leads to
Minimising the error is a sensible criterion. However it is not without its problems. Toussaint (1971) [5] showed that the best test is not necessarily in the best pair of tests. The following hypothetical data shows this. The best individual test is A, followed by B then C. If we use two tests to make the diagnosis, e.g., A and B, and assume that the tests are independent, then the error can be calculated using the method shown in Table 1 . Table 1 . Calculation of the error of the combined test (A and B) for independent A and B.
Test results (X) P (X|D
When calculating the value for P (error) we have to remember that the probabilities need to be weighted by the probabilities of having or not having the disease. As these are both assumed to be 1 2 here then we can sum the minimum probabilities and multiply by It is findings like these that make feature selection a difficult problem. We shall refer to this phenomenon by calling the error criterion 'progression nonmonotone'. We note that the error criterion is monotone with respect to nested sets, i.e. for any independent tests A and B
The fact that the error criterion is progression non monotone, even for independent features, means that there is no simple straightforward procedure for selecting the optimal feature subset. Can we find another criterion which is both intuitive for diagnostic purposes, and is progression monotone?
Logodds criterion
¿From a Bayesian viewpoint the probability that an individual has the disease after we have observed a positive test result (P (D + |T + )) is a measure of our belief that the individual actually has the disease. Probabilities (P ) are often more conveniently expressed as odds P 1−P , which can then be combined after taking their logarithms. Here the odds of having the disease is
Intuitively we would like this value to be high as it means that if we get a positive test result then we increase our belief that the individual has the disease. Similarly we would like our belief in the individual having the disease to be decreased when we get a negative test result. The odds of having the disease given a negative test result is ODDS(D + :
. We would like this to be as small as possible.
results should be maximised We define the diagnostic value of a particular test T to be
This criterion maximises the difference in our belief of being diseased between a positive test result being obtained and a negative test result being obtained. From the definition of Bayesian probability we have
where δ = P (D + ) and α and β are as defined above. Similarly
This leads to ODDS(D
Taking the logarithm of this leads to our measure of belief in being diseased when a positive test result is obtained.
log(ODDS(D
Similarly our measure of belief in being diseased when a negative test result is obtained is
Taking the difference of these two logodds terms leads to our logodds criterion
= log sensitivity 1 − sensitivity + log specificity 1 − specificity (5) Notice that δ is not involved in the criterion. This means that the prior probability we have for an individual being diseased plays no part in deciding which test is the best. This has important consequences when we come to look at the situation when we combine the results from more than one test.
Suppose that T is a combined test consisting of T 1 , T 2 , . . . , T n . A positive combined test will be equivalent to all individual tests giving positive results, i.e.,
A negative combined test will be equivalent to all individual tests giving positive results, i.e., T
n . Using the assumption of independence, we can show that
for any values of the prior probability δ. Let S denote the set of all available diagnostic tests. Our proposed criterion is
For the example data shown above the logodds criterion values can be calculated as shown in Table 2 . Using this criterion the best test is C, followed by A then B. The real advantage of this criterion can now be seen. After we have got the results of the best test (C here) then our prior probability of the disease has changed. But this plays no part in deciding which test to use in conjunction with it. So the second best test to use in combination with test C is test A. The result of combining all three tests and showing all possible results is given in Figure 2 . Visually the logodds criterion finds the test with the largest difference between the logodds for a positive and a negative test result.
Differences between the logodds and the error criteria
The following example shows that the logodds criterion is different from the error criterion. Consider again the three tests A, B and C. Let α 1 = 0.1 and β 1 = 0.1 be the respective errors for test A. Figure 3 depicts the regions for α 2 and β 2 for another test. If the point specified by the pair (α 2 , β 2 ) is inside one of the shaded regions (e.g. Test C), then the second test is worse than A on the error criterion but better than A on the logodds criterion. However if the point is not inside the shaded region (e.g. Test B) then the test is worse than A on both criteria.
An important difference between the two criteria is the computational effort required for estimating the error for a set of tests T = {T 1 , . . . , T n } ⊆ S. For the error criterion, the error is the sum of 2 n terms, one for each possible combination of test results. These are calculated from the expert estimates of the probabilities. Since the error criterion is progression non monotone, special procedures have to be applied to navigate through the subsets T . On the other hand, the logodds criterion is progression monotone. It is a simple sum whereby we can maximise each component so as to get the a total maximum. Thus the set of the individually best n features is the best set of n features according to the logodds criterion.
Results for scrapie data
Scrapie is a notifiable disease of sheep. We consider 285 clinical signs that may be observed in either scrapie or in 62 differential diagnoses [6] . The available data is in the form of probabilities P (T [3] report an analysis which uses sequential feature selection (SFS) to choose 15 signs based on the classification error criterion. Table 3 shows the 15 signs selected by the error criterion through the SFS procedure and the 15 signs selected by the logodds criterion. The numbers in front of the signs show the individual rank according to the error criterion. The sign with rank 1, Hyperaesthesia, is the most important discriminatory sign according to the error criterion.
The table shows that the logodds criterion has selected 12 of the 15 features that were chosen by the error criterion. Two of the three different features chosen by the logodds criterion have sensitivities of 0. If the expert estimates are incorrect in the extremes (0 or 1), then the logodds criterion might give undue weight to such features.
Conclusions
The difference between the error and logodds criteria can be viewed in the following way. A pharmaceutical company creates a diagnostic test and measures its worth by means of the number of misdiagnoses that ensue. This is a perfectly sensible for the company. However an individual is only interested in the results of the test on themselves. The best test for the individual is the one that leads to the most information about whether the individual actually has the disease. The logodds criterion attempts to measure this. In this sense the criterion is intuitive for diagnostic purposes.
The logodds criterion is progression monotone. This means that we can determine at the outset the ordering of the worth of the tests using this criterion. The advantage is that as the prior belief plays no part in the criterion then this ordering is the one that applies every time we want to include the results of
