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Short Papers 
Reconstruction  of  Atmospheric  Pollutant 
Concentrations  from  Remote Sensing Data-An 
Application of Distributed  Parameter  Observer 
Theollv 
MASATO  KODA AND JOHN H. SEINFELD 
Abstract -The  reconstnrction of a  concentration  distribution  from  spa- 
tially averaged  and  noise-corrupted  data is a central problem  in processing 
atmospheric  remote  sensing data. Distributed  parameter obsener theon- is 
used to delelop reconstructibility  conditions for distributed  parameter 
systems having measurements @@tal of those in remote sensing. The 
relation of the  reconstructibilih condition to  the stability of the distributed 
parameter  observer is demonstrated. The theor? is applied to a varieh of 
remote sensing situations, and it is found that those in which concentra- 
tions are measured as a  function of altitude  satisfy the conditions of 
distributed state reconstructibility. 
1. INTRODUCTION 
In the remote sensing of tropospheric species. a ground-. aircraft-. or 
satellite-based  platform  performs an instantaneous  scan of a region of the 
atmosphere and measures the species burden within the field of view. 
With  aircraft or satellite  remote  sensing  the  platform is in  motion  and  the 
field of view is constantly changing. An object of remote sensing of the 
atmosphere is to enable reconstruction of the concentration distribution 
of trace  species over an  entire region based on  the  data available  from  the 
instrument. 
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The reconstruction of a concentration  distribution  from  spatially  aver- 
aged  and  possibly  noise-corrupted data is a central  problem  in  processing 
remote sensing data.  In  the  absence of a mathematical  model  describing 
the spatial and temporal concentration distributions. the reconstruction 
can be carried out by standard data interpolation methods. Howe\-er, 
when a mathematical  model exists. the  problem  becomes  one of matching 
the remote sensing data to the model solution in such a way that the 
incomplete data can be used in  conjunction  with  the  model to produce an 
estimate of the region-wide concentration distribution. This problem of 
the matching or assimilation of remote sensing data into mathematical 
models for atmospheric  constituents  is  the  subject of this paper. 
There exist a few recent studies that assess the capabilities of remote 
sensing for monitoring  regional  air  pollution  episodes. For example. 
Barnes er a / .  [ I ]  conducted a comparative analysis of satellite visible 
channel imager?: in  ground-based aerosol measurements. For three cases. 
each of tvhich represented a significant pollution episode based on low 
surface visibility and high sulfate levels. the results shon-  that the extent 
and transport of the haze pattern can be monitored from satellite data. 
The study demonstrated the potential of the satellite to monitor both 
magnitude and aerial extent of pollution episodes. In a related study. 
Lyons et a / .  [2] reported on a demonstration project showing that cur- 
rently  available  synchronous  satellite data can  detect  the aerial extent of 
large-scale hazy a i r  masses associated \vith sulfate  and  ozone episodes. 
A study  related to  that of the  present work was reported  by  Diamonte 
er a / .  [3] in which they considered the comparison of remote and in  situ 
data on pollutant concentrations from point sources. They considered 
typical remote sensing geometries to provide insight on estimation of 
plume  properties  from these  measurements. In a study  also  related to  the 
present. Kibhler and Suttles [4] considered the estimation of unknown 
parameters  in a pollutant dispersion  model  by  comparing  model prcdict- 
ions with remotely sensed air-quality data. A ground-based sensor pro- 
vided  relative pollutant  concentration  measurements as a function of 
space and time. The measured data were compared xvith the dispersion 
model output  through a numerical  estimation  procedure to yield parame- 
ter  estimates  that  best fit the data. 
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The  object of this paper is to  define  the  problem of the  assimilation of 
atmospheric  remote  sensing data  into mathematical  models of pollutant 
behavior. Since the atmosphere  is  a  three-dimensional  system,  models of 
pollutant  behavior  are of the  distributed  parameter  type [j]. Remote 
sensing data represent spatial averages of concentrations, so that the 
assimilation problem is. in essence. one of distributed parameter state 
estimation. 
First,  the  concept of distributed  state  reconstructibility is developed  for 
the class of problems of interest. That is, the first question to be faced 
is- can  the  desired  spatial-temporal  concentration  distribution  informa- 
tion be recovered from the measurements in the absence of noise. The 
derivation of general  conditions  that allow one  to  answer this question is 
the subJect of Section 11. In Section 111 a variety of common remote 
sensing measurement configurations and atmospheric models are tested 
for reconstructibility. We conclude in Section IV with general observa- 
tions  concerning  the  inherent  potential of remote  sensing  data in analyz- 
ing  regional air  pollution. 
11. RECONSTRUCTIBILITY AND OBSERVERS FOR DISTRIBUTED 
P A R A ~ ~ E R  SYSTEMS 
Atmospheric  pollutant  models  consist of partial  differential  equations, 
linear in the case in Lvhich the species does not react chemically or in 
which i t  is produced or destroyed by a first-order reaction of the form 
A + . This case represents  a  wide  class of important  situation5  and is the 
one to which we direct our attention  here.  Nonlinear  distributed  models 
must  be  handled  by  linearization  and  therefore also fall  within  the  present 
framework. 
Our interest in this  section is to  derive  distributed  parameter  observers 
for  systems  described  by  linear  partial  differential  equations  with  inhomo- 
geneous boundary conditions characteristic of atmospheric models. An 
observer is an algorithm that processes measurements of the state of a 
system  to yield an  estimate of the  entire  system  state. An observer  is  most 
frequently  employed  when  not all of the  states of a  system  are  accessible 
for measurement. In the present application, we \+ill be generally inter- 
ested in only a single state variable, the measurements of which have 
limited spatial resolution. The observer is stable if its estimated state 
converges to the true  state  after  a  sufficiently  long  time.  The  concept of 
state reconstructibility is useful as a condition for the stability of the 
observer. Thus. if a  measurement  strategy  satisfies the condition of state 
reconstructibility.  then the corresponding  observer  is  stable,  and. the state 
(i.e., the concentrations)  can,  in  principle,  be  estimated  from  the  measure- 
ments.  The  condition  that allows the reconstruction of the system state  on 
the entire field is called distributed state reconstructibility. Associated 
with distributed state reconstructibility, the concept of uniform n-mode 
reconstructibility can be developed. Both conditions. n-mode and dis- 
tributed  state  reconstructibility. \vi11 be  applied,  in  Section 111, to  typical 
remote  sensing  measurement  configurations. 
There exists some previous work on obsenrer theory for distributed 
parameter  systems [6]-[8]. IGtamura et a/. [6] formally  extended the 
lumped parameter observer to the distributed parameter case. Gressang 
and Lamont [7] developed a more complete theorq. of the distributed 
parameter  obsemer.  including  reduced  order  observers. An application of 
distributed  parameter  observer  theory  has  been  presented  bJ-  Kohne [9]. 
The most complete treatment of observer theory is that of Doleclu and 
Russell [8]. In the current  work.  distributed  parameter  observers  are 
derived in a form appropriate for application to the class of systems 
representing atmospheric species behavior. In addition, a result of the 
present work is an  explicit  relation  between  distributed  parameter  recon- 
structibility  and the stability of the  observer.  Observer  stability is demon- 
strated using a  technique of Hale [ I O ]  in  which  Lyapunov  stability  theory 
is extended to function  spaces. 
We  consider  the  linear  distributed  parameter  system. 
defined for r>O.  .x€ D. The  domain D is a  connected  subset of a 
(I-dimensional Euclidean space Ed with boundary surface aD. The (I- 
dimensional  spatial  coordinate  vector is denoted  by x. The  state u ( x .  t )  is 
a scalar function and L, is a linear partial differential operator aith 
respect to x. It is assumed  that  the  operator L ,  is well-posed.  The  input 
/ ( x ,  t )  is a knowsn scalar  function  and B( x ,  r )  is a  known  coefficient. 
The  boundary  condition  on ( I )  is 
b A u ( . x . t ) = h ( . ~ . r )  x E a D  ( 2 )  
where 8, is a  linear.  spatial  differential  operator of a  suitable  order  over 
a D  and /](x, t )  is a  known  function.  The  initial  condition is assumed  to  be 
unknown or incompletely  known. 
We are  interested in considering  three  types of measurements. 
C u e  1  spatl lull^, Indepetzder~t Integral Meusurenlenrs; The measure- 
ment  takes  the  form 
where H( x .  t )  is a spatial  weighting  function. 
Case -I -Spatialir Continuous Meuuren~enrs: 
W ( x . t ) = C ( x , t ) u ( x , t )  
where C( x. I )  is a  square-integrable  function,  i.e., C E  L,. 
Case 3 - Sparink)  Discrete Measuretnents: 
w , ( t ) = H , ( t ) u ( . x i . t ) ,  i = 1 . 2 , - . . . /  ( 5 )  
where M ; ( t )  denotes a measurement at the ith measurement location x,. 
By taking  the  limit  to  small  volumes of integration  in (3). we can  represent 
a  system  such  as ( 5 )  by  choosing H ( x , r ) = H , ( t ) S ( x - x , ) ,  i=1,2:..,/. 
For the moment let us restrict the problem to one spatial dimension, 
Le.. O< x < I .  Accordingly.  boundary  condition (2) can  be  expressed as 
Po.(.r,t)=ho(r). x = o  
j 3 1 u ( x . r ) = h , ( t ) ,  x=1.  ( 6 )  
Then the solution of ( I )  and (6) with initial  condition u(s.O)= u o ( x )  can 
be  expressed  in  the  form' 
u ( . x , r ) = J o ' Q * ( r . O :   . r . r > u o ( r ) d r  
+ /'/'@*( r ,  T :  x ,  r ) B (  r .  T ) / (  r .  T )  drdT 
+ S r J ' ~ ' ( r . r ; . x . r ) g ( r , r ) d r d r  0 0  
0 0  
where 
g ( x . t ) = 2 h l ( r ) ~ ( x - l ) - 2 h o ( r ) S ( . ~ ) .  
The  adjoint  Green's  function @*(.x, t ;  x. T )  is governed  by 
with the terminal  condition 
@ * ( x . r ; y . r ) = S ( x - r . )  
and  boundary  conditions 
Bo"@* = 0 
p;0*=0 
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The operators L:.  8;. and p; are the adjoints of the operators L , .  &. 
and PI. respectively. 
The extension of the  adJoint  Green's  functions to higher spatial  dimen- 
sions is straightfonvard. In higher dimensions, (9) and ( I O )  remain the 
same  with the general  boundary  conditions 
B : @ * ( . y , r ; . r . T ) = o .  . T E ~ D  (12) 
where 8: is the  adjoint of the  operator 0,. In general. we note  that @* is 
related to the Green's function @ associated with the system ( I )  nith 
homogeneous boundary conditions by the relationship @ ( . x .  r :  j'. T )  = 
@*( J,, T :  x, r ) .  
The  adjoint Green's  function  for well-posed distributed  parameter 
systems can be constructed in a variety of Lvays. Expansion in spatial 
eigenfunctions  and  construction of the adjoint  Green's  function  from 
eigenvalues and eigenfunctions is a powerful method for linear systems. 
Let us assume that L: has an infinite series of discrete eigenvalues {A,).  
i = 1.2. . . . . Using standard methods. the adjoint Green's function that 
satisfies (9)-( 12) is found to be [ 1 I ]  
X 
where the eigenfunctions (I$,)- i = 1.2: . . . are the solution of the equa- 
tion. Lf@, = X,+,. satisfying the boundag conditions ( I   I )  or (12). 
A. Reconsrrucrihrlrt~. Conditions 
The obJective of an  observer is to reconstruct  the  system state when  the 
measurements are incomplete. To be able to reconstruct the state the 
observer  must  be asymptoticall! stable. 
An identity or nonreduced observer for the system ( I )  with measure- 
ments (4) takes  the  form 
(14) 
where i r ( s . r )  is the observer output and G is a suitably chosen integral 
operator with the  kernel G ( s .  x. t ) .  
Before presenting a derivation of the observer. \ve will establish the 
conditions under which the system ( I )  and (4) is reconstructible. W-e 
define the  reconstructibility  kernel  function  by 
~ ( . ~ . ~ . ~ ) ~ ~ ' ~ @ * ( ~ . f : r . T ) ~ ~ ( r , T ) @ * ( ~ ~ . t : r . ~ ) d r d T .  (15) 
O D  
I t  will be sho\vn later that the observer (14) is stable if Q(.v. J. t )  has  a 
so-called  generalized inverse.  Le., if there  exists P ( x .  J. t )  such  that 
j ~ P ( . x . r ~ r ) Q ( r , x . t ) d r = ~ ( . x - x ) .  (16) 
By formal differentiation of (15) with respect to time and use of the 
properties of the adjoint Green's  function (9)-( 12). it is found  that 
Q( x. J'. t )  satisfies  the follon-ing Lyapunov  equation. 
with  thc  initial  condition 
Q ( s . ~ . 0 ) = 0  
and  boundary  conditions 
p:Q =o, Qg: =o ( 19) 
where LTQ = QL:. Although Q( x .  x. r )  is formally  defined  by (15). it is 
important to note that Q(x. x. t )  may be computed from (l7)-( 19) 
tvithout  using the  adjoint  Green's  function. 
By using the  identity 
a P ( \ - . x , r )  a Q ( r . s . t )  
ar = - j D j D P (  I. r .  t )  a t  P(s . ) . , r )dsdr  (20) 
P( .X. t )  can  be shown to obey the follo\+-ing Riccati  equation.' 
\vith boundary  conditions 
& P  =o Pp,  =o (22) 
P( Y. 1.. r )  may be considered as the kernel of the integral operator P 
defined as 
P / ( . v ) = j D P ( . , - . x . r ) f ( l . ) ~ , .  (23) 
for/€ L 2 .  
A linear  distributed  parameter system ( I )  and (2) with  measurement (4) 
is said to be disrnhured srare recol~srrucrihle if and only if Q(x. J'. t )  
defined  by ( 15) has  a  bounded  generalized inverse P( x. )'. t )  for r >O. It 
may be s h o w  that Q ( x , ~ . t )  has a bounded generalized inverse Lvhen 
Q( x. j', t )  is bounded  and positive definite for r > O  [ 1 I].? The sptem ( I ) ,  
(2). and (4) will be  defined to  be ut~~ /orn t /~ .  11-mode reronsrrrrcrihle if there 
exists positive  constants MI. M,. and u such  that 
~ t j , ~ ~ j I $ , ~ ( . y ) Q ' ( . ~ . ? , . t ) ~ , ~ ( , . ) d . ~ d ~ , ~ ~ t f ,  
for all t >O. where +,$(.x) is the eigenfunction of L.: and the modified 
reconstructibility kernel Q"(x. ~ 9 ,  t )  is defined  by 
D D  
(24) 
Q ' ( . x , ~ . t ) = ~ '  j @ * ( x . r : ~ , T ) ~ 2 ( r . T ) @ ~ ( ~ , . t : r , ~ ) d r d ~ .  (25  
The system is distributed  state reconstructible if (24) is satisfied for  each 
of the eigenfunctions. The uniform n-mode reconstructibility test (24) is 
useful wrhen P( x. !. t )  cannot be found  directly  from Q( x, x. 1). Since  it is 
straightfonvard to extend  the  concept of distributed  state reconstructibil- 
it! to measurement Cases I and 3. detailed  discussion is omitted  here. 
B. ,tfininlunl Fariarlce Ohsemers 
1 - 0  D 
I )  Ohsercer for Case 1: For the system described by (1 )  and (3). we 
define the  reconstmctibility  kernel  function  by 
Q ( . x . ~ . I ) = ~ j D @ ' ( . ~ . t : r . T ) ~ ( ~ . T ) d r j ~ ~ ( s . r ) @ * ( ~ ~ . ~ ; s . ~ ) d s d ~  
(26)  
where Q( .x. x, r )  obeys 
(27) 
with initial and boundary conditions given by (1 8) and ( 19). Assuming 
that the system is distributed state reconstructible. the existence of the 
generalized  inverse P( x. y, r )  of Q(x. x. 2 ) .  that satisfies 
'The impact of ohsccrr.atmn error on the  design of an o h x n e r  can he  asessed from (21) 
-~Posirlue-definiteness of the kernel Q Implies  that 
hv  companng P to that from  the  corresponding  distrihuted  parameter filler 
l D j D / ( r ) O ( r . , . . t ) / ( ~ . ) d l h > O .   f o r a l l r > O a n d / € l . z  
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- ~ D P ( x . r . t ) H ( r . t ) ~ r I H ( s , t ) P ( s . ~ . t ) ~ s  D (28) 
will establish  the  observer  for  the  system  (l)-(3). 
the  observer as 
Following Meditch [12], we define the cost functional associated njith 
+ - J d ' ( ~ ( t ) - I H ( x . I ) u ( x , t ) d x  2 1 D 
wrhere I ,  is an  arbitrary  final time. u o ( + )  is an  initial  estimate of u(x .0) .  
and 
Po( x. y )  is a bounded. symmetric, and positive-definite weighting func- 
tion. The observer is found by selecting u ( z ,  t )  so as to minimize (29) 
subject to ( I  ) and  (2). By minimizing  the  augmented  functional, 
the  result is the  Euler-Lagrange  equation, 
with the transversality  conditions, 
x(x ,o)=A,[ i r (? . ,O)-u0(F)]  
X( x ,  I , )  =O. (33) 
Equations  (32)  and  (33)  constitute  a  two-point  boundary value problem 
that may be solved by the  sweep  method.  We  assume  the  following 
Riccati  transformation  for i r (x .  I ) .  
i r ( x . r ) = I P ( x , y , r ) X ( y . t ) d ~ + p ( x . r )  D (34) 
where the kernel P(s, 1'. t )  and p ( x .  t )  have to be  determined. 
Substitution of (34) into ( I ) ,  (32).  and  (33) yields 
ap(s. t )  
a t  
-- - L , p ( s , t ) " B ( x . t ) / ( x , t )  
Equations (33) and (34) imply that p ( x ,  t / ) =  C(x, t / )  is the state 
estimate  at  an  arbitrary  final  time t / .  It is important to note  that  (38) is 
identical to (28). Thus we may conclude that the symmetric positive- 
definite kernel P ( x . F .  t )  completely  characterizes the minimum  variance 
observer. 
Equation (35) can  be  rewritten  as 
where a time-vqing observer  gain K (  x,  I )  is  defined  by 
(42) 
The  structure of the  observer is identical to that of the distributed 
parameter  filter [13]. 
u( x. 1). Then we obtain  the following equation for e( x .  1 ) .  
We introduce the reconstruction or observer error e(x .  t ) =  i r (x .  t ) -  
with  initial  and boundary  conditions, e(x.O)= u o ( x ) -  u(.x,O), and 
B,e( x .  r ) = O .  If the initial state is known exactly and the observer is 
initialized such that ic(x.O)= u(s.0).  then the observer will reconstruct 
the state exactly. It is not reasonable, however. to expect that the initial 
state will be known exactly. It is, therefore, important to insure that if 
errors  are  present in the initial  conditions  applied  to  the  observer  that  the 
estimate will converge to the  true  value of the state. i.e., the  reconstruction 
error e(.x,r)  must  have  the propertylim,,,l;e(x.t)ll=O. for all e(x,O). 
Asymptotic  stability of the  observer  can  be  demonstrated  by using (1 6). 
(26),  (27). and  (43). We  will consider  a  Lyapunov  function  defined  by 
It is first  necessary to note  that Q(x, y ,  t )  is positive-definite  and  bounded 
from below. Then  ?he time derivative of the Lyapunov  function is 
calculated  using  (27)  and  (43).  The  result is 
which is a  negative-semidefinite  quadratic form. This is sufficient  to  show 
that  (43) is stable  in  the  sense of Lyapunov  [IO]. 
2) Obserwr for Case 2; In a similar  manner to that of Case 1. we can 
obtain the minimum  variance  observer  for  Case 2, i.e.. for spatially 
continuous  measurements (4). The  observer  dynamics  are  described by 
with  initial  and  boundary  conditions 
L i ( . X , t ) = U o ( X )  (47) 
p , i r ( X , t ) = h ( X . t ) ,  xEaD (48) 
where the optimal gain kernel G ( s .  x, I )  is defined by 
G ( x , , , t ) = P ( x . ; . t ) C ( ? . . t ) .  (49) 
The Riccati  equation  for P ( x ,  y ,  r )  in  (49) is identical to (21)  with 
boundary conditions given by (22). The reconstruction error e ( x ,  t ) =  
i r ( x .  I ) -  u ( x .  t )  satisfies 
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where  the integra-differential  operator F is defined by 
We can  demonstrate  the  stability of the  observer  by  using  the  reconstruct- 
ibility kernel Q( .x. !. I )  defined  by (15) and the  Lyapunov  function (44). 
Under the reconstructibility assumption. the derivative of the Lyapunov 
function  becomes 
( 5 2 )  
which is a negative-semidefinite  quadratic  form. 
Case 3. the ohsenw is  given by  the  following  system: 
3j Obsercerfur Case 3: For the  spatially  discrete  measurements (5). i.e.. 
ai(( .x. I )  
ar 
~~ - L . , i ( . x .  I )  + B(.Y, r ) f (  .x. I )  
I 
+ 2 G , ( . x , I ) [ M , , ( ~ ) -  H , ( f ) i ( ( . x , . / ) ]  (53) 
Lvhere 
G , ( . x , r ) = P ( ~ , x , , r ) H , ( t )  (54) 
and 
/ 
- 2 P( x..x,.r)H,(r)ll,(r)P(I,.?..r) ( 5 5 )  
! = I  
nith initial and boundary conditions given by (47). (48). (39). and (40). 
Under the distributed  state reconstructibility  assumption. the  stability of 
the observer  can be demonstrated. 
C.  Conmenrs 
The relationship has been established between distributed  state recon- 
structibility and the existence of an observer. Distributed state recon- 
structibility is defined  through  the  existence of the generalized  inverse to 
the reconstructibility  kernel. The kernel  associated  with the observer  gain 
satkfier, the same  Riccati  equation as does the  generalized  inverse of the 
reconstructibility  kernel. 
111. REMOTE SENSING MEASL‘REYENTS AND ATMOSPHERIC 
MODELS 
In this  section we  will  test both  the  n-mode  and  state  reconstructibility 
of common remote sensing measurements with models of atmospheric 
pollutant behavior. By far the  predominant  mode of remote  sensing is to 
measure the integrated  quantity (burden) of material  between  the  ground 
and some known altitude. Thus. both cases we consider here involve 
vertically  integrated data. Various assumptions  concerning  the  horizontal 
characteribtics of the  measurements will be tested.  Three-dimensional 
models of pollutant behavior are generally  based on the atmospheric 
diffusion  equation [5] that describes the  flow and  diffmion of species. The 
object of this section is to ascertain if the customan‘ remote sensing 
measurements allow one. in principle. to reconstruct the detailed con- 
centration distribution. The distributed parameter reconstructibilitl con- 
dition  deriwd in  Section II will. therefore. be tested in each case. 
A .  Meuswenlenrs in u h T e r  with Horr;urlrul HonwgeneiI! 
The vertlcal concentration distribution of a pollutant in a layer with 
horizontal homogeneity can be described by- the one-dimensional diffu- 
sion  equation. 
where h ,  is a given flux at the ground (: =0) and K is the turbulent 
diffusion coefficient. 
The  adjoint Green’s  function for the  system (56)-(58) is 
X 
~ * ( : . l : z ’ . i ) = 1 + 2  x ~0~(1762)cos( l7R_,)e(nr)”(r--r)  . (59 )  
I, = I 
State  reconstmctibility  is  then to be assessed by  condition (24) using the 
modified  reconstructibility  kernel (25). 
We  consider  each of the measurement  types (3)-(5). The condition  for 
uniform  n-mode  reconstructibility is (24). which is written  for +,, = 
cos(nz:). I 7  =o, 1.2: . *  as 
For each of the three types of measurements. the integral in (60) is as 
follo\vs. 
Case I -Spariallr Indepetldenr  Inregrul  Measurenlems 
Case .? -Spatral!r Conrinuow ~Measuremer~rs 
for 11 =O. 1.2. . . 
From (61)-(63). we see that uniform 17-mode reconstructibility is com- 
pletely dependent on the form of the measurement weighting functions 
H ( z . I ) .  C(:. r). and I f , ( r )  and on the eigenfunction. cos(ns:). The 
condition (60) implies that 
We may  note  that  this  inequality is essentially  equivalent to the  obsenra- 
bility  condition  derived  by  McGlothin [ 141. Sirnilad>-. (63) implies that  the 
system state is reconstructible by point sensors if the sensors are not 
located at the zeros of any of the  eigenfunctions. 
In the remote sensing problem. the measurement \veighting functions 
areoftentakenasH(:.r)=IorC(;,r)=l.WhenIl(:,r)=l.thecondi- 
tion (60) holds only for n = O  implying that the spatially independent 
integral  measurements do not  allow  reconstruction of the system state on 
entire fields.4  This can be  directly  checked  by  computing the  reconstmct- 
ihility kernel Q(:. :’. I). The system ai th  integral measurements cannot 
&A mode aswoated  ulth the elgrnfunction O:, = 11 I I  = O )  can he reconstructible and the 
appropriate obscrbrr i \  
Srahlltt> of the ohberber can hc dcmomtrated hy constructing the Lyapunov function 
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be  distributed  state  reconstructible  since the generalized  inverse  of 
Q(z,  z' ,  t )= t does  not  exist,  since Q is not  an  explicit  function of z and 
L . .  *' 
When the measurements  are  spatially  continuous  and C( z ,  t )  = 1 ~ the 
system is distributed  state  reconstructible.  From  the  definitions of 
Q ( . ~ , y , t ) a n d P ( x , ~ ~ , r ) i n ( 1 5 ) a n d ( 1 6 ) . w e h a v e  
m 
(64) 
and 
P ( z , z ' . t ) = - + 4 s 2 K  1 2 n ' ~ ~ ~ ( n s ~ ) ~ ~ s ( ~ ~ ~ ~ ~ ) { e ' ( " " ~ ~ ~ ' - l } ~ ' .  
co 
t 
,I = 1 
(65) 
We may note  that  he  integral  equation (16) is satisfied  when  it is 
recognized that 
S ( z - z ' ) = 1 + 2  2 COS(flsz)COS(nsz')  (66) 
tt = I 
P ( z .  z'. t )  is bounded  and  positive-definite,  and  for f >O. the  series  (65)  is 
uniformly  convergent. 
B. Meusurements oi u Sreudv - Stare Point Source Plume 
The concentration distribution in a plume from a continuously emit- 
ting,  elevated  point  source  can  be  described by 
where t is the  time  an  element of fluid spends  in  the  plume  from  emission, 
equal  to  downwind  distance x divided by the  wind  speed. The source is of 
strength q located at t =0, y = 1/2. z = i H ( O G  z ,  I). The boundaq 
conditions  on  (67)  are 
u(o.J,z)=qs(J-1/2)s(z-z~) (68) 
- _  a u  az -0, z = I .  
The  adjoint  Green's  function  for this system  is 
Consider  first  a scanning  measurement  performed  at  a horizontal 
position y = J * ,  
where the scanning  data w(t) are  taken  on  a  coordinate  that  moves  along 
the z-axis. J ( z )  in (73)  is the altitude-dependent  weighting  function for the 
measurements.  When J = 1. the  reconstructibility  kernel  function  becomes 
Q(r .y . : ;y ' .z ' )=r+-  2 L 
K H  
cos (my,) 
( r2s)2 
The system is not chstributed state reconstructible since the generalized 
inverse of Q( t .  y .  t; y', 2 ' )  does  not  exist.  Therefore, we conclude  that the 
scanning measurement (73) cannot, in principle, allow reconstruction of 
the  system  state. 
The  same  results  can be  obtained for the  following  measurement 
systems: 
In these cases, the reconstructibility kernel function Q(t ,  J, z; y',  z') 
cannot be  written  explicitly  in  terms of al l  the  spatial  variables y ,  z ,  and 
y' ,  z'. Thus,  the  generalized  inverse P( t ,  y, z ;  y'. z') does  not  exist,  which 
allows  reconstruction of the  system  state  on  the  whole  domain. As a  rule, 
if Q( t, x, z ;  y', z') is expressible as an  explicit  function of all  the  spatial 
variables  and if it  satisfies the uniform  PI-mode  reconstructibility  test,  then 
the  system  is  distributed state  reconstructible. 
Indeed. we can  show  that the system is distributed  state  reconstructible 
for  the  measurement 
w ( t , , : , z > = ~ ( r , g . z ) .  (78) 
In  this case, we have 
Q(t,.v,z;.v',z') 
+ 2  2 x 
. [ e * ( ( n s ) 2 K H + ( m n ~ 2 K , , ) r  - I 
2 0 o C  cos(nng)cos(msz)cos(n~.~ , ' )cos(m,z ' )  
n = l  n l = l  ( K ,  + ( m,)* K, 
I. (79) 
The generalized  inverse of (79) is given by 
P(  t ,  y, z :  1". z ' )  
1 
W 
= - + 4 K ,  t (nn)'cos(,,ay)cos(n~~;):'){eZ'""'2KHf-l 1 I
I1 = I 
m 
+ 4 K v  2. (~s)*cos(nsz)cos(nsz'){e'('""'~~~'~- I }  I  
n = l  
m m  
+8 x 2 { ( ~ B ) ~ K , + ( ~ I T ) ~ K ~ , }  
n = I  m = I  
~ c o s ( ~ s y ) c o s ( ~ ? 2 s z ) c o s ( f ? s y ' ) c o s ( n ? s ~ ' )  
[ e 2 ( ( n r ) ~ K , , + ( n l n ) 2 K v ) r  - 1 1 - '  (80) 
where (80) satisfies the Riccati  equation  associated  with  the  measurement 
(78). 
N. CONCLUSION 
This paper has examined the possibility of estimating atmospheric 
{ c o s ( n s y ) + c o s ( ~ / ~ ~ 1 ) } { e ( " " ) 2 K H ' - ~  1 species  concentration  distributions  from  remote  sensing  data.  Atmo- spheric  concentrations  can  be  modeled  by  partial  differential  equations of 
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the diffusion tlpe. Remote sensing data generally represent spatial aver- 
ages of the concentrations.  frequently  in the vertical  direction. The 
essential problem. therefore. is to assess the possibilitv of estimating the 
state of a distributed  parameter system on the basis of spatially  averaged 
measurements. The theoretical basis of the assessment is a condition for 
state reconstructibility of distributed  parameter systems. (The  connection 
behveen state reconstructibility  and  the  stability of the distributed  param- 
eter  obsemer  has also been  developed.) 
A \-ansty of remote  sensing  measurement  configurations were  tested for 
reconstructibility. It \vas found. not uneupectedl). that those measure- 
ments based on integration of the  vertical  concentration distribution over 
the entire IaLer do not lead to distributed state reconstructibility. Le.. 
there  does not exist a generalized inverse of the reconstructibility matrix 
kernel  and  therefore do not  afford the possibility o f  estimating  the 
concentration  distribution  over  the  entire field. Those measurement con- 
figurations that. on the  other  hand.  enable  sampling of the  concentration 
at Lertical positions  lead to  distributed  state reconstructibility. 
"Optimal"  Operating Rules for Automated 
Manufacturing Systems 
J. A. BUZACOTT 
Abstract-In modeling automated  manufacturing  systems  such as trans- 
fer lines  and flesible manufacturing  systems  it is necessary to  make 
assumptions  about how such  systems will be operated.  Hence,  it is desirable 
to determine the "optimal" operating rules. In this paper a number of 
examples are given of hoe the "optimal" rules are determined so that 
consideration is given to the control  options  that  can be used. the  informa- 
tion available IO the operator and the typical  multilevel nature of the 
system's control. 
INTRODUCTION 
Automated  manufacturing  systems  consist of a number of stations 
\vhere production operations are carried out together nith a material 
handling system linking the stations. a-ith the whole system under some 
mixture of centralized  and  decentralized control  and  monitoring [ I ] .  
Tk-picall!. the  operation of individual stations is controlled locally but  the 
movement of parts between stations is controlled centrally.  Furthermore. 
there \vi11 be central control of movement of parts into and out of the 
system with perhaps  some  linkage to even  lugher levels of control Lvithin 
the total  manufacturing  environment. 
At  present  here are two general  classes of multistation automated 
manufacturing  systems. 
One i s  automatic transfer lines such as are used in the automobile 
industy for machining cylinder blocks. transmission cases. and trans- 
axles. These have been in relatively widespread use for ahout 30 years. 
Their distinguishing feature is that all parts processed by the line follow 
the  same  sequence of operations  and  part  movement is synchronized. that 
is at fixed intemals of time (the cycle time) eve? part in the system is 
transferred to the next station. 
The  other class is the flexible manufacturing system (FMS) \vhere the 
basic concept  has  been  around for about I O  years or so [I] . [Z] .  The 
distinguishing  feature of the FMS is that provision is made for a diversity 
of part routings so that all parts need not visit the same sequence of 
machines.  The FMS can be regarded as equivalent to a conventional job 
shop with  automated  material  handling [3]. 
More  recent  developments in transfer line  design  incorporate  some 
aspects of the FMS. for example the introduction of parallel stations or 
segments  and  the  avoidance of strict  synchronism  between all parts of the 
system [4]. 
Because of the way in which the stations of an automated  manufactur- 
ing system are linked to form an integrated system it is necessary in 
designing  them to give careful  consideration to the effect of disturbances 
such as breakdowns of stations or variability in the processing times of 
the jobs.  One way in Lvhich the effect of disturbances  can  be  reduced is 
through  providing in process storage space. While such  space is expensive 
to provide because of the need to maintain workpiece orientation it has 
been shown that i t  can have a significant effect on system performance 
(for models of the  role of in process  storage. see [5] and [3]) .  
The focus of most of the  literature on transfer lines  has  been on the way 
in which the  performance is determined b>- the characteristics of the 
physical  equipment.  such as the processing  rates of the stations.  the speed 
and capacity for simultaneous job movement of the material handling 
system. and the location and capacity of the in-process  inventory  banks. 
However. the  performance of the  system will also be influenced  by the 
operating policies used in its control. The purpose of t h s  paper is to 
discuss a  number of issues  relating to the  operation of transfer lines and 
FMS and.  where  possible.  identify  "optimal"  operating  policies. 
CONTROL OF AUTOMATED MANUFACTURING SYSTEMS 
It is desirable to think of the  control requirements  from a hierarchal 
perspective.  with  three main levels (cf. [ 3 ] ) .  
I )  Prereleuse plartning; Deciding \vluch jobs are to be manufactured  by 
the  system. Identifying  constraints on operation  sequence. 
2 )  I r p r  or release control: Determining  the  sequence  and  timing of the 
release of jobs to the  system. 
3)  Operurromd torttrol: Ensuring movement between machines and de- 
ciding which Job is to be processed  next by a machine. 
A further aspect of s\stem  control is the  monitoring of correct perfor- 
mance of the operations. Thir. aspect nil1 not be discussed in tlus paper. 
At each level of control the physical configuration and the decisions 
made at higher levels set constraints on the alternative actions. In the 
manufactu5ng  environment i t  has  always  proved to be difficult to collect 
and use reliable  detailed  information about the status of the machines  and 
the Jobs being processed by the system. Thus. in defining the control 
problem  at each level is essential to specify clearly the available  informa- 
tion on system status (cf. [6]). 
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