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Predicting Project Performance through Neural Networks 
 
 
 
Abstract 
 
Successful project delivery of construction projects depends on many factors. With regard to the 
construction of a facility, selecting a competent contractor for the job is paramount. As such, 
various approaches have been advanced to facilitate tender award decisions. Essentially, this type 
of decision involves the prediction of a bidder’s performance based on information available at 
the tender stage. A Neural Network based prediction model was developed and presented in this 
paper. Project Data for the study was obtained from the Hong Kong Housing Department. 
Information from the tender reports was used as input variables and performance records of the 
successful bidder during construction were used as output variables. It was found that the 
networks for the prediction of performance scores for Works gave the highest hit rate. In 
addition, the two most sensitive input variables towards such prediction are “Difference between 
Estimate” and “Difference between the next closest bid”. Both input variables are price related, 
thus suggesting the importance of tender sufficiency for the assurance of quality production. 
 
Keywords: Bid Evaluators, Performance Scores, prediction by Neural Networks. 
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Introduction  
The Asian financial turmoil in 1997 has seriously affected the construction industry in the 
region. The plummeting of the housing prices resulted in a sharp fall in construction activities. In 
this sort of environment, some contracting firms, especially those first entering into the market 
are prepared to submit suicidal bids to capture work opportunities. As such, relying singularly on 
tender price could be fatal as the capability of the tenderer may not have been adequately 
assessed. This situation has become even more critical in the last few years during when several 
incidences involving quality issues happened in the Hong Kong construction industry. In one 
particular case, two newly completed and not yet occupied multi-storey housing blocks had to be 
demolished due to defective foundation work. Although this cannot be determined conclusively 
that low tender value had led to this happening, this has pointed to the need of giving due 
consideration to both technical and financial ability of a bidder. 
 
This situation is not unique for Hong Kong. For example, industry wide studies that aimed to 
ways to improve the U.K. construction industry had suggested the need to examine the 
procurement process [1, 2]. In relation to award of contracts, non-price factors such as attitude 
towards teamwork and ability to innovate were recommended in addition to the tender price as 
criteria for contractor selection [2]. Furthermore, other study also recommended the inclusion of 
non-price factors as evaluation criteria at the pre-selection stage [3]. It is hoped that assessing 
both price and non-price factors would enable a more thorough assessment of the contactor’s 
capability in completing a project. Many public clients have taken steps to address this by the 
inclusion of non-price factors in their bid evaluation equations.  
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Moreover, incorporating capability measures of contractors into bid evaluation is no easy task. 
The measurements of non-price factors have been described as “an art where subjective 
judgement, based on an individual’s experience, becomes an essential part of the process” by 
Russell and Skibniewski [4]. They also pointed out that the information for non-price factors is 
qualitative in nature [5]; the assessment and interpretation for such require expert predictive 
judgement [6]. Typically, it is necessary to transform the qualitative contractor’s information into 
objective numerical figures.  
 
Bid Evaluation 
 
One important aspect of bid evaluation is assessing the capability of a prospective contractor in 
completing a project. Such evaluation plays a vital role towards achieving successful delivery of 
a construction project [7]. This can be viewed as a prediction decision in selecting a contractor to 
whom the client can confidently entrust the responsibility to execute the project. Nonetheless, the 
vast incidences of time overrun, claims and the growing stock of unsatisfied clients suggest that 
improvement in this vital exercise is highly desired [8]. Predicting contractor’s performance is a 
very complex task requiring simultaneous assessment of a large number of interrelated variables 
before a decision. These interrelationships are complex and intractable. This makes judgmental 
process mostly implicit and hence difficult to be extracted and modeled. Conventional wisdom 
relies on the cost advantage of a tender and the subjective views on the bidder’s ability [9, 10]. 
Such approach however has been heavily criticized for the lack of a systematic evaluation 
method and over-reliance on subjective judgment [1, 7, 11-13]. 
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In order to address these shortcomings, several alternative contractor performance prediction 
models have been suggested. Drew and Skitmore [14] proposed an objective means for assessing 
the competitiveness of potential tenderers by classifying contractors into four categories: 
sensible, non-serious, silly and suicidal. Holt et al. [3, 15] proposed a three-stage tender 
evaluation process based on multi-attribute analysis. Other attempts involve the use of various 
quantitative tools to assist the prediction process. These include the use of discriminant analysis 
[16], PERT-based method and utility theory [17, 18], dimensional weighting [4, 5], general 
performance model [19], cluster analysis [20], multi-criteria [7], analytical hierarchy process [8], 
case-based reasoning [21], and evidential reasoning [22]. Kashiwagi and Byfield [23-25] 
reported the use of a contractor selection system called Performance Information Procurement 
System (PIPS) that achieved a 99 percent success rate for completing facility construction on 
time, on budget, and meeting or even exceeding quality expectations. The system seeks to 
combat the deficiencies derived from low-bid environment and minimize the risk of construction 
non-performance. The selection process found on the Information Management Theory [25] 
which states that past performance will identify future performance. With information on past 
performance and ability evaluations, the system employs an Artificial Intelligence (AI) processor 
in deducing decisions. As such, biases are kept to minimum. Moreover, in terms of relative 
importance of the evaluators, the system still relies on the judgmental assessment by the clients. 
The systems and approaches afore-mentioned each has its distinct advantages as well as 
limitations. This paper presents a neural network based prediction model on contractor’s 
performance. The prediction powers of different tender information on the contractor’s 
performance are investigated based on the project data collected in Hong Kong. The advantage 
of using neural network as a prediction tool is its ability to handle ill-structured problems. An 
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artificial neural network (ANN) is a massively parallel distributed processor that has a natural 
propensity for storing experimental knowledge and making it available for use. It has been 
successfully applied in a number of diverse fields including pattern classification, prediction and 
optimization.  
 
Data for Model Development  
The development of the model depends very much on the data available. In this regard, the 
practices in bid evaluation in both private and public sector were first examined. In the private 
sector, the practice is not complicated. In most instances; the sole deciding factor is the tender 
amount. The research team had been accorded the opportunity to examine some of the tender 
reports used in cost consultants offices and property developers. It was noted that although some 
non-price factors such as contractor’s ability might have been included, however, in practice 
these factors were assessed purely by the perceptions of the project team. As such, model 
building based on data from private sector is not plausible. 
 
In the public sector, for accountability purpose, it is important to have a standard procedure and 
criteria for all public works contracts. A two-envelope approach is adopted. The tender consists 
of two parts; the technical submission and the tender price documents. The technical selection 
criteria were mainly categorized into four areas; experience, past performance, technical 
resources, and technical proposal. Due to the confidentiality of the tender information, the 
research team is grateful to have the kind support of the Hong Kong Housing Department in 
providing data for this study. The Hong Kong Housing Authority is the executive arm of the 
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Housing Department. In this respect, the public housing project contracts are therefore signed 
between the Hong Kong Housing Authority and the successful bidder. 
 
 
Performance Records 
 
In previous similar studies, project performance was typically measured by perceptively based 
post contract evaluations. It is believed that evaluations made during work in progress would 
provide a more reliable representation of performance. In this context, the availability of such 
contemporaneous performance record was explored. Again, practices in both the private and 
public sectors were examined. In the private sector, performance assessment is usually 
performed by the Architect and/or the project manager. There is generally no sophisticated 
system for regular tracking and recording of contractor’s performance. However, in the public 
sector, more formalized systems are in place. In particular the Hong Kong Housing Authority 
operates a Performance Assessment Scoring System (PASS) that tracks project performance 
during work in progress and at the maintenance period.  Details of the working of the PASS 
system can be obtained from the PASS manual published by the Hong Kong Housing Authority 
[11]. More information on the type of performance assessment records are given in the section 
on output variables. In sum, the performance assessment records as well as the respective project 
Tender Papers provide the perfect source of data for model development. With the involvement 
of the senior staff of the Housing Authority in the study, the reliability and availability of the 
data were assured. 
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The Data Set  
Within the Hong Kong Housing Authority, award of tenders is considered by a committee 
comprising members from and outside the Authority. Before 2003, the responsible committee 
was the Building Committee; the current committee in charge is the Tender Committee. A 
memorandum for the Building Committee (described as Tender Paper hereafter) is prepared. The 
Tender Paper in essence is a detailed tender analysis. Typically the following information, inter 
alia, can be retrieved: 
1) Number of tenders 
A brief account on how tenderers were short-listed is provided. These also include the list from 
which eligible tenderers was assembled and whether there had been a pre-qualification exercise. 
The number of tender invited and the actual number received are also stated. 
2) Contractual Sufficiency 
This part of the analysis serves to confirm whether the submitted tenders are contractually in 
order. In fact, there have been very few cases where a tender was found contractually not in 
order. 
3) Financial Assessment 
Whether a tenderer has sufficient fund for the contract under consideration is examined by the 
Finance and Accounting Branch of the Housing Authority. A successful tender must pass this 
financial assessment. 
4) Number of adverse report in the last 12 months 
The List Management Committee reviews quarterly contractor’s performance, rates projects and 
recommends appropriate disciplinary action against poor performing contractors. For example, 
‘Adverse’ report with be given to poor performers. The numbers of adverse report received by a 
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tender in the last 12 months preceding the time when the tender was evaluated are indicated in 
the Tender Paper. 
5) Workload Assessment 
To avoid overloading a particular contractor, there is a limit in terms of ‘flats under construction’ 
that a contractor can have.  This information is included in the tender paper for the information 
of the Committee members. The limit was 21,000 flats for the projects that comprise the data set 
for the study. 
6) The Difference between the successful bid and the estimate 
For each project, a capital budget must first been approved before tenders can be invited. The 
tender values are compared with this budget figure (described as Estimate in this study). The 
percentage difference between the accepted tender values and the budget is calculated by the 
following equation:  
% difference between estimate = (T-E)/E  x 100 
Where, T is the successful tender value and E is the Estimate. 
7) The difference between the successful bid and the next closest 
To indicate the competitiveness of an accepted tender, the percentage difference between this 
value and the next closest tender is computed by the following equation: 
% difference between the closest Tender = (T-2nd)/2nd x 100 
Where, T is the successful tender and 2nd is the next closest bid. 
8) Preliminaries Percentage 
The total amount for Preliminaries items for a tender is expressed as a percentage of Builder’s 
work. For this project, this is expressed by: 
Preliminaries Percentage = (Total of Preliminaries items/ Total of Builder’s work) x 100% 
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Although these information are drawn from the construction procurement system of the Hong 
Kong Housing Authority, the same evaluations are quite commonly used as these may reflect the 
ability of the bidder in completing the project [26-28]. 
 
Output Variables 
The output variables should be measures that reflect the performance of the successful tenderers. 
In the Housing Authority, prior to 1991, performance of contractor was measured by simple 
grading ranging from ‘very good’ to ‘poor’. Improvement on this type of subjective assessment 
was effected through the introduction of a Performance Assessment Scoring System (PASS). 
PASS scores are used to i) to provide an objective assessment of the quality performance of 
contractors; ii) to facilitate the management of the listing of contractors and iii) to encourage 
contractors to improve performance. The use of PASS was approved for use in 1990. Since then, 
there have been several improvements/revisions. In March 1998, a PASS Control Unit (PCU) 
was formed to carry out an in-depth review of the system. The latest version of PASS was 
published in 2002. 
In essence, PASS comprises evaluation scores for: 
 
Type of Assessment 
 
Related Works Scores 
Output Assessment 
 
Works (Incl. structural and architectural) 
 
Input Assessment 
Site management 
Progress 
Overall  
 
Project Composite  
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Works Score includes assessment of the level of contractors’ compliance against the 
predetermined qualities of the structural and architectural works. It is typically conducted on a 
monthly basis. Despite a number of performance metrics are included in PASS, marks would 
only be allotted to the relevant items depending on the stage of project. The performance metrics 
and an example of monthly Works Score calculation is shown in Figure One. 
<Figure One here> 
 
 For Site management and Progress scores, these are assessment on a quarterly basis. A Project 
Composite Score (PCS) is also computed by: 
70% Input Assessment + 30% Output Assessment 
 
Within PASS, there are also other scores such as maintenance; however, this is not examined in 
this study because when the study was conducted, not all project data sets collected from the 
Hong Kong Housing Authority had reached its maintenance stage. In fact, in order to obtain all 
four types of work scores, it was necessary to confine the first 12 months of the projects. The 
averages of these scores were denoted by Wca, SMca, PSca and PCSca respectively. 
Accordingly, data of 60 projects were collected for model development. A larger sample is 
desirable for NN model. Nevertheless, the applicability of the data set is strengthened by the fact 
that: 
i) The data was contemporaneously collected during the project progress; and 
ii) PASS scores had been used in over one hundred projects with a detailed manual 
controlling the performance assessment. 
The following Figure Two summarizes the model framework. 
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<Figure Two here> 
 
Confirmation of data set for Model development 
Altogether 60 sets of data were collected for ANN analysis. After data collection, the first step 
was to select input variables for model development and exclude outliers from the data set. 
 
Excluding non-discriminatory variables 
A variable that displays no variation across the whole data set is considered offering little 
discriminating power and hence would be excluded. On this basis, four variables namely number 
of variable, contractual sufficiency; financial assessment and number of adverse report were not 
used as input variables. This can be justified as contractors that failed the above criteria would 
not have been selected due to the listing system of the Hong Kong Housing Authority. 
 
Identifying outliers 
Outliers are observations with a unique combination of characteristics identifiable as distinctly 
different from the other observations. Box plot, a pictorial representation of the data distribution 
can be used to identify outliers. The upper and lower boundaries of the box mark the upper and 
lower quartiles of the data distribution. Thus the box length is the distance between the 25th 
quartile and the 75th quartile, so that the box contains the middle 50 percent of the data values. If 
the median lies near one end of the box, skewness in that direction is indicated. The larger the 
box, the greater spread of the observations is. The lines extending from each box (called 
whiskers) represent the distance to the smallest and the largest observations that are less than one 
quartile range from the box. Outliers are observations that range between 1.0 and 1.5 quartiles 
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away from the box [30]. In this study, if a project has 2 or more data lie outside the 1.5 quartile, 
that project is considered as outlier and not used for model development. As shown in Table 
One, there are twelve projects having data exceeding 1.5 quartile and five have 2 data satisfying 
the removal criteria and thus excluded from the data set for model development. The remaining 
55 project data sets were spilt into two groups; 45 sets for training and 10 for testing. 
<Table One here> 
 
Neural Network Model Development 
Having confirmed the data set, the following outlines the steps involved in developing the neural 
network model (Figure Three refers). The Multi-Layer-Perception (MLP) framework of 
NeuroSolution [31] was used for this study. The steps involved in developing the model are 
given in Figure Two. An example with PASS work Scores as output variables is presented in the 
following section to illustrate the steps involved in developing an NN model (Figure Three 
refers). 
<Figure Three here> 
 
Step One: Build and Train Network 
Neural Networks can be built step by step through the NeuralBuilder function of the 
NeuroSolution programme. Having specified the input variables, the data set to be used for the 
training and testing of the network are to be designated. For model parsimony, one hidden layer 
was applied. The training termination criterion was set at Mean Square Error (MSE) of 0.01. The 
training report is given in Figure Three. 
<Table Two here> 
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Step Two: Prediction result of Training set 
The output variable is one of the PASS scores. The percentage difference between the predicted 
value and the actual value is used as the measure whether a prediction is satisfactory. After 
consultation with the Hong Kong Housing Authority and performing a sensitivity analysis on the 
predictions, the value of 5% was used as the demarcation. That means if the difference between 
the prediction and the actual figure is within 5% (both positive and negative), the prediction is 
considered satisfactory. The sensitivity analysis on the prediction results are shown in Table 2. 
The hit rate is the percentage of satisfactory predictions within the sample. The Training results 
for the NN for PASS Work Scores and the hit rate achieved are presented in Figure Three. 
 
Step Three: Prediction results of Testing set 
The reliability of the NN model is validated by applying it to the Testing set. Using the same 
acceptance criterion, the testing result and the hit rate are presented (Figure Three refers). 
 
Step Four: Identifying Sensitive Input Variables 
The NeuroSolution programme provides a useful tool to identify sensitive input variables: 
“Sensitivity about the Mean”. The sensitivity analysis was run by batch testing on the developed 
network first started by varying the first input between the mean ± one standard deviation while 
all other inputs are fixed at their respective means. The network output was computed for 50 
steps above and below the mean. This process was then repeated for each input. Finally a report, 
summarizing the variation of each output with respect to the variation of each input, was 
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generated. The sensitivity analysis for the network developed in step one was performed and the 
result is presented in Figure Three. 
 
To rank the sensitivity of the input variables, a relative importance index for each of the input 
variable is computed by normalizing the sensitivity weightings provided by the network. Table 
Three gives the rankings so produced. 
<Table Three here> 
 
 
Network Results and Discussion 
The procedure for network development was repeated for all four PASS scores. The prediction 
results and the sensitive variables are summarized in Table Four. 
<Table Four here> 
 
The following observations are noted from the network analyses: 
Training and Testing Results 
The training results are good for Works scores. For Site Management scores and Project 
Composite Scores, the training result is acceptable. However, the results for Progress scores were 
below the 50% mark, hence the network is not considered satisfactory for prediction purposes. 
The testing results generally follow the same pattern as the training result. Moreover, the results 
for Site Management and Progress scores are fairly low. As such, the networks did not display 
sufficient prediction power. This may also suggest there is no significant correlation between the 
input variables and the Site Management and Progress scores. The testing results for the Works 
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Scores achieved a hit rate of 70%, whereas a modest 50% was attained by the network for the 
Project Composite Scores. 
 
Sensitive variables: 
For all the sensitivity testings performed, the top-two ranked sensitive variables constitute high 
proportion (80% or above) of the normalized sensitivity weights. Thus only these two variables 
are discussed.  
 
For the network for Works Scores, the two sensitive variables for both the training and testing 
samples are price related; “Difference between Estimate” and “Difference between the next 
Closest Bid”. This suggests that the quality of the works is price sensitive because Work Scores 
are assessment of the level of contractors’ compliance against the predetermined qualities of the 
structural and architectural works. Sufficiency of tender is the key. 
 
For Site management and Progress Scores, the sensitive variables are “Difference between the 
next closest” and “Preliminaries %”. The former can be read as an indicator of the 
competitiveness of the successful bid.  From the contractor’s perspective, a bid that wind by the 
closest margin is ideal. “Preliminaries %” is the other sensitive input variables. This may be the 
reflection of the common practice that cost for management staff is included in the Preliminaries 
items instead of spreading in the rates for the work items. 
 
The sensitive variables for the Project Composite Score network is a combination of the above 
two groups, “Difference between Estimate” and “Preliminaries %”. This is not surprising as the 
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Project Composite Scores are the weighted aggregate of the input and output assessments. In 
actual fact, the degree of sensitivity for the prediction of Project Composite Scores for these two 
variables is very close, In particular for the testing sample, there is only a 0.01 difference in the 
normalized sensitivity weights.   
 
In sum, the training and testing results suggests that the four input variables are more reliable in 
predicting Works Scores. As such the degree of certainty in achieving the quality standard of the 
work is relatively higher than that seeking to project the Management and Progress Scores. It can 
be reconciled that Management scores and Progress scores are more susceptible to the 
happenings on site. In that sense, the people involved and the events on site would affect these 
scores, thus a greater variation in scores across the project period can be expected. Moreover, 
this is less surprises in the sensitive variables identified.  
 
Limitations 
Notwithstanding that the above results are reconcilable with field practices; the limitations 
should also be noted. Firstly, this type of study depends very much on the data available. It is 
regrettable to note that very little effort in developing and maintaining a good database for tender 
evaluation was practiced in the private sector. For accountability reason, the tender evaluation 
systems used in the public sector are more comprehensive, and this study is based on data from 
the Hong Kong Housing Department, the largest provider of public housing in Hong Kong. A 
total of 60 projects were made available for this study. Moreover, a larger number of project data 
is desirable for neural network methodology. Thirdly, the performance scores used for this study 
are confined to those obtained at the commencement of the project. As the data base develops, it 
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will be possible to extend the study to cover performance scores recorded at different stages of a 
project.   
 
Conclusions 
Selecting a competent contractor for a job is critical to the successful delivery of a construction 
project. Relying singularly on tender price alone can be fatal as it does not necessary reflect the 
ability of the bidder to complete the job. In this respect, the use of non-price factors as tender 
evaluators has gained popularity especially for public clients in Hong Kong. Various approaches 
such as multi-attribute analysis, case-based reasoning approaches have been advanced seeking to 
enhance tender award decisions. One of the difficulties in modeling tender award decisions is the 
lack of data. In this study, data was obtained from the Hong Kong Housing Department, the 
largest housing provider in Hong Kong. The Neural Network Methodology was employed due to 
its ability to handle ill-structured problems. From the tender papers, eight input variables were 
extracted. After screening, four were used for the development of the NN model; these are 
“Workload Assessment”, “Difference between the successful bid and the Estimate”, “Difference 
between the successful bid and the next closest” and “Percentage of Preliminaries”.  The 
comprehensive performance assessment system, called Performance Assessment Scoring System 
(PASS) provided the performance records of the successful bidders. Four performance scores 
were available; Works, Site Management, Progress and Project Composite. These were used as 
output variables and accordingly four network models were developed. It was found that The 
Neural Network for the prediction of Works scores gave the highest hit rate. This suggests the 
four input variables are reliable in predicting the contractor’s ability to handle the physical 
works. In addition, this finding is augmented by the two most sensitive input variables identified 
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by the sensitivity testing on the network. The two most sensitive variables contributing more 
than 80% of the normalized sensitive weightings are “Difference between the successful bid and 
the Estimate” and “Difference between the successful bid and the next closest”. Both variables 
are price related, thus suggesting the importance of sufficiency of tender fro the proper 
completion of the works. 
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Monthly Works Score 
  
Maximum 
allotted 
marks (%) 
Monthly 
Score  
Structural Works Assessment (SW)     
SW1  Reinforcement 10 6.62 
SW2   Formwork and Falsework 10 9.62 
SW3   Finished Concrete 10 8.33 
SW4   Construction Quality and Practice  10 7.85 
Architectual Works Assessment (AW)   
AW1   Floor - - 
AW2   Internal Wall Finishes 10 6.00 
AW3  External Wall Finishes - - 
AW4   Ceiling - - 
AW5   Windows - - 
AW6   Plumbing/ Drainage - - 
AW7   Components - - 
AW8   Precast Components - - 
AW9   Waterproofing - - 
AW10  External Plumbing/ Drainage - - 
AW11   External Works - - 
AW12   External Plumbing/ Drainage - - 
AW13   Builder's Work and Test - - 
Output Assessment=  (Total Scores in SW 
and AW) /  
Total Achievable Score * 70 
70  53.79 
Remarks:  
1. Marks would be allotted to relevant items (i.e. items that the contractor 
had progress) only   
2. Further assessment details PASS can be obtained from the PASS 
manual published by the Hong Kong Housing Authority [29]. 
 
Figure One: An example of monthly Work Scores assessment  
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Figure Two: Model Framework (Note: One NN Model for each output variable) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Input Variables 
 
* Workload Assessment 
* Difference between successful  
   bid and estimate 
* Difference between successful    
   bid the next closest 
* Preliminaries Percentage 
Output Variables 
 
* PASS Work Scores (Wca) 
* PASS Site management 
   Scores (SMca) 
* PASS Progress Scores (PSca) 
* PASS Project Composite 
   Scores (PCSca) 
 
  NN Model 
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Table One: Identifying Outliers 
Project no. x Project no. x Project  no. x Project no. x 
3 1 23 2 40 5 48 1 
8 2 32 2 42 1 50 1 
16 2 36 1 47 1 51 1 
‘x’ number of case lay outside the box by 1.5 quartile. 
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Figure Three: Model Development Procedures and the ANN results of a project 
Step One: Build and train Network 
Step Two: Prediction result of Training set 
Step Three: Prediction result of Testing set 
Step Four: Identifying Sensible Input Variables 
Changes in MSE during Network (Training MSE versus Epoch) 
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Table Two: Sensitivity testing on satisfactory results in different cut-off values of the prediction 
error  
Samples with satisfactory predictions 
Training set Testing set Cut off 
value No. Percentage No. Percentage 
±2% 37 82.22% 4 40.00% 
±3% 40 88.89% 6 60.00% 
±4% 41 91.11% 6 60.00% 
±5% 42 93.33% 7 70.00% 
±6% 45 100.00% 7 70.00% 
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Table Three: Ranking of Input Variable by sensitivity towards prediction of Performance Scores 
Variable Sensitivity Weight  Normalized Sensitivity weight  Ranking 
Wkld Ass 0.026179757 0.0244631 4 
Diff btn est 0.599357545 0.560056524 1 
Diff btn 2nd 0.323607564 0.302387997 2 
Prelim % 0.121028446 0.113092379 3 
Total 1.070173312 1  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 27 
Table Four: Network Prediction Results and Sensitive Variables 
Prediction Results Sensitive Variables (Top two) 
Hit Rate (%) Sensitivity Testing 
Training Testing PASS Scores Training Testing 
1st 2nd 1st 2nd 
Wca 93.33  70.00   Diff btn est (0.56)  
 Diff btn 2nd 
(0.30)  
 Diff btn 2nd 
(0.50)  
 Diff btn est 
(0.39)  
SMca 71.11  40.00   Diff btn 2nd (0.68)  
 Diff btn est 
(0.12)  
 Diff btn 2nd 
(0.47)  
Prelim% 
(0.25) 
PSca 46.67  30.00   Diff btn 2nd (0.61)  
Prelim% 
 (0.19) 
Prelim% 
 (0.57) 
 Diff btn 2nd 
(0.29)  
PCSca 68.89  50.00   Diff btn est (0.42)  
Prelim%  
(0.36) 
 Diff btn est 
(0.46)  
Prelim% 
(0.45) 
Note: Sensitivity Index of input variable towards Prediction shown in bracket 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
