Random walks can be conveniently exploited for implementing probabilistic algorithms to solve many searching problems arised by distributed applications, e.g., service discovery, p2p file sharing, etc. In this paper we consider random walks executed on uniform wireless networks and study how to reduce the expected number of walk steps required to reach a target, namely the hitting time. The latter is the main search performance metric of a random walk based algorithm, since it determines the average response to a search as well as its cost; thus, the actual convenience of using random walks compared to other solutions depends of achieving a low hitting time. We show how in uniform wireless networks, the natural implementation of a random walk which selects the next node to visit at random among all neighbors is not a good choice, since it has a strong negative effect on the hitting time. This paper studies such a negative effect analytically and proposes two neighbor selection rules aiming at reducing the hitting time. A simulation study confirms the benefits of the proposed solutions.
Introduction
Context of this study. Locating a node or an object with a given property in a network is a general and basic problem arising in many distributed applications [7] . For example, in the context of routing protocols, e.g. [9, 17] , the searched node can be the node identified by a specific IP address, while in P2P architectures it can be any computer storing a specific key [13, 11] . The same search problem also arises in service discovery [10] .
Broadly speaking, there are two approaches to face the search: structured and unstructured. The former exploits a logical structure for guiding searches, e.g., routing tables stored at each node or Distributed Hash Tables (DHTs) , while the latter cannot leverage any logical organization in the search space.
In systems with a continuously evolving connection topology and/or participating nodes, like wireless networks, maintaining data structures for supporting searches is very challenging. For this reason the unstructured approach is an attractive alternative.
The unstructured search is performed either by random walks or flooding. In general, compared to flooding [6, 19] , a random walk search has a more fine-grained control of the search space and a higher adaptiveness to termination conditions [13] and can naturally cope with failures or voluntary disconnection [3] of nodes. Concrete adoptions of random walks include routing protocols for MANET, e.g., ANT [14] , Hint Based routing [4] , routing in sensor networks, e.g., [23] , as well as routing of mobile agents managing information services in live MANET [8] .
Contributions of this work. In this paper we study the search performance of a random walk executed on a uniform wireless network. A uniform wireless network is characterized by nodes located at random positions inside a given area. Any two nodes which are at distance less than R from each other set up a wireless link 1 [15] . In this study we assume that a random walk exploits one hop lookahead, i.e., each node knows its neighbors' IDs so that when a node receives a packet whose destination is one of its neighbors the node can directly send the packet to it.
Our work focus is on the efficiency of such a search, measured by its average hitting time -namely the number of steps required to reach the target starting from a given source, averaged on all the sourcetarget pairs. Having a low hitting time is very important since it captures two performance metrics: (i) the average response time to a search and (ii) the cost (number of packet transmissions) of the search.
After a step of the walk the euclidian distance of the packet from the searched target node, namely the progress, varies of an amount in the range (−R, R). We start by showing that when the packet is far from the target the most likely observed progress, namely the progress's mode, is zero. We call such a phenomenon the packet orbiting problem. We show how packet orbiting has a strong negative impact on the hitting time; this is proven analytically for a simple regular setting and by simulation in more general cases.
We then suggest two possible ways to deal with packet orbiting. Both methods are based on selecting neighbors according to their current distance from the selecting node, where the distance is estimated by measuring the strength of beacon signals. The first selection rule aims at increasing the progress's mode as much as possible; this is achieved by letting the selecting node send the packet to one of its furthest neighbors. The second rule is more sophisticated and aims at obtaining a uniform progress in (−R, R).
The paper reports the results of a simulation study showing the effectiveness of the proposed neighbor selection rules.
The reminder of the paper is organized as follows. In Section 2 we compute the hitting time and introduce the packet orbiting problem; Section 3 describes how to reduce the hitting time through two different node selection rules, while Section 4 presents protocols implementing these two approaches;
Section 5 evaluates these protocols through simulations and, finally, conclusions are given in Section 6.
Computing the hitting time
In this section we firstly introduce the main notations and definitions, then we present our geometric based method for computing the hitting time.
Basic notions and definitions
Let G(V, E) be an undirected graph with V the set of vertexes (nodes) and E the set of edges (links).
is the process of visiting the nodes in the graph moving from node v to one of its neighbors u ∈ N (v), select at random. For a natural random walk, the probability the walker moves from v to u is
Definition 1 (hitting time)
The hitting time of v from u, h (u, v) , is the number of steps before node v is reached for the first time, given that the random walk started from node u The average hitting time of node v starting from u is expected value of h (u, v) , E[h(u, v) ]. In this paper we consider random walks with lookahead. This means that the target node v is reached the next time step after the random walk visits any neighbor of v. Thus, another important notion that is worth to formalize is the hitting time to a neighbor of a node. 
Definition 2 (hitting time to a neighbor) The hitting time to a neighbor of v from u, h
The average hitting time to a neighbor of node v starting from u is the expected value of h
A widely accepted graph model for studying wireless networks is the random geometric graph. A random geometric graph G(n, r) consists of n points placed uniformly at random into the unit square
2 and such that any two points at Euclidian distance at most r from each other are connected. This model will be used in the simulation study presented in this paper and, with a slight modification, for deriving the hitting time later in this section.
Before proceeding with computation of the hitting time, it is important to consider that for any graph the maximum average hitting time,
2 , e.g., see [12] . Moreover, for the so-called geo-dense random geometric graph, namely random geometric graphs with Θ(nlogn) edges, h max = Θ(n), see [2] . These bounds can provide us with some useful flavor about the reduction in the hitting time we can achive. Note however, that the bounds are valid without lookahead. We are not aware of any theoretical results concerning the hitting time in the presence of lookahead. The interested reader can for example refer to [12] for a tutorial on random walks on graphs.
Hitting time computation
In this section we consider a random geometric graph defined over a circular area of radius H, i.e., nodes are drawn inside a circle instead that into a square. For such a graph we numerically compute the hitting time of a random walk that starts from a point at the edge of the circle and aims at hitting the target, which is placed at the center of the region. Such a symmetric deployment is simple enough to calculate the hitting time; nevertheless, it is useful to derive some general insights -in a different geometry we can always find a circular region of suitable radius centered at the target node that the packet performing the random walk eventually enters. With the help of this configuration, we illustrate how the next node's random selection rule is not appropriate for achieving a low hitting time.
In the following analysis, we assume that: (i) each node has the same transmission range R, i.e., it can reach any other node at distance at most R from itself with a single local transmission; (ii) the distribution of the neighbors of a newly reached node is independent from the sending node's one; (iii) random walk exploits lookahead, i.e., when the packet reaches a target's neighbor it is forwarded to the target at the next step; (iv) the fact that the region is limited is modelled by assuming a virtual circle with radius H + R and that when a packet is sent to a node at distance H + x the packet is bounced back to a virtual node located at distance H − x from the target.
Our aim is now to compute the average hitting time E[h(u, v)] for v located at the center of the area and u located at distance r 0 from the target, see Figure 1 . For the sake of simplicity this hitting time is denoted as ht(r 0 ). Let r i be a random variable (r.v.) representing the distance of the node processing the packet at step i from the target node.
The hitting time ht(r 0 ) is computed by studying a random walk on the segment [0, H], where position 0 is an absorbing state, i.e., we can think that when the packet is received by the target the distance becomes zero and it remains so for all the other future steps. Let f i (r) be the probability density function (pdf) of r i . The average hitting time starting from r 0 is given by:
where the term inside the square brackets represents the probability that the packet reaches the target for the first time at the i-th step. The functions f i () can be recursively computed through the following expression:
where f 0 (r) = δ(r−r 0 ) is the pdf associated to the initial position r 0 and p(r|r ) = P r{r i = r|r i−1 = r } is the transition probability from r to r.
The transition pdf, which is only defined for |r − r| ≤ R, can be expressed as:
where f (r|r ) is called the progress pdf and represents the probability that after a randomly observed retransmission the distance of the packet varies from r to r. The quantity r − r is called progress.
To compute the progress pdf let us consider the circle c of radius R centered at the selecting node and let C 1 (C 2 ) be the circle of radius r (r) centered at the target node (see Figure 2 ). The distance of the packet varies from r to r, i.e. it makes the progress indicated in the figure with the dashed line, only when the node selected as the next hop in the walk lies on the arc delimited by the intersection of C 2 with c (bold in the figure) of length γ(r , r). Since nodes are uniformly deployed we can write:
The length γ(r , r) can be expressed as 2φ c r, where φ c is the angle under which the arc is seen from the target. Therefore, combining
we obtain
so that
In Figure 3 we compare the hitting time obtained from the above model against the one estimated by simulation for H = 1 and R = 0.3. The analysis provides accurate results when the total number of nodes is higher than 300. The reduction of the hitting time with increasing node density can be surprising at a first glance: as the total number of nodes in a fixed area increases it should become harder to reach exactly a given node. This is not the case due to the lookahead assumption: in order to hit a target it is sufficient to reach any of its neighbors (due to lookahead), and the number of target's neighbors grows with node density. Figure 4 reports f (r|r ) for R = 1 as a function of the progress while r is a parameter. We can see how the pdf is symmetric and that, as long as the packet is far from the target, i.e.
Packet orbiting problem
r is large, the pdf's mode is zero 3 .
We refer to the fact that the most likely observed progress is zero as the packet orbiting problem since it suggests the idea that the packet has a natural tendency to move circularly around the target. 3 For r large the arc is well approximated by the chord intersecting the circle c at distance r − r from its center, i.e., Figure 4 also shows that the probability of doing a given progress decreases with the progress length and that when the packet approaches the target (r is small) it becomes even more difficult to further reduce its distance (the distance is reduced when the progress is negative). We guess that by avoiding packet orbiting the hitting time can be reduced.
How to reduce the hitting time
The packet orbiting problem is due to the uniform random selection of the next node to visit among all the neighbors, which is performed by the selecting node; it has a strong negative effect on the hitting.
In this section we propose two next hop selection rules for eliminating the orbiting problem and thus reducing the hitting time. They are referred to as Double Range and Ring Based. The first selection rule aims at obtaining a progress pdf with a peak located at long progress, while the aim of the other rule is to obtain a constant progress pdf. The hitting time is again evaluated for the circular setting described in the previous section.
Since the rules, which are based on the neighbors' distances and the power required to send a packet, can in principle be regulated according to the distance of the selected node, we have also estimated the average power associated to the search by assuming that when a node sends the packet to a neighbor at distance r it consumes the power r 2 .
Double Range Selection rule
The Double Range (DR) selection rule divides the area covered by a node into two zones, the near zone Z N -namely the set of points at distance less than R i from the selecting node and the far one, Z F . A neighbor belonging to the far (near) zone is called a far (near) node. The value 0 < R i ≤ R is called the internal radius and it is the only parameter of this rule. In order to maximize the probability to make the longest possible jump, the selecting node tries to pick one far node at random; if no far nodes exist it then picks a near node at random.
The area of the far (near) zone is
. Let p N be the probability that a neighbor is near (this happens with probability
2 ) and assume that the node making the selection has k neighbors.
The progress pdf is the sum of two contributions: the first one taking into account the case when the far zone is not empty, and the second one the case when it is empty.
Let γ F (r , r) be the length of the arc belonging to the far area and lying on C 2 ( Figure 2) ; since the far zone is not empty when at least one of k nodes are not near, the first contribution is:
The contribution due to an empty far zone is not zero only when R i > |r − r|, and it is given by: 
Finally, if we assume that the number of neighbors of a node is a Binomial random variable, Bi(N, p),
, then:
Some plots of the above expression are reported as a function of the internal radius R i for R = 1, in left plot given in Figure 5 . Each curve has a peak at progress R i , which becomes more remarkable and thinner as R i increases.
Comparison with empirical results
In order to validate our analysis we have compared the progress and the hitting time obtained using the mathematical model against simulation results. The average power estimated via simulation is also reported.
The relative frequency of the progress is reported in the right plot of Figure 5 for a random walk running over 300 nodes with transmission range R = 0.3, scattered at random into a unity circular area. , is also reported.
We have considered a low density network with N = 150 nodes (average neighbors per node 13.5), and a very dense network with N = 1000 nodes (average neighbors per node 90). The latter network is studied because with such a high number of neighbors, the assumptions of our model are more likely to be satisfied.
The number of nodes influences the hitting time of the analysis only when R i is close to the nominal range R; in these cases, in fact, the ring becomes thinner and the chances of being not empty is affected by the number of nodes. Please note that for R i = 0 the value of the hitting time corresponds to a natural random walk.
The hitting time first decreases with the internal radius. Since the progress pdf becomes more peaked as the internal radius increases, see Figure 5 , we conclude that the reduction in the hitting time is due to the beneficial effect of frequently making a high progress. When the internal radius is close to R, the probability of finding nodes in the far zone decreases; thus, the hitting time increases and reaches the value of the random walk again for R i = R.
It is interesting to note that for N = 150, the lowest hitting time is obtained consuming only a slightly higher power compared to a natural random walk (recall that for R i = 0 and R i = R the DR rule behaves like a random walk). For N = 1000 the power is a constant.
Ring Range selection rule
The second selection rule divides the covered area into N R concentric rings, where the i-th ring is the set
and 0 ≤ i < N R , from the selecting node. We say that a neighbor of a node belongs to ring i when its position is in the area of the ring. The selecting node picks ring i with probability g(i) and then a random node in the selected ring; if the ring is empty then node selection is at random in the whole area.
Note that DR is not a particular case of RB. RB can work as DR only when the DR's internal radius is R int = R/2. Only in this case an RB scheme with N R = 2 and g(i) = i, for i = 0, 1 behaves as DR.
However, for any R int = R/2 RB cannot behave as DR.
This selection strategy aims at mimicking a uniform selection distribution. To see how, let us evaluate f (r|r ) for an infinite number of rings and infinitely many neighbors (there is always a node at distance r from the sending node); let us also assume r → ∞. Under these assumptions the function is symmetric and depends only on p = r − r , i.e., f (r|r ) = f (p). We start by computing the conditional pdf, f (p|r), of p given that the the distance of the ring is r.
For r high, the arc on C 2 (see Figure 2) becomes a chord at distance p = rcos(α c ) from the selecting node. Given a ring (r, r + dr), the selected node lies in the area rdrdα c with probability 
We call the parameter a polarization. The higher the polarization, the higher the probability to select far nodes. When power-law is used, we have:
To the best of our knowledge there is no general form for the solution of the above integral. Some plot of f (p), obtained numerically, is given in the left side plot of Figure 7 for a ≥ 1 and varying at steps of 0.5. Note that when a node is selected at random among all the neighbors (natural random choice), the probability that its distance from the selecting node is in the interval (r, r + dr) is 2πr πR 2 dr = 2r R 2 dr, which corresponds to our g(r, 1) (this simply reflects the fact that the differential surface increases linearly with an increasing radius r); with this function the above integral is in fact equal to
By observing the left side plot of Figure 7 we see that to "correct" the natural random choice (a = 1)
we should add some "far" component to the selection function, i.e., a component favoring far nodes. This is readily obtained by summing another power law function with parameter a f > 1 to the powerlaw function with a = 1, thus obtaining g (r, a f ) = 0.5(
As an example, the right side plot in Figure 7 reports the progress pdf for a f = 6. We can observe how the variation closely resembles a uniform distribution. The selection rule that uses g (r, a f ) is called RB − U with parameter a f . Figure 8 shows the empirical relative frequency of the progress obtained under the same conditions illustrated for the double range rule. The number of rings in these simulations is 10. As predicted by our analysis, we can observe the effect of "equalization" due to adding the r 6 component to the pdf used by a node to select the distance of the neighbor. For a f = 1 the selection rule acts as in the natural random walk. Please recall that the experimental progress is averaged over the possible positions of the selecting node, while our analysis considers the progress made by a far node.
Comparison with empirical results
In Figure 9 we report the hitting time (left) and the average consumed power (right) when a f = 6
and varying the number of rings, N R . The hitting time computed under an ideal perfect uniform progress Average power Number of rings N=150 N=1000 Figure 9 : Hitting time using the Ring Based selection strategy pdf is also reported. The lowest hitting time is obtained when simulating 6 rings. The reason for the difference with the value predicted by our analytical model is due to the fact that the experimental progress is not perfectly uniform, see Figure 8 . As far as the power consumption is concerned, the power doesn't seem to be affected by the number of rings.
Protocol implementation
The implementation provided in this section is based on periodic beacons which are normally used in wireless protocols, e.g., 802.11, to signal node presence. We assume that beacons are all sent using the same power P and that nodes know the threshold value S 0 for correctly detecting a packet. Nodes can compute the signal strength S of received beacons and then estimate neighbor distances. In this paper we model the received signal using a decay function with exponent two, i.e., the signal sent by j is received by i with strength
, where d ij is the euclidian distance from i to j. The value k is estimated at each node when a signal S S 0 is received. In the following discussion it is assumed k = 1.
Let R N be the number of rings for RB − U , R i the internal radius for DR, R the transmission range and ∆R = R/R N . Each node periodically sends a short beacon signal, carrying its own low layer ID, and stores the IDs received from beacons in a table of neighbor nodes, N L. An entry of N L stores the pair (ID, S) , where S is the signal strength of the beacon received from ID. An entry is updated each time a beacon is received and deleted if more than 2 beacons are missed (soft state).
A random walk is started by a node by sending the packet to one of its neighbors according to the considered selection rule, either DR or RB − U . Without loss of generality we assume here that the packet carries the ID stored in N L 4 .
To implement DR, a node selects one of their far neighbors uniformly at random, where a neighbor is tagged far if P/S > R i . The RB − U selection rule is implemented by randomly selecting one node belonging to a level n. The level n is computed using the pdf g (r, a f ) described in the previous section; more specifically P r{Select ring n} = n+1 n g (r, a f )dr. If the beacon strength received by a neighbor is S, the node belongs to n when n∆R < P/S < (n + 1)∆R.
For both selection rules each time the set of nodes from which the next hop should be selected is empty, the next hop is uniformly selected among all neighbors.
To reduce the energy spent in sending packets nodes can regulate their transmitting power to the minimum required, i.e. P * = P S 0 S .
Performance results
This section reports the simulation results of a random walk search which exploits the selection strategies proposed in the previous section, DR and RB − U . The simulation study has been conducted on a network of N nodes, deployed at random into a unit square shaped area. Unless differently specified the transmission range is R = 0.3. The performance metrics of interest are the average hitting time and average power. We do not address the problem of setting the walk lifetime, i.e. we assume that the target is always present and reachable. The power consumed for a single transmission is given by the square of the euclidian distance between the sending node and the receiving one.
Each simulation experiment was repeated for 10000 independent trials; in each trial all nodes are deployed at random, i.e., the source and destination are also positioned at random. Nodes do not change their position during the execution of the protocol (e.g., in a mobile network this roughly corresponds to consider network snapshots, provided that we assume that the duration of the algorithm is small compared to the movement speed). Packet transmissions are ideal (no collisions); doing so, we can decouple the technology used to implement a link layer from the obtained results. Figure 10 shows the average progress estimated under different selection policies. This plot is important because it shows that the progress pdf obtained for the circular symmetric setting is also valid for the random geometric graph, for which the target and the source are instead randomly deployed. For the natural random walk the most likely progress is zero. And, this means that the packet orbit problem also exits in the this setting. For the DR and RB − U policies, the progress corresponds to parameters that minimizes the hitting time (see later). Again, the shapes of the plots are pretty close to the ones predicted in the analysis. 
Empirical evaluation of the progress

Performance under Double Range selection rule
Keeping the transmission range constant The left side plot in Figure 11 shows the hitting time as a function of the normalized internal radius R i for the DR selection rule; the number of nodes N is given as a parameter. The plot also shows the average number of neighbors. As the internal radius increases the far zone becomes smaller, but selected nodes are also farther from the selecting node. Hence, the probability the selected node belongs to the far zone decreases, but when this event happens, the packet has higher chance of doing a big progress. On the other hand, when the far zone is empty -a circumstance whose probability increases with R i , the progress is smaller. In other words, as R i increases from time to time packets do a larger progress, but the frequency of such long jumps decreases. This tradeoff explains the minimum in the hitting time curves, say at R = R * i . The impact of N is simple to explain. The larger N , the lower the probability the far zone is empty; hence, R * i is higher. We finally remark that for R i = 0 and R i = R the DR selection rule behaves like a natural random walk.
The average power as a function of R i is reported in the right side plot of Figure 11 . The plot reveals us an interesting aspect. The minimum hitting time, achieved for R i = 0.8, is roughly 30 % smaller than the hitting time of a natural RW (the hitting time for the natural random walk is the hitting time when R i = 0). However, the average power for R i = 0.8 is only slightly higher than the power required by the natural RW (e.g., 2.7 vs 2.5 for N = 200). The reason is that as the internal radius is increased, the average power required to send a packet follows an opposite behavior w.r.t. the hitting time, i.e., it increases up to a given maximum and then decreases; the energy required to send the packet in the far zone is higher than the one required for reaching the internal zone, but the actual contributions of these , where c is a constant, [16] . Setting the transmission range to the critical value is a more suitable mode of operation for a wireless network, since it reduces the number of collisions.
In this set of experiments we have then varied both the number of nodes, N , and the range, R, For N R = 1 the protocol behaves like a natural random walk. The hitting time decreases as the number of rings increase, since the progress pdf becomes more uniform. Such a reduction was observed until a given number of rings. The right side plot shows how the average power remains almost constant.
As the number of rings increases the average power required to reach the next node increases, but this is compensated by the reduction in the hitting time so that the overall power is only slightly affected.
The following table summarizes the highest percentage reduction in the hitting w.r.t. the natural random walk time. 
Conclusions
In this paper we presented an in-depth study about the performance of random walks in ad-hoc wireless networks when used for searching purposes. Our study showed how natural random walks suffer from the packet orbiting problem, i.e. the random walk tends to "orbit" around the target node hardly reaching it. This negative behavior is caused by the fact that a completely random choice of the next hop during the walk translates in a reduced progress towards the target node. To address this problem we presented two node selection rules that can be employed to reduce the walk hitting time, i.e. the amount of hops needed
