We propose a primal dual first-order smoothing framework for a class of nonsmooth nonconvex optimization problems that has a max-structure. We provide two perspectives for our framework, and analyze the primal and dual oracle complexities of the framework from either perspective. Apart from the flexibility and generality of our framework, it improves the best-known oracle complexities of the existing methods, even in the restricted problem setting. As the cornerstone of our framework, we propose an efficient, yet conceptually simple, method for solving a class of convex-concave saddle-point problems with primal strong convexity.
where ∆ n {p ∈ R n : p ≥ 0, n i=1 p i = 1}, α X > 0, and d TV and d W 2 denote the total variation and 2-Wasserstein metrics, respectively. We then solve the following distributionally robust PRM:
(1.10)
We assume that ℓ(·, ξ) is L(ξ)-smooth on X , i.e., it is Fréchet differentiable on an open set X ′ ⊇ X with L(ξ)-Lipschitz gradient on X . As a simple example, ℓ(x, ξ) = ℓ ( ξ, x ), where ℓ : R → R is L-smooth. If we define Φ(x, p) E ξ∼p [ℓ(x, ξ)], then for any p ∈ P, Φ(·, p) is L xx -smooth, where
In addition, if we define L xp sup x∈X max i∈[n] ∇ x ℓ(x, ξ i ) * , then
Clearly, L xp < +∞ if X is bounded. If X is unbounded, there still exist several cases that guarantee L xp < +∞. For example, this happens if ℓ(x, ξ) = ℓ ( ξ, x ), where ℓ has bounded derivative on R, such as the Huber loss function or the quadratically smoothed hinge loss function [38] . where each function ℓ i is L i -smooth on X . Note that this problem is equivalent to min x∈X max i∈ [n] ℓ i (x) + r(x) , (1.13) i.e., we aim to minimize the sum of two functions, one being the maximum of a finite number of nonconvex smooth functions, and the other one being CCP (but possibly nonsmooth). In (1.14) , X {U ∈ R n×k , V ∈ R k×n : U F ≤ α 1 , V F ≤ α 2 }, where · F denotes the Frobenius norm and α 1 , α 2 > 0, Y {Y ∈ R n×n : Y 0, tr(Y ) = 1}, and B ∈ R n×n . This problem fits into the template (1.1) with X = (U, V ), Φ(X, Y ) = U V + B, Y , and X = ( U 2 F + V 2 F ) 1/2 . In addition, for any X = (U, V ), X ′ = (U ′ , V ′ ) ∈ X , and Y, Y ′ ∈ Y, we have
Since Y F ≤ Y nuc = 1, where Y nuc denotes the nuclear norm of Y , we can take L xx = 1. In addition, since U F ≤ α 1 and V F ≤ α 2 , we can take L xy = (α 2 1 + α 2 2 ) 1/2 . Therefore, the function Φ satisfies Assumption 1.1. Note that (1.14) is equivalent to min (U,V )∈X λ max (U V + B), (1.15) i.e., we aim to minimize the max-eigenvalue of the factorized matrix U V + B, where both U and V have bounded Frobenius norms. where c : X → Y is Fréchet differentiable on X and ∇c(x) − ∇c(x ′ ) * ≤ b X x− x ′ , for any x, x ′ ∈ X , where 0 ≤ b X < +∞. In addition, assume that dom g = ∅ is convex and compact, so that the Fenchel conjugate g * is Lipschitz on dom g * . Using Fenchel duality, one can rewrite (1.16) as min x∈X g * (c(x)) + r(x).
Such a composite optimization problem has many applications, e.g., robust phase retrieval [7] .
First-order oracles.
Following Assumption 1.1, we assume that there exists a primal first-order oracle O P that takes in any (x, y) ∈ X × Y and returns ∇ x Φ(x, y). Similarly, if Assumption 1.5 holds, we also assume the existence of a dual first-order oracle O D that takes in any (x, y) ∈ X × Y and returns ∇ y Φ(x, y). For any given algorithm that solves (1.1), we term its primal and dual oracle complexities as the number of primal and dual oracle calls (i.e., calls to O P and O D ), respectively, before its termination. From the applications in Section 1.1, we see that in certain cases, the computational effort involved in obtaining ∇ x Φ(x, y) and ∇ y Φ(x, y) is different. Thus we choose to distinguish between the primal and dual oracle complexities in this work.
Complexity measure.
Let us fix any ε > 0. Since in general it is NP-hard to obtain an ε-approximate optimal solution of (1.1), i.e., x ∈ X such that q(x) − q * ≤ ε, we aim to find an ε-near-stationary point of (1.1)
instead. Before defining it, let us introduce a few notions. Let ω X : X → R be the distance generating function on X (see Section 2.2 for its definition). In addition, let ω X be twice differentiable on X ′ and ∇ω X be β X -Lipschitz on X (β X > 0). We call x ∈ X an ε-near-stationary point of (1.1) if for any λ > 0,
x − prox(q, x, λ) ≤ ελ/β X , where prox(q, x, λ) arg min x ′ ∈X q(x ′ ) + λ −1 D ω X (x ′ ; x), (1.17) and D ω X (·, ·) denotes the Bregman divergence induced by ω X , which is defined as
(1.18)
Note that x − prox(q, x, λ) ≤ ελ/β X implies that dist 0, ∂q prox(q, x, λ) ≤ ε (cf. Lemma 3.6),
i.e., prox(q, x, λ) is an approximate stationary point of (1.1). Since x is O(ε)-close to prox(q, x, λ),
we term x an ε-near-stationary point of (1.1). In this work, we will measure and compare the performance of different algorithms by the primal and dual oracle complexities required to obtain such an ε-near-stationary point.
Related work.
From Assumption 1.3, we can easily show that f is γ-weakly convex, despite nonsmooth, on X (cf. Lemma 3.3) . Therefore, the problem in (1.1) belongs to the class of weakly convex composite optimization problems, which has been studied in several works recently. Davis and Grimmer [11] propose a proximal point method for solving (1.1) (with r ≡ 0), where each proximal subproblem is solved inexactly by the subgradient method. As another approach, Davis and Drusvyatskiy [9] propose to solve (1.1) using proximal subgraident method directly, without leveraging the proximal point framework. If additionally, f has the max-structure as in (1.1), Kong and Monteiro [19] propose to smooth f to f ρ (where ρ denotes the smoothing parameter; cf. (3.1)), and then use an accelerated inexact proximal point method to solve the smoothed version of (1.1), i.e., min x∈X f ρ (x) + r(x). However, a critical assumption in all of the works above is that the (Fréchet) subgradient of f or the gradient of f ρ can be obtained exactly. Note that this amounts to assuming that the maximization problems that define f (cf. (1.1)) or f ρ (cf. (3.1)) can be solved exactly. (See Lemmas 3.2 and 3.4 for details.) However, due to the potentially complicated structure of Φ(x, ·)
or Y, this assumption may not hold.
Under a restricted setting where f ≡ 0, r ≡ 0 and X and Y are both (finite dimensional real)
Hilbert spaces, Thekumparampil et al. [36] propose a proximal point approach to solve (1.1), but do not use the exact maximization assumption above. Instead, they assume Assumptions 1.5 and 1.6, and solve the proximal subproblem using primal-dual first-order methods. A similar approach is also used in a follow-up work, i.e., Lin et al. [22] . However, for either of the works, it is unclear how to generalize the approach therein to solve the problem in (1.1), at least not straightforwardly. Theku. et al. [36] Lin et al. [22] O
Main contributions.
We summarize the main contributions of our work below.
First, we propose a primal dual smoothing framework (i.e., Algorithm 1) for solving the problem in (1.1). We provide two perspectives for our framework, and analyze the primal and dual oracle complexities of the framework from either perspective. Depending on the structure of Φ(x, ·), we consider two cases. In Case I, we assume that there exists an oracle such that for any x ∈ X , the smoothed dual subproblem in (3.1) can be solved inexactly to any specified accuracy (cf.
Assumption 5.1). This assumption generalizes the assumption in Kong and Monteiro [19] , i.e., the problem in (3.1) can be solved exactly. We show that under a judicious choice of the accuracy at which (3.1) is solved, the O(ε −3 ) primal oracle complexity in [19] can still be achieved, up to log factor. In Case II, we assume Assumptions 1.5 and 1.6, so that the problem in (3.1) can be solved using first order methods. Under these assumptions, our framework is the first one that solves (1.1) in its full generality. Even under the restricted case, where f ≡ 0, r ≡ 0 and both X and Y are Hilbert spaces, the primal and dual oracle complexities of our framework are better than the previous methods, i.e., Thekumparampil et al. [36] and Lin et al. [22] , in terms of their dependence on L xx , L xy and L yy (cf. Second, as the cornerstone of our framework, we propose an efficient method for solving a class of convex-concave saddle-point problems with primal strong convexity (cf. Section 5). Our method is conceptually simple, i.e., it is essentially based on a (non-Hilbertian) inexact accelerated proximal gradient (APG) method, applied either to the primal or the dual problem (associated with the saddle-point problem). We show that in Case II, the dual oracle complexity of our method significantly improves upon the previous results, while the primal oracle complexity matches the state-of-the-art up to log factor (cf. Section 5.4.1). Therefore, this method is of independent interest.
Third, we explain how to extend our (deterministic) primal dual smoothing framework to the stochastic case, where the gradients ∇ x Φ(x, y) and ∇ y Φ(x, y) are only accessible through their stochastic unbiased estimators with bounded variance (cf. Section 7.2). Rather surprisingly, in both Case I and Case II, such an extension achieves the best-known oracle complexities.
Notations.
For any CCP function f , define its domain as dom f {x ∈ X : f (x) < +∞}. For any nonempty set X ⊆ X, we denote its interior by int X , its boundary by bd X and its closed convex hull by
We denote the indicator function of X as ι X : X → R, i.e., ι X (x) 0 if x ∈ X and ι X (x) +∞ otherwise.
Preliminaries.
We introduce several important notions that will be used in the sequel.
Fréchet derivative and subdifferential.
All of the definitions and results below can be found in Shapiro [33] and Kruger [20] . For the function f defined above, define its (Hadamard) directional derivative at x ∈ dom f in the direction
(2.1) whenever the limit exists. If the limit in (2.1) exists for every d ∈ X, then f is (Hadamard) direc-
is a (continuous) linear functional, we say that f is Hadamard differentiable at x, and denote its Hadamard derivative by∇f (x), i.e., f ′ (x; d) = ∇ f (x), d , for any d ∈ X.
Next, we define the Fréchet subdifferential of f at x ∈ dom f , denoted by ∂f (x), as From the definitions of Hadamard and Fréchet differentiabilities above, it is clear that on finitedimentional spaces, these two notions are equivalent, and hence∇f (x) = ∇f (x), whenever they exist. In the sequel, we refer to 'differentiability' and 'gradient' as 'Fréchet differentiability' and 'Fréchet derivative', respectively. 00(0), pp. 000-000, © 0000 INFORMS
Distance generating function and Bregman proximal projection.
Consider the set X in (1.1). We say that ω X is a distance generating function (DGF) on X if it is continuous on X , essentially smooth (i.e., ω X is continuously differentiable on int dom ω X = ∅ and ∇ω X (x k ) * → +∞ as x k → x ∈ bd dom ω X ), and its induced Bregman divergence D ω X (x ′ , x) ≥
for any x ′ ∈ X and x ∈ X o X ∩ int dom ω X . In addition, for any x ∈ X o and CCP function r : X → R, define the Bregman proximal projection (BPP) of x on X under r (associated with the DGF ω X , ξ ∈ X * and λ > 0) as 
Key Lemmas.
Let us define the dually smoothed f , with smoothing parameter ρ > 0, as
Since Y is compact, we have
Clearly, we have for any x ∈ X ,
In addition, let us define the unique solution in the maximization problem in (3.1) as y * ρ (x), i.e., Let us first characterize the directional differentiability of f , which is nonsmooth and nonconvex, by presenting a particular version of Danskin's Theorem [8] . The proof, which is different from that for convex f (e.g., Bertsekas [5] ), is shown in Appendix A.
Lemma 3.1. The function f in (1.1) is directionally differentiable on X ′ . For any x ∈ X ′ and d ∈ X, its directional derivative
Next, we show the local Lipschitz continuity of f at any x ∈ X and and characterize ∂f (x).
7)
and
Proof. Fix any x ∈ X and consider its compact and convex neighborhood V(x) in X ′ , i.e.,
is jointly continuous on X × Y (cf. Assumption 1.1) and V(x) is compact.
To show (3.7), we first observe that clconv A(x) ⊆ ∂f (x), for any x ∈ X ′ . (Note that this implies ∂f (x) = ∅ since A(x) = ∅.) To see this, if y ∈ Y * (x), then for any d ∈ X,
is closed and convex, we have clconv A(x) ⊆ ∂f (x). Then, by (3.5), we have Proof. For any x ∈ X , y ∈ Y * (x) and d ∈ X, by Assumption 1.3, we have
As
2), we complete the proof.
Lemmas on f ρ .
We first show the smoothness of f ρ on X .
The differentiability of f ρ on X ′ directly follows from Lemma 3.1 and the ρ-strong
As a result,
Otherwise, this can be obtained by dividing both sides of (3.10) by y *
This completes the proof.
Algorithm 1 Primal dual smoothing framework for solving (1.1)
Input: Accuracy parameter η > 0, smoothing parameters λ = 1/(2γ
Repeat:
(1) k := k + 1.
Output: x k Next, using the same reasoning as in Lemma 3.3, we have the following.
Finally, we prove a uniform bound of the distance between ∇f ρ and ∂f on X .
For any ρ > 0 and x ∈ X , we have
Proof. From Lemmas 3.2 and 3.4, we have
A primal dual smoothing framework for solving (1.1).
Before introducing our framework, let us define a few functions. For any ρ, λ > 0, x ′ ∈ X and x ∈ X o , we then define
00(0), pp. 000-000, © 0000 INFORMS Thus according to the definition of prox(q, x, λ) in (1.17), we have
Note that q ρ can be interpreted as the dually smoothed q (with dual smoothing parameter ρ), by the similar correspondence between f ρ and f . Additionally, for any x ∈ X o , both Q λ (·; x) and Q λ ρ (·; x) are (2λ) −1 -strongly convex on X , as both q and q ρ are γ-weakly convex on X and γ = (2λ) −1 (cf. Lemmas 3.3 and 3.5). Due to this, together with Lemma 3.1, we see that both q λ and q λ ρ are differentiable on X o , and for any x ∈ X o ,
In particular, q λ and q λ ρ are called the Bregman-Moreau envelopes of q + ι X and q ρ + ι X , respectively (see e.g., Bauschke et al. [3] ). We shall call q λ and q λ ρ the primally smoothed q and q ρ (with primal smoothing parameter λ), respectively. Note that by definition, for any x ∈ X o ,
Our framework is shown in Algorithm 1. In
Step (2), we approximately solve the minimization problem in the definition of q λ ρ (cf. (4.3)), up to accuracy η. We terminate the algorithm once (4.1) is satisfied and x k ∈ X o is returned. In the following, we provide two perspectives on Algorithm 1, and for each perspective, we derive the choice of η (which depends on λ and ε) such that x − prox(q, x, λ) ≤ ελ/β X . The implication of this condition is shown in the following lemma.
Proof. Note that in the definition of prox(q, x, λ), by the first-order optimality condition,
As a result, for any λ > 0,
In addition, by the definition of ∇q λ (x) in (4.5), we have
Hence we complete the proof.
Perspective I: Dual-then-primal smoothing.
We first view Algorithm 1 as an approach to find x ∈ X o such that x − prox(q ρ , x, λ) is small, i.e.,
x is a near-stationary point of the dually smoothed function q ρ . Then we show that x is also a nearstationary point of the original function q, by bounding prox(q, x, λ) − prox(q ρ , x, λ) . Specifically,
This leads us to the following:
where the last inequality follows from
Step (2). On the other hand, by the (2λ) −1 -strong convexity of Q λ ρ (·; x K ) and the definition of prox(q ρ , x K , λ) in (4.5), we have
Combining (4.11) and (4.12), we have
Therefore, we can make x K − prox(q ρ , x K , λ) small by setting η to a small number. Next, by the
In addition, 
Based on (4.13) and (4.17), we have the following theorem.
Theorem 4.1. In Algorithm 1, let x K ∈ X o be the output. For any ε > 0, if we set the accuracy
Proof. By (4.13) and (4.17), we have Alternatively, we can view Algorithm 1 as an approach that finds x ∈ X o such that
Combining (4.18) and (4.19) , and by noting the (2λ) −1 -strong convexity of Q λ (·; x K ), we have
This implies that
We see that (4.21) leads to Theorem 4.1. Therefore, we have shown that Algorithm 1 is able to find a near-stationary point of q, for some suitable choice of η, via two different routes that result from two different perspectives.
Implementation details.
At this point, one may have the following questions: First, is Algorithm 1 guaranteed to terminate in a finite number of iterations? Second, how to check the convergence criterion in (4.1)? Third,
Step (2), by using first-order information of Φ(·, ·) and Bregman proximal projections involving r and g? 
where in (a) we use the non-negativity of the Bregman divergence. Thus q(x k+1 ) ≤ q(x k ) − η/2. As a result, Algorithm 1 is guaranteed to terminate in at mostK iterations, wherē 
. Then to ensure that (4.24) holds, it suffices to check q ρ (x k ) ≤ Q λ ρ (x k+1 ; x k ) + η/2. We remark that, depending on the structure of Φ(x k , ·), there are different ways of checking (4.24) without knowing the actual value of f ρ (x k ). For example, if Φ(x k , ·) is smooth on Y, we can check the gradient mappings of φ D ρ (x k , ·) + ι Y atŷ. For details, see Zhao [39, Appendix C] . As another example, if Φ(x k , ·) is Lipschitz on Y, we can solve problem in (3.1) using the subgradient method. Due to the compactness of Y, the condition in (4.24) can be satisfied by running the subgradient method for a pre-determined number of iterations.
Performing
Step (2) . For the third question, note that the minimization problem in
Step (2) is essentially a convex-concave saddle-point problem, i.e.,
(4.25)
In the next section (i.e., Section 5), depending on the structure of Φ(x, ·), we will propose different first-order methods for solving (4.25) , and analyze the oracle complexity of each method accordingly. This will also enable us to understand the oracle complexity of the Algorithm 1 (to obtain an ε-near-stationary point of q on X ), which will be the topic of Section 6.
Efficient methods for convex-concave saddle-point problems.
Consider the following convex-concave saddle-point problem:
where µ > 0, ρ ≥ 0, Ψ(·, ·) satisfies the same assumptions as Φ(·, ·) (cf. Assumptions 1.1 to 1.4), except that in Assumption 1.1, L xx is replaced by L ′ xx and in Assumption 1.3, γ = 0. More precisely, the new assumption now states as follows:
Note that the connection between the problems in (5.1) and (4.25) can be obtained by setting
3) 00(0), pp. 000-000, © 0000 INFORMS Now, consider the primal and dual problems associated with (5.1), i.e.,
where for any x ∈ X ′ and y ∈ Y,
and p ρ and d ρ are called primal and dual functions, respectively. In addition, denote the optimal solutions of (5.6) and (5.7) as y * ρ (x) and x * ρ (y) respectively, i.e.,
Accordingly, define the duality gap associated with (5.1) as
If ρ > 0, then both the primal and dual problems (cf. (5.4) and (5.5)) have unique optimal solutions, which we denote by x * ρ ∈ X and y * ρ ∈ Y, respectively. Also, since Y is compact, by Sion's minimax theorem [35] , p * ρ = d * ρ . Hence, the SPP in (5.1) has a unique saddle point (x * ρ , y * ρ ) ∈ X × Y, i.e.,
Therefore, in accordance with the definitions in (5.8), we have
In addition, by Lemma 3.2,f ρ is L ′ ρ -smooth on X , where L ′ ρ L ′ xx + L 2 xy /ρ. If ρ = 0, for convenience, let us first define the following notations:
In addition, let x * arg min x∈X p(x) and Y * arg max y∈Y d(y) = ∅. Since p * = d * (by the same reasoning above), the set of saddle points of (5.1) is given by {(x * , y) : y ∈ Y * }.
Based on the above definitions, we have that for any ρ > 0, x ∈ X and y ∈ Y,
As a result of (5.13) and (5.15 ) and the µ-strong convexity of p ρ , we have that for any ρ > 0,
In the sequel, we will propose first-order methods for solving (5.1). For any ε > 0, these methods aim to find (x, y) ∈ X × Y such that
Before doing so, we first introduce the cornerstone of our methods, i.e., an inexact accelerated proximal gradient (APG) method.
An inexact APG method.
Consider the following convex optimization problem:
where µ ≥ 0 and φ is L φ -smooth on X . Assume that the optimal solution set X * arg min x∈X P (x)
is nonempty. Let x * ∈ X * and denote P (x * ) as P * . The µ-strong convexity of P implies that
Consider the APG method with inexact gradient information for µ = 0 in Algorithm 2, where in (5.30),∇φ(x k ) denotes the approximate gradient of φ at x k . For convenience, for any k ≥ 0, let us define the gradient error
This exact version of this algorithm (i.e., e k+1 = 0 for any k ≥ 0) has been well-studied in the literature (see e.g., Auslender and Teboulle [2] , Tseng [37] ). This algorithm has several appealing properties compared to other APG methods (such as Nesterov [ our knowledge, the analysis of Algorithm 2 is not available in the literature. Therefore, we analyze its convergence in the following.
Theorem 5.1. In Algorithm 2, if we choose θ k = 2/(k + 2) for any k ≥ 0, then for any K ≥ 1, we have 
Proof of Theorem 5.1. Following the same proof as Tseng [37, Proposition 1], for any k ≥ 0, we can arrive at the following inequality:
Note that by the choice of θ k , we have (1 − θ k+1 )/θ 2 k+1 ≤ 1/θ 2 k , for any k ≥ 0. If we divide (5.23) by θ 2 k (> 0) on both sides, we have
Now, telescope (5.24) over k = 0, . . . , K − 1, and substitute the value of θ k , we have
Using the 1-strong convexity of ω X on X , we have
Invoking Lemma 5.1, we have for any k ≤ K,
Substitute (5.27) into (5.25), and drop LD ω X (x * , z K ), we then have
By completing the squares, we complete the proof.
When µ > 0, instead of analyzing the strongly convex variant of Algorithm 2, we consider the restart scheme in Algorithm 3. Similar to (5.20) , at each stage t, we define the gradient error e t,k+1 ∇ φ(x t,k ) − ∇φ(x t,k ), ∀ k = 0, . . . , K t − 1, (5.32) in the subroutine IAPG. The convergence result of this scheme is shown below. For k = 0, . . . , K − 1
Output: x K Theorem 5.2. In Algorithm 3, for any t ≥ 0, if we choose {θ t,k } k≥0 as in Theorem 5.1 and
Proof. We prove by induction. When T = 0, (5.33) trivially holds (note that empty summation is defined to be zero). Suppose (5.33) holds for some T ≥ 1. Then at the end of stage T + 1, from (5.21), we have
where in (a) we use (a + b) 2 ≤ 2(a 2 + b 2 ) for any a, b ≥ 0, in (b) we use the β X -smoothness of ω X on X , in (c) we use (5.19) , and in (d) we use (5.33) and K ≥ 4 L φ β X /µ.
Clearly, from the result in (5.33), if
then to have P ( x T ) − P * ≤ ε, the number of IAPG iterations is no more than For t = 0, . . . , T − 1
where in the subroutine IAPG:
Output: x T We next derive a more refined iteration complexity bound by letting the error sequence {e t,k } t,k≥0 be uniformly bounded. 
Therefore, to find an ε-suboptimal point, the number of IAPG iterations required is no more than
Proof. Since e t,k * ≤ 20 −1 ε min(µ/β X , (L φ ) 2 β X /µ) and K = 4 L φ β X /µ ≤ 4 L φ β X /µ + 1 ≤ 5 max( L φ β X /µ, 1), we have
where in (a) we use max(a, b) = min(a −1 , b −1 ) −1 , for any a, b > 0. Thus, from (5.33), using T ≥
We hence complete the proof.
Case I: Inexact primal gradient oracle is available.
There are certain situations that the maximization problem in (5.6) can be solved efficiently in an approximate manner with non-first-order method. Consider Example 1.1 in Section 1.1. If we
where · 1 denotes the ℓ 1 norm, then the problem in (5.6) becomes
Note that Y is a polytope and in general, has no efficient Euclidean projection. This forbids the application of first-order methods to solve (5.39) . However, since (5.39) is a quadratic program (QP), it can be solved approximately via many other methods , e.g., the active set method (see e.g., Nocedal and Wright [29, Chapter 16] for details). Under these scenarios, it is reasonable to assume the following.
Assumption 5.1. For any x ∈ X ′ and ε > 0, there exists an oracle A that returns an εapproximate solution of the problem in (5.6), which is denoted by y * ρ,ε (x). Formally, we write
Remark 5.1. Note that many methods used to solve the problem in (5.6) can produce a certificate for (5.40) without knowing sup y∈Y ψ D ρ (x, y). Again, consider the example of using the active set method to solve the QP in (5.39) . The condition in (5.40) can be checked by checking the residue of the Newton-KKT system associated with the active constraints (see [29, Chapter 18] for details). In addition, certain primal-dual-type methods will produce the duality gap information at each iteration. In that case, it suffices to check if the duality gap falls below ε.
The following simple lemma shows ∇ x Ψ(x, y * ρ,ε (x)) serves as an approximation of ∇f ρ (x), i.e., the oracle A in Assumption 5.1 in fact acts as an inexact gradient oracle forf ρ .
For any x ∈ X and any ε > 0, 
In Algorithm 3, for any t, k ≥ 0, choose θ t,k = 2/(k + 2) and K t = 4( k ) ). Then to find an ε-approximate solution for (5.4), i.e., a point x * ρ,ε ∈ X such that
the number of primal oracle calls does not exceed 
Proof. Indeed, by the choice of δ in (5.41) and Lemma 5.2, we note that
It then remains to apply Corollary 5.1.
Remark 5.2. We discuss some approaches to checking the condition in (5.42). Clearly, from (5.43), if a lower bound l ≤ p * ρ is available, then we can simply run Algorithm 3 for a predetermined number of iterations. Note that for many statistical learning problems, e.g., logistic regression [15] , we can set l = 0. Alternatively, we can check the gradient mappings of p ρ at any
x ∈ X o . However, the difficulty here is that we do not have the exact gradient off ρ , although we do have control on the gradient error (cf. Assumption 5.1 and Lemma 5.2). In Appendix B, we will provide a principled way to control this error and hence check (5.42).
5.2.1.
Bounding dual sub-optimality gap. Let us fix 0 < ε 1 ≤ ε/4 and ε 2 > 0. Given an ε 1 -optimal solution of (5.4), which is denoted by x * ρ,ε 1 (cf. Theorem 5.3), we next describe an approach to find y * ρ,ε/4 ∈ Y that satisfies
i.e., y * ρ,ε/4 ∈ Y is an (ε/4)-approximate solution of (5.5). As a result, we have
To this end, let us make a structural assumption.
Note that by (5.3), Φ(x, ·) and Ψ(x, ·) only differ by a constant (that depends on x). Thus, Assumption 5.2 implies that for any x ∈ X , Ψ(x, ·) is M y -Lipschitz on Y. This assumption allows us to establish the Lipschitz continuity of d ρ on Y.
Proof. For any y, y ′ ∈ Y, we have
Since
Hence
It remains to note that g is M g -Lipschitz on Y (cf. Section 1).
Our approach consists of only a single step, that is, given x * ρ,ε 1 , we obtain the ε 2 -optimal solution of max y∈Y ψ D ρ (x * ρ,ε 1 , y), which is denoted by y * ρ,ε 2 (x * ρ,ε 1 ) ∈ Y, using the oracle A (cf. Assumption 5.1). Formally, we obtain y * ρ,ε 2 (x * ρ,ε 1 ) = A (x * ρ,ε 1 , ε 2 ) that satisfies
where y * ρ (x * ρ,ε 1 ) ∈ Y is defined in (5.8) . By the ρ-strong convexity of ψ D ρ (x, ·) on Y for any x ∈ X ,
Using the facts that y * ρ (·) is (L xy /ρ)-Lipschitz on X (cf. Lemma 3.2) and y * ρ (x * ρ ) = y * ρ , we have
Combining (5.48) and (5.49), we have
By Lemma 5.3, we then have
(5.51) 00(0), pp. 000-000, © 0000 INFORMS From (5.51), it is easy to check that if
Hence we can take y * ρ,ε/4 = y * ρ,ε 2 (x * ρ,ε 1 ). We summarize the above findings in the following theorem. respectively. Then we have
In this section, we consider the case where Assumptions 1.5 and 1.6 hold. Note that by (5.3) and Assumption 1.5, Ψ(x, ·) is differentiable on Y ′ and for any x, x ′ ∈ X and y, y ′ ∈ Y,
Recall the definition of h in (5.7). With Assumption 1.5, it is tempting to invoke Lemma 3.1 to conclude the differentiability of h on Y ′ . However, note that X may be unbounded. To work around this difficulty, note that we can rewrite the definition of h as h(y) = min x∈convX ψ P (x, y) Ψ(x, y) + r(x) + µω X (x) , (5.57)
whereX {x * (y) : y ∈ Y}. Note that by the same proof of Lemma 3.2, we have the following. Note that since the decision variable now is y (rather than x), in Algorithm 3, the for any t, k ≥ 0, the iterates x t , x t,k and x t,k are replaced by y t , y t,k and y t,k , respectively. Following the same reasoning as in Theorem 5.3, we have the following result.
Theorem 5.5. Let Assumptions 1.5 and 1.6 hold. Fix any ε > 0 and set
In Algorithm 3, for any t, k ≥ 0, choose θ t,k = 2/(k + 2) and K t = 4(L h β Y /ρ) 1/2 . For each inner iterate y t,k , let x * δ (y t,k ) ∈ X satisfy that
60)
and set the approximate gradient of h, i.e.,∇h(y t,k ) = ∇ y Ψ(x * δ (y t,k ), y t,k ). Then to find an εsuboptimal point for (5.5), i.e., a point y * ρ,ε ∈ Y such that
the number of dual oracle calls does not exceed
(5.62)
Note that similar to Remark 5.2, we can check the condition in (5.61) using the (inexact) gradient mappings of d ρ , as detailed in Appendix B.
5.3.1.
Solving primal sub-problems. Different from Case I (cf. Section 5.2), where we assume there exists an inexact gradient oracle (cf. Assumption 5.1 and Lemma 5.2), we will use first-order methods to obtain the δ-approximate solution of the optimization problem in (5.7) given y t,k , i.e., x * δ (y t,k ) ∈ X that satisfies (5.60). If we apply Algorithm 3 to solve the optimization problem in (5.7) given y t,k , with starting pointx ∈ X and exact gradient ∇ x Φ(·, y t,k ), then by (5.36) , to find x * δ (y t,k ) ∈ X , the number of evaluations of ∇ x Φ(·, y t,k ) is no more than
where Υ Y (x) sup y∈Y ψ P (x, y) − inf y∈Y h(y) < +∞, due to the compactness of Y and the continuity of Φ(x, ·) and h on Y. As Υ Y (x) is typically hard to estimate, to check the condition in (5.60), we still check the gradient mapping of ψ P (·, y t,k ), as mentioned in Remark 5.2.
5.3.2.
Bounding primal sub-optimality gap. For any ε > 0, fix 0 < ε 3 ≤ ε/4 and ε 4 > 0.
Let us find x * ε 4 (y * ρ,ε 3 ) ∈ X , which satisfies
00(0), pp. 000-000, © 0000 INFORMS By the µ-strong convexity of ψ P (·, y) for any y ∈ Y, we have
From Lemma 5.5 and the definition of y * ρ,ε 3 , we have
Combining (5.65) and (5.66), we have
Next, although p ρ is not necessarily Lipschitz on X , we show that it is locally Lipschitz at x * ρ .
Proof. By (5.16 ) and the L ′ ρ and β X -smoothness of andf ρ and ω X on X , for any x ∈ N ρ,ε 3 ,ε 4 (x * ρ ),
In addition, since r is M r -Lipschitz on X , we complete the proof.
Since ∇f ρ (x * ρ ) * and ∇ω X (x * ρ ) * are unknown in general, we next derive upper bounds of them. First, by similar reasoning as in (5.69) and (5.70), and (5.16), we have that for any ρ > 0,
To estimate ∇f ρ (x * ) * , fix ε 3 = ε 4 = 1/2 and ρ = 1 in (5.67). Combing it with (5.16), we have
In addition, we invoke Lemma 3.6 to obtain
For any y ∈ Y, by the L ′ xx -smoothness of Φ(·, y) on X , we have by (1.3 ) and the compactness of Y.) To estimate ∇ω X (x * ) * in (5.72), by the β X -smoothness of ω X on X ,
From (5.72) and (5.77), we have ∇ω X (x * ρ ) * ≤ B ρ (ω X ) for any ρ > 0, where
We remark that both upper bounds B ρ (f ρ ) and B ρ (ω X ) do not depend on unknown quantities, such as x * ρ or x * . The procedure described above is a fairly general way of constructing upper bounds for ∇f ρ (x * ρ ) * and ∇ω X (x * ρ ) * . However, such a construction procedure is by no means unique. As x * ε 4 (y * ρ,ε 3 ) ∈ N ρ,ε 3 ,ε 4 (x * ρ ) (cf. (5.67)), by Lemma 5.6, we have
Therefore, if we choose As seen in Algorithm 1, ρ indeed acts as a (dual) smoothing parameter and depends on the accuracy parameter η. To be consistent with the notations in this section, we use ε in lieu of η and hence
). Consequently, (5.13) to (5.15) now become
As a result, we have a uniform bound of the smoothed duality gap ∆ ρ (·, ·) and the unsmoothed one ∆(·, ·) on X × Y, i.e., primal oracle calls to find the primal-dual pair (x * ρ,ε 1 , y * ρ,ε 2 (x * ρ,ε 1 )) ∈ X × Y, which satisfies 
Comparison with existing works in Case II when ρ = 0. We note that some previous works have proposed different ways to solve the SPP in (5.1) with ρ = 0 under Assumptions 1.5 and 1.6. All of these works aim to obtain an ε-duality gap, i.e., find (x, y) ∈ X × Y such that ∆(x, y) ≤ ε. In particular, Juditsky and Nemirovski [18] propose a restart scheme to exploit the µ-strong convexity of S(·, y) (cf. (5.12)), based on the domain shrinkage technique. This method has primal and dual oracle complexities both equal to O(ε −1 ). In another line of works, Hien et al.
[16] combine the dual smoothing idea (cf. (3.1)) with the excessive gap technique (EGT; see Nesterov [26] ), and develop a framework to find (x, y) ∈ X × Y such that the smoothed duality gap ∆ ρ (x, y) ≤ ε/2, and hence ∆(x, y) ≤ ε/2 since ρ = ε/(4Ω Y (ω Y )). The primal and dual oracle complexities of this framework are O(ε −1/2 log(ε −1 )) and O(ε −1 log(ε −1 )) respectively. Inspired by Hien et al. [16] , in Section 5.3, we still make use of the dual smoothing idea. However, we propose a different method to obtain ∆ ρ (x, y) ≤ ε/2, which is based on the inexact APG (cf. Section 5.1), instead of EGT. This critical difference allows us to achieve a significantly improved dual oracle complexity, i.e., O(ε −1/2 log(ε −1 )), despite that the primal oracle complexity becomes slightly worse, i.e., O(ε −1/2 log 2 (ε −1 )). As an important remark, in both Juditsky and Nemirovski [18] and Hien et al. [16] , the primal constraint set X is assumed to be bounded. However, this assumption is not needed in our framework. For ease of reference, we summarize the primal and dual oracle complexities of these methods in Table 2 .
We also notice that there exist some works that aim to solve a restricted setting of (5.1) (with ρ = 0), where both nonsmooth functions r and g are absent, and both X and Y are finite-dimensional real Hilbert spaces. Specifically, Thekumparampil et al. [36] combines the Mirror-Prox method [24] with the accelerated gradient method [25] to obtain an ε-duality gap, with primal and dual oracle complexities both equal to O(ε −1/2 log 2 (ε −1 )). In a follow-up work, Lin et al. [22] propose an algorithm based on the accelerated proximal point method [14] . The primal and dual oracle complexities of this algorithm are O(ε −1/2 log 3 (ε −1 )), which are worse than those in [36] , although they have better dependence on the "condition number" of (5.1), i.e., (L xx + 2L xy + L yy )/µ. Note that for either of the methods mentioned above, it is unclear how to extend it to the general setting considered in this work, at least not in a straightforward manner. 00(0), pp. 000-000, © 0000 INFORMS 6. Complexity analysis of Algorithm 1.
The results in Section 5.4 (i.e., Corollaries 6.1 and 6.2) provide the primal and dual oracle complexities of performing Step (2) in Algorithm 1. (Note that in the context of Algorithm 1, we need to substitute ε = η, λ −1 = 2γ, µ = γ and L ′ xx = L xx + 2γβ X into the results in Corollaries 6.1 and 6.2.) In addition, according to Section 4.3.2, at the end of each iteration, we need to solve the problem in (3.1) to (η/2)-accuracy, i.e., findŷ ∈ Y such that f ρ (x k ) − φ D ρ (x k ,ŷ) ≤ η/2. In Case I (cf. Section 5.2), by Assumption 5.1, we can obtainŷ via the oracle A , i.e.,ŷ = A (x k , η/2). In Case II, by Assumptions 1.5 and 1.6, we can obtainŷ using the APG method as in Lan and Zhou [21, Algorithm 2] , which makes O(η −1/2 log(η −1 )) dual oracle calls, since ρ = η/(4Ω Y (ω Y )). Furthermore, from Section 4.3.1, we know that the number of iterations of Algorithm 1 does not exceed K = O(η −1 ). Finally, Theorem 4.1 indicates in Algorithm 1, we need to set η = O(ε 2 ) in order to terminate with an ε-near-stationary point. Now, if we put the analyses above together, we have the following results. Corollary 6.1 (Case I). Let Assumptions 5.1 hold. In Algorithm 1, for any ε > 0, choose η = ε 2 λ/(18β 2 X ) and perform Step (2) using the method in Section 5.2. Then it takes no more than O γ √ L xx + L xy ε −3 log(ε −1 ) primal oracle calls to find an ε-near-stationary point of (1.1). Corollary 6.2 (Case II). Let Assumptions 1.5 and 1.6 hold. In Algorithm 1, for any ε > 0, choose η = ε 2 λ/(18β 2 X ) and perform Step (2) using the method described in Section 5.3. Then it takes no more than O γ(L xx + γ) L yy γ + L xy ε −3 log 2 (ε −1 ) (6.1)
primal oracle calls and O γ L yy γ + L xy ε −3 log(ε −1 ) dual oracle calls to find an ε-nearstationary point of (1.1).
Discussions and extensions.
We discuss some technical issues and possible extensions of Algorithm 1, and also point out future research directions.
Smoothness assumptions on ω X .
Recall that in Section 1.3, we require that the DGF ω X is twice differentiable on X ′ and has β X -Lipschitz gradient on X . Although these assumptions are typically not needed for convex optimization, they start to appear in the recent literature on nonconvex optimization, e.g., Davis et al.
[10], Boob et al. [6] , although the exact problems considered in these works are different from ours.
The twice differentiability of ω X simply guarantees the differentiability of the Bregman-Moreau envelope of q and q ρ (cf. (4.5)). Regarding the β X -smoothness of ω X , although it has been used in several places in our analysis, the most compelling reason is that it ensures the smoothness of the function Ψ(·, y) in (5.1) (cf. (5.3) ). This condition is crucial for developing our method to solve (5.1) (cf. Section 5), since the method is based on inexact APG. Notably, Davis et al. [10] assume certain global Lipschitz and smoothness conditions on Φ(·, y) relative to D ω X (·, ·), and propose a Bregman proximal point method for solving (1.1). In the analysis of this method, β X -smoothness of ω X is not needed. However, certain assumptions in this work (e.g., the global Lipschitz condition of Φ(·, y)) do not apply in our case. Even if they do, under Assumptions 5.1 and 5.2 (i.e., Case I), the primal oracle complexity in Davis et al. [10] is O(ε −4 ), which is worse than ours (i.e., O(ε −3 log(ε −1 ))), due to the non-acceleration in solving (5.6), or equivalently, performing Step (2) in Algorithm 1.
Nevertheless, relaxing the smoothness assumptions on ω X would be interesting to consider in the future.
Extension to the stochastic setting.
Our framework can be easily extend to the case where in (1.1), the function Φ(·, ·) = E ξ [Φ(·, ·, ξ)]
and the first-order information of Φ(·, ·) can only be obtained via unbiased random estimators with bounded variance σ 2 . In other words, the primal and dual first-order oracles in Section 1.2 are replaced by their stochastic counterparts, which are formally defined in e.g., Zhao [39, Section 1.1].
To adapt Algorithm 1 to this stochastic setting, we only need to modify Step (2) , that is, we now
For ease of reference, let us call this modified algorithm Algorithm 1S. The analysis of Algorithm 1S is indeed very similar to that of Algorithm 1. Namely, if the convergence criterion in (4.1) is not satisfied, then q(x k+1 ) ≤ q(x k ) − η/2 (cf. Section 4.3.1). Otherwise, we have E[ x k − prox(q, x k , λ) ] ≤ √ 12ηλ, using the same reasoning as in Section 4.2. Therefore, if we set η = ε 2 λ/(18β 2 X ), and after at most 2(q(x 1 )−q * )/η iterations, we can find an expected ε-near-stationary point, i.e., x ∈ X o such that E[ x − prox(q, x, λ) ] ≤ ελ/β X . Now, let us analyze the primal and dual oracle complexities of Algorithm 1S. Under Assumption 5.1 (i.e., in Case I), according to the standard complexity results of stochastic strongly convex optimization (e.g., Ghadimi and Lan [13] ), the primal oracle complexity for performing Step (2) is O(η −1 ). As the total number of iterations in Algorithm 1S is O(η −1 ), the primal oracle complexity of Algorithm 1S for finding an expected ε-near-stationary point is O(η −2 ) = O(ε −4 ). Note that this recovers the oracle complexity in Davis and Grimmer [11] (which is optimal in accordance with Arjevani et al. [1] ), wherein a proximal point algorithm is proposed for solving (1.1) with r ≡ 0, and the each proximal sub-problem is solved by the stochastic subgradient method (that involves the Fréchet subgradient of f ). However, as ∂f (x) = clconv {∇ x Φ(x, y) : y ∈ Y * (x)} (cf. Lemma 3.2), the subgradient oracle complexity in [11] coincides with the primal oracle complexity in our work. Under Assumptions 1.5 and 1.6 (i.e., in Case II), the primal and dual oracle complexities of Algorithm 1S can also be analyzed similarly (as in Case I), and it turns out that both of them are
