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Abstract
In this paper, we consider up-to-date and classical Finite Element (FE) stabilized methods for time-
dependent incompressible flows. All studied methods belong to the Variational MultiScale (VMS) frame-
work. So, different realizations of stabilized FE-VMS methods are compared in high Reynolds numbers
vortex dynamics simulations. In particular, a fully Residual-Based (RB)-VMS method is compared with
the classical Streamline-Upwind Petrov–Galerkin (SUPG) method together with grad-div stabilization, a
standard one-level Local Projection Stabilization (LPS) method, and a recently proposed LPS method by
interpolation. These procedures do not make use of the statistical theory of equilibrium turbulence, and
no ad-hoc eddy viscosity modeling is required for all methods. Applications to the simulations of high
Reynolds numbers flows with vortical structures on relatively coarse grids are showcased, by focusing on
two-dimensional plane mixing-layer flows. Both Inf-Sup Stable (ISS) and Equal Order (EO) FE pairs are
explored, using a second-order semi-implicit Backward Differentiation Formula (BDF2) in time. Based on
the numerical studies, it is concluded that the SUPG method using both ISS and EO FE pairs performs
best among all methods. Furthermore, there seems to be no reason to extend SUPG method by the higher
order terms of the RB-VMS method.
Keywords: Variational multiscale methods; finite element stabilized methods; high Reynolds numbers
incompressible flows; vortex dynamics problems
1. Introduction
In this paper, we consider up-to-date and classical Finite Element (FE) stabilized methods for time-
dependent incompressible flows fulfilling the incompressible Navier–Stokes Equations (NSE). Let Ω ∈ Rd,
d ∈ {2, 3}, be a bounded domain with Lipschitz boundary Γ and (0, T ) be a bounded time interval. The
incompressible NSE read as follows:
Find a velocity field u : (0, T ]× Ω→ Rd and a pressure field p : (0, T ]× Ω→ R such that
∂tu− ν∆u+ (u · ∇)u+∇p = f in (0, T ]× Ω,
∇ · u = 0 in [0, T ]× Ω,
u = 0 on [0, T ]× Γ,
u(0,x) = u0 in Ω,
(1)
where ν is the kinematic viscosity that is assumed to be positive and constant, f is the given body force,
and u0 is the given initial velocity field, assumed to be divergence-free. For simplicity of presentation, we
consider the case of homogeneous Dirichlet boundary conditions on the whole boundary.
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The main contribution of this paper is a comprehensive and thorough numerical study in the FE stabi-
lized framework of two-scales fully Residual-Based (RB) and local projection-based Variational MultiScale
(VMS) methods for time-dependent high Reynolds numbers incompressible flows with a strong dynamic
vortical structure. The derivation of efficient and accurate numerical schemes for the simulation of tur-
bulent incompressible flows is a very active field of research. In particular, various realizations of VMS
methods for simulating turbulent incompressible flows have been proposed in the past fifteen years (see [1]
for a recent detailed review). All of these realizations obey the basic principles of VMS methods: they are
based on the variational formulation of the incompressible NSE and the scale separation is defined by pro-
jections. However, apart from these common basic features, the various VMS methods look quite different.
In this paper, our main goal is to focus on two-scales VMS methods, and provide a thorough numerical
investigation of up-to-date and classical FE stabilized methods belonging to this category when applied to
a relevant fixed setup for numerical studies such as the 2D Kelvin–Helmholtz instability problem. Indeed,
even if VMS methods, despite their relatively recent development, are already well-established, and consid-
ered state-of-the-art in turbulence modeling that provides a promising and successful alternative to classical
Large Eddy Simulation (LES) models, in the literature there is no so much about a structured comparison
of them in terms of numerical studies. Up to our knowledge, the first (and only) attempt to go towards
this research direction has been performed in [2], where the authors studied different realizations of VMS
methods within the framework of FE in turbulent channel flow simulations. However, they just focus on
three-scales VMS models, in which the effect of the unresolved scales on the resolved ones is modeled by
means of an eddy viscosity term of Smagorinsky type that only acts directly on the small resolved scales.
In the present paper, we aim at complementing and extending this research avenue, by mainly focusing on
two-scale VMS methods, which use a direct modeling of the subgrid scale flow by numerically approximating
the related equations. Thus, they do not need any modeling of the subgrid scales by statistical theories of
turbulence, and in particular they do not include eddy viscosity. The numerical diffusion inherent to those
stabilized models basically plays the role of the eddy diffusion. In this way, the present paper aims at giving
a thorough numerical investigation, similar to the one performed in [2], but for two-scale VMS methods.
A structured presentation is provided in this framework, with special emphasis on experience in numerical
studies. Once reached almost “definitive” conclusions within this paper, a comparison of the selected “best
performing” two-scale VMS method with three-scale VMS methods that use eddy viscosity (in a more or
less sophisticated manner) to model the effect of subgrid scales shall appear in a forthcoming paper. In this
way, the numerical performances of different VMS methods would be assessed. Up to our knowledge, this
is the first time that such a numerical study is conducted in the literature in a unified VMS framework.
The RB-VMS method was introduced in [3]. A straightforward simplification of the RB-VMS method
leads to the classical Streamline-Upwind Petrov–Galerkin (SUPG) method [4, 5]. Also, another variant of the
RB-VMS method, which is not fully consistent, but of optimal order with respect to the FE interpolation,
is given by the so-called Local Projection Stabilization (LPS) methods [6]. So, different realizations of
stabilized FE-VMS methods are compared in high Reynolds numbers vortex dynamics simulations in this
paper. In particular, the RB-VMS method [3] is compared with the classical SUPG method [4, 5] together
with grad-div stabilization, a standard one-level LPS method [7], and a recently proposed LPS method by
interpolation [8, 9]. To our best knowledge, a comparison of these methods is so far not available. To
keep the paper self-contained, a brief presentation of the cited numerical methods, which provides the basic
concepts, will be considered hereafter. For more details on their derivation, see the up-to-date review on
VMS methods for the simulation of turbulent incompressible flows [1].
To assess the different numerical methods, applications to the simulations of high Reynolds numbers
flows with vortical structures on relatively coarse grids are showcased, by focusing on two-dimensional plane
mixing-layer flows as benchmark problem, since it presents a wide range of flow scales and an interesting time
evolution of the flow field. Starting from a perturbed initial condition, the transition to the development of
small vortices takes place, which then pair to larger vortices until one single eddy finally remains, rotating
at a fixed position. In particular, we analyze different quantities of interest associated to this problem
(i.e, temporal evolution of vorticity field/thickness, kinetic energy, enstrophy, palinstrophy) in order to
judge the performance of all studied methods, and draw some definitive conclusions. All the numerical
results are benchmarked against a reference simulation, consisting of a Pressure Stabilized Petrov–Galerkin
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(PSPG) method [10] with grad-div stabilization, computed with a finer space resolution. However, note
that this model problem is very sensitive to small perturbations that are almost unavoidable in numerical
simulations, thus some targets, such as a conclusive prediction of the final pairing into one single eddy, seems
to be somehow not achievable, even among the simulations with the highest resolutions.
In this paper, we mainly focus on efficient spatial and temporal discretizations, for which both Inf-Sup
Stable (ISS) and Equal Order (EO) low-order FE pairs are explored, using a second-order semi-implicit
Backward Differentiation Formula (BDF2) in time, where the linearization of the fully discrete problem at
each time step is done by means of temporal extrapolation. In contrast to a fully implicit scheme, this
approach yields a unique linear system of equations to be solved at each time step. Altogether, performing
simulations with semi-implicit schemes uses less computing time than fully implicit schemes. However, while
a fully implicit approach is generally yielding a stable time discretization scheme, a semi-implicit approach
may require a time step restriction due to the stability issue of the time stepping scheme. For this reason,
we performed simulations using larger and smaller time step lengths, and evaluating the corresponding
numerical results, we noticed effectively that physical consistency (e.g., monotone decline of kinetic energy)
is lost to some extent when considering larger time step for some methods. Note that semi-implicit BDF
schemes for the numerical simulation of NSE with VMS turbulence modeling have already been investigated
in the literature, see for instance [11], and also [12] for a stable velocity-pressure segregation version.
The paper is organized as follows. In Section 2, VMS methods are described, with a special focus on
the derivation of two-scale VMS methods analyzed in the present work, that are RB-VMS methods and
LPS methods. In Section 3, a semi-implicit approach for the time discretization, applying the two-step BDF
(BDF2) in order to get the corresponding fully discrete schemes, is detailed for each studied method, together
with some numerical implementation aspects. In Section 4, the studied methods are numerically compared
on the simulation of two-dimensional Kelvin–Helmholtz instabilities in the high Reynolds number regime.
Here, several quantities of interest are presented, evaluated and discussed. Finally, Section 5 summarizes
the main conclusions of the paper and gives an outlook.
2. Variational multiscale methods
As already mentioned, VMS methods are based on the variational formulation of the incompressible
NSE (1). To define the variational formulation of (1), the velocity space V = [H10 (Ω)]
d and the pressure
space Q = L20(Ω) are introduced. Let (·, ·) denote the L2 inner product with respect to the domain Ω. The
variational formulation of (1) reads as follows:
Find (u, p) : (0, T )→ V ×Q such that for all (v, q) ∈ V ×Q
d
dt
(u,v) + ν(∇u,∇v) + ((u · ∇)u,v)− (p,∇ · v) + (∇ · u, q) = 〈f ,v〉 in D?(0, T ), (2)
with u(0,x) = u0(x) in Ω, where 〈·, ·〉 denotes the duality pairing between the velocity space V and its dual
V? and D?(0, T ) is the space of distribution on (0, T ).
In standard conforming Finite Element (FE) formulations, the infinite-dimensional spaces (V, Q) are
replaced with finite dimensional-subspaces (Vh, Qh) consisting of typically low-order piecewise polynomials
with respect to a triangulation Th of Ω. In this paper, both Inf-Sup Stable (ISS, [13, 14]) and Equal Order
(EO) conforming FE pairs are explored, which are not exactly divergence-free, by considering in general the
popular Taylor–Hood FE pair Pk/Pk−1 [15] and the EO FE pair Pk/Pk, respectively, with k ≥ 2, where
Pk denotes the space of continuous functions whose restriction to each mesh cell K ∈ Th is the Lagrange
polynomial of degree less than or equal to k, and Pk = [Pk]d.
2.1. Two-scale VMS methods
This section discusses basic concepts of two-scale VMS methods. Starting point of two-scale VMS
methods is the separation of the flow field into resolved scales (u, p) and unresolved scales (u′, p′) such that
u = u + u′ and p = p + p′. Analogously, a direct-sum decomposition of velocity space V = V ⊕V′ and
pressure space Q = Q⊕Q′ is considered. It should be emphasized that although this approach is in principle
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the same as in Large Eddy Simulations (LES), it is well known that the definition of the scales is different.
A variational projection, either L2 projection or elliptic projection, for the separation of scales and spaces
is performed in VMS methods.
Note that the VMS methodology allows further decompositions of the resolved scales. The most common
approach of this kind is a decomposition of these scales into large resolved scales (or large scales) and small
resolved scales, leading finally to a so-called three-scale VMS method. In this case, the effect of the unresolved
scales on the resolved ones is modeled by means of an eddy viscosity term that only acts directly on the
small resolved scales (cf. [16–18]). However, in the present paper we just focus on the comparison between
VMS methods that use a direct modeling of the subgrid scale flow by approximating the related equations,
for which no eddy viscosity is introduced to model the effect of the subgrid scales. This is the reason why
we restrict to two-scale VMS methods. Once reached almost “definitive’” conclusions within this paper, a
comparison of the selected “best performing” two-scale VMS method with three-scale VMS methods that
use eddy viscosity (in a more or less sophisticated manner) to model the effect of subgrid scales shall appear
in a forthcoming paper.
For clearness of presentation, the weak formulation (2) of the NSE will be expressed in a short form as
follows:
Given u(0,x) = u0(x), find (u, p) : (0, T )→ V ×Q satisfying
A (u; (u, p), (v, q)) = f(v) ∀ (v, q) ∈ V ×Q. (3)
Decomposing also the test functions into two scales and using the linearity with respect to the test
functions, the variational formulation (3) leads to the coupled set of equations:
• an equation for the resolved scales
A (u; (u, p) , (v, q)) +A (u; (u′, p′) , (v, q)) = f (v) , (4)
• and an equation for the unresolved scales
A (u; (u, p) , (v′, q′)) +A (u; (u′, p′) , (v′, q′)) = f (v′) . (5)
The form A(·; ·, ·) is decomposed into its linear part and the trilinear convective term as
A (u;U,W) = Alin (U,W) + ((u · ∇u),v)
where the abbreviations U = (u, p)T and W = (v, q)T are used for simplicity. Then, the equation (5) for
the unresolved scales can be written in the form
AU (U
′,W′) + ((u′ · ∇)u′,v′) = 〈R (U) ,W′〉 (6)
with
AU (U
′,W′) = Alin (U′,V′) + ((u′ · ∇)u,v′) + ((u · ∇)u′,v′) ,〈
R
(
U
)
,V′
〉
= f(v′)−Alin
(
U,W′
)− ((u · ∇u),v′) ,
where AU (U
′,W′) is the Gaˆteaux derivative of A(·; ·, ·) at U in the direction of U′. The solution of (6) can
be formally represented as
U′ = FU
(
R
(
U
))
, (7)
which can be interpreted as the unresolved scales which are driven as a function of the residual of the
resolved scales. Finally, inserting expression (7) in the resolved scales equations (4) leads to a single set of
equations for the resolved scales.
Two-scale VMS methods aim to approximate FU by models which do not rely on considerations from
the physics of turbulent flows, but are derived just with mathematical arguments. In the next subsections,
concrete approaches will be presented.
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2.2. Residual-based VMS method
The main idea in the derivation of the two-scale RB-VMS method is based on a perturbation series with
respect to the norm of the residual associated to the resolved scales. It is proposed in [3] to truncate the
series after the first term and to apply some modeling of this term. The resulting method can be considered
as a generalization of classical stabilization methods for the NSE.
A perturbation series for a potentially small quantity ε = ‖R(U)‖(V′×Q′)∗ is considered. It is assumed
that the larger the space (V×Q), the better U approximates U, and the smaller is R(U). The perturbation
series is of the form
U′ = εU′1 + ε
2U′2 + . . . =
∞∑
i=1
εiU′i. (8)
In particular, if ε = 0, i.e. R(U) = 0, then U′ = FU
(
R
(
U
))
= 0 from (7)-(8) . Inserting the perturbation
series (8) in the terms of (5) for the unresolved scales gives
AU
( ∞∑
i=1
εiU′i,W
′
)
=
∞∑
i=1
εiAU (U
′
i,W
′)
and (( ∞∑
i=1
εiu′i · ∇
) ∞∑
i=1
εiu′i,v
′
)
= ε2 ((u′1 · ∇)u′1,v′) + ε3 [((u′1 · ∇)u′2,v′) + ((u′2 · ∇)u′1,v′)] + . . .
=
∞∑
i=2
εi
i−1∑
j=1
(
(u′j · ∇)u′i−j ,v′
) .
Substituting these terms into (5) yields
∞∑
i=1
εiAU (U
′
i,W
′) +
∞∑
i=2
εi
i−1∑
j=1
(
(u′j · ∇)u′i−j ,v′
) = ε〈 R (U)∥∥R (U)∥∥
(V′×Q′)∗
,W′
〉
.
Collecting similar terms with respect to ε leads to a system of variational problems which are coupled
through the right-hand side, that is
AU (U
′
1,W
′) =
〈
R
(
U
)∥∥R (U)∥∥
(V′×Q′)∗
,W′
〉
,
AU (U
′
i,W
′) = −
i−1∑
j=1
(
(u′j · ∇)u′i−j ,v′
)
i ≥ 2.
In the modeling of the unresolved scales, it is suggested in [3] to truncate the series (8) after the first term,
and to use a linear approximation of the so-called fine-scale Green’s operator that formally represent U′1
U′ ≈ εU′1 = ‖R(U)‖(V′×Q′)∗U′1 ≈ τR
(
U
)
= τR
(
uh
ph
)
=
τm (fh − ∂tuh + ν∆uh − (uh · ∇)uh −∇ph)
−τc (∇ · uh)
 =
RMh
RCh
 (9)
where τ is a 4×4 diagonal tensor-valued function, and the approximation of the resolved scales is computed
in a standard FE space.
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The RB-VMS FE formulation is obtained by inserting the approximation (9) into the large scales equation
(4), omitting the models of the terms (∂tu
′,vh) and ν(∇u′,∇vh), and integrating by parts the continuity
equation with respect to the unresolved scale in (4), assuming that u′ = 0 on Γ:
Find uh : (0, T )→ Vh, ph : (0, T )→ Qh satisfying
(∂tuh,vh) + ν (∇uh,∇vh) + ((uh · ∇)uh,vh)− (ph,∇ · vh) + (∇ · uh, qh)
+ b
(
RMh ,uh,vh
)
+ b
(
uh,R
M
h ,vh
)
+ b
(
RMh ,R
M
h ,vh
)
− (RCh ,∇ · vh)− (RMh ,∇qh) = (fh,vh) (10)
for all (vh, qh) ∈ Vh × Qh, where b in (10) denotes the trilinear convective form given by b(u,v,w) =
((u · ∇)v,w) , u,v,w ∈ V.
Concerning the actual choice of b, it is advisable from the practical point of view that one does not need
to compute a derivative of the residual of the momentum equation. For this reason, it is suggested to use
the following form, which is obtained from the divergence form with integration by parts:
b(u,v,w) = (∇ · (uvT ),w) = −(uvT ,∇w). (11)
The two terms b(RMh ,uh,vh) and b(uh,R
M
h ,vh) are known as cross-stress terms, and b
(
RMh ,R
M
h ,vh
)
as the
subgrid (or Reynolds-stress) term. Using (11), (uvT ,∇w) = (v, (∇w)Tu) and (∇v)u = (u · ∇)v, one gets
for the first cross-stress term in (10):
b
(
RMh ,uh,vh
)
= − (RMh (uh)T ,∇vh) = − (uh, (∇vh)TRMh ) = − (RMh , (∇vh)uh) = − (RMh , (uh · ∇)vh) ,
(12)
which together with the last term in the left-hand side of (10) gives:
b
(
RMh ,uh,vh
)− (RMh ,∇qh) = − (RMh , (uh · ∇)vh +∇qh) . (13)
This term corresponds to the well known stabilization term of the Streamline-Upwind Petrov-Galerkin
(SUPG) method for the convection field uh. One can also observe the contribution of the so-called grad-div
stabilization term by inserting the concrete formula of the residual of the continuity equation into (10), that
is:
(τc∇ · uh,∇ · vh) . (14)
Similarly, using (11) and (uvT ,∇w) = (v, (∇w)Tu), one obtains for the second cross-stress term and the
subgrid term in (10):
b
(
uh,R
M
h ,vh
)
= − (uh(RMh )T ,vh) = − (RMh , (∇vh)Tuh) , (15)
b(RMh ,R
M
h ,vh) = −
(
RMh (R
M
h )
T ,vh
)
= − (RMh , (∇vh)TRMh ) . (16)
Considering formulas (12) and (15) for the cross-stress terms, and formula (16) for the subgrid term, the
RB-VMS method (10) can be expressed as:
Find uh : (0, T )→ Vh, ph : (0, T )→ Qh satisfying
(∂tuh,vh) + ν (∇uh,∇vh) + ((uh · ∇)uh,vh)− (ph,∇vh) + (∇ · uh, qh)−
(
RMh , (uh · ∇)vh + C∇qh
)
− (RMh , (∇vh)Tuh)− (RMh , (∇vh)TRMh )+ (τc∇ · uh,∇ · vh) = (fh,vh), (17)
for all (vh, qh) ∈ Vh × Qh. The formulation (17) provides the complete RB-VMS method, which retains
numerical consistency in the FE equations, in the sense that the continuous solution exactly satisfies the
discrete equations, whenever it is smooth enough. In this paper, both ISS and EO conforming FE pairs
would be explored. For this reason, we have added the constant C in formulation (17), so that C = 1 when
using EO FE pairs, and we will drop the dependency of the pressure stabilization term from (17) when using
ISS FE pairs by fixing C = 0. We recall that in (17) the terms(
RMh , (uh · ∇)vh +∇qh
)
and τc (∇ · uh,∇ · vh)
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are the classical stabilization terms of the SUPG and grad-div methods, respectively. In this paper, we
are interested in performing numerical studies also with a simplified model arising from (17), which is the
classical SUPG method together with grad-div stabilization:
Find uh : (0, T )→ Vh, ph : (0, T )→ Qh satisfying
(∂tuh,vh) + ν (∇uh,∇vh) + ((uh · ∇)uh,vh)− (ph,∇vh) + (∇ · uh, qh)−
(
RMh , (uh · ∇)vh + C∇qh
)
+ (τc∇ · uh,∇ · vh) = (fh,vh), (18)
for all (vh, qh) ∈ Vh ×Qh, again for both ISS (C = 0) and EO (C = 1) FE pairs.
2.3. Local projection stabilization methods
Local Projection Stabilization (LPS) methods are stabilization methods that provide specific stabilization
of any single operator term that could be a source of instability for the numerical discretization. They were
introduced in [6] and they could be viewed as simplifications of the two-scale RB-VMS method described in
the previous section. Indeed, LPS methods are not fully consistent (only specific dissipative interactions are
retained), but of optimal order with respect to the FE interpolation. The fact that the stabilization enjoys
the right asymptotic behavior without full consistency allows to decouple the stabilization of the pressure
and the velocity, without having all the residual terms coupled, thus relying on a term-by-term structure.
This feature could be considered an important advantage with respect to the more complex RB-VMS method
in view of practical implementations such as to perform the numerical analysis, since it leads to a simpler
and less expensive structure. Different variants of LPS methods have been investigated during the recent
years for incompressible flow problems. The main common feature is that, thanks to local projection, the
symmetric stabilization terms only act on the small scales of the flow, thus ensuring a higher accuracy with
respect to more classical stabilization procedures, such as penalty-stabilized methods, cf. [19]. Thus, the
effect of LPS is on the one hand to improve the convergence to smooth solutions. On the other hand, for
rough solutions, LPS limits the propagation of perturbations generated in the vicinity of sharp gradients,
potentially maintaining these schemes as suitable and useful tools for the simulation of turbulent flows.
As a single rule, the structure of LPS method is achieved by considering in the RB-VMS method (17)
just the specific dissipative interactions that stabilize convection and pressure gradient, and by introducing
local L2 projections in the approximation of the unresolved scales, in such a way the symmetric stabilization
terms only act on the small scales of the flow. This leads to a family of methods, associated to the choice
of the actual local L2 projection.
The main derivation of LPS methods will be introduced here for the NSE (1). The stabilization effect
is achieved by adding least-squares terms that give a weighted control on the fluctuations of the quantity
of interest. This control is based upon a projection operation pih : L
2(Ω) 7→ Dh onto a discontinuous FE
space Dh (the “projection”space). This space is built on a grid Mh formed by macro-elements built from
the triangulation Th of Ω. The component-wise extension of pih to vector functions is denoted by pih. The
LPS approximation of the NSE reads:
Find uh : (0, T )→ Vh, ph : (0, T )→ Qh satisfying
(∂tuh,vh) + ν (∇uh,∇vh) + ((uh · ∇)uh,vh)− (ph,∇vh) + (∇ · uh, qh)
+ (τmkh((uh · ∇)uh),kh((uh · ∇)vh)) + (τmkh(∇ph),kh(C∇qh)) + (τc∇ · uh,∇ · vh) = (fh,vh),
(19)
for all (vh, qh) ∈ Vh×Qh. In (19), kh = I −pih is the “fluctuation”operator, being I the identity operator.
Also, the additional grad-div term stabilizing term has been added, since not exactly divergence-free FE
pairs would be explored. As before, we have added the constant C in formulation (19), so that C = 1 when
using EO FE pairs, and we will drop the dependency of the pressure stabilization term from (19) when using
ISS FE pairs by fixing C = 0.
The stability of LPS methods is based upon local inf-sup conditions (see [1], Section 6.2): The local
restriction Vh(M) of the velocity space Vh (the “approximation”space) to any macro-element M ∈ Mh
must be rich enough in degrees of freedom with respect to Dh(M), much as in mixed methods the global
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velocity space Vh must be rich enough with respect to the pressure space Qh to achieve the standard discrete
inf-sup condition [13, 14]. With this purpose, two main approaches of LPS methods have been proposed (see
[20]): In the one-level approach, the approximation space is enriched such that the local inf-sup condition
holds and both Vh and Dh are built on the same mesh. In the two-level approach, the projection space is
built on a coarser mesh level to satisfy the local inf-sup condition. It is possible to consider overlapping sets
of macro elements (see [21]). In this work, we will restrict numerical studies to the one-level LPS method
(defined on a single mesh), considering Pbubble2 /Pdc1 ISS FE pair on the one hand, and Pbubble2 /Pbubble2 EO
FE pair on the other hand, with projection space Dh = Pdc1 , i.e. the discontinuous version of P1.
2.3.1. Local projection stabilization by interpolation
A further simplification of LPS schemes is achieved when the local L2 projection operator pih is replaced
by an interpolation operator from [L2(Ω)]d onto a projection space Dh formed by continuous FE (see [8]).
To describe this approach, assume that the discrete velocity and pressure spaces Vh and Qh are formed by
piecewise polynomial functions of degree k at most, e.g.
Vh = Pk ∩V, Qh = Pk ∩Q. (20)
It is assumed that pih is some locally stable approximation operator from [L
2(Ω)]d onto Dh = Pk−1,
satisfying optimal error estimates. In practical implementations, we choose pih as a Scott–Zhang-like [22]
linear interpolation operator in the space P1 (since we consider P2 as FE velocity space), implemented in
the software FreeFem++ [23]. This interpolant may be defined as
∀x ∈ Ω, pih(v)(x) =
∑
a∈N
Πh(v)(a)ϕa(x),
where N is the set of Lagrange interpolation nodes of P1, ϕa are the Lagrange basis functions associated
to N , and Πh is the interpolation operator by local averaging of Scott–Zhang kind, which coincides with
the standard nodal Lagrange interpolant when acting on continuous functions (cf. [8], section 4). This is
an interpolant that just uses nodal values, and so is simpler to work out and more computationally efficient
than the variant of the Scott–Zhang operator introduced in [24] for the Stokes problem, which is instead an
operator defined from a node-to-element map and requires integration on mesh elements. The LPS method
by interpolation is still stated by (19), but assuming that the grids Th and Mh coincide. The stability of
this LPS method by interpolation follows from a specific discrete inf-sup condition (see [9], Lemma 4.2).
Therefore, this method presents the same structure of the Streamline Derivative-based (SD-based) LPS
model [25, 26], but it differs from it because at the same time it uses continuous buffer functions, it does not
need enriched FE spaces, it does not need element-wise projections satisfying suitable orthogonality proper-
ties, and it does not need different nested meshes. An interpolant-stabilized structure of Scott–Zhang type
replaces the projection-stabilized structure of standard LPS methods. The interpolation operator takes its
values in a continuous buffer space, different from the discrete velocity space, but defined on the same mesh,
constituted by standard polynomials with one degree less than the FE space for the velocity. This approach
gives rise to a method with reduced computational cost for some choices of the interpolation operator. This
method has been recently supported by a thorough numerical analysis (existence and uniqueness, stability,
convergence, error estimates, asymptotic energy balance) for the nonlinear problem related to the evolution
NSE, cf. [9], using a semi-implicit Euler scheme for the monolithic discretization in time. In particular, the
error analysis reveals a self-adapting high spatial accuracy in laminar regions of a turbulent flow that turns
to be of overall optimal high accuracy if the flow is fully laminar. Numerical simulations of 3D Beltrami
flow in laminar regimes [9] confirm this fact. This also allows to obtain an asymptotic energy balance for
smooth flows.
3. Time discretization and numerical implementation aspects
In this section, we propose a semi-implicit approach for the time discretization, applying the two-step
backward difference formula (BDF2) in order to get the fully discrete schemes. We compute the appro-
ximations unh and p
n
h to u
n = u(·, tn) and pn = p(·, tn), respectively, by using temporal schemes based on
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semi-implicit BDF2, for which the nonlinear terms are extrapolated by means of Newton–Gregory backward
polynomials [27]. In order to abbreviate the discrete time derivative, we define the operator D2t by
D2tu
n+1
h =
3un+1h − 4unh + un−1h
2∆t
, n ≥ 1. (21)
We consider the following extrapolation for the convection velocity: ûnh = 2u
n
h − un−1h , n ≥ 1, in order
to achieve a second-order accuracy in time for all methods. For the initialization (n = 0), we consider
u−1h = u
0
h, being u
0
h the initial condition, so that time schemes reduce to semi-implicit Euler method for the
first time step (∆t)0 = (2/3)∆t.
For all methods, the following expressions of the stabilization coefficients are used in the fully discrete
schemes
τnm = diag([τ
n
m]
d), with τnm(K) =
(
γ2
∆t2
+ d c21
ν2
(hK/k)4
+ c22
UnK
(hK/k)2
)−1/2
, (22)
and
τnc (K) =
(hK/k)
2
d c1τnm(K)
, (23)
by adapting the form proposed in [28, 29], designed by a specific Fourier analysis applied in the framework
of stabilized methods. In (22)-(23), γ denotes the order of accuracy in time, d is the dimension of the
problem, c1 and c2 are user-chosen positive constants, hK is the diameter of element K, k is the polynomial
degree of the velocity FE approximation, and UnK is some local speed on the mesh cell K at time step n,
n = 0, 1, . . . , N − 1. In this work, we have γ = 2, d = 2, and k = 2. Also, the values of the constants c1 and
c2 are chosen to be c1 = 4, c2 =
√
c1 = 2 (cf. [30]), and we set U
n
K = ||ûnh||2L2(K)/|K|, with |K| denoting the
surface (or volume, if d = 3) of element K. Thus, the stabilization coefficients reads
τnm(K) =
(
4
∆t2
+ 32
ν2
(hK/2)4
+ 4
||ûnh||2L2(K)/|K|
(hK/2)2
)−1/2
, (24)
and
τnc (K) =
(hK/2)
2
8τnm(K)
. (25)
In the following subsections, we specify in detail how it reads the fully discrete scheme for one of each
considered method.
3.1. Semi-implicit BDF2 RB-VMS scheme
We consider the time discretization of problem (17) by means of a semi-implicit BDF2 scheme. Similarly
to [11] (section 2), the fully discrete semi-implicit BDF2 RB-VMS scheme consists in solving, for n =
0, . . . , N − 1:
Find un+1h ∈ Vh, pn+1h ∈ Qh satisfying(
D2tu
n+1
h ,vh
)
+ ν
(∇un+1h ,∇vh)+ ((ûnh · ∇)un+1h ,vh)− (pn+1h ,∇vh)+ (∇ · un+1h , qh)
− (RMh (un+1h , pn+1h ), (ûnh · ∇)vh + C∇qh)− (RMh (un+1h , pn+1h ), (∇vh)T ûnh)
− (RMh (un+1h , pn+1h ), (∇vh)TRMh (ûnh, p̂nh))+ (τnc ∇ · un+1h ,∇ · vh) = (fn+1h ,vh), (26)
for all (vh, qh) ∈ Vh ×Qh, where
RMh (u
n+1
h , p
n+1
h ) = τ
n
m
(
fn+1h −D2tun+1h + ν∆un+1h − (ûnh · ∇)un+1h −∇pn+1h
)
,
and
RMh (û
n
h, p̂
n
h) = τ
n
m
(
fn+1h −D2t ûnh + ν∆ûnh − (ûnh · ∇)ûnh −∇p̂nh
)
,
with p̂nh = 2p
n
h − 2pn−1h , and p0h = p−1h for n = 0, so that one has to initialize the pressure (e.g., solve the
steady Stokes problem at t = 0).
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3.2. Semi-implicit BDF2 SUPG scheme with grad-div stabilization
Similarly to (26), for n = 0, . . . , N −1, the semi-implicit BDF2 SUPG scheme with grad-div stabilization
reads:
Find un+1h ∈ Vh, pn+1h ∈ Qh satisfying(
D2tu
n+1
h ,vh
)
+ ν
(∇un+1h ,∇vh)+ ((ûnh · ∇)un+1h ,vh)− (pn+1h ,∇vh)+ (∇ · un+1h , qh)
− (RMh (un+1h , pn+1h ), (ûnh · ∇)vh + C∇qh)+ (τnc ∇ · un+1h ,∇ · vh) = (fn+1h ,vh), (27)
for all (vh, qh) ∈ Vh ×Qh.
3.3. Semi-implicit BDF2 LPS schemes
Apart from the difference in the definition of the projection/interpolation operator pih, the semi-implicit
BDF2 time discretization of both one-level LPS and LPS by interpolation schemes is given, for n = 0, . . . , N−
1, by:
Find uh : (0, T )→ Vh, ph : (0, T )→ Qh satisfying(
D2tu
n+1
h ,vh
)
+ ν
(∇un+1h ,∇vh)+ ((ûnh · ∇)un+1h ,vh)− (pn+1h ,∇vh)+ (∇ · un+1h , qh)
+
(
τnmkh((û
n
h · ∇)un+1h ),kh((ûnh · ∇)vh)
)
+
(
τnmkh(∇pn+1h ),kh(C∇qh)
)
+
(
τnc ∇ · un+1h ,∇ · vh
)
= (fn+1h ,vh), (28)
for all (vh, qh) ∈ Vh ×Qh, where we recall that kh = I − pih is the fluctuation operator.
4. Numerical studies: 2D Kelvin–Helmholtz instability
In this section, we present the numerical study of a two-dimensional mixing layer problem evolving in time
at Reynolds number Re = 104. All computations have been performed with the FE package ParMooN [31],
except for the LPS method by interpolation, for which we used the FE software FreeFem++ [23].
4.1. Model problem and monitored quantities of interest
Following a similar setup as described in [9, 17, 32], we briefly summarize the setting of the model
problem. The problem is defined in Ω = (0, 1)2. Free slip boundary conditions are imposed at y = 0 and
y = 1. At x = 0 and x = 1, periodic boundary conditions are prescribed. There is no external forcing, that
is f = 0. The initial velocity field is given by
u0 =
 U∞ tanh((2y − 1)/δ0)
0
+ cnU∞
 ∂yψ
−∂xψ
 ,
where U∞ is a reference velocity, δ0 is the initial vorticity thickness that will be defined later, cn is a
parameter giving the strength of perturbation, and the stream function is given by
ψ = exp
(−((y − 0.5)/δ0)2) (cos(8pix) + cos(20piy)) .
Let the initial vorticity thickness δ0 = 1/28, U∞ = 1, the scaling/noise factor cn = 10−3, and the inverse of
viscosity ν−1 = 28× 104. Thus, the Reynolds number associated with the flow is Re = U∞δ0/ν = 104. The
mixing layer problem is known to be inviscid unstable, thus the chosen small viscosity makes the solution
very sensitive. Slight perturbations of the initial condition are amplified by the so-called Kelvin–Helmholtz
instabilities. Because of the unstable nature of the problem, this is a challenging test case for the study of
2D turbulence and vortex dynamics in free shear layers of incompressible flows (cf. [33]).
Several attempts have been made in the literature to numerically investigate the Kelvin–Helmholtz
instabilities caused by slight perturbations in the initial condition of the described model problem (both in
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2D and 3D). In particular, it has been deeply discussed in [33], where a direct numerical simulation of a two-
dimensional temporal mixing layer problem was performed, applying a second-order finite difference method
at the high resolution of 2562 grid points with a uniform spacing in each direction. Further numerical studies
for this problem, including LES, VMS and stabilized models, may be found, e.g., in [9, 17, 32, 34–36]. The
corresponding three-dimensional case has been numerically analyzed, e.g., in [36, 37].
For the evaluation of computational results, we consider the vorticity of the flow
ω = ∇× u = ∂xu2 − ∂yu1.
The vorticity thickness is defined by
δ(tn) =
2U∞
supy∈[0,1] |〈ω〉(y, tn)|
,
where 〈ω〉(y, tn) is the integral mean in the periodic direction and is defined as
〈ω〉(y, tn) =
∫ 1
0
ω(x, tn)dx∫ 1
0
dx
=
∫ 1
0
ω(x, tn)dx.
In the computations, this integral was evaluated discretely for all grid lines parallel to the x-axis (cf. [36]),
and the maximum of the computed values was taken to obtain δ(tn). In the evaluation of computations, we
considered the vorticity thickness relative to δ0 : δ(tn)/δ0.
The understanding of the physical evolution of the flow is either done qualitatively, by visualizing the
evolution of the vorticity field through meaningful instants, or quantitatively, by determining the evolution
of the relative vorticity thickness. Some conclusions can be drawn depending on the pairing, position of
the eddies, time at which the pairing happens, and values of the peaks of the relative vorticity thickness,
corresponding to the pairing of eddies. The general behavior of the vorticity field is as follows. Starting from
the noisy initial condition u0, four primary eddies are developed, which then pair to two larger secondary
eddies that are standing for a long time. Finally, the pairing of secondary eddies leads to one larger eddy,
rotating at a fixed position. It can be found in the literature that, depending on the numerical method used
for the simulations, the position of the final eddy is located either at the center of the domain [32, 35] or at
the periodic boundaries [9, 17, 36]. In Section 4.3, prior to a quantitative analysis, plots of the vorticity are
shown, obtained by a reference simulation, which consists of a PSPG method with an additional grad-div
stabilization term, computed on a high resolution level. A comparison with results from the literature is
performed. Complementing the visualization of the vorticity field, the temporal evolution of the relative
vorticity thickness obtained with the studied methods on different refinement levels and on different time
step lengths is discussed in Section 4.4.
In addition to the relative vorticity thickness, we are interested in studying also the temporal evolution of
the following quantities of interest. The kinetic energy of the flow is the most frequently monitored quantity,
given by
kinetic energy EKin =
1
2
‖u(t)‖2L2(Ω) =
1
2
∫
Ω
|u(t,x)|2dx.
For the studied problem, the physically correct behavior of EKin is that it strongly monotonically decreases.
In Section 4.5, we will illustrate the temporal evolution of EKin in our conducted numerical simulations for
all the studied methods on different refinement levels and on different time step lengths.
The next studied quantity of interest is the enstrophy, defined as
enstrophy E = 1
2
‖∇ × u(t)‖2L2(Ω) =
1
2
‖ω(t)‖2L2(Ω) =
1
2
∫
Ω
|∇ × ω(t,x)|2dx.
Similar to the kinetic energy, the enstrophy cannot increase. Numerical studies presented in [32] shows that
the physically correct behavior is a monotone decline from its initial value. Furthermore, a more accurate
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method with a higher resolution leads to a later decrease in enstrophy [32]. This quantity of interest has
been investigated also by other several authors, for details see [38–40]. In Section 4.6, we will illustrate the
temporal evolution of E in our conducted numerical simulations for all the studied methods on different
refinement levels and on different time step lengths.
Finally, we will investigate another important and challenging quantity of interest to be monitored,
known as palinstrophy, which in the context of 2D turbulence drives the dissipation process. Palinstrophy
is defined by
palinstrophy P = 1
2
‖∇ω(t)‖2L2(Ω) =
1
2
∫
Ω
|∇ω(t,x)|2dx.
Note that, in contrast to EKin and E , P can increase in time (cf. [41], Section 3.3). In Section 4.7, we will
illustrate the temporal evolution of P in our conducted numerical simulations for all the studied methods
on different refinement levels and on different time step lengths.
Note that all quantities of interest will be compared with the reference solution.
4.2. Preliminaries to numerical simulations
Our calculations were carried on uniform triangular grids where the coarsest grid (Level 0) is obtained
by dividing the unit square into two triangles. This grid is refined uniformly and the number of degrees
of freedom on finer grids is given in Table 1 for different FE spaces used in the simulation. We show how
sensitive the solution is towards mesh refinement, by comparing three different refined levels of resolution
(Level 5, 6 and 7) that represent under-resolved to well-resolved situations (see Table 1).
The time discretization is performed for all methods with the semi-implicit BDF2 schemes described in
the previous section, using equidistant time steps of length ∆t = 1.25 × 10−2 and ∆t = 3.125 × 10−3. For
the simplicity of presentation, we will use ∆t1 and ∆t2 as abbreviation for the large and small time step
lengths. The final time is set to be T = 7.15.
For the one-level variant of LPS method that needs enriched FE spaces for velocities, we used mapped
FE spaces [31], where the enriched space on the reference cell K̂ = (−1, 1)2 is defined by
Pbubble2 (K̂) = P2(K̂) + b̂4P1(K̂),
with b̂4 the cubic bubble on the reference triangle. Together with the choice Dh(M) = Pdc1 (M) for the
projection space, this space is suited for classical one-level LPS methods. Also, for the one-level variant
of LPS method, numerical studies concerning the choice of stabilization parameters suggests that a good
choice is τm = C0hK and τc = C0hK , where δ0 ∈ (0, 1), see [42]. Based on these studies and on our own
experience, the parameter C0 is set to be 0.1 in all simulations for the one-level variant of LPS method. For
all other methods, standard P2 FE spaces were used for velocities.
All monitored quantities of interests for the Kelvin–Helmholtz instability problem in our computational
results are compared with the reference solution obtained by a PSPG method together with grad-div stabi-
lization using P2/P2 FE on a very fine mesh (Level 8), and the small time step length ∆t = 3.125× 10−3.
In addition to that, we will also compare our results with those ones presented in [32]. In [32], for the
same setup of the problem, numerical studies were performed with higher-order divergence-free FE on finer
meshes. More precisely, exactly divergence-free H(div) based on Raviart–Thomas FE of order 3 (RT3) were
used on four different refinement levels in space for velocities. For the time discretization, a multi-step IMEX
time stepping scheme based on BDF2 that combines BDF2 with a second-order Adams-Bashforth scheme
were applied. In comparison to that, our computational results are obtained using almost two-times coarser
meshes (compared to Level a, b, c in [32], Table 2), and much cheaper FE and time discretizations.
In the following, each monitored quantity of interest will be discussed and compared separately for all
the methods presented in the previous sections. Numerical simulations were done both with EO P2/P2 and
ISS P2/P1 FE for the pair velocity/pressure on different refinement levels. In the case of the one-level LPS
method, EO Pbubble2 /Pbubble2 and ISS Pbubble2 /Pdc1 FE pair are used. We will also analyze in detail the effect
of time step lengths on the computational results.
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Table 1: Overview of meshes and degrees of freedom (d.o.f.).
Level h P2 d.o.f. P1 d.o.f. Pbubble2 d.o.f. Pdc1 d.o.f.
5 4.419× 10−2 8 320 1 056 12 416 6 144
6 2.210× 10−2 33 024 4 160 49 408 24 576
7 1.105× 10−2 131 584 16 512 197 120 98 304
4.3. Evolution of the flow
The physical evolution of the flow can be described with the help of the involved vortices presented in
Figure 1. These results correspond to the reference solution, obtained using the PSPG method with grad-div
stabilization on Level 8, with (P2/P2) FE and ∆t = 3.125 × 10−3 for the semi-implicit BDF2 scheme. In
particular, Figure 1 present the evolution of the vorticity through meaningful time instants. To compare
the results, the vorticity pictures for our reference solution are shown at the same time instants as in [32].
It can be seen that, starting with the initial noise, four primary vortices develop between 10 and 20 time
units t¯ = δ0/U∞, in agreement with [32]. Also, the four primary vortices merge at about 35 time units,
as observed in [32]. Always in agreement with [32], the two secondary vortices are standing for a certain
period of time. However, the instant in time where the second pairing occurs is strongly dependent on which
method, solver and resolution are used. For instance, considering t = 155t¯, the two primary vortices in our
simulations are still clearly separated and almost aligned parallel to the x-axis, and they start to approach
each other towards the periodic boundary at t = 165t¯. On the other side, in [32], the two secondary vortices
are already moving towards each other at t = 155t¯, and the last vortex is located in the center of the domain.
Thus, independent of the time instant in which the last pairing occurs, our results are in agreement with
the ones presented in [9, 17, 36], where the final vortex rotates near the periodic boundary, while in [32, 35]
the last vortex rotates in the center of the domain, so there is no consensus in the literature concerning the
location of the last vortex, and one can conclude that different discrete settings generally lead to different
final states. Note that besides the main vortices, fine-scale flow structures too are captured very well. Such
structures are not so numerically dissipated by the proposed method, which thus gives a better resolved
evolution with respect to [9, 17].
4.4. Vorticity Thickness
The temporal evaluation of the relative vorticity thickness δ/δ0 for all methods on different refinement
levels is displayed in Figures 2 and 3 using EO FE and in Figures 4 and 5 using ISS FE. The computational
results with time step lengths ∆t1 and ∆t2 are compared here. The formation of succeeding peaks in the
evolution of the relative vorticity thickness corresponds to the pairing process of the eddies. For the reference
solution, the local maximum δ/δ0 = 6.2 at t = 33.5t¯ indicates the pairing of two eddies from four and this
is very much comparable with the first pairing in [32]. Comparing the relative vorticity thickness computed
with all stabilization schemes on different refinement levels clearly indicates that the first pairing occurs at
the same time except for the coarse grid simulation. After that, the relative vorticity oscillates until the
next pairing of eddies occurs. The pairing of the final eddy happens somehow at different time for different
stabilization methods. Considering the red-curves (refinement level 7) in Figure 2 for ∆t1, we clearly see
that, for the RB-VMS method, the merging of the two secondary eddies into one vortex starts later, at time
t = 160t¯, in agreement with the finest simulation in [32]. On the other side, this is slightly anticipated for
SUPG method (t = 140t¯), and one-level and interpolation based LPS methods (t = 120t¯). On the other
hand, for the small time step length ∆t2 in Figure 3, in the case of RB-VMS method, the last pairing occurs
a bit earlier than for the large time step length ∆t2. However, the SUPG method behaves very similar to
the reference solution, for which last pairing occurs at t = 180t¯, even on the coarser meshes (level 6). The
two versions of the LPS methods are almost comparable to each other, except for the coarsest mesh (level
5). Thus, note that the development of the vorticity thickness strongly depends on the mesh refinement. In
particular, the last pairing process, where two secondary eddies merge to become one, is very sensible with
respect to how accurate the simulation is. However, the actual values of the amplitudes of the various peaks
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Figure 1: Colored vorticity field (blue: intense vorticity, red: irrotational outer flow) for reference solution (PSPG method
with grad-div stabilization on Level 8 using P2/P2 FE and semi-implicit BDF2 scheme with ∆t = 3.125× 10−3) at time units
10, 20, 30, 40, 100, 155, 165, 180, 200 (left to right, top to bottom).
are almost identical for all refinement levels, and in agreement both with our reference solution and results
in [32].
A similar conclusion can be made for ISS FE by comparing with EO FE case, see Figures 4 and 5. One
can see that the mesh refinement and time step lengths have again a considerable influence on the temporal
development of the vorticity thickness, but the values of the amplitude are almost identical. In addition, a
mesh convergence can be seen for the one-level variant of LPS method in the case of small time step length.
Altogether, the EO SUPG method with small time step length is superior to all other methods, since almost
approach the very fine reference solution on relatively coarse grids. However, the EO RB-VMS method and
ISS SUPG method with small time step also perform quite well, being almost in agreement with the finest
simulation in [32].
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Figure 2: Temporal evolution of vorticity thickness with EO–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.0125.
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Figure 3: Temporal evolution of vorticity thickness with EO–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.003125.
4.5. Kinetic Energy
The temporal evolution of the total kinetic energy for all considered method will be discussed in this
section. Figures 6–9 presents the evolution of the total kinetic energy for EO and ISS pair of FE on different
refinement levels and for different time step lengths. In principal, an evolution exhibiting a monotone
decaying total amount of kinetic energy has to be physically expected, since the initial velocity distribution
is subject to a non-zero viscosity, and no additional energy input is provided. First, consider the case of
the large time step length ∆t1. The results presented in Figure 6 shows some increase in the total kinetic
energy in certain time intervals for all methods and grid levels, except for the one-level LPS method, being
oscillations more evident in the case of the LPS by interpolation method. This is clearly not a physical
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Figure 4: Temporal evolution of vorticity thickness with ISS–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.0125.
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Figure 5: Temporal evolution of vorticity thickness with ISS–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.003125.
behavior and there is no mechanism in this problem which could excite it. In our opinion, this numerical
experience suggests that RB-VMS, SUPG, and especially LPS by interpolation methods, when coupled with
less time consuming semi-implicit discretizations in time, are rather restrictive in terms of time step length in
order to guarantee stability, that is they would require a finer time step length with respect to the one-level
LPS method to achieve a correct physical behavior, not influenced by numerical stability issues. In any
case, note that for all methods, also for the one-level LPS method, the large time step causes an excessive
dissipation (up to a 2% for the coarsest level), traduced in a higher overall energy loss when compared to
the corresponding results in [32], and mesh convergence for the kinetic energy is not achieved for the finer
meshes. On the contrary, a monotonically decreasing kinetic energy is obtained for all the methods using
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Figure 6: Temporal evolution of kinetic energy with EO–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.0125.
the small time step length ∆t2, which can be seen clearly in the Figure 7. The only exception here is the
coarsest level for the LPS by interpolation method, probably due to the fact that for this very simplified
VMS stabilized method this space resolution is to low to guarantee stability. However, for the one-level LPS
method, mesh convergence is still not reached, which is indeed the case for all other methods on finer grid
resolutions, i.e. levels 6 and 7. In these cases, the kinetic energy decreases very slowly, around 0.3%, as
in [32], and results are almost comparable on the finest grid to the ones provided by the reference solution,
being almost identical for SUPG and LPS by interpolation methods (slightly more pronounced differences
are noticeable for RB-VMS method).
Similar conclusions as for EO FE can be drawn for the computational results obtained by using ISS FE,
see Figures 8 and 9.
4.6. Enstrophy
The temporal evolution of the enstrophy is plotted in Figures 10–13 for all methods. Actually, as for
the vorticity thickness, the stages of the enstrophy curves are directly connected to the pairing of vortices
in the computation. Therefore, a more accurate method with higher resolution leads to a later and slower
decrease in the enstrophy. Similar to the kinetic energy, the amount of the initial enstrophy is almost same
for all simulations and results into a different final enstrophy for different refinements. A sudden decrease in
the estrophy can be seen according to the pairing of eddies at different times. In agreement to the relative
vorticity thickness and total kinetic energy, the best results in comparison with the reference solution and
finest solution in [32] are obtained by EO SUPG method with small time step length ∆t2, see Figure 11
(top right), for which a sort of mesh convergence is again reached.
As before, note that there are no much noticeable differences between the use of EO and ISS FE also for
the enstrophy results.
4.7. Palinstrophy
The palinstrophy is one of the most sensitive quantity of interest, which makes it perfect to select the
best results among comparisons. In Figures 14–17, the temporal evaluation of the palinstrophy is presented
for all methods using EO and ISS FE on different refined meshes with time step lengths ∆t1 and ∆t2. In
contrast to kinetic energy and enstrophy, palinstrophy can increase, and actually local maxima are almost
attained once merging processes of the vortices terminate. Reference solution indicates that the last merging
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Figure 7: Temporal evolution of kinetic energy with EO–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.003125.
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Figure 8: Temporal evolution of kinetic energy with ISS–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.0125.
process does not terminate before t = 200t¯. Over all, also in terms of magnitude, the closest results are
obtained again by EO SUPG method with the small time step length ∆t2, where one can see that the last
merging process is still not ended at t = t¯ = 200. However, we have to stress that this quantity, both in
magnitude and time intervals for local maxima, is highly dependent on the studied method, refinement level,
FE pairs, and time step lengths.
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Figure 9: Temporal evolution of kinetic energy with ISS–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.003125.
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Figure 10: Temporal evolution of enstrophy with EO–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom left),
and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.0125.
5. Summary and outlook
In this paper, we compared two-scale VMS stabilized FE methods for the simulation of the incompressible
NSE. These methods are widely used as one of the most promising and successful approaches that seek to
simulate large-scale structures in turbulent flows. The space discretization for the studied methods using
both ISS and EO FE is combined with a second-order semi-implicit time stepping scheme, based on BDF.
Relatively coarse grids are chosen for the space discretization, using from large to small time step lengths.
Several variants of two-scale VMS approaches, from fully residual-based to weakly consistent, have been
applied to the simulation of 2D Kelvin–Helmholtz instabilities, triggered by a plane mixing layer at high
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Figure 11: Temporal evolution of enstrophy with EO–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom left),
and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.003125.
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Figure 12: Temporal evolution of enstrophy with ISS–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom left),
and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.0125.
Reynolds number Re = 104.
Section 4 presents in particular the detailed comparison of RB-VMS, SUPG, one-level variant of LPS
and LPS by interpolation methods using both EO and ISS pair of FE on rather coarse grid levels and with
different time steps, with the aim of studying their influence on the accuracy of the numerical solutions.
We discuss the numerical performances of all studied methods, by monitoring relevant quantities of interest,
such as relative vorticity thickness, kinetic energy, enstrophy, and palinstrophy. From the computational
point of view, note that this problem is very sensitive and results strongly depend on the used methods,
grid refinement, and time step lengths.
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Figure 13: Temporal evolution of enstrophy with ISS–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom left),
and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.003125.
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Figure 14: Temporal evolution of palinstrophy with EO–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.0125.
Through our numerical experiences, we have shown, for all methods, the need to consider a relatively
small time step, both to prevent numerical stability issues proper of a less expensive semi-implicit time
stepping scheme used here, leading for some methods to wrong results from the physical point of view
(see, e.g., increase/oscillations in the kinetic energy), and to guarantee not excessive numerical dissipation.
Altogether, based on the presented numerical studies, it turns out that the EO SUPG method with the small
time step length outperforms all other studied variants. Closest results to this best performing method are
attained by RB-VMS method, for which however the extra terms seem to not provide increased accuracy for
the studied problem on relatively coarse grids, and thus there seems to be no reason to extend the simpler
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Figure 15: Temporal evolution of palinstrophy with EO–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.003125.
0 20 40 60 80 100 120 140 160 180 200
104
105
time in units
1 2
‖∇
ω
h
‖2 0
ISS RB-VMS
Level 5
Level 6
Level 7
reference
0 20 40 60 80 100 120 140 160 180 200
104
105
time in units
1 2
‖∇
ω
h
‖2 0
ISS SUPG
Level 5
Level 6
Level 7
reference
0 20 40 60 80 100 120 140 160 180 200
104
105
time in units
1 2
‖∇
ω
h
‖2 0
ISS one-level LPS
Level 5
Level 6
Level 7
reference
0 20 40 60 80 100 120 140 160 180 200
104
105
time in units
1 2
‖∇
ω
h
‖2 0
ISS LPS by Interpolation
Level 5
Level 6
Level 7
reference
Figure 16: Temporal evolution of palinstrophy with ISS–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.0125.
SUPG method by the higher order terms of the more complex RB-VMS method in this case. On the other
side, LPS methods, which are not fully consistent, but of optimal order with respect to the FE interpolation,
despite their appealing structure both in terms of practical implementations such as to perform the numerical
analysis, seems to need higher space resolutions in order to achieve the same accuracy of fully residual-based
VMS stabilized methods.
As a future research direction, we plan to compare the selected best performing two-scale VMS stabilized
methods towards several variants of three-scale VMS methods that use turbulent eddy viscosity (in a more
or less sophisticated manner) to model the effect of subgrid scales, also on more complex problems presenting
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Figure 17: Temporal evolution of palinstrophy with ISS–FE: RB-VMS (top left), SUPG (top right), one-level LPS (bottom
left), and LPS by interpolation (bottom right), on different mesh refinement levels, ∆t = 0.003125.
genuine 3D turbulent structure, like 3D turbulent channel flow.
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