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RÉSUMÉ 
C m ' moir xpo un nouv 11 m ' thode de calcul des probabilités du premier temps de 
passage d 'un proc ssus stochastique à trav rs un courbe dét erminist e. Le calcul se fait par 
d appr ximati n à trav r d imulati n dans un algorithme qui e base sur le résultat 
d la probabilit ' xact l pas ag d 'un mouvement brownien à travers une courbe de 
Daniel ( ) . Les résultats de imulation obtenus ont compar 's avec ux obtenus par un 
m , tho le Monte Carlo ou par un autr algorithme. 
Mot clé : Proce su de diffusions , premi r temps d passag , courbe de Daniels . 
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I TRODUCTIO 
ou nou int' r s on dan ce mémoir à la probabilit ' du premier t emps de pa age 
d 'un pro t o ha tiqu à travers un barrière que nou pouvon repr ' enter par une 
' qua i n dét rmini t qui d ' p ndra d la variable t emp t. Le appli ations de cette pro-
bl' matiqu ont nombr use t dan de domaine t rès diver es tel que la physiqu (The 
Kram r pr blem) la himi , la .financ te. 
Un olution · xa t du probl ' m d la probabilit ' d premier pa age n et pa évident . 
Ceci t dû à la omplexit , d s proc ssu ou à d diffi. ulté de calcul. De plu , le résultat 
pour d s alcul num ' riqu s ou d simulation sont en général trop grossiers . Soit la 
variable T r prés ntant 1 t mp du premi r pa ag alor , la probabilité r her hé dan 
un int rvall [O T l, où T r pr ' nt 1 ' h ' an , t donn , par c tt formule 
P(T < T ) = 1T J (t) dt = p (0.0.1 ) 
Pour al uler la probabilit ' p (0.0 .l ), nou avon d ux appro h s po sibl la r 'solution 
analytiqu d l'équation ou bi n l 'approch d imulation en imulant un grand nombre 
d cénario po ible , pour n uite évalu r la probabilit , d façon mpiriqu . 
Ce d ux méthodes ont évidemment 1 ur avantage 
dan 1 as d méthode exa te et ou rtain 
t leurs inconv ' ni nts. Par ex mple, 
, on p ut fa il m nt d ' t rmin r 
1 s rr urs d pr , cision contrairem nt aux méthode de imulation où 1 d gré d pr ' ci ion 
e t très diffi. il à ' t ablir. L'in onvéni nt de m ' thod xact s est qu les t emps de calculs 
ont tr ' longs. Dans 1 s rn ' thodes par simulation l'avantag st qu la simulation d s 
traj ectoir s t tr ' rapid t qu 'il exi t e plein d modèle pour arn'lior r tt probabilit ' 
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tout en rédui ant 1 s t mp de calculs. Parmi c s m ' thod s nous pouvon citer le modéle 
Di ardo (2) ou d la m'thod d Durbin. 
Nous nous somme fo cali ' dans c mémoire ur la méthode par imulation en e basant 
sur plu i urs études et art icle du domain . Nous avon essayé d 'approcher la probabilit' 
du premier t mps de passage d 'un proc ssu tochastique à travers un courb d 't rmini t 
S(t) , t > 0 n proposant un nouv 1 algorithme qui donne des résultats assez intér ssants. 
Cet algorithme est meill ur n pr ' cision et en temp de calcul qu une simpl m 'thod 
Mont' Carlo ou celle de Di ardo (2). 
Afin d 'am ' lior r notre estimation de la probabilit ' du premier temps de pa ag nous avon 
découp r l'intervalle de temps n plu ieur parties de même taille 6.t et simuler d s ponts 
de diffusion dans chaque parti . L'approximation d un pont de diffusion a fait l'obj t d 
plusieur travaux dan le domain de la simulation. Girauda Sacerdote et Zucca propo nt 
dans (5) de imuler pour chaqu sous-intervalle de proce u attachés en utili ant s-
senti 11 m nt un schéma d 'approximation Kloden Platen avec un ordre de convergenc d 
1.5. Des r 'sultat plus récent de Lin, Ch n t terre Myk ( 6) ou S0rensen et Bladt (7) 
sont aussi intére ants dans c domaine afin d 'améliorer l'estimation de la probabilité du 
premi r t emps de passage . 
Les méthod s ci-des u pourrait , dans d nombreux cas , être améliorée de manière signifi-
cative en appliquant la transformation d Lamperti à la fois sur le pro essus original t la 
frontièr t 1 que de décrit par xempl dans (9). 
En effet po ons 
/_
X 1 
F(x) = _ O'(u) du (0.0.2) 
en upposant que F(x) st bijictiv , le problème de départ serait équivalent à la recherche 
de la d nsité de premier temps d pas ag de 
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Ts* = inf{ t > OIY(t) = S*(t)} 
où la nouvelle barrière et donn' par S*(t) = F(S(t)). Par la formule d 'Itô le proc ssus 
stocha tique (Ytk~o satisfait 
dY(t) = b(Y (t)) dt + dW(t ), Y(O) = F(x0 ) (0.0.3) 
où 
b( Y( ·)) = µ(F- 1 (Y(t))) _ ~ 80-(F- 1 (Y(t))) 
t , t o-(F- 1 (Y(t))) 2 Bx . (0.0.4) 
L'él'm nt d diffusion du pro s u Y(t) et con tant , alor 1 imple pont browni n devi nt 
un bonn approximation du pont d diffusion. 
Grâc aux ré ultat d ( ) t pour un courbe S(t) spécifique nou avons la formule exacte 
de la probabilité de pa sage à travers (t) . Les résultat s s ront d ' t aill' dans les différents 
hapitre d c mémoire. 
Le mémoir est composé de troi chapitr s. L premier porte sur des définitions générales 
des proc ssus tochastiqu t 1 s probabilités du premier t emp d passag à travers plu-
sieur typ d fronti 'r s. Dan le cond chapitre, nous exposons le raisonn ment qui nous 
a conduit à notr algorithme et nou parlons d la méthode de imulation de la probabilité 
d pr mier t emp de pa ag par l 'approximation lo ale de la barrière par une courbe de 
Dani ls t par l 'approximation local du proce su par un proce sus attaché. ou expo on 
final m nt nos r 'sultats dans 1 hapitr 3 en comparant notre algorithme avec d 'autre 
m ' thod s en fonction d la qualité d 1 approximation du résultat et au temps de calcul. 
CHAPITRE I 
Dan e char itr nou rapp lon qu lqu d ' finit ion t r ' ultat a.fin d fa iliter la om-
préh n ion d notr travail. Le diff' r nt s d , finitions sont ent iellement t iré de ( 1). 
1.1 D' fini tion g'n'rales 
Afin de mod' lis r un év' n m nt aléatoire qui pr nd un s' ri d val ur dans 1 t mp , 
omme 1 prix d un option dan un marché financi r ou 1 changement de températur 
sur une c rtaine périod d t mp , on fait app 1 aux pro 
connus et utilis,, e t 1 Mouv m nt browni n. 
1.1.1 Mouvement Browni n 
tochastique . Un d s plu 
Définition 1.1.1. Le proce su tochastique en t mp continu et à état continus1 {W(t) t ~ 
O} st appelé processus de Wi ner1 ou mouvement browni n1 si : 
W(O) =O; 
{W(t) t ~ O} possèd d accrois m ents indépendant t tationnair 
- W(t) suit un loi normal (0, 0"2t) 1 'ï/t > O. 
Le proces us {B(t) ,t ~ O}, défini par 
B(t) = W(t) 
(J' 
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s app ll mouv ment browni n standard. 
Définition 1.1.2. L mouv m nt browni n avec dérive est une transformation du proc ssus 
d Wi n r. Soit 
D(t) = oB(t) + µt. 
où { B ( l) t ;;;: 0} est un mouvement brownien standard et les paramètre µ E IR et a > 0 
ont app l ' r p ctiv m nt1 co ffici nt de dériv t co ffi i nt d diffusion. 
Définition 1.1.3. Le mouvement brownien géom 'triqu est obt nu n pr nant l 1exponen-
ti ll d 1un mouv ment browni n avec d 'riv. Soit {D (t) t;;;: O} unproc ssus d Wiener de 
coefficients de dériv µ et de diffusion a 2 . On po e : 
Y(t) = D(l) , pour tout t ;;;: 0 
Il po 'd l propriétés suivantes : 
1.1.2 Pont Browni n 
1 2 
my(y) = µy - 2a y , 
Vy (y) = a2y2 . 
(1.1.1) 
L s proce u vu en haut ont défini pour de valeur de la variabl s t dans 1 int rvalle 
[O, ) . Le pont brownien est un pro ce us a z int, r s ant qui e t bas, sur 1 mouvement 
browni n tandard {B(t) , t;;;: O}. App lé parfoi proc ssu le Wiener attaché mais 1 plus 
souvent pont browni n , il e t défini pour t E [O, l ] ulement. C'est un proc u d diffu ion 
conditionnel ar on uppose que B(l) = O. C'e t omme i le proc u ainsi obt nu 'tait 
attaché à s s deux xtrémité . 
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Définition 1.1.4. Soit {B (t) , t ~ O} un mouvem nt brownien standard. Le processus 
stochastique conditionnel { Z ( t) , 0 ~ t ~ 1} , où 
Z(t) = B (t) - tB (l) 
est appelé pont brownien. 
1.1.3 Pro us Gau -Markov 
(Xt)t?O est un proc s u d Gau s-Markov s' il t n m Am t mp , Gau si n t po sèd la 
p ropri 't' de Markov. (Xt)t?O atisfait au iles propri 't's suivant 
- Soit h(t ) un fo nction non null de t le pro ssu Z(t) = X(f (-t)) st un proc s us 
de type Gauss-Markov. 
- Soit J(t) une fonction non décrois ante alor 1 pr 
proc ssus d typ Gauss-Markov. 
u Z ( t) = X (f ( t)) t un 
ce proc u e t caractéri é par le quant ité uivante 
- m(t) = E[Xt] 
- c( , t) = E[(Xs - m(s))(Xt - m(t))] = c(s~(2~~),t) où < u < t · 
_ (t) = h1 (t) 
r h2(t ) · 
1.1.4 Proc ssus d diffusion et pr mi r t mp d passag 
Soit Xt un proces u de diffu ion homogène. Xt e t la olut ion d l ' ' quation différ nt i 11 
to hastiqu 
(1.1.2) 
Xo = xo 
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où Bt t un mouv ment brownien tandard ur un e pace de probabilit ' muni d 'un filtra-
tian fft av un intervall d diffu ion I = [ri r 2] où r 1 , r 2 E ( -
et a-: ~ x ~+-+ ~+ ont d fon tian li e born 'e . 
) et µ : ~ X ~+ -+ ~ 
Nou app lon un barri ' r un euil qu on d'finit , une barrière peut êtr con tante dé-
t rmini t e ou aléatoire. Soit S(t) un barri ' r qui dépend du t mp ( d 't rmini t e), nou 
suppo on qu c tt barri ' r st continu t diff'r ntiabl . Et soit Ts 1 pr mi r t emps où 
1 pro u X t att int cette barrière. On définit le premi r t mps d pa sag la variabl 
aléatoire Ts 
T · = inf{t > tolXt = S(t) ; Xt0 = xo} (1.1.3) 
et soit 
8 f (x tly , T) = 8x {P (X t ( x lXT = y)} T < t , x E I y E I , (1. 1.4) 
la densité de probabilit' du proc sus Xt contraint par la barri ' r ab orbant S(t). 
f( x, tly , T) atisfait 1 équation de Kolmogorov (Karlin, S. and Taylor H , M. (19 )) : 
8 f ( X t I Y T) ! 2 ( ) 82 f (X , t I Y, T) ( ) 8 f (X , t I Y ,T) _ Ü 
8T + 2 (J y ) t 8y2 + µ y' t 8y - (1.1.5) 
et l'équation de Fokker-Planck : 
8 f (X , t I Y, T) _ ! 2 ( ) 82 f (X , t I Y ,T) _ ( ) 8 f (X , t I Y, T) 
8 - 0- X t 8 µ X, t 8 t 2 X X (1.1.6) 
Généralem nt , il n 'y a pa un forme explicit pour la d n it , du premier t emps de pa age 
d 'un pro essus de diffusion à travers une barri ' r d ' t erminist e qui dépend du t emps. 
À ce jour , il exi t e qu très peu de cas bien spécifiqu s qui p uv nt fournir d s formul s 
f rmés à ce problèm . Par exemple dans 1 cas de pro e u Gaus ien t d barri ' r de 
typ e Dani 1 , mai ceci s ra abordé en détails au chapitre suivant. ou allons cit r dans la 
prochain s ction quelqu s xemples où il est possible de calcul r la probabilit , du pr mi r 
t emp d passage d 'un pro essu tochastique à travers plusieurs types de barrières. 
1.2 D nsit, d pr mier temp d passage à trav r un courb constant 
1.2.1 D nsité d pr m1er temps d passage d 'un mouv m nt brownien 
st andard 
Soit Et un mouvement browni n st andard t a E IR une frontière const ante, po ons 
Ta = inf { t : Et ): a}, 
En utilisant la densité déjà connu de Et en conditionnant sur Ta on obtient 
(1.2.1) 
par la cont inuité du processus {Et, t ): O} on a que 
P(Et ): al Ta > t ) = 0 
on obtient donc 
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P(Ta ~ t) = 2[1 - <l)(a/ vt)] (l .2.2) 
où 
<J?(x) = P(N(O, 1) ~ x) 
1 jx 
-y2 /2dy , -
= V2K -
(1.2.3) 
<x<+ 
la fonction d d nsit ' de Ta , (1.2.2) e t obtenue en dérivant la fonction (1.2.2) qui nou 
donn 
lai ( a2 ) f Ta = ~ Xp - - pour t > o. 
V 21rt3 2t 
(1.2.4) 
Cette densité st un cas particulier de la loi gau i nne in ver e ou la loi de Wald . 
1.2.2 D n ité de premier temps de pas age d un mouv ment browni n 
qu 1 onque 
Soit X t un mouvement browni n quelconqu d la form 
Xt = xo + µt + Œ B t (1.2.5) 
où Xo E ffi., µ E ffi., Œ > 0 et (Bt) r;;:.o un mouvement brownien standard. Et posons 
X t = min X 8 t ~ O. (1.2.6) 
- o,;;; s,;;;t 
La den ité de probabilit' de la fon tion du minimum t donnée par 
1 0  
P ( x  
)  
=  ; f , .  ( X o  +  µ t  - y )  _  ( 2 µ ( y  - X o ) )  " " ' ( Y +  µ t  - X o )  
t  >  y  ' ± '  r i .  e x p  
2  
' ± '  
0  
,  y  <  X o .  
~ u v t  u  u v t  
( 1 . 2 . 7 )  
S i  o n  d é f i n i t  T b  c o m m e  é t a n t  l e  t e m p s  d e  p r e m i e r  t e m p s  d e  p a s s a g e  d u  p r o c e s s u s  ( X t ) t ~ o  à  
t r a v e r s  l a  b o r n e  c o n s t a n t e  b ,  o ù  
T b =  i n f { t  >  O I X t  =  b }  
t  e n  r e m a r q u a n t  q u e  l e s  é v é n e m e n t s  s u i v a n t  s o n t  é q u i v a l e n t  
{ T b >  t }  { = = ?  { X t  >  b }  
n o u s  o b t e n o n s  d i r e c t e m e n t  l a  l o i  d u  p r e m i e r  t e m p s  d e  p a s s a g e  q u i  e s t  d o n n é e  p a r  
P (  
1  
)  =  ; r ~ ( Xo  +  µ t  - b )  _  ( 2 µ ( b - Xo ) ) r r . ( b  +  µ t  - X o )  .  
T  >  t  ' ± '  r i .  e x p  
2  
' ± '  r ; .  ,  t  >  0 .  
u v t  u  u v t  
A p r è s  a v o i r  v u  l e s  c a s  d e  p r o c e s s u s  c o n n u s  a v e c  d e s  b a r r i è r e s  c o n s t a n t e s  n o u s  a l l o n s  m o n t r e r  
d a n s  l a  p r o c h a i n e  s e c t i o n  c o m m e n t  o n  p e u t  o b t e n i r  l ' e x p r e s s i o n  a n a l y t i q u e  d e  l a  d e n s i t é  d  
p r e m i e r  t e m p s  d e  p a s s a g e  à  t r a v e r s  u n e  b a r r i è r e  d é t e r m i n i s t e .  C e t t e  d e n s i t é  v a  d é p e n d r e  
d ' a u t r e s  i n t é g r a l e s  t r è s  d i f f i c i l e s  à  é v a l u e r .  L e  r a i s o n n e m e n t  m e n a n t  à  c e s  e x p r e s s i o n s  a n a -
l y t i q u e s  e s t  b r i è v e m e n t  e x p o s é  d a n s  l a  s e c t i o n  s u i v a n t e .  
1 . 3  D e n s i t é  d e  p r e m i e r  t e m p s  d e  p a s s a g e  à  t r a v e r s  u n e  f r o n t i è r e  d é t e r m i -
n i s t e  
S o i t  S ( t )  u n e  f r o n t i è r e  a f f i n e  e t  d é f i n i s s o n s  T s ( . ) ,  c o m m e  é t a n t  l e  p r e m i e r  t e m p s  d e  p a s s a g  
d u  p r o c e s s u s  ( X t ) t ~ o  à  t r a v e r s  l a  f r o n t i è r e  S ( t )  e t  p o s o n s  t
0  
<  t  
T (.) = inf{l > OIXt > S(t)}. 
Lad n it' d pr babilit' du pr mi r t mp d passag t donné par 
et it 
8 
g( (t) t\x0 t0 ) = at P(Ts ( t) 
F(S(l) , tl xo Lo) = (X(t) ( S(t)IX(lo) = xo) 
8 f (S(l) ll xo ta) = 0 (t) F( (t) tlxo , la) . 
En utili ant 1 r ' ultat de Fort 1943. Po on t0 < t 
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(1.3.1) 
P(X(l) > (t)IX(to) = Xo) = t [ r J (y t1S(t') , t')cly] .g( (t') , t'l xo, lo)clt' (1.3.2) 
l to j S(t) 
nou obt non 1 ré ultat uivant 
P ( X ( t) > ( t) 1 X ( to) = Xo) = 1 - F ( ( t) t I Xo, ta) 
= t [ ( f(y tl (t' ) t' )cly] .g( (t' ) t'l xo to)clt'. (1.3.3) Jlo Je (l) 
En int 'grant par rapport à la variabl y t n uit par rappor à t' e n utili ant 1 r ' ultat 
d l' ' quation (1.3.3) 
1 - F( (t) tlxo ta)= t g( (t') t'l xo to)clt' - t g( (t') t' lxo to)F( (t) tl (t') t')clt' . J~ J~ 
(1.3.4) 
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doù l r 'sultat 
f g(S(t') , t'l xa, ta)dt' = l - F(S(t) tlxa, ta) + f g(S(t' ), t'l xa , ta)F(S(t) , t 1S(t' ), t')dt' . }~ ho 
(1.3.5) 
En d'rivant d deux coté par rapport à t t aprè quelqu manipulation algébriqu s 
nous obtenon cett ' quation d Volterra de 2m e pèce 
OÙ 
g( (t) , tlxa, ta) = -2'lj) (S(t), t lxa , ta)+ 2 f g( (t' ) t'l xa , ta) 'l/J ( (t) , tlS(t' ), t' )dt' (1.3.6) lto 
8 
1/J (S(t) , tlxa,ta) = BtF(S(t), t lxa , ta) . 
En définis ant 
\Ji(S(t) tl xa, ta) = ( (t) tlxa , ta) + rï,(t) J( S(t) , tlxa, ta) + r(t) [ 1 - F( (t) tlxa , ta)] 
ù 11,(t) et r(t) ont d fonct ion continu s sur [ta , ) t x0 < S(ta). ous obtenon aprè 
rempla ement le ré ultat recherch' 
g(S(t) , tlxa , ta) = -2 \Ji (S(t) , tlxa ta)+ 2 f g( (t' ), t' lxa ta) '1! ( (t) , tlS(t' ) t')dt'. (1.3.7) }ta 
Si par ex mple nou ouhaitons obtenir la den ité g(S(t), t lxa ta) dans le cas d mouv m nt 
brownien à trav r un fronti ' r S(t) t en utili ant le informat ion uivant 
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1 ( 1 ( ( t) - Xa) 2 ) f ( ( t) t I xa ta) = xp - ( ) . /21r(t - ta) 2 t - ta 
F( (t) , tl xa ta) = ~ [1 + Er f ( ( (t) - xa) )] . (1. . ) 
2 J 21r(t - ta) 
2 t 
où Er J (x ) = Jii la - t 2 dt. 
(t) , tl xa ta) 
~t·(S( ) _ 1 . _ ) = BF( (t) , ll xa, ta) 
'+' t , l xa ta t 
1 2 -z2 Bz 
(1.3. 9) 
-- -
2 1r 8t 
apr ' alcul n u obt non 
et 
( (t) tl xa, ta) = J (S(t) , tl xa, ta) [ ' (t) - il) - x)o] 
2 t - ta 
(1.3.10) 
W( (t) tl xo to) = J (S(t) tlxo to) [1C(t) + S' (t) - il) - x)J + r(t)( l - F( (t) t lxo to)) 
2 t - la 
(1.3.11 ) 
Dan un g' n 'ral l'équation (1.3.11) st trè diffi il à r ' udr mai il t p ible 
d obtenir un r ' ultat dan 1 a part i uli r où r(t) = 0 11,(t) = - 'it) t où n uppo e 
que la front ièr S(t) est un front ière affin . On obt i nt donc \J! ( (t) , tl (t' ), t' ) = 0, I our 
à la fin obt nir 1 ré ultat 
ala + b - xa ( ( at + b - xa) 2 ) 
g( (t) tl xa ta) = ../iii(t - ta) 3/2 xp 2(t - ta) . (1.3. 12) 
Si a = 0 on r trouv la den it' d l' inv r gau i nn . 
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ou a von vu à traver 1 diff' r nts ca , qu dan 1 as de barrière on t ante ou affin 
i.l e t pos ibl d 'avoir de formule explicit s pour certains proc ssu . C p ndant dan le 
cas d barrièr d ' t rminist e , 1 alcul d vient rapid m nt tr 's diffi il voir impo ibl à 
éffectuer. Nou proposon dan c cas une aut r approche afin d r 'soudr c probl ' m qui 
ba e ur la simulation. 
Dans 1 chapit r suivant nou allon abord r l 'appro h par simulat ion t propo er un 
algorithme afin d calculer la probabilit é d pr mi r t mp d pa ag . 
H PITRE II 
2. 1 ' hod d Mont rl 
La m' th d d - imulation Monte arl t un m 'thod plu imple t 1 plu 
connu n imulation ba ' ur la 1 i d grand n mbres. En fixant un int rvall d t mp 
t en divi ant d m i r n d autr plu p t it int rvall ( ou -int rvall ) on imul plu-
ieur traj toir tout au long d p ints d la ubdivision. Si il y a un pa age n marqu 
ù t pr duit. En g' n 'ral, 1 p int mili u d o us-in tervall 
fo rme un t im , du premier 
un grand n mbre 1 foi fin d on t ruir un e timation d la fon t ion d r ' part it i n ou 
la fonction l d n it' cumulativ d c t mp d arr At. 
onsid ' ron un mouvem nt br wnien W t un barri ' r linéair b(t ) = a+ (t) p on T 
la variabl al ' atoir r pré ntan 1 t mp du pr mi r pa ag fixon 1 on tant > 0 
t 1 échéan T > O. La pr babilit' d 'av ir un pr mi r p ag à 1 in tant Tavant la fin d 
la p ' riod à T donnée par : 
[ J ( Œ + {3T) _2 /3 ""' (-a :r T). P T( T = <P - vT + ':l' (2.1.1) 
La d n i té t , g 1 à 
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(2.1.2) 
car 
(2.1.3) 
2.1.1 Ex mpl 
Il xi t dans la littératur un id , ingéni u e qui , idéal ment , on i t à obtenir la loi d 
probabilité d 'un pa ag d la trajectoire à trav rs des point imul' . Ainsi c nsidéron 
un mouvement browni n W t une barrière linéaire S(t) = + {3t alor pour Œ > 0 et 
T > 0 d la théorie cla iqu nous pouvon al uler ai ément la pr habilité du premier 
temp d pas age par (2.1.4). 
Po ons Œ = 0.5 , /3 = 0.2 t T = 1. Le Tabl au 2.1 i-d ou r pr's nt plusieur tima-
teur d la probabilit ' du premi r temp de pa age à traver un courb S avec plusieur 
valeur d la variabl N qui r pr 'sente le nombre de chemins imul' , t différente val ur 
d pas de di créti ation 6.t. N ou remarquon clair m nt qu , m Am dans ce cas simple, 
afin d obt nir un bon timateur de notre probabilit ' dont la val ur xact est donnée 
par P(Ts ( T) = 0.554 on a b soin de imuler un grand nombr de ch min avec une 
partition d plu n plu fin de l'intervall où la probabilité e t r ch r hé . 
Un autr inconvénient de 1 approche fonte Carlo e t qu' 11 tend à ur- stimer la valeur du 
premi r t mp de pa ag , car un pa ag p ut urvenir bien avant entr 1 point simulé 
comme il est montr ' dans la Figur 2.2. 
Voici un autre exemple du calcul d la probabilité de Mont Carlo par imulation en 
utilisant un pro us d 'Ornst ein-Uhlenb ck à trav rs un barri ' r lin ' air y(t) = Œ + f3t 
tel que Œ > O. L'' quation et donn 'e par: 
P(Ts :s;; 1.0) 6L = 10- 2 6t = 10- 3 6t = 10- 4 
= 104 
= 105 
= 106 
0.5096 
0. 5102 
o. 122 
0.5407 
0. 5390 
0. 5412 
0.54 7 
0.5506 
0.5504 
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Tabl au 2.1 Probabilit' d pa ag par rapport à diff'r nt pa de di cr ' t i ation 6t t 
nombr de h min 
1 
0.8 
0.6 
0.4 
0.2 
0 
- 0.2 
- 0.4 
- 0.6 
0 0.2 0.4 0.6 0.8 
Figure 2.1 Premier pa age non cl ' t t é à trav r un imulation Mont arlo ba ique. 
(2.1.4) 
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où Wt t un mouvement browni n, À > 0, µ et a- > 0 qui repr ' nte la volatilit, ont d 
param 'tr d 't rmini te . Le tableau 2.2 nou donn 1 différ nt val ur d la probabilité 
de ont Carlo pour un nombr d traj ctoir = 10000. 
!::..t = 10- 1 
!::..t = 10- 2 
!::.. t = 10- 3 
a- = 0.6 
0.1620 
0.17 0 
0.2120 
0.3169 
0.341 
0.604 
a- = 0.9 (J = 1.2 
Proba 
0.4050 0.3039 o. 690 
0.4540 0.3429 0.62 0 
0.4720 0.3429 0.6640 
0.34 1 
0.6041 
Tableau 2.2 Pr babilit' d pa ag à trav r y par rapp rt à différent pa d di r 'ti ation 
!::..t et diff'r nt val ur d la volatilit ' a- . 
ou r marquon ncor un foi qu plu 1 s pa d di cr'ti ation !::..t on p t it plu 
la probabilité 'amélior , le m ~m on tat se fait pour la volatilit, a- plu la volatilit , st 
grand plus le pro u aura tendan à faire de aut beaucoup plu important t don 
att indr la rapid m nt la barri ' r . 
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Passage de d1ff erentes courbes de Sa travers la droite y= 1+0.5' t 
1 5 
0.5 
-0 .5 
-1 
-
1
·
50L..---o.'--1--o.'-2--o.._3 __ 0.._.4 __ 0..L..s--o..L..s--o-'-.1--o-'-.s--o-'-s----' 
temps 
F igur 2 .2 Simulation d pa ag de 
barri ' r linéair y(t) . 
proc u d 'Ornstein-Uhlenb k à t r v r un 
Au li u d faire d 
h min imul ' 
imulation 
dan e travail d 'am ' liorer tt 
2.2 Problématique 
nt Carlo n augm ntant à chaqu foi 1 nombr de 
t mp de cal ul d plus en plus long, nou pr po on 
t imation. 
L problèm auqu 1 nou nou int' r on i t à t r uver un m 'thod qui nou p rmet-
t rait d d 'termin r la probabilit' du pr mi r t mp d pa ag d 'un 1 roc u sto ha t ique 
à rav r un ourb ou omm ne ron d abord par la imulations d diff' -
rent h min . J u avon opt' p ur 1 ch ' ma d 'Eul r. t ut ili é pour imul r 
diffu ion) omm c 11 vu lan de 'q uation diff' r nt iell (ou pro 
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(1.1.2) 
dXt = µ(Xt t)dt + u(Xt t)dBt , Xo = xo 
où Bt e t un mouv ment browni n . 
La solution xa t st donnée par 
r r Xh = Xo + la µ(Xs)d + la u(Xs)dB (2.2. 1) 
et le ch'ma d Eul rd l' ' quation différ nti 11 sto ha t iqu st donn' par 
Xh = X 0 + µ(Xo)dt + u(Xo)(Bh - Bo). (2.2 .2) 
ous avons dan la figure 2.3 un pr c u stochastiqu simul' ur un int rvall d t mp 
[O 7] qui atteint la fronti ' re d'termini te en rouge ver 1 instant t = 4.3 . La qu stion qui s 
po t : st-ce qu t = 4.3 t vraiment 1 pr mier t mp d passag ? c' st à dir i 1 pa 
d simulation ' t ait plus p tit , t-c qu 'on aurait pu dét et r un év ntuel passag pr'matur ' 
de la traje toir ? En ff t , nou r marqu ns qu 'à t = 2.5 1 proc ssus stochastiqu 'tait 
très pr ' d la barri ' r mais san l'atteindr . 
En simulant lon c ch ' ma ( ou lon un autr ) nous obtenon en réalité des 
point que 1 logiciel va relier par la suit pour nou donner une ourbe. La figure 2.4 st 
un agrandis ment d 'un c rtain partie d la ourbe qui e t trè proch d la fronti ' re. 
Suppo ons maint nant qu 'on raffine notr imulation : nou r marquons dans la figur 2.4 , 
qu' il y a un pa ag pr ' matur ' de la ourb non détecté par la imulation initial . 
6 
5 
4 
3 
2 
.t::, 
~ 
0 
-1 
-2 
-3 
-4 0 2 
Figure 2 .3 Év nt u 1 pa ag n n dé 
détermini t . 
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3 4 5 6 
Temps 
, par 1 pro ocha t iqu à rav r la courb 
2.3 L approche 1on rlo avec simul t i n d passag int r- mpor 1 
Au li u d r ' p 'ter un gran l n mbr d foi 1 n mbl d la m ' tho l d Mont -Carlo , 
ave d partit ion d plu n 1 lu fin de l'intervall d simulation voyon omm nt on 
pourrait m ' lior r 1 timati n init iale san r j t r 1 
7 
22 
0.8 
0.6 
0.4 
0.2 
E 0 5= 
-0.2 
-0.4 
-0 .6 
-0.8 
- 1 
0 0.05 0.1 0.15 
Temps 
Figure 2.4 Agrandi sement d 'un parti d la traj ctoire du processus stochastiqu . 
Un idée astuci us , qui a été mi 
la loi d probabilit ' d 'un passage entr 1 s diff'r nt points simul' . Nou allon alor 
cal uler une probabilité de pa ag ntr deux point imulés. Soit Pk la probabilité de 
pa sag dan l'int rvall [tk , tk+il, on pourrait implement gén'rer une valeur Uk prise 
d 'un variabl al' atoir uniform ur [O, l ] t d affirmer qu 'il exi te un passage i U1,; ( Pk· 
Dans le a parti uli r de mod ' li ation par pont brownien où le pro 
par un mouv m nt brownien av d , riv de la forme 
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0.8 
0.6 
0.4 
0.2 
s 0 ~ 
-0 .2 
-0 .4 
-0 .6 
-0.8 
-1 0 0.05 0.1 0.15 
Tem ps 
Figure 2.5 R pré ntation de d ux traj t ir up rpo r présentant 1 m Am proc s-
sus to hastiqu mais av c des pas d discétisation ~t diff' rent . 
Y(t) = Yo + µt + o-W(t) 
et oient ti t ti+1 r pr' s ntant r sp ctiv ment le in tant de début et de fin du pont 
brownien , nous obt non les val ur r pectives Y (ti) = Yi t Y(ti+1) = Yi+ l ù Yi , Yi+l < S 
et que S t 1 uil à franchir (1 euil p ut Atre au i un fonction d , t rmini t n fonction 
de t de la form (t)) tel que > Yo . 
La probabilit , qu 'un pont browni n r liant le valeur Yi t Yi+ l traver 1 niveau S la 
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premièr foi à un inst ant aléatoir T st donnée par 
(2.3. 1) 
fais dans 1 ca d pont d diffu ion la probabilité exact du premi r temp d passage 
t dan un grand nombr d ca in onnu ou difficile à alcul r. 
2.3.1 Approximation d un pont d diffusion 
Tou avons vu au début d m ' moir qu >il xi t r diff'r nt m 'thodes pour l'approxima-
tion d 'un pont d diffu ion et aprè quelques manipulation nous pouvon ut ili er un pont 
brownien afin d 'ut ili er 1 r 'sultats de (2). ou allon utili er une approximati n 1 cal de 
la barrière d 't rmini te par une ourb d 't rmini t e donnée par 
S(t) = ~ - _!_ ln (C1 + v cf + 4c2 -a2/t ) (2.3.2) 
2 a 2 
dite courb de Dani 1 ( ) où c1 > 0 t c2 E IR, pour laqu 11 nous avons un formul xacte 
pour la probabilité d premi r pa age d 'un processus stochastiqu à trav r tt d rni ' r 
(2.3.2) . 
Proposition 2.3.1. Considéron le pont brownien wo,e:.t défini sur l 'intervalle de temps 
[O > D.t] et oit (t) une courbe de Daniel1 où a J3 > 0 'Y E IR et lim (32 + 4ry -a2 / t > O. 
t-+ L'lt 
Si 
T s = inf{O :::;; t :::;; D-t1W0•6 t(t) = (t)} , 
alors 
Cett propo it ion t une application direct du Th ' or'm 3.4 de Di ardo t al (2), qui 
annone sou rtaine hypoth ' s 1 Théorèm suivant : 
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Th· orèm 2.3.2 . Soi nt (t) un courb de Dani l, , > 0 t , E ~ 
lb g[ (t- ta) tly(ta) ta]dt = l - lim F [ (t) tly(ta) , ta] ~ t~ b 
+ xp { - 2di[u(ta) - y(ta)]} lim F [ (t) tl2u(ta) - y(ta) , ta] 
h2(ta) H b 
+, xp { - 4[2di - dil[u(ta) - y(la)]} limF[ (t), tl4u(ta) - 3y(ta) ta] 
h2(ta) Hb 
(2.3.3) 
où g[ (t ;ta) , tly(ta) ta] r pr ' nt lad nit ' d pr mir t mp d pas ag du proce su 
(Xt) t~a t F la fon ction d di tribution d'un proc u normal av c un moy nn ondi-
tionn ll t un varianc . 
Quand t t nd v rs b la limit d la fon tion d r ' partiti n ndra v r 1, d où 1 r 'sultat 
d la Propo it ion 2.3. l. 
Proposition 2.3.3. Soit [O 6 t] un int rvall d t mp on id 'rons les point (0 a) (6 t/2, b) 
t ( c5t, c) t posons A = 
Alor il exist une uniqu courb d Daniel (2.' .2) pa ant par les trois point avec les 
param 'tr 
I = 2a, 
A(A4 B 2 - C2 ) 
= A3 B -C 
(2.3.4) 
' = A 4 c2 - f3 A 3 . 
26 
Pr uve : En r mplaçant 1 coordonnée des troi point que traver e la courb d Dani 1 
dan l' 'quation (2.3.2), nou obt nons le y t ' m d ' quati n non lin 'air uivant: 
a 
- = a. 
2 
~ - !:::..t ln [/3 + J 13 2 + 4"( - 2a2/6. t ] = b. 
2 2a 2 
(2.3.5) 
D façon 'vidente la pr mièr 'quation donne a = 2a > 0, tandis que par une impl 
manipulation alg' briqu d s d ux ' quati n suivant nou somme am n ' à r ' soudr 1 
sy t èm d ' , quation lin ' air uivant : 
{ a
2 
- 2ab } { _ 2a2 } _ { 2a2 - 4ab} 
xp !:::..t + 'Y exp !:::..t - exp ô-t , 
{ a
2 
- a b } { a 2 } { a 2 - 2ab } 
xp f:::..t + "( exp - f:::..t = exp Ot 
qui peut être écrit ou ett forme : 
{
(3 A 6B +"f= A B2 , 
/3 A 3C +'Y = A6C2 . 
omm A6 B - A3 C = A3 (A3 B - c) > 0, il exist un solution unique donn ' e par: 
A(A4 B2 - 2) 
/3 = A3B - C 
Cela constit u rait la solut ion au syst ' me d ' n gm à ondit i n qu 
4, -a.2/ l > o. 
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> 0 and lim 2 + 
t -tôl 
otons d 'abord qu j 2 < 12. => A4 B 2 - 2 > 0 et donc (3 > 0 et si de plus ! ~ 1 
alor 1 ~ 0 t nou la ndit ion lim 2 + 4,e-0 2 / l > 0 est lairement atisfaite . Si nou 
l -tôl 
uppo on maint nant qu 12. > 1 alor 1 < 0, nous d von alors vérifi r qu {32 + !1 > 0, 
c qui st 1 ca pui qu 
z(A4 B2 - 2)2 C - AB 
(A3 B -C)2 + 4A4 Bc [A3 B -cJ · 
3 BA~ )' ( (A4B2 - C2 ) 2 + 4A3 BC(C - AB)(A3 B - C)) 
' BA~ C)' (A4B2 + C2 - 2A3 BC). 
La d rni ' r ' t ap t d 'assurer qu c la ré out le y t ème d 'origine. En sub tituant dan 
(2.3.5), (où ule 1 s racines carr ' s po it iv s n sont impliqu ' s) , nou voyons qu c'est 1 
ul ment i A4 B 2 + C2 - 2A3 B C < 0, ou bi n d façon équivalente 
( B _ !._) 2 A
2
- l 
C A < A4 . 
Ce qui t vérifié par (2.3.4). 
L'algorithm du premi r t emp de pa age se r ' urne dans es ét ap 
Étape 1. Application d la t ran formation de Lamperti pour le proce u d diffu ion 
d ' origin t à la fronti ' r 
frontière * = F ( (t) ) · 
afin d obt nir le nouveau proc u obt nu t la nouv 11 
2 
Étape 2. Sélectionn z un intervall d temps ['.11 Tu ] t construir un partition 
Étape 3 . Initiali r lev t ur compt ur d s pr mi r temp de pas age à T := {O . . . , O} · 
Étape 4 Initiali r 1 compteur d s ch mins k = 1 ; 
Tant que k t inf' rieur à le nombre d chemin simul' faire : 
Étape 5. Simul rd s chemins du proc su {Y(t1) , .. . Y(tn)} ; 
Étape 6. Init iali r 1 compteur d s ou -intervalle i = 1. 
Tant que i st inférieur à n 1 nombre d sous-intervalle , faire 
Étape 7. Si Y(ti) ~ S*(ti) m ttr lai- 'm campo ante du vecteur de den ité d premier 
temp d passage à Ti := Ti+ 1 le ompt ur de chemin k := k + 1, r v nir à Etap 5. 
Étape 8. Poson ~ := ti - ti-1, a := S(ti_1) - Y(ti_1 ) , b := S(ti- ~+ti ) - Y(ti - ~+ti ), 
c := S(ti) - Y(ti), et nfin posons A, B C Œ /3 t 'Y tel qu expliqu r pr' 'd mment · 
• · 1 B 1 ~ p ._ ._ 3· 1 B Etape 9. 81 A 2 < - < A + ' o on c 1 . - , c 2 . - 'Y 1 A 2 ~ c Poson c1 := 0, 
c2 := A4C 2 · Si~ ~ ~ + J';i22- 1 Posons c 1 := 2AC c2 := -A4C 2 ; 
0,.2 0,.2 Étape 10. Mettr la probabilit ' d pa age à p = c 1 -2~ + c2e- ~ · 
Étape 11. Génér r un valeur à U, t 1 qu U est un variabl al , atoir uniform · 
Étape 12. Sinon si U ~ p, Po on Ti := Ti+ 1 t 1 cont ur k = k + 1, all z à Etap 5 · 
Po r i = i + 1 all z à Étape 7. 
Not z qu l'Etap 9 compr nd 1 ca xtrême où 1 point mili u de la frontièr dans un 
ou -intervalle ne peut êtr atteint par une courb d Dani 1 (.) nou utili ons alor la 
ourb la plu proch . 
Data: ,n,T 
R e ult : Prohahili 's ct' premier Lemps <le p~·sag 
A ppli ation <le la transformation de Lamp 'r t i ; 
ï t ionH 'Z u11 in t rvall [T1. '1~] ; 
onstruir la parLiLioH Tl = ta < t1 < · · · < tn = Tu; 
Iui t ialis ' r T := {O ..... O} ; 
k = l ; 
whil k < do 
Simul 'rd 'S li 111ins {Y(ti) .. . . . Y(t n)} ; 
i = 1 ; 
while i n do 
end 
nd 
if V(t,) ~ ·(ti) then 
Ti: - T, f- l ; 
k :- k-1 l· 
nd 
6. := l , - l , t ; a:= S(t, 1) - Y(l, 1); b := se·-~ t,) - Y(t ,-~+t.); c :- (t,) - Y(t,); 
A.B .. a./3.,; 
if _J__ < Ji < l. + JA'-l th n Al C A ;12 
1 1 := p; C2 := ,; 
end 
if ~~~ th n 
1 C1 := 0 ; C2 := A4C2; 
end 
if fi >- .l + ~ then 7 A ;1 2 
1 1 : - 2A ; C2 := -k' 2 · 
nd 
(o, l ) · 
if U ~ p th n 
1 
r. ·= r. + 1 · k = k + l· i. l ' , 
ls 
1 i = i+ l ; 
end 
A lgorithm 1: lg ri t l1111 ' l • premier temps d • p~ sag' 
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CHAPITRE III 
Dan hapit r , nous illu tron e qui a 't, xp é au chapit r pr ' c' dant par d xemple . 
Nou cane ntrons no xempl ur le proce u d diffusion qui p uvent At r imul' d 
façon xact . 
Example 1 Considéron 1 processus d 'Ornstein- hl nbeck X(t ) et oit une 
barri ' re dét rministe S ( t) 
dX(t) = (1.0 - 0.5X(t))dt + dW(t) X(O) = 1.6 
S(t) = 2.0(1.0 - sinh(0. 5t)). 
C proces us d diffusion st un proc s us d Gau -Markov t lon Di ardo 
et al (2), la front i ' re choi i nou p rm t d 'obtenir un formulation expli it d 
la den it' d premier temp d pa sag donn ' e par : 
eo.st 
f (S(t) t) = sinh(0. 5t) </>o(S(t)) 
où cp0 t la fon t ion de répart ition du pro su d 'Ornst in-Uhlenbeck débutant 
à X(O) = O. 
D 
La figure 3.1 compar la vraie densit ' de premier temps d passage avec la den ité mpi-
rique n histogramm obtenu par notre algorit hm , t n ut ilisant un pa de di réti ation 
'gal à 0.01 et en imulant 10 000 trajectoir . D plus 1 algorithme nou donn un sti-
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mati on de la probabilit' du premi r temps d passage égale à O. 9622 sur tout l'intervalle 
par rapport à la vrai val ur d 0.960 soit une err ur r lative d'environ 0.15%. 
5 
4.5 
4 
- Algorithm 
--Exactpdf 
Figure 3.1 Densité de la probabilit ' du pr mier temp de pa ag d 'un pro e u Orn tein-
hlenb ck à travers une barrière S(t) = 2.0(1.0 - inh(0.5t)) . 
Example 2 Soit le mouv m nt brownien géom 'triqu et la barri ' r lin 'air 
suivant : 
dX(t) = 5.0X(t)dt + 2.5X(t)dW(t) X(O) = 0. 5, 
S(t) = 1.0 + 2.0t. 
En appliquant la transformation de Lamp rti au proce u t à la barrière, nou 
obtenon re p ctiv m nt 
dY(t) = 0.75dt + dW(t) Y(O) = 0.4ln(0.5). 
S* ( t) = 0.4 ln (l.O + 2.0t). 
Cornrn dan l'ex rnpl pr ' éd nt , proce u d diffu ion transf rrn ' taus i 
un pro Gau -Markov t bi n qu la nouv 11 barrièr n p rrn tt pas 
un d n ité d pr mi r t rnp d pas ag n utilisant l'algorithrn 
dét rrnini t d Di ardo t al (2) av c un pa d di cr ' ti ation d 0.01 nou 
pouv n obtenir une approximation fiabl . 
La figur 3.2 cornpar la d nit ' dupr mi rt rnp d pa ag aprroxirn par 
la rn'th d d Di ardo av lad n it ' rnpiriqu n hi tograrnrn obt nue par 
notr algorithme n utili ant 1 m Arn pa d di r'ti ation t av 10 000 h -
min irnul' . De plu 1 algorithme nou donn un irnat ur d la probabilit ' 
d pr mi r t rnp d pa ag , gal à O. 2 1 ur t ut l 'intervall par rapport à 
la vrai valeur de O. 25 oit un rr ur r lativ d ' nviron 0.0 o/c. 
Exampl 3 On con id ' re dan t ex rnple un pro u d Cox-Ing r oll-Ro 
rnodifi ' t un barrièr lin , air ( t) défini par 
dX(t) = - 0. 5X(t)dt + \/1 + X(t) 2dW(t) ,X(O) = 0, 
S(t) = 0.3 + 0.2t. 
D 
En appliquant la tran forrnati n d Larnp rti au proc u et à la barri ' r nou 
obt non re p tiv rn nt 
dY(t) = - t nh(Y(t))dt + dW(t) , Y(O) = 0, 
S*(t) = arc inh(0.3 + 0.2t) . 
Contrair rn nt aux x rnpl 
n t pa gau ien mais n utili ant l'algorithm xact d B ko t Roberts 
( 4) nou p uvon imul r d échantillon d h min xact . 
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- Algorithm 
-- DiNardo approx 
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Figure 3 .2 D n ité de la probabilit ' du pr mier t mp d passag d 'un mouv ment brow-
ni n g' m 'triqu à trav r un barri 'r (t) = 1.0 + 2.0t . 
Bien 1u la den it , expli it d pr mi r temp d pa age n oit pas di ponible 
n utili ant 1 ré ultat de Down t Borovkov (3) , nou pouvon , dan ce ca , 
obt nir les borne inférieur et up 'ri ur uivant 
h( (t) , t) = f ( 
fu( (t) ,t) = f ( 
0.2t ) - o.5 
(t) - v1f]g co h( (t)) cf>w(S(t)), 
0.2t - 0.5 
(t) - vf.25) o h(S(t)) </>w(S(t)) 
ù <Pw t la f n tion d r ' partition d un mouv m nt browni n standard. 
La figur 3.3 ompar 1 lünit de la probabilit' du pr mi r t emp d pas-
ag av l'hi togramm d lad n ité empiriqu bt nu par notre algorit hme 
n ut ili ant un pas de di créti ation 'gal à O 01. On ommence au départ ave 
15 000 simulations dont 11 76 ch mins qui sont valides par 1 biais d l'al-
gorit hme xa t. D plus, l 'algorithm propo e une estimation d la probabilité 
d pr mi r t mps de pa age 'gal à 0,7398 sur tout l'intervall qui trouve 
nt reJ;r h(S(t) , t)dt = 0.6204 t for f u(S(t) t)dt = 0.7673. 
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Figure 3.3 D n it' d la probabilité du premi r temp de pa age d 'un CIR modifi ' à 
travers la barri ' r S(-t ) = 0.3 + 0.2t. 
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D 
3.1 'sulta d imul 1 n 
u avon t t, notr algorithm (Algorithm d Probabilit , d Passag APP) n com-
parant d r ' ultat imul' d la pr babilit' du pr mi r t mp d pa ag par rapport au 
t mp par d ux m 'thod s p rformant s 
arlo. Tout n augm ntant le n mbr d 
t al (2) t la m 'thode 1 nt 
(nombr d traj toires imu-
omportem nt d la pr babilit , du pr mi r temp d pas ag cal ulée 
par notr algori thm . ou avon ut ili , l ux barrière p ur un pro to h tiqu qui 
mod ' li l'équati n d ou allon au i fair vari r 1 pa d di créti ati n 
6.t qui r pr ' nt l'intervall d mp nt r d ux point browni ns imulé plu 6..t t 
p t it m ill ur ra la imulation . 
3.1.1 Ex mple 1 
La prob bili , xacte du pr mi r t mp d pas ag d tt x mpl t , gal à 0.54 5. 
ou fucon = 10. 
Prob APP 
6.t = O.l 0. 5000 , t = 0.1145 0.6000 , t = 0.0629 
6.t = 0.01 0.5000 t = 0.0649 o. 000 t = 0.0739 
6..t = 0.001 0.4000 t = 0.040 0.4000 t = 0.07 
6.t = 0.0001 0.6000 , t = 0.0290 0.6000 t= l.27 2 
Tableau 3.1 omparaison d alg ri thm 
= 10. 
C t APP par rapport à plu i ur 6.t pour 
ou r m rquon i i pour un n mbr ' p t it d h min imulé la probabilit, e t a z 
in tabl t n moyenn , gal à 0.5. 
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En fixant = 100. 
Prob MC Prob APP 
b:t = 0.1 0.4400 , t = 0.0694 0.5500 , t = 0.0922 
6.t = 0.01 0.5100 t = 0.0574 0. 5300, t = O.O 4 
6.t = 0.001 0.5300 , t = 0.0524 0. 5400, t = 0.1574 
6.t = 0.0001 0. 5500 , t = O. 473 0.5520 , t = l9 .2752 
Tableau 3.2 Comparaison des algorithm s MC t APP par rapport à plusi ur 6.t pour 
N = 100. 
En augm ntant le nombre d chemin imul' s, nou r marquon qu la probabilit' 
tabili e en moy nne autour d 0.54. Cette probabilit ' t appro h ' par l'algorithm d 
fonte Carlo s ul ment apr 's un discréti ati n. otre algorithm t c pendant in table 
idem pour l'algorithme d Mont Carlo égalem nt c la 'exprim par 1 nombr d ch min 
imulé N qui reste in uffisant . 
En fixant = 1000. 
Prob MC Prob APP 
6.t = 0.1 0.4420, t = 0.0753 0.5540, t = 0.141 
6.t = 0.01 0. 5010 , t = 0.0667 0.5420, t = 0.3600 
6.t = 0.001 0.5239, t = 0.2336 0.5350, t = 2.3395 
6.t = 0.0001 0.5239, t = 0.2336 0.5350, t = 2.3395 
Tableau 3.3 Comparaison des algorit hm MC et APP par rapport à plusieurs 6.t pour 
N = 1000. 
En augmentant encor la variabl nou remarquons qu l'algorithm d Mont Carlo 
n arriv toujours pa à obtenir le bon ré ultat , mai c ci st obtenu par notr algorithm , 
cela dit ce dernier r ste instable pour d s pas de discrétisation a ez petit . 
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En fixant = 10000. 
Prob APP 
6.t = O.l O. 29 0. 5449 t= l.1755 
6.t = 0.01 0.4293 t = 0.0739 o. 24, t = l.41 9 
6.t = 0.001 o. 0 0, t= 0.1695 o. 4 7 t = l0.490 
6.t = 0.0001 0. 5451, t = 107.2411 
Tableau 3.4 omparai on d alg rithm 
1 = 10000. 
t APP par rapport à plu i ur 6.t pour 
Final ment pour a ez grand notr algorithm e stabili autour d tt valeur. 
La probabilit ' l Di ard t , g 1 0.54 4 av un t mps d al ul égal à 19.5625. 
3.1.2 x mple 2 
Fixant maint nant une autr barri ' r (t) = t · log(t + 1) + 1. La pr babilit' d premi r 
t mps d pa ag t 'galeà 0.1772. 
En fixant = 10. 
Pr b tIC Prob APP 
6.t = 0.1 0.1000 , t= 0.046 0.2000 t = 0.0 .0644 
6.t = 0.01 0.2000 t = 0.0443 0.3000 t= 0.061 5 
6.t = 0.001 0.2000 , t = 0.0462 0.2000 t = O.O 65 
6.t = 0.0001 0.2000 t = 0.0332 0.2000 , t= l.0915 
Tableau 3.5 Comparaison d alg rithm MC t APP p r rapport à plu i ur 6.t pour 
= 10. 
L d ux algorithme donnent n moy nn d résultat pro h . 
3 
En fixant = 100. 
P rob C Prob APP 
6.t = O.l 0.1 00 , t = 0.0444 0.1900 t = 0.0655 
6.t = 0.01 0.1000 t = 0.0470 0.1200 t = 0.107 
6.t = 0.001 0.1600 , t = 0.0650 0.1700, t = 0.2674 
6.t = 0.0001 0.2100 , t = 0.1147 0.2200, t = 2.7264 
Tableau 3 .6 Comparai on d algorithm MC et APP par rapport à plu i ur 6.t pour 
= 100. 
En augm ntant 1 nombre ch min imul' notr alg rit hm t l 'algorit hm d 1 nt 
Carlo approchent la probabilit' n donnant d val ur qui sont supérieur ou inf' ri ur 
à la vrai probabilit , mai notr algorit hm à c p ndan pu donner une m ill ur e t imat ur 
de c t t probabilit ' ar pour un pa l di r'tisation 'gal à 0.001 nous obtenon un val ur 
'gale à 0.17. 
En fixant = 1000. 
P rob C Prob APP 
6.t = O.l 0.1900 t = 0.0444 0.1600 t = 0.0655 
6.t = 0.01 0.1 20, t = 0.0597 0.1750, t = 0.5850 
6.t = 0.001 0.1 20 , t= 0.305 0.1 0 t = 5.4262 
6.t = 0.0001 0.1730 t = 0.9307 
Tableau 3. 7 Comparai on de algorit hm 
= 1000. 
1C t APP par rapport à plu i ur 6.t pour 
En augm ntant ncore plu la variabl nou r marquon qu nou avon n or un 
m ill ur timat ur av c notre algorithm que par l'algorithm Mont Carlo qui ur t im 
la probabilit' t il donn un bon timateur qu apr ' un p d di cr ' ti ation égal à 0.0001 
e q li a ntrainé un t mp de alcul ' gal à 0.9307 qui t sup ' ri ur à lui d notr 
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algorithm . otr algorithm r te plu p rformant mai n u r marquon que pour le pas 
d di r ' ti ati n qui t 'gale à 0.00011 t mp d calcul st tr' grand. 
En fixant N = 10000. 
Prob M Pr b APP 
6.t = O.l 0.1139 t = 0.0640 0.1709 t = 3.05 7 
6.t = 0.01 0.1552, t = 0.2134 0.176 , t= 27.8381 
6.t = 0.001 0.1711 , t = l.5264 0.1771 , t = 0.2 00 
6.t = 0.0001 0.1710, t = 12.9293 0.1726 , t = 2. 7301 + 003 
Tableau 3 .8 Comparai n de algorithm M t APP par rapport à plu i ur 6.t pour 
= 10000. 
Final m nt , la probabilit , stabilis autour de la vraie valeur 1 temps de cal ul par notre 
algorithm e t donn ' par 0.2 00. C tte valeur n est pa atteinte par l'algorithm Mont 
Carlo . La probabilit ' d Di Nardo et égal 0.1772 av c un temps d alcul 'gal à 32.00 , 
c qui t un bon stimateur mai av un t mps d cal ul a s z grand par rapport au 
résultat obt nu par notr algorithme. 
3.2 Application financière 
ou allon maint nant aborder un exempl sur 1 probl 'm d 'att int d rich ss optimal . 
Ce prol lème t parti uli ' r m nt utili ' n finan , il repo ur 1 théorie de port feuille 
moyenne-variance qui a 't' introduite par Harry Markowitz (économiste am'ricain Prix 
ob l d ' 'conomi nl990). nportefeuill td'fini par l parts d s t itrsquil om-
po ent . Ce titre vari nt par leur nature t 1 ur valeur finan i ' r . 
Markowitz a eu l'idé de m ur r la r ntabilité d un port f uille par l' péranc d r n-
d ment et le risque par sa variance. L mod ' le de /farkowitz vis à 1 aid d 'un m'thod 
math ' matique à on tituer un portefeuill as urant : 
4 0  
- à  r i s q u e  i d e n t i q u e  c e l u i  q u i  a  l ' e s p é r a n c e  d e  r e n d e m e n t  l a  p l u s  é l e v A ~  ·  
à  e s p é r a n c e  d e  r e n d e m e n t  i d e n t i q u e ,  c e l u i  q u i  p r é s e n t e  l e  r i s q u e  l e  p l u s  f a i b l e .  
C e  p r i n c i p e  c o n d u i t  à  é l i m i n e r  u n  c e r t a i n  n o m b r e  d e  p o r t e f e u i l l e s ,  m o i n s  e f f i c i e n t s  q u e  
d ' a u t r e u .  
n  p o r t e f e u i l l e  c o n s t i t u e  d o n c  u n e  r i c h e s s e  x ( t )  q u i  p e u t  ê t r e  i n v e s t i e  e n  b o u r s e  a f i n  d ' o p -
t i m i s e r  s o n  r e n d e m e n t  e t  m i n i m i s e r  s o n  r i s q u e  d e  p e r t e  o u  d é v a l u a t i o n  f i n a n c i è r v .  
S u p p o s o n s  q u e  n o u s  a v o n s  u n  i n v e s t i s s e u r  q u i  v o u d r a i t  i n v e s t i r  e n  b o u r s e  u n  c e r t a i n  c a p i t a l  
u r  u n e  p é r i o d e  d e  t e m p s  [ O,  T ]  a . f i n  d e  l e  f r u c t i f i e r  j u s q u ' à  l ' a t t e i n t e  d ' u n  c e r t a i n  s e u i l  f i x é  
d ' a v a n c e  z .  N o t o n s  x ( t )  s a  r i c h e s s e  à  l ' i n s t a n t  t .  N o u s  a l l o n s  a p p l i q u e r  n o t r e  a l g o r i t h m e  
a f i n  d e  d é t e r m i n e r  l a  p r o b a b i l i t é  d u  p r e m i e r  t e m p s  d e  p a s s a g e .  J \ J o u s  s u p p o s o n s  q u e  n o u s  
s o m m e s  d a n s  u n  c a s  o ù  i l  n ' e x i s t e r a i  p a s  d e  r e s t r i c t i o n  d e  f a i l l i t e .  P o u r  c e l a  n o u s  n o u s  
r e f e r o n s  a u x  r é s u l t a s  d e  l ' a r t i c l e  d e  S c o t t  e t  W a t i e r  ( 1 0 ) ,  q u i  o n t  r é u s s i  à  o b t e n i r  d e s  b o r n e  
i n f é r i e u r e  e t  s u p é r i e u r e  à  l a  p r o b a b i l i t é  d ' a t t e i n t e  d ' u n e  r i c h e s s e  d é s i r é e  z  s u r  u n  h o r i z o n  
d e  t e m p s  f i n i  T  e t  c e c i  p a r  l a  r é s o l u t i o n  d e s  p r o b l è m e s  d e  p r o g r a m m a t i o n  s e m i - i n f i n i e s .  
F i x o n s  t  ~ 0 ,  T  >  0  e t  ( )  >  0  D a n s  c e  c a s  l a  r i c h e s s e  o p t i m a l e  e s t  d o n n é  p a r  
X  ( t )  =  À e - r ( T - l )  f  ( t ,  ( } W  ( t ) )  
o ù  
f  ( t ,  Z )  
< P  ( - d _  ( y  ( t ,  Z ) ) )  - y  ( t ~  Z )  e r ( T - t ) < J )  ( - d +  ( y  ( t ,  Z ) ) )  
e t  
d+(t y(t Z)) 
d_ (t, y (t, Z)) 
ln (y~,Z)) + (r + !fJ2) (T - t) 
BJT - t 
d+ (t, y (t, Z)) - ()~. 
Nous herchons à établir la probabilit, qu 
X (t) er(T-t) = z 
qui e t équival nt à trouv r la probabilité que 
BW(t) 
w (t) 
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La barrière S(t) h i i est donc d la forme S (t) 
mouv m nt browni n standard cherche à franchir. 
! Y (t). C'est une barrière que le 
À et de µ r pré ente 1 multiplicateurs d Lagrange. Ce variables sont obtenues en 
ré olvant le y tèm non-lin 'air ci-d s ous et où z > x0e- f [ r(s)ds 1 s détails sont exposés 
dan (11). 
À (ln(;)+J[[r(s)-~IB(s)l2Jds ) - e- J[[r(s) -IB(s)l2Jds 
J foT IB(s)21 µ 
X ( ln ( 1 )+ foT[r(s)-! IB(s)l2Jds ) = X X J[ r(s)ds . f Jg IB(s)21 O p 
À (ln(1)+J0 [r(s)+~IB(s)l2Jds ) _ e- J[ r(s)ds 
Jj.o7' IB(s)21 µ 
xN (ln(;l+J0 [r(s) - ~IB(s)l2]ds ) = Z 
J Ji IB(s) 2 1 . 
Le tableau ci-dessou compar les résultats de notr algorithm avec le ré ultat de Scott 
t Wati r (10), LB r pr 's nte la bande inféri ur (Low r bound) et UB la bande spérieur 
(Upp r bound). ou avons repris 1 s mAme paramètr s d (10), r(t) = 0.06 , b(t) = 0.12 , 
O' ( t) = 0 .1 5, x0 = l et T = l. Le différente val ur de la riche z ont lonnée dan 1 
tableau comparatif. 
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Riche Probabilit ' APP 
1.10 O. 264 
1.15 0. 8260 LB= O. 3 34 UB = O. 3539 
1.20 O. 240 LB= O. 333 UB = O. 3351 
1.25 o. 197 LB= O. 2 99 , UB = O. 292 
1.30 o. 131 
Tableau 3.9 omparai on d probabilité d Scott t Watier av la probabilit ' obtenue 
par APP. 
ous r marquon que bi n qu no r ' ultat soient tr ' proch de l'intervall d (10) 
pendant il n appartienn nt pa à t l'intervalle. 
CO CLUSIO 
ou avon ayé dan c m ' m ir - d donn r un appro h diff'r nt d l'appro he ana-
lytiqu afin d cal ul r la pr babilit , d pr mi r t mp to ha -
tiqu à trav r un barrîr d ' t ermini t e. En ff t , 1 r ' ultat d 1 appro he analytiqu 
on rn nt qu un nombre limit , d - , omm 1 barrièr con t ante u affin . ou 
avon pr ' nt ' dans c m ' moir une nouv 11 appro he par simulation en proposant un 
algori hm qui alcul la probabilit ' d pr mi r temp d pas g . Nou avons pu obtenir , 
dan la plu part de r ' ultat n appliquant notr algorithme qui e 
bas ur un al ul lo al d la pr babilit , de pa ag à t rav r un barri ' r d ' t rmini t e 
tout au 1 ng d 1 int rvall [O, T ]. 
epend nt l'algorithm r t in tabl pour d pa d li cr ' ti ation a z p tit t p ut 
r r quand on augm nt s nsibl ment 1 n ml r d h mins simul' s. eci est 
fa t eur comme 1 hoix d point I our approxim r la courb dét ermini t 
ou 1 ut ili ati n 1 un ul typ d ourb ( c urb d Dani 1 ) pour approximer la barri ' r 
d ' rmini t . 
Il rait int ' re ant dan 1 futur d 'am ' lior r la p rf rman t la stabilit ' de l'algorithm , 
n utili nt par x mpl un aff t ation différ nt d s point d approxima ion d la barrière 
dan 1 diff'r nt ou -int rvall . n p ut aff t r 1 point elon la urbur d la 
barri ' r d , rmini t afin d optimi r 1 approximation. 
ANNEXE 
3.3 1od ' l d Di ardo 
ou pouv n r ' sumer 1 mod ' le d Di ardo dan c qui uit : 
- Soit S(t) une barri 'r cont inue et différ nt iabl . 
- Le temp d premier pa ag st d':fini par 
Ts(.) = inf { t : X ( t) > S ( t )} 
t~ to 
Xt0 = Xa < (ta) 
- La probabilité de pr mi r passage e t donnée par 
a 
g( (t) , t lxa ta) = Bt P(T (.) ? t) 
- Sa fo rmul analytiqu st donn , e par 
g(S(t) tl xa, ta) = -2<î>(S(t) , t lxa, ta) 
+ t g ( S ( T) TI X a ta) · (p ( S ( t) , t I S ( T) , T) d T 
J to 
(3 .3.1 ) 
(3.3 .2) 
- Pour 'valuer l'int égral, Di ardo propose une di crét i ation de g(S(t) , t lxa ta) 
t = ta + kp k E N* 
1to+kp g(ta + kp) = - 2<î> (ta + kp) + 2 g(T) · <I> (ta + kp lT)dT to (3.3.3) 
3.4 Cod 
% Calcul de la probabilité de Monte Carlo d'un mouvement 
% brownien à travers la barrière S(t) 
%Fonction temps 
function [t] = temps(m,dt) 
t=zeros(m+1,1); 
for i=1: m 
t(i+1,1)=t(i,1)+dt; 
end 
end 
% Fonction S(t) donnée par S_barriere 
function [ S_barriere] = S1(m) 
S_barriere1= inline('0.001*t+1', 't'); 
S_barriere= feval(S_barriere1, 10:10:m); 
end 
% Fonction mouvement brownien W(t) 
function [W,position] = brownien_W(dt,n,m) 
norm=normrnd(0,1,m,n); 
W=zeros(m,n); 
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position= 10:10 :m; 
for i =1 : m 
W(i+1, : ) =W(i, :)+sqrt(dt)*norm(i, :); 
end 
end 
% Fonction qui calcul la probabilité de Monte Carlo 
function [prob_montecarlo,pos i tion,S_barriere , W,t, W2,W2_valmax] 
= simul_montecarlo(dt,n,m,decoupe) 
tic; 
[S_barriere] 
[W, position] 
S1(m); 
brownien_W(dt,n,m); 
1 = (10 :decoupe:m); 
W2= W(l,:); 
W2=W2 - repmat(S_barriere' ,1,size(W2,2)); 
W2_valmax=max (W2); 
compteur=O; 
for i =1 :n 
end 
if (W2 _valmax (1,i) >= 0) 
compteur=compteur+1; 
end 
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prob_montecarlo=compteur/n; 
t=toc; 
end 
% Calcul de la probabilité de Monte Carlo d'un processus 
% d'Ornstein- Uhlenbeck à travers la barrière y(t) 
clear all 
tic; 
lambda = 1; 
mu = 1. 2; 
sigma= 1.2; 
dt= le - 3; 
t = 0:dt:2; 
N=1000; 
S = zeros(length(t),N); 
rng(1); 
for j=1:N 
for i = 1:length(t)-1 
S(i+1,j) = S(i,j)+lambda*(mu-S(i,j))*dt+sigma*sqrt(dt)*randn; 
end 
end 
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S=S'; 
y=1+0.5*t; 
compteur=O; 
yplus=repmat(y ,N,1); 
diff=S-yplus; 
diff=diff' ; 
diffM=max (diff); 
for i =l :N 
end 
if (diffM(l,i) >= 0) 
compteur=compteur+l; 
end 
prob_montecarlo=compteur/N; 
timy=toc; 
figure; 
plot(t,S,t,y); 
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clear all 
randn( 'seed', 0); 
rand(' seed', 0); 
r =0 . 06; 
b=0 . 12; 
T=1; 
sigma=0 . 15; 
theta=(b - r) . /sigma; 
z=1.30; 
n_prim=1000*2; 
n=1000; 
x0=1; 
N=100000; 
delta=T/n; 
dt=delta/2; 
S=zeros(1 ,n); 
path1=cumsum([zeros(N/2,1) sqrt(delta).*randn(N/2,n)] ,2); 
path=[path1; -path1]; 
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F1 =© (x) x(1).*normcdf((log(x(1)./x(2))+(r-0.5.*theta.-2).*T) ./(theta.*sqrt(T))) -
x(2).*exp((theta.-2-r).*T).*normcdf((log(x(1)./x(2))+(r-1.5.*theta.-2).*T) . 
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/(theta.*sqrt(T)))-xÜ.*exp(r.*T); 
F2=@(x) x(1).*normcdf((log(x(1)./x(2))+(r+0.5.*theta .-2).*T) ./(theta. *sqrt(T)))- x(2). 
*exp(-r.*T) .*normcdf((log(x(1)./x(2))+(r-0.5.*theta.-2).*T)./(theta .*sqrt(T))) -z; 
F=@ (x) [F1(x) F2 (x) J ; 
Lagr=fsolve(F, [1,1]); 
lambda=Lagr (1); 
mu=Lagr(2); 
S=zeros(1,n); 
init=theta; 
i=1; 
t=O; 
for i=1: n+1 
t=(i-1) *delta; 
end 
y=@(x) mu.*exp((theta.-2 - 2.*r).*T+(r-1.5.*theta.-2).*t - theta.*x); 
dplus=@(x) (log(y(x) ./lambda)+(r+0.5.*theta.-2) .*(T-t))./(theta.*sqrt(T-t)); 
dminus=@(x) dplus(x)-theta.*sqrt(T-t); 
G2=@(x) lambda.*normcdf( -dminus(x)) - y(x).*normcdf(-dplus(x)).*exp(r .*(T-t))-z; 
S(i)=fsolve(G2,init); 
init=S(i); 
S_dt=zeros(l,n/2); 
S_delta=zeros(l,n/2); 
path_dt=zeros(N,n/2); 
path_delta=zeros(N,n/2); 
i =1; 
for k=1:n/2 
S_dt(1,k) =S(1,i); 
S_delta(1,k) =S(1,i+1); 
i=i+2; 
end 
for j=1:N 
i =1; 
for k=1:n/2 
path_dt(j,k) =path(j,i); 
path_delta(j,k) =path(j,i+1); 
i=i+2; 
end 
end 
Spass=repmat(S_delta,N,1); 
Pass=path_delta- Spass; 
ProbMC=mean(max(path_delta- repmat(S_delta,N,1) ,[] ,2)>=0); 
probnw=mean(max(path>=repmat(S,N,1), [] ,2)); 
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Inot=find((max(Pass)<=O)); 
Nnot=size(Inot,2); 
Nplus=O; 
SimU=rand(Nnot,n/2); 
l=repmat(S_delta,Nnot,1); 
ll=[zeros(Nnot,1) path_delta(Inot, :)] ; 
Y_c=repmat(S_delta,Nnot,1) - path_delta(Inot, : ); 
Y_c=[zeros(Nnot,1) Y_c]; 
Y_M=repmat(S_dt,Nnot,1) - 0.5*(path_dt(Inot, :)+path_dt(Inot, : )); 
for k=1:Nnot 
for j =1 : (n/2) 
alpha=2*Y_c(k,j); 
A=exp(alpha-2/(2*delta)); 
Y3=exp( - 2*alpha*Y_M(k,j)/delta); 
Y2=exp( - alpha*Y_c(k,j+1)/delta); 
if Y3/Y2 >= 1/A- 2 
c(1) =A*(A-4*Y3-2 - Y2-2)/(A-3*Y3 -Y2); 
else 
c(1) =0; 
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end; 
if A-2*Y3/Y2 -A > sqrt(A-2- 1) 
c (1) =2*Y2*A; 
end; 
U(k,j) =c(1)*exp( - 0.5*(alpha-2/delta)) +c(2)*exp( - 2*(alpha-2/delta)); 
end; 
Nplus=Nplus+any(SimU(k, : )<=U(k, : )); 
end 
ProbMCplus=probnw+Nplus/N 
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