A b s t r a c t . Nonparametric kernel estimators for hazard functions and their derivatives are considered under the random left truncation model. The estimator is of the form of sum of identically distributed but dependent random variables. Exact and asymptotic expressions for the biases and variances of the estimators are derived. Mean square consistency and local asymptotic normality of the estimators are established. Adaptive local bandwidths are obtained by estimating the optimal bandwidths consistently.
Kernel hazard estimates
We shall assume without loss of generality that both X and Y are nonnegative random variables. We adopt Woodroofe's (1985) notation throughout the presentation. The cumulative hazard function of F (or X) is: J0 x (2.1)
A(x) = A(t)dt = -log(1 -F(x)).
For any d.f. W, define aw = inf{t : W(t) > 0} and bw = sup{t: W(t) < 1}, as the left and right endpoints of the support of W. As Woodroofe (1985) points out, in random truncation models, F can be estimated completely only if ao <_ aF. We shall assume this and put
(2.2) c~ ~_ ~(F, G) = P(Y <_ X) = G(x)dF(x) > O.
Let H* denote the joint distribution of the observed (X, Y) pair, and F* and G* denote the corresponding marginal d.f.'s. Then 
H*(x,y) = P(X < x,Y < y lY < X) = a -1 G(min(y,t))dF(t), f*(x) = H*(x, oc) = a-1 G(t)dF(t), /o" G*(y) = H*(oc, y) = a -~ G(min(y,t))dF(t).
Theorem 1 of Woodroofe (1985) gives the following representation for the cumulative hazard A: 
C(z) = P(Y < z < X) = G*(z) -F*(z-) = c~-lG(z)[1 -F(z-)].
Note that C is not monotone and C(z) tends to zero as z tends to either aG or bF. The representation (2.6) then suggests estimating A(z) by /o c~(z) = #{i: ~ < z < xd/n.
Notice that Cn(Xi) > 1/n, however, it is not a monotone function•
We consider the following kernel estimator for A <) (z) by convolving a kernel Kr with/itn in (2.8):
(2.10)
where Kr,b(X ) = b-(~+l) K~(x/b) , and b = bn is the bandwidth sequence.
To obtain the properties of A(~) we need to assume that:
(A1) for some p >_ r, A is p times continuously differentiable at z.
As for the bandwidth sequence we require that:
For the kernel function it is assumed that: K~ is a function of bounded variation with support [-1, 1] and it is a function of order (r,p) 
Note that under (2.11) K~ and K~,b(x) implicitly involve p; however, for brevity of notation this is suppressed.
Mean square consistency and asymptotic normality
We will derive in this section the properties of ~(r)(z) for ac < z < bF. The notations in Sections 1 and 2 are used. All expectations hereafter are with respect to conditioning on n, the number of observations. 
where for 0 <__ y < 1
PROOF. The proof is given in Appendix A. []
Remark. The In function is also used in Watson and Leadbetter ((1964) , formula (2.3)). Note that nyIn(y) < 2 and nIn(y) converges uniformly to y-: on any interval [a, b] with a > 0 and b < 1.
Asymptotic behavior of the bias term and the variance is given in the following theorem. The proof is in Appendix B. Vr,p q-(bP-r ) The optimum bandwidth which minimizes the leading term in (3.7) is given by
Note that the optimum rate, n -1/(2p+1) for bandwidth and the optimum rate, n -2(p-r)/(2p+I) for MSE, are analogous to the i.i.d, case (i.e. without truncation).
The optimal bandwidth b* (z) depends on the unknown quantities A(z), C(z) and A(p) (z). Data dependent adaptive bandwidth choices will be addressed in Section 4.
Next, we will derive the local limiting distribution of A(~)(z). Notice that A(~) (z) is a sum of identically distributed but not independent terms since C~(X~)
depends on the entire sample. As mentioned earlier, we will utilize the H&jek projection method. This method was also used by Tanner and Wong (1983) for kernel hazard estimates based on randomly censored data. Let W be a function of i.i.d, random variables Z1, Z2,..., Z~. Hdjek (1968) defines the projection W* of W to the space S of the sum of i.i.d, variables as follows:
In the truncation setting, Zi = (Xi, Y/), W = i(~)(z), and A*(~)(z)denotes the H&jek projection W* of A(~)(z). The following lemma gives the form of A*(~)(z). The derivation is in Appendix C.
where 
PROOF. (a) It follows from (3.5), (3.10) and (3.12) that 
Thus A (~) (z, co* (z)) is optimal in terms of minimizing the asymptotic MSE. In this section we show that locally adaptive bandwidth choices are indeed feasible. More precisely, it is shown that the estimator ),(~)(z, &* (z)), where &* (z) is a consistent estimator of co* (z), has the same asymptotic distribution as the hypothetical optimal estimator A(~)(z, co*(z)). To obtain this result, it will be convenient to deal with a suitably normalized form of (4.1), given as 
= (COl,Cd2)-(r+l)[)~(z)/C(z)] ( )Kr where B~,p is given by (3.4). THEOREM 4.1. (Locally adaptive bandwidth choice) Under the conditions --+CO (z), both U,(z, go(z)) of Lemma 4.1 and for any estimator &(z) satisfying go(z) P * and Un(z, CO*(z)) converge weakly to a normal distribution N([CO*(z)]P-~A(P)(z) • Br,p;CO*(z)-(Z~+l)[A(z)/C(z)]V~,p)
, where Br,p and Vr,p are given by (3.4) and (3.6). 
PROOF. Lemma 4.1 implies that Un(z, go) -Un(z, CO*) --

Theorem 4.1 requires construction of consistent estimators for CO* (z) which reduces to estimating the quantity A(z)/[C(z)A(P)(z)]
consistently. By Corollary 3.1(b), consistent estimators for k(z) and k(P)(z), denoted by A0(z) and A(oP)(z) respectively, can be obtained via selecting proper Ko, Kp and initial bandwidths b0 and bp. The initial bandwidth for A(oP)(z) should be larger than the initial bandwidth for A0(z) (nbo -+ e~ but nb2p p+l -+ oc). As for estimating C(z), the C,~(z) given by (2.9) is not appropriate for the present purpose since it may assume zero value. Let C~ be any modified version of C, which is nonzero and consistent for C, e.g., let C~(z) = 1/(n + 1), whenever C~(z) = 0. Then, a candidate for adaptive bandwidth choice can be given as: 3. Another choice of adaptive bandwidth can be obtained using the fact that A = dF*/C which follows from (2.6), and that dF* --f* can be estimated using the ordinary kernel estimate
An alternative candidate for adaptive bandwidth choice is then:
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Appendix A
PROOF OF THEOREM 3.1. The mean of ~(~)(x) follows directly from Lemma 2 of Woodroofe (1985) . To find the variance, consider (a.1)
E(t(~)(z))2 = E (i=< K~,b(Z-Xi)[nC~(Xi)]-2 )
+ 2E (~<TKr,b(z-Xi) Kr,b(Z-Xj) 
P2(s, t)
= P(t < Y <_ s,X > s I Y __ x) = oz-1[C(8) -C(t)][1 -F(s)],
P3(s,t) = P(Y < t,X > s t Y < X) = a-lG(t)[1 -F(s)],
P4(s, t) = P(neither t nor s is in [Y, X]IY <_ X) = 1 -Pl(S,t) -P2(s,t) -Pa(s,t).
Hence, 
• 1 F(t) -F(s)[[1 -C(s)] n -Pg(s, t)] -[1 -C(t)] ~
• dA(t)dA(s).
Theorem 3.1 now follows from (a.1), (a.2), (a.4), and noting that P4(s, t) = P(s, t), 
-C(s) -P(s, t) = ct-iG(t) •
IF(s) -F(t)], P(s, t) < min{1 -C(s)
, 1 -C(t)} and the following polynomial expansion:
For large n, (b.4) implies that for some 6 > 0,
[]
Appendix C
PROOF OF LEMMA 3.1. (a) Application of (3.9) to A(~)(z) yields
where Wk = Kr,b(z --Xk)[nC~(Xk) ]-l, and (c.2)
by Lemma 2 of Woodroofe (1985) . Also, Similarly, for Xi < Yj or Xj <_ Xi,
Combining (c.4) and (c.5) we have (c.6) E([nC~(Xi)] -1 I X~, ~, Xj, Vj)
Replacing p back by C(Xi), and plugging (c.6) into (c.3), we obtain
(3.11) now follows from (c.1), (c.2), (c.6) and (3.1). The fact that ~i and V~ have mean zero follows from (2.6), (2.7), and the fact that the first and second term in ~i have the same expectation.
(b) For this part we utilize the following result whose proof is given in Appendix C of Uzunogullari and Wang (1990) :
Using the continuity of A/C at z, the fact that K c L2[-1, 1] and the dominated convergence theorem, (c.7) can be written as
Next, consider ~i(z). For some ~ > O, where the second last step follows from the Lipschitz condition on BLr and that Icox -co2] _< 1; the last step follows from the continuity of A/C at z and the fact that nyIn(y) _< 2 for 0 _< y _< 1.
Term II can similarly be bounded by L(cox -co2) min(2~'2) for some L > 0. Therefore E[Un(z, Wl) -Un(z, co2)] 2 _< constant(col -c02) min(2a'2), for all (col, co2) E [a~a; cob] . This implies the tightness of Un(z, co) by Theorem 12.3 of Billingsley (1968) . [] 
