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Abstract
Double Field Theory (DFT) and Exceptional Field Theory (EFT), collectively called ExFTs, have
proven to be a remarkably powerful new framework for string and M-theory. Exceptional field theories
were constructed on a case by case basis as often each EFT has its own idiosyncrasies. Intuitively though,
an En−1(n−1) EFT must be contained in an En(n) ExFT but how this works has been unclear since
different EFTs are not related by reductions but by rearranging degrees of freedom. In this paper we
propose a generalised Kaluza-Klein ansatz to relate different ExFTs. We then discuss in more detail the
different aspects of the relationship between various ExFTs including the coordinates, section condition
and (pseudo)-Lagrangian densities. For the E8(8) EFT we describe a generalisation of the Mukhi -
Papageorgakis mechanism to relate the d = 3 topological term in the E8(8) EFT to a Yang-Mills action
in the E7(7) EFT.
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1 Introduction
Extended Field Theories (ExFT) are a class of theories that realise a manifest local O(D,D,R) symmetry
or En(n)(R) symmetry on an extended spacetime. The former is called Double Field Theory (DFT) whilst
the latter is called Exceptional Field Theory (EFT). These symmetries are formed from the local sym-
metries of the supergravity fields (i.e. conventional diffeomorphisms and p-form gauge transformations)
and are repackaged into a generalised diffeomorphism that is generated, in analogy with GR, by a gen-
eralised Lie derivative acting on this extended spacetime. Its action may be described as a conventional
Lie derivative modified by a Y -tensor, built from group invariants. This Y -tensor also plays a role in a
consistency constraint on ExFTs called the section condition that we shall describe in more detail later.
For example, the local symmetries of DFT are constructed from the gauge transformations of the
metric and the Kalb-Ramond 2-form (namely diffeomorphisms and 1-form gauge transformations) which,
together, generate an O(D,D,R) transformation1 that acts linearly on a doubled spacetime. The theory
is then specified by a 2-derivative action that is constructed from terms invariant under generalised
diffeomorphisms and whose on-shell degrees of freedom are parametrised by the supergravity fields. See
[2–4] for reviews on DFT.
EFT has an added complexity over DFT since we distinguish between an ‘internal’ and ‘external’ space
that necessitates a tensor hierarchy of gauge fields and a covariantisation with respect to both internal
(generalised) diffeomorphisms and external (conventional) diffeomorphisms. The details are rather more
involved than DFT and we refer the reader to the original papers [5–11] for the details. We shall introduce
the relevant details of each theory in the main text as needed. In particular, we shall restrict our discussion
to the finite-dimensional cases2.
Thus far, the literature on relationship between ExFTs has remained rather sparse. Previous work
in this area has generally focused on DFT-to-DFT reductions such as in gauged DFT (GDFT) [14–19],
which realised that one could produce DFTs with gauge deformations by a Scherk-Schwarz reduction of
an ungauged DFT, or the Kaluza-Klein reduction of the DFT generalised metric. A key exception is [20]
which considered the reduction from the SL(5) extended field theory of [21] to O(3, 3) DFT3. This was
not for the full exceptional field theory but just for the extended space and did not consider alternative
reductions. In this paper, we extend these works by examining a host of EFT-to-EFT reductions.
1We have been explicit in specifying the continuous groups as they are not quite the discrete T- and U-duality groups. We
shall henceforth drop the R and leave it implicit (see [1] for a discussion of how these dualities appear in ExFTs).
2See also [12, 13] for progress on the n = 9 case (the first instance where the extended spacetime is infinite-dimensional).
3See also [22] which studied the relation between the M-theory and Type IIB solutions of the same EFT.
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Whilst each EFT is constructed in the same way each theory nevertheless ends up with rather dis-
tinct features, necessitating that EFT-to-EFT reductions be treated on a case-by-case basis. This is in
contrast to DFT where one simply needs to know the dimension, D for the relevant O(D,D) group and
everything else (the action, section condition, generalised Lie derivative etc.) is identical. For example,
E7(7) EFT comes with a generalised Yang-Mills term in the action, a self-duality constraint on the gen-
eralised field strength and a symplectic structure ΩMN , none of which have an obvious origin in E8(8)
EFT. Additionally, the Y -tensor in E8(8) EFT is not sufficient to close the generalised diffeomorphisms,
requiring an extra gauge transformation to ensure closure and it is not obvious what happens to this extra
gauge transformation if we reduce to E7(7) EFT. Other examples of quirks of EFTs include the reducible
coordinate representation of SL(2)× R+ EFT or the product group of n = 3 EFT.
We begin in Section 2 by laying out the relevant aspects of EFTs and setting up the notation that
we use. In Section 3, we introduce and give some motivation for the non-standard generalised Kaluza-
Klein ansatz by first reducing the DFT generalised metric in a particular manner before moving on to
reducing the SL(5) EFT generalised metric. In this second example, we shall describe how both the
SL(3) × SL(2) EFT and O(3, 3) DFT generalised metric can both be obtained from the same reduction
of the SL(5) generalised metric. We close that section by reducing a simplified E8(8) generalised metric
by first reducing the extended coordinates. We use this example to highlight some of the difficulties one
faces in reducing larger generalised metrics.
In Section 4 we consider the reduction of the section condition for both E8(8) and SL(5) EFTs. We use
the former to illustrate an explicit reduction of the Y -tensor and generalised Lie derivative. The reduction
of the SL(5) theory is used to exhibit how there are alternative reductions to both SL(3) × SL(2) and
O(3, 3) theories which is, of course, equivalent to showing how the reductions are linked via the choices
of the section condition in the higher dimensional EFT.
In Section 5, we shall discuss how the Yang-Mills term of E7(7) EFT can be obtained from the
superficially different BF term of E8(8) EFT. This uses a generalised version of the mechanism described
by Mukhi and Papageorgakis [23] in the context of Bagger-Lambert theory for converting scalar-Chern-
Simons theory into a Yang-Mills theory while absorbing scalar degrees of freedom.
We end in Section 6 with a discussion of the results obtained and possible further work in this area.
2 Preliminaries and Notation
Throughout this paper, an EFT-to-EFT reduction should be understood as a spontaneous symmetry
breaking from an En(n) EFT to an En−1(n−1) EFT when there is a generalised isometry present. Note
that the further we compactify down from eleven dimensions, the larger the exceptional group becomes and
so the usual Kaluza-Klein reduction in supergravity yields an increase in the dimension of the exceptional
group which is made manifest in the reduced theory. Here, we are going in the opposite direction and
spontaneously breaking the exceptional group to a subgroup.
In this paper, wherever we need to differentiate between two EFTs, we shall refer to the larger ExFT
(the theory with the larger group Gˆ, though smaller external space) as the ‘parent’ theory and adorn
all objects/indices in that ExFT with hats (̂) to distinguish them from the analogous structure in the
‘child’ theory (whose associated group we denote as G ⊂ Gˆ). However, when we speak in generality (as
we shall for this section) we shall drop any hats to prevent cluttering the formulae. Hopefully, there
should be no ambiguity in doing so.
We begin our description of EFTs by first splitting the 11 coordinates into d ‘external coordinates’
and n = 11 − d ‘internal coordinates’. All of the local transformations of the supergravity fields of
11-dimensional supergravity, compactified on Tn, (namely diffeomorphisms and p-form gauge transfor-
mations) collectively generate a hidden local G = En(n) action and we wish to construct a theory that
makes this local symmetry manifest.
We linearly realise the action of G by extending the internal coordinates ym to a set of extended
coordinates Y M where M = 1, . . . ,dimR1 and R1 is a particular representation (which we call the
coordinate representation) of G. When these extra coordinates are taken to be toroidal, they can be
interpreted as dual to the wrapping modes of the branes of M-theory. Upon this extended spacetime,
we define a generalised Lie derivative which generates these generalised diffeomorphisms. Its action on a
generalised vector VM (of weight λV ) is taken to be of the form
4
LUV
M = UN∂NV
M − V N∂NUM + Y MNPQ∂NUPV Q + (λV + ω)∂NUNVM , (2.1)
4This has to be slightly modified for n = 8 which we shall discuss in Section 4.
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which can be loosely thought of as a modification of a Lie derivative (the first two terms) by a Y -tensor
that is formed from G-invariants. Additionally, the weight term is modified by an extra universal weight
ω = − 1
9−n . Unlike the conventional Lie derivative, we require a closure constraint of the form
[LU ,LV ] = LJU,V K , (2.2)
where
JU, V K :=
1
2
(LUV − LV U) (2.3)
is called the E-bracket and is the antisymmetric part of the generalised Lie derivative (note that unlike
the conventional Lie derivative, the generalised Lie derivative does not have a definite symmetry). This
imposes constraints on the Y -tensor and, together with requiring G-invariance, fixes the form of the Y -
tensor uniquely. These have been worked out for all the finite cases5 3 ≤ n ≤ 8 in [10,11,24]. Additionally,
closure requires we impose the following section constraint
YMNPQ∂M ⊗ ∂N = 0 , (2.4)
where the notation above is understood to mean that the partial derivatives act either on the same field
or different fields. There are only two inequivalent solutions (up to G-transformations) to the section
condition, namely the M-theory solution and the Type IIB solution. Note that Type IIA naturally
appears from the former upon assuming an extra isometry. The fields of the theory are
{MMN , gµν ,AµM , . . .} . (2.5)
MMN is a generalised metric parametrising the coset G/H (where H is the maximal compact subgroup
of G) and is usually given in terms of the supergravity fields in a Borel gauge. Additionally, gµν is a
metric on the external space and AµM is the first level of a tensor hierarchy that is to be modified by
higher degree p-form fields (represented by the ellipsis) as required. The latter acts as a gauge field for
the generalised Lie derivative. The dynamics of the EFT are constructed from terms that are invariant
under both the (internal) generalised diffeomorphisms and external (conventional) diffeomorphisms and
requiring reduction to the action of 11-dimensional supergravity upon imposing the section constraint.
DFT is comparatively simpler6; the entire spacetime is doubled to fit a R1 = 2D representation of
G = O(D,D). There is no ‘external space’ to speak of and so we require neither an external metric nor
a tensor hierarchy of generalised gauge fields. Consequently, the only dynamical fields are a generalised
metric MMN , parametrising the coset O(D,D)/(O(D) × O(D)) in terms of g and B(2), and the DFT
dilaton d that is related to the supergravity dilaton ϕ by a shift. The action is again constructed as the
unique, 2-derivative, O(D,D)-invariant action that reduces to the action of Type II supergravity upon
solving the section condition. The generalised Lie derivative is also simpler; the Y -tensor is symmetric
in both its upper and lower indices, given in terms of the O(D,D) structure η as YMNPQ = η
MNηPQ,
and there is no universal weight in DFT. Additionally, there is only one inequivalent solution to the DFT
section condition.
3 Reduction of the Generalised Metric
The generalised metric of any ExFT is a representative of the coset G/H and encodes the scalar degrees
of freedom of the theory. The form of the generalised metric depends on the theory but the generalised
metric for each EFT (in a Borel gauge) has been known for a while and can be found in [27,28].
Here, we shall consider two cases; a reduction of the DFT generalised metric and the reduction of
the SL(5) generalised metric. The first will be useful as an illustrative example of what a reduction may
look like in ExFT and agrees with previous results in the area. We will then explicitly reduce the SL(5)
generalised metric and show how both the O(3, 3) generalised metric and the SL(3) × SL(2) generalised
metric can both be obtained from the same circle reduction, just with different reduction ansatzes. The
reduction to the O(3, 3) DFT matches that described in [20,29,30].
5See also [13] for n = 9.
6Here we consider only the NS-NS sector, although R-R fields can be incorporated into the framework as well. See, for
example, [25, 26].
4
3.1 O(D,D) DFT to O(d, d)×O(n, n) DFT
Our starting point is the Gˆ = O(D,D) DFT generalised metric
MˆMˆNˆ =
(
gˆmˆnˆ − BˆmˆpˆgˆpˆqˆBˆqˆnˆ Bˆmˆpˆgˆpˆnˆ
−gˆmˆpˆBˆpˆnˆ gˆmˆnˆ
)
, (3.1)
where Mˆ , Nˆ = (mˆ, mˆ) = 1, . . . , 2D and mˆ, nˆ = 1, . . . , D. We now consider a Kaluza-Klein (KK) decom-
position of the underlying fields according to
gˆmˆnˆ =
(
e2αφgµν + e
2βφAµ
mgmnA
n
ν e
2βφAµ
mgmn
e2βφgmnA
n
ν e
2βφgmn
)
, (3.2)
gˆmˆnˆ =
(
e−2αφgµν −e−2αφgµνAνn
−e−2αφAmµgµν e−2αφAmµgµνAνn + e−2βφgmn
)
, (3.3)
Bˆmˆnˆ =
(
Bµν +BµnA
n
ν + Aµ
mBmν + Aµ
mBmnA
n
ν Bµn +Aµ
mBmn
Bmν +BmnA
n
ν Bmn
)
, (3.4)
where we have now decomposed the index mˆ to mˆ = (µ,m) with ranges µ = 1, . . . , d and m = 1, . . . , n
such that d + n = D. One finds that this can be reorganised into a generalised Kaluza-Klein ansatz for
MˆMˆNˆ according to
MˆMˆNˆ =
(MMN +AMAGABABN AMAGAB +MMNBNB
GABABN + BAMMMN GAB + BAMMMNBNB
)
, (3.5)
where
MMN =
(
e2αφgµν − e−2αφ(Bµσ + AµmBmσ)gσρ(Bρν +BρnAnν) e−2αφ(Bµσ +AµmBmσ)gσν
−e−2αφgµσ(Bσν +BσnAnν) e−2αφgµν
)
(3.6)
GAB =
(
e2βφgmn − e−2βφBmpgpqBqn e−2βφBmpgpn
−e−2βφgmpBpn e−2βφgmn
)
(3.7)
AMA =
(
Aµ
m Bµm
0 0
)
, AAM =
(
Amµ 0
−Bmµ 0
)
=
(
AMA
)T
(3.8)
BMA =
(
0 0
−Bµm −Aµm
)
, BAM =
(
0 Bmµ
0 −Amµ
)
=
(
BMA
)T
. (3.9)
The new indices are DFT-type doubled indices given by M = (µ,
µ), A = (m,
m). In effect, we have
split the parent DFT coordinates into two sets of doubled coordinates Yˆ Mˆ = (Y M , Y A) for which we
recognise MMN as a generalised metric on the YM space (constructed from a metric e2αφgµν and 2-
form Bµν +Aµ
mBmν) and GAB as a generalised metric on the Y A space (itself constructed from a metric
e2βφgmn and 2-form Bmn). Finally, A and B take on the roles of generalised Kaluza-Klein vectors, though
not in the standard form (3.2) but rather in a manner that treats the internal DFT and external DFT on
an equal footing (3.5) by introducing extra B-twisted terms. As such, we shall refer to this type of ansatz
as a generalised Kaluza-Klein ansatz. We shall comment on this again when we consider the reduction of
the SL(5) the generalised metric next.
Note that if we split the indices of the O(D,D) structure in the same way, we obtain
ηˆMˆNˆ =
(
ηMN 0
0 ηAB
)
(3.10)
with
ηMN =
(
0 δνµ
δµν 0
)
, ηAB =
(
0 δnm
δmn 0
)
. (3.11)
Then the generalised Kaluza-Klein vectors can be related to each other as
ηABABNηNM = −BAM , (3.12)
and it is then tempting to write this in term of the Y-tensor as follows:
Yˆ MNBAABN = −BAM . (3.13)
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Then this gives us the general KK ansatz for any ExFT and the usual KK ansatz can then be understood
as a particular case since the Y -tensor vanishes for Gˆ = GL(d) in GR (when viewed an ExFT with
no external space at all), causing all of the extra B-twisted terms to drop out. The fact that A and
B are related is also consistent with the counting of degrees of freedom: MˆMˆNˆ parametrises the coset
O(D,D)/(O(D) × O(D)) and thus has D2 = (n+ d)2 = n2 + d2 + 2nd components. The d2 and n2
components enter into MMN ∈ O(d, d)/(O(d) × O(d)) and GAB ∈ O(n, n)/(O(n) × O(n)) respectively
and the 2nd components entered into AMA ∼ BMA ∼ (Aµm, Bµm).
In order to invert this generalised KK ansatz, we note that we may diagonalise the matrix MˆMˆNˆ as
follows:
MˆPˆ Qˆ = EˆPˆ MˆM˜MˆNˆ Eˆ Nˆ Qˆ (3.14)
where
M˜MˆNˆ =
(MMN 0
0 GAB
)
, (3.15)
EˆPˆ Mˆ =
(
δMP APA
BCM δAC
)
, Eˆ Nˆ Qˆ =
(
δNQ BND
ABQ δBD
)
. (3.16)
We then proceed by noting that the combinations AAMBMB and BAMAMB both vanish such that the
inverses of AˆMˆ Pˆ and AˆNˆ Qˆ are given by(
Eˆ−1
)
Pˆ
Nˆ =
(
δNP +APBBBN −APB
−BCN δBC
)
,
(
Eˆ−1
)Qˆ
Rˆ =
(
δQR + BQCACR −BQE
−ADR δDE
)
. (3.17)
The inverse of the generalised KK ansatz is then given by
MˆMˆNˆ :=
(
Eˆ−1
)Mˆ
Pˆ
(
M˜−1
)Pˆ Qˆ(
Eˆ−1
)
Qˆ
Nˆ (3.18)
=

MMN + BMEAEPMPQAQFBFN
BMEAEPMPN +MMQAQFBFN
+BMCGCDBDN
− (δMP + BMEAEP )MPQAQB
−BMCGCB
−AAPMPQ
(
δNQ +AQFBFN
)
−GADBDN
AAPMPQAQB + GAB

. (3.19)
The parametrisation that we obtain here matches the one obtained in [31], in which they constructed a
tensor hierarchy for DFT (essentially enhancing it to a full EFT with group O(D,D)) which, in turn,
was found to be consistent with results from the heterotic theory. We have also constructed the second
generalised metric explicitly. So as to compare our results with those in the literature we write their
generalised vector as, Aµ
A[HS] in terms of the fields here as
Aµ
A[HS] =
(
Aµ
m[here]
−Bµm[here]
)
(3.20)
and their generalised metricMMN [HS] is should be thought of as our GAB, parametrised in terms of the
internal components gmn[here] and Bmn[here]. However, the 2-form that they introduce as part of the
tensor hierarchy is related to ours by field redefinitions: we have
Cµν [HS] = Bµν [HS] +
1
2
Aµ
A[HS]AνA[HS] = Bµν [here] + Aµ
m[here]Bmν [here] (3.21)
and so Bµν [HS] = Bµν [here]+A[µ|
m[here]Bm|ν][here]. The crucial difference between these two construc-
tions is the location of the isometries. In the canonical Kaluza-Klein set-up, one must take the internal
space (with coordinates Y m) to be an isometry such that all the fields transform covariantly under the
symmetries of the reduced theory. When lifting this ansatz to the doubled spacetime, one must presum-
ably require the entire doubled space Y A = (Y m, Ym) to be an isometry such that any DFT frame will
have the same number of isometries. However, this differs from the coordinate dependence of [31] where
the fields are allowed to depend on (translating into our notation) Y m and Ym.
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3.2 Reduction of the SL(5) Generalised Metric
We now turn to the reduction of the Gˆ = SL(5) generalised metric which is given by
MˆMˆNˆ =
(
gˆmˆnˆ +
1
2
Cˆmˆkˆlˆgˆ
kˆlˆ,pˆqˆCˆpˆqˆnˆ
1√
2
Cˆmˆkˆlˆgˆ
kˆlˆ,nˆ1nˆ2
1√
2
gˆmˆ1mˆ2,pˆqˆCˆpˆqˆnˆ gˆ
mˆ1mˆ2,nˆ1nˆ2
)
, (3.22)
where gˆmˆnˆ,pˆqˆ = 1
2
(gˆmˆpˆgˆqˆnˆ − gˆmˆqˆ gˆpˆnˆ) and mˆ, nˆ = 1, . . . , 4 such that Mˆ = 1, . . . , 10. We consider the
reduction of this metric to the generalised metric of both O(3, 3) DFT and SL(3)× SL(2) EFT. The first
of these was explored in [20]. Here we give an equivalent description that facilitates the comparison with
the reduction to the SL(3)× SL(2) generalised metric.
We split the index mˆ = (m,z) with m = 1, 2, 3 for the KK ansatz
gˆmˆnˆ =
(
e2αφgmn + e
2βφAmAn e
2βφAm
e2βφAn e
2βφ
)
, (3.23)
gˆmˆnˆ =
(
e−2αφgmn −e−2αφAm
−e−2αφAn e−2αφAmAm + e−2βφ
)
, (3.24)
Cˆmˆnˆpˆ =
(
Cmnp + 3B[mnAp]
3Bmn
)
, (3.25)
which induces the reduction of the SL(5) generalised metric
MˆMˆNˆ =

Mˆmn Mˆmz Mˆmn1n2 Mˆmn1z
Mˆzn Mˆzz Mˆzn1n2 Mˆzn1z
Mˆm1m2n Mˆm1m2z Mˆm1m2,n1n2 Mˆm1m2,n1z
Mˆm1zn Mˆm1zz Mˆm1z,n1n2 Mˆm1z,n1z
 , (3.26)
where
Mˆmn = e2αφgmn + e2βφAmAn − 9e−2(α+β)φBmpgpqBqn
+ 1
2
e−4αφ
(
Cmkl − 3B[mkAl]
)
gkl,pq
(
Cpqn − 3A[pBqn]
) (3.27)
Mˆmz = 3
2
e−4αφ(Cmkl − 3B[mkAl])gkl,pqBpq + e2βφAm (3.28)
Mˆmn1n2 = 1√
2
e−4αφ(Cmkl − 3B[mkAl])gkl,n1n2 (3.29)
Mˆmn1z = 1√
2
e−4αφ(Cmkl − 3B[mkAl])gkl,pn1Ap + 3√
2
e−2(α+β)Bmpg
pn1 (3.30)
Mˆzn = 3
2
e−4αφBklg
kl,pq(Cpqn − 3B[pqAn]) + e2βφAn (3.31)
Mˆzz = e2βφ + 9
2
e−4αφBklg
kl,pqBpq (3.32)
Mˆzn1n2 = 3√
2
e−4αφBpqg
pq,n1n2 (3.33)
Mˆzn1z = 3√
2
e−4αφBklApg
kl,pn1 (3.34)
Mˆm1m2n = 1√
2
e−4αφgm1m2,pq(Cpqn − 3A[pBqn]) (3.35)
Mˆm1m2z = 3√
2
e−4αφgm1m2,klBkl (3.36)
Mˆm1m2,n1n2 = e−4αφgm1m2,n1n2 (3.37)
Mˆm1m2,n1z = e−4αφgm1m2,pn1Ap (3.38)
Mˆm1zn = − 1√
2
e−4αφgm1k,pqAk(Cpqn − 3B[pqAn])− 3√
2
e−2(α+β)φgm1pBpn (3.39)
Mˆm1zz = − 3√
2
e−4αgm1k,pqAkBpq (3.40)
Mˆm1z,n1n2 = −e−4αφAkgm1k,n1n2 (3.41)
Mˆm1z,n1z = 1
2
e−2(α+β)φgm1n1 − 1
2
e−4αAkg
m1k,pn1Ap (3.42)
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We now have two possible reductions, depending on which components we choose to form the reduced
generalised metric from7. In the following, the components that enter into MˆMN and MˆAB in the reduced
theory are boxed in red and green respectively. For SL(5)→ SL(3) × SL(2) we choose
MˆMˆNˆ =
Mˆmn Mˆmz Mˆmn1n2 Mˆmn1z
Mˆzn Mˆzz Mˆzn1n2 Mˆzn1z
Mˆm1m2n Mˆm1m2z Mˆm1m2,n1n2 Mˆm1m2,n1z
Mˆm1zn Mˆm1zz Mˆm1z,n1n2 Mˆm1z,n1z


, (3.43)
whilst for SL(5)→ O(3, 3), we choose
MˆMˆNˆ =
Mˆmn Mˆmz Mˆmn1n2 Mˆmn1z
Mˆzn Mˆzz Mˆzn1n2 Mˆzn1z
Mˆm1m2n Mˆm1m2z Mˆm1m2,n1n2 Mˆm1m2,n1z
Mˆm1zn Mˆm1zz Mˆm1z,n1n2 Mˆm1z,n1z


. (3.44)
In both cases we have suppressed the components that enter into the off-diagonal pieces but they should
hopefully be clear from the above: each piece takes one component from each quadrant of MˆMˆNˆ . We
shall use the indices M,N to index the coordinate representation of the reduced theory and A,B to index
the remaining coordinates. For the SL(3) × SL(2) reduction, we have Y M = (Y m, Ym1m2) whilst for the
O(3, 3) reduction we have YM = (Y m, Ym1z).
3.2.1 SL(5) EFT to SL(3)× SL(2) EFT Reduction
We begin by rescaling the whole SL(5) generalised metric MˆMˆNˆ by gˆ
1
5 = g
1
5 e
6α+2β
5
φ to obtain a deter-
minant 1 generalised metric. From (3.43), we rearrange the components of the SL(5) generalised metric
into blocks that expose the underlying structure that will become apparant in a moment:
MˆMN = g 15 e
−14α+2β
5
φ
(
e6αφgmn +
1
2
C˜mklg
kl,pqC˜pqn
1√
2
C˜mklg
kl,n1n2
1√
2
gm1m2,pqC˜pqn g
m1m2,n1n2
)
+ g
1
5 e
−4α−8β
5
φ
(
e(2α+4β)φAmAn − 12 B˜mpgpqB˜qn 0
0 0
)
,
(3.45)
MˆMB = g
1
5 e
−14α+2β
5
φ
(
1
2
√
2
C˜mklg
kl,pqB˜pq
1√
2
C˜mklg
kl,pn1Ap
1
2
gm1m2,pqB˜pq g
m1m2,pn1Ap
)
+ g
1
5 e
−4α−8β
5
(
e(2α+4β)φAm
1
2
B˜mpg
pn1
0 0
)
,
(3.46)
MˆAN = g 15 e
−14α+2β
5
φ
(
1
2
√
2
B˜klg
kl,pqC˜pqn
1
2
B˜klg
kl,n1n2
− 1√
2
gm1l,pqAlC˜pqn −Algm1l,n1n2
)
+ g
1
5 e
−4α−8β
5
φ
(
e(2α+4β)φAn 0
− 1
2
gmkB˜kn 0
)
,
(3.47)
MˆAB = g 15 e
−4α−8β
5
(
e(2α+4β)φ 0
0 1
2
gm1n1
)
+ g
1
5 e
−14α+2β
5
φ
(
1
4
B˜klg
kl,pqB˜pq
1
2
B˜klApg
kl,pn1
− 1
2
gm1l,pqAlB˜pq −Akgm1k,pn1Ap
)
,
(3.48)
where we have defined
C˜mnp := Cmnp − 3B[mnAp] , B˜mn := 3
√
2Bmn . (3.49)
We can make the group structure more explicit by defining dual coordinates
Y m¯ := εmn1n2Yn1n2 , (3.50)
7In principal, one should also be able to do the same for the DFT case considered above.
8
where m¯ = 1, 2, 3 indexes a distinct 3 of SL(3) to the first one that we indexed by m = 1, 2, 3 (and we
have thus adorned with an overbar to distinguish the two) but that is raised and lowered with the same
3-dimensional metric such that gm¯n¯ = gmn = gmn¯ = gm¯n, in the same way that g
m1m2,n1n2 contains the
same metric degrees of freedom as gmn. In terms of these coordinates, we have
MˆMN = g
1
5 e
−14α+2β
5
φ
e6αφgmn + C˜2gmn √ 2g C˜gmn¯√
2
g
C˜gm¯n
2
g
gm¯n¯

+ g
1
5 e
−4α−8β
5
φ
(
e(2α+4β)φAmAn − 12 B˜mkglqB˜qn 0
0 0
)
,
(3.51)
MˆMB = g
1
5 e
−14α+2β
5
φ
(
1
2
√
2
C˜mklg
kl,pqB˜pq
1√
2
C˜mklg
kl,qn1Aq
1
2
√
2
g−
1
2 gmkǫ
kpqB˜pq g
− 1
2 gmkǫ
kqn1Aq
)
+ g
1
5 e
−4α−8β
5
(
e(2α+4β)φAm
1
2
B˜mkg
kn1
0 0
)
,
(3.52)
MˆAN = g 15 e
−14α+2β
5
φ
(
1
2
√
2
B˜klg
kl,pqC˜pqn
1
2
g−
1
2 B˜klǫ
klqgqn
− 1√
2
gm1l,pqAlC˜pqn −Akǫm1klgln
)
+ g
1
5 e
−4α−8β
5
φ
(
e(2α+4β)φAn 0
− 1
2
gmqB˜qn 0
)
,
(3.53)
MˆAB = g 15 e
−4α−8β
5
(
e(2α+4β)φ 0
0 1
2
gm1n1
)
+ g
1
5 e
−14α+2β
5
φ
(
1
4
B˜klg
kl,pqB˜pq
1
2
B˜klAqg
kl,qn1
− 1
2
gm1k,pqAλB˜pq −Akgm1k,qn1Aq
)
.
(3.54)
Note that we have used the fact that C˜mnp := Cmnp − 3B[mnAp] is a top form such that C˜mnp ∝ ǫmnp.
In particular, we find
ǫmklC˜kln = 2C˜δ
m
n , C˜ :=
1
3!
ǫmnpCmnp (3.55)
by taking the trace, giving C˜mnp = C˜ǫmnp. Under the above splitting, we can rewrite the SL(5) generalised
metric in the same generalised KK ansatz as the DFT case (3.5)
MˆMˆNˆ =
(
e2AφMMN + e2BφAMAGABABN e2BφAMAGAB + e2AφMMNBNB
e2BφGABABN + e2AφBAMMMN e2BφGAB + e2AφBAMMMNBNB
)
, (3.56)
where
MMN =
e6αφgmn + C˜2gmn √ 2g C˜gmn¯√
2
g
C˜gm¯n
2
g
gm¯n¯
 (3.57)
AMA =
(
Am B˜mp1
0 0
)
, ABN =
(
An 0
−B˜q1n 0
)
=
(
AT
)B
N (3.58)
BNB =
(
0 0
1
4
εm¯klB˜kl
1
2
εn¯pn1Ap
)
, BAM =
(
0 1
4
εm¯pqB˜pq
0 − 1
2
Aqε
m1qm¯
)
=
(
BT
)
A
M (3.59)
GAB =
(
e(2α+4β)φ 0
0 1
2
gm1n1
)
(3.60)
e2Aφ = g
1
5 e
−14α+2β
5
φ (3.61)
e2Bφ = g
1
5 e
−4α−8β
5
φ . (3.62)
Note that both A and B do not contain metric degrees of freedom as required. In particular B is defined
with the alternating symbol ε without reference to the metric determinant. As in the DFT case, we have
that AAMBMB = BAMAMB = 0 and so the inverse reduction ansatz is given by (3.19) except with
MMN → e2AφMMN and GAB → e2BφGAB.
To demonstrate that MMN is indeed the SL(3) × SL(2) generalised metric, we define objects upon
which the SL(2) action is manifest:
C(0) =
√
g
2
C˜ , eΦ = e−3αφ
√
2
g
. (3.63)
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Note that, like B (though unlike C˜), the scalar C(0) = 1√2·3!ε
mnpCmnp is also defined with the alternating
symbol and so does not include the metric degree of freedom that C˜ included; it is an independent degree
of freedom from the metric determinant, as required. Then,
MMN =
√
2
g
e3αφgmn ⊗ 1
e−Φ
(
e−2Φ +C2(0) C(0)
C(0) 1
)
. (3.64)
In this form, it is clear that the generalised metric can be factorised into an SL(3) component and an
SL(2) component asMMN =Mmn ⊗Mαβ. As in the usual KK ansatz, we have the freedom to fix α to
a convenient value. One way to fix it would be to require that we reduce to a generalised metric that also
has determinant 1. For the SL(3) ‘generalised metric’ on the coordinate representation R1 = 3 (which is
really just the usual 3-dimensional metric), this occurs for Mmn = g− 13 gmn from which√
2
g
e3αφ = g−
1
3 , ⇒ e2αφ =
( g
23
) 1
9
. (3.65)
The other constant β can be fixed in the same way as the conventional Kaluza-Klein theory, namely by
a choice of frame (by which we mean choice of Weyl scaling to give the string or Einstein frame of the
theory). To simplify the following analysis, we take Cmnp = Bmn = 0 which implies
AMA =
(
Aµ 0
0 0
)
, (3.66)
BMA =
(
0 0
0 1
2
εµ¯σµ1Aσ
)
, (3.67)
BMAAAN = 0 , (3.68)
MˆMˆNˆ =
(
e−2AφMMN + e−2BφBMAGABBBN −e−2AφMMQAQB − e−2BφBMAGAB
−e−2AφAAPMPN − e−2BφGABBBN e−2AφAAPMPQAQB + e−2BφGAB
)
. (3.69)
One of the terms in the SL(5) potential is
1
2
MˆMˆNˆ∂MˆMˆKˆLˆ∂KˆMˆNˆLˆ = −
1
4
ge−2Bφ∂µ¯Aσ∂
µ¯Aσ + . . . (3.70)
In particular, the first term contributes to an additional Maxwell term that appears in addition to the
SL(3) × SL(2) potential. Taking into account the fact that the SL(3) × SL(2) potential comes with the
scaling
− 1
12
MˆMˆNˆ∂MˆMˆKˆLˆ∂NˆMˆKˆLˆ = −
1
12
e−2AφMMN∂MMKL∂NMKL + . . . , (3.71)
one sees that the potential and new Maxwell terms have a relative scaling (up to constant factors) of
ge2(A−B)φ = ge−2(α−β)φ which can be fixed to land on any frame that one may wish by an appropriate
choice of β.
3.2.2 SL(5) EFT to O(3, 3) DFT Reduction
As in [20] the reduction to the O(3, 3) DFT generalised metric, in accordance with (3.44), is:
MˆMN = e
16α+2β
5
φg
1
5
(
gmn − B˜mpgpqB˜qn B˜mpgpn1
−gmqB˜qn1 gm1n1
)
+ g
1
5 e
6α+12β
5
φ
(
C˜mklg
kl,pqC˜pqn + AmAn
√
2C˜mklg
kl,pn1Ap
−√2Akgm1k,pqC˜pqn −2Akgm1k,qn1Aq
)
,
(3.72)
MˆMB = e
6α+12β
5
φg
1
5
(
Am +
1√
2
C˜mklg
kl,pqB˜pq
√
2C˜mklg
kl,n1n2
−gmk,pqAkB˜pq −2Akgm1k,n1n2
)
, (3.73)
MˆAN = e
6α+12β
5
φg
1
5
(
Aν +
1√
2
B˜klg
kl,pqC˜pqn B˜klApg
kl,pn1
√
2gm1m2,pqC˜pqn 2g
m1m2,kn1Ak
)
, (3.74)
MˆAB = e
6α+12β
5
φg
1
5
(
1 + 1
2
B˜klg
kl,pqB˜pq B˜klg
kl,n1n2
gm1m2,pqB˜pq 2g
m1m2,n1n2
)
, (3.75)
10
where we have chosen different values of α and β from the SL(3) × SL(2) reduction, instead taking
e−(4α+2β)φ = 2 (3.76)
that will enable us to land on the canonical form of the DFT metric. Then, subject to the following
identifications
MMN =
(
gmn − B˜mpgpqB˜qn B˜mpgpn1
−gmpB˜pn1 gm1n1
)
, (3.77)
AMA =
(
Am
1√
2
C˜mp1p2 − 12A[mB˜p1p2]
0 −δm[p1Ap2]
)
, ABN =
(
An 0
1√
2
C˜q1q2n − 12 B˜[q1q2An] A[q1δnq2]
)
, (3.78)
GAB =
(
1 + 1
2
B˜klg
kl,pqB˜pq B˜pqg
pq,n1n2
gm1m2,pqB˜pq 2g
m1m2,n1n2
)
, (3.79)
e2Aφ = g
1
5 e
16α+2β
5 , (3.80)
e2Bφ = g
1
5 e
6α+12β
5 , (3.81)
we can rewrite the SL(5) generalised metric as
MˆMN =
(
e2AφMMN + e2BφAMAGABABN e2BφAMAGAB
e2BφGABABN e2BφGAB
)
(3.82)
which is the doubled KK ansatz [20]. Like the conventional KK ansatz, this can be understood as a
particular case of the generalised KK ansatz given by (3.56). One may verify that the pieces of the SL(5)
Y -tensor that would have entered into the B-twisted terms under this reduction happen to vanish and so
the reduction of the generalised KK ansatz to this doubled KK anstz in this case is non-trivial.
We note that the appearance of the Y -tensor in the generalised KK ansatz may be justified as follows:
in the Kaluza-Klein reduction ansatz, the reduced fields are required to transform under the symme-
tries of the lower dimensional theory. In ExFTs, these must include the lower-dimensional (generalised)
diffeomorphisms and so any appearance of the Y -tensor in the reduction ansatz could come about as a
compensatory term to ensure the fields transform correctly.
3.3 Some notes on the Reduction of Larger Generalised Metrics
Larger generalised metrics are much more difficult to reduce in full; for E6(6) and upwards it also contains
the 6-form that couples electrically to the M5 whilst for E8(8), it further contains the dual graviton as
propagating degrees of freedom. It is evident that reductions from E6(6) to SO(5, 5) and E8(8) to E7(7)
must somehow exclude the 6-form and dual graviton respectively from the reduced generalised metric.
Additionally, the generalised metric grows with the coordinate representation. In particular this
means that the number of blocks appearing in the generalised metric also grows; for E7(7), the R1 = 56
decomposed under GL(7) to 7⊕ 21⊕ 21⊕ 7 produces 4× 4 block matrices and so it is not clear whether
even the generalised KK ansatz (3.5) is sufficient. The case for E8(8) is even worse with R1 = 248. Setting
all internal potentials to zero for simplicity, the generalised metric for E8(8) (which we have rescaled to
give determinant 1) when decomposed under GL(8) takes the form
MˆMˆNˆ = diag
[
gˆgˆmˆnˆ, gˆgˆ
mˆ1mˆ2,nˆ1nˆ2 , gˆmˆ1mˆ2mˆ3,nˆ1nˆ2nˆ3 , gˆ
mˆ1nˆ1 gˆmˆ2nˆ2 −
1
8
δmˆ1mˆ2 δ
nˆ1
nˆ2
, 1,
gˆmˆ1mˆ2mˆ3,nˆ1nˆ2,nˆ3 , gˆ−1gˆmˆ1mˆ2,nˆ1nˆ2 , gˆ
−1gˆmˆnˆ
]
,
(3.83)
where mi, ni = 1, . . . , 8 and we have chosen the conventions
gˆmˆ1mˆ2,nˆ1nˆ2 := gˆmˆ1[nˆ1|gˆmˆ2|nˆ2] , (3.84)
gˆmˆ1mˆ2,nˆ1nˆ2 := gˆmˆ1[nˆ1|gˆmˆ2|nˆ2] , (3.85)
gˆmˆ1mˆ2mˆ3,nˆ1nˆ2nˆ3 := gˆmˆ1[nˆ1|gˆmˆ2|nˆ2|gˆmˆ3|nˆ3] , (3.86)
gˆmˆ1mˆ2mˆ3,nˆ1nˆ2nˆ3 := gˆmˆ1[nˆ1|gˆmˆ2|nˆ2|gˆmˆ3|nˆ3] , (3.87)
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for the metrics on the antisymmetric representations. In principal, one could try the brute-force approach
from the previous section and reduce the 8-dimensional internal metric under the standard circle reduction
ansatz (3.23). The antisymmetrised metrics in this case are given by
gˆmˆ1mˆ2,nˆ1nˆ2 =
(
e4αφgm1m2,n1n2 − 2e2(α+β)φA[m1gm2],[n1An2] −e2(α+β)φA[m1gm2]n1
e2(α+β)φgm1[n1An2]
1
2
e2(α+β)φgm1n1
)
, (3.88)
gˆmˆ1mˆ2,nˆ1nˆ2 =
(
e−4αφgm1m2,n1n2 e−4αφA[m1gm2]n1
−e−4αφgm1[n1An2] 1
2
e−2(α+β)gm1n1 + 1
2
e−4αφ(gm1n1A ·A−Am1An1)
)
, (3.89)
gˆmˆ1mˆ2mˆ3,nˆ1nˆ2nˆ3 =

e6αφgm1m2m3,n1n2n3
+3e2(2α+β)φA[m1gm2m3],[n1n2An3]
e2(2α+β)φA[m1gm2m3],n1n2
e2(2α+β)φgm1m2,[n1n2An3]
1
3
e2(2α+β)φgm1m2,n1n2
 , (3.90)
gˆmˆ1mˆ2mˆ3,nˆ1nˆ2nˆ3 =

e−6αφgm1m2m3,n1n2n3 −e−6αφA[m1gm2m3],n1n2
−e−6αφgm1m2,[n1n2An3]
1
3
e−2(2α+β)φgm1m2,n1n2
+ 1
3
e−6αφ
(
gm1m2,n1n2A ·A+ 2A[m1gm2][n1An2]
)
 .
(3.91)
It is simple to check that gˆmˆ1mˆ2,nˆ1nˆ2 and gˆmˆ1mˆ2mˆ3,nˆ1nˆ2nˆ3 given above are indeed the inverses of gˆmˆ1mˆ2,nˆ1nˆ2
and gˆmˆ1mˆ2mˆ3,nˆ1nˆ2nˆ3 respectively if we account for the fact that the contraction of the decomposed indices
requires the contraction conventions
gˆmˆ1mˆ2,pˆ1pˆ2 gˆ
pˆ1pˆ2,nˆ1nˆ2 = gˆmˆ1mˆ2,p1p2 gˆ
p1p2,nˆ1nˆ2 + gˆmˆ1mˆ2,p1zgˆ
p1z,nˆ1nˆ2 + gˆmˆ1mˆ2,zp2 gˆ
zp2,nˆ1nˆ2 (3.92)
= gˆmˆ1mˆ2,p1p2 gˆ
p1p2,nˆ1nˆ2 + 2gˆmˆ1mˆ2,p1z gˆ
p1z,nˆ1nˆ2 (3.93)
gˆmˆ1mˆ2mˆ3,pˆ1pˆ2pˆ3 gˆ
pˆ1pˆ2pˆ3,nˆ1nˆ2nˆ3 = gˆmˆ1mˆ2mˆ3,p1p2p3 gˆ
p1p2p3,nˆ1nˆ2nˆ3 + gˆmˆ1mˆ2mˆ3,p1p2z gˆ
p1p2z,nˆ1nˆ2nˆ3
+gˆmˆ1mˆ2mˆ3,p1zp3 gˆ
p1zp3,nˆ1nˆ2nˆ3 + gˆmˆ1mˆ2mˆ3,zp2p3 gˆ
zp2p3,nˆ1nˆ2nˆ3
(3.94)
= gˆmˆ1mˆ2mˆ3,p1p2p3 gˆ
p1p2p3,nˆ1nˆ2nˆ3 + 3gˆmˆ1mˆ2mˆ3,p1p2zgˆ
p1p2z,nˆ1nˆ2nˆ3 . (3.95)
Then, under these conventions, one may verify that
gˆmˆ1mˆ2,pˆ1pˆ2 gˆ
pˆ1pˆ2,nˆ1nˆ2 = δnˆ1nˆ2mˆ1mˆ2 =
(
δn1n2m1m2 0
0 1
2
δn1m1
)
, (3.96)
gˆmˆ1mˆ2mˆ3,pˆ1pˆ2pˆ3 gˆ
pˆ1pˆ2pˆ3,nˆ1nˆ2nˆ3 = δnˆ1nˆ2nˆ3mˆ1mˆ2mˆ3 =
(
δn1n2n3m1m2m3 0
0 1
3
δn1n2m1m2
)
. (3.97)
However, the adjoint block diag[gˆmˆ1nˆ1 gˆmˆ2nˆ2 − 18δmˆ1mˆ2 δ
nˆ1
nˆ2
, 1] becomes troublesome as it contributes more
off-diagonal terms than the SL(5) case and it is not clear what the appropriate ansatz should be in
this case. As the generalised metric becomes more cumbersome it may be more efficient to consider the
reduction of the generators or generalised coordinates for a qualitative picture of the reduction instead.
Returning to the E8(8) coordinate representation R1 = 248, we decompose it under SL(9) to give
248→ 80⊕ 84⊕ 84 . (3.98)
In terms of generators, we have
{Tˆ Mˆ} SL(9)−−−→ {Emˆnˆ, Zmˆ1mˆ2mˆ3 , Zmˆ1mˆ2mˆ3} , (3.99)
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where mˆ, nˆ = 1, . . . , 9. These satisfy the algebra [32]
[Emˆ1 mˆ2 , E
nˆ1
nˆ2 ] = δ
nˆ1
mˆ2
Emˆ1 nˆ2 − δmˆ1nˆ2 E
nˆ1
mˆ2 , (3.100a)
[Emˆ1 mˆ2 , Z
nˆ1nˆ2nˆ3 ] = +
(
3δ
[nˆ1
mˆ2
Znˆ2nˆ3]mˆ1 − 1
3
δmˆ1mˆ2Z
nˆ1 nˆ2nˆ3
)
, (3.100b)
[Emˆ1 mˆ2 , Znˆ1nˆ2nˆ3 ] = −
(
3δmˆ1[nˆ1Znˆ2nˆ3]mˆ2 −
1
3
δmˆ1mˆ2Znˆ1nˆ2nˆ3
)
, (3.100c)
[Zmˆ1mˆ2mˆ3 , Znˆ1nˆ2nˆ3 ] = − 1
3!
ǫmˆ1mˆ2mˆ3nˆ1nˆ2nˆ3pˆ1pˆ2pˆ3Zpˆ1pˆ2pˆ3 , (3.100d)
[Zmˆ1mˆ2mˆ3 , Znˆ1nˆ2nˆ3 ] = 18δ
[mˆ1mˆ2
[nˆ1nˆ2
Emˆ3]nˆ3] , (3.100e)
[Zmˆ1mˆ2mˆ3 , Znˆ1nˆ2nˆ3 ] = +
1
3!
ǫmˆ1mˆ2mˆ3nˆ1nˆ2nˆ3pˆ1pˆ2pˆ3Z
pˆ1pˆ2pˆ3 . (3.100f)
Under GL(8), each of the representations in (3.98) decompose as
80
GL(8)−−−−→ 630 ⊕ 8+9 ⊕ 8−9 ⊕ 10 , (3.101a)
84
GL(8)−−−−→ 56+3 ⊕ 28−6 , (3.101b)
84
GL(8)−−−−→ 56−3 ⊕ 28+6 , (3.101c)
whilst the generators break down according to
{Emˆnˆ} GL(8)−−−−→ {Emn, Em9, E9m, E99} , (3.102a)
{Zmˆ1mˆ2mˆ3} GL(8)−−−−→ {Zm1m2m3 , Zm1m29} , (3.102b)
{Zmˆ1mˆ2mˆ3}
GL(8)−−−−→ {Zm1m2m3 , Zm1m29} . (3.102c)
Associating the index structures above to each representation , we see that the E8(8) coordinates in this
notation are
Yˆ Mˆ = (Y m9, Ym1m29, Y
m1m2m3 , Y mn, Y
9
9, Ym1m2m3 , Y
m1m29, Y 9m) , (3.103)
which is the familiar decomposition of E8(8) where each set of coordinates correspond to the usual co-
ordinates and the wrappings modes8 of the M2, M5, KK6, 53, 26 and 0(1,7) branes. Note that the last
few objects, which may be less familiar to the reader, are exotic branes—highly non-perturbative objects
that include concrete realisations of Hull’s T-folds and U-folds (which can still be described geometri-
cally, although only locally since they require duality transformations to glue together local patches) as
well as objects that cannot be described geomerically even on local patches. We shall not describe such
objects in any more detail but refer the reader to [33, 35, 36] for a description of such objects within
string theory. Additionally, there is a growing body of work describing such objects including explicit
constructions of such solutions in ExFT, worldvolume actions for exotic 5-branes and the classification of
the mixed-symmetry potentials that they couple to [37–48].
We shall determine which components of the E8(8) generalised metric enter into the E7(7) generalised
metric by determining how these coordinates fall into into E7(7) representations. In order to do so, we
consider the decomposition of the SL(9) generators under another maximal subgroup GL(7)× SL(2) as a
stepping stone to reconstructing full E7(7) representations. The relevant decompositions are
80
GL(7)×SL(2)−−−−−−−−→ (7,2)−9 ⊕ (1,3)0 ⊕ (48,1)0 ⊕ (1,1)0 ⊕ (7,2)+9 , (3.104a)
84
GL(7)×SL(2)−−−−−−−−→ (7,1)−12 ⊕ (21, 2)−3 ⊕ (35, 1)+6 , (3.104b)
84
GL(7)×SL(2)−−−−−−−−→ (35, 1)−6 ⊕ (21,2)+3 ⊕ (7,1)+12 , (3.104c)
whilst the generators break according to (mˇ, nˇ = 1, . . . , 7)
{Emˆnˆ} GL(7)×SL(2)−−−−−−−−→ {Emˇnˇ, Emˇ8, E8nˇ, E88, Emˇ9, E89, E9nˇ, E98, E99} (3.105a)
{Zmˆ1mˆ2mˆ3} GL(7)×SL(2)−−−−−−−−→ {Zmˇ1mˇ2mˇ3 , Zmˇ1mˇ28, Zmˇ1mˇ29, Zmˇ189} (3.105b)
{Zmˆ1mˆ2mˆ3}
GL(7)×SL(2)−−−−−−−−→ {Zmˇ1mˇ2mˇ3 , Zmˇ1mˇ28, Zmˇ1mˇ29, Zmˇ189} (3.105c)
8Actually, there is an additional subtlety; the 63 ⊕ 1 contains an additional 8 coordinates over the KK6 wrapping modes
which are thought to corresponds to the wrapping modes of non-supersymmetric branes. The string theory interpretation of
this is given in [33] whilst the E11 picture was given in [34].
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Being explicit, the exact identification of theGL(7)×SL(2) generators with the representations in (3.104a)
are
(7¯,2)−9 :{E8nˇ, E9nˇ}
(48,1)0 ⊕ (1,1)0 ⊕ (1,3)0 :{Emˇnˇ, E88, E89, E98, E99}
(7,2)+9 :{Emˇ8, Emˇ9}
(7,1)−12 :{Zmˇ189}
(21, 2)−3 :{Zmˇ1mˇ28, Zmˇ1mˇ29}
(35,1)+6 :{Zmˇ1mˇ2mˇ3}
(3¯5,1)−6 :{Zmˇ1mˇ2mˇ3}
(2¯1,2)+3 :{Zmˇ1mˇ28, Zmˇ1mˇ29}
(7¯,1)+12 :{Zmˇ189} .
(3.106)
Note that the SL(2) factor acts on the T 2, spanned by the directions y8 and y9, by exchanging 8↔ 9 as
expected. Comparing to the decomposition of 248 under E7(7) × SL(2)
248 =(133,1)⊕ (56, 2)⊕ (1, 3), (3.107)
we may reconstruct full E7(7) representations from those appearing in (3.104a) by the SL(2) representa-
tions that appear here:
(133, 1)
GL(7)×SL(2)−−−−−−−−→ (7,1)−12 ⊕ (3¯5,1)−6 ⊕ (48,1)0 ⊕ (1,1)0 ⊕ (35, 1)+6 ⊕ (7¯,1)+12 , (3.108a)
(1,3)
GL(7)×SL(2)−−−−−−−−→ (1,3)0 , (3.108b)
(56, 2)
GL(7)×SL(2)−−−−−−−−→ (7¯,2)−9 ⊕ (21, 2)−3 ⊕ (2¯1, 2)+3 ⊕ (7,2)+9 . (3.108c)
Note, in particular, the doublet of 56 representations; E8(8) is large enough to contain two copies of the
fundamental representation of E7(7). If we denote the generators of E7(7), decomposed under GL(7) ×
SL(2), as
{Tˆ Mˆ} E7(7)×SL(2)−−−−−−−−→ {tα, t♯, t♮, t♭, tM , tM¯}, (3.109)
we are now ready to identify how the generators of E8(8) descend to E7(7) × SL(2). The only non-trivial
identification is for (1,1) ⊕ (1,3). Noting that the Cartan generators of E8(8) are {E12, . . . E78, R678},
we decompose this under E7(7) × SL(2) by deleting the node corresponding to E12 in the extended
Dynkin diagram leaving the Cartan generators of E7(7) and SL(2) to be {E23, . . . , E78, R678} and {E89}
respectively. Here, the generator E89 corresponds to the extra node in the extended Dynkin diagram or,
equivalently, the final node of the gravity line under E8(8) → SL(9). Thus, the SL(2) triplet must then
be formed from the generators {E88, E89, E99} ≡ {t♯, t♮, t♭} and the (1,1) factor must be given by the
remaining {E98} generator. Thus, we end up with the identification of the generators
tα :{Zmˇ189, Zmˇ1mˇ2mˇ3 , Emˇnˇ, E98, Zmˇ1mˇ2mˇ3 , Zmˇ189}, (3.110a)
(t♯, t♮, t♭) :{E88, E89, E99}, (3.110b)
(tM , tM¯ ) :{E8nˇ, E9nˇ, Zmˇ1mˇ28, Zmˇ1mˇ29, Zmˇ1mˇ28, Zmˇ1mˇ29, Emˇ8, Emˇ9}, (3.110c)
The ranges of the indices should hopefully be self-evident: α = 1, . . . , 133 indexes the adjoint representa-
tion of E7(7), M and M¯ index distinct 56-dimensional representations and (♯, ♮, ♭) denote an SL(2) triplet
of E7(7) singlets. To each of these generators, we assign coordinates with the same index structure in the
usual fashion e.g. Y mˇ1 is associated to Zmˇ189 etc.
The above data is now sufficient to reconstruct all of the E7(7) coordinates from the E8(8) coordinates.
Since we can trace the origin of the E7(7) generators back to those of E8(8) e.g. E
mˇ
9 (associated to Y
mˇ
9)
descends from Em9 (associated to Y
m
9, or the usual coordinates), we may disentangle the two sets of
E7(7) generalised coordinates Y
M and Y M¯ by demanding that the geometric wrapping modes of E7(7)
descend from the geometric wrapping modes of E8(8). This gives (note the mixing of 8 and 9 indices)
9:
YM :

Y mˇ9 from usual coordinates
Ymˇ1mˇ29 from M2
Y mˇ1mˇ28 from M5
Y 8mˇ from KK6
(3.112)
Y M¯ :

Y mˇ8 from KK6
Ymˇ1mˇ28 from 5
3
Y mˇ1mˇ29 from 26
Y 9mˇ from 0
(1,7)
(3.113)
The remaining E7(7) coordinates are formed from the following components on the E8(8) side:
Y α :

Y mˇ189 from 26
Ymˇ1mˇ2mˇ3 from 5
3
Y mˇ1 mˇ2 from KK6
Y 98 from 0
(1,7)
Y mˇ1mˇ2mˇ3 from M5
Ymˇ189 from M2
(3.114)
(Y ♯, Y ♮, Y ♭) :

Y 88 from KK6
Y 89 from usual coordinates
Y 99 from KK6
(3.115)
Actually, from an earlier footnote on the E8(8) coordinates, Y
mˇ
8 and Y
8
8 may need to be identified
with the duals of the wrapping modes of non-supersymmetric branes. With this, we see that one of
the copies of the 56 coordinates descends from the geometric sector of E8(8) whilst the other descends
from the non-geometric sector of E8(8). From here, it is simple to reconstruct the decomposition of the
simplified generalised metric (3.83), if one so wished. However, this alone will not allow us to reduce the
full generalised metric (with non-vanishing internal potentials); the brute force method remains the most
direct, though troublesome, method to reduce it.
We end with a remark on how such a full reduction may still house new ideas. In the SL(5) case we
saw that different ways of identifying the components that enter into the generalised metric of the reduced
theory gave rise to reductions to distinct theories. For each En(n) EFT, one should be able to reduce to
at least the En−1(n−1) EFT as well as the O(n− 1, n− 1) DFT. However, as the size of the generalised
metric (as well as the complexity of the reduction ansatz) increases, there is more freedom in how we may
pick out the components that enter into the reduced generalised metric. It may then be possible that
there exists more choices than the two we have highlighted that lead to reductions to theories that have
not yet been studied in the literature, particularly if we do not restrict ourselves to circle reductions as
we have done here.
4 Reduction of the section condition
We now consider how the section condition for a given ExFT reduces. We shall consider the reduction
of the E8(8) EFT section condition to the E7(7) section condition in detail by an explicit reduction of the
Y -tensor. We shall be more schematic in the reduction of the SL(5) section condition but shall reduce it
to both the SL(3)× SL(2) and O(3, 3) section conditions.
9For the exotic branes, we may identify the branes by dualising in 8 dimensions and/or adding full sets of antisymmetric
indices [mˇ1 . . . mˇ78] (note that the index 9 may be dropped as it is just a relic of the decomposition we took):
Y mˇ18 ≡ Ymˇ2...mˇ78,8 → 61=KK6 (3.111a)
Ymˇ1mˇ28 ≡ Ymˇ1...mˇ78,mˇ1mˇ28 → 53 (3.111b)
Y mˇ1mˇ29 ≡ Ymˇ1...mˇ78,mˇ3...mˇ78 → 26 (3.111c)
Y 9mˇ1 ≡ Ymˇ1...mˇ78,mˇ1...mˇ78,mˇ1 → 0(1,7). (3.111d)
The identifications of the geometric coordinates should hopefully be self-explanatory.
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4.1 E8(8) EFT to E7(7) EFT
In reducing between EFTs, it quickly becomes clear that we need a consistent set of conventions for both
theories that will allow us to reduce one to the other. However, the conventions presented in [5] (whilst,
of course, internally consistent) are found to be incompatible with those of [6] and so we shall have to
modify the conventions of both to conform to a consistent set of rules. In particular, we shall adopt
the conventions of [49, 50] which give compatible reductions of the exceptional structure. We first set
up some notation speaking first in generality and then restricting to the cases of interest later. Let the
structure constants of an algebra g be defined through the commutation relations of the generators in the
representation R:
[tα, tβ]M
N = fαβγ(t
γ)M
N (4.1)
where α, β, γ = 1, . . . ,dim g are adjoint indices and M,N = 1, . . . ,dimR denote the indices of some
representation R of g, which may or may not also be the adjoint representation. The Killing form, with
the canonical scaling, is defined as
κ˜αβ :=
1
Cadj.
fαγδf
βδ
γ , (4.2)
where Cadj. is the quadratic Casimir in the adjoint representation. The quadratic Casimir of a represen-
tation R is defined through the inverse Killing form and generators tα in R as
CRδ
N
M := κ˜αβ(t
α)M
P (tβ)P
N . (4.3)
However, rather than work with the Killing form itself, we shall define the rescaled bilinear invariant
καβ := Tr(tαtβ) = (tα)M
N (tβ)N
M . (4.4)
Taking the trace of (4.3), we obtain
CR · dimR = κ˜αβ(tα)MN (tβ)NM = κ˜αβκαβ (4.5)
and so we see that the rescaled and canonical Killing forms are related by
καβ =
CR · dimR
dim g
κ˜αβ . (4.6)
It is then easy to check that the inverse rescaled Killing form satisfies
καβ(t
α)M
P (tβ)P
N =
dim g
dimRδ
N
M . (4.7)
We thus end up with
fαγδfβ
γδ = − dim g
dimR
Cadj.
CR
καβ (4.8)
and we shall use this rescaled Killing-form (henceforth referred to as just ‘the Killing form’) to raise
and lower adjoint indices. Finally, we introduce the Dynkin index of a representation R as
IR :=
dimR
dim g
CR . (4.9)
In the case that R is the adjoint representation, the Dynkin index of the adjoint representation Iadj.
coincides with the dual Coxeter number g∨ and so we obtain
καβ = − IR
g∨
fαγδfβ
γδ . (4.10)
As a consequence of this normalisation, we end up with the orthogonality of the structure constants
fαγδfβγδ = − g
∨
IR
δαβ . (4.11)
For our purposes, we are interested in adj. = R = 248 for E8(8) and adj. = 133, R = 56 for E7(7) which
have
g∨(E8(8)) = 30, I248 = 30
g∨(E7(7)) = 18, I56 = 6 .
(4.12)
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For this section, we shall use Mˆ, Nˆ = 1, . . . , 248 and α, β = 1, . . . , 133 to index the adjoint representations
of E8(8) and E7(7) respectively and M,N = 1, . . . , 56 to index the coordinate representation of E7(7). We
define the following Killing forms for E8(8) and E7(7) respectively (adorning hats on E8(8) objects).
κˆMˆNˆ = fMˆPˆ
QˆfNˆQˆ
Pˆ (4.13)
καβ =
1
3
fαγ
δfβδ
γ (4.14)
Before we continue, we make a note on differing conventions in the literature. In the original E8(8) EFT
paper [5], the authors define (
Pˆ248
)Mˆ
Nˆ
Kˆ
Lˆ = +
1
60
fˆMˆ NˆPˆ fˆ
Pˆ Kˆ
Lˆ (4.15)
which normalisation fˆMˆKˆLˆfˆNˆKˆLˆ = −60δMˆNˆ . By contrast, our normalisation is dictated by (4.11) as
fˆMˆPˆ QˆfˆNˆPˆ Qˆ = −δMˆNˆ , (4.16)
which is the same convention as that used in [49]. Since both E8(8) and E7(7) possess invariants with
which to identify R and R, we shall define our projectors to act on R⊗R with the following conventions:
(PR)MN
KL(PR)KL
PQ = (PR)MN
PQ (4.17)
(PR)MN
MN = rnkP = dimR . (4.18)
Then, we require (
Pˆ248
)
KˆLˆ
MˆNˆ = −fˆKˆLˆPˆ fˆ Pˆ MˆNˆ . (4.19)
Since the normalisation of the generators have the same sign but the projector differs from [5] by a
sign (when we identify their
(
Pˆ248
)Mˆ
Kˆ
Nˆ
Lˆ with our κˆ
MˆSˆ
(
Pˆ248
)
SˆKˆ
NˆTˆ κˆTˆ Lˆ) we must compensate by
introducing a minus sign for every instance of Pˆ248 such as in the generalised Lie derivative (4.44). Note,
however, that we do not need to introduce a minus sign for Pˆ3875. We also note the conventions of [51]
which is closer to ours and differs only by the scaling of the generators.
In our conventions, the projectors onto various irreps of E8(8) within 248⊗ 248 are given by(
Pˆ1
)
KˆLˆ
MˆNˆ =
1
248
κˆKˆLˆκˆ
MˆNˆ (4.20)(
Pˆ248
)
KˆLˆ
MˆNˆ = −fˆKˆLˆPˆ fˆ Pˆ MˆNˆ (4.21)(
Pˆ3875
)
KˆLˆ
MˆNˆ =
1
7
δ
(Mˆ
Kˆ
δ
Nˆ)
Lˆ
− 1
56
κˆKˆLˆκˆ
MˆNˆ − 30
7
fˆ Pˆ (Mˆ Kˆ fˆPˆ
Nˆ)
Lˆ (4.22)(
Pˆ27000
)
KˆLˆ
MˆNˆ =
6
7
δ
(Mˆ
Kˆ
δ
Nˆ)
Lˆ
+
3
217
κˆKˆLˆκˆ
MˆNˆ +
30
7
fˆ Pˆ (Mˆ Kˆ fˆPˆ
Nˆ)
Lˆ (4.23)(
Pˆ30380
)
KˆLˆ
MˆNˆ = δ
[Mˆ
Kˆ
δ
Nˆ]
Lˆ
+ fˆKˆLˆPˆ fˆ
Pˆ MˆNˆ . (4.24)
Simple computations will verify that each of these square to themselves and project onto spaces of the
correct dimensions. However, showing that Pˆ3875 and Pˆ27000 square to themselves will require the use of
the identity
fˆKˆRˆMˆ fˆLˆ
RˆNˆ fˆPˆ
MˆSˆ fˆQˆNˆSˆ =
1
300
(κˆKˆQˆκˆLˆPˆ + 2κˆKˆ(LˆκˆPˆ )Qˆ)−
1
6
(2fˆMˆ KˆPˆ fˆMˆLˆQˆ − fˆMˆ KˆQˆfˆMˆLˆPˆ ) . (4.25)
Noting that
Sym(248⊗ 248) = 1⊕ 3875⊕ 27000 , (4.26)
Asym(248⊗ 248) = 248⊕ 30380 , (4.27)
we see that the projectors further obey the completeness relations(
Pˆ1
)
KˆLˆ
MˆNˆ +
(
Pˆ3875
)
KˆLˆ
MˆNˆ +
(
Pˆ27000
)
KˆLˆ
MˆNˆ = δ
(Mˆ
Kˆ
δ
Nˆ)
Lˆ
, (4.28)(
Pˆ248
)
KˆLˆ
MˆNˆ +
(
Pˆ30380
)
KˆLˆ
MˆNˆ = δ
[Mˆ
Kˆ
δ
Nˆ ]
Lˆ
, (4.29)
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and that the sum of all these projectors gives the identity on 248 ⊗ 248, namely δMˆ
Kˆ
δNˆ
Lˆ
. Finally, the
relation between Pˆ248 and Pˆ3875 is modified to(
Pˆ3875
)
KˆLˆ
MˆNˆ =
1
7
δ
(Mˆ
Kˆ
δ
Nˆ)
Lˆ
− 1
56
κˆKˆLˆκˆ
MˆNˆ − 30
7
fˆ Pˆ Mˆ Kˆ fˆPˆ
Nˆ
Lˆ −
15
7
(
Pˆ248
)
KˆLˆ
MˆNˆ , (4.30)
as may be verified by using the Jacobi identity
fˆ Pˆ MˆNˆ fˆPˆ KˆLˆ = 2fˆ
Pˆ [Mˆ
Kˆ fˆPˆ
Nˆ]
Lˆ . (4.31)
For E7(7), our normalisation agrees with [6] but our choice of adjoint projector again differs by a sign:
(P133)KL
MN = −(tα)KL(tα)MN , (4.32)
where (tα)MN = (t
α)M
PΩPN = (t
α)(MN) are the generators of E7(7) and ΩMN is the invariant symplectic
form10. Thus, as in the E8(8) case, we need to introduce a sign into every instance of P133. Note, however,
that the normalisation of the generators is still the same and follows from (4.7):
(tα)MP (t
α)PN = −(tα)MP (tα)PN = −
19
8
δNM . (4.34)
In our conventions, the projectors of E7(7) onto irreps in 56⊗ 56 are
(P1)KL
MN =
1
56
ΩKLΩ
MN (4.35)
(P133)KL
MN = −(tα)KL(tα)MN (4.36)
(P1463)KL
MN = δ
(M
K δ
N)
L + (tα)KL(t
α)MN (4.37)
(P1539)KL
MN = δ
[M
K δ
N]
L −
1
56
ΩKLΩ
MN . (4.38)
As before, these may be verified to square to themselves and project onto spaces of the correct dimension.
Analogous to the E8(8) relations, we have
Sym(56⊗ 56) = 133⊕ 1463 , (4.39)
Asym(56⊗ 56) = 1⊕ 1539 , (4.40)
which requires that the projectors satisfy the completeness relations
(P133)KˆLˆ
MˆNˆ + (P1463)KˆLˆ
MˆNˆ = δ
(M
K δ
N)
L , (4.41)
(P1)KˆLˆ
MˆNˆ + (P1539)KˆLˆ
MˆNˆ = δ
[M
K δ
N]
L , (4.42)
with their sum giving the identity δMK δ
N
L on 56 ⊗ 56. Finally, since our normalisation of the generators
is the same as [6], we still have the relation
(tα)M
K(tα)N
L = −(P133)KMLN = 1
24
δKMδ
L
N +
1
12
δKN δ
L
M + (tα)MN (t
α)KL − 1
24
ΩMNΩ
KL . (4.43)
In the conventions that we employ, the generalised Lie derivative of the E8(8) and E7(7) EFT are
Lˆ(Λˆ,Σˆ)Vˆ
Mˆ = ΛˆNˆ ∂ˆNˆ Vˆ
Mˆ + 60(P248)
Mˆ
Kˆ
Nˆ
Lˆ
(
∂ˆNˆ Λˆ
Lˆ +
1
60
ΣˆRˆfˆ
RˆLˆ
Nˆ
)
Vˆ Kˆ + λˆ∂ˆNˆ Λˆ
Nˆ Vˆ Mˆ (4.44)
LΛV
M = ΛN∂NV
M + 12(P133)
M
K
N
L∂NΛ
KV L + λ∂NΛ
NVM , (4.45)
where we have further modified the definition of Σˆ to take into account the difference in normalisation
of the structure constants in E8(8). Here, ΣˆM is a parameter for an extra gauge transformation, not
present in other ExFTs, that is required for the generalised Lie derivative to close appropriately. It is a
constrained parameter (in the sense that it is treated in the same way as a derivative with respect to the
10Our conventions for contractions with the symplectic form are the standard in the literature:
VM = ΩMNVN , VM = V
NΩNM , (4.33)
with normalisation ΩMKΩNK = δ
M
N
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section condition) and appears to be a common feature of 3-dimensional ExFTs, appearing in [5,52,53].
In this form, we may read off the Y -tensor in these conventions as
Yˆ MˆNˆ KˆLˆ = 60
(
Pˆ248
)Mˆ
Lˆ
Nˆ
Kˆ + 2δ
(Mˆ
Kˆ
δ
Nˆ)
Lˆ
, (4.46)
Y MNKL = 12(P133)
M
L
N
K +
1
2
δML δ
N
K + δ
M
K δ
N
L (4.47)
= −12(tα)KL(tα)MN −
1
2
ΩKLΩ
MN . (4.48)
We choose to break the E8(8) generalised coordinates under E7(7) × SL(2) according to11
Yˆ Mˆ = (Y α, Y Ma, Y i) . (4.49)
Then, with the normalisation that we employ, the E8(8) Killing form breaks under E7(7) according to
κˆMˆNˆ = diag (καβ,ΩMN εab, gij) (4.50)
κˆMˆNˆ = diag
(
καβ,ΩMN εab, gij
)
(4.51)
where gij = −δij is the SL(2) Killing form (taken to be negative-definite12) that raises and lowers SL(2)
adjoint indices and εab is the SL(2) invariant (i.e. i, j = 1, 2, 3 and a, b,= 1, 2). Here, κ
αβ is the Killing
form on E7(7) with the scaling defined above. The E8(8) structure constants consistent with this Killing
form are
fˆMˆNˆKˆ =

fˆαβγ =
1√
5
fαβγ ,
fˆMaNbi = − 1√30ΩMN (Di)ab ,
fˆMaNbα = − 1√5 (tα)MNεab ,
fˆijk =
1√
30
εijk .
(4.53)
Here, the Di are the representation matrices of the 3 of SL(2) which we take to be anti-Hermitian Pauli
matrices
(Di)a
b =
i
2
(σi)a
b . (4.54)
We may also identify the adjoint representation as the symmetric representation via the relation
(Di)
ab(Di)
cd
= −1
4
(
εacεbd + εadεbc
)
. (4.55)
We are now ready to reduce the generalised Lie derivative (4.44). Our ansatz for the reduction is to break
the SL(2) covariance by selecting YˆM1 ≡ YM to be our E7(7) extended coordinates, and applying the
following:
∂ˆM1 = ∂M ∂ˆM2 = ∂ˆα = ∂ˆi = 0 , (4.56)
Vˆ Mˆ = (VˆM1 = VM , 0, 0, 0) , (4.57)
ΛˆMˆ = (ΛˆM1 = ΛM , 0, 0, 0) , (4.58)
ΣˆMˆ = (ΣˆM1 = ΣM , 0, 0, 0) (4.59)
i.e. drop all coordinate dependence on the extra extended coordinate {Yˆ M2, Yˆ α, Yˆ i} and set all compo-
nents of the fields to zero, apart from those in the E7(7) section. As such, we are only interested in the
11We have condensed the notation from Section 3.3 for convenience. Here, YMa = (YM1, YM2) ≡ (YM , Y M¯ ) and Y i ≡
(Y ♯, Y ♮, Y ♭) of that section.
12Note that the Levi-Civita symbol consequently picks up an extra sign in its contractions:
εiklεj
kl = −2gij (4.52)
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M1 components of all our objects. Consider the restriction of the E8(8) adjoint projector onto (56,2)
indices Ma:(
Pˆ248
)Ma
Kc
Nb
Ld = −1
5
(tα)K
M (tα)L
Nδac δ
b
d − 1
120
δMK δ
N
L (δ
a
dδ
b
c − εabεcd) (4.60)
=
1
60
(
12(P133)
M
K
N
Lδ
a
c δ
b
d − 12δ
M
K δ
N
L δ
a
dδ
b
c
)
+
1
120
δMK δ
N
L ε
abεcd . (4.61)
Upon setting a = b = c = d = 1 (i.e. restricting entirely to the E7(7) section), the last term drops out and
we see that the reduction of the adjoint projector of E8(8) yields the adjoint projector in E7(7) as well as
an extra δδ term: (
Pˆ248
)M1
K1
N1
L1 =
1
60
(
12(P133)
M
K
N
L − 1
2
δMK δ
N
L
)
. (4.62)
The generalised Lie derivative then reduces as
Lˆ(Σˆ,Λˆ)Vˆ
Mˆ −→ ΛN∂NVM +
(
12(P133)
M
K
N
L − 1
2
δMK δ
N
L
)(
∂NΛ
L +
1
60
ΣRfˆ
RL
N
)
V K + λˆ∂NΛ
NVM ,
(4.63)
−→ ΛN∂NVM + 12(P133)MKNL∂NΛL +
(
λˆ− 1
2
)
∂NΛ
NVM . (4.64)
In particular, all terms involving the extra gauge parameter Σˆ automatically drop out under our ansatz.
We thus recover the E7(7) generalised Lie derivative, where the weight under the E7(7) generalised Lie
derivative is identified with a shift of the weight under the E8(8) generalised diffeomorphisms:
λˆ→ λˆ− 1
2
:= λ . (4.65)
There is a naturally interpretation of this if we employ the Y -tensor. The reduction of the Y -tensor
induced by (4.62) is
Yˆ M1N1K1L1 = Y
MN
KL . (4.66)
The effective weight (λeff. = λV + ω) term reduces exactly and we are left with
Lˆ(Σˆ,Λˆ)Vˆ
Mˆ = ΛˆNˆ ∂ˆNˆ Vˆ
Mˆ − Vˆ Nˆ ∂ˆNˆ ΛˆMˆ + Yˆ MˆNˆ KˆLˆ∂ˆNˆ ΛˆKˆ Vˆ Lˆ + λeff.∂ˆNˆ ΛˆNˆ Vˆ Mˆ − ΣˆKˆ fˆ KˆMˆ Nˆ Vˆ Nˆ (4.67)
−→ ΛN∂NVM − V N∂NΛM + Y MNKL∂NΛKV L + λeff.∂NΛNVM , (4.68)
:= ΛN∂NV
M − V N∂NΛM + Y MNKL∂NΛKV L + λeff.∂NΛNVM . (4.69)
In this picture, we thus obtain a transfer of weight from the universal weight to the weight of V such that
the effective weight in the two theories remains the same:
λˆ− 1 = λ− 1
2
= λeff. (4.70)
Recall that the generalised gauge field that forms the starting point of the rather intricate tensor hierarchy
has an effective weight of 0 in both theories. The fact that this is not disturbed in this reduction is perhaps
to be expected.
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For completeness, we note the following restrictions to the (56,2) piece of the E8(8) projectors:(
Pˆ1
)
KcLd
MaNb =
1
248
ΩKLΩ
MNεabεcd (4.71)(
Pˆ248
)
KcLd
MaNb = −1
5
(tα)KL(t
α)MNεabεcd +
1
60
ΩKLΩ
MNδ
(a
d δ
b)
c (4.72)(
Pˆ3875
)
KcLd
MaNb =
(
1
14
δMK δ
N
L − 37(tα)K
M (tα)L
N − 1
56
δNKδ
M
L
)
δac δ
b
d
+
(
1
14
δNKδ
M
L − 3
7
(tα)K
N (tα)L
M − 1
56
δMK δ
N
L
)
δbcδ
a
d
+
1
56
(
2δ
(M
K δ
N)
L − ΩKLΩNM
)
εabεcd
(4.73)
(
Pˆ27000
)
KcLd
MaNb =
(
6
14
δMK δ
N
L +
3
7
(tα)K
M (tα)L
N +
1
56
δNKδ
M
L
)
δac δ
b
d
+
(
6
14
δNKδ
M
L +
3
7
(tα)K
N (tα)L
M +
1
56
δMK δ
N
L
)
δbcδ
a
d
− 1
56
(
2δ
(M
K δ
N)
L −
24
31
ΩKLΩ
NM
)
εabεcd
(4.74)
(
Pˆ30380
)
KcLd
MaNb =
1
5
(tα)KL(t
α)MNεabεcd − 1
60
ΩKLΩ
MNδ
(a
d δ
b)
c + δ
[Ma
Kc δ
Nb]
Ld . (4.75)
Note that the (anti-)symmetrisation of the composite indices Ma is given by
δ
(Ma
Kc δ
Nb)
Ld =
1
2
(
δMK δ
N
L δ
a
c δ
b
d + δ
N
Kδ
M
L δ
b
cδ
a
d
)
, (4.76)
δ
[Ma
Kc δ
Nb]
Ld =
1
2
(
δMK δ
N
L δ
a
c δ
b
d − δNKδML δbcδad
)
. (4.77)
The sum of the relevant projectors then still satisfy(
Pˆ1
)
KcLd
MaNb +
(
Pˆ3875
)
KcLd
MaNb +
(
Pˆ27000
)
KcLd
MaNb = δ
(Ma
Kc δ
Nb)
Ld , (4.78)(
Pˆ248
)
KcLd
MaNb +
(
Pˆ30380
)
KcLd
MaNb = δ
[Ma
Kc δ
Nb]
Ld . (4.79)
We now look in more detail at the E8(8) section constraints (which is typically viewed as the vanishing
of some other representation R2 ⊂ R1 ⊗R1)(
Pˆ1⊕248⊕3875
)
KˆLˆ
MˆNˆ CˆMˆ ⊗ Cˆ′Nˆ = 0 , (4.80)
where CˆMˆ , Cˆ
′
Mˆ
∈ {∂ˆMˆ , BˆµMˆ , ΣˆMˆ , CˆµˆνˆMˆ Nˆ , . . .} are covariantly constrained objects. However, since the
projectors do not reduce exactly (e.g. in (4.62)), it is much more convenient to consider the section
constraint in terms of the Y -tensor which does reduce exactly (4.66). We thus consider the combination
Yˆ MˆNˆ KˆLˆCˆMˆ ⊗ Cˆ′Nˆ =
(
62Pˆ1 + 30Pˆ248 + 14Pˆ3875
)
LˆKˆ
MˆNˆ CˆMˆ ⊗ Cˆ′Nˆ = 0 . (4.81)
Substituting in the explicit forms of the projectors, the section constraints read
κˆKˆLˆCˆKˆ ⊗ Cˆ′Lˆ = 0 , (4.82)
fˆ Pˆ KˆLˆCˆKˆ ⊗ Cˆ′Lˆ = 0 , (4.83)(
δ
(Kˆ
Mˆ
δ
Lˆ)
Nˆ
− 30fˆ Pˆ (KˆMˆ fˆPˆ Lˆ)Nˆ
)
CˆKˆ ⊗ Cˆ′Lˆ = 0, (4.84)
The E7(7) analogue of (4.80) is
(P1⊕133)MN
KL∂K ⊗ ∂L = 0 (4.85)
which can equivalently be obtained from the Y -tensor:
Y KLMN∂K ⊗ ∂L = (12P133 + 28P1)NMKL∂K ⊗ ∂L = 0 . (4.86)
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Expanding each of these in terms of invariants, the section condition for E7(7) EFT reads
ΩKL∂K ⊗ ∂L = 0 , (4.87)
(tα)KL∂K ⊗ ∂L = 0 . (4.88)
We now expand each of the E8(8) constraints to explicitly verify that they reduce to the E7(7) section
constraints. The only non-trivial constraint obtainable from the first of the E8(8) constraints, under the
ansatz that only ∂ˆM1 6= 0, is
ΩKLεab∂Ka ⊗ ∂Lb
∣∣∣∣
a=b=1
= 0 (4.89)
which always vanishes and is thus vacuous on the E7(7) section. Looking at (4.53), the only two non-
vanishing structure constants give
fˆαKaLb∂Ka ⊗ ∂Lb
∣∣∣∣
a=b=1
= 0 −→ (tα)KLεab∂Ka ⊗ ∂Lb
∣∣∣∣
a=b=1
= 0 , (4.90)
fˆ iKaLb∂Ka ⊗ ∂Lb
∣∣∣∣
a=b=1
= 0 −→ ΩKL(Di)ab∂Ka ⊗ ∂Lb
∣∣∣∣
a=b=1
= 0 . (4.91)
The first is, again, vacuous but the second gives one of the E7(7) section constraints
ΩKL∂K ⊗ ∂L = 0 . (4.92)
The final constraint is symmetric under Mˆ ↔ Nˆ and so there are 6 possible independent constraints.
If [Mˆ = α and Nˆ = β] or [Mˆ = i and Nˆ = j], then it is vacuous since the result is proportional to
εab∂ˆKa ⊗ ∂ˆLb. If [Mˆ = M and Nˆ = N ], then we obtain(
3
4
δ
(K
M δ
L)
N − 6(tα)M (K(tα)NL)
)
∂K ⊗ ∂L = 0 , (4.93)
which can be brought to the form
−6(tα)MN (tα)KL∂K ⊗ ∂L = 0 (4.94)
upon substituting in the relation (4.43), thereby recovering the second E7(7) section constraint. In fact,
choosing [Mˆ = α and Nˆ = j] gives
−
√
6
2
(tα)
KL(Dj)
(cd)∂ˆKc ⊗ ∂ˆLd = 0 (4.95)
and so also recovers the second E7(7) section condition. The remaining two choices, [Mˆ = α and Nˆ = Nc]
or [Mˆ = j and Nˆ = Nc], both vanish trivially as there are no structure constants of the required index
structures. Thus the set of all E8(8) constraints, subject to (4.56), recovers both of the E7(7) constraints
and nothing else.
Of particular interest here is that the maximal subgroup of E8(8) has an additional SL(2) symmetry
over the E7(7) symmetry that is made manifest in the usual EFT. In particular, we have an SL(2) doublet
worth of E7(7) coordinate representations inside the 248 of E8(8). In reducing the section constraints
above, we explicitly broke the SL(2) covariance and chose Yˆ M1 ≡ Y M to be the E7(7) extended coor-
dinates. However, this choice was entirely arbitrary; we could equally have chosen Yˆ M2 ≡ Y M¯ (in the
notation of Section 3.3) to be the E7(7) extended coordinates instead. More generally, we could have cho-
sen a = 1 to be the extended coordinates on one local patch and a = 2 to be the extended coordinates on
another local patch such that we require an SL(2) transformation to patch the two together in a manner
reminiscent of the T- and U-folds of Hull. However, the interpretation of such configurations from the
E7(7) perspective is not clear. It is not a non-geometric configuration of the sort that has been previously
studied in the literature since the patching SL(2) transformation is not even a G-transformation and
is thus not generated by the local symmetries of the supergravity fields. These may be considered as
examples of ‘truly’ non-geometric backgrounds, of the sort hypothesised in [39, 40] and in much earlier
works such as [54], in the sense that they cannot be related to any geometric configurations by duality
transformations.
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4.2 SL(5) EFT to SL(3)× SL(2) EFT and O(3, 3) DFT
We begin with the SL(5) section constraint
Yˆ MˆNˆ KˆLˆ∂Mˆ ⊗ ∂Nˆ = 3!δ
mˆ1mˆ2nˆ1nˆ2
ˆk1
ˆk2
ˆl1
ˆl2
∂mˆ1mˆ2 ⊗ ∂nˆ1nˆ2 = 0 , (4.96)
where we have used the fact that the R1 = 10 indices can be written in terms of the 5-dimensional
indices mˆ1 = 1, . . . , 5 as an antisymmetric pair Mˆ = [mˆ1mˆ2]. It is well-known that the section condition
has only two inequivalent solutions; the so-called M-theory section and the Type IIB section. These are
solutions in the sense that they give rise to theories with no further constraints. Here, we consider the
SL(3) × SL(2) and O(3, 3) ExFTs as arising from partial solutions to the section conditions; choices of
dropped coordinate dependences that give rise to theories with residual constraints.
These come in two classes. The first are obtained from imposing only a subset of the constraints that
solve the section condition in the usual manner and these are expected to give the section conditions of
the lower-dimensional EFTs. The SL(5) → SL(3) × SL(2) reduction falls under this category. Further
imposing the M-theory or Type IIB sections of the child ExFT should yield the M-theory or the Type
IIB solutions of the child theory; this partial solution should be extensible to a full solution of the parent
ExFT’s section constraint. The second is a partial solution that cannot be extended to a full M-theory
or Type IIB solution in the manner described above. Whilst it may sound like this in conflict with the
usual narrative that there are only two inequivalent solutions, we emphasise that this is not the case since
it is not a full solution of the section condition. The SL(5) → O(3, 3) reduction is an example of such a
reduction.
We begin with a brief description of the usual story. For the M-theory section, we decompose SL(5)
under GL(4) according to
10→ 4−3 ⊕ 62 (4.97)
which corresponds to the decomposition of the generalised coordinates
Yˆ [mˆ1mˆ2] = (Yˆ mˆ15, Yˆ mˆ1mˆ2) =
(
Y mˆ1mˆ2 ,
1
2
εmˆ1mˆ2nˆ1nˆ2Ynˆ1nˆ2
)
. (4.98)
The section condition decomposes under this branching as (here, we have rewritten the generalised Dirac
delta in terms of ε-symbols)
εkˆmˆ1mˆ2nˆ15 (∂mˆ1mˆ2 ⊗ ∂nˆ15 + ∂nˆ15 ⊗ ∂mˆ1mˆ2) = 0 ,
ε5mˆ1mˆ2nˆ1nˆ2∂mˆ1mˆ2 ⊗ ∂nˆ1nˆ2 = 0 .
(4.99)
It is then easy to see that these are solved by dropping all coordinate dependences on the membrane
wrapping coordinates
∂mˆ1mˆ2 ∼ ∂nˆ1nˆ2 = 0→ M-theory . (4.100)
For the Type IIB section, we instead decompose SL(5) under SL(3)× SL(2) as
10→ (3¯,1)4 ⊕ (3, 2)−1 ⊕ (1,1)−6 . (4.101)
The index splitting mˆ = (m,α) induces the decomposition of the generalised coordinates
Yˆ [mˆ1mˆ2] →
(
Y [m1m2], Y m1α, Y [αβ]
)
, (4.102)
where m = 1, 2, 3 and α = 4, 5, and the decomposition of the section condition
δm1m2n1k1l1l2 δ
α
γ (∂m1m2 ⊗ ∂n1α + ∂n1α ⊗ ∂m1m2) = 0 ,
δm1n1k1l1 δ
αβ
γδ (∂m1α ⊗ ∂n1β − ∂m1n1 ⊗ ∂αβ − ∂αβ ⊗ ∂m1n1) = 0 .
(4.103)
The IIB section is then given by the choice
∂mα = ∂αβ = 0→ IIB . (4.104)
We now turn to how we can recover the SL(3) × SL(2) EFT and O(3, 3) DFT section conditions from
the above. Rather than follow the M-theory reduction, we consider what happens if we choose to set
23
Constraint Residual Section Constraint Resulting Theory
∂mˆnˆ = 0 − M-theory
∂mα = ∂αβ = 0 − IIB
∂mˆ5 = 0 ∂
m ⊗ ∂m = 0 O(3, 3) DFT
∂mn = 0 δ
mn
pq δ
αβ
γδ ∂mα ⊗ ∂nβ = 0 SL(3)× SL(2) EFT
Table 1: The possible solutions and partial solutions that can be obtained from the
SL(5) section constraint.
∂mˆ15 = 0 instead of the M-theory solution (4.100). This does not fully solve the section condition and
(4.99) instead reduces to
εmˆ1mˆ2nˆ1nˆ2∂mˆ1mˆ2 ⊗ ∂nˆ1nˆ2 = 0 . (4.105)
To find solutions for this we further split mˆ = (m, 4), similar to the Type IIB solution, for which
εm1m2n14 (∂m1m2 ⊗ ∂n14 + ∂n14 ⊗ ∂m1m2) = 0 . (4.106)
Owing to the notation ⊗, this can be compressed down to a single term
εm1m2n1∂m1m2 ⊗ ∂n14 = 0 . (4.107)
If we identify εm1m2n1∂m1m2 ∼ ∂n1 and ∂n14 ∼ ∂n1 we obtain the O(3, 3) DFT section condition
∂m ⊗ ∂m = 0 . (4.108)
We stress that, despite yielding a 3-dimensional section, this is not obtainable from the Type IIB solution
since the usual coordinates of the DFT descend wholly from the usual coordinates of the M-theory
section (recall that a Type IIB section shares two coordinates with the M-theory section but takes a third
coordinate from the membrane wrapping directions). However, nor should it be thought of as a Type
IIA ‘section’, since it was constructed as an independent (partial) solution to the M-theory section. It is
perhaps better thought of an independent path through which one can obtain the Type IIA theory from
the SL(5) theory.
The SL(3)× SL(2) section condition can be recovered from a similar analysis applied to the alternate
splitting (4.103). Rather than taking the solution that gives the Type IIB section (4.104), if we instead
choose to set
∂m1m2 = 0 (4.109)
then the only non-trivial remaining constraint is
δm1n1k1l1 δ
αβ
γδ ∂m1α ⊗ ∂n1β = 0 (4.110)
which is the SL(3)×SL(2) section condition. We have summarised the ways that one obtains the various
theories that we discussed above in Table 1. We mention a couple of things to note. Firstly, since we
obtained the SL(3) × SL(2) generalised metric from a KK reduction, we should further impose the KK
isometry ∂αβ = 0. However, since this is independent of the section constraint, we have not listed this
in the table. Additionally, the table is not exhaustive; a circle reduction of the generalised metric in the
Type IIB parametrisation is also likely to give further partial solutions that we have not discussed here
but we expect that their respective section conditions can be recovered in an analogous fashion.
However, in the absence of such explicit calculations, it is not clear which choices of partial solutions
admit such interpretations. For example, rather than taking the full IIB section, one might be tempted
to consider setting only ∂mα = 0 to give rise to a constrained theory with some residual section condition.
However, there is no reason to expect that such arbitrary choices will lead to recognisable ExFTs. A
full classification would likely be based on considering subgroups of Gˆ which have representations that
are consistent with the branching of the parent ExFT’s representations under that reduction (whether
it be a circle/torus reduction or more general ansatzes). However, it is hopefully clear that the much
more involved section conditions of larger EFTs may house more derivative EFTs than one might initially
expect.
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5 Rewriting the B-F Term in E8(8) EFT
Despite the similarity in the way that the EFTs are constructed, even a cursory look reveals that the
details of the theories differ wildly by dimension. Focusing on the d = 3 and d = 4 EFTs, we have already
outlined the novel features of the E8(8) coordinates, generalised Lie derivative and generalised metric
but its differences from E7(7) EFT extends to the action as well. The former possesses the signature
vector-scalar duality of d = 3 theories and a full Lagrangian description whilst the vector-vector duality
of the latter is demoted to an extra condition on a pseudo-action as a twisted self-duality constraint on
the generalised fieldstrength FµνM . Additionally, the Chern-Simons term of E8(8) EFT must somehow
source part of the topological and Yang-Mills terms of E7(7) EFT (since these are where the gauge sectors
are encoded in the respective theories), but the identification is far from obvious.
In this section, we study how a subset of the terms in the E8(8) EFT Lagrangian density rearrange
themselves into the terms found in the E7(7) EFT Lagrangian density. The full identification of the reduc-
tion will also involve a careful study of the topological terms in the two theories but this is complicated
by the fact that one can add and remove terms that vanish under section condition (including terms
that involve covariantly constrained objects) to both theories. Such topological terms may also involve
boundary terms of the type described in [55] and are well beyond the scope of this paper.
Before we proceed, we first make a list of the pieces of the E7(7) fields that need to be identified from
amongst the E8(8) fields. The external coordinates of E7(7) EFT are given by µ = (µˆ, 4) where µˆ = 1, 2, 3
are the external coordinates of the E8(8) EFT and the direction 4 is to be identified from the internal
coordinates in E8(8). The E7(7) EFT gauge fields are {AµM ,BµνM ,Bµνα} where M and α index the 56
coordinate- and 133 adjoint-representations of E7(7) EFT respectively. They decompose under this 3+1
splitting to components of the form
AµM =
(AµˆM
A4M
)
, BµνM =
(BµˆνˆM
Bµˆ4M
)
, Bµνα =
(Bµˆνˆα
Bµˆ4α
)
. (5.1)
Some of these have an obvious E8(8) origin as follows:
AµˆM = AˆµˆM , Bµˆ4M ∼ BˆµˆM + . . . , Bµˆ4α ∼ Bˆµˆα + . . . , (5.2)
which are sourced from the E8(8) generalised gauge fields, decomposed under E7(7), as AˆµˆMˆ = (AˆµˆM , . . .)
and BˆµˆMˆ = (BˆµˆM , Bˆµˆα, . . .). We are thus left with three components which we have yet to determine the
E8(8) origins of and we denote them as Φˆ to differentiate them from the other fields:
AµM =
(AˆµˆM
ΦˆM
)
, BµνM =
(
ΦˆµˆνˆM
BˆµˆM + . . .
)
, Bµνα =
(
Φˆµˆνˆα
Bˆµˆα + . . .
)
. (5.3)
We have used ellipses to denote corrections to the naïve identification. Similarly, the E7(7) generalised
field strength of A decomposes under the KK splitting into the components
FµνM =
(FµˆνˆM
Fµˆ4M
)
. (5.4)
The upper components have an obvious origin in the E8(8) analogue Fˆµˆνˆ Mˆ = (FˆµˆνˆM , . . .) such that (note
we have already shown the generalised Lie derivative already reduces correctly)
FµˆνˆM = FˆµˆνˆM . (5.5)
The unidentified piece Fµˆ4M is given in terms of E7(7) variables as
Fµˆ4
M = ∂µˆA4M −✘✘✘∂4AµˆM − 1
2
(
LAµˆA4M − LA4AµˆM
)
(5.6)
= DµˆA4M + ((Aµˆ,A4))M , (5.7)
Fµˆ4M = Fµˆ4M − 12(tα)MN∂NBµˆ4α − 1
2
ΩMNBµˆ4N , (5.8)
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where ((·, ·)) is the symmetric part of the generalised Lie derivative and Dµ := ∂µ − LAµ is the Lie-
covariantised derivative. We rewrite this in terms of the E8(8) variables that we identified above, giving
Fµˆ4
M = DˆµˆΦˆM + ((Aˆµˆ, Φˆ))M (5.9)
= DˆµˆΦˆM − 12(tα)MN∂N
(
(tα)PQAˆµˆP ΦˆQ
)
+
1
2
ΩMN (∂N AˆµˆP ΦˆP + ∂N ΦˆP AˆµˆP ) (5.10)
Fµˆ4M = DˆµˆΦˆM − 12(tα)MN∂N
(
Bµˆ4α + (tα)PQAˆµˆP ΦˆQ
)
− 1
2
ΩMN (Bµˆ4N − ∂NAˆµˆP ΦˆP − ∂N ΦˆP AˆµˆP )
(5.11)
and so the components of the E7(7) field strength are given in terms of E8(8) fields as
FµνM =
( FˆµˆνˆM
DˆµˆΦˆM − 12(tα)MN∂N bˆµˆα − 12ΩMN bˆµˆN
)
, (5.12)
bˆµˆα = Bµˆ4α + (tα)PQAˆµˆP ΦˆQ , (5.13)
bˆµˆM = Bµˆ4N − ∂NAˆµˆP ΦˆP − ∂N ΦˆP AˆµˆP . (5.14)
Note, in particular, that bˆµˆ• is still given in terms of a mixture of E8(8) objects (AˆµˆMˆ , ΦˆMˆ ) and E7(7)
objects (Bµˆ4ˆ•). This is due to the fact that are not identifying the E8(8) Bˆµˆ field as the µˆ-4 component
of the E7(7) Bµν directly, as we indicated by ellipses previously. We shall clear up the relation between
all these fields below.
Our starting point is the sum of the kinetic term for the scalar sector and the Bˆ-Fˆ contribution to the
Chern-Simons term of E8(8) EFT (as before, we adorn all objects and indices in d = 3 with hats). The
kinetic term can be written in terms of the scalar current,
ˆµˆ
Mˆ :=
1
60
fˆMˆ Kˆ
LˆMˆKˆQˆDˆµˆMˆQˆLˆ , (5.15)
and the uncovariantised field strength Fˆ may be improved to the fully covariantised field strength Fˆ since
the two differ only by terms that vanish under the section condition. Our starting point is the Lagrangian
Lˆkin. + LˆCS = 1
240
DˆµˆMˆMˆNˆ DˆµˆMˆMˆNˆ +
1
2
εµˆνˆρˆFˆµˆνˆ
Mˆ BˆρˆMˆ + . . . (5.16)
= − eˆ
4
gˆµˆνˆ ˆµˆ
Mˆ ˆνˆMˆ +
1
2
εµˆνˆρˆFˆµˆνˆ Mˆ BˆρˆMˆ + . . . , (5.17)
where the ellipses represent terms that are independent of Bˆ-field and so it is sufficient to vary (5.17)
to obtain the Bˆ-field equations of motion. In doing so, we use the fact that the scalar current is given
explicitly by
ˆµˆ
Mˆ =
1
60
fˆMˆ Kˆ
LˆMˆKˆQˆ(∂µˆ − AˆµˆRˆ∂Rˆ)MˆQˆLˆ + (MˆMˆNˆ + κˆMˆNˆ )(fˆNˆ Sˆ Tˆ ∂SˆAˆµˆTˆ + BˆµˆNˆ) , (5.18)
which gives us an expression for ˆ in terms of Bˆ. The resulting equation of motion for Bˆ is then
ǫˆµˆρˆσˆFˆρˆσˆMˆ = 2gˆµˆνˆ ˆνˆ Mˆ , (5.19)
which relates the fields in the scalar coset to the vector fields just as in a vector-scalar duality relation.
Multiplying both sides of (5.18) by ˆνˆMˆ gives an expression of the form BˆµˆMˆ ˆνˆ Mˆ = ˆµˆMˆ ˆνˆ Mˆ + . . .,
from which we may rewrite both terms in (5.16) in terms of ˆ2 terms as
Lˆkin. + LˆCS = 3
4
eˆgˆµˆνˆ ˆµˆ
Mˆ ˆνˆMˆ + . . . . (5.20)
The final ingredient that we need to proceed is to note that, in analogy with the left-invariant currents
in σ-models, we may write13
ˆµˆMˆ = DˆµˆχˆMˆ , (5.22)
13One way to see this is to start with the Bianchi identity for F :
0 = Dˆµˆ
(
εµˆρˆσˆFˆρˆσˆMˆ
)
⊗ Cˆ
Nˆ
⇒ 0 = Dˆµˆ
(
2eˆˆµˆMˆ
)
⊗ Cˆ
Nˆ
, (5.21)
where Cˆ
Mˆ
is a covariantly constrained object. We implement this by a Lagrange multiplier +2Dˆµˆ
(
eˆˆµˆMˆ
)
χˆ
Nˆ
, where χˆ
Nˆ
is
covariantly constrained. Varying (5.20) with respect to ˆµˆMˆ yields that it can be written as the total derivative of χˆ
Nˆ
(actually
this requires more care since the variation of ˆ is not unconstrained but rather given in terms of the variations of Aˆ and Bˆ and
so, strictly speaking, we may need some projectors to act on an unconstrained χˆ).
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for some covariantly constrained χˆMˆ (a scalar on the external space).
We now return to (5.20) and split it into 3 terms so that we can proceed to identify the necessary
pieces needed for the E7(7) theory:
Lˆkin. + LˆCS = aeˆgˆµˆνˆ ˆµˆMˆ ˆνˆMˆ + beˆgˆµˆνˆ ˆµˆMˆ ˆνˆMˆ + ceˆgˆµˆνˆ ˆµˆMˆ ˆνˆMˆ + . . . , (5.23)
subject to a+ b+ c = 3
4
. The first term, we rewrite back in terms of the scalarsDMˆDMˆ−1 as
aeˆgˆµˆνˆ ˆµˆ
Mˆ ˆνˆMˆ = −
a
60
eˆgˆµˆνˆDˆµˆMˆMˆNˆDˆνˆMˆMˆNˆ = −
a
60
eˆgˆµˆνˆDˆµˆMMNDˆνˆMMN + . . . , (5.24)
where we have expanded the E8(8) coordinates under the E7(7) decomposition (4.49) and restricted to
the E7(7) coordinates (the SL(2) index fixed to a = 1). We have also used the fact that the principal
contribution to the M1-N1 component of the generalised metric should be the E7(7) generalised metric
MˆM1N1 = MMN + . . .. If we assume that the fourth direction is a (generalised) isometry of the fields,
which we can describe by
LA4• = 0 ⇒ ∂4• = 0 , (5.25)
we can simply replace the covariant derivatives with the 4-dimensional completions as Dˆµˆ → Dµ. Finally,
using the KK ansatz of the inverse external metric (3.3), we have gµˆνˆ = e−2αφgˆµˆνˆ for which e = e3αφeˆ.
Thus, we end up with
aeˆgˆµˆνˆ ˆµˆ
Mˆ ˆνˆMˆ = −
a
60
eeαφgµνDµMMNDνMMN + . . . . (5.26)
For the second term, we write one of the ˆ in terms of Fˆ using vector-scalar relation (5.19) and the other
using (5.22) to give
beˆgˆµˆνˆ ˆµˆ
Mˆ ˆνˆMˆ =
be
2
e−3αφǫνˆρˆσˆFˆρˆσˆMˆ Dˆνˆ χˆMˆ =
be
2
e−3αφǫνˆρˆσˆFˆρˆσˆM Dˆνˆ χˆNΩNM + . . . . (5.27)
Finally, for the third term, we use the relations (5.18) and (5.19), to rewrite it as
ceˆgˆµˆνˆ ˆµˆ
Mˆ ˆνˆMˆ =
ceˆ
2
ǫµˆρˆσˆFˆρˆσˆMˆ (BˆµˆMˆ + fˆMˆ Kˆ Lˆ∂KˆAˆµˆLˆ + . . .) (5.28)
=
ceˆ
2
ǫµˆρˆσˆFˆρˆσˆMaΩMN
(
−ΩNK BˆµˆKa +
√
12(tα)
NK∂KaAˆµˆα + . . .
)
, (5.29)
where we have expanded the contracted E8(8) indices in terms of E7(7)×SL(2) indices and focused on the
Mˆ = Ma pieces (the (56,2) representations) of the contracted indices (the decomposition of the Killing
form and structure constants are given in (4.51) and (4.53) respectively14). Since we only want non-trivial
derivatives in the a = 1 direction—the directions that form the E7(7) generalised coordinates—we pick
out only the M1 ≡M indices:
ceˆgˆµˆνˆ ˆµˆ
Mˆ ˆνˆMˆ =
ce
2
e−3αφǫµˆρˆσˆFˆρˆσˆMΩMN
(
−ΩNK BˆµˆK +
√
12(tα)
NK∂KAˆµˆα + . . .
)
. (5.30)
Thus, the sum of three terms can be written as
Lˆkin. + LˆCS = − a60eeαφgµνDµMMNDνMMN
+ee−3αφǫµˆρˆσˆFˆρˆσˆMΩMN
(
− b
2
DˆµˆχˆN − c2ΩNK BˆµˆK + c
√
3(tα)NK∂KAˆµˆα
)
+ . . .
= − a
60
eeαφgµνDµMMNDνMMN
+e−3αφεµˆρˆσˆFρˆσˆMΩMN
(
− b
2
DˆµˆχˆN − c2ΩNK BˆµˆK + c
√
3(tα)NK∂KAˆµˆα
)
+ . . . ,
(5.31)
14Strictly speaking, we should rescale the structure constants by
√
60, relative to (4.53), since we have reverted to the
conventions of [5] for this section. However, we shall demonstrate later that we do not need to worry about the precise scaling
(at least at the classical level).
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where we have replaced Fˆ → F in the second line. Then, for judicious choices of b and c, the term in
parentheses is of the form of Fµˆ4N once we identify
− b
2
χˆNˆ = ΦˆNˆ , (5.32)
cBˆµˆK = bˆµˆK = Bµˆ4K − ∂KAˆµˆP ΦˆP − ∂KΦˆP AˆµˆP , (5.33)
c
√
3Aˆµˆα = −12bˆµˆα = −12(Bµˆ4α + (tα)PQAˆµˆP ΦˆQ) . (5.34)
The last two equations then give the precise form of the E7(7) components in terms of E8(8) fields that
we previously denoted by ellipses in (5.2). After the above manipulations, we are then left with
Lˆkin. + LˆCS = − a
60
eeαφgµνDµMMNDνMMN + e−3αφεµˆρˆσˆFρˆσˆMΩMNFµˆ4N + . . . (5.35)
= − a
60
eeαφgµνDµMMNDνMMN + 1
4
e−3αφεµνρσFµνMΩMNFρσN + . . . . (5.36)
We are now very close to the desired result. The final piece of the puzzle is to use the E7(7) twisted
self-duality constraint for FµνM :
FµνM = 1
2
MMN
√−gεµνρσFρσN , (5.37)
whereMMN =MMPΩPN . With this final ingredient we may rewrite the second term as the Yang-Mills
term in the E7(7) pseudo-action
15:
LYM = 1
4
MMNFµνMFµνN . (5.38)
Equivalently, the equations of motion of E8(8) EFT reduces (for appropriate choices of the coefficients
a, b and c) to the on-shell equations of motion of E7(7) EFT. Note that, since we started with (part of)
the topological term in E8(8), the ellipsis will include terms that enter into the topological term in E7(7).
We make one final remark regarding the relative scaling coefficients a, b and c which were constrained
to satisfy a+ b+ c = 3
4
. We actually have an additional freedom in rescaling χˆMˆ , which affects b in (5.32),
and so we can always find a, b and c such that the reduction of the terms to those in the E7(7) Lagrangian
is exact.
We stress that the recombination of terms to produce the required scalar kinetic terms and Yang-Mills
term for the E7(7) theory is highly non-trivial. It rests on:
• the equations of motion of the Bˆ field in the E8(8) EFT giving the d = 3 vector-scalar relation (5.19);
• the twisted self-duality relation of the E7(7) vector fields (5.37);
• and the isometry condition (5.25).
Finally let us comment that getting from the BˆF term to a Yang-Mills term by spontaneously breaking
the symmetry and integrating out a field is very similar to the Mukhi-Papageorgakis mechanism in Bagger-
Lambert theory [23]. There the Chern-Simons scalar theory was turned into a Yang-Mills theory using
the equations of motion from integrating out one of the vector fields after one of the scalars is given a
constant vacuum expectation value. The situation is similar here where the Bˆ-field is integrated out after
the E8(8) symmetry is broken to E7(7).
6 Discussion
In this paper we have considered some of the aspects of reductions between ExFTs, with a particular
focus on EFT-to-EFT reductions. We began with explicit examples of the dimensional reduction of the
generalised metric in ExFTs. For the SL(5) generalised metric, we described how both the SL(3)× SL(2)
and O(3, 3) generalised metrics could be obtained by a Kaluza-Klein reduction by different identifications
of the section. In doing so, we suggested a generalised Kaluza-Klein ansatz that both the DFT and SL(5)
EFT generalised metrics respected and argued that both the conventional Kaluza-Klein ansatz and the
15The careful reader should rightly be worried about the status of this pseudo-action and the insertion of the self duality
constraint. The pragmatic way to think about is that it is like the pseudo-action for chiral boson where the chirality constraint
is imposed on the resulting equations of motion. For a more rigorous approach it is be possible to construct a PST type
action [56] or one could follow the recent approach of Sen [57]
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ansatz of [20] could be understood as a special case of this generalised Kaluza-Klein reduction for which
certain components of the Y -tensor vanish.
We outlined some of the difficulties faced when trying to reduce the generalised metrics of larger EFTs.
These include the appearance of more on-shell degrees of freedom (the C(6) entering in E6(6) EFT and
above and the dual graviton appearing in E8(8) EFT) as well as the increase in the number of blocks that
appear in the generalised metric. These suggest that the generalised KK ansatz may not be the whole
story.
We then considered the reduction of the section condition for E8(8) and SL(5) EFTs. The former
emphasised the fact that we require a consistent set of conventions between the parent and child theories.
We showed explicitly that, amongst other things, the projector onto the adjoint does not reduce exactly
(rather acquiring a δδ term) but that the Y -tensor does and gave the interpretation that the effective
weight remains unchanged between theories, even if though universal weight of the two theories differ.
The reduction of the SL(5) section condition showed how the section conditions of smaller ExFTs can be
obtained from the parent EFT as partial solutions to the section condition. In both instances, we raised
the prospect of some rather intriguing phenomena. For the E8(8) → E7(7) reduction, we suggested that
the (56,2) within the 248 could allow for the section conditions to be solved independently on different
local patches in such a way that they require the residual SL(2) symmetry to patch together correctly.
For the SL(5) case, we instead suggested that taking partial solutions into consideration may allow for
more ExFT reductions than one may have initially expected.
In the final section, we described how one of the topological terms of E8(8) EFT is better understood
as a BF term that, taken together with the kinetic term for the scalar sector, reproduces the kinetic and
Yang-Mills term of E7(7) EFT (more precisely, the equations of motion that we obtain from this rewriting
agree with the on-shell equations of motion of E7(7) EFT) upon employing vector-scalar duality and the
twisted self-duality condition.
There is still plenty left to explore in terms of reductions between ExFTs. The most conspicuous
omission in the present paper is the reduction of the full tensor hierarchy; it is a non-trivial problem to
determine how the on-shell degrees of freedom need to be reshuffled into tensors of the lower-dimensional
EFT to reconstruct its tensor hierarchy. On a related note, the reduction of the topological terms in each
theory remains to be studied.
Obvious extensions to the ideas presented here would be to consider reductions of EFTs on more
general spaces [58] or even the Scherk-Schwarz reductions of EFTs [17]. It would also be interesting to
construct explicit solutions using the KK type gauge fields in the reduction along the lines of [59]. The
reductions described here might also be useful in relating different non-Riemannian solutions of EFT and
DFT following [30] and [60–62].
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Appendices
A Appendix
We use ε and ǫ to distinguish between the alternating symbol and the Levi-Civita tensor. In particular
εm1m2...mn = ε
m1m2...mn =

+1 , Even permutation of indices.
−1 , Odd permutation of indices.
0 , Otherwise.
, (A.1)
ǫm1m2...mn =
√−gεm1m2...mn , (A.2)
ǫm1m2...mn =
1√−g ε
m1m2...mn . (A.3)
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