ABSTRACT. Nonrecursive, explicit expressions are obtained for the term of arbitrary order in the asymptotic expansion of the intrinsic symbol of a resolvent parametrix of an elliptic linear differential operator, of arbitrary order and algebraic structure, which acts on sections of a vector bundle over a manifold. Results for the conventional symbol are included as a special case.
Introduction.
As is well known, the resolvent operator, (A -A)-1, plays a central role in the functional analysis associated with an elliptic linear differential operator A. In particular, from it one can easily obtain the corresponding heat operator, e~tA, for t G R+ and semibounded A. Furthermore, detailed knowledge of the terms in the asymptotic expansions of the integral kernels of the resolvent and heat operators is of great value in calculating the asymptotics of eigenvalues and spectral functions [12, 25, 2, 3, 33] ; partial solutions of inverse problems [26, 15] ; indices of Fredholm operators [1, 19, 20] ; and various physical quantities, including specific heats [4] , partition functions [49] , renormalized effective actions [38, 14, 34, 45, 8] , and renormalized energy-momentum tensors [9, 43, 44] . (The references given here are merely representative.)
It is important, therefore, to have available an efficient and general method for calculating such terms. The present paper addresses this topic for the resolvent operator, or, more precisely, a resolvent parametrix; later papers will treat the heat operator.
Before the advent of pseudodifferential-operator techniques, parametrices of differential operators were constructed directly in "coordinate space", i.e., without the use of the Fourier transform [23, 32, 31] , and this approach is still commonly used in the physics (and other) literature [14, 36, 9, 10] . In geometrical contexts it can be implemented in a "manifestly covariant" manner, so that its results are automatically expressed in terms of intrinsically defined objects, such as tensors, covariant derivatives, and curvature; however, its applicability appears to be limited to second-order operators with scalar principal symbol. (A differential operator which acts on sections of a vector bundle is said to have scalar principal symbol if its leading-order coefficient is a tensor multiple of the identity endomorphism of the bundle.) Thus, it is unsuitable for handling the fourth-order operators (with scalar principal symbol) and second-order operators with nonscalar principal symbol which arise both in elasticity theoiy [4] and in certain quantum gravity theories [11, 5] . (It was the unsuitability for the latter application which motivated the present work.) Nowadays, the symbolic calculus of pseudodifferential operators [35, 42, 41, 29] is a much more widely used technique among mathematicians [39, 22, 18, 37] , although it has so far remained largely unknown in the physics and applied mathematics communities, even though it has much to offer them. Its importance is due, in part, to the generality of the operators to which it may be applied; even operators with nonscalar principal symbol can be handled, although not without encountering grave computational complexities [18, 47, 48] . However, the conventional symbolic calculus on manifolds has a defect from which the older technique is free: Because it is based on Fourier analysis in local coordinate charts, the results which it produces are expressed in terms of nontensorial functions and their partial derivatives; it is tedious, inefficient, and inelegant to rewrite these in an intrinsic way in terms of tensors and covariant derivatives, especially in high-order calculations, where the number of algebraically independent quantities is very large. This has not prevented mathematicians from proving many valuable theorems on the basis of only a general understanding of the nature of the terms in parametrical series. In fact, they have often been deterred from performing more explicit calculations of these terms by their lack of a need for such detail and by the computational complexity involved. (When explicit calculations have been performed, they have not gone very far beyond the level already reached by coordinate-space methods.) Physicists and applied mathematicians, on the other hand, could make good use of such explicit results-especially, results which are expressed intrinsically and which are calculated to high order. (The current investigations by physicists of KaluzaKlein-type theories on manifolds of dimension 10 or more [13, 30, 50] would benefit from certain calculations of order proportional to the dimension.)
There is, in fact, an alternative symbolic calculus which combines the advantages of both these approaches -generality and an intrinsic formalism. This is the intrinsic symbolic calculus, which was pioneered by Widom [46, 47] and has received contributions from Drager [16] , Allard (unpublished), and Kennedy [27] (see also the work of Bokobza-Haggiag [6] , Getzler [17] , Smith [40] , and Bunch and Parker [7] ). Unfortunately, it is not yet widely known, even among mathematicians, and has so far remained calculationally underdeveloped.
We hope that the present paper and its sequels will help to turn the intrinsic calculus into an efficient calculational tool.
The central idea of the intrinsic calculus is to replace the coordinate-dependent object (£,y -x), which appears in the formulas of the conventional calculus, by the intrinsically defined phase function <j>(£,y) = (^,exp~1(y)), where £ G T*(M), y G M, and exp^ is the exponential mapping at x G M, which is derived from a given connection on the cotangent bundle T*(M) of the manifold M. With <j> and, in the case of operators acting on sections of a vector bundle E, a second quantity, rE, which is essentially parallel transport with respect to a given connection on E, one can introduce an intrinsic definition of the symbol of a pseudodifferential operator on M, which has the property that the complete symbol is a homomorphism-valued function on T*(M). (In the conventional definition, only the principal part of the symbol has this interpretation.)
The resulting symbolic calculus involves covariant rather than partial derivatives and hence provides the sought-after intrinsic formalism for parametrical calculations.
In §2 we present a careful construction of <f> and rE and state their important properties. The definition of the intrinsic symbol and the essentials of the symbolic calculus, including the formula for the symbol of a product, are to be found in §3, which also contains certain notational remarks of relevance to later sections.
In §4 we embark on the quest for an explicit, closed-form expression for the term bs of arbitrary order s in the asymptotic expansion of the intrinsic symbol of a resolvent parametrix.
The solution of the recursion relation which these terms satisfy, Proposition 4.2, sets us on our way, and the journey to the main results, Theorems 4.1 and 4.2, mostly involves navigating through some heavy algebra and taming some monstrous summations over multi-indices. In much of that section we permit A to be a classical pseudodifferential operator; Theorem 4.1 expresses bs in terms of covariant derivatives of the terms {ar} in the asymptotic expansion of the intrinsic symbol of A, and covariant derivatives of <j> and rE. (It is through the latter quantities that the influence of the manifold curvature and torsion and the bundle curvature is made manifest, although we shall not make this explicit in our results.) Eventually, in Theorem 4.2, we specialize to the case of a differential operator and rewrite this result in terms of covariant derivatives of its coefficient tensors.
In the formulas of §4 we have striven to write the various summations over multiindices in as compact and illuminating a way as possible. However, it will be useful for later applications to introduce a canonical ordering of these summations. Such an ordering is performed in §5.
Upon specialization to flat connections, the intrinsic calculus reduces to the conventional calculus. In §6 we consider this reduction in the case of Theorem 4.2 and thereby obtain Theorem 6.1, which expresses the general term in the asymptotic expansion of the conventional symbol of a resolvent parametrix (relative to a choice of local coordinate chart and bundle frame) in terms of partial derivatives of the coefficient functions of the differential operator. §7 contains some concluding remarks.
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Linearization
and local transport. Let Af be a C°° paracompact real manifold of dimension d < oo and let E be a C°° (real or complex) vector bundle with base M and projection n: E -> M. In this section we shall introduce the concepts of linearization of M and local transport of E, both of which are fundamental to the definition of the intrinsic symbol of a pseudodifferential operator which acts on smooth sections of E. Although this may be done in a quite general way, as in the work of Bokobza-Haggiag [6] , a more constructive approach, due to Widom [46, 47] and Drager [16] , is possible if both E and T*(M) are equipped with connections. The latter route will be followed here, although our exposition will be brief; further details may be found in the above references or in [27] .
Thus, let E and T*(M) be equipped with C°° connections, V: T°°(E) -T°°(E®T*(M)) and V: r°°(T*(M)) -> Toc(T*(M)®T*(M)), and let any tensorproduct bundle H formed from E or T*(M) or their duals inherit the corresponding tensor-product connection, V: r°°(r7) -T°°(H ® T*(M)). For all m G Z+, Vm. r°o(#) _+ r°°(tf®((g)m(T*(M)))) will denote the m-compose VoVo-• -oV, and Vm: T°°(H) -T°°(H ® S(<S)m(T*(M)))) the result of Vm followed by the
The connections define the exponential and parallel-transport mappings in the usual way (see, for example, the treatises of Kobayashi and Nomizu [28] or Helgason [24] ). In particular, for each x G M there exist a normal neighborhood Nx of 0 in TX(M) and a normal neighborhood Ux of x in M such that the exponential mapping at x, expx: Nx -> Ux, is a diffeomorphism.
Moreover, for each y G Ux the parallel-transport mapping, rxy: Ex -► Ey, of fibers of E (along the unique geodesic segment in Ux which joins x and y) is a well-defined isomorphism. Globally, we have the following well-known We are now prepared to define the fundamental objects of this section. REMARK 2.1. $ is a linearization of M and (modulo interchange of its arguments) te is a local transport of E according to the more general definitions of such objects given by Bokobza-Haggiag [6] , who does not employ connections. Her terminology is adopted here, the qualifier "connection-induced" being appended when, as above, $ and rE are constructed from the exponential and parallel-transport mappings derived from given connections.
The most important properties of $, 4>, and rE are contained in the following propositions. Proofs of the first may be found in [47, 16, or 27] ; proofs of the second may be found in [6 or 27] . REMARK 2.2. We may, of course, choose fi to be so close to A that ao is equal to 1 on fi, in which case <&(x,y) = expx1(y) and tEy = rEy for all (x, y) G fi. This will be assumed in the remainder of this paper.
We conclude this section with some miscellaneous remarks. REMARK 2.3. In the work of Widom [46, 47] , the objects corresponding to 0 and rE are denoted by / and c, respectively, and are defined in a slightly more general way than above as unspecified mappings having the jets (2.1) and (2.2). The present explicit construction in terms of the exponential and parallel-transport mappings is due to Drager [16] , who, incidentally, denotes $ by v. Both approaches yield the same intrinsic symbolic calculus for pseudodifferential operators, modulo smoothing. REMARK 2.4. If M is equipped with a metric o, then one may define a G Coc'(fio) by requiring that a(x,x') equal half the square of the length of the geodesic segment which joins x and x'. This function plays an important role in the work of DeWitt [14] and Christensen [9, 10] on quantum field theory on manifolds. These authors employ a connection on T* (M) which is compatible with g and denote by alx(x,x') = gliV(x)av(x,x') the components, da(x,x')/dx^, oi gradxcr(x,x') with respect to a local coordinate frame. (They also denote rxx, by I(x',x).)
The relationship with the objects of this section appears through the equation exp-1(x') = -^(x,x')^r.
Thus, in terms of their notation, we may write
etc., where £ G T*(M). This link with a can be quite useful, as, for example, in the following remark. However, in the present work (as in [46, 47, 16, 6, and 27] ) no metric is assumed, and therefore a is undefined. REMARK 2.5. As will be seen in the following sections, the formulas of the intrinsic symbolic calculus and the main results of this paper typically involve multiple covariant derivatives of qb and rE which, unlike those in (2.1) and (2.2), are not totally symmetrized. In fact, it is through such quantities that the influence of the manifold curvature and torsion and the bundle curvature is made manifest, and it is important, therefore, to have efficient calculational techniques which express them in terms of such geometrical objects. One method, which was devised by Widom [46, 47] and has recently been extended by Kennedy (unpublished) , combines the Ricci identities with (2.1) and (2.2). Another, which is due to De Witt [14] and Christensen [9, 10] , and which is possible only when M is equipped with a metric, exploits the identity cr'V^ = 2rr which is satisfied by the function a of the preceding remark. Although this method has a more restricted domain of applicability than the first, it is also more efficient. It has recently been extended by Schimming [53] and Rodionov and Taranov [52] ; see also Fulling [51] . Yet another method has been given by Drager [16] . 3 . The intrinsic symbolic calculus.
Let F be a C°° (real or complex) vector bundle with base M and let Ll(M,E,F) be the space of (standard) pseudodifferential operators A: ^(E) -► T°°(F) of order I G R. In this section we shall define the intrinsic symbol of A and present the important results of the intrinsic symbolic calculus, in a formulation which differs slightly from that of Widom [46, 47] and Drager [16] . for all £ G T*(M) and e G Ev(£\. a will be called the intrinsic symbol of A. REMARK 3.1. This definition is originally due to Bokobza-Haggiag and in [6] is stated in terms of her more general definitions of linearization and local transport. Unfortunately, because her work is so general and, in particular, does not involve connections, the symbolic calculus which results is not very useful. Widom [47] employs the same definition and, by introducing connections, is able to develop a practical symbolic calculus. REMARK 3.2. It follows from condition (iii) of Proposition 2.3 that a is properly supported. Hence the argument of A in (3.2) belongs, as it should, to Y0K(E).
We shall denote by Sl(T*(M),\lom(E,F)) the space of mappings a satisfying (3.1) whose component functions, relative to a local frame for Hom(E,F) and coordinate chart for T*(M), obey the usual inequality condition for symbols of order I. If A G Ll(M,E,F) and a is defined according to (3.2) then a€Sl(T*(M),Eom(E,F)). REMARK 3.3 . Different choices of a, <j>, and te in (3.2) can alter a by at most an element of S~°°. By the intrinsic symbol of A we mean a representative of this equivalence class.
A useful feature of Definition 3.1 is that if A is a differential operator then its intrinsic symbol is obtained by replacing V by if. More precisely, we have the following proposition, which is a simple consequence of Proposition 2.2. The formula for recovering an operator from its intrinsic symbol may be written in several ways. The version in the following proposition is due to Bokobza-Haggiag and is proved in [6] ; others may be found in [27] . An important ingredient for the development of the symbolic calculus is a definition of covariant differentiation of an intrinsic symbol. In that which follows, and in the remainder of this section, we let F be equipped with a C°° connection; Hom(£, F) ~ E* ® F then inherits the corresponding tensor-product connection. The next proposition is an immediate consequence of this definition and will be useful in the following section. REMARK 3.5. Definition 3.2 was given in [27] . As shown there, it is equivalent to the induced connection on the induced homomorphism bundle p*Uom(E,F) with base T*(M) and is therefore quite natural. It differs from that introduced by Widom [46, 47] in the way that Vm« is defined, it enjoys certain calculational advantages, such as (3.4), which reduce the labor involved in applications of the symbolic calculus.
The formula for the intrinsic symbol of a product of two pseudodifferential operators is fundamental to the symbolic calculus and to the results of the next section. We state it as the following proposition, in which G is a C°° vector bundle with base M.
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In REMARK 3.6. In (3.5) and in the remainder of this paper we adopt certain notational abbreviations which require some explanation:
for all f€T*(M).
for all x G M and e € Ex.
For all r,s G Z+, VrVs$ G r°°(T(M) 9 S((g)s(T*(M))) ® 5(®r(T*(M)))) is defined by ((vrvs$)(x))(c;)Mvrvm ■))(*)
for all x G M and £ G T;(A/).
VrVsrB and VrVs$ will often have an implicit right composition with p understood; for example, in (3.5) we really mean (VnoVm°rE) op.
(ii) We shall write f®^) =Wy®W2®---®Wk for the tensor product, (0fi WK) =Wk®---®W2®Wy
for the reversed tensor product, and shall often suppress ® itself; for example, in (3.5) we really mean
(iii) Tensor contractions will be described verbally, as in Proposition 3.4. In view of their later complexity, it is easier to do so than to introduce an unambiguous, concise notation.
Fiber contractions between the homomorphism-valued objects appearing in (3.5) and elsewhere will not be described at all, it being understood that the usual operator (or matrix) product is meant.
(iv) Summations over subscripted quantities are meant to extend to all values of the subscript(s).
Likewise, summation constraints which involve subscripted quantities are meant to extend to all values of the subscript(s), unless explicitly indicated otherwise. REMARK 3.7. The expression (3.5) for Pu(b,a) differs slightly from the corresponding formulas of Widom [46, 47] and Drager [16] , and the difference is due to our Definition 3.2 of covariant differentiation of an intrinsic symbol. Proposition 3.4 was proved in [27] . REMARK 3.8. It is clear from (3.5) that Pu is bilinear and that Po(b, a) = ba.
Furthermore, if u > 1 then Pu(b,a) consists only of terms which involve at least one derivative of both b and a. (If this is not obvious, observe that N = 0 only if n = k = no = 0, and the constraint n + k + \n\ + \m\ = u > 1 then implies mo > 1. Such terms vanish because of (2.2). Likewise, terms with n + M = 0 also vanish.) These facts will be useful in the next section.
4. The intrinsic symbol of a resolvent parametrix.
DEFINITION 4.1. Let A G Ll(M,E,E) and A G C. Bx G L~'(M,E,E) will be called a resolvent parametrix of A if it is a parametrix of A -A (that is, B\(A -A)
differs from the identity by at most an operator with C°° integral kernel).
In this section we shall present an explicit construction of the asymptotic expansion of the intrinsic symbol of a resolvent parametrix of A in terms of covariant derivatives of <j>, rE, and the terms in the asymptotic expansion of the intrinsic symbol of A. This is the heart of the paper and contains our main results, Theorems 4.1 and 4.2.
To begin, we need an appropriate ellipticity condition on A, which, for simplicity, we assume henceforth to be a classical pseudodifferential operator, although in much of what follows this restriction may be removed. (A is said to be classical if its intrinsic symbol has an asymptotic expansion a ~ ^2r>0 ar such that ar G Sl~r(T*(M)\0,End(E)) and ar is positive-homogeneous of degree / -r in £ forallrGZ+.) DEFINITION 
Let A G Ll(M,E,E)
he classical with positive-homogeneous principal symbol ao and let T = {A G C: arg A = 6} be a ray in C. A will be called elliptic with respect to T if ao(£)-A: Ep^ -► Ep^ is injective for all £ G T*(M)\0 and A G T. REMARK 4.1. The terminology used here is similar to that of Gilkey and Smith [21] . Such a T is called a ray of minimal growth (of the resolvent) [39] . It is necessary to consider A on such a ray to ensure that the construction below results in a resolvent parametrix which remains valid as |A| -► oo.
We shall construct the intrinsic symbol of a resolvent parametrix of A by using the Pu operation of Proposition 3. and thereby obtain, instead of (4. It is possible to dispense with the requirement that a be expanded as an asymptotic series (in particular, with the requirement that A be classical) and still obtain a recursion relation for the terms in an asymptotic series for b. This is the approach taken by Widom [46, 47] ; his results may be reproduced, in part, from Proposition 4.1 and Remark 4.2 by setting ao = a and ar = 0 for all r > 1, so only the r = 0 terms survive in (4.7) (or (4.2)). However, the last summation is vacuous, since the lower bounds imply ry + uy + -\-rs + u" + qs > s + 1. Hence the series of nests terminates, and (4.8) results. A more explicit expression for bs may be obtained by using (3.5) in (4.8). This will be done in Proposition 4.3, but first we identify some quantities which appear there and beyond. PROOF. This is a simple consequence of Propositions 3.4 and 4.2 in the following way. Inserting (3.5) in (4.8) and using the linearity of PUj in its first argument, one encounters the summation |r+u|=s ni+fct + lnj + lmi^ui nj+kj + \nj\ + \mj\=uj E E -E r>>0,uy>0 ni>0,fci>0,niK>0,miK>0 nj>0,kj >O,njK>O,mjK>0 r,+Uj>l This is simply a splitting of the summation over all distinct arrangements of s elements, |r+n+fc| + |n+m|=s E rj >0,nj >0,kj >0,njK>0,mJK >0 r,+n,+fcj + |n,| + |mj|>l into a summation over distinct classes specified by (ry,...,rj) and (uy,... ,uj), where Uj = hj + kj + \nj\ + \m2\ for all 1 < j < J, followed by summations over distinct arrangements within each class. (4.9) and its accompanying contractions result from this observation, Definition 4.3, and the contractions specified in Proposition 3.4.
The following lemmas will be useful in dealing with the nested T*(M) fiber derivatives in (4.9). The first is simply a version of the Leibnitz formula and so its proof will be omitted. If T > JV + 1 then the summation on the right is vacuous, since the lower bounds imply q + \q\ > JV + 1; we may therefore insert JV as an upper limit on the T summation.
(4.11) now follows from the observation that the first term on the right may be included in the summation as the term with T = 0.
We are now prepared to handle the nested T*(M) fiber derivatives in (4.9), but first we identify some additional quantities which appear below. covariant derivatives is symmetrized and contracted with the Dqjt.
PROOF. Our intention is to evaluate the nested T*(M) fiber derivatives in (4.9) from the outside in. At the j th step we will encounter an expression of the following form (for some Nj G Z+ to be determined): we learn, for all 1 < j < J, 3 3 YNt ^£(r*+ nt + fct + |ni| + |mi|) ELi^EU* .
•fl+aUJ+ITO-&_(l~r)l (/')|T| 1
In In the main results of the previous section, Theorems 4.1 and 4.2, the summations over the variables rj, fij, kj, njK, and mJK were handled by one large multi-index summation. This approach offers two advantages: first, it makes the already cumbersome formulas easier to write; second, with the constraint |r + n + fc| + |n + m| = sit allows the summations over these variables to be interpreted as a summation over distinct arrangements of s elements among the entries r}, hj, kj, nJK, and m,jK in some large multi-index array. However, it will prove useful in later developments to introduce a canonical ordering of the summations over these variables and to make the individual summations as "tight" as possible (to avoid running through values for one variable which cause a summation over another to be vacuous): both topics are addressed in this section.
In particular, we envisage the generation of the terms in bs (or in some related object, such as a term of the heat-kernel expansion) by a computer-see §7. It is clear that a canonical ordering is necessary to specify an algorithm for such a task; for aesthetic and practical reasons one will choose an ordering in which the most important structural features of a term are determined by the multi-indices standing furthest to the outside in the multiple summation, so that like terms will be grouped together (cf. Remark 4.7). It is also clear that tight summations are highly desirable for producing an efficient program.
The following lemmas will be useful in obtaining the main result of this section, 7. Concluding remarks.
The theorems obtained in this paper reduce the determination of bs to the conceptually trivial problem of listing the terms specified by the multiple summations. Since the number of terms increases rapidly with s, hand calculations become impractical beyond the lowest orders. However, our results are well suited to machine calculation, and Fulling is developing computer programs to handle bs at relatively large s. (Descriptions and applications of these programs will be published elsewhere.) One anticipates that the greatest utility of the computer will arise not in printing out a multipage formula for 6S, but rather in generating 6S internally as input into the computation of index formulas, effective actions, etc., for which the final results will be more compact.
It should be noted that many terms vanish in special cases of interest. For example, any term containing VV$ disappears if the connection is torsionless. Also, any term containing a covariant derivative of A0 vanishes if Ao is constructed from a metric tensor with which the connection is compatible, as is ordinarily the case for the operators which arise in gravitational physics. Of course, many terms combine if A0 (and hence bo) is scalar.
It is desirable in many applications to express the covariant derivatives of $ and te in terms of the manifold curvature and torsion and the bundle curvature. As noted earlier (see Remark 2.5), this may be done recursively in several ways. Again, in high-order calculations it is most sensible to automate the process, and work in this direction is under way [Christensen (work in progress), Fulling 51] .
In this paper we have focused our attention on the symbol of a resolvent parametrix. The corresponding integral kernel is obtainable, in principle, from the oscillatory integral (3.3). However, the symbol itself is sufficient to obtain the asymptotic expansion of the corresponding heat kernel (on the diagonal), and this will be our task in later papers.
