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Abstract
Segmentation and classification are two important computer vision tasks that trans-
form input data into a compact representation that allow fast and efficient analysis. Several
challenges exist in generating accurate segmentation or classification results. In a video,
for example, objects often change the appearance and are partially occluded, making it
difficult to delineate the object from its surroundings. This thesis proposes video seg-
mentation and aerial image classification algorithms to address some of the problems and
provide accurate results.
We developed a gradient driven three-dimensional segmentation technique that par-
titions a video into spatiotemporal objects. The algorithm utilizes the local gradient
computed at each pixel location together with the global boundary map acquired through
deep learning methods to generate initial pixel groups by traversing from low to high gradi-
ent regions. A local clustering method is then employed to refine these initial pixel groups.
The refined sub-volumes in the homogeneous regions of video are selected as initial seeds
and iteratively combined with adjacent groups based on intensity similarities. The volume
growth is terminated at the color boundaries of the video. The over-segments obtained
from the above steps are then merged hierarchically by a multivariate approach yielding
a final segmentation map for each frame. In addition, we also implemented a streaming
iii
iv
version of the above algorithm that requires a lower computational memory. The results
illustrate that our proposed methodology compares favorably well, on a qualitative and
quantitative level, in segmentation quality and computational efficiency with the latest
state of the art techniques.
We also developed a convolutional neural network (CNN)-based method to efficiently
combine information from multisensor remotely sensed images for pixel-wise semantic clas-
sification. The CNN features obtained from multiple spectral bands are fused at the initial
layers of deep neural networks as opposed to final layers. The early fusion architecture
has fewer parameters and thereby reduces the computational time and GPU memory
during training and inference. We also introduce a composite architecture that fuses fea-
tures throughout the network. The methods were validated on four different datasets:
ISPRS Potsdam, Vaihingen, IEEE Zeebruges, and Sentinel-1, Sentinel-2 dataset. For the
Sentinel-1,-2 datasets, we obtain the ground truth labels for three classes from Open-
StreetMap. Results on all the images show early fusion, specifically after layer three of the
network, achieves results similar to or better than a decision level fusion mechanism. The
performance of the proposed architecture is also on par with the state-of-the-art results.
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Chapter 1
Introduction
With the latest advancements of sensors and availability of inexpensive storage, huge
volumes of video content and aerial imagery are being generated on a daily basis for en-
tertainment, surveillance, Youtube, disaster management, weather monitoring, and many
more. This has necessitated the need to develop algorithms that parse through acquired
content and extract information pertinent to a given application. To this effect, segmen-
tation and classification are two important pre-processing steps in this content processing
pipeline. Segmenting videos into spatiotemporal objects allow fast and efficient content
analysis, video editing, summarization, etc. Similarly, classification of aerial imagery into
multiple categories helps in land use monitoring, flood mapping, and other application.
1.1 Segmentation and Classification
Segmentation is an important computer vision task that transforms input data into dis-
joint subsets. It partitions an image or a video into multiple separate regions that are
further analyzed to retrieve meaningful high-level information. Some of the applications
of segmentation include an image or video editing, medical image analysis, content-based
1
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image retrieval, and surveillance. The rotoscoping tools used in movie industry rely on
accurate segmentation of person or objects within a video shot. Similarly, medical imag-
ing software employs segmentation methods to partition anatomical objects which helps
in further analysis. Given the need, it is essential to develop automatic segmentation
methods that provide accurate and precise results. Although humans are proficient in
this semantic task, challenges exist in automating this fundamental task of segmentation.
One of the challenges of video segmentation is that it could have multiple solutions and
are at times subjective in nature. To address this, most algorithms generate hierarchical
results and let users or include a post-processing step to select the best scale or granu-
larity. Other challenges in this task arise from diverse content. The object of interest in
the video often changes shape, appearance and are at times occluded making it tough to
coherently segment them across frames. In our research, we propose to address some of
these problems by treating the video as a 3-D temporal data and delineating objects that
have a similar color or textural characteristics.
Classification, another essential pre-processing task, assigns a label (known a priori
or determined automatically) to the input data. In the remote sensing field, classifying
each pixel of an image to pre-defined categories is crucial for applications like crop mon-
itoring, studying deforestation, flood mapping, etc. Numerous flights and satellites with
multiple sensors have been deployed to capture data required for these applications. The
multi-sensor data contain complementary information of the scene and improves the clas-
sification performance. Our research goal is to develop machine learning based methods
that effectively combines the features from these multi-sensor images and provide accurate
classification maps.
In this research work, we propose original unsupervised and supervised algorithms to
improve the performance of video segmentation and aerial image classification respectively.
The first part of the thesis focuses on the segmentation algorithm developed to partition
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a video into disjoint volumes with or without user input. In the second part, object-based
and deep learning based classification techniques are proposed to classify the aerial images.
1.2 Research Goals
The main research goals of this thesis include:
1. Video Segmentation
• Develop a segmentation algorithm that considers the video as a 3-D volume and
partitions the content into sub-volumes that exhibit similar characteristics.
• Establish a streaming version of the segmentation algorithm, that processes a
limited number of frames at a given point of time thereby reducing the memory
requirement.
• Develop a semi-supervised video segmentation algorithm, wherein the user se-
lects a specific object of interest in a video frame, and the method retrieves the
same object from the subsequent frames.
2. Aerial Image Classification
• Develop machine learning based techniques (deep learning and structured ran-
dom forest methods) to classify multi-modal aerial images into different land
use categories.
• Segment Synthetic Aperture Radar (SAR) imagery into disjoint regions and
identify open-water and agricultural areas.
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1.3 Contributions
The main contributions of the research work (comprehensive discussion in the individual
chapters) include:
1. Video Segmentation
• Propose a gradient driven volume growing methodology which now generates
robust volumetric regions that do not cross original video boundaries (Section
2.2.3),
• Use of global boundary maps generated by a convolutional neural network
method. These maps serve to provide global contextual information. New
modified ground truth is used (as opposed to edge map) during the training of
the neural network (Section 2.2.2)),
• Propose a streaming version of the algorithm, wherein only a few frames are
considered at a given point of time, to accommodate any computational and
memory limitation (Sections 2.2.6 and 3.2),
• Present a semi-supervised video segmentation technique (Section 2.3).
• Development of two-step streaming segmentation: (a) shot boundaries are de-
tected within a window of frames and (b) the segments obtained in one window
is propagated to next set of frames (Chapter 3).
2. Aerial Image Classification
• Propose deep learning based methods to optimally combine features from multi-
modal images for pixel-wise classification of aerial images (Chapter 4).
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• Establish object based techniques to identify water and agricultural areas of
Synthetic Aperture radar (SAR) imagery (Chapter 5). Apply structured ran-
dom forest for aerial image classification (Chapter 6).
1.3.1 Publications
The peer-reviewed journal papers and conference proceedings that were written by the
author during the Ph.D. are listed below. Please note that the discussions and results from
some of these papers appear in various section of the thesis document (acknowledgment
provided at the end of each chapter).
Journals:
1. S. Piramanayagam, E. Saber, N. D. Cahill, and D. Messinger, ”Gradient driven
video segmentation using Deep Learning Techniques”, Under Review in Journal of
Electronic Imaging. (Discussed in chapter 2 of the thesis.).
2. S. Piramanayagam, E. Saber, W. Schwartzkopf, and F. W. Koehler, ”Supervised
classification of multisensor remotely sensed images using a deep learning frame-
work”, Remote Sensing, 10(9), 1429, 2018. (Discussed in chapter 4 of the thesis.)
3. Y. Liu, S. Piramanayagam, S. T. Monteiro, and E. Saber, ”Semantic segmenta-
tion of multisensor remote sensing imagery with deep ConvNets and higher-order
conditional random fields,” Journal of Applied Remote Sensing, 2019.
4. S. R. Vantaram, S. Piramanayagam, E. Saber, and D. Messinger, ”Spatial seg-
mentation of multi/hyperspectral imagery by fusion of spectral-gradient-textural
attributes,” Journal of Applied Remote Sensing, 2015.
CHAPTER 1. INTRODUCTION 6
Conference Papers:
5. S. Piramanayagam, W. Schwartzkopf, F. W. Koehler, and E. Saber, ”Classifica-
tion of remote sensed images using random forests and deep learning framework,”
SPIE Remote Sensing 2016. (Discussed in chapter 6 of the thesis.)
6. S. Piramanayagam, P. J. Cutler, W. Schwartzkopf, F. W. Koehler, and E. Saber,
”Application of gradient based image segmentation to SAR imagery,” IGARSS 2015.
(Discussed in chapter 5 of the thesis.)
7. S. Piramanayagam, E. Saber, N. D. Cahill, and D. Messinger, ”Shot boundary de-
tection and label propagation for spatio-temporal video segmentation,” SPIE Image
Processing 2015. (Discussed in chapter 3 of the thesis.)
8. Y. Liu, S. Piramanayagam, S. Monteiro, and E. Saber, ”Semantic segmentation
of remote sensing data using Gaussian processes and higher order CRFs,” IGARSS
2017.
9. Y. Liu, S. Piramanayagam, S. Monteiro, and E. Saber, ”Dense semantic labeling
of very-high-resolution aerial imagery and lidar with fully-convolutional neural net-
works and higher-order CRFs,” In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition Workshops, 2017.
1.4 Organization
The thesis is organized into main parts: (1) video segmentation and (2) aerial image clas-
sification. Chapter 2 explains the proposed 3-D video segmentation methods. Following
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this, the chapter 3 describes the joint shot detection and streaming video segmentation
algorithm. Next, the classification of remotely sensed images by deep learning methods is
introduced in chapter 4. This is followed by a description of the object-based classification
of aerial images in chapter 5. In this work, we make use of the proposed segmentation
methods to generate regions or objects necessary for classification. Finally, in chapter 6,
we apply a structured random forest for pixel-wise classification of aerial images.
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In this chapter, we describe a gradient driven three-dimensional video segmentation method
developed using deep learning convolutional neural nets. The algorithm utilizes the local
gradient computed at each pixel location together with the global boundary map acquired
through deep learning methods to generate initial pixel groups by traversing from low to
high gradient regions. A local clustering method is then employed to refine these initial
pixel groups. The refined sub-volumes in the homogeneous regions of video are selected as
initial seeds and iteratively combined with adjacent groups based on intensity similarities.
The volume growth is terminated at the color boundaries of the video. The over-segments
obtained from the above steps are then merged hierarchically by a multivariate approach
yielding a final segmentation map for each frame. The results illustrate that our proposed
methodology compares favorably well, on a qualitative and quantitative level, in segmen-
tation quality and computational efficiency with the latest state of the art techniques
utilizing the video segmentation benchmark dataset.
9
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2.1 Literature Survey
Segmenting videos into spatiotemporal objects sets the stage for fast and efficient semantic
object labeling, as well as video editing, analysis, compression, summarization, etc. Over
the past several years, a number of video segmentation techniques have been proposed,
with most, building upon existing still image segmentation algorithms. These techniques
generally utilize multiple spatial and/or temporal features to generate proper segmenta-
tion maps and make use of the spatiotemporal redundancy to improve the computational
efficiency of the underlying methodologies.
Graph-based algorithms are a popular approach for video segmentation, wherein pix-
els, superpixels or supervoxels of the video are used to represent the nodes of a given graph
and their feature distances are employed for edge weights. Once the graph is constructed,
normalized cuts [91], hypergraph cut [50] or other graph partition approaches [25] are
applied to segment the graph based on some global or local criteria. Since it is computa-
tionally intensive to process a pixel-based graph, most of the current algorithms use either
superpixels or supervoxels. Hence, as a pre-processing step, superpixels [9, 17] from each
frame or supervoxels [16] from multiple frames of the video are utilized to represent nodes
in a given graph. Grundmann et al [44] proposed a video segmentation algorithm that con-
structs a 3-D graph by joining the pixels in both the spatial and temporal directions while
leveraging the optical flow information. Based on the color descriptor, the nodes of the
3-D graph are merged by an agglomerative clustering approach to generate initial coarse
volumetric regions. Chi-square distance between these regions color and flow histogram
are then utilized for iterative merging yielding fine to coarse segments in a hierarchical
manner.
More recently, Galasso et al [38] proposed a two-step graph-based approach to segment
video into spatiotemporal volumes. In the first step, normalized cut [91] is employed on
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each frame using pixels as nodes to generate superpixels that are subsequently employed
to form nodes in a new graph. Color, brightness, texture and optical flow features of the
pixels were then utilized to obtain the initial edge weights. In the second step, multiple
within-frame and between-frame affinities are used to compute the refined edge weights.
A normalized cut algorithm is then utilized to partition this newly formed graph yielding
the final segmentation result. The above was followed by a graph reduction paper [36]
to considerably reduce the computational time and memory requirements of the initial
algorithm. Subsequently, Khoreva et al [56] proposed an algorithm wherein random forest
classifiers were used to learn edge weights. They employed multiple spatiotemporal fea-
tures from four edge categories: within-frame (10 features), across 1 frame (8 features),
across 2 frames (5 features) and across > 2 frame (4 features). Examples of within frame
features include median brightness and motion distance between superpixels. For each
edge type, a classifier is trained using ground truth data. The above mentioned four clas-
sifier outputs are calibrated and used during testing as edge weights. Consequently, the
graph obtained through this approach is termed as learnt graph L[G]. This optimized
graph construction has achieved favorable results on the video segmentation benchmark
dataset [37]. In a more recent work [57], the same group employed machine learning
methods to further improve the segmentation boundaries.
Recently, Yu et al. [116] proposed a computationally efficient way to partition the
graph. Their method first generates superpixels from each frame and then creates a graph
where each superpixel represents a node that is connected to its spatial and temporal neigh-
bors. Similarity distance (Lp-norm) between the superpixel features define the weights of
the edges. To this effect, they fit a 2-component Weibull mixture model to the distribu-
tion of all the edge weights and the crossover point of the two components separates the
inter-cluster and intra-cluster edges in the graph.
Another approach for video segmentation is to gradually grow regions or volumes from
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initial markers or seeds. Generally speaking, pixels that have a low gradient value provide a
good starting point for this growing approach. Pokiri et al [84] chose multiple markers with
low gradient value and allowed them to expand within the video based on local and/or
global color features. Motion similarity, color difference, mutual boundary ratio, and
other self and mutual descriptors were computed from the regions/volumes generated in
the volume growing stage. These descriptors were then utilized for hierarchical clustering
to generate fine-to-coarse video segments.
Another gradient based video segmentation approach, proposed by Vantaram et al.,
[105] selected seeds from homogeneous regions/volumes of the video, i.e. pixels with low
gradient value, and gradually expanded the region by merging with adjacent pixel groups
of increasing gradient using L*a*b* color similarity. Over-segments obtained by this pro-
cess were iteratively merged based on a MANOVA-based clustering algorithm [60] using
color, texture and/or gradient type features. In our proposed algorithm, we significantly
enhance this gradient driven algorithm by: (a) utilizing a global gradient/boundary map,
(b) improving the volume growing process and (c) including an agglomerative clustering
method to speed up the volume merging step. The contributions of the proposed method
are listed in the next section followed by a detailed description of the entire framework.
2.2 Video Segmentation
The proposed video segmentation algorithm (see Figure 2.1) consists of four major steps:
1) gradient/boundary detection, 2) supervoxel generation and refinement, 3) volume grow-
ing and 4) volume merging. At first, a vector gradient and a CNN based technique are
used to generate the local and global gradients of a video respectively (red blocks in the
Figure 2.1). These gradient maps, which are subsequently fused, identify the smooth and
boundary (color and motion edges) regions of the video. In the second step, supervoxels
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Figure 2.1: Overview of the proposed algorithm. Four major steps: 1) gradient/boundary
detection, 2) supervoxel generation and refinement, 3) volume growing and 4) volume
merging.
are initialized at varying gradient magnitudes. To this effect, the first group of supervox-
els will have pixels with the lowest gradient value, the next set of supervoxels will have
slightly higher gradient magnitude and so forth. The final supervoxels will consist of pixels
at or near the edges. A local iterative clustering approach is then employed to refine the
boundaries of the supervoxels in order to make it align with real edges of the video. In the
volume growing stage (step three: green block in Figure 2.1), the supervoxels in smooth or
low gradient regions are combined with supervoxels at higher gradient regions, if a color
similarity and adjacency conditions are satisfied. The growing process concludes once
the supervoxels at the highest gradient level are appropriately visited yielding fine-scale
3-D video segments. In the final step, the over-segments are iteratively merged, based on
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color and texture attributes, using multivariate analysis and an agglomerative clustering
method. The merging process ends when a user-specified number of segments are formed.
Except for the global boundary detection, all the other steps in the algorithm treat the
video as a 3-D spatiotemporal volume.
The contributions of the proposed video segmentation algorithm include:
(a) Significant improvements to the volume growing methodology which now generates
robust volumetric regions that do not cross original video boundaries (Section 2.2.3),
(b) Use of global boundary maps generated by a convolutional neural network method.
These maps serve to provide global contextual information. New modified ground truth
is used (as opposed to edge map) during the training of neural network. (Section 2.2.2)),
(c) Use of agglomerative clustering to speed up the volume merging step (Section
2.2.5), followed by qualitative and quantitative evaluation of the algorithm on a video
segmentation benchmark dataset [37], and
(d) introduction of a streaming version of the algorithm, wherein only a few frames
are considered at a given point of time, to accommodate any computational and memory
limitation.
The steps of our proposed algorithms are described in detail below.
2.2.1 Gradient Detection
We utilize a 3-D vector field gradient approach, that was initially proposed by [62] and
improved by [107], to compute the gradient at each location in the video.To this effect, the
method employs all of the color channels concurrently, instead of on an individual basis,
to compute the gradient. This is done in CIE L*a*b* color space, as opposed to the RGB
space, due to its strong correlation to the human visual system and its ability to perceive
color changes.
Let Ib→3 denote a 3-D vector field with (I1, I2, ...Ib) representing color, motion or other
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features of the video. A volumetric gradient matrix (Jw) is obtained by finding the forward
difference in both the spatial (x, y) and temporal (t) directions of Ib→3 and multiplying
those differences with appropriate weights [70] (w1, w1, ...wb) as shown in Eq. (2.1). These
weights determine the contribution of each feature towards the final gradient value (i.e.




























The Jacobian Jw and its corresponding inner product matrix J
T
wJw are then computed
at every pixel (x, y, t) location of the video. Finally, the gradient magnitude at each


































































Note that the JTwJw is a real, symmetric 3x3 matrix and hence three eigenvalues
(λ1, λ2, λ3) can be found by the simple closed form expressions [95] listed in Eq. (2.3). In
Eq. (2.4), I represents 3x3 identity matrix and tr, det denotes trace and determinant of
the matrix, and [A]kl denote element of the matrix A (p is one-sixth of the sum of squares
of the elements of (JTwJw −mI) matrix).
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Since we require just the largest eigenvalue to estimate the gradient at a given pixel
location, computation of λ1 suffice. The 3-D vector gradient is given by G =
√
λ1.
2.2.2 Boundary Detection through deep learning
The vector gradient approach, discussed in the previous section, only considers a neighbor-
hood of pixels around a candidate point to compute the proper gradients. The gradient
map could be further improved by introducing global semantic information. To incor-
porate these global cues, we utilize convolutional neural networks (CNNs) to generate
semantic boundaries and combine them with local video gradients. Specifically, we ex-
tend the Holistically-nested edge detection (HED) [113] method to generate boundary
maps for each frame of the video. The HED network consists of five layers with multiple
convolution operations and activation functions (rectified linear unit (ReLU)). There is a
down-sampling operation after each layer to increase the field of view. This network, when
trained on numerous images and their corresponding ground truth boundaries, learns a
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Figure 2.2: Gradient Computation. Row 1: Frames 1, 5, and 10 of the Arctic kayak
video [37]. Row 2: 3-D Gradient. Row 3: Boundary image generated by the proposed
deep learning network. Row 4: Maximum of gradient and boundary map.
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model that maps an input image to corresponding boundary output. During the training
process, six outputs are generated from the network: one from each of the five layers
(side outputs) and a combination of these outputs in an additional fusion layer. Cross-
entropy loss function is used to compute the error between the outputs and ground truth.
A weighted sum of the errors is then minimized by the stochastic gradient descent algo-
rithm. At the testing phase, the boundary map of an image is obtained by averaging all six
outputs. Because of the sparse nature of the ground truth (edge pixels usually constitute a
low count in an image) and the loss function chosen, careful selection of hyper-parameters
was necessary to establish network convergence.
Given the HED work [113], we propose a boundary detection method that: (a) employs
a CNN with sparse filters and (b) uses a normalized distance map for ground truth. Figure
2.3 shows the network architecture along with a sample input image and corresponding
results at various layers. The feature resolution is down-sampled only once in the network
(after the first layer). The convolution filters in layers two through five are made sparse
with a larger support. This type of sparse filter was first introduced by Chen et al [24]
to preserve high-resolution feature information across the network while simultaneously
increasing the field of view. In our method, the ground truth is first transformed to a
distance map before it is compared against the layer outputs during the training process.
We employ a Euclidean loss function to compute the error between the layer outputs
and the distance map. The distance map is generated from the ground truth image by
assigning a numerical value of one to edge-pixels and values less than one to non-edge
pixels that are away from the boundary. The formula for computing the distance map Di
is shown in Eq. 2.5, where, d corresponds to the block distance between the ith pixel and
its nearest boundary, and B denote the set of all the edge pixels.
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Figure 2.3: The neural network architecture for the boundary detection task. A sample




1, if i ∈ B
e−αd, if i /∈ B
(2.5)
The distance map minimizes the class imbalance problem inherent in CNN based
boundary detection and assists in the neural network convergence. We use boundary
evaluation metric [83] to compare the results of our method against the HED [113] and
the convolution oriented boundary detection [69] method. The Precision-Recall curves
for the three methods evaluated on the BSDS500 [11] test set are shown in Figure 2.4.
Note that, we initialized our network with FCN-32 model [89] weights and fine-tuned it
using PASCAL context [75] training and validation (10,103) images. (The network was
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Figure 2.4: Boundary evaluation. Precision-Recall curves of proposed and two other
methods (HED and COB) evaluated on the BSDS500 dataset.
fine-tuned for 45 epochs with a learning rate of 1e−4.) Whereas, the other two methods
use the BSDS500 training images for fine-tuning. The third row of Figure 2.2 shows the
global boundary map of three frames. These boundary maps, generated on each frame of
the video, are then fused with the local gradients to form the final 3-D gradient map.
2.2.3 Supervoxel initialization and refinement
In this step, supervoxels at varying gradient levels of the video are generated. Connected
pixel groups that have low gradient values (homogeneous regions) are used to form initial
supervoxels. More such supervoxels are formed at intermediate and high gradient regions.
The histogram of the video gradient is then utilized to locate pixels at various gradient
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values. The 1-D gradient histogram is split into multiple groups, such that in each group,
α% (eg. 2%) of the total video pixels (N) are present. The first threshold (G2%N ) is the
gradient value at which 2% of the pixels appear in video gradient. The next threshold
(G4%N ) is the gradient value at 4% of pixels in video gradient. The final threshold will be
the maximum value of the video gradient. The value of α was empirically chosen to be a
small value such that it generates supervoxel on a wide range of videos.
Pixels whose gradient value is less than the initial threshold (G2%N ) become potential
candidates for the initial supervoxels. Connected component labeling of these candidates
is done to generate appropriate regions. Regions whose size (pixel count) is greater than
the minimum seed size (MSS) form the first group of supervoxels. The new threshold
is incremented to (G4%N ). Pixels whose gradient value is less than the new threshold
and are not part of the first group of supervoxels become the next set of candidates.
Connected component labeling and size constraint are applied again to identify the second
set of supervoxels. The process is iterated until the maximum gradient value (G100%N ) is
reached. Supervoxel labels formed at each iteration are stored in memory to be later used
in the region merging step. A matrix (SL) (same size as video) and a vector (MSL) are
utilized, in this respect, to contain the supervoxel label and the maximum supervoxel label
number formed after each α% gradient interval. At the end of the supervoxel generation
step, pixels that do not belong to any of the groups are merged with one of their neighbors
if their color distance is less than a threshold. Groups not similar to any of the neighbors
are marked as a separate supervoxel. The distance metric and the threshold employed in
the above merging process are discussed in the sec. 2.2.4. The first row of figure 2.5 shows
the supervoxels generated for the frames 1, 5, and 10 of the Arctic kayak sequence.
The supervoxels formed at high gradient values can cross true boundaries of the video.
Hence, supervoxels are refined by a local clustering approach [9] to make them adhere to
true region boundaries. In this method, the average L*, a*, and b* value of each supervoxel
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Algorithm 1 Generate Supervoxel
1: procedure Supervoxel(G,α = 2%)
2: Compute 1-D Gradient histogram
3: Find gradient values at α% intervals
4: Initiate label matrix SL
5: for gradient thresholds G2%N , G4%N , ..G100%N do
6: Find pixels Gval < Gj%N
7: Remove pixels part of supervoxel formed in earlier iterations
8: Connected component labeling
9: Remove regions whose size is less than MSS
10: Populate the label matrix SL
11: end for
12: end procedure
is first computed. Then the Euclidean distance between each pixel in a supervoxel and
its corresponding average value is computed. Pixels, adjacent to a given supervoxel, are
selected and their Euclidean distance to this supervoxel average value is subsequently
found. If this value is lower than the distance from its original supervoxel, the pixel
is reassigned to the supervoxel under consideration. The process is iteratively repeated
for all supervoxels. At the end of each iteration, the mean of each pixel is updated for
each supervoxel. Since the supervoxels found through the gradient histograms can take
arbitrary shape, we only consider the neighboring pixels as opposed to a wider search
space. The pseudocode is shown in the algorithm (2). The second row of figure 2.5 shows
the supervoxels of the Arctic kayak frames after the refinement step.
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Algorithm 2 Supervoxel Refinement
procedure Refinement(n, SL, I)
2: for n iterations do
for each supervoxel s do
4: Compute average spectral value (Ls, as, bs)
for each pixel i in supervoxel do
6: Compute Di = (Li − Ls)2 + (ai − as)2 + (bi − bs)2
end for
8: end for
for each supervoxel s do
10: Find neighboring pixels
for each neighboring pixel i do
12: Compute d = (Li − Ls)2 + (ai − as)2 + (bi − bs)2
if d <Di then
14: set Di = d
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Figure 2.5: Supervoxel initialization and refinement. Frames 1, 5, and 10 of Arctic Kayak
sequence.
2.2.4 Volume growing
Once the local clustering is completed, a region growing process, based on a color sim-
ilarity measure, recursively combines supervoxels at a lower gradient with neighboring
supervoxels of increasing gradient to form well defined regions. The initial seeds for region
growth are those regions formed at the first step of supervoxel generation (0 − Gα%N ).
These supervoxels are accessed through the label matrix (SL) and the vector (MSL) that
holds maximum label number of supervoxel formed at the end of gradient intervals (α%).
We refer to these initial regions as primary seeds (PS). Supervoxels generated at the next
gradient interval (Gα%N − G2α%N ) are then introduced as additional seeds to aid in the
volume growing step. These are referred to as secondary seeds (SS). The SS that are
adjacent and similar to the PS are merged to form a larger PS. Following this, supervoxels
formed at the next gradient interval (G2α%N −G3α%N ) and the SS that weren’t merged in
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the previous interval are introduced again as additional seeds. Adjacent SS-PS similarity
is tested again to induce a merge or no-merge. In addition, secondary seeds that are not
adjacent to any PS but adjacent and similar to each other are merged together. To find
PS-SS or SS-SS similarity, color features and Euclidean distance metric are employed.
Mean value of L*, a*, b* channels of all the pixels in a supervoxel (seed) are first found.
Then the Euclidean distance between the average L*, a*, b* values of supervoxel pair
(either PS-SS or SS-SS) is computed. If the distance found is less than an user-defined
threshold value (SSV ), then the seeds are merged together.
The PS-SS and SS-SS merging are continued by introducing more supervoxels with
an increasing gradient value. At regular intervals, the SS that are non-adjacent to PS
are added as additional primary seeds. This primary seed addition step helps to avoid
under-segmentation of a video. This addition takes place at every β% gradient interval, for
example, at Gβ%N , G2β%N , G3β%N , ...G100%N . Lower values for α% and β% generally give
good segmentation results across multiple videos (experimented on a training dataset),
but, with increased computational time. Hence, α = 2% and β = 20% values were
empirically chosen to account for both speed and accuracy.
The volume growing process on frames 1, 5, and 10 of the same Arctic Kayak sequence
is illustrated in fig. 2.6. The first row shows the PS formed at Gα%N in those three
frames. These PS are merged with adjacent and similar SS during each growth iteration.
The volume growing result at Gβ%N is shown in the second row of the figure. Row three
shows the SS that are either far away from PS or dissimilar to PS. These SS are included as
new PS in the merging process. The addition of SS with PS at Gβ%N is shown in row 4 of
figure 2.6. These set of PS are allowed to continue to grow yielding the segmentation result
at G2β%N shown in row 5. Again at G2β%N , PS (row 5) and SS (row 6) are added together
to form a new PS shown in the final row (Row 7) of figure 2.6. The final segmentation
map obtained for frames 1, 5, and 10 at the end of the volume growing process is shown
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in figure 2.7.
2.2.5 Volume merging
Volume growing is the final step of the proposed algorithm. Here, the fine segmentation
maps (over-segments) generated at the end of the growing module are hierarchically com-
bined to form coarse segments. In addition to color (L∗a∗b∗), texture features are also
employed in the merging process. These texture features help to delineate distinct pat-
terns, e.g. trees, structured man-made objects, from the surroundings. In our algorithm,
textural information is found by computing the appropriate entropy at each pixel loca-
tion in the video. This is computationally faster than calculating gray level co-occurrence
matrices and subsequently deriving multiple inherent attributes. Entropy is a statistical
measure of randomness of the image and is computed by considering a local neighborhood
of pixels. In our case, a 5x5x5 neighborhood of pixels is chosen (spatial direction and
temporal directions) to compute the entropy (H) (see Eq. 2.6). Here, I is the indexed
image found by uniform quantization of the RGB channels.
H(i, j, k) = −
∑
l,m,n
I(l,m, n) ∗ log2(I(l,m, n))
i− 5 < l < i+ 5, j − 5 < m < j + 5, k − 5 < n < k + 5
(2.6)
Hierarchical coarse segments are generated by a merging method built upon the multi-
variate analysis of variance (MANOVA). In MANOVA, the original multivariate features
space (L*, a*, b*, and texture) of the different segments/groups are transformed to an-
other space where the mean square ratio of the between-group to within-group variances
are maximized. In the transformed space, the Euclidean distance between each pair of
segments is determined. This distance measurement guides the merging of most similar
segments. In particular, MP% of the most similar segment-pairs are identified and then
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Volume ⇓ Growing
+
Addition of ⇓ Secondary Seeds to growing process
Volume ⇓ Growing
+
Addition of ⇓ Secondary Seeds
Figure 2.6: Volume growing process illustrated on three frames of the Arctic Kayak se-
quence. Supervoxels at lower gradient are recursively combined with neighboring super-
voxels of increasing gradient to form well defined regions.
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Figure 2.7: The segmentation results of Arctic kayak sequence (frames 1, 5, and 10) at
the end of the volume growing stage.
merged. Following this, multivariate features of the new segments are again analyzed by
MANOVA and another MP% of most similar segment-pair are merged. This process is
iterated until user-defined number of segments are generated. The results of the iterative
merging process are shown in figure 2.8. In our algorithm, MP = 5% represents the
number segment-pairs that are merged at every iteration in the volume merging step.
One drawback of the above approach is that the MANOVA needs to be computed on
the new set of segments after every merging iteration. This is both a memory and time-
consuming task. Hence, we employ a hierarchical agglomerative clustering method to
generate fine-to-coarse segments. Agglomerative clustering is a bottom-up approach that
starts with singleton clusters (one data point in a cluster). The distance between every
cluster-pair is then computed. The pair that has the least distance is merged first and
its distance to other clusters are updated. The distance update can be done in numerous
ways [102]: minimum distance (single linkage), maximum distance (complete linkage),
mean (average linkage), etc. After the update, the new closest pair is merged and the
process is repeated until one cluster is left.
In our work, segments from the volume growing method are defined as the initial clus-
ters. The Mahalanobis distance between each pair of segments is then found. One way to
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compute this distance is to use the MANOVA, where, Euclidean distance between groups
in the transformed canonical space is equivalent to Mahalanobis distance in the original
feature space. The segments are progressively merged by agglomerative clustering using
average linkage. The merging is terminated once the user-defined number of segments are
generated.
2.2.6 Online Streaming Video Segmentation
Here, we describe the streaming extension of the proposed 3-D segmentation method. At
first, a video sequence is divided into overlapping groups of frames (in our analysis, a
video is split into groups of nf = 7 frames. Each group has a one frame overlap with
its neighbor). Next, hierarchical segments for the first group of frames are generated by
applying the 3-D volume growing and merging methods. The hierarchical segmentation
results of the group’s last frame (Slf ) are retained and propagated onto the next group
of frames by a constrained volume growing and merging process. Specifically, segments in
the new group are formed such that disjoint regions in Slf never combine with each other.
The streaming method is computationally efficient in generating results for lengthy video
sequences.
2.2.7 Results and Discussion
The performance of the proposed segmentation methods was evaluated using the video
segmentation benchmark dataset VSB100 [37] which consists of 40 training and 60 test-
ing videos. For each video, multiple human annotations (ground truth) are provided for
a few frames sampled at regular intervals. The benchmark defines two evaluation met-
rics: boundary precision-recall (BPR) and volumetric precision-recall (VPR). The BPR -
computed on a per-frame basis - quantifies the accuracy of the segmentation boundaries
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Figure 2.8: Volume merging results for frames 1, 5, and 10 of Arctic Kayak sequence at
three different segmentation scales (Row 2: over-segments, Row 3: intermediate and Row
4: under-segments).
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generated by an algorithm as compared to the human annotated boundaries [11]. On the
other hand, VPR measures the volumetric overlap between the given segmentation results
and the human annotation. Equations 2.7 and 2.8 serve to illustrate the VPR metric de-
fined in the evaluation paper [37]. In the equations, S is the segmentation generated by an
algorithm, G is the human annotation, M is the number of human annotations {Gi}Mi=1,
∩ is the intersection or volume overlap, |.| is number of pixels in a volume, and ΓGi is
the number of ground truth volumes in Gi. Hence, it should be noted that the precision
metric measures the degree of overlap between a sub-volume (segment) from S (derived
by the algorithm) and sub-volumes defined in the ground truth by human observers. If
sub-volumes from S do not overlap with multiple sub-volumes in the ground truth, then a
high precision value is achieved. Alternately, recall measures the degree of overlap between
a sub-volume from the ground truth with a computer (algorithm) generated sub-volumes.
High recall value is achieved if sub-volumes (segments) in Gi overlap completely with a
sub-volume in S. To enable quantitative comparisons (for both VPR and BPR) among
various algorithms, average precision (AP) or area under PR curve, optimal dataset scale
(ODS) and optimal segmentation scale (OSS) by means of F-measure are hereby provided.
PR plots are also provided to measure the performance of a specific method. Note that the
high precision region of the VPR curve corresponds to over-segmentation and high-recall
area of VPR corresponds to under-segmentation. The reader is directed to VSB paper [37]














g∈Gi {maxg∈Gi |s∩g| − 1}∑M
i=1 {|Gi| − ΓGi}
(2.8)
The segmentation maps for the test sequences shown in the following pages were gen-
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erated by the proposed algorithm using the following parameters: α = 2%, β = 20%,
SSV = 15. Segmentations generated at varying scales (over-segment to under-segment)
are required for computing the evaluation metrics. Hence, we set NS = 5 (i.e. algorithm
stops when this number of segments are generated), and retain 51 intermediate segmenta-
tion scales during the volume growing step. The parameter MP was set to 5% (Note: this
parameter guides the number of segments to be merged at every iteration in the volume
merging step). Since our volume merging method doesn’t have a spatial constraint, dis-
joint segments with similar spectral values could have the same label. However, for the
purpose of computing VPR and BPR measures, we re-label the segmentation map such
that disjoint volumes have separate labels. It should be noted that parameter MP is not
utilized in our proposed volume growing method that is designed to run at higher speeds.
Table 2.1 illustrates the quantitative results of both the offline and online streaming
segmentation algorithms. Specifically, the BPR and VPR measures for the proposed 3-D
offline, 3-D fast offline and online streaming techniques, are shown in rows 4, 5 and 11
respectively. In addition, the results of the corresponding state-of-the-art methods are
also shown in rows 6-9 and rows 12-13 respectively. As can be seen from Table 2.1, our
proposed 3-D offline algorithm compares relatively well among the benchmark with 0.57 in
average precision (VPR) as compared to 0.63 (Khoreva et al [56]) and 0.62 (Jang et al [51]).
The slightly lower ranking is due to the use of a more computationally efficient framework
that leverages low-level features (gradient, color, and texture) in the volume growing step.
In contrast, the method proposed by Khoreva et al [56] utilizes multiple features in a
classification setting to achieve good performance but at a higher computational cost.
Figure 2.9 provides a comparison between the precision-recall curves generated from
our proposed 3-D offline algorithm (red color) and other benchmark video segmentation
algorithms that publicly host the evaluation files. The other methods include: Khoreva et
al. [56] (dotted black), Galasso et al. [36] (dotted green), SOLD [64] (dotted cyan), and
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BPR VPR
Algorithm ODS OSS AP ODS OSS AP
Offline
Proposed 3D 0.54 0.58 0.44 0.57 0.60 0.57
Proposed 3D (Fast Algo. cluster) 0.49 0.50 0.36 0.54 0.56 0.50
Grundmann et al. ’10 [44] 0.47 0.54 0.41 0.52 0.55 0.52
Galasso et al. ’14 [36] 0.62 0.66 0.54 0.55 0.59 0.55
Khoreva et al. ’15 [56] 0.64 0.70 0.61 0.63 0.66 0.63
Yu et al ’16 SOLD [64] 0.54 0.57 0.39 0.53 0.59 0.47
Online Streaming
Proposed 3D Streaming 0.52 0.55 0.40 0.53 0.57 0.48
Xu et al ’12 [114] 0.38 0.46 0.32 0.45 0.48 0.44
Jang et al ’16 [51] 0.63 0.66 0.51 0.66 0.68 0.62
Human 0.81 0.81 0.67 0.83 0.83 0.70
Table 2.1: Quantitative Results: the BPR and VPR measures for the proposed algorithms
and other state-of-the-art methods. Top three methods (for both offline and streaming)
that achieve highest average-precision value are highlighted in red, green and blue respec-
tively.
Grundmann et al. [44] (dotted pink). It can be easily seen that our proposed algorithm
VPR curve performs relatively well in the high recall region. This indicates that our
proposed coarse scale segmentation results match well with human annotations. On the
other hand, the VPR values for the faster version (blue color) compare favorably to the
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benchmark at low-recall regions but gradually decrease after the mid-recall regions. This
is due to the high degree of similarity of the over-segments and the lack of similarity in the
under-segments between our proposed method and the benchmark. The reasoning for the
above is that, in our proposed method, the feature distances are calculated only once in the
iterative merging step (as opposed to frequent updates) yielding a more computationally
efficient algorithm.
Figures 2.10 and 2.11 display the segmentation (qualitative) results of the proposed
algorithm. The frames, at different time instants, of a video sequence are displayed in
the first row of Figure 2.10. Subsequent rows of the figure show the corresponding human
annotation and segmentation results at two different scales. It can be easily seen that the
ice rink and the person are split into multiple parts at the initial stages of the merging (see
row 3) and are gradually combined to form well-defined regions (see row 4) at a later stage.
In this particular sequence, since the person is distinctly separated from the background
(no occlusion), the algorithm segments the person as one single object throughout the
video (same label for the person skin and dress across all frames). Additional segmentation
results on more challenging sequences are shown in Figure 2.11. Here, the first frame of
each of the three sequences, the corresponding human annotation, and the segmentation
results are shown in the first three rows respectively. Segmentation maps for later frames
are also displayed in the last two rows. Note that several objects (Panda, kayak, persons)
have the same label (color) across the video indicating that the proposed method performs
well in the temporal direction. However, multi-color objects (e.g. motorcycle, etc.) may
possess multiple labels given the dissimilarity of colors across the object.
The run time of our proposed algorithms and three other segmentation algorithms are
shown in Table 2.2. These were computed by executing the respective code on two video
sequences (Arctic Kayak and Panda sequence in VSB dataset) to generate segmentation
results at 51 scales. The code for two online streaming segmentation algorithms, Jang et al
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Figure 2.9: VPR and BPR measures. Comparison of the precision-recall curves of the
proposed method (red and blue plots) against other state-of-the-art methods in the litera-
ture. VPR is the video segmentation metric (important metric) and BPR is the boundary
metric computed on each frame.
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Figure 2.10: Segmentation results for four frames (64, 124, 144, 164) of Kim Yu Na se-
quence. Row 1 and 2 show the original images, and the corresponding human annotations.
Row 3 and 4 display the result of our proposed algorithm at two different segmentation
scales respectively.
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Figure 2.11: Segmentation results for Harley Davidson (column 1), Panda (column 2)
and Arctic Kayak (column 3) sequences. Rows 1, 2 and 3 display the original images, the
corresponding human annotations and the results of the proposed method respectively.
The segmentation results of frames, sampled at two different time instant, are also shown
in rows 4 and 5.
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[51] (default settings) and Xu et al [114] (parameters changed to generate 51 segmentation
levels) are publicly available. The Arctic kayak sequence consists of 50 frames with mostly
smooth regions, whereas, the Panda video consists of 121 frames with both smooth and
high textured regions. For the Panda sequence, the proposed regular and fast version takes
about 52.1 and 5.94 seconds per frame to generate the results. Note that these methods
use a GPU (Pascal Titan X) to generate the global gradient. It can be seen that our
proposed method outperforms that of Xu et al [114] in terms of both speed and accuracy,
however, it is relatively slower than the streaming method by Jang et al [51] that uses
optical flow bag-of-word features in a temporal graph matching module.
Computation time (for one frame) in seconds AP (VPR)
Panda (121 frames) Arctic Kayak (50 frames) Arctic Kayak
Machine 3.6 GHz 3.6 GHz
3.0 GHz
(as shown in paper [51])
Proposed offline? 52.10 11.98 NA 0.57
Proposed offline?
(fast version)
5.94 2.48 NA 0.50
Jang et al ’16 [51] 29.72 12.34 18.6 0.62
Xu et al ’12 [114] 54.03 22.26 39.2 0.44
Khoreva et al. ’16 [57] NA NA 416.2 0.61
Table 2.2: Run time of various segmentation methods. ?The proposed method utilizes a
GPU to compute the global gradient map.
2.3 Semi-supervised Video Segmentation
In this section, we present a semi-supervised method for video segmentation. Given a
video, a user marks the foreground and background regions in the first frame of the video.
The video is then segmented into 3-D sub-volumes by a volume growing method (discussed
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Figure 2.12: Semi-supervised video segmentation (Frame 1 of Planet Earth). Foreground
and background selection are shown in red and green scribbles respectively.
in section 2.2.4). A graph constructed from the segmented regions is partitioned using a
normalized cuts method with constraints [25, 68] to generate foreground and background
regions.
2.3.1 Methodology
In a semi-supervised segmentation task, an object of interest is delineated in all the video
frames driven by some form of user interaction. Example of user input includes drawing
a polygon around the object or scribbles over the foreground regions. Figure 2.12 shows
the object of interest, a bird, and the background being marked by the corresponding
scribbles. The proposed algorithms separate the foreground (bird) from its surroundings
in all the frames.
The major steps of the approach include: (a) gradient detection, (b) gradient driven
supervoxel generation, (c) volume growing, and (d) normalized cuts. The first three steps
have been discussed in sections 2.2.2, 2.2.3 and 2.2.4 respectively. The boundary and
volume growing results for a Planet Earth sequence are shown in figure 2.13.
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Figure 2.13: Global boundary (row 2) and volume growing (row 3) results for three frames
(60, 89, 127) of Planet Earth 1 sequence (row 1).
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Each of the segment generated during the volume growing step is considered as a node
vi of an undirected graph G. The edges that connect the nodes are represented by a non-
negative weight, usually an affinity measure between the nodes or segments. Let W and
V denote the affinity matrix that contains all the edge weights and node-set respectively.





Here, one optimal way to find optimal partition is to minimize the equation 2.9. How-
ever, such an approach tends to delineate small isolated nodes. This problem was addressed














is the normalizing term. The authors further transform equation 2.10 into a discrete
minimization problem [91] (please refer to the paper for the complete derivation). If
the components of y in the minimization problem are real-valued, the solution to the
minimization problem is given by the eigenvector of the second smallest eigenvalue of
(D−W)y = λDy (2.12)
Here, D is the diagonal matrix with Di,i =
∑
jWi,j . When the eigenvector corre-
sponding to the second smallest eigenvalue is thresholded (smallest eigenvalue is zero),
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two partitions can be obtained. In an unsupervised approach, further partition could be
obtained by applying the NCut approach again or analyzing the other eigenvectors.
Several papers reformulated the NCut method to add more constraints. Two such
papers include: Maji et al (Biased NCuts) [68] and Chew et al (Semi-supervised NCuts
- SSNCuts) [25]. While the former work introduces group prior (must-link constraint)
into the normalized cut formulation, the latter method allows the incorporation of both
must-link and cannot-link constraints. We apply both these techniques to partition the
graph constructed from segments into two subsets: foreground and background segments.
The cut and normalized cut cost [25] with both the must-link and cannot-link are given
by


















Here, the sets M = {(vil, vjl)|l = 1, 2, ..m} and C = {(vil, vjl)|l = 1, 2, ..n} contain
the ordered pairs of vertices that should be grouped in the same partition and different
partition respectively. The θ(vil, vjl) is the must-link penalty that takes a value of 1 if
the nodes are in different partition and 0 if they are in same subgraph. The cannot-link
penalty is given by φ(vql, vrl) = 1 - θ(vql, vrl) (complement of must-link). It takes value 1
if nodes are in same partition and 0 otherwise. The γl and βl denote the weight of each
must-link and cannot-link constraint.
In our framework, each of the segments represents the nodes, the edge weight is com-
puted from the global boundary values and must-link and cannot-link nodes are obtained
from the user input of the first frame. The weight matrix Wi,j is computed in the following
manner. For each 3-D segment, the neighbors or nodes that are less than k (6) pixels in x,
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Figure 2.14: Semi-supervised segmentation results for three frames (60, 89, 127) of Planet
Earth 1 sequence (N-Cut method with soft must-link and cannot-link constraints).
y and t-direction from the original segment boundary are considered for weight computa-
tion Wi,j = exp(−max{Gb(pi,j)}/ρ). Here, Gb is the global boundary found by the deep
learning methods and pi,j is the line segment connecting the centroids of 3-D segments.
For the nodes that are further than k pixels, Wi,j is assigned the value zero.
2.3.2 Results
We show the qualitative results of the approach on a few sequences of the VSB benchmark
dataset. The parameters for the semi-supervised cut are the weighting factors γl and βl
that control the strength of must-link and cannot-link constraints. In our experiments, we
set the values to 1 and 5 respectively. To get the foreground and background maps, the
eigenvector corresponding to the second smallest eigenvalue is used. The components of
eigenvector are thresholded such that values greater than 0 forms the foreground region.
The segmentation results for a different frame of the Planet Earth sequence are dis-
played in figure 2.14. It could be seen that NCutSS method with both constraints de-
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Figure 2.15: Semi-supervised segmentation results for three frames (61, 120, 181) of Panda
sequence. Row 2 results: N-Cut with soft must-link and cannot-link constraints. Row 3
results: biased N-Cut method.
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lineates the bird from the mountain. Similarly, the segmentation results on the Panda
sequence for the methods biased NCuts and semi-supervised NCuts are shown in rows 2
and 3 of figure 2.15. Since the biased NCuts doesn’t use cannot-link constraints and since
the threshold value of 0 was used, the object merges with some of its neighbors. However,
the NCutsSS method partition the Panda well in the initial frames but the performance
deteriorates in later frames.
2.4 Conclusions
We have proposed a simple gradient driven video segmentation approach. Initially, a CNN
method is used to generate a global boundary map, which is fused with local gradients.
Next, supervoxels are formed at varying gradient regions of the video. These supervoxels
are then iteratively combined in the volume growing and merging steps to generate robust
segments. The results on a benchmark dataset show that our method attains competitive
performance both qualitatively and quantitatively when compared to state-of-the-art al-
gorithms. A streaming and semi-supervised segmentation were also developed based on
the gradient driven approach.
Given the above contribution, the method has few limitations that could be addressed
in future work. First, the method doesn’t consider high-level semantic information in
the volume growing or merging steps. It is entirely built on computationally efficient
hand-crafted features. Hence, there are instances where an object is either merged with
the background or split into multiple regions. Second, segmenting a video as a 3-D spa-
tiotemporal volume inherently captures some motion information. However, the algorithm
struggles to differentiate objects that are spectrally similar and have dissimilar motion tra-
jectories in a few frames of the video. Introduction of long term trajectories, where pixels
are tracked across the entire video, can improve the separation of these objects. These
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limitations could be potentially addressed by integrating: (a) high level semantic prior
and (b) optical flow information into the segmentation framework.
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Chapter 3
Simultaneous shot detection and
video segmentation
Earlier, we proposed the offline and streaming segmentation algorithms that consider a
video as a three-dimensional volume and generate spatiotemporal volumes. In certain
situations, the system may not have enough memory and/or computational power to
process the 3-D volume. In the event, video segmentation built upon 2-D segmentation
is a viable option. In this chapter, we present a two-stage algorithm for online streaming
video segmentation. In the first stage, shot boundaries were detected within a window of
frames by comparing dissimilarity between 2-D segmentation of each frame. In the second
stage, the 2-D segments were propagated across the window of frames in both spatial and
temporal directions. As opposed to the techniques that operate on entire video (chapter
2), this approach consumes less memory and significantly low computational resource. We
tested our segmentation-based shot detection method on the TRECVID 2007 video dataset
and compared it with a block-based technique. Cut detection results on the TRECVID
2007 dataset indicate that our algorithm has comparable results to the best of the block-
47
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based methods. The streaming video segmentation routine also achieves promising results
on the challenging video segmentation benchmark database.
3.1 Shot Boundary Detection
The proposed method uses a moving window approach to detect shot boundaries and
segment the video. The moving window consists of k (e.g. 25) consecutive frames and
is determined by the memory available and length of typical gradual shot transition in a
video. After processing the group of frames, the window is moved forward to exclude the
first frame and include a new frame. First, all the frames within the window are segmented
by the gradient-based 2-D region growing method.
3.1.1 Cut and Gradual Transition Detection
The window approach [98,108] starts by comparing the mid-frame with multiple preceding
(pre) and succeeding (post) frames to find candidates for the shot transition. For example,
in figure 3.1a, dissimilarity is found between mid-frame (numbered 50) and each of the pre
(38-47, Npre = 10) and post frames (53-62, Npost = 10). Few frames on either side of the
mid-frame are optionally skipped (Nskip = 2). The pre and post frames are ranked based
on the dissimilarity values computed. The frames that are most dissimilar to the mid-frame
are ranked higher. The number of post-frames that fall in the top half ((Npre +Npost)/2)
is tracked from one window to the next. In figure 3.1a, the mid-frame is dissimilar to all
the post frames since the image is at the end of a shot. Whereas in the next window, in
figure 3.1b, mid-frame is similar to all the post frames. Thus the number of top dissimilar
post-frames will drop from (Npre + Npost)/2 to zero. Whenever this change occurs from
a previous window to the current window, the frame is marked as a potential start of a
new shot. This method could create false alarms in scenarios where the post frames have
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Figure 3.1: Illustration of window based approach. (a) The mid-frame (numbered 50)
in a window is dissimilar to all the post-frames. (b) The mid-frame numbered 51 in the
subsequent window is similar to all the post frames. Identifying this change allows to
detect cut transition candidates.
significant motion compared to the pre-frames. To eliminate false alarms, we track/match
the SURF features calculated from the previous image to the start of a new shot. If a
certain percentage (Lprct = 90%) of the points are lost, then it is regarded as a true cut
transition. At the start of a video, beginning of a new shot or end of a video, the number
of pre or post-frames will be less than the set value (Npre = Npost). In such instances, the
feature matching is employed to detect cut boundaries.
To detect a gradual transition [108], the ratio of means of post-frames and the pre-
frames dissimilarity values is computed. The ratio will be minimal when all the frames in
the window belong to the same shot. As the tail end of the window moves into a gradual
transition, some of the post frames will be dissimilar to the mid-frame and hence the ratio
will start to increase. The ratio will reach its peak when the mid-frame is just before
the start of the transition. At this instance, post-frames will contain all the dissimilar
transition frames. The ratio will start to decrease as the mid-frame transverses the gradual
transition. To detect this rise, a running average of the ratio is computed. Whenever the
ratio of the current window exceeds the cumulative average by a certain limit, the frame
succeeding the mid-frame is marked as a potential start of a shot transition. SURF feature
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Figure 3.2: (a) The ratio rises and reaches a maximum value near the start of a gradual
transition. The position of actual dissolve (transition) is marked as red line in the plot.
(b-d) Two segmentation maps (b, c) with two regions each is overlaid to form a resulting
map (d) containing four regions. (e-g) Combination of two coarse segmentation maps (e,
f). Motion boundaries become a disjoint region in g. Note that for actual shot detection
over segmented regions are utilized.
matching is done to eliminate false alarm and determine the end of the transition. Features
found at the start of transition is tracked through post-frames in the current window and
if the points are lost significantly, it is regarded as a shot transition.
The window-based approach developed by Tahaghoghi et al [98,108] divides the frames
into equal sized blocks, computes histogram from each block, and concatenates the result-
ing histograms into a vector. The difference between the two histograms represents the
distance between the two frames. In our proposed method, instead of blocks, we explore
the use of segmentation maps.
Adjacent frames of a video will have slight translation or rotation of objects, as well
as illumination differences, these variations depend on the physical scene and the camera.
For this reason, segmentation maps generated for adjoining frames could be different to
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some extent. The anomaly is shown in figure 3.2 e and f. The two persons move forward
in the video, and the two adjacent frames shown capture certain instant of that forward
motion. Segmentation of the person on the right is different for Frame n and Frame
n + 1. To select and compare features from consecutive frames’ segments, we merged
the segmentation maps and assumed both have the resulting fused map. Merging of
consecutive maps is shown in figure 3.2. If an entire segment from frame n overlaps with
an entire segment of frame n+1, all the pixels of the segment in the resultant map will get
the same label. But if a segment from frame n overlaps with two segments of frame n+ 1,
then segment will be split into two in the final map. Figure 3.2 b-d shows a block that has
a translation in both the x and y directions from one frame to another. The block gets
split into three objects by overlaying the two segmentations. The segmentation overlay
for real images is shown in figure 3.2. The motion boundaries become small separate
regions due to this merging process. For finding the dissimilarity between two frames, we
assume both the frames have the superimposed segmentation maps. The color histograms
of each segmented region for consecutive frames are found. The histogram is found in
the CIE L*a*b* color space. Each L*, a*, b* color component is divided into 12 bins
and a histogram is computed. Then, the chi-square distance is calculated between the
histogram of a region in the first frame and the histogram of the same region in the next
frame. Similarly, chi-square distances between all the corresponding regions in both frames
are found. Since segments can have a varying number of pixels, a pixel-number weighted
sum of the chi-square distance is computed. The small motion regions obtained during
the overlay process get small weight.
D =
PS1 ∗ CS1 + PS2 ∗ CS2 + ..+ PSm ∗ CSm
P
(3.1)
Here, PSm is the number of pixels in segment m, CSm is the chi-square distance between
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the histogram of consecutive frames for the segment m, and P is the number of pixel in
the image. Another time-efficient way to compute the difference is to consider mid-frame
segmentation as the map for all the pre and post frames in the current window. This
eliminates the need for segment overlay.
3.2 Streaming Video Segmentation
Previously, each frame had been partitioned into over segmented regions. In the final phase
of the algorithm, these regions are fused in both spatial and temporal direction to provide
a coarse final segmentation. A set of 2-D segmented images (Nvol) are stacked together to
form a volume. Then these regions are iteratively merged into volumes based on color and
texture similarity. The multivariate analysis of variance (MANOVA) technique (discussed
in chapter 2) is employed to find the Mahalanobis distance between each pair of group
means in the multivariate space (L*, a*, b* and texture). Subsequently, multiple group
pairs that are highly similar are merged together. For the new regions, the between-group
distances are recomputed and similar groups are combined once again. This iterative
process stops when a user-defined number of regions (Nseg) or maximum Mahalanobis
distance threshold (TM) is reached. Regions that are spectrally similar but spatially
separated are also fused through this merging procedure. If necessary, this method could
be extended to restrict merging of disjoint regions or volumes.
Once the spatiotemporal segmentation regions are obtained from the Nvol frames, the
segmentation output of the last frame (or more frames denoted by Novr) is retained in the
memory. The under segmented image is combined with new 2-D over segmented images
to form a 3-D volume. Iterative merging is done on the new volume with a constraint that
segmentation regions of the overlapping frames (Novr) cannot fuse with each other. This
ensures continuity from the previous to the current volume. As the desired number of
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Figure 3.3: Frames 1-7 (a) is segmented into multiple regions (b) individually. The regions
(b) are iteratively merged in both spatial and temporal direction to yield coarse regions
(c). The coarse segments from last two frames of the first volume is carried over to the
new volume containing frames 6-12 (d). Over segments (e) corresponding to frames 8-12
are combined with each other and segments of frame 6-7 to obtain a final segmentation
(f).
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groups (Nseg) or distance threshold (TM) is attained, the last Novr frame is propagated
to the subsequent volume of the video. The algorithm is extended to generate hierarchical
results by setting multiple Nseg or TM limits. Figure 3.3 shows an example of the merging
process. The segments (figure 3.3b) from the first seven frames (Nseg) are merged until a
desired number of coarse segments (figure 3.3c) are achieved. Coarse segments of the last
two frames (Novr) are then carried to the next volume to commence the merging process.
Over segments (figure 3.3e) corresponding to frames 8-12 are merged with each other and
segments of frame 6-7. The resulting final segmentation is shown in figure 3.3f.
At the beginning of the video or start of a shot, we set the variables prior information
PI to false, Vstrt to frame number (Vstrt = 1 for figure 3.3a-c), Vcnt to 1 and merge flag
MF to true. Vcnt is incremented as window parses through the input video. When the
Vcnt exceeds Nvol (Nvol = 7 for figure 3.3), merging is done on the Nvol frames to yield a
coarse segmentation. The Novr frame segmentations (Novr = 2 for figure 3.3) are retained
in the memory. We assign variables PI to true, Vstrt to frame number (Vstrt = 6 for figure
3.3d-f), Vcnt = 2 and MF to true. The process is repeated until a new shot is identified.
When a mid-frame of a window is identified as start of new shot (cut), Vcnt frames are
merged and PI = false, Vstrt = first frame of the new shot (e.g. Vstrt = 51), Vcnt = 1, and
MF = true. When a mid-frame is identified as a start of gradual shot transition, MF =




The segmentation based shot detection algorithm was evaluated on the TRECVID 2007
test dataset [94]. This dataset consists of 17 videos with a total of 637,805 frames. All the
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images are of 288 (height) and 352 (width) dimensions. There are 2317 shot transitions
in the set of which 90.5% are hard cuts. Ground truth and evaluation software are also
provided with the dataset to benchmark the results. Shot transitions were manually
labeled as cuts, dissolve, fade or others by personnel at NIST.
The evaluation software calculates various measures: recall, precision, inserted transi-
tion count, deleted transition count, and others. In this paper, we show precision Pr, recall
Re and F-measure (F ) results for cut transitions. The true positive (tp) is the number
of correct transistion detected, false negative (fn) is the number of missed transition and











2 ∗ Pr ∗Re
Pr +Re
(3.4)
The proposed approach is compared against a block-based window method. In this
method, images are split into 16, 12 equal sized blocks. Following this, histograms of
individual blocks in each frame are found and compared against corresponding blocks in
pre and post frames. The chi-square distances found across all the blocks are averaged.
Shot transitions are then detected following the steps described in Section 3.1.1.
The results for cut detection are listed in the table 3.1. It is important to note that, for
the dataset, the map merging process (section 3.1.1) is skipped to reduce computational
time. Instead, mid-frame segmentation is considered as the map for all the pre and post
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Recall Precision F-measure
Segmentation based 0.9123 0.9700 0.9403
16 equal sized blocks 0.9070 0.9689 0.9369
12 equal sized blocks 0.9079 0.9709 0.9393
Entire Image 0.9213 0.9419 0.9315
Table 3.1: Cut detection result on TRECVID 2007 dataset for the parameters Npre = 10,
Nskip = 2 and Lprct = 90%. Segmentation based results perform in par with block based
method.
frames. From the cut detection results, it is seen that the proposed technique performs
on par with the best of the block-based method.
3.3.2 Streaming Video Segmentation
A video segmentation benchmark database [37] (VSB100) is again used to quantitatively
compare the proposed method with other state-of-the-art streaming algorithms [36, 114].
We report the results of Xu et al [114] and Jang et al [51].
Hierarchical results were generated on the test dataset by setting Nseg = (300, 250,
200, 150, 100, 80, 60, 40, 20, 10, 5, 2). We report the optimal dataset scale (ODS), optimal
segmentation scale (OSS) and average precision (AP ) for both boundary precision-recall
(BPR) and volume precision-recall (V PR) measures [37]. Boundary metric compares
segmentation results of every frame independently with the ground truth. Since our al-
gorithm starts with 2-D over segmented regions, we obtain a fairly good result as shown
in figure 3.4a and Table 3.2. The volumetric metric considers temporal cohesiveness and
produces a low value if regions are not consistent over time. Figure 3.4b and Table 3.2
shows that average precision under V PR for our proposed algorithm is better than Xu et
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Figure 3.4: (a) BPR and (b) VPR curve for proposed streaming segmentation algorithms
and Xu et al [114]
BPR VPR
Algorithm ODS OSS AP ODS OSS AP
Proposed 2-D driven Segmentation [82] 0.57 0.61 0.49 0.49 0.52 0.45
Proposed 3-D Streaming (Chapter 2) 0.52 0.55 0.40 0.53 0.57 0.48
Jang et al ’16 [51] 0.63 0.66 0.51 0.66 0.68 0.62
Xu et al [114] 0.38 0.46 0.32 0.45 0.48 0.44
Human 0.81 0.81 0.67 0.83 0.83 0.70
Table 3.2: Segmentation results compared with state-of-the-art methods
al [114] but lower than the recent streaming technique [51] that employs additional optical
flow bag-of-word features in a temporal graph matching module. Since we combine 2-D
segments of individual frames, there is variability between one frame to another in the
lower levels of hierarchy. Hierarchical results for a sample video is shown in figure 3.5.
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Figure 3.5: Hierarchical results on a sample video. Top row is the original frames followed
by segmentation result from a lower hierarchy to a higher hierarchy.
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3.4 Conclusions
A two-stage algorithm for online streaming video segmentation is proposed in this chapter.
The shot boundaries are found by a moving window approach that compares dissimilarity
between 2-D segmentation of adjacent frames. These over-segments are then propagated
across the frames to obtain the final video segmentation. Since the segmentation uses the
gradient detection, region growing and merging steps, this method has all the limitations
described in the previous chapter: lack of semantic information and motion information.
In addition, determining the size of the window for gradual shot transition in the video
is challenging as it depends on the video content. If the gradual transition occurs over a
long period in the video, then small window size would not be sufficient to capture the
transition.
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CNN based Aerial Image
Classification
In this chapter, we present a convolutional neural network (CNN) based method for pixel-
wise semantic classification. The CNN features obtained from multiple spectral bands are
fused at the initial layers of deep neural networks as opposed to final layers. The early
fusion architecture has fewer parameters and thereby reduces the computational time
and GPU memory during training and inference. We also propose a composite fusion
architecture that fuses features throughout the network. The methods were validated
on four different datasets: ISPRS Potsdam, Vaihingen, IEEE Zeebruges, and Sentinel-1,
Sentinel-2 dataset. For the Sentinel-1,-2 datasets, we obtain the ground truth labels for
three classes from OpenStreetMap. Results on all the images show early fusion, specifically
after layer three of the network, achieves results similar to or better than a decision level
fusion mechanism. The performance of the proposed architectures is also on par with the
state-of-the-art results.
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4.1 Introduction
Semantic classification of aerial/satellite images is essential for land cover and land use
mapping, change detection, emergency response or management, and various other ap-
plications [43]. Numerous pixel- and object-based approaches, such as support vector
machine (SVM) [111], random forest [79], and others [43], have been proposed to classify
these images. These methods typically involve a feature generation and selection step
before the classification stage. The intermediate step allows for selecting minimal but
highly discriminative features. Reducing the number of features also avoids overfitting
issues that often occur in remote sensing image classification, especially in hyperspectral
images [18], where high dimensional data is available with limited ground truth data.
Given this, extensive research has been conducted to select appropriate features and clas-
sifiers for various classification scenarios. New methods [100, 118] are also being actively
proposed. On the other hand, recent deep learning methods learn features automatically
from the training data and have been successfully applied to various computer vision tasks
with improved performance. This was made possible by improvements in neural network
design, vast training datasets, and fast computation through graphical processing units
(GPUs). The networks are trained in either a supervised or unsupervised fashion. In the
supervised method, large input data and corresponding ground truth data are utilized to
train the deep neural networks. Imagenet [31] is one such large dataset, and VGG-16 [93]
is a convolutional network that utilizes the dataset for image classification. In our work,
we extend the supervised deep learning methods for multisensor aerial/satellite image
pixel-wise classification. The neural network framework learns the complex relationships
between the input and ground truth data and generates results in the form of test data.
The performance is significantly better than prior methods like SVM or random forest
(chapter 6).
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We propose an optimal way to combine features from multisensor imagery in a neu-
ral network framework [81]. Multiple convolutional neural network (CNN) branches were
utilized to generate and fuse features of the multisensor data and perform semantic classi-
fication. The dataset utilized includes ISPRS Potsdam, Vaihingen, Sentinel-1, Sentinel-2,
and IEEE Zeebruges datasets [5, 7, 20, 27]. The Potsdam dataset makes available four
bands, IR, R, G, B, and an additional normalized digital surface model (NDSM). These
channels can be input to the neural networks in numerous ways. We employ CNN architec-
tures (specifically, fully convolutional neural network (FCN) by Shelhamer et al. [89] and
segmentation network (SegNet) by Badrinarayanan et al. [14]) on groups of these bands,
e.g., one set of convolutional layers for R, G, B bands and another set for IR, NDVI,
NDSM. Features from these branches are then merged at the initial and later stages of
the network. We compare the results from early fusion, late fusion, and a third compos-
ite fusion, where features are merged throughout the network. Results from the three
datasets indicate both late and early fusion methods achieve similar performance. Hence,
it is desirable to combine features at early layers of CNN for a given multisensor image.
Given our work, the main contributions are as follows:
• Fuse information from multi-sensor images at various layers of deep neural networks
and compare the results to find the optimal configuration. An example includes,
combining RGB and LiDAR features obtained from distinct branches of FCN at
various layers of the network. Fusion of features in early stages of neural networks,
FCN and SegNet, achieve results similar to late fusion but with less GPU memory
and reduced run time.
• Propose a composite fusion architecture that combines information from multi-sensor
images throughout the network.
• Efficiently fuse multi-sensor data in neural network architecture and benchmark the
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proposed methods on various datasets. The datasets include (a) Sentinel-1 and -2
data (SAR and Multispectral), (b) ISPRS and IEEE datasets (Optical and LiDAR
data). OpenStreetMap were utilized for generating ground truth data for Sentinel-1
and -2 satellite images. The performance of these proposed architectures are on par
with the state-of-the-art results.
4.2 Literature Review
In the literature, many methods have been proposed to classify multisensor images. In
this section, we first discuss the different fusion mechanisms and methods that combine
information from multisensor data. We then proceed to examine the methods that combine
multisensor information in a deep learning framework. Since it relates directly to our
proposed work, we briefly describe all the recent approaches that yield state-of-the-art
classification results. Finally, we review the general deep learning-based methods that
classify aerial/satellite images.
4.2.1 Multisensor Fusion
Fusion of remotely sensed data acquired from multiple sensors for image classification has
been a widely researched field [15,23,34,43,47,119]. The fusion techniques can be broadly
categorized [43] into feature, decision, and pixel-/subpixel-level fusion and ensembles of
these methods. Our current work falls into the categories of feature- and decision-level
fusion. In decision-level fusion [34], the data are sent to different classifiers and the indi-
vidual results are merged to obtain the final map. Feature-level fusion involves selecting
features from multiple modalities and effectively combining them before a classification
step.
In terms of the modalities, extensive research has been conducted to combine optical
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images with synthetic aperture radar (SAR) and LiDAR data. Since SAR images are
acquired by an active sensor and the wavelength used could penetrate cloud cover, data
can be obtained in any weather [74]. This allows SAR images to be used along with
high-resolution optical data acquired at an earlier time for disaster management, urban
expansion, and other applications [53,103,120]. In an early work, Waske et al. [110] first
classified multitemporal SAR and multispectral Thematic Mapper (TM) images and their
segmentation at different levels using a support vector machine (SVM). The individual
predictions were then stacked and passed to another SVM and random forest classifier to
obtain final land-cover maps. The use of multilevel and multisource data in the framework
provided robust results. In a more recent study [65], 12 TM images and 25 SAR images
captured over a period of time were combined using a spatiotemporal fuzzy clustering
method to classify changed/unchanged pixels. With the availability of Sentinel-1 (SAR)
and Sentinel-2 (multispectral) data, pixel-based [46] and object-based [45] methods have
been proposed to combine them for land-cover classification. Similarly, optical images have
been fused with LiDAR data for various applications, which include building extraction
[13, 96], semantic segmentation of forest stands [30], and others. An IEEE GRSS data
fusion contest [29,77] is held every year, and new multisensor datasets like ISPRS Potsdam
and Vaihingen [7] have accelerated research in the field.
4.2.2 Deep Learning: Multistream Fusion Architecture
Deep learning methods that fuse information from different modalities were initially pro-
posed in the computer vision community [55, 92]. Karpathy et al. [55] proposed several
approaches to fuse spatial and temporal information available on video for large-scale video
classification tasks. They used multiple frames in early, late, and slow fusion frameworks
to predict various actions like cycling, bowling, etc., that occur in input video. They
reported that slow fusion has robust performance, and in the future, they will test the
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framework on broader video categories. Another two-stream neural network was proposed
by Simonyan et al. [92] to combine spatial and temporal information for action recogni-
tion. In their work, a single frame of video was input to the spatial stream of VGG-16
network [93] and multi-frame optical flow images were passed to the second VGG-16 net-
work. The results from both branches were combined at the end for video classification.
They report competitive performance and indicate that results could be further improved
with additional training for the temporal branch.
Feichtenhofer et al. [35] proposed a two-stream fusion architecture to combine single-
frame and corresponding optical-flow images for the action recognition task. Their method
was able to find better pixel correspondence between the spatial and temporal streams/branches.
They did extensive experiments to combine features from multiple streams through sum,
max, convolution, and bilateral operations and reported that sum and convolution strate-
gies produced the best results. Another fusion architecture, named FuseNet [48], which
sums the features at every convolutional layer, was proposed to combine RGB and depth
information for semantic classification. Recently, Audebert et al. [12] proposed an efficient
multiscale approach for the semantic classification of multimodal high-resolution remotely
sensed data (ISPRS data). They compared results between the FuseNet method and a
late fusion approach with residual correction. In these methods, feature information is
obtained from two or more streams and later merged at some layer of the network. These
fused features are then used to generate the final classification result. Most often the
individual streams use pre-trained weights from another domain to generate features. It
is possible, for the given task, features generated could be redundant or not optimized.
4.2.3 Deep Learning: Semantic Classification
Over the past few years, numerous CNN-based methods [39] have been proposed to assign
a label for each pixel of an image or video. FCN, proposed by Shelhamer et al. [89],
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was the first method to train a network end-to-end for semantic segmentation. One of the
limitations of the method was that it had millions of trainable parameters. Badrinarayanan
et al. [14], in their work, reduced the number of parameters and proposed a new encoder-
decoder architecture called SegNet. This significantly reduced the network memory while
achieving performance similar to the FCN method. Another architecture, ResNet [49],
has been augmented with conditional random fields [24] to further improve the semantic
segmentation performance. These methods have been applied to multimodal data: RGB
images [14,49,89], video [101], RGB + depth images [66], and others.
Deep learning methods for semantic segmentation are being actively applied to aerial
images for land-use classification. Paisitkriangkrai et al. [78] proposed a method that
combines classification results obtained from manually extracted and CNN features. Ini-
tially, two sets of features were generated from an image patch: (a) features like NDVI,
edges, saturation, etc., and (b) CNN features. These features were then passed through
two separate classifiers to obtain per-pixel probability maps. A CRF-based method fur-
ther processes the ensemble of the maps to generate the final result. The performance
of the method is better than stand-alone CNN methods. Sherrah [90] proposed a no-
downsampling FCN approach that used sparse filters for classification. The method was
tested on the Potsdam and Vaihingen datasets by employing two networks: FCN for color
infrared (CIR) data and no-downsampling FCN for DSM data. Even though training time
increased because of the no-downsampling operation, the method generated accurate and
dense results for these high-resolution images. In another work [67], CNN predictions from
CIR data and logistic regression classifier predictions from CIR and DSM data (manually
extracted features) were combined within a higher-order CRF framework. The method has
a simple architecture and incorporates object-level contextual information. However, the
classification output is sensitive to the scale of initial segments used in higher-order terms
of the CRF model. Other recent works include downsampling–upsampling CNN architec-
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ture [109] to obtain dense prediction and a patch-based CNN [10] to extract roads and
buildings in urban areas. With the availability of aerial/satellite images and corresponding
dense ground truth, like ISPRS [7, 27], IEEE datasets [5, 20], and SpaceNet challenge [8],
numerous methods are being actively proposed and evaluated on these datasets.
4.3 Methodology
This section describes the deep learning architecture and different fusion networks pro-
posed for combining information from multi-sensor images for pixel-wise classification.
4.3.1 Deep Learning Architecture
The building block of an artificial neural network is the neuron, where a weighted sum
of the inputs followed by a nonlinear operation is computed. In a convolutional neural
network (CNN), where the input is an image X of size m ∗ n ∗ b (e.g., 3D input for (R,
G, B) images), these neurons are arranged in 3 dimensions. Each neuron is connected to
only a certain number of inputs in the previous layer. Also, the weights are shared within
each channel of the 3D neuron volume [54]. Let Xinp of size m ∗ n ∗ d and Xout of size
m ∗ n ∗ t be the input and output of a convolution layer, respectively. Output at location
(p, q, r) is obtained from the input as follows:







(Xinp[p+ u, q + v, z] ∗W [u+ k, v + k, z, r])) + bs[r]
(p = 0, 1, ..m− 1)(q = 0, 1, ..n− 1)(r = 0, 1, ..t− 1)
(4.1)
Here, W is the weight matrix of size (2∗k+1)∗ (2∗k+1)∗d∗ t with k determining the
filter/kernel width, and bs is the bias vector of size t. For example, in a fully convolutional
network (FCN) [89], the input image is of size 224*224*3 (m = 224, n = 224, d = 3)
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and the first convolution layer outputs 64 (t) features of size 224*224. The 64 filters
with support 3*3*3 (here k = 1, W is of size 3 ∗ 3 ∗ 3 ∗ 64 and bs a 64 element vector)
transforms the 224*224*3 input into the 224*224*64 feature volume. The above operation
(denoted as Xout = g(Xinp,W)) is followed by nonlinear activation (e.g., ReLU: Zout =
max(0,Xout)). The features obtained are further passed through multiple convolution,
ReLU, and subsampling or pooling layers. These layers are then followed by a fully
connected convolutional layer, where the neurons again have a 3D arrangement but each
neuron has connections from all the features in the preceding layer. This transformation
allows the network to generate coarse maps with spatial support. A convolution transpose
layer [33] is then utilized to bring the coarse map to the original image resolution. The final
prediction of the network is a 3-dimensional output Ŷ = f(X,Θ) of size m ∗ n ∗ classes.
All the parameters (Θ) are learned during supervised training and then applied on new
test data to classify them. There are 2 variants of the FCN architecture: FCN-32 and
FCN-8. In FCN-32, the output from the scoring layer is upsampled to the original image
resolution in a single step and thereby generating a coarse semantic map. Whereas in
FCN-8, shown in Figure 4.1, gradual upsampling of scoring layer and merging of features
from earlier layers are made to obtain finer semantic segmentation.
SegNet [14] is the second network utilized in our multimodal fusion analysis. SegNet
(encoder-decoder) architecture removes the fully connected convolutional layers of the
FCN and replaces them with multiple upsampling and convolution transpose layers. The
downsampling information in the initial layers is also passed to a corresponding upsampling
operation. These 2 modifications reduce the number of parameters of the network while
achieving results comparable to FCN.
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(a) FCN-8
Figure 4.1: Fully convolutional neural network architecture (FCN-8).
4.3.2 Multisensor Fusion
In general, a CNN can take an arbitrary number of spectral bands as input. Such net-
works, e.g., FCN or SegNet, will consist of a single stream of multiple convolutional layers.
However, a large training dataset (image and corresponding ground truth data) is required
to avoid overfitting. At present, only limited or moderate training datasets are available
for aerial image collections. Randomly assigning values to the CNN parameters/weights
and training the network from scratch with limited data will generate poor results on
the test data. Thus, to avoid overfitting, the weights obtained from other tasks, like the
semantic classification of RGB images, need to be utilized as initial values and further
fine-tuned with the given labeled aerial image set. This transfer learning process [115] has
been successfully used to classify aerial RGB images.
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In a multisensor setup, where more than three bands are available, a simple approach
is to employ two or more neural network branches and fuse the features at the very end to
obtain a classification map. Figure 4.3a shows this late fusion approach with an FCN-32
base network. The parameters of the different streams could be initialized with pretrained
weights from the image categorization task [89] and then further fine-tuned with current
labeled data. However, the main drawback of late fusion architecture is that the number
of neurons/operations is predominantly large, hence they require more computation time
in both the training and testing phase. Also, this fusion approach may not provide the
best results for a given dataset.
In our work, we propose a CNN that efficiently combines features from multiple spec-
tral bands for semantic classification. The task at hand is to design a network that (a)
takes in multiple bands, (b) requires minimal parameters and memory, (c) provides good
quantitative results, and (d) uses pretrained weights because of moderate training data
size. The proposed fusion architecture uses the existing CNN, e.g., FCN or SegNet, as
a base network. The set of convolution filters that operate on features of the same scale
is referred to as a layer. In FCN-8, layer 1 and layer 2 consist of two convolution filters
each and layers 3 to 5 consist of three convolution filters (Figure 4.1). These are followed
by two fully connected convolutional (FC) layers and a final scoring layer. The FC layer
by itself consists of numerous parameters. Having multiple such layers in a network (e.g.,
late fusion) will increase the computational memory considerably. Hence, to construct a
memory-efficient network, it is necessary to fuse the features before the FC layer (anywhere
after layers 1 to 5). The features obtained from early layers are more general and corre-
spond to low-level features. Yosinski et al. [115] studied the transition of features from
general in shallow (early) layers of a network to specific ones for a given task in deeper
layers. In one of their experiments, they found that transferring shallow-layer weights from
one task to another and fine-tuning with additional new data provided results comparable
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to transferring deeper-layer features. Based on these findings, we anticipated that fus-
ing pretrained features at some point before the FC layer and doing sufficient fine-tuning
should provide results on par with late fusion. Similarly, for the SegNet architecture, we
combined features in the early layers (encoder) of the network as opposed to the deeper
layers (decoder).
The proposed fusion network consists of two or more branches/streams, depending on
the number of input bands. For example, two branches are needed for a six-band input.
Each branch consists of pretrained convolutional layers that operate on respective input
bands to generate features. We adopted two approaches to combine these features from the
individual branches. In the first method, we concatenated the features and passed them
to a subsequent convolution layer where a weighted sum of these features was obtained.
During training, these weights attained a value that minimized the global loss between the
predicted class and ground truth. Thus, in principle, the network learns the appropriate
combinations of features from two streams. On occasion, the feature values obtained
from the multiple branches were at different scales and required an additional normalizing
step. Thus, in the second method, features from each branch were initially sent through
convolution, batch normalization, and ReLU layers before the concatenation step.
Let Z1, Z2,.. Zs be the outputs from different branches that needs to be fused. The
concatenation (without normalization) and convolution operations performed are given by
Equations 2 and 3 respectively.
Zcat = h(Z1,Z2, ...Zs) (4.2)
Znew = g(Zcat,Wc) (4.3)
Here, function h is the concatenation operation in the third dimension, Wc are the weights,
and g denotes the convolution operation shown in Equation 1. Note that, in general,
the features could be summed or multiplied instead of being concatenated. This would
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Figure 4.2: Fusion of features after layer three of a CNN. The features from two streams
are passed through max pooling, convolution, batch normalization and ReLU layers. The
two outputs are then concatenated and form the input for the fourth layer.
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require features from various branches to have some correspondence. In our setup, the
pretrained weights are utilized in multiple branches to generate features and may not have
feature correspondence. Hence, we chose to concatenate the features instead of doing other
operations. Figure 4.2 shows the fusion network where features from two branches are
combined after layer 3. Here the features from two branches are passed through the max
pooling (subsampling), convolution, batch normalization (BN), and ReLU operations and
then concatenated. A comparison of fusing features after layers 1 through 5 is discussed
in the experimental section 4.4.3.
We also propose another fusion architecture, named composite fusion, shown in Figure
4.3b. In this network, the features from two branches are combined at multiple locations
of the network (three locations in Figure 4.3b) as opposed to a single point in the early
fusion framework. The setup allows access to features from all layers of the network but
comes with a slightly increased computational load. We trained and tested these networks
on multisensor aerial and satellite images, and discuss the results in the next section.
4.4 Experimental Setup and Results
The fusion architectures were evaluated on four datasets: Copernicus Sentinel-1,2 data,
ISPRS Potsdam, Vaihingen and IEEE Zeebruges images that have more than three bands
of spectral information.
4.4.1 Dataset Description
ISPRS Potsdam, Vaihingen and IEEE Zeebruges Dataset
ISPRS Potsdam and Vaihingen images (figures 4.4 and 4.5) part of the ISPRS 2D se-
mantic segmentation contest [7,27,88], have ground sampling distances of 5 cm and 9 cm,
respectively. The Potsdam dataset consists of IR, R, G, B channels and a digital surface
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(a) Late Fusion
(b) Composite Fusion
Figure 4.3: Fusion of features at different layers of a CNN. (a) Late fusion: Results from
two streams are combined at the final layer. (b) Composite fusion: features from two
streams are combined at multiple locations of the network
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(a) IR,R,G image (b) Normalized DSM (c) GT
Figure 4.4: A Potsdam training image: (a) (IR,R,G) image, (b) normalized DSM, (c)
Ground truth. Six classes: impervious surface (white), buildings (blue), low vegetation
(cyan), tree (green), car (yellow) and clutter (red).
model (DSM). The collection is divided into 38 image patches, with 24 images and corre-
sponding ground truth released for training and the remaining 14 images made available
for testing. The Vaihingen set consists of IR, R, G, and DSM channels and a total of 33
image patches (17 training and 16 testing images). The normalized DSM for both sets is
provided by Gerke [41]. For both datasets, ground truth consists of six classes: impervi-
ous surface (white), buildings (blue), low vegetation (cyan), trees (green), cars (yellow),
and clutter (red). Information on image size and the original data can be found on the
contest website [7]. Figures 4.7 and 4.8 show testing images of the Potsdam and Vaihingen
collections, respectively.
The Zeebruges images, part of the IEEE data fusion contest [5,20] (referred as grss dfc 2015),
consists of five images (R, G, B) of size 10,000 x 10,000 pixels and corresponding DSM
images of size 5000 x 5000 pixels. The dense ground truth created by the ONERA [61]
team consists of eight classes: impervious surface (white), buildings (blue), low vegetation
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(a) IR,R,G image (b) Normalized DSM (c) GT
Figure 4.5: A Vaihingen training image: (a) IR,R,G image, (b) normalized DSM, (c)
Ground truth. Five classes: impervious surface (white), buildings (blue), low vegetation
(cyan), tree (green), car (yellow) and clutter (red).
(cyan), trees (green), cars (yellow), clutter (red), boats (pink), and water (dark blue).
The two test image classification results can be uploaded to the IEEE GRSS data and
algorithm standard evaluation website [6] to obtain accuracy and F-measures.
When training the deep learning architectures in the Caffe toolbox [52], input images
and ground truth need to be at a fixed spatial size. We chose an image size of 224 x 224
pixels. The image patches can be extracted from the training set in numerous ways. In our
work, we generated a training set using the following steps: (a) crop out image patches of
size 224 x 224 pixels by sliding through each training image without any overlap (between
sliding window); (b) for each class, randomly chose 1000 pixels in each training image and
obtained the 224 x 224 pixels sized patch with a selected pixel as a starting point; and
(c) included additional image patches for the car and boat classes. For the Potsdam and
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Vaihingen sets, we randomly selected 50 cars from each training image and obtained the
patch enclosing these car pixels. Similarly, for the Zeebruges set, we randomly selected
200 cars and boats each from three training images and obtained the patches enclosing
them. Thus, a total of 43,516, 18,780, and 60,130 training images were generated from
the Potsdam, Vaihingen, and Zeebruges datasets, respectively. Data augmentation is
necessary for training CNNs to avoid model overfitting. The percentage of car/boat pixels
in an image is small compared to other classes and creates a class imbalance problem. We
reduced the effect by including extra car/boat samples, as mentioned in the third step.
The class imbalance issue can also be mitigated by employing a weighted loss function.
Sentinel-1 and -2 Dataset
The Sentinel-1 (S-1) and Sentinel-2 (S-2) data, available from the European Space Agency
(ESA) website, were also used to validate the fusion networks. The training set consists
of images that were acquired over regions of Austria, Czech Republic, Portugal, and Italy.
The testing images cover regions over France, Netherlands, and Germany. The S-1 data
consist of ground range–detected SAR images of polarization VV and VH (interferometric
wide swath mode). These images, with pixel spacing of 10 m, were calibrated, orthorec-
tified using the ESA S-1 toolbox, and then quantized to unsigned integer 0–255 range.
We used 10 multispectral bands (bands 2–8, 8a, 11, and 12) of 10 m and 20 m resolutions
from the S-2 satellite data. The Sen2Cor method was first used to convert the top-of-
atmosphere (Level 1C) to bottom-of-atmosphere data. Next, the 20 m S-2 bands were
upsampled to 10 m resolution by bilinear interpolation and then projected onto a WGS
84 coordinate system. Finally, all S-2 band values were stretched and quantized to the
eight-bit values (0–98% (intensity histogram) map to 0–255).
The ground truth for the images was created from OpenStreetMap (OSM). The classes
considered in our work are (a) water, (b) farmland, (c) forest and (d) urban area. Ac-
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(a) S-2 - Czech Republic (b) S-1 - Czech Republic (c) GT
Figure 4.6: Training image over the Czech Republic: (a) Sentinel-2 image (R,G,B) ,
(b) Sentinel-1 image (VH) and (c) Ground truth (GT) synthesized from OpenStreetMap;
Four classes: farmland (green), forest (olive), water (blue) and urban (yellow). S-1 and
S-2 images copyright: ”Copernicus Sentinel data [2017]”.
quisition dates are available in the supplementary materials and instructions for creating
ground truth data are mentioned on the website (https://github.com/sankar19/gthOSM).
Even though the timestamp of OSM download was close to the S-1 and S-2 image acqui-
sition dates, the ground truth labels in the OSM has been created over a period of time.
The ground truth also does not cover the entire image, since it is a volunteer-driven open
source process. In the OSM data, the river class is represented by a single pixel outline.
Following the [99] approach, where road labels were widened, we did a morphologic oper-
ation to widen the single-pixel river labels. The widened labels were only utilized during
training. Quantitative evaluation was made on the original OSM labels. It is necessary
to have wider labels for two reasons: (a) the network makes a prediction at a lower reso-
lution, and (b) the number of pixels representing the water class is increased (minimizing
the class imbalance problem). The S-2 and S-1 images over the Czech Republic and the
corresponding ground truth are shown in Figure 4.6.
From the training set, 48,497 image patches of size 224 x 224 pixels were generated
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from each band of preprocessed S-1 and S-2 data and the ground truth image. These
images were generated by (a) cropping out image patches of size 224 x 224 pixels by
sliding through each training image without any overlap between sliding windows, and (b)
for each class, randomly selecting 3000 pixels in each training image and obtaining the
224 x 224 pixels sized patch with a selected pixel as a starting point. If only sparse labels
were encountered in a patch (count of labels less than 1% of total pixels), then the patch
was ignored.
4.4.2 Network Training and Inference
The training and testing of neural networks were made using the Caffe toolbox [52]. The
fusion networks were trained in two stages. In the first stage, weights for all the layers
before fusion were assigned with pretrained weights (FCN-32 Pascal model weights [89]),
and weights for layers after fusion were initialized by the Xavier algorithm [42]. The
network was then trained for 35 epochs with an initial learning rate of 1e-3. The learning
rate was reduced by a factor of 0.1 after 15th and 30th epochs. In the second stage, all
the layers assigned with weights from the first stage were trained for another 35 epochs.
A reduced learning rate of 1e-5 was chosen. The learning rate was again multiplied by
0.1 after 15th and 30th epochs. The momentum and weight decay parameter values were
chosen empirically to be 0.99 and 0.0005. The model was optimized through a stochastic
gradient descent algorithm. The multinomial logistic loss of the probability of each target
class was chosen as the cost function (Softmaxwithloss function in the Caffe toolbox). The
weights after two-stage training were employed to obtain the test results. During testing,
224 x 224 pixels sized patches were obtained from the test images with a stride of 112
pixels (50% overlap rate) to avoid boundary artifacts. Thus pixels, except at the image
boundaries, were predicted twice by the network. (These two predictions at corresponding
locations were summed.) At each pixel location, the class that had a maximum score was
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chosen as the final label. Note that the four datasets considered are of medium size
and cannot be directly used to train the networks’ random initial weights (section 4.3.2).
Hence, we used the FCN pretrained weights to initialize the fusion architectures and have
three channel inputs in each stream of the network.
4.4.3 Finding an Optimal Architecture
In this section, we (a) discuss the experiments conducted to find the optimal fusion point
for the early fusion network, (b) analyze the outcomes from different fusion networks,
and (c) compare the results from CNN trained with pretrained and random weights.
The Potsdam and Vaihingen training images were used for quantitative comparisons for
the three tasks. Fourteen Potsdam images were used for training (dev-train), and the
remaining three (named 4 10, 6 8, and 6 11) for evaluation (dev-val). We also validated
the network trained on Potsdam images on three Vaihingen images. The second validation
will show how a network performs on an unseen image. We follow the same steps in
section 4.4.1 to obtain image patches (37,884) from the dev-train set. The networks were
then trained by the two-stage method described in section 4.4.2. However, to reduce
computational time during inference, only nonoverlapping patches of the dev-val set were
used for quantitative evaluation (each pixel of the image is predicted once). We also
ignored the class ”clutter”, in which numerous objects have limited examples.
We first compare the outcome of training the FCN-32 network with random initial
values and with pretrained weights. Both setups were first trained on the Potsdam dev-
train set (IR, R, G bands) and then used to generate a pixel-wise classification of three
Potsdam dev-val and three Vaihingen images. Overall accuracy and average F1-score for
the two setups are shown in the first and second rows of Table 4.1. FCN-32 trained with
random initial values had poor performance on Vaihingen images (average F1-score: 43)
when compared to FCN-32 trained with pretrained weights (average F1-score: 57.31). This
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Pre-trained weights (IR,R,G) 89.85 87.01 66.63 57.31
Random weights (IR,R,G) 90.2 88.23 54.89 43.05
CoFsn 91.51 89.5 67.95 59.39
L1Fsn 90.43 88.28 68.86 59.02
L2Fsn 91.23 89.20 69.11 58.57
L3Fsn 91.36 89.27 68.89 61.91
L4Fsn 91.03 88.88 70.65 62.91
L5Fsn 88.42 85.52 70.39 62.09
LaFsn 90.41 87.53 72.97 63.11
Table 4.1: FCN-32 network is trained on image patches obtained from 14 Potsdam training
images. The inference is made on remaining 3 Potsdam images and on 3 Vaihingen training
images. In the table, LaFsn denotes late fusion, CoFsn denotes proposed composite fusion,
LnFsn denotes fusion after layer n. The inputs for the fusion networks were (IR,R,G) &
(IR,NDVI,nDSM) channels.
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is because networks trained on limited training data with random initialization usually
overfit the data and generate poor results on unseen data. Hence, in the absence of large
ground truth data, it is desirable to train a network with pretrained weights with a reduced
learning rate (fine-tuning) instead of random initialization.
Even when the network is trained with pretrained weights, the classification results
for Vaihingen images are poor. One of the main reasons is the ground sampling distance.
Vaihingen test images are at 9 cm resolution whereas the network was trained with 5 cm
Potsdam images. With Vaihingen images, the filters look at the objects at a different
scale than it did during training. This degrades the classification performance on Vai-
hingen images. The car class which is scale dependent has an F1-score of 30.62%. This
is significantly lower than the F1-score of 79.09% for the car class in Potsdam validation
images. The classification accuracy will increase if the Vaihingen images are upsampled
by a factor of two. Note that, in our analysis, we are mainly interested in comparing the
results within the Vaihingen set (e.g. what is the accuracy difference between training a
network with pretrained and random weights? (Table 4.1: rows 2-3 & columns 4-5)).
The multiple streams in an early fusion network can be combined anywhere after
layers 1 through 5 of a CNN. So we trained and tested layer 1–5 fusion networks (layer n
fusion denotes the fusion of features after nth layer) on the dev-train and dev-test images.
The layer 3 fusion network is shown in Figure 4.2. Note that the weights before and
after the fusion layers are initialized with pretrained and random weights, respectively.
The (IR, R, G) data is input to one of the branches and (IR, NDVI, NDSM) data to
the other. Among the early fusion networks, layer 3 & 4 fusion achieved top results on
both Potsdam and Vaihingen images. The quantitative results for the five early fusion
networks are shown in rows 4–8 of Table 4.1. We also found the accuracy and F1-scores
for the late fusion and composite fusion networks. The late fusion performed poorly on
the Potsdam validation images but achieved the best score on Vaihingen images, with
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an average F1-score of 63.11%. Since all the layers of late fusion, except the final layer,
utilized pretrained weights, the network generalized well to achieve good results on a
different scene (Vaihingen images). Layer 3 & 4 fusion had the next best average F1-
scores (62.91%, 61.91%). However, the layer 3 & 4 fusion networks had significantly fewer
parameters when compared to the late fusion architecture. We also did similar experiments
with SegNet architecture and found that the layer 3 & 4 fusion networks achieved similar
results to the late fusion approach. These results indicate that it is sufficient to combine
multiband features early in the network to achieve results on par with decision-level fusion.
Note that, we haven’t validated the step combination on a different modality. But, given
that pretrained weights will be used for layers before the fusion point, we expect the
performance to transfer to other modalities including S-1, S-2 data.
4.4.4 Quantitative and Qualitative Analysis
In this section, we analyze the quantitative and qualitative results of the various fusion
networks evaluated on the four test datasets. Here, we employ FCN-8 instead of FCN-32
as the base architecture to obtain finer semantic maps. Since FCN-8 has a skip connection
after layer 3, we use the layer 3 fusion strategy as opposed to layer 4 fusion.
ISPRS Dataset Test Results
Table 4.2 shows the quantitative results for the Potsdam dataset. Among the proposed
fusion networks, fusion after layer 3 achieved the best average F1-score of 91.82%, closely
followed by the composite fusion framework, with 91.62%. We also computed the results
for layer 3 fusion for FCN-32 and SegNet architecture. Since FCN-32 provided a coarse
segmentation map and SegNet removed the fully connected convolutional layers, they
achieved slightly lower scores. Also, late fusion, where predictions were combined at the













FCN-8 (R,G,B) [67] 88.7 91.5 82.2 82.2 90.8 87.08 85.5
L3Fsn (SegNet) 92.0 96.3 85.5 86.5 94.5 90.96 89.4
L3Fsn (FCN-32) 92.3 96.8 86.5 87.3 91.3 90.84 90
L3Fsn (FCN-8) 92.6 97.0 86.9 87.4 95.2 91.82 90.3
LaFsn (FCN-8) 90.6 95.9 83.5 83.3 93.1 89.28 87.9
CoFsn (FCN-8) 92.5 97.0 86.5 87.2 94.9 91.62 90.2
DST 5 [90] 92.5 96.4 86.7 88.0 94.7 91.66 90.3
CASIA2 [7] 93.3 97.0 87.7 88.4 96.2 92.52 91.1
Table 4.2: Potsdam dataset test results. The fusion networks were tested on (R,G,B) &
(IR,NDVI,nDSM) inputs. In the table, LaFsn denotes late fusion, CoFsn denotes proposed
composite fusion, L3Fsn denotes fusion after layer 3.













LaFsn 88.8 93.5 80.5 88.5 70.2 84.3 87.7
L3Fsn 91.2 95.3 83.1 89.2 81.3 88.02 89.7
CoFsn 91.7 95.2 83.5 89.2 82.8 88.48 89.9
DST 2 [90] 90.5 93.7 83.4 89.2 72.6 85.88 89.1
DLR 10 [72] 92.3 95.2 84.1 90.0 79.3 88.18 90.3
Structured RF [81] 88.1 93.0 80.5 87.2 41.9 78.14 86.3
NLPR3 [7] 93.0 95.6 85.6 90.3 84.5 89.8 91.2
Table 4.3: Vaihingen dataset test results. The fusion networks were tested on (IR,R,G) &
(IR,NDVI,nDSM) inputs. In the table, LaFsn denotes late fusion, CoFsn denotes proposed
composite fusion, L3Fsn denotes fusion after layer 3 (with FCN-8 as a base network).
last layer, had an average F1-score of 89.28%. This again shows that fusion at early stages
generates results similar to the late fusion approach. The mean F1-score of FCN-8 network
trained with just with R, G, B bands was 87.08%, which indicates that other bands provide
complementary information that improves results. We also compared our results against
the state-of-art techniques listed on the benchmark website. The DST 5 approach is a
late fusion framework where one stream of the network has IR, R, G bands as input and
another stream has just DSM as input. The DSM branch is structured such that there
is no downsampling of the image. The quantitative outcome of DST 5 is similar to our
proposed approach of fusion after layer 3. The top method, CASIA2 [7], which achieves
an average F1-score of 92.52%, utilizes the recent network ResNet [49] with IR, R, G
bands as input. The increased performance can be attributed to the deeper layers and
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residual connections of ResNet. We believe that if fusion analysis were made on ResNet
architecture, our results could be further improved.
Similarly, the quantitative results for the Vaihingen test images are shown in Table 4.3.
On these images, composite fusion and layer 3 fusion networks obtained comparable aver-
age F-measure values (88.48% and 88.02%, respectively) and were slightly better than the
late fusion approach. The table also lists results from three other methods: DST 2 [90],
DLR 10 [72], and NLPR3 [7]. The DLR 10 method is a two-step semantic segmentation
algorithm. In the first step, boundaries are computed by a memory-efficient neural net-
work, and in the second step, boundary map and other image channel information are
used in the second neural network to obtain classification results. Even though DLR 10
produces an overall accuracy 0.6% higher than fusion after layer 3 of FCN-8, it consists
of two neural networks with a comparatively large number of neurons/parameters. The
NLPR3 method includes an additional post-processing step of conditional random fields
to improve the neural network outcome.
The classification results of fusion after the layer 3 network on the test Potsdam and
Vaihingen images are shown in Figures 4.7 and 4.8, respectively. The test (IR, R, G) im-
age, corresponding normalized DSM, the classification results, and misclassification results
are shown in the figures. Red pixels in Figure 4.7c represent the class ”clutter”. Green and
red pixels in Figures 4.7d and 4.8d denote locations that have been correctly classified and
misclassified, respectively. The buildings, except at the boundaries, have been classified
with high accuracy in both Potsdam and Vaihingen images. This occurs because of the
discriminative height features available in the normalized DSM data. In Figure 4.7, the
helipad on top of a building is classified as road instead of building. Since normalized
DSM images have low height value for these pixels, the network predicts it as road. These
errors could be mitigated with accurate normalized DSM data. There are four more large
misclassified areas: three parking lots and a dirt patch in Figure 4.7. These belong to
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(a) IR,R,G image (b) norm DSM
(c) Result (d) Misclass. (red)
Figure 4.7: Potsdam test result: (a) Test image (IR, R, G), (b) corresponding normal-
ized DSM image, (c) Classification result (fusion after layer 3) and (d) Pixels that are
misclassified are marked in red. Boundaries in black were ignored during evaluation.
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Figure 4.8: Vaihingen test result: (a) Test image (IR, R, G), (b) corresponding normal-
ized DSM image, (c) Classification result (fusion after layer 3) and (d) Pixels that are
misclassified are marked in red. Boundaries in black were ignored during evaluation.
the class ”clutter” but are wrongly classified as road or low vegetation. This is because
only limited training examples are available for most objects in the class ”clutter”. Class
”clutter” represents pixels that do not belong to the other classes and thus contains nu-
merous distinct regions/objects. For the Vaihingen images, we ignored the class ”clutter”
during training, since very few pixels were available. As a consequence, the railway track
in Figure 4.8 is classified as low vegetation. For both datasets, the F1-score of the tree and
vegetation classes is less than 90%. Most often, trees get misclassified as vegetation and
vice versa due to the single scale input, noisy height information, and ambiguity in the
ground truth. The first row of Figure 4.9 shows an example of misclassification between
trees and low vegetation. On the whole, there are errors at the region/object boundaries
for all classes due to the use of single scale input and downsampling–upsampling oper-
ations in the network. In general, the layer 3 fusion and composite fusion results look
similar, which is in agreement with their quantitative scores (examples in Figure 4.9b and
c (columns 2 and 3). The late fusion results for the same areas are shown in 4.9d (column









Figure 4.9: Potsdam and Vaihingen test result: (a) Test image, (b) Fusion after layer 3
result, (c) Composite fusion result and (d) Late fusion result.
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4). Some of the cars and buildings in shadow have been misclassified. The classification
results for all test images can be found on the benchmark website [7].
Sentinel Dataset Test Results
The proposed fusion networks were trained on the 48,497 images generated from the
four Sentinel images that cover Austria, Czech Republic, Portugal, and Italy and then
evaluated on three test images (over France, Netherlands, and Germany). The fusion
network requires three band inputs, and there are 286 ways to choose three bands from
the 10 S-2 bands, two S-1 bands, and the VV/VH band. In our work, support vector
machines (SVMs) [26] were employed to find the best three-band combination. First,
286 SVM classifiers were trained on respective triple band combinations. The training
data for the SVM consisted of 40,000 samples drawn randomly from training images over
Austria and Czech Republic (5000 for each class). A linear kernel was used and the
optimal value for the cost parameter was found through grid search and cross-validation.
The trained classifiers were then tested on the France image. The LIBSVM toolbox
[21] was used for both training and testing. Among the combinations, (B6, B8a, B11)
bands achieved the best overall accuracy (76.88%) and the best average F1-score (55.92%)
(Water= 53.12%; Farmland=53.55%; Forest=89.89%; Urban=27.09%) on the test image.
In another experiment, SVM classifiers were trained on different 6 band combinations with
fixed (B6, B8a, B11) bands. The band combination (R, G, B, B6, B8a, B11) gave the
best overall accuracy (overall accuracy: 78.28% & average F1-score: 59.83%) on the test
image. Hence, this band combination was used to compare the fusion methods. This band
selection process is a simple approach and a good starting point for the CNN classification.
However, the performance trend of SVM might not carry over to the deep learning method.
Finding the best band combination for the latter requires a more thorough analysis. To
evaluate the classification performance of SAR data, the band combination (VH, VV,
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VV/VH) was selected.
Table 4.4 shows the quantitative results of the neural networks on different band com-
binations. The results from (R, G, B), (VH, VV, VV/VH), and (B6, B8a, B11) data are
shown in the first three rows. Among the three, S-1 bands achieve the best results, with
an overall accuracy of 84.87% and an average F1-score of 75.80%. The overall accuracy
and F1-scores shown in the table are averaged over the three test images. The scores
for the individual images can be found in the supplementary file. Except for the water
class, (R, G, B) and (B6, B8a, B11) bands perform better than (B6, B8a, B11) bands.
This shows a more detailed analysis is required to find the best combination in the deep
learning setup. In addition, the proposed fusion networks were also tested on different
band combinations, and the corresponding results are shown in rows 4 through 6 of Table
4.4. The quantitative results of layer 3 fusion are better than the late fusion network (rows
4 and 5 of Table 4.4), which is consistent with our previous findings. We also compared
our fusion results against the FuseNet method [48] (kappa: 0.612). It is evident from
the results that the multistream approach is better than a single stream network. In the
layer 3 fusion scenario, combining features from multimodal bands (R, G, B) and (B6, B8,
B8a) improves the performance of farmland, forest, and urban class. For the water class
(F1-score=55.96%), the score lies in between the individual band results ((R,G,B)-36.18%
and (B6, B8, B8a)-63.17%). However, in the late fusion approach, where the decision is
made at the very end, the result is better across all classes. The network learns to preserve
good decisions from both branches as opposed to early fusion where the decision is based
on the fused features.
The classification result for the layer 3 fusion network on the test image over France
(Figure 4.10a) is shown in Figure 4.10c. Ground truth with four classes obtained from
OSM is shown in Figure 4.10b. Farmland and forest cover most of the test area. We
also display the classification result where GT is available in Figure 4.10d. There is
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F1-score
Method Water Farmland Forest Urban Acc. kappa
(R,G,B) 36.18 83.01 81.96 81.25 81.32 0.5019
(VH,VV,VV/VH) 51.53 85.02 84.80 81.87 84.87 0.5965
(B6,B8a,B11) 63.71 81.24 74.57 67.48 76.07 0.3618
L3Fsn (R,G,B) & (B6,B8a,B11) 55.96 87.65 85.84 82.57 85.60 0.6161
LaFsn (R,G,B) & (B6,B8a,B11) 66.82 86.38 85.07 82.54 85.11 0.6029
CoFsn (R,G,B) & (B6,B8a,B11) 55.26 87.92 85.63 81.69 85.37 0.6098
FuseNet[48] (R,G,B) & (B6,B8a,B11) 54.19 87.06 85.44 84.88 85.45 0.6120
Table 4.4: Quantitative Results for Sentinel-1 and -2 images. LaFsn denotes late fusion,
CoFsn denotes proposed composite fusion, L3Fsn denotes fusion after layer 3.
potential for improvement in the results, especially for the class ”water”. The quantitative
scores for the class ”water” are significantly lower than those for farmland and forest. In
Figure 4.11, note that water boundaries of rivers do not align well with real boundaries.
Farmland on the banks or boundaries gets misclassified as water. One of the reasons is that
downsampling–upsampling operations of the neural network leads to coarse classification
at the boundaries. Another reason behind the low F1-score for the class ”water” are the
errors in the ground truth data. There are many water regions in the test images that have
dried up. Figure 4.12 shows one such example in the center of the image. The ground truth
may have been generated at a different season/time and hence is not accurate. With the
use of sparse convolution filters and accurate ground truth (during training/testing), these
errors could be further minimized. The qualitative results for Netherlands and Germany
images can be found in the supplementary materials.
The results of the proposed supervised classification method are impacted by mul-
tiple factors. These factors include band selection, number of classes, image resolution
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(a) S-2 - France (b) GT
(c) Result (d) Masked Result
Figure 4.10: France image. (a) Sentinel-2 (R,G,B) image. S-2 image copyright: ”Coper-
nicus Sentinel data [2017]”, (b) Ground truth from OpenStreetMap, (c) Result from layer
3 fusion network, (d) Result where GT is available (pixels where GT is not available are
masked).
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(a) S-2 - France (b) GT (c) Result (d) Masked Result
Figure 4.11: Section of France image. (a) Sentinel-2 (R,G,B) image. S-2 image copyright:
”Copernicus Sentinel data [2017]”, (b) Ground truth from OpenStreetMap, (c) Result
from layer 3 fusion network, (d) Result where GT is available (pixels where GT is not
available are masked).
(a) S-2 - France (b) GT (c) Result (d) Masked Result
Figure 4.12: Section of France image. (a) Sentinel-2 (R,G,B) image. S-2 image copyright:
”Copernicus Sentinel data [2017]”, (b) Ground truth from OpenStreetMap. Four classes:
farmland (green), forest (olive), water (blue), and urban (yellow), (c) Result from layer
3 fusion network, (d) Result where GT is available (pixels where GT is not available are
masked).
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and image quality (data dependent) and filter size, the stride of convolution, number of
downsampling operations (network dependent). Here, we discuss the degree of influence
of these factors on the classification performance.
The spectral bands play a major role in the classifier training and performance. The
quantitative impact of various spectral band combinations was discussed earlier. The clas-
sification results change significantly with different band combinations (Table 4.4). Some
prior information and in-depth analysis of data are required to find the best band combi-
nation. Since forest and farmland are the two main classes, the red edge and NIR bands
should perform well in this classification task. Based on this prior information, the results
from (B7, B8, B8a) band combination was also computed. An average F1-score of 78.28%
(water=62.20%, farmland=86.02%, forest=83.35%, urban=81.52%), overall accuracy of
84.61% and a kappa value of 0.5895 was obtained. The results are similar to the S-1 data
which attained the highest accuracy among the single stream network.
Another important factor that affects classification performance significantly is the
class type. When a class with poor resolution or ground truth introduced, it can potentially
bring down the performance for all classes. To illustrate the effect, (R, G, B) bands of S-2
data was employed to classify five classes: water, farmland, forest, urban and road. At 10 m
resolution, the roads occupy only a few pixels in the image. In addition, the network also
has several downsampling operations. Given the conditions, it is not ideal to introduce
the road class. The quantitative results for (R, G, B) image were: overall accuracy =
59.87%, average F1-score = 49.51% (water=43.29%, farmland=75.78%, forest=65.25%,
urban=41.56%, and road=21.70%). Results are significantly lower than the four class
outcome shown in Table 4.4. The problem could be alleviated by any of the following
options: (a) ignoring the class, (b) modifying the loss function in the neural network or
(c) using high-resolution input. This shows that ground sampling distance (GSD) of the
input data and the network design determines how well a class can be discerned. In the
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ISPRS dataset (GSD of 5 cm and 9 cm), roads were classified with high accuracy in the
FCN setup. Hence, for classes like road, car, it is desirable to have a higher resolution
input (GSD of about 10 cm for cars and 50 cm for roads) for the given setup.
In our work, images at a single scale were utilized for training the neural networks.
If the network where to be tested on images at a different scale, the results will be poor.
This was evident in Table 4.1, where a network trained with ISPRS Potsdam images (GSD
5 cm) was tested on low-resolution Vaihingen images (GSD 9 cm). Use of region proposal
network [85] or training the network with multiscale inputs should provide consistent re-
sults across multiple scales. Another aspect that determines the classification accuracy is
the input image quality. The factors that affect remote sensing images include misalign-
ment of spectral bands, cloudy or hazy atmospheric conditions, and large shadows due to
illumination. We expect the performance to degrade while testing on these images. One
example can be found in the ISPRS images, where numerous cars under the shadow were
misclassified.
To illustrate the impact of network structure or parameters on classification outcome,
we designed a new layer 3 fusion network with atrous convolution [24]. The new architec-
ture downsamples the features only once after the first layer. The rest of the network uses
atrous convolution to increase the field of view. Given the GPU memory limitation, some
of the layers were removed and the number of features at each layer was reduced. With
these improvements, the overall accuracy increased to 88.17% and average F1-score to
81.88% (water=65.83%, farmland=89.08%, forest=88.98%, and urban=83.61%). It could
be seen that this is a significant improvement over other results listed in Table 4.4.
Zeebruges Dataset Test Results
We tested our fusion framework on Zeebruges images by passing R, G, B channels to one
stream of the network and a combination of DSM, (R −G), and relative luminance from
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RGB bands to the second branch. As a preprocessing step, the luminance and (R − G)
channels were scaled to the range –127 to 127. For the R, G, B and DSM bands, the
respective mean value is computed from all the training images and then subtracted from
its original intensity values. The quantitative results obtained from the benchmark website
are shown in Table 4.5. The kappa values of layer 3 fusion and late fusion are 0.84 and
0.81, respectively, which is consistent with earlier results. Except for the boat class, early
fusion outperformed late fusion in all other classes. The classification result of a test
image for the layer 3 fusion method is shown in Figure 4.13c. Corresponding RGB and
DSM images are shown in Figure 4.13a and b, respectively. In two areas of the image,
boats parked on the road were misclassified as building/car/road. Note that examples
of this occurrence were not present in the training images. Thus layer 3 and composite
fusion, which combines RGB and height features early in the network, performed poorly
on this class. However, the late fusion method, which combines RGB and height branch
information only at the end, was able to correctly predict most of the boats parked on
the road (shown in Figure 4.13d). Hence, the F1-score for the car class in the late fusion
network (63.71%) is better than that of the layer 3 fusion network (55.77%).
We also compared our results with two methods: (a) ONERA [61] and (b) RGBd
trained on AlexNet [20]. In the ONERA approach, a linear SVM was trained on features
extracted from VGG-16 initial convolution layers. Due to lack of data augmentation and
low-resolution features, the quantitative results obtained were significantly lower than
those of the proposed fusion networks. In the second method, AlexNet architecture was
trained from scratch with all the input bands, and it achieved a kappa value of 0.78. The
DLR and DST teams (in Table 4.2 and Table 4.3) did not evaluate their results on this
dataset.
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(a) R,G,B image (b) DSM
(c) Layer 3 (d) Late
Figure 4.13: A Zeebruges test result: (a) R,G,B image, (b) DSM, (c) Layer 3 result, (d)
Late fusion result. Zeebruges (a,b) images courtesy grss dfc 2015 [5, 20].











L3Fsn 84.8 83.93 84.24 80.17 83.13 62.83 55.77 98.97 87.91 0.84
LaFsn 81.67 80.20 79.99 73.64 81.86 61.47 63.71 98.59 85.22 0.81
CoFsn 81.26 76.96 74.67 77.95 82.08 57.47 50.81 98.47 83.63 0.79
ONERA [61] 67.66 72.7 68.38 78.77 33.92 45.6 56.1 96.5 76.56 0.7
RGBd
AlexNet[20]
79.10 75.60 78.00 79.50 50.80 63.40 44.80 98.20 82.32 0.78
Table 4.5: Quantitative results for the Zeebruges test images. In the table, LaFsn denotes
late fusion, CoFsn denotes proposed composite fusion, L3Fsn denotes fusion after layer 3.
Computational Metrics
We computed the runtime and corresponding GPU memory for the three fusion networks
(layer 3 fusion, composite fusion, and late fusion) using Caffe time and nvidia-smi com-
mands. Tables 4.6 and 4.7 show the forward and backward pass time, GPU inference
memory, and number of parameters for each network. Run time was computed on a Titan
X GPU with an input image of size 224 x 224 pixels, averaged over 50 iterations. The total
computation time for processing the France test image (5253 image patches) is also shown
in the third column of Table 4.6. It includes time to (1) initialize the network in GPU
with weights, (2) transfer image patches from CPU to GPU, (3) process in GPU, and (4)
transfer output to CPU. It can be seen that layer 3 fusion has the lowest computational
complexity.
As discussed earlier, training for all the datasets was done in two stages: (a) train
just the layers after fusion point with random initialization, then (b) fine-tune all the
layers. We analyzed the test results after stages 1 and 2 individually, i.e., we used the
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Method Time (ms) Total time for
Forward Backward a test image (s)
L3Fsn 19.09 49.61 163
CoFsn 23.51 57.57 185
LaFsn 28.99 86.74 212
Table 4.6: Computational time in ms for the forward and backward pass of the three
fusion networks. Time in seconds to generate the result for a test image (France). The
test image (France) was divided into 5253 image patches each of size 224 x 224 pixels. In
the table, LaFsn denotes late fusion, CoFsn denotes proposed composite fusion, L3Fsn
denotes fusion after layer 3.





Table 4.7: GPU memory consumption at inference time and the number of parameters
of the three fusion networks. In the table, LaFsn denotes late fusion, CoFsn denotes
proposed composite fusion, L3Fsn denotes fusion after layer 3.
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After 1st stage After 2nd stage After 1st stage After 2nd stage
Method Overall Accuracy
Vaihingen Zeebruges
L3Fsn 89.6 89.7 87.93 87.91
LaFsn 87.0 87.7 84.82 85.22
Table 4.8: Two-stage results: overall accuracy of Vaihingen and Zeebruges images. The
weights obtained after stage 1 and 2 training were used to generate two corresponding test
results.
weights obtained after stage 1 and 2 training to generate (two corresponding) results on
test images. This experiment shows that for layer 3 fusion, the second-stage training does
not improve the quantitative scores significantly. Also, there were only minor changes in
the weights of the layers. Table 4.8 lists the layer 3 fusion and late fusion overall accuracy
for Vaihingen and Zeebruges images. This indicates that the second-stage training could
be neglected and the pretrained weights for layers 1 through 3 could be shared in both
streams of a network. This would be useful if numerous branches were to be used in a
network.
4.5 Conclusions
In this chapter, we propose CNN architectures to optimally combine features from multi-
modal images for pixel-wise classification of aerial images. The outcome of fusing features
at different stages (early, late and composite) of the neural network was compared. Results
on the ISPRS Potsdam, Vaihingen, IEEE Zeeburges, and Sentinel-1, 2 dataset show early
fusion achieves results on par with or better than late fusion but with less convolutional
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filters reduced computation time and GPU memory).
One of the limitations of the proposed algorithm is that it generates low-resolution
classification output, especially at the region boundaries. This is caused by the CNN
architecture that subsamples the features throughout the network. Also, training these
networks with random initialization did not provide favorable classification results. This
is due to the model over-fitting with limited training data. These problems could be
mitigated or reduced by designing a better network and training it with more labeled
data.
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Chapter 5
Object based Aerial Image
Classification
In this chapter, we use the gradient-based region growing methods to segment Synthetic
Aperture Radar (SAR) imagery into disjoint regions and then classify them into one of
several known categories. Segment based features, as opposed to pixel based features,
are utilized in the supervised classification stage. The method is tested on SAR images
acquired from RADARSAT-2 and AIRSAR sensors. Here, SAR amplitude data and/or
features from Pauli, Cloude-Pottier decompositions are used for segmentation and clas-
sification. Qualitative and quantitative results show good identification of open-water,
terrain and agricultural areas.
Please note that the gradient-based approach to segment videos was proposed in chap-
ter 2. We apply a similar approach to segment the SAR image. (We briefly explain the
common steps.)
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5.1 Introduction
Synthetic aperture radar (SAR) is a remote sensing modality which provides complex-
valued measurements for scene reflectivity of microwave radiation. The use of microwave
radiation provides the capacity for all weather, day/night imaging. The deployment of
commercial (i.e. RadarSat-2, COSMO-SkyMed, TerraSAR) and civil (Sentinel-1) space-
borne SAR systems over the past decade have changed the world of SAR from a tradi-
tionally data poor, to an increasingly data rich environment [74]. These systems provide
variable capabilities including polarization (i.e. single-, dual-, and/or quad-pol), radiation
wavelength (i.e. C- or X-band), and resolution (1 - 20 m). In order to take full advan-
tage of the increase in the amount and diversity of available SAR imagery, it is vital to
develop a diverse set of techniques for automated processing of SAR imagery into infor-
mation content. It is important to note here that due to the granularity or speckle in SAR
imagery [63], many automated segmentation/classification techniques used for traditional
electro-optical imagery demonstrate poor performance when applied to SAR imagery. Seg-
mentation methods have been developed for and applied to single-, dual- and quad-pol
SAR imagery. These methods vary in complexity from simplistic histogram thresholding
of single-pol amplitude imagery to region-based classification of complex-valued quad-pol
SAR images using Markov random fields [112].
One area of application for SAR image segmentation and classification is the automated
detection of open-water during flooding events. This is partly due to its ability to penetrate
cloud cover. The specular scattering of microwaves by open-water results in areas of low
return in SAR imagery. The most prevalent method used for the segmentation of open-
water in SAR imagery is histogram thresholding. Martinis et al. [73] extended this to
utilize an object-based image analysis approach by applying histogram based thresholding
to regions segmented by a multi-resolution segmentation technique.
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5.2 Proposed Method
Antennas’ of SAR systems transmit and receive polarized EM waves. Most often orthog-
onal horizontal (H) and vertical (V) polarized waves are utilized for transmission and
reception. Based on the transmitter-receiver operation, complex single (e.g. SHH), dual
(e.g. SHH and SHV - transmit H & receive V) or quad (SHH , SHV , SV H and SV V ) scat-
tering coefficients produced by target can be measured. In the fully polarimetric system,






SV H SV V
 (5.1)
The data can be projected onto multiple bases. In Pauli decomposition, the data is
projected onto a basis which represents single bounce, double bounce and volume scatter-
ing. A pseudo-color image with R = |SHH −SV V |, G = |2SHV |, B = |SHH −SV V | is used
for visualization (Pauli image). To describe distributed scatters, second-order coherency
or covariance matrix and subsequent decomposition are needed. One such decomposition,
Cloude-Pottier method, generates entropy (H), alpha (α) and anisotropy (A) parameters.
The proposed segmentation algorithm consists of 1) preprocessing 2) gradient compu-
tation, and 3) region growing, followed by a 4) classification step. The method begins
with speckle filtering of the input SAR data. Speckle noise occurs in SAR images due to
the coherent summation of reflectance from multiple objects present within a resolution
cell. A Boxcar or Lee filter is applied to reduce the speckle noise.
5.3 Gradient based segmentation
In the second step, the gradient of the SAR image (I) is computed either by a scalar
(single band) or vector (multi-band) gradient approach. In both the methods, individual
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bands are first blurred by a Gaussian kernel (size 7x7 and sigma 1) to reduce variance and
generate a smooth gradient image. The forward difference of the smoothed image is found

















































In vector gradient approach, at each pixel location, a Jacobian matrix (equation 5.3)
is constructed using the forward differences computed. Individual SAR bands (I1, I2, ...Ib)
could have varying level of gradient information and hence the Jacobian matrix is scaled
by weighting factors (w1, w2, ...wb) [71]. Following this, the inner product (J
T
wJw) of the
matrix and its corresponding largest eigenvalue is found. The square root of the largest
eigenvalue represents the gradient magnitude [62] at a given pixel location. It should be
noted that the Gaussian smoothing is done only for computing the gradient image (G) and
the original speckle filtered SAR image is used in the subsequent region growing (spectral
similarity) and classification steps.
In the region growing [106] stage, initial seeds are selected from homogeneous regions
of the image and iteratively merged with similar adjacent seeds of increasing gradient
value. This growth process concludes at edge locations thus generating an over-segmented
result. Region growing is implemented by utilizing the gradient image. Connected pixel
groups whose: (1) gradient magnitude value is less than a threshold (G1), and (2) size is
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greater than a set value (Sm) are chosen as the initial seeds (parent seeds). Following this,
the threshold G1 is incremented by a step size (∆G). New pixel groups whose gradient
magnitude falls between G1 and G1 + ∆G, form child seeds. The spectral dissimilarity
between the parent seeds and its neighboring child seeds are found. If the value is less
than a threshold (Tsp), the child seeds are merged with parent seeds. The merging process
is iterated by introducing seeds of increasing gradients. At regular intervals, additional
seeds consisting of pixels that are dissimilar or non-adjacent to parent seeds are included
in the growth process. This step avoids under-segmentation of the image. Intervals for
seed addition are chosen adaptively based on the histogram of the gradient image. The
histogram is split into N (20) intervals each spanning equal image area.
5.4 Object based supervised classification
In the final step of the algorithm, each SAR image segment is assigned a target category
using a support vector machine (SVM). It is a supervised classification approach that in-
volves training and testing. During training, a model is generally learned from a dataset
which consists of image features and known class labels. The SVM [97] method, in partic-
ular, finds a hyperplane in the feature space that optimally separates two classes. When
a test sample is introduced, it is classified as either of the classes based on the side of the
plane the test feature falls into. For a multi-class problem, one-against-one or one-against-
all combinations are evaluated to assign a label to the test sample. Kernel functions allow
implicit mapping of the input feature space onto a higher dimensional space. Features
are implicitly mapped to higher dimensional space (by kernel functions) for better class
separation. SVM is a robust method for classification and is resistant to over-fitting.
For our approach, the SVM classifier is trained on pixel features in the training set.
Multiple features of SAR imagery, such as (a) the amplitude images, (b) Pauli vectors and
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(c) H, alpha, and anisotropy polarimetric parameters, are used. Features of each SAR
image segment (obtained at the conclusion of region growing) are averaged and assigned
to the entire region. This segment-averaged image is classified by the SVM. Object-based
classification accuracy will be high if the segmentation boundaries agree with real object
contours in the image.
5.5 Results and Discussion
The segmentation algorithm is demonstrated on two SAR images: RadarSat-2 Fine Quad-
Pol image of San Francisco (SF), USA (figure 5.1; azimuth resolution 5.2 m; range resolu-
tion 8.0 m; footprint size 130 km2; incidence angle 2) [4], and AIRSAR L-band image of
Flevoland, NL [1] (figure 5.2; Pauli RGB image). The stretched appearance of the SAR
imagery in comparison with the google maps (figure 5.1) satellite representation is due to
data being in the slant plane and the asymmetry in the azimuth and range resolutions.
Note that satellite and SAR imagery shown were acquired at different times. Matlab pro-
gramming language was primarily utilized for SAR data extraction, filtering, and segmen-
tation. In addition, LIBSVM [22] software package was used for SVM-based classification
and PolSARPro software [3] was employed for AIRSAR L-band Flevoland data extraction
and H, alpha and A data generation. Running the segmentation-classification procedure
on the high-resolution SAR image would require substantial computational memory. Con-
sequently, the image was split into 512x512 sub-images and these blocks were individually
segmented and classified. For segmentation, the spectral threshold (Tsp) is empirically set
at 1000 for 16-bit images and 30 for 8-bit images (AIRSAR Pauli image). Best kernel for
SVM and its optimal parameter were found through exhaustive search (cross-validation
on training data). Radial basis function kernel gave the best validation results for both
the SAR images (gamma and cost values were different for each setting).
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Figure 5.1: RadarSat-2 image [4] of San Francisco. (a) Pauli color coded (RGB) image of
complex SAR image in the slant plane. (b) Segment-based classification result achieved by
using |SHH | data for segmentation and |SHH |, |SHV | for classification. (c) Result achieved
by using Pauli image for segmentation and |SHH +SV V |, |SHH −SV V |, |2SHV |, H, α and
A for classification. (d) pixel-based classification (|SHH +SV V |, |SHH −SV V |, |2SHV |, H,
α and A). (e) Google maps satellite image of the approximate scene in the SAR image.
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We analyzed the segmentation-classification outcome of the SF image under two dif-
ferent settings: 1) |SHH | data for segmentation and |SHH |, |SHV | for classification; 2)
Pauli image (|SHH + SV V |, |SHH − SV V |, |2SHV |) for segmentation and |SHH + SV V |,
|SHH−SV V |, |2SHV |, H, α and A for classification. Samples were chosen from five classes
similar to Uhlmann et.al. [104]. These classes, namely, water (blue), urban (red), urban
developed (pink), developed (yellow) and vegetation (green) were utilized to train the SVM
classifier. The result of segmentation-classification for the |SHH |, |SHV | setting is shown
in figure 5.1b. Most of the open-water areas were identified properly when compared with
expectation derived from the google map satellite image (subfigure 5.1f). Parts of Oak-
land region is misclassified as water in the |SHH |, |SHV | setting. This is due the fact, the
particular area has low return signal in both the |SHH |, |SHV | configuration. Figure 5.1c
shows the results for the Pauli image setting. Since additional features were utilized for
classification, urban and developed areas are classified better in comparison to |SHH | and
|SHV | result.
To quantitatively evaluate the gradient-based approach, we utilize the AIRSAR L-
band image of Flevoland, ND and the corresponding ground truth data made available
by Yu et al [117]. The Pauli color-coded image and its ground truth consisting of eight
classes: Peas, Beet, Bare Soil, Rapeseed, Lucerne, Potatoes, Barley and wheat are shown
in figure 5.2a and 5.2b respectively. Twenty percent of pixels from each class was selected
to determine the optimal gamma, cost values and generate the SVM model. Pauli im-
age was segmented into regions and the features: |SHH + SV V |, |SHH − SV V |, |2SHV |,
H, α and A, extracted from those regions were used for classification. Figures 5.2c and
5.2d, show the segmentation and classification results respectively. The classification re-
sult overlaid over the ground truth mask is shown in figure 5.2e. The main source of
misclassification, as visualized through figure 5.2e, is at the boundaries where neighboring
regions overshoot their edges. Table 5.1 shows the confusion matrix for all the classes.
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Figure 5.2: AIRSAR image [1] of Flevoland, ND. (a) Pauli color coded image of complex
SAR image. (b) Classes. (c) Ground truth map. (d) Segmentation result. (e) Classifi-
cation result (|SHH + SV V |, |SHH − SV V |, |2SHV |, H, A, α features). (f) Classification
result overlaid on the ground truth mask.
Our method achieves an overall mean accuracy of 97.3%. We compare our results with two
other region-based approaches: the region based Wisher MRF method [112] and unsuper-
vised PolGRIS method [117]. They attain an accuracy of 95.4% and 98.2% respectively.
Note that our method uses training data for classification, whereas the PolGRIS is an
unsupervised method. The proposed method has higher accuracy (98.98%) for the class
Beet in comparison to the Yu et al [117] method (87.6%). But the overall accuracy is
slightly lower due to misclassification at the boundaries.
5.6 Conclusions
This work demonstrates the application of a gradient-based segmentation algorithm to
single and multi-band SAR imagery. The SAR images are first segmented and then clas-
sified in a two-step approach. The disadvantage of this algorithm is that any error in the
segmentation result would propagate to the classification stage. Even though the param-
eters of the segmentation algorithm are adaptive, there are instances where the method
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↓ predicted
reference →
Peas Beet Bare Soil Rapeseed Lucrene Wheat Potatoes Barley
Peas 89.2 0.86 0.00 0.33 0.00 4.95 0.00 4.67
Beet 0.48 98.98 0.00 0.13 0.00 0.13 0.04 0.25
Bare Soil 0.00 0.03 97.86 1.85 0.00 0.25 0.00 0.00
Rapeseed 0.01 0.01 0.00 98.93 0.00 1.05 0.00 0.00
Lucrene 2.43 0.56 0.00 0.12 96.27 0.62 0.00 0.00
Wheat 0.00 086 0.00 0.00 0.00 98.84 0.00 0.30
Potatores 0.60 0.11 0.00 0.14 0.00 0.09 99.07 0.00
Barley 0.00 0.00 0.00 0.00 0.00 .30 0.00 99.70
Table 5.1: Confusion matrix for the classification results of AIRSAR Flevoland image.
groups two different regions together due to a weak gradient. This leads to poor classifi-
cation results. Hence, it is desirable to use a single step approach, like the neural network
methods discussed in the earlier chapter, for the accurate classification of SAR images.
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Chapter 6
Structured Random Forest for
Aerial Image Classification
In addition to object based classifiers (chapter 5), we also use the structured random forest
algorithm for the land cover classification of multi-sensor remote sensed images. In this
method, individual decision trees are trained on features obtained from image patches and
corresponding patch labels. Structural information present in the image patches improves
the classification performance (when compared to pixel-based features). The method was
trained and evaluated on the ISPRS Vaihingen dataset that consists of true orthophoto
(TOP: near IR, R, G) and Digital Surface Model (DSM) data. The method achieves
an overall accuracy of 86.3% on the test dataset. Please note that our proposed CNN
based methods (chapter 4) achieved an accuracy of 89.9% on the same dataset. However,
the computational complexity of structured random forest method is significantly lower
than the CNN methods. We also compare the structured random forest and object-based
classifier results with the AIRSAR image. It illustrates the latter method relies on accurate
segmentation maps and has misclassification at the boundaries.
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6.1 Structured Random Forests
Random forest is an ensemble learning method where the output from multiple decision
trees are combined together and the method is robust to outliers and does not overfit the
data. Due to these characteristics, the method has been applied extensively for image
classification [28, 86]. Kontschieder et. al. [58, 59] extended the random forest algorithm
for the structured label. Here, the output space is label patches as opposed to pixel label
in a traditional random forest. Structural information present in the image patch improves
the classification accuracy. The algorithm also runs faster during testing in comparison
to deep learning algorithms. We extend the structured random forest developed for color
image classification [58, 59] to multi-sensor image classification. In a random forest clas-
sifier, training inputs consist of pixel features and corresponding class label. Whereas in
structured random forest [32,59], the training inputs are patch features and corresponding
patch labels (patch size: m*n, usually m=n). Similarly, the output of the former is a single
class label whereas for the structured random forest output is a patch label. The patch
features contain contextual or structural information in addition to the pixel features.
Use of these patch features and structured output for training improves the structured
random forest performance. Next, we explain the structured random forest structure and
the features utilized for the multi-sensor image classification.
The classification forest [28] is an ensemble of decision trees which in turn consists of
split (decision) nodes and leaf nodes (prediction). During training, the dataset (features
and corresponding labels) at the split nodes are divided and routed to the left and right
branch. The split occurs on the feature space such that an energy function on training
labels is optimized. An example (for a two class problem) involve finding an optimal
threshold in feature space that separates one category from another. For multi-class
problem, a split is done such that class distribution becomes narrower in each branch.
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Partitioned data in the branches are further split recursively until a particular depth is
reached or class distribution is high.
Let x = {x(1), x(2), ...x(b)} be the features of a training sample and y ∈ Y be the
corresponding label in the training set T. Similarly, xp be the patch features of a training
sample and yp ∈ Y p be the structured output label in the training set Tp. Here xp is a
matrix of size m ·n ·b and yp is a matrix of size r ·c with (r ≤ m)&(c ≤ n). Now in random
forest classifier, the training data Ti available at each nodes i is split, by optimizing
an objective function I(Ti,λi). The split function h(x,λi) ∈ {true, false} determine if
the training sample be passed to left or the right branch. Information gain and decision








where H(Ti) = −
∑
y ∈ Y p(y)log(p(y)) is the Shannon’s entropy. The parameters λi
of the decision stumps (e.g. thresholds) are found by maximizing the information gain [28].
Now in structured random forest [32, 59], at the nodes we have feature patches xp and
structured output label yp. To define an objective function that considers all the pixels
in a label patch is computationally expensive. Hence, Kontschieder et al [58, 59] propose
to select one random label from the patch at each node (pixel position in the label patch
is randomly selected once for each node). This random selection allows contribution from
all the labels in the patch. The information gain is the same as the regular random forest.
(A recent method [32] proposes to first transform the label patches in the training set
to lower dimensions and then apply k-means clustering to categorize label patches into
discrete classes.) The training data is recursively split at each node of the decision tree
until a maximum depth is reached or training data at a node falls below a threshold or
CHAPTER 6. STRUCTURED RF FOR AERIAL IMAGE CLASSIFICATION 117
the information gain falls in a certain range. At the final node, referred to as a leaf node,
multiple label patches are available. The label which maximizes the joint probability
Pr(ypl |Y
p
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training labels available at a leaf node.







The training process is repeated for all the decision trees. A random subset of the
training dataset is utilized in each tree. This makes the individual trees de-correlated. In
addition, the split function at each node operates only on a random subset of the features.
To classify a test image with the trained classifier, patches are first obtained by sliding
a m ·n window across the image with stride 1. Each patch is then classified by the trained
ensemble of decision trees. Now, due to the sliding window operation, each pixel will have
m · n labels. Hence, for each pixel, the class with the maximum count is selected as the
final label.
6.2 Results
The structured random forest classifier was tested on two datasets: (1) Vaihingen dataset
[27,40] and (2) AIRSAR L-band image of Flevoland, NL [1].
Vaihingen multi-sensor images and corresponding ground truth are part of a 2D se-
mantic labeling contest of ISPRS WG III/4. The dataset consists of high-resolution true
orthophoto (TOP: near IR, R, G) for a section of Vaihingen village and a corresponding
digital surface model (DSM). Ground sampling distance is 9 cm. Ground truth labels
were created for six categories: impervious surfaces, building, low vegetation, tree, car,
and clutter. The entire image/area is split into multiple tiles. While the TOP and DSM
data for 33 image tiles are made available, the ground truth for only 16 images is available
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(for training). The remaining 17 labeled images are hidden and serve as a testing dataset.
Results generated on the test set can be sent to ISPRS for the quantitative evaluation.
To determine the number of trees and training samples required for optimal classifier
performance, two images in the training set were used for validation (image tiles 3 and 34).
In the first experiment, we trained 100 decision trees with an unequal number of patches
for each class. A total of 75000 patches were obtained by sliding a 9x9 window over each
of 15 training images (TOP, DSM and label image) with a stride of 32 pixels. Features
were extracted from both TOP and DSM image patches. These patch features and labels
were utilized to train the 100 decision trees. Two images in the validation set were then
classified by the trained random forest. The average classification accuracy for these two
images is 67.1% (first row of Table 6.1). Since the number of training examples for the
car category was very low, the decisions trees were not able to detect cars. This led to low
accuracy value. In the second experiment, 1000 random sample patches per class in each
image were selected for training the decision trees. The corresponding result is shown in
the second row of Table 6.1. In other trials, the number of samples and trees were changed
to find a setting that generates maximum accuracy on the validation set. The last row of
Table 6.1 shows the accuracy obtained by training 150 trees with 2000 samples per class
per image (optimal setting from our trials). Features employed for structured random
forest include the individual channels, first, second order gradients, and histogram of
gradients extracted from each channel. We extended the code by Kontschieder et al [59]
for our multi-sensor framework. Random forest classifier (150 trees, 2000 samples per
class) trained on pixel features and labels achieved an accuracy of 68.1%. This shows that
including structural features (considering neighboring pixels for feature computation) and
structured label improves the classification accuracy.
Now, the structured random forest classifier (150 trees and 2000 samples per class)
was trained on all the 17 training images and then applied on the test set. Table 6.2
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No. of trees Samples Accuracy
Experiment 1 100 75000 (sliding window) 67.1
Experiment 2 100 1000 per class per image 82.01
Experiment 3 150 2000 per class per image 82.34
Table 6.1: Results generated on validation set (image tiles 3 and 34) to find optimal
number of trees and samples.
shows the quantitative results of the structured random forest classifier (confusion matrix
and overall accuracy). From the results, we found that precision for the car class was low
(0.277). Short structures with large area and smooth ceiling tend to be misclassified as
cars. When the 9x9 patch completely encloses one such structure, the existing features
are not sufficient to differentiate a car from a small structure. This could be potentially be
improved by considering a multi-scale framework or deriving better features (e.g. surface
norm from DSM image) that would discern cars with high precision. The qualitative
results on the entire test dataset can be found in the ISPRS Vaihingen labeling contest
website [2].
The algorithm could be extended to other imaging modalities by adapting the patch
features. Here, we show results on an AIRSAR L-band image of Flevoland, NL. We extract
the patch features from the Pauli representation of the SAR image. The original image
and ground truth area are shown in figure 6.2 (a) and (c). The ground truth for AIRSAR
L-band provided by Yu et al [117] consists of eight classes namely Peas, Beet, Bare Soil,
Rapeseed, Lucerne, Potatoes, Barley and wheat. The results from the current algorithm
and our previous segment based SVM method (section 5.4) are shown in figure 6.2 (d) and
(e) respectively. There are minor classification improvements at the edges of the certain
categories (e.g. Peas class – blue).
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Figure 6.1: Qualitative result on the validation image (tile 3): (a) TOP image, (b)
corresponding ground truth, and (c) structured random forest result.
Figure 6.2: (a) Pauli representation of AIRSAR image, (b) Ground-truth categories, (c)
ground truth image, (d) results from random forest for structured label, and (d) results
from object based support vector machine.




Imp. Surf. Bldg Low veg. Tree Car Clutter
Imp. Surf. 0.863 0.039 0.044 0.008 0.046 0.0
Bldg 0.037 0.929 0.009 0.011 0.015 0.0
Low veg. 0.053 0.020 0.799 0.119 0.008 0.0
Tree 0.005 0.006 0.111 0.878 0.0 0.0
Car 0.096 0.029 0.008 0.003 0.865 0.0
Clutter 0.382 0.174 0.015 0.002 0.427 0.0
Precision/Correctness 0.900 0.932 0.810 0.866 0.277
Recall/Completeness 0.863 0.929 0.799 0.878 0.865
F1 0.881 0.930 0.805 0.872 0.419
Table 6.2: Structured random forest algorithm results on the Vaihingen test dataset. The
clutter class was ignored during training.
6.3 Conclusions
In the random forest algorithm, features from image patches and corresponding labels were
employed to train the decision trees. The method when evaluated on Vaihingen dataset
achieves an overall classification accuracy of 86.3% with potential scope for improvement in
the car category. One major limitation of this method is that the features from the image
patches are manually generated and hence are not rich in comparison to deep learning
based features. Thus the classification performance is generally lower for classes like cars.
The results of this category improved in the neural network based method (chapter 4)
where complex features are learned from the data.
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Chapter 7
Conclusions and Future Work
This chapter summarizes the proposed work, describes the methods to improve the algo-
rithms and future research directions.
7.1 Conclusions
In this research work, original methods for video segmentation and aerial image classifica-
tion were introduced. First, we presented a gradient driven video segmentation algorithm
that partitions the video into sub-volumes by treating the data as a 3-D spatiotemporal
volume. The proposed approach utilized color, texture features, and CNN based gradient
attribute to generate temporally cohesive results. The performance was on par with the
state-of-the-art algorithms. A streaming extension of the same approach was also devel-
oped to generate results for lengthy video sequences. Furthermore, a semi-supervised video
segmentation approach was developed that allows users to select an object of interest in
the first frame.
In addition, a two-stage computationally efficient approach for streaming segmentation
was established. In the first stage, shot boundaries were detected within a window of
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frames by comparing dissimilarity between 2-D segmentation of each frame. In the second
stage, the 2-D segments were propagated across the window of frames in both spatial and
temporal directions. The window is moved across the video to find all shot transitions
and obtain spatiotemporal segments simultaneously.
Next, we proposed machine learning-based methods to efficiently combine informa-
tion from multisensor remotely sensed images for pixel-wise classification. Specifically,
(a)object-based SVM classifier, (b) structure random forest-based classifier, and (c) CNN
based classifier were introduced and tested on a wide range of aerial images. While the
first two approaches have a low computational load, the CNN based technique achieved
the best results on all the dataset.
7.2 Future Work
7.2.1 Video Segmentation
A potential direction for future research is to incorporate high-level semantic priors into
our existing video segmentation framework. The proposed segmentation algorithm follows
a bottom-up approach where low-level features (except for the global boundary detection)
are computed and utilized to generate segments. The objects in the video are gener-
ated mainly based on the color and texture boundaries which might not be accurate in
certain scenarios. Integrating high-level semantic information would improve the object
segmentation. An example of this method is to generate semantic object labels for frames
sampled at regular intervals of the video and use it as a constraint in the volume merging
step. Even if the labels are generated only for few objects in the video, it would improve
the overall segmentation results. In our framework, the CNN architecture that is used for
boundary generation can be readily extended to generate these semantic labels (by adding
few layers).
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In general, deep learning methods for unsupervised video segmentation are being ac-
tively proposed [19]. Most of these methods typically involve finding objects in the first
frame or multiple frames and then propagating the object information to the rest of the
video. These algorithms generally employ one CNN for object detection and another
network for the video segmentation. An interesting research topic would be to design a
recurrent neural network based algorithm that analyzes sequences of video frames in a
persistent manner and generate hierarchical video segments.
Some direct ways to improve the performance of the proposed video segmentation
include: (a) incorporating optical flow information, and (b) introducing CNN and temporal
features. The long term trajectories (optical flow information) computed by methods like
Ochs et. al. [76] could be potentially integrated into volume growing and merging modules
of our algorithm. The Ochs et. al. method generates motion trajectories for various pixels
in the video and further computes affinities among them. The affinity information will help
in deterring segments (or pixels), that have dissimilar motion, from merging together. This
type of information will delineate objects in the video that are spectrally similar but exhibit
dissimilar motion after a brief period of no motion (stationary). Incorporating powerful
discriminative features, especially lower dimensional neural network features within the
volume growing module, would improve the segmentation performance. Further, it would
be interesting to analyze the segmentation outcome by including features generated from
multiple frames of the video.
7.2.2 Aerial Image Classification
The performance of the aerial image classification could be improved by addressing the two
major limitations encountered in our research: (a) the low-resolution output especially at
the boundaries (due to downsampling), and (b) the lack of large labeled data for training.
The classification outcome at the boundaries could be improved by either Atrous con-
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volution or with improved neural network design. We used the Atrous convolution or
strided convolution in our work and the preliminary results showed higher classification
accuracy. However, the GPU memory requirements increased dramatically with the use
of Atrous convolution. Another approach is to explore a CNN that has encoder-decoder
type architecture and skip connection for the classification task. These type of networks
downsamples the features in the first half of the network and upsamples the features to
generate the final output. For the multiple sensor inputs, one encoder could be used for
each sensor input and the resulting features could be fused. The fused features could
be then upsampled by a single decoder to generate fine classification output. Optionally,
skip connection from certain layers of the encoder to the decoder could be used to feed
high-resolution information to the later layers. Examples of such architectures include
U-net [87], SegNet [14] that have shown to generate good semantic classification results.
The lack of training data could be addressed by manually generating accurate ground
truth data for diverse and large aerial image dataset. Another option would be to use
the labels from the open street map. However, ground truth generation is expensive and
task-specific operation. Hence it is desirable to learn features through self-supervised or
unsupervised learning and transfer the weights for semantic labeling. The self-supervised
task requires only the unlabeled data which is abundant in the remote sensing field. In
the first step, a deep learning architecture could be trained on these large unlabeled data.
The network learns feature representation through training. Next, the filters or weights
obtained are further enhanced on a supervised classification task (e.g. label buildings). An
example of a self-supervised task is inpainting [80], where a network tries to predict certain
regions of the input image that are hidden (assigned zero value). The network, through
training, predicts these pixel values such that error between the predicted and true value
is minimized. The filters or weights learned through this process could be transferred
to the classification task. We also propose another self-supervised task that consists of
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the following steps: (a) initially segment the aerial image with an existing segmentation
algorithm, (b) then for each pixel we obtain the distance to the nearest boundary and
transform it (exponential of negative distance), and (c) use the image and computed
distance map as input and output respectively for training the neural network. Once
the weights are obtained from the self-supervised task, we fine-tune them for supervised
classification (e.g. labeling of buildings). The advantage of these methods is that initial
weights for the filters are learned by considering aerial images as opposed to images from
imagenet dataset.
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