Abstract-In this paper, learning-based algorithms for image restoration and blind image restoration are proposed. Such algorithms deviate from the traditional approaches in this area, by utilizing priors that are learned from similar images. Original images and their degraded versions by the known degradation operator (restoration problem) are utilized for designing the VQ codebooks. The codevectors are designed using the blurred images. For each such vector, the high frequency information obtained from the original images is also available. During restoration, the high frequency information of a given degraded image is estimated from its low frequency information based on the codebooks. For the blind restoration problem, a number of codebooks are designed corresponding to various versions of the blurring function. Given a noisy and blurred image, one of the codebooks is chosen based on a similarity measure, therefore providing the identification of the blur. To make the restoration process computationally efficient, the Principal Component Analysis (PCA) and VQ-Nearest Neighborhood approaches are utilized. Simulation results are presented to demonstrate the effectiveness of the proposed algorithms.
A VQ-Based Blind Image Restoration Algorithm I. INTRODUCTION I N MANY practical situations, a recorded image presents a noisy and blurred version of an original scene. The image degradation process can be adequately modeled by a linear blur and an additive noise process. Then the degradation model is described by [1] (1) where the vectors , and represent, respectively, the lexicographically (raster scan) ordered noisy blurred image, the original image, and the noise, and the matrix is the linear degradation process. The image restoration problem calls for obtaining an estimate of given and . For the blind restoration problem, is not known.
A large number of techniques exist for both the restoration problem (for a recent review see [2] , [3] ) and the blur identification and restoration problem (for a recent review see [4] and [5] ). The image restoration problem is an ill-posed problem. Therefore, a common ingredient in all restoration approaches is that prior information is used in order to restrict the number of possible solutions (basic idea of regularization). Such prior knowlManuscript received April 4, 2002; revised February 28, 2003 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Robert D. Nowak.
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Digital Object Identifier 10.1109/TIP.2003.816007 edge can be stochastic (i.e., the original image is a sample of a random field) or deterministic (the high frequency energy of the restored image is bounded) in nature. Regularization theory is also applied to the blind restoration problem. In this paper, a different approach is developed toward both the restoration and the blind restoration problems. Such a (nontraditional) approach is based on the work of Sheppard et al. [6] , [7] , Freeman and Pasztor [8] , Baker and Kanade [9] , and Panchapakesan et al. [10] . The basic idea in such an approach is that the prior knowledge required for solving various (inverse) problems can be learned from training data, i.e., set of prototype images belonging to the same (statistical) class of images with the ones to be processed. This idea was applied in [6] to the image restoration problem, in [7] to the super-resolution problem, by designing in both cases vector quantizers (VQ), in [8] to scene estimation (motion estimation and resolution enhancement) combined with Bayesian methods to propagate local measurement information, in [9] to the super-resolution problem, and in [10] to the blur identification problem.
In this paper, we develop an image restoration algorithm and a blind image restoration algorithm following this approach of learning information about the images to be restored from training data. The proposed algorithms differ from the reported results in the literature in a number of ways. VQ codebooks, for example, are designed from a different point of view than is previously reported in the literature. In the proposed approach, each codevector to be used for the restoration problem contains both the low frequency information of the degraded image and the corresponding high frequency information of the original image. As another example, the sets of codebooks designed for the blind restoration problem are using bandpass frequency information of the degraded images as opposed to the lowpass information used for the blur identification problem in [10] . As a last example, the computational efficiency of the proposed algorithms is also addressed by designing multiple codebooks based on the local structure of the image, and then compressing each of them by Principal Component Analysis (PCA) [11] and Vector Quantization-Nearest Neighbor (VQ-NN) [12] .
The paper is organized as follows: The basic idea of the proposed restoration algorithm is presented in Section II. Approaches to address the computational efficiency of the algorithm are presented in Section III. The blind restoration algorithm is presented in Section IV. Experimental results for the restoration and the blind restoration problems are presented and discussed in Section V. Finally Section VI concludes the paper.
II. PROPOSED IMAGE RESTORATION ALGORITHM
In this paper, we deal with the case when the degradation system is linear and spatially invariant, and has typically 1057-7149/03$17.00 © 2003 IEEE low-pass characteristics. In this case, matrix is a block circulant matrix. Such a degradation model is useful for a number of applications and is widely used to model, for example, uniform out-of-focus blur and blur due to motion and atmospheric turbulence in astronomical imaging [3] .
A. Representation of High and Low Frequency Components of an Image
Qualitatively speaking, the objective of image restoration is to recover the high frequency information in an image that was removed by the low-pass degradation system. Therefore, in following a learning approach to restoration, the mapping between low-and high-frequency information in an image needs to be established during training. During restoration the low-frequencies in the available noisy and blurred data are mapped with the use of a codebook to high frequencies, which when added to the available data provide an estimate of the original image.
In designing the codebook, a straightforward decomposition of an image into low-and high-frequency components is first performed. That is, if matrix represents a low-pass operator, an image can be written as (2) where is the identity matrix, and and are respectively the low and the high-frequency components of . Fig. 1 presents an example when a one-dimensional Gaussian function is used as the response of degradation system ; the impulse response, the magnitude of the low-and high-frequency filters, and the corresponding low-and high-frequency parts of an image, are shown. A mapping can therefore be defined between a low-and a high-frequency neighborhood in an image, that is,
With this mapping, (2) can be rewritten as follows (4) According to (4) , therefore, if the mapping is available, only the low frequency information of the image is required to get an approximation of the original one. Specifying is the objective of the off-line training process.
B. Restoration Model
Having defined a mapping between high and low frequencies, the objective now is to utilize such a mapping to the restoration of noisy and blurred images, described by (1) . The noise present in (1) needs first to be taken into account in developing the restoration filter. Assuming that the noise is broadband, dominating the image at high frequencies, we propose to first use a low-pass filter to filter the data. That is, from (1) (5) By using (4) and (5), the original image can be approximated according to (6) where the mapping is defined by
According to (6) , the original image can be approximately expressed by the sum of (the low-pass filtered version of the available data) and (the corresponding high-frequency information). The restored image therefore is given by (8) An important point to be made here is that the result of the restoration does not depend critically on the characteristics of (as long as it provides a satisfactory approximation according to (5) ), since the mapping is a function of . , however, needs to be known during training and restoration. Fig. 2 shows graphically the steps involved in the proposed image restoration algorithm. The algorithm consists of two parts: i) the off-line codebook design part and ii) the on-line restoration part. The codebook is designed with the use of prototype images and their degraded versions. The degraded images used for the design of the database and the ones that have to be restored are assumed to be degraded by the same degradation system. In addition, the same low-pass filter is used for noise smoothing during the off-line and the on-line stages.
To perform the restoration based on (8) , the mapping has to be determined in advance. In doing so, we exploit the local structure of an image. Prototype images that belong to the same image class as the degraded image are utilized. The left half of Fig. 2 shows the procedure used to design the codebook. First, prototype image pairs are collected from a certain class of images of interest. A pair consists of an original image and its degraded version , according to (1), with , and the number of pairs. Secondly, the low-pass versions of the degraded images are obtained by processing with . has to be chosen according to the noise characteristics. The high frequency component of the original images is obtained next by calculating the difference between the original images and the low-pass filtered degraded images , which is approximately equal to . A region then in is associated with the pixel at the center of the corresponding region in the image. This chosen region in the low-pass filtered image is a square region, for example a 7 7 square, which is transformed into a zero-mean region by subtracting from each pixel value the local mean value. This is done in order to take the contrast offset among prototype images into consideration. The low-frequency vector values (resulting from the stacking of the pixels in the chosen region in ) and the corresponding high-frequency scalar form a vector in the codebook.
The estimation/restoration procedure is depicted in the right half of Fig. 2 . The high frequency image is estimated using a given image and the codebook. Our objective is to estimate the high frequency image and form the final restoration result . First, the low-pass version of the given degraded image is obtained. has to be the same as the one used in the codebook design procedure. Each normalized vector of , of the same size as in the codebook, is then compared to the vectors in the codebook using a matching criterion (the least-mean-squared-error criterion was used in the experiments). The corresponding high-frequency scalar value is then used to construct the high-frequency information of the image. The final restoration result is obtained by adding the low-pass version of the given image and the estimated high frequency image, according to (8) . It is noted here that although is assumed known and is explicitly utilized during the codebook design stage, its knowledge and structure are not explicitly required during the restoration step.
III. CODEBOOK DESIGN FOR EFFICIENT SEARCH
The quality of the restoration depends on the size of the codebook; that is, the larger the codebook size the more accurate the result of the restoration. The size of the codebook clearly impacts the memory but also the searching time requirements. This is a common trade-off and drawback as encountered, for example, in the NN (Nearest Neighborhood) pattern classifier. To address this drawback, we use three techniques, namely, designing multiple codebooks, Principal Component Analysis (PCA) and VQ-NN classification.
A. Multiple Codebook Creation Based On the Local Image Structure
During the restoration procedure, each vector from the degraded image has to be compared with vectors in the codebook. We can omit redundant comparisons by taking the local image structure into account. For example, when the local structure represents an edge of a certain orientation, it is obviously redundant to compare the resulting vector with vectors in the codebook that represent a flat region or an edge with a different orientation. This leads us to the design of multiple codebooks based on the local image structure.
By representing each local image region as a vector in the -dimensional space (Fig. 3) , we can group similar vectors together. The -dimensional space is therefore divided into multiple regions by calculating the Voronoi diagram and the centroid of each Voronoi region. The centroid of each Voronoi region is a vector representing all vectors nearest to that centroid according to the distortion criterion in use. We used the LBG algorithm to calculate the Voronoi diagram [13] . It represents a commonly used technique in VQ image compression to produce the representatives from a large number of multidimensional point sets [14] . Partitioning the dimensional space by a Voronoi diagram is also used by the image restoration technique developed by Barner et al. [15] .
The vectors in each divided region are further quantized by the VQ-NN technique as explained later. This two-step vector quantization is related to tree-structured VQ [14] .
B. Dimensionality Reduction by PCA
The dimensionality of the analysis window and the corresponding vector clearly determines the codebook storage requirements, as well as the speed for searching the database and performing matching calculations. In our algorithm, Principal Component Analysis [11] was used for reducing the dimensionality of the vectors. The dimensionality of the resulting vectors is expected to be much smaller than that of the original ones since many of the block images are correlated. This data compression approach is aimed at the same objective as the encoding of the DCT coefficients in the restoration approach developed by Sheppard et al. [6] , [7] , and [10] .
C. Codebook Compression Using VQ-NN
In order to reduce the time for performing the closest vector search, also a requirement in NN classification, several techniques have been developed, such as edited-NN [16] , condensed-NN [17] , Learning VQ [18] , and others [12] . These techniques aim at reducing the number of datasets or codewords while keeping the classification accuracy high. We adopt the VQ-NN approach developed by Xie et al. [12] . In the proposed algorithm, the high frequency pixel value in the codebook is treated as the label. VQ is subsequently applied to all vectors with the same label, using the LBG algorithm. In this sense, we use VQ in a hierarchical way.
The VQ-NN algorithm adapted by the proposed algorithm is briefly described next (in the following we use to represent the total number of labels and the term "codeword" to describe the pair of a low-frequency vector and a high-frequency scalar.)
1) The number of codewords for each label is calculated .
2) The number of codewords in the compressed codebooks for each label, , is calculated according to (9) where is the specified total number of codewords. Equation (9) implies that the larger the number of labels , the larger the number of codewords in the compressed codebook. 3) For each label , a codewords of size is designed using the LBG algorithm [13] . We used the Euclidian distance as a distortion measure. The restoration algorithm with the compressed database is graphically illustrated in Fig. 4 . First, an initial codebook, consisting of the entire vector and scalar set is created, as shown in Fig. 2 . Next, Voronoi representative vectors are calculated from the entire vector data. Their number has to be set in advance; the value of 32 was successfully used, by taking into account 8 edge directions, 2 edge amplitudes (strong/weak edges), and 2 edge frequencies (high/low). After that, each vector in the initial codebook is compared with all the representative vectors and the closest one is selected. By doing this, the entire dataset is divided into 32 groups and a codebook is created for each of them. Each codebook is compressed by PCA and VQ-NN.
For the on-line part, the extracted vector from the low-pass filtered degraded image is compared with the representative vector (centroid) for each of the 32 codebooks, and one of them is selected. The dimensionality of the vector used for the search is . Next, the dimensionality of the local vector from is reduced to the same size of the codevector resulting from PCA, by using the same rotation matrix used in the off-line PCA. The resulting vector is used for finding the closest vector in the codebook. The corresponding high frequency value of the selected codevector is assigned as the value of the center pixel of the estimated high frequency image. The final restoration result is obtained by adding the estimated high-frequency image to the available low-pass version of the given image .
IV. PROPOSED BLIND IMAGE RESTORATION ALGORITHM
The approach presented in Sections II and III for image restoration (i.e., when the blur is exactly known), is extended here to include the blur identification problem. The basic additional element of the approach is that codebooks of images blurred by the same type of blur, but with different degrees of severity, are generated. For example, we assume that the impulse response of the degradation system is a two-dimensional zero-mean Gaussian function, in which case the severity of the degradation is determined by the variances of the Gaussian. The quality of the restoration results clearly depends on the assumption that the type of the blur function (not its exact description) is known. If, however, the codebooks of blurred images are designed using blurs different than the actual one used to provide the available data, the closest approximation of the actual blur will be identified (for example, the pill-box function which generates the most similar data to the ones generated by the Gaussian function will be identified). The VQ-based blur identification approach we propose has similarities to the approach developed independently by Panchapakesan, et al. [10] . There are a number of differences, however, between the two approaches, which will be mentioned in the following.
We assume that we have a set of blur functions each parameterized by their parameter vector . M blur identification codebooks (henceforth called blur identification codebooks -BIC-) are designed using each blur function. It is mentioned here that this codebook (BIC) is different from the one proposed for image restoration explained in Sections III (henceforth called restoration codebook -RC-).
In designing the BICs, only mid-range frequency information is used. This is based on the following two facts: (i) flat (low-fre- quency) regions in the blurred image convey little or no information about the blur function, since they remain unchanged by the blurring operation; (ii) high frequencies in the blurred image also contain little differentiating information among the different blur functions because they are considerably attenuated by the low-pass blurring operation and in addition they are dominated by noise. The following steps are followed in the design of each codebook as depicted in Fig. 5 .
1) The original images are blurred by the blur function parameterized by . 2) The blurred prototype images are band-pass filtered. The band-pass filter is designed according to the characteristics of the blurring function, so that the pass band includes the frequency range over which the blur functions exhibit the largest differences.
3) The nonflat regions of each blurred image are detected.
Various techniques can be used to accomplish this task. In our implementation we used the local variance as a measure of the local activity. A predefined threshold was used for the classification of flat and nonflat regions. 4) Only the vectors extracted from the band-pass filtered image that belong to nonflat regions are used for the creation of the codebook. The LGB algorithm with the Euclidian distance was used. After the BICs are designed, they are used for the identification of the blur and the restoration of the image as shown in Fig. 6 . Given a degraded image, the distortion for each codebook is calculated as follows.
1) The available blurred image is band-pass filtered by the same band-pass filter used in the codebook design. 2) Non-flat regions in the given image are detected by the same method outlined in step 3 of the codebook design procedure. 3) For each nonflat region, the closest codevector in the codebook to the one extracted from the band-pass filtered available blurred image is selected and the distortion (Euclidian distance) is stored. 4) The mean value of the distortion over all nonflat regions is calculated. The codebook with the minimum mean distortion is selected to best represent the available blurred data. The blur function used to generate codebook is identified as the blur that gave rise to the available blurred data. If the actual blur is not represented exactly by any of the codebooks, the blur that generates blurred data closest to the available ones is identified. The restoration codebook designed by the chosen blur function is subsequently used for the restoration of the available blurred image. The use of only the nonflat regions of the band-pass filtered images for the design of the blur identification codebook, is one of the differences between the proposed approach and the one in [10] . The idea of using different codebooks for blur identification has similarities with the weighted universal VQ-compression technique by Effros et al. [19] .
V. EXPERIMENTAL RESULTS
Several experiments have been performed in studying the effectiveness of the proposed algorithms. In this section, we first describe some of the experimental results obtained with the proposed image restoration algorithm in Section II, and then some of the experimental results obtained with the proposed blur identification algorithm in Section IV.
A. Image Restoration Algorithm
In our experiments, we dealt with images degraded by the Gaussian degradation function and additive zero-mean Gaussian noise. The Gaussian degradation function is expressed as follows: (10) where is a normalizing constant ensuring that the blur is of unit volume and is the variance. We experimented with values of equal to 1.5 and 3.5 and two levels of noise resulting in values of blurred SNR (BSNR) of 20 and 10 dB. The BSNR in dB for an image is defined by (11) where and are respectively the blurring function and the original image, shown in (1), is the expected value of the degraded image and the variance of the noise. For comparison, we present restoration results obtained by the Constrained Least Squares (CLS) filter. This is a widely used linear restoration technique [1] [2] [3] , [19] . A 3 3 Laplacian filter is used to implement the CLS filter and the regular- ization parameter is chosen as the reciprocal of the BSNR of the observed image. The choice of 1/BSNR can be justified through the set-theoretic formulation of the problem, where the loose bounds on the constraints we try to satisfy are the noise variance and the high frequency signal variance [20] .
Two types of images are used for the experimental results reported here. The first image is an 8 bit/pixel, 128 128 pixels, copper image taken by SEM (Scanning Electron Microscope). A special feature of these images is their edge structure in various directions. The second type is an 8 bit/pixel, 256 256 pixels, natural image (Lena), which is often used for the evaluation of image-processing algorithm. As a quantitative metric of the performance of the restoration algorithm, we used the improvement in SNR (ISNR) defined by (12) where , and are the original, restored and degraded images, respectively. Although the ISNR metric reflects the global properties of the restoration and may not fully reflect the subjective improvement of the image quality, it is useful for providing an objective means to measure and compare the quality of the results.
Case I: Copper Images: Figs. 7 and 9 show the restoration results for the copper images, for the Gaussian blur function with variance 1.5 and 3.5, respectively. In the experiment, a 7 7 local window was used for the extraction of the vectors and 256 codewords were used for each of the multiple codebooks. As a noise-smoothing filter , a 2-D Gaussian smoothing filter with variance equal to 0.5 was used. This value of the variance proved experimentally to provide the best results, although the performance of the algorithm did not vary dramatically for small changes of the variance. Fig. 7(a) shows the Gaussian blur function with variance of 1.5. Fig. 7(b) shows the original image, and Fig. 7(c) and (d) the simulated degraded images with and 10 dB, respectively. Fig. 7 (e) and (f) show the restoration results by the proposed algorithm, while Fig. 7(g ) and (h) the results by the CLS filter.
In the restored image by the proposed method shown in Fig. 7 (e) and (f), most of the sharp edges are well restored. Noise components on the bright flat region are well removed and no noise amplification is visible. The reason why some edges are not well restored is most probably that there are no similar edges in the images used for the codebook design [ Fig. 8(a) ]. On the other hand, in the result obtained by the CLS algorithm [ Fig. 7 (g) and (h)] artifacts caused by noise amplification are visible, especially in the flat regions. Noise amplification is severe especially for the case with
[ Fig. 7(h) ]. The ISNR values of the results obtained by the proposed method are 2.91 dB and 3.06 dB for and 10 dB, respectively. Both these values are better than those obtained by the CLS filter (2.46 dB and 0.87 dB ), respectively. From this experiment it is clear that the proposed approach performs considerably better than the CLS approach, especially for low BSNRs. Fig. 8(a) shows the copper images used for the codebook design. The simulated degraded versions of these images are calculated by the same degradation system by which the given image is corrupted and these pairs are used for the design of the codebooks. Fig. 8(b) shows the 32 representative vectors calculated by the LBG algorithm for the Gaussian blur function with variance equal to 1.5 and . Each block image is of size 7 7 pixels. The contrast of these block images is enhanced for viewing purposes. These representative blocks consist of various edges of different directions, amplitudes, and frequency. Vertical edges are over-represented in this set since they are dominant in the prototype images.
We examined the effect of the codebook compression quantitatively. For the image shown in Fig. 7(e) , 90% of the energy is preserved by PCA, and the dimensionality of the vector was reduced from to around 5. The number of codewords for each codebook was equal to 256. By utilizing the three compression techniques described in Section III, the restoration speed increased by a factor of 1200, while the ISNR of the restored image decreased slightly from 3.61 [dB] to 2.91 [dB]. A similar set of restoration results is shown in Fig. 9 when a Gaussian blur of variance equal to 3.5 is used (shown in Fig. 9(a) ). For the case, most of the edges are recovered by the proposed method ( Fig. 9(e) ). On the contrary, the result by the CLS filter ( Fig. 9(g) ) suffers from noise amplification. For the case, noise amplification is strongly visible in the result by the CLS algorithm ( Fig. 9(h) ). Although, the result by the proposed method does not suffer from noise amplification, parts of the straight edges are not well restored as expected. The ISNR values of the results obtained by the proposed method are 3.04 and 2.85 dB for and 10 dB, respectively. These values are similar or higher than those obtained with the CLS algorithm (3.18 dB and 1.47 dB ), respectively.
Case II: Natural Images: Fig. 10 shows restoration results for the Lena image. Fig. 10(a) and (b) show the original and degraded images, respectively. The blur function is a Gaussian with variance equal to 2.5 and . Fig. 10 (c) and (d) show the restored images by the proposed method and the CLS algorithm, respectively. In this experiment we used an image of a chair, a car, and a house for training. Although fine texture regions, such as Lena's hair, and the feathers of the hat are not well-restored, sharp edges in the image, such as the contour of the face and the rim of the hat, are well restored by the proposed method. We believe this is due to the following two reasons: (i) Sharp edges are present in the prototype images used for codebook design, but fine textures are not. (ii) Some fine texture information, such as, hair and feathers, is lost by quantization during the codebook design procedure. The CLS algorithm produces good results for the fine texture region area, although, noise amplification in the flat regions such as, the cheek and the forehead, is strongly visible. This shows that the result by the proposed method may look perceptually better than the CLS algorithm even though the ISNR of the restored image by the proposed method is equal to 0.95 dB and it is lower than that of the CLS algorithm, which is equal to 1.93 dB.
B. Blur Identification Algorithm
In this subsection, we show experimental results obtained by the proposed blur identification algorithm. In these experiments, we assume that the blur function is Gaussian and is parameterized by as shown in (10) . Our objective is to identify the variance of the Gaussian function for a given degraded image. The images used for designing the blur identification codebook (BIC) are the same ones shown in Fig. 8(a) . We used five codebooks, each of them designed using the images degraded by the Gaussian function with equal to . The image in Fig. 7(b) is also degraded by the 5 Gaussian functions. To see the effect of noise on the blur identification algorithm, we performed three groups of experiments, in which the blurred image is contaminated by noise with (noise-free), 30 dB and 20 dB. As a band pass filter for the BIC codebook design, we used the Laplacian of Gaussian (LOG) filter given by (13) By changing the variance of the LOG filter, the frequency response of the bandpass filter changes. For our experiment, we set . Fig. 11 shows the relationship between the calculated mean distortion value in Fig. 6 , for a given degraded image and the blur identification codebook for 3 noise levels. The graphs (a)-(e) correspond to the cases where the blur parameter of a given blurred image is equal to , 2.5, 3.5, 4.5 and 5.5, respectively. In each graph, the -axis shows the distortion between the given image and the BIC, and the -axis shows the of the blurred image used for the blur identification codebook (BIC) design. We can see that in all cases the larger the noise power, the larger the distortion. The plots in Fig. 11 demonstrate the existence of a minimum point. This means that we can identify the correct parameter by selecting the codebook with the minimum distortion.
Another experiment was carried out by assuming that the blur function is a pillbox function, which is parameterized by the radius according to if otherwise.
The obtained results demonstrate that the same trend as shown in Fig. 11 and that the correct blurring parameter was identified by selecting the codebook with the minimum distortion. For both cases, the accuracy of the identification result does not seem to depend on the noise power.
VI. CONCLUSIONS
In this paper, we developed a VQ-based image restoration algorithm and a blind restoration algorithm. In the image restoration algorithm, the mapping between high frequency information of the original images and low frequency information of the corresponding degraded ones is established and stored in the VQ codebooks, using prototype images, belonging to the same class of images. During restoration, the high frequency information of a given degraded image is estimated from its low frequency information based on the designed codebook. The codebook and the parameters used for the codebook design namely the size of the local window, the noise-smoothing filter, and the PCA rotation matrix, are required for restoration.
In the blind restoration algorithm, a number of VQ codebooks, each of them corresponding to a candidate blur function are designed using bandpass filtered prototype images. By calculating the distortion between the given degraded image and each codebook, the one with the minimum average distortion is selected. The blur function used to create the codebook is identified as the unknown blur function.
Experimental results demonstrate that the proposed image restoration algorithm restores the sharp edges in the image without suffering from noise amplification. The results also show that the proposed blind restoration algorithm correctly identifies the blurring function.
The mapping between high and low frequencies can be implemented not only by VQ but also by other nonlinear estimation techniques, such as ANN (Artificial Neural Network) and SVC (Support Vector Machine). These techniques may improve the performance of the restoration algorithm in certain applications.
