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Abstract. We consider planar systems of predator-prey models with small
predator death rate  ą 0. Using geometric singular perturbation theory and
Floquet theory, we derive characteristic functions that determines the location
and the stability of relaxation oscillations as  Ñ 0. When the prey-isocline
has a single interior local extremum, we prove that the system has a unique
nontrivial periodic orbit, which forms a relaxation oscillation. For some systems
with prey-isocline possessing two interior local extrema, we show that either
the positive equilibrium is globally stable, or the system has exact two periodic
orbits. In particular, for a predator-prey model with the Holling type IV
functional response we derive a threshold value of the carrying capacity that
separates these two outcomes. This result supports the so-called paradox of
enrichment.
1. Introduction. The classical Gause-type predator-prey system with logistic growth
of the prey takes the form
(1.1)
9x “ rx
´
1´ x
K
¯
´ yppxq ” ppxqpF pxq ´ yq
9y “ yp´` cppxqq
where xptq and yptq denote densities of the prey and predator populations at time
t, respectively. Parameters in the system are: intrinsic growth rate of the prey r,
carrying capacity of the environment K, yield rate c, and death rate of the predator
. The functional response ppxq, which describes the change in the density of the
prey attacked per unit time per predator, is continuously differentiable and satisfies
(1.2) pp0q “ 0, p1p0q ą 0, and ppxq ą 0 @ x ą 0.
Predator-prey systems that possess limit cycles can be used to explain oscillatory
phenomena in real-world data, such as the lynx-snowshoe hare cycles [1, 28].
Limit cycles of predator-prey systems have been studied extensively in the liter-
ature. For certain classes of systems, the uniqueness of limit cycles has been proved
by Cheng [2], Kuang and Freedman [22], Hsu and Huang [13], Kooij and Zegeling
[20], Sugie [35], and Xiao and Zhang [39]. Bifurcation analysis for predator-prey sys-
tems has been investigated by many researcher, e.g. Wolkowicz [37], Zhu, Campbell
and Wolkowicz [41], and Ruan and Xiao [32].
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(A) (B)
Figure 1. Typical phase portraits for (1.3) with (A) ppxq “
mx{pa`xq and (B) ppxq “ mx{px2` aq, a ą 0. The y-axis is a set
of critical points. A family of heteroclinic orbits is bounded by the
x- and y-axis and a trajectory with alpha-limit set being the point
p0,Kq. For each x0 P p0,Kq, the trajectory γpx0q passing through
the prey-isocline at px0, F px0qq has the alpha- and omega-limit sets
being the points p0, yαpx0qq and p0, yωpx0qq, respectively.
Singular perturbations in predator-prey systems have been studied in various
contexts. For a model of two predators competing for the same prey, when the
prey population grows much faster than the predator populations, the existence of
a relaxation oscillation has been proved by Liu, Xiao and Yi [26]. For predator-
prey systems with Holling type III or IV, when the death and the yield rates of
the predator are small and proportional to each other, the canard phenomenon and
the cyclicity of limit periodic sets have been investigated by Li and Zhu [24]. For
a class of the Holling-Tanner model, when the intrinsic growth rate of the predator
is sufficiently small, the existence of a relaxation oscillation has been proved by
Ghazaryan, Manukian and Schecter [9]. For a model of one predator and two
prey with rapid predator evolution, singular periodic orbits that correspond to
approximated periodic orbits have been constructed by Piltz et al. [29]. Another
relevant work was done by Li et al. [25], in which the existence of relaxation
oscillations has been proved for some epidemic models, but the uniqueness of limit
cycles was not provided.
In this paper we study the dynamics of (1.1) as Ñ 0. When  “ 0, the system
is reduced to
(1.3) 9x “ ppxqpF pxq ´ yq, 9y “ cyppxq,
where F pxq “ rxp1´x{Kq{ppxq. As indicated by Li and Zhu [24], system (1.3) has
a family of heteroclinic orbits as described below. The x-isocline for (1.3) consists
of the y-axis and the curve y “ F pxq. By condition (1.2), the limit of F pxq as xÑ 0
exists and equals r{p1p0q ą 0. We define
y¯ “ F p0q “ lim
xÑ0F pxq ą 0.
Also note that F pxq ą 0 for all x P r0,Kq and F pKq “ 0. It is easy to show that
there is a unique trajectory that has the point pK, 0q as its alpha-limit set. Bounded
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by that trajectory and the x- and y-axes is a family of heteroclinic orbits connecting
points on the y-axis (see Figure 1).
For each x0 P p0,Kq, let γpx0q be the trajectory of (1.3) passing through the point
px0, F px0qq. Note that γpx0q approaches the y-axis in both positive and negative
time. Define yαpx0q and yωpx0q to be the values such that the points p0, yαpx0qq
and p0, yωpx0qq are the alpha- and omega-limit points, respectively, of (x0, F px0qq
for (1.3). Clearly yαpx0q ă y¯ ă yωpx0q for all x P p0,Kq, where y¯ “ F p0q.
Near the invariant set tpx, yq : x “ 0u for (1.1), the system is mainly governed
by
(1.4) x “ 0, 9y “ ´y.
Let σpx0q be the segment of the orbit of (1.4) going from p0, yωpx0qq to p0, yαpx0qq.
The idea of geometric singular perturbation theory [7, 18, 23] is that solutions of
the full system can potentially be obtained by joining trajectories of the limiting
systems. The limiting systems (1.3) and (1.4) provide a family of uncountably many
loops following the route p0, yαq γÝÑ p0, yωq σÝÑ p0, yαq defined by
(1.5) Γpx0q “ γpx0q Y σpx0q
that depends continuously on x0 P p0,Kq. Each Γpx0q is a candidate of the limiting
configuration of periodic orbits of (1.1) as Ñ 0.
Among this family of candidates Γpx0q, using a variation of the phenomenon of
bifurcation delay, which we will describe in Section 2, generically all but finitely
many of the candidates can be excluded: A necessary condition for Γpx0q to admit
a relaxation oscillation, i.e. for Γpx0q to be the limit of periodic orbits of (1.1) as
Ñ 0, is
(1.6) χpx0q “ 0,
where
(1.7) χpx0q “
ż yωpx0q
yαpx0q
y ´ y¯
y
dy.
Furthermore, using a variation of the Folquet theory, we show that if, additionally,
(1.8) λpx0q ‰ 0,
where
(1.9) λpx0q “
ż yωpx0q
yαpx0q
F 1pXpy, x0qq
y
dy
and Xpy, x0q is the parametrization of γpx0q, then (1.6) is also a sufficient condition.
In the case of the Holling type II functional response ppxq “ mx{pa ` xq for
(1.1), the existence of a periodic orbit ` that is attracting is known [2, 21], and Hsu
and Shi [15] proved that the minimal period T of ` satisfies C1
´1 ă T ă C2´1
for some 0 ă C1 ă C2, which implies that ` forms a relaxation oscillation. Our
main theorems complete their results. We show that T actually converges, and the
trajectory of ` approaches a certain configuration. Our results also cover models
with ppxq “ mp1´ e´axq and ppxq “ m logp1` axq.
In the case of the Holling type IV functional response ppxq “ mx{pax2 ` 1q
for (1.1), the function F pxq “ rxp1 ´ x{Kq{ppxq can have two interior local ex-
trema. When  is smaller than and close to the interior local minimal point of
F pxq, Xiao and Zhu [40] proved that, under certain conditions, the system has
exactly two limit cycles for parameters near a subcritical Hopf bifurcation point.
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Figure 2. The equation χpx0q “ 0 means that Hpyωpx0qq “ Hpyαpx0qq.
Our theorem is complementary to their results. Assuming the value of aK2 is large
enough, and c ą 0 is small enough, we show that system (1.1) has exactly two
limit cycles when  is sufficiently small. Multiple limit cycles were also observed for
various functional responses by other authors [11, 17, 22, 38, 41].
This result supports the paradox of enrichment proposed by Rosenzweig [30] and
studied by Freedman and Wolkowicz [8]. This paradox says that enrichment of the
environment (i.e. increasing the carrying capacity K) may lead to destabilization
of the coexistence equilibrium. When K is below a threshold K˚, our theorem
shows that, for any fixed small c ą 0 and all sufficiently small , the coexistence
equilibrium attracts all trajectories in the interior of the first quadrant. Hence the
prey population eventually remains of order , and does not become exponentially
small. On the contrary, when K is above K˚, there are two limit cycles, and all
trajectories outside the inner limit cycle are attracted by the outer limit cycle. The
prey population remains a small size of order expp´1{q on the outer limit cycle
for a long timespan of order 1{. Hence the prey is vulnerable to catastrophic
perturbations.
In Section 2 we state our main criteria for the location and stability of relaxation
oscillations, and the proof is given in Section 5. Applications of the criteria in the
cases where the prey-isocline has one and two interior local extrema are discussed
in Sections 3 and 4, respectively. A discussion of our results is in Section 6.
Remark 1.1. The growth function in (1.1), instead of being the logistic growth
rxp1´x{Kq, can be replace by any function qpxq that satisfies qp0q “ 0, q1p0q “ r ą 0
and pK ´ xqqpKq ą 0 for x ‰ K. Our analysis is still valid with F pxq “ qpxq{ppxq.
Remark 1.2. The function χpxq defined in (1.7) can be written as
χpxq “ Hpyωpxqq ´Hpyαpxqq,
where
(1.10) Hpyq “ y ´ y¯ ´ y¯ logpy{y¯q,
which takes the form as a part of the Lyapunov function introduced in [12].
Another way to rewrite χpxq is
(1.11) χpx0q “
ż yωpx0q
yαpx0q
F pXpy, x0qqq ´ y¯
y
dy,
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where Xpy, x0q is the parametrization of γpx0q. This expression can be derived from
(1.7) usingż yωpx0q
yαpx0q
F pXpyqq ´ y
y
dy “
ż 8
´8
c
9xptq
9yptq 9yptqdt “ cxptq
ˇˇ8
t“´8 “ 0.
Note the integrand in expression (1.9) of λpx0q is formally the derivative, with
respect to X, of the integrand in (1.11) of χpx0q. Thus λpx0q can be interpreted as
a type of derivative of χpx0q.
Remark 1.3. Our criteria of the existence of periodic orbits can be related to the
finiteness part of Hilbert’s 16th problem [5, 31], which conjectures the boundedness
of the number of limit cycles of polynomial vector fields of a fixed order, in the
following way. Consider the functional response ppxq in (1.1) as a rational function
where the numerator and denominator are polynomials of fixed orders. Then (1.1)
is equivalent to a polynomial vector field of a fixed order. If one is able to vary the
coefficients of ppxq to obtain arbitrarily many non-degenerate roots of χpxq in the
interval p0,Kq while keeping the orders of the numerator and denominator of ppxq
fixed, then one obtains a negative answer to the conjecture.
2. The Criteria. The phenomenon of bifurcation delay (see [3, 4, 16] and the
references therein), also known as Pontryagin delay, or delay of stability loss, occurs
typically in systems of the form
(2.1) 9a “ fpa, b, q, 9b “ b gpa, b, q,
where f and g are C1 functions that satisfy
(2.2) fpa, 0, 0q ą 0 @ a P R and a gpa, 0, 0q ą 0 @ a ‰ 0.
When  “ 0, the limiting system is
(2.3) 9a “ 0, 9b “ b gpa, b, 0q.
As illustrated in Figure 3(A), the half line ta ă 0, b “ 0u is a set of attracting
critical points for (2.3), and ta ą 0, b “ 0u is a set of repelling critical points. Fix
an a0 ă 0 and δ ą 0. For each  ą 0, let Γpa0q be a trajectory of (2.1) that starts
from the point pa0, δq. Denote by pa1,, δq the point where Γ intersects the cross
section tb “ δu. Then it can be proved that
(2.4) a1, Ñ a1 as Ñ 0,
where a1 is implicitly defined by
(2.5)
ż a1
a0
gpa, 0, 0q
fpa, 0, 0q da “ 0,
or a1 “ 8 if (2.5) does not hold for any finite a1 ą 0. The relation between a0 and
a1 is called the entry-exit relation.
To deal with (1.1), a tempting approach is to try to find a change of coordinates
near the y-axis that converts the system into (2.1). However, such a transformation
is not possible because the tangent lines of the trajectories of (1.3) approach the
y-axis near y “ y¯ (see Figure 3(B)). Therefore a variation of bifurcation delay is
needed. We will show in Theorem 5.1 that the assertion (2.4) still holds for systems
of the form
(2.6) 9a “ fpa, b, q ` b hpa, b, q, 9b “ b gpa, b, q,
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Figure 3. Typical phase portraits for (A) the limiting system
(2.3) of (2.1), (B) the limiting system (1.3) of (1.1) near the y-
axis. The tangent lines of the trajectories in (B) approach the
y-axis near y “ y¯, so (1.1) and (2.1) are not equivalent near the
y-axis.
where f , g and h are C2 functions that satisfy (2.2).
Throughout this paper we assume the functional response ppxq is a C2 function.
Then the entry-exit relation (2.5) for (1.1), with py, xq playing the role of pa, bq in
(2.6), can be stated as follows: Trajectories of (1.1) entering the vicinity of the y-
axis near p0, yωq must leave near the point p0, y0q satisfying Hpyωq “ Hpy0q, where
Hpyq is defined in (1.10).
Here we give a heuristic argument showing that if χpx0q ‰ 0, x0 P p0,Kq, then no
trajectory of (1.1) lies entirely near Γpx0q. For any x0 P p0,Kq, if χpx0q ą 0 (resp.
χpx0q ă 0), then Hpyωpx0qq ą Hpyαpx0qq (resp. Hpyωpx0qq ă Hpyαpx0qq). Because
Hpyq is monotone on the interval p0, y¯q and limyÑ0` Hpyq “ 8, Hpyωpx0qq “ Hpy0q
for a unique y0 P p0, yαpx0qq (resp. y0 P pyαpx0q, y¯q). Since the point p0, y0q is not
contained in γpx0q, a trajectory of (1.1) starting near γpx0q does not stay near
Γpx0q “ γpx0q Y σpx0q after the first time it leaves the vicinity of the y-axis.
Theorem 2.1. Assume that x0 P p0,Kq satisfies χpx0q “ 0, where χpxq is defined
in (1.7). Let λpxq be the function defined in (1.9). If λpx0q ‰ 0, then for any
sufficiently small  ą 0, there is a periodic orbit ` of (1.1) in a Opq-neighborhood
of Γpx0q “ γpx0q Y σpx0q defined in (1.5). Moreover, ` is orbitally locally asymp-
totically stable if λpx0q ă 0, and is orbitally unstable if λpx0q ą 0. The minimal
period of `, denoted by T, satisfies
(2.7) T “ 1

´
log
ˆ
yωpx0q
yαpx0q
˙
` op1q
¯
as Ñ 0.
Conversely, if χpx0q ‰ 0, then for any point z1 in the interior of the trajectory
γpx0q, there is a neighborhood U of z1 such that no periodic orbit of (1.1) intersects
U for any sufficiently small  ą 0.
The proof of Theorem 2.1 is deferred to Section 5.
By Theorem 2.1 and the uniform boundedness of solutions of (1.1), given any
neighborhood V of the union of curves
(2.8)
ď
x0: χpx0q“0
Γpx0q,
for all sufficiently small  ą 0, all periodic orbits of (1.1) lie entirely in V . Some
particular cases of this observation are given in the corollary below.
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By condition (1.2), system (1.1) has a unique positive equilibrium E˚ for all
sufficiently small  ą 0. By calculating the Jacobian matrix, E˚ is locally asymp-
totically stable if F 1p0q ă 0, and is unstable if F 1p0q ą 0. By a phase portrait
analysis, it is easy to show that every periodic orbit must surround E˚.
Corollary 2.2. The following statements hold.
piq Assume that F 1p0q ą 0 and χpxq has no root in the interval p0,Kq. Then,
for all sufficiently small  ą 0, the positive equilibrium of (1.1) is globally
asymptotically stable.
piiq Assume that F 1p0q ‰ 0 and χpxq has exactly n distinct roots, x0 ă x1 ă
¨ ¨ ¨ ă xn´1, in p0,Kq. If
(2.9) λpxj´1qλpxjq ă 0 for j “ 1, 2, . . . , n´ 1,
then (1.1) has exactly n periodic orbits for any sufficiently small  ą 0, and
these periodic orbits form n relaxation oscillations as Ñ 0.
Throughout this paper, global stability of equilibria or periodic orbits is with
respect to the set of non-stationary points in the first quadrant. Since the stable
manifold of the two boundary equilibria are the x- or y-axes, system (1.1) has no
closed loop formed by heteroclinic orbits. Therefore, the only possible limit cycles
for (1.1) are periodic orbits, and, by the Poincare´-Bendixon Theorem, the global
stability of the unique positive equilibrium, for sufficiently small  ą 0, is equivalent
to the non-existence of a periodic orbit.
Remark 2.3. In statement (i) of Corollary 2.2, the condition F 1p0q ą 0 can be
replaced by F 1p0q ‰ 0 for the same conclusion. However, by Lemma 3.3 below, when
F 1p0q ă 0, χpxq must have at least one root in p0,Kq. In statement (ii), condition
(2.9) can be replaced by λpxjq ‰ 0 @ j. However, since two adjacent periodic orbits
cannot have the same non-neutral stability, these two conditions are equivalent.
To prove Corollary 2.2, we need the following lemma, which is covered by Wolkow-
icz [37]. We provide a proof of this lemma here for completeness.
Lemma 2.4. If F 1pxq ą 0 on p0, pxs or F 1pxq ă 0 on p0, pxs for some px ą 0, then
no periodic orbit of (1.1) lies entirely in the strip tpx, yq : 0 ă x ă pxu for any
sufficiently small  ą 0.
Proof of Lemma 2.4. Assume that ` is a periodic orbit for (1.1) for some  ą 0. We
parameterize ` by
` “ tpx, Y´pxq : x P rxL, xRsu Y tpx, Y`pxq : x P rxL, xRsu,
with Y´pxq ě F pxq and Y`pxq ě F pxq, and also by ` “ tpxptq, yptqq : t P r0, T su,
where T is the minimal period of `. Then Floquet multiplier can be calculated as
(2.10)
µp`q ”
ż T
0
div
ˆ
ppxq`F pxq ´ y˘
yp´` cppxqq
˙
dt
“
ż T
0
p1pxq`F pxq ´ y˘` ppxqF 1pxq ´ ` cppxq dt
“
ż
`
p1pxq
ppxq dx`
ż
`
F 1pxq
F pxq ´ y dx`
ż
`
1
y
dy.
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Figure 4. (A) The one-hump condition (3.1): F 1pxq ą 0 for x P
p0, pxq and F 1pxq ă 0 for x P ppx,Kq. (B) The two-hump condition
(4.1): F 1pxq ă 0 for x P p0, qxqYppx,Kq and F 1pxq ą 0 for x P pqx, pxq.
The first and the third integrals equal zero by the periodicity of `, so
µp`q “
ż xR
xL
F 1pxq
F pxq ´ Y´pxq dx`
ż xR
xL
F 1pxq
Y`pxq ´ F pxq dx.
Assume that F 1pxq ą 0 on p0, pxs. Suppose ` is contained in tpx, yq : 0 ă x ăpxu. Then it follows from (2.10) that µp`q ą 0. By standard Floquet theory, ` is
orbitally unstable. By calculating the Jacobian matrix, it is easy to show that the
positive equilibrium of (1.1) is unstable for all sufficiently small  ą 0. By the
above calculation of µp`q, any periodic orbit that lies between ` and the positive
equilibrium must be orbitally unstable. This contradicts the Poincare´-Bendixon
Theorem.
The case that F 1pxq ă 0 on p0, pxs can treated similarly. 
Proof of Corollary 2.2. For (i), by Theorem 2.1, Lemma 2.4 and the uniform bound-
edness of solutions, system (1.1) has no periodic orbit in the first quadrant for any
sufficiently small  ą 0. Since the stable manifolds of the boundary equilibria do
not intersect the interior of the first quadrant E˚ is globally asymptotically stable
by the Poincare´-Bendixon Theorem.
For (ii), since χpxjq “ 0 and λpxjq ‰ 0 for j “ 0, 1, . . . , n ´ 1, by Theorem 2.1
there are n periodic orbits of (1.1) corresponding to n relaxation oscillations. By
Theorem 2.1, Lemma 2.4 and the uniform boundedness of solutions of (1.1), there
are no other periodic orbits. 
3. The Case with One Hump. In this section we study the case that the function
F pxq has a single interior local extremum on the interval p0,Kq. That is, the prey-
isocline satisfies the one-hump condition (see Figure 4(A)): For some px P p0,Kq,
(3.1) F 1pxq ą 0 @ x P p0, pxq and F 1pxq ą 0 @ x P ppx,Kq.
Theorem 3.1. Assume (3.1). Then, for any sufficiently small  ą 0, system (1.1)
has a unique periodic orbit `. Moreover, as Ñ 0, ` approaches Γpx0q defined in
(1.5), for a unique x0 P ppx,Kq satisfying χpx0q “ 0.
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Note that Theorem 3.1 does not require the concavity of F pxq. Examples 3.6
and 3.8 below contain cases with non-concave F pxq for which the theorem applies
(see Remarks 3.7 and 3.10).
Remark 3.2. In the case that F pxq is concave, since it is a special case of (3.1), by
Theorem 3.1 there is a globally orbitally asymptotically stable periodic orbit for any
sufficiently small  ą 0. A predator-prey model with concave prey-isocline and at
least two limit cycles has been constructed by Hofbauer and So [11] with parameters
such that the equilibrium point undergoes a subcritical Hopf bifurcation. Using a
continuation tool, e.g. XPPAUT [6], one can show numerically that, as  varies in the
model in [11], the inner limit cycle, which emerged from the subcritical Hopf point,
encounters a saddle-node bifurcation, switches to the outer limit cycle, and survives
as  decreases. Hence the system has a single limit cycle when  ą 0 becomes small.
To prove the theorem, the first step is the observation that
(3.2) lim
xÑK´
χpxq “ ´8.
To derive (3.2), we write χpxq defined in (1.7) by χpxq “ Hpyωpxqq ´ Hpyαpxqq,
where Hpyq is the function defined in (1.10). Note that the functions yαpxq and
yωpxq satisfy
(3.3) lim
xÑK´
yαpxq “ 0 and lim
xÑK´
yωpxq exists and is finite.
Since limyÑ0` Hpyq “ 8, (3.2) follows from (3.3).
If χpx¯q ą 0 for some x¯ P p0,Kq, then by (3.2) the continuous function χpxq has
at least one root in px¯,Kq. The following lemma asserts that this is the case when
F pxq ą F p0q on p0, x¯q.
Lemma 3.3. The following statements hold.
piq If F pxq ą F p0q on p0, x¯q for some x¯ ą 0, then χpxq ă 0 for all x P p0, x¯s,
and χpxq has at least one root in px¯,Kq. If, in addition, F px¯q “ F p0q and,
for some px and x0 with px ă x¯ ă x0,
(3.4) F 1pxq ą 0 @ x P p0, pxq and F 1pxq ă 0 @ x P ppx, x0q,
then λpx0q ă 0.
piiq If F pxq ă F p0q on p0, x¯q for some x¯ ą 0, then χpxq ą 0 for all x P p0, x¯s.
If, in addition, F px¯q “ F p0q and, for some qx and x0 with qx ă x¯ ă x0,
(3.5) F 1pxq ă 0 @ x P p0, qxq and F 1pxq ą 0 @ x P pqx, x0q,
then λpx0q ą 0.
See Figure 4 for an illustration of the notations in Lemma 3.3.
Note that the above lemma only guarantees a root of χpxq in the first case. In
the second case, χpxq may not have a root in p0,Kq.
Proof of Lemma 3.3. System (1.3) has the same trajectories as
(3.6) 9x “ F pxq ´ y, 9y “ cy.
Along any solution of (3.6), we have
(3.7)
d
dt
pHpyq ´ cxq “ cpF pxq ´ F p0qq.
For each x0 P p0,Kq, parameterize γpx0q by
(3.8) γpx0q “ tpx, Y´pxqq : x P p0, x0su Y tpx, Y`pxqq : x P p0, x0su
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with
(3.9) Y´pxq ă F pxq and Y`pxq ą F pxq @ x P p0, x0q.
By (3.6) and (3.7),
(3.10) χpx0q “
ż x0
0
`
F pxq ´ F p0q˘ˆ 1
F pxq ´ Y´pxq `
1
Y`pxq ´ F pxq
˙
dx.
If F pxq ą F p0q on p0, x¯q, then by (3.10) we have χpx0q ą 0 for all x0 P p0, x¯s.
From (3.2), it follows that the continuous function χ has at least one root in px¯,Kq.
If F pxq ă F p0q on p0, x¯q, then by (3.10) we have χpx0q ă 0 for all x0 P p0, x¯s.
Next we investigate the sign of λpx0q. By (3.6) and the definition of λpx0q in
(1.9),
(3.11) λpx0q “
ż x0
0
F 1pxq
ˆ
1
F pxq ´ Y´pxq `
1
Y`pxq ´ F pxq
˙
dx.
If x0 P px¯,Kq satisfies (3.4), then by (3.9) and (3.11) we have
λpx0q ă
ż x¯
0
F 1pxq
ˆ
1
F pxq ´ Y´pxq `
1
Y`pxq ´ F pxq
˙
dx.
Since Y`pxq is decreasing and Y´pxq is increasing, by condition (3.4),
λpx0q ă
ż x¯
0
F 1pxq
ˆ
1
F pxq ´ Y´ppxq ` 1Y`ppxq ´ F pxq
˙
dx
“ log
ˆ
F pxq ´ Y´pppxq
Y`ppxq ´ F pxq
˙ˇˇˇˇx¯
x“0
“ 0.
The last equality followed from the condition F px¯q “ F p0q.
Similarly, if x0 P px¯,Kq satisfies (3.5), then by (3.9) and (3.11) we have
λpx0q ą
ż x¯
0
F 1pxq
ˆ
1
F pxq ´ Y´pxq `
1
Y`pxq ´ F pxq
˙
dx,
which implies λpx0q ą 0 under the condition that F px¯q “ F p0q. 
Proof of Theorem 3.1. Since F 1p0q ą 0, by Lemma 3.3 the function χ has at least
one root in p0,Kq. We claim that χ has exactly one root in p0,Kq. Suppose χ has
two distinct roots, say x0 ă x1. Then by Lemma 3.3,
(3.12) λpxq ă 0 @ x P rx0, x1s.
For all sufficiently small  ą 0, by Theorem 2.1 there are locally orbitally asymptot-
ically stable periodic orbits `
p0q
 and `
p1q
 near Γpx0q and Γpx1q, respectively. Note
that Γpx0q is enclosed by Γpx1q. From (3.12) and Theorem 2.1 it follows that there
is no unstable periodic orbit between `
p0q
 and `
p1q
 . Also note that no equilibrium lies
between `
p0q
 and `
p1q
 . This contradicts the Poincare´-Bendixson Theorem. There-
fore χ has exactly one root. Denote the unique root of χ by x0. By Lemma 3.3,
λpx0q ă 0. Hence the result follows from Corollary 2.2. 
The following is a classical model. We use it as an example for applying Theorem
3.1 although the results are included in the literature.
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Example 3.4. Consider (1.1) with Holling type II functional response, namely
(3.13) ppxq “ mx
a` x,
where m and a are positive constants.
piq If a ą K, then for all sufficiently small  ą 0, the interior equilibrium is
globally asymptotically stable.
piiq If a ă K, then, as Ñ 0, there is a relaxation oscillation formed by globally
asymptotically stable periodic orbits.
Proof. The function F pxq “ rxp1´ x{Kq{ppxq equals
F pxq “ r
m
´
1´ x
K
¯
pa` xq.
The graph of F pxq is a parabola with maximal point x “ K´a2 . If a ă K, then (3.1)
is satisfied, and the results in Theorem 3.1 hold. If a ą K, then F pxq ă F p0q for all
x P p0,Ks. By Lemma 3.3, χpxq has no root in the interval p0,Kq. From Theorem
3.1 it follows that (1.1) has no periodic orbit for all sufficiently small  ą 0. 
Remark 3.5. In Example 3.4, assertion (i) is covered in [14]. For assertion (ii), the
existence of a globally asymptotically stable periodic orbits ` is covered in [2, 22].
Their theorems do not require the smallness of  ą 0. The conclusion that ` forms
a relaxation oscillation as Ñ 0 is covered in [15].
Some numerical simulations for Example 3.4 are presented in Figure 5. To pro-
duce accurate numerical solutions of (1.1), in all figures throughout this paper we
adopt the change of variable
px, yq ÞÑ plog x, yq
because the minimum of the x-coordinate on the periodic orbit ` is exponentially
small. The numerical solver ode23 in MATLAB [27] with tolerance 10´6 was used.
Example 3.6. Consider (1.1) with the generalized Holling type IV functional re-
sponse
(3.14) ppxq “ mx
ax2 ` bx` 1 ,
where m ą 0, a ą 0, and b ą ´2?a (so that ppxq ą 0 for all x ě 0).
If b ą 1{K, then, as  Ñ 0, there is a relaxation oscillation formed by globally
asymptotically stable periodic orbits.
Proof. The function F pxq “ rxp1´K{xq{ppxq equals
F pxq “ r
m
´
1´ x
K
¯
pax2 ` bx` 1q.
It is straightforward to show that F 1p0q “ b ´ 1{K and F3pxq “ ´6a{K. Hence
F pxq has a single local extremum in the interval p0,Kq when b ą 1{K. Therefore
the conclusions in Theorem 3.1 hold. 
Remark 3.7. In Example 3.6, F pxq is non-concave when b ă aK because F 2p0q “
2pa´ b{Kq. Therefore, when 1{K ă b ă aK, system (1.1) possesses a non-concave
prey-isocline and a globally stable periodic orbit, for any sufficiently small  ą 0,
Example 3.8. Consider (1.1) with the Ivlev’s functional response
(3.15) ppxq “ mp1´ e´axq.
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Figure 5. Forward trajectories for (1.1) with ppxq “ mx{pa `
xq and parameters pr,K, a,mq “ p2, 3, 3, 1.5q, c “ 0.5. (A)–(B)
 “ 0.1. (C)–(D)  “ 0.01. The initial value for (B) and (D)
is px, yq “ p1.5, 2.5q. In (A) and (C), the trajectories approach a
periodic orbit `. As Ñ 0, ` approaches Γpx0q given in Theorem
3.1. In (B) and (D), the period of ` in time τ “ t tends to a
nonzero value, and hence the period in time t becomes unbounded.
piq If aK ď 2, then for all sufficiently small  ą 0, the interior equilibrium is
globally asymptotically stable.
piiq If aK ą 2, then, as Ñ 0, there is a relaxation oscillation formed by globally
asymptotically stable periodic orbits.
Proof. For ppxq “ mp1´ e´axq, it has been proved by Seo and Wolkowicz [34] that
the function F pxq “ rxp1´ x{Kq{ppxq satisfies F3pxq ă 0 for x P p0,Ks, and
F 1p0q “ rpKa´ 2q
2Kma
.
When aK ď 2, we have F 1p0q ă 0 and F 2pxq ă 0 on p0,Kq, so F 1pxq ă 0 on
p0,Kq. By Lemma 3.3, χpxq has no root in p0,Kq. Hence assertion (i) follows from
Corollary 2.2.
When aK ą 2, we have F 1p0q ą 0, so the facts that F p0q ą 0, F pKq “ 0 and
F3pxq ă 0 on p0,Ks imply that F pxq has a single local extremum in p0,Kq. Hence
the conclusions in Theorem 3.1 hold. 
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Remark 3.9. The existence and uniqueness of a limit cycle in assertion (ii) of
Example 3.8 is covered in [35]. That paper characterized pa, q-space according to
the number of periodic orbits. The conclusion of (i) in Example 3.8 is true without
assuming smallness of  by what is now a standard Lyapunov function constructed
by Harrison [10].
Remark 3.10. In Example 3.8, F pxq is non-concave for aK ă 6 because F 2p0q “
rpaK´6q
6Km , as shown in [34]. Thus the condition 2 ă aK ă 6 implies that, for any
sufficiently small  ą 0, system (1.1) possesses a non-concave prey-isocline and a
globally stable periodic orbit.
Example 3.11. Consider (1.1) with
(3.16) ppxq “ m logp1` axq
where a,m ą 0. Then, as Ñ 0, there is a relaxation oscillation formed by globally
asymptotically stable periodic orbits.
Proof. By Theorem 3.1, it suffices to show that the function F pxq “ rmKxpK ´
xq{ logp1` axq is concave on the interval p0,Kq.
By the rescaling x˜ “ ax and K˜ “ Ka, we may assume F pxq “ xpK´xq{ logp1`
xq. Let gpxq “ 1{ logp1` xq. Then
F 2pxq “ ´2gpxq ` 2pK ´ 2xqg1pxq ` xpK ´ xqg2pxq
“ ´2pgpxq ` xg1pxqq ` pK ´ xqp2g1pxq ´ xg2pxqq
“ ´2q1pxq ` pK ´ xqq2pxq,
where q1pxq “ gpxq ` xg1pxq and q2pxq “ 2g1pxq ´ xg2pxq. It suffices to show that
q1pxq ą 0 and q2pxq ă 0 for x ą 0. On one hand,
q1pxq “ logp1` xq ´ x
1` x ą 0.
The last inequality followed from the concavity of logp1 ` xq and the fact that
d
dx logp1` xq “ 1{p1` xq. On the other hand,
q2pxq “ ´2plogp1` xqq2p1` xq `
xp2` logp1` xqq
plogp1` xqq3p1` xq2
“ ´2plogp1` xqqp1` xq ` xp2` logp1` xqqplogp1` xqq3p1` xq2 .
Let q3pxq denotes the numerator of the last expression. Note that q3p0q “ 0 and
q13pxq “
`´ 2´ 2 logp1` xq˘` ˆ2` logp1` xq ` x
1` x
˙
“ ´ logp1` xq ` x
1` x ă 0.
Hence q3pxq ă 0, and therefore q2pxq ă 0 for x ą 0. 
Before closing this section, we study the asymptotic behavior of the unique root
of χpxq given in Theorem 3.1 as the parameter c tends to 0. Note that, in the
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Figure 6. When c ą 0 is small, the portions of trajectories of
(1.3) away from the x-isocline y “ F pxq are nearly horizontal. (A)
F pxq has a single local extremum. yαpx, cq approaches either y¯ or
F pxq, and yωpx, cq approaches either py or F pxq. (B) F pxq has two
local extrema. yαpx, cq approaches either y¯ or F pxq, and yωpx, cq
approaches either y¯ or F pxq as cÑ 0.
limiting case that c “ 0, all trajectories for (1.3) are horizontal segments. Under
the one-hump condition (3.1), it is easy to show, as illustrated in Figure 6(A), that
(3.17)
yαpx, cq Ñ
#
y¯, if x P p0, x¯s,
F pxq, if x P rx¯,Kq, and yωpx, cq Ñ
#
F pxq, if x P p0, pxs,
F ppxq, if x P rpx,Kq,
as cÑ 0.
Proposition 3.12. Assume the one-hump condition (3.1). Let x0pcq be the unique
root of χp¨, cq given in Theorem 3.1. Then
lim
cÑ0`
x0pcq “ x
where x is the unique value in ppx,Kq that satisfies
(3.18) HpF ppxqq “ HpF pxqq.
Proof. By Lemma 3.3, x0pcq ě x¯. By (3.17),
(3.19) lim
cÑ0`
χpx, cq “ HpF ppxqq ´HpF pxqq @ x P px¯,Kq.
Note that (see Figure 2)
(3.20) H 1pyq ă 0 @ y P p0, y¯q and H 1pyq ą 0 @ y P py¯,8q.
Since F ppxq ą y¯, F pKq “ 0, and F pxq is strictly decreasing on ppx,Kq, by (3.20) and
the fact that limyÑ0` Hpyq “ 8, there is a unique x P ppx,Kq that satisfies (3.18),
and
(3.21) HpF ppxqq ´HpF pxqq#ą 0 if x P ppx, xq,ă 0 if x P px,Kq.
Note that the convergence in (3.19) is uniform on any compact subset of ppx,Kq, so
(3.18) follows from (3.19) and (3.21). 
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Figure 7. (A) yApx0q and yBpx0q in the proof of Lemma 4.2 are
defined by the intersection of Γpx0q and the vertical line tx “ pxu.
(B) xL and xR in the proof of Proposition 4.3 are defined by the
intersection of the graph of F pxq and a horizontal line near the
climax of the graph.
4. The Case with Two Humps. In this section we study the case that the
function F pxq has exactly two interior local extremum on the interval p0,Kq. That
is, the prey-isocline satisfies the two-hump condition (see Figure 4(B)): For some
0 ă qx ă px ă K,
(4.1) F 1pxq ă 0 @ x P p0, qxq Y ppx,Kq and F 1pxq ą 0 @ x P pqx, pxq.
In the following theorem, for technical reasons, we assume in addition that
(4.2) F 2pxq ă 0 @ x P ppx,Kq.
That is, the prey-isocline is concave on the right of the interior local maximum.
Theorem 4.1. Assume (4.1) and (4.2). Then χpxq has at most three distinct roots
in the interval p0,Kq. More precisely, one of the following holds.
piq χpxq has no root in p0,Kq.
piiq χpxq has exactly one root in p0,Kq, say x0, and λpx0q “ 0.
piiiq χpxq has exactly two distinct zeros in p0,Kq, say x0 ă x1,
(4.3) λpx0q ě 0 ě λpx1q and λpx0q ‰ λpx1q.
pivq χpxq has exactly three distinct roots in p0,Kq, say x0 ă x1 ă x2, and
(4.4) λpx0q ą λpx1q “ 0 ą λpx2q.
An implication of Theorem 4.1 is that the set (2.8) is the union of at most three
loops of the form Γpxq.
This theorem is a consequence of the following lemma.
Lemma 4.2. Assume (4.1) and (4.2). Then λpxq is strictly decreasing on ppx,Kq.
In particular, if x0 ă x1 satisfy χpx0q “ χpx1q “ 0 and λpx0q “ 0, then λpx1q ă
0.
Proof of Lemma 4.2. Using the relation dx{dy “ pF pxq ´ yq{pcyq from (1.3) and
the definition of λpx0q in (1.9), we have
(4.5) λpx0q “
ż
γpx0q
F 1pxq
y
dy “ c
ż
γpx0q
F 1pxq
F pxq ´ y dx.
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We split γ “ γpx0q into the following five parts (see Figure 7(A)):
γ1 “ γ X tx ď x¯, y ă F pxqu, γ2 “ γ X tx P rx¯, pxs, y ă F pxqu, γ3 “ γ X tx ě pxu,
γ4 “ γ X tx P rx¯, pxs, y ą F pxqu, γ5 “ γ X tx ď x¯, y ą F pxqu.
Then λpx0q “ cř5j“1 Ijpx0q, where
(4.6) Ijpx0q “
ż
γjpx0q
F 1pxq
cy
dy “
ż
γjpx0q
F 1pxq
F pxq ´ y dx.
We parameterize γpx0q, for x0 P ppx,Kq, using (3.8) with y “ Y˘px, x0q, x P
p0, x0s. Also we parameterize γpx0q by
γpx0q “ tpXpy, x0q, yq : y P pyαpx0q, yωpx0qqu.
Fix any x0 and x1 with px ă x0 ă x1 ă K. We claim that Ijpx1q ă Ijpx0q,
j “ 1, . . . , 5.
Note that
Y´px, x1q ă Y´px, x0q ă F pxq ă Y`px, x0q ă Y`px, x1q.
Since F 1pxq ą 0 on px¯, pxq, it follows that
I2px1q “
ż px
x¯
F 1pxq
F pxq ´ Y´px, x1q dx ă
ż px
x¯
F 1pxq
F pxq ´ Y´px, x0q dx “ I2px0q.
Hence I2px1q ă I2px0q. Similarly, I4px1q ă I4px0q.
By (4.6),
(4.7)
I1px0q ´ I1px1q “
ż x¯
0
F 1pxq
F pxq ´ Y´px, x0q ´
F 1pxq
F pxq ´ Y´px, x1q dx
“
ż x¯
0
F 1pxqpY´px, x0q ´ Y´px, x1qq
pF pxq ´ Y´px, x0qqpF pxq ´ Y´px, x1qq dx.
The function ρpxq ” Y´px, x0q ´ Y´px, x1q is increasing on p0, x¯q because ρp0q ą 0
and
dρ
dx
“ Y´px, x0q
F pxq ´ Y´px, x0q ´
Y´px, x1q
F pxq ´ Y´px, x1q
“ F pxqρpF pxq ´ Y´px, x1qqpF pxq ´ Y´px, x0qq ą 0.
Since ρpxq, Y´px, x0q and Y´px, x1q are increasing functions, and F 1pxq changes sign
at x “ px, (4.7) yields
I1px0q ´ I1px1q ą
ż x¯
0
F 1pxqρppxq
pF pxq ´ Y´ppx, x0qqpF pxq ´ Y´ppx, x1qq dx
“ ρppxq log `pF pxq ´ Y´ppx, x1qqpF pxq ´ Y´ppx, x0qq˘ˇˇˇx¯
x“0
“ 0.
The last equality followed from the fact that F px¯q “ F p0q. Hence I1px0q ą I1px1q.
Similarly, I5px0q ą I5px1q.
For ξ P ppx,Kq, define yApξq ă yBpξq to be the values so that both ppx, yApξqq and
ppx, yBpξqq lie on γpξq, that is,
yApξq “ Y´ppx, ξq, yBpξq “ Y`ppx, ξq.
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Differentiating the expression I3pξq “
şyBpξq
yApξq
F 1pXpy,ξqq
c y dy with respect to ξ, we
obtain
I 13pξq “ y
1
BpξqF 1ppxq
c yBpξq ´
y1ApξqF 1ppxq
c yApξq `
ż yBpξq
yApξq
F 2pXpy, ξqq
c y
BXpy, ξq
Bξ dy.
Since F 1ppxq “ 0, F 2pxq ă 0 and BXpy, ξq{Bξ ą 0, we obtain I 13px0q ă 0 for all ξ P
ppx,Kq. Hence I3px0q ą I3px1q for px ą x0 ą x1. We conclude that λpx0q ą λpx1q.
Finally, we assume x0 ă x1 satisfy χpx0q “ χpx1q “ 0 and λpx0q “ 0. Since
λpx0q ď 0, we have x0 ą px by Lemma 3.3. From the monotonicity of λpxq on
ppx,Kq, it follows that λpx1q ă λpx0q “ 0. 
Proof of Theorem 4.1. First we claim that the set of roots of χ in the interval p0,Kq
is a discrete set. Suppose x0 is an accumulation point of the set of roots of χ. If
λpx0q ą 0, then there exists x1 ‰ x0, χpx1q “ 0 such that
λpxq ą 0 @ x between x0 and x1.
Then, by Theorem 2.1, for any sufficiently small  ą 0 there are two unstable
periodic orbits, with one of them near Γpx0q and the other near Γpx1q, and no
orbitally stable periodic orbit lies between them. This contradicts the Poincare´-
Bendixon Theorem. The case λpx0q ă 0 can be treated similarly. If λpx0q “ 0,
then x0 ą px by Lemma 3.3. Since x0 is an accumulation point, from one of the
two intervals, ppx, x0q and px0,Kq, we can choose two roots x1 ă x2 of χ. In either
case, by the monotonicity of λpxq on ppx,Kq given in Lemma 4.2, λpxq is nonzero
and does not change sign on the interval px1, x2q. By Theorem 2.1, this contradicts
the Poincare´-Bendixon Theorem.
Suppose χ has four consecutive distinct roots, say x0 ă x1 ă x2 ă x3. If
λpx0q ą 0, then λpx1q ď 0 because of the stability of periodic orbits. By Lemma
4.2 it follows that
λpx0q ą 0 ě λpx1q ą λpx2q ą λpx3q, λpxiqλpxi`1q ď 0 @ i,
which is impossible. Similarly, if λpx0q ď 0, by Lemma 4.2 we have
0 ě λpx0q ą λpx1q ą λpx2q ą λpx3q, λpxiqλpxi`1q ď 0 @ i,
which is also impossible. Hence there are at most three distinct roots.
Since χ has at most three distinct roots in p0,Kq, and the values of λ cannot
have the same sign at two consecutive roots of χ, by Lemma 4.2 and the fact that
E˚ is locally asymptotically stable, only the situations listed in the theorem are
possible. 
Under the two-hump condition (4.1), it is easy to show, as illustrated in Figure
6(B), that
(4.8) yαpx, cq Ñ
#
F pqxq, if x P rqx, rxs
F pxq, otherwise and yωpx, cq Ñ
$’&’%
y¯, if x P p0, x¯s
F pxq, if x P rx¯, pxs
F ppxq, if x P rpx,Kq
as cÑ 0, where rx P ppx,Kq satisfies F prxq “ F pqxq, and the convergence is C1-uniform
on any compact subset of p0,Kqztqx, x¯, px, rxu.
The following proposition describes the roots of χp¨, cq when c is sufficiently small.
Proposition 4.3. Assume the two-hump condition (4.1).
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Figure 8. γpx, 0q is the limit of γpx, cq as c Ñ 0`. The values
x7 and x7 in Proposition 4.3 are determined by F px7q “ y7 and
F px7q “ y7, with Hpqyq “ Hpy7q and Hppyq “ Hpy7q.
piq If HpF ppxqq ă HpF pqxqq, then, for any sufficiently small c ą 0, χp¨, cq has
no root in the interval p0,Kq.
piiq If HpF ppxqq ą HpF pqxqq, then, for any sufficiently small c ą 0, χp¨, cq has ex-
actly two distinct roots in the interval p0,Kq, say x0pcq ă x1pcq. Moreover,
λpx0pcqq ą 0, λpx1pcqq ă 0, and
(4.9) lim
cÑ0`
x0pcq “ x7, lim
cÑ0`
x1pcq “ x7,
where x7 P pqx, pxq and x7 P ppx,Kq satisfy
(4.10) HpF px7qq “ HpF pqxqq, HpF px7qq “ HpF ppxqq.
Note that Proposition 4.3 does not assume condition (4.2).
Proof. By Lemma 3.3, no root of χ lies in the interval p0, x¯q, so we only need to
estimate χpx, cq for x P px¯,Kq. By (4.8),
(4.11) lim
cÑ0`
χpx, cq “
$’&’%
HpF pxqq ´HpF pqxqq if x P px¯, pxq,
HpF ppxqq ´HpF pqxqq if x P ppx, rxq,
F ppxq ´ F pxq if x P prx,Kq,
and the convergence is C1-uniform on any compact subset of px¯,Kqztpx, rxu.
By (4.1) and (3.20), we have HpF pxqq ă HpF ppxqq @ x P px¯, pxq and HpF pxqq ą
HpF pqxqq @ x P pqx,Kq. If HpF ppxqq ă HpF pqxqq, then the right-hand side of (4.11)
is bounded away from 0 on px¯,Kq. It is easy to show that χpx, cq is uniformly
bounded away from 0, as cÑ 0, for x P px¯,Kq. Hence χp¨, cq has no root in p0,Kq.
If HpF ppxqq ą HpF pqxqq, by (4.1) and (3.20), there exist a unique x7 P pqx, pxq and
a unique x7 P ppx,Kq that satisfy (4.10). Choose δ ą 0 such that x7 P pxˆ` δ, px´ δq
and x7 P ppx ` δ,K ´ δq. Then the right-hand side of (4.11) is bounded away from
0 on the set
rx¯, x¯` δs Y rpx´ δ, px` δs Y rK ´ δ,Kq.
Hence χpx, cq is uniformly bounded away from 0, as cÑ 0`, for x on this set.
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On the other hand, we have the uniform convergence
lim
cÑ0`
Bχpx, cq
Bx “
#
H 1pF pxqqF 1pxq if x P rx¯` δ, px´ δs,
´HpF pxqqF 1pxq if x P rpx` δ,K ´ δs.
Therefore, by (4.1) and (3.20), Bχpx, cq{Bx is uniformly bounded away from 0, as
cÑ 0`, for x P rx¯` δ, px´ δsY rpx` δ,K´ δs. From the implicit function theorem it
follows that χp¨, cq has exactly roots, x0pcq P rx¯` δ, px´ δs and x1pcq P rpx` δ,K´ δs,
and (4.9) holds.
Since x0pcq P px¯, pxq, by Lemma 3.3 we have λpx0pcqq ą 0. It remains to show
λpx1pcqq ă 0. Choose any xL P ppx ´ δ, pxq and xR P ppx, px ` δq so that F pxLq “
F pxRq ą y¯. We split γ “ γpx1pcqq into the following five parts (see Figure 7(B)):
γ1 “ γ X tx ď px, y ă F pxqu, γ2 “ γ X tx ě px, y ă F pxqu,
γ3 “ γ X tx ě xR, y ą F pxqu, γ4 “ γ X txL ď x ď xR, y ą F pxqu,
γ5 “ γ X tx ď xL, y ą F pxqu.
By (4.5), λpx1pcqq “ cř5j“1 Ijpcq, where
Ijpcq “
ż
γjpx1pcqq
F 1pxq
c y
dy “
ż
γjpx1pcqq
F 1pxq
F pxq ´ y dx.
Since y “ F px7q`op1q on γ1, we have I1 “ Op1q as cÑ 0`. Similarly, I5 “ Op1q.
Since F 1pxq ă 0 and F pxq ´ y ą 0 on γ2, we have I2 ă 0.
We parameterize γ3 Y γ4 by y “ Y`px, cq, x P rxL, x1pcqs. Then Y`px, cq is a
deceasing function of x that approaches F pxq as cÑ 0`. Hecne
I4 “
ż xR
xL
F 1pxq
Y`px, cq ´ F pxq dx
ă
ż xR
xL
F 1pxq
Y`ppx, cq ´ F pxq dx “ log
ˆ
Y`ppx, cq ´ F pxRq
Y`ppx, cq ´ F pxLq
˙
“ 0.
Since F 1pxq ă 0, F pxq ´ Y`px, cq ă 0, and F pxq ´ Y`px, cq Ñ 0 on γ3,
I3 “
ż x1pcq
xR
F 1pxq
Y`px, cq ´ F pxq dx ă
ż xR`δ
xR
F 1pxq
Y`px, cq ´ F pxq dx
ă F
1pxRqδ
Y`pxR, cq ´ F pxRq Ñ ´8.
Therefore, limcÑ0`
λpx1pcqq
c “ limcÑ0`
ř5
j“1 Ijpcq “ ´8. It follows that λpx1pcqq ă
0 for all sufficiently small c ą 0. 
The following example is an application of Theorem 4.1 and Proposition 4.3.
Note that statement (i) in this example is covered by Ruan and Xiao [32].
Example 4.4. Consider (1.1) with the Holling type IV functional response
(4.12) ppxq “ mx
ax2 ` 1 ,
with m, a ą 0. Then there exists κ˚ ą 4 such that the following statements hold.
piq If aK2 ă 4, then, for any fixed c ą 0, the positive equilibrium of (1.1) is
globally asymptotically stable for all sufficiently small  ą 0.
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Figure 9. χpxq has two roots, x0 ă x1, in p0,Ks. Here ppxq “
mx{pax2`1q, and the parameters are pr,K,m, aq “ p4, 3, 2, 5, 0.75q,
and c “ 0.1. The condition HpF ppxqq ą HpF pqxqq in Proposition 4.3
holds. The configurations Γpx0q and Γpx1q are given by Proposition
4.3. With  “ 0.1, a forward trajectory approaches a orbitally
asymptotically stable periodic orbit near Γpx1q, and a backward
trajectory approaches an unstable periodic orbit near Γpx0q.
piiq If 4 ď aK2 ă κ˚, then for any small enough c ą 0, the positive equilibrium
of (1.1) is globally asymptotically stable for all sufficiently small  ą 0.
piiiq If aK2 ą κ˚, then for any small enough c ą 0, (1.1) has exactly two
periodic orbits for all sufficiently small  ą 0. These periodic orbits form
two relaxation oscillations.
See Figures 9 and 10 for illustrations of Example 4.4.
Remark 4.5. If we fix a ą 0 and regard K as a bifurcation parameter in Example
4.4, then K˚ “
a
κ˚{a is a threshold value of K to determine the dynamics of (1.1).
Remark 4.6. Example 4.4 provides no comparison of the smallness of c and .
Nonetheless, since canard cycles have been discovered by Li and Zhu [24] in some
cases where c “ pppxq ` opq as Ñ 0, it is conceivable that the region in pc, q-space
for statement (iii) to be valid satisfies  “ Opcq as cÑ 0.
Proof. By [32, Theorem 2.9], the positive equilibrium exists and is globally asymp-
totically stable if
(4.13) cm ą 4?
3a
and x˚ ă K ă ´x˚ ` 2
c
cmx˚
a 
.
It is straightforward to show that x˚ “ cm ` opq as  Ñ 0, so (4.13) holds for all
sufficiently small  ą 0 when K ă 2{?a. Hence statement (i) follows.
The function F pxq “ rxp1´ x{Kq{ppxq equals
F pxq “ r
m
´
1´ x
K
¯
pax2 ` 1q.
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Figure 10. Forward trajectories for (1.1) with ppxq “ mx{pax2`
bx ` 1q and parameters pr,K,m, aq “ p4, 3, 2, 5, 4{9q, c “ 0.1,  “
0.01. The condition HpF ppxqq ă HpF pqxqq in Proposition 4.3 holds.
All trajectories converge to the positive equilibrium.
Let X “ x{K and κ “ aK2. Then
F pxq “ r
m
p1´XqpκX2 ` 1q ” F0pX,κq.
The graph of y “ F0pX,κq, X P r0, 1s, is obtained by stretching the graph of
y “ F pxq, x P r0,Ks, horizontally. In particular, F0p0, κq “ rm “ y¯ “ F p0q for all
κ ą 0, and F0pX,κq and F pxq have the same local extremum values.
It is straightforward to show that F0pX,κq has two interior extrema if κ ą 3, and
no interior extremum if κ ď 3. For κ ą 3, denote the interior local minimal and local
maximal points of F0pX,κq by qXpκq and pXpκq, respectively. It is straightforward
to show that both F0p qXpκq, κq and F0p pXpκq, κq are strictly increasing functions of
κ P p3,8q. Since Hpyq is strictly decreasing on the interval p0, y¯q and is strictly
increasing on the interval py¯,8q (see Figure 2), the function
qpκq ” HpF0p pXpκq, κqq ´HpF0p qXpκq, κqq
is strictly increasing on p3,8q. It can be shown that F0p pXpκq, κqˇˇκ“4 “ y¯. Since
Hpy¯q “ 0, it follows that qp4q “ ´HpF0p qXpκq, κqqˇˇκ“4 ă 0. Therefore, there exists
κ˚ ą 4 such that qpκq ą 0 if κ ą κ˚, and qpκq ă 0 if κ ă κ˚.
For aK2 ą 3, denote the interior local minimal and local maximal points of F pxq
in r0,Ks by qx and px, respectively. Since the graph of F pxq, x P r0,Ks, and F0pX,κq,
X P r0, 1s, κ “ aK2, are the same up to horizontal stretching,
F ppxq “ F0p pXpκq, κq and F pqxq “ F0p qXpκq, κq.
Hence HpF ppxqq ă HpF pqxqq if aK2 ă κ˚, and HpF ppxqq ą HpF pqxqq if aK2 ą κ˚.
Assertions (ii) and (iii) now follow from Proposition 4.3 and Corollary 2.2. 
5. Proof of the Criteria. To prove Theorem 2.1, we state and prove two pre-
liminary theorems: Theorem 5.1 is a variation of bifurcation delay, and is proved
using geometric singular perturbation theory; Theorem 5.2 is a variation of Floquet
theory.
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Figure 11. ΛL and ΛR are the omega- and alpha-limit sets,
respectively, of I in0 and Iout0 along the fast system (5.1). ML and
MR are the manifolds evolved from ΛL and ΛR, respectively, along
the slow system (5.6). The projections of ML and ML in pa, ζ, τq-
space intersect transversally along the curve σ.
Theorem 5.1. Consider system (2.6), where f , g and h are Cr`1 functions, r P N,
that satisfy (2.2). Assume that a0 ă 0 ă a1 satisfies (2.5), and that there exist
trajectories γ1 and γ2 of the limiting system
(5.1) 9a “ b hpa, b, 0q, 9b “ b gpa, b, 0q,
such that pa1, 0q is the omega-limit point of γ1 and pa2, 0q is the alpha-limit point
of γ2. Then for all sufficiently small δ1 ą 0 and δ2 ą 0, there exists 0 ą 0 such
that the followings hold. Let
pain, δ1q “ γ1 X tb “ δ1u and paout, δ1q “ γ2 X tb “ δ1u.
Let
Σin “ tpa, δ1q : |a´ ain| ă δ2u and Σout “ tpa, δ1q : |a´ aout| ă |a1|
2
u.
Then the transition mapping from Σin to Σout of (2.6) is well-defined for  P p0, 0s,
and is Cr up to  “ 0. That is, there exists a Cr function
pipzq : Σin ˆ r0, 0s Ñ Σout
such that, for each z P Σin and  P p0, 0s, z and pipzq are connected by a trajectory
of (2.6), and
pi0pz0q “ pi0pz1q for z0 “ pa0, δq and z1 “ pa1, δq satisfying (2.5).
Denote the trajectory connecting z P Σin and pipzq by σ, and the time span of
σ by T,δ1 . Then
(5.2) T,δ1 “ 1
ˆż a1
a0
1
fpa, 0, 0q da` op1q
˙
as Ñ 0.
Moreover, there exists M ą 0 such that for each ∆ P p0, δ1s, if we parameterize
σ X tb ă ∆u by paptq, bptqq, t P r0, T,∆s, then there exists ∆ ą 0 satisfying
(5.3)
ż T,∆
0
bptq dt ďM∆ @  P p0, ∆s.
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Proof. The first half of the proof is similar to that in [16], so we will skip some
details. Let ζ “  log b and τ “ t, where t is the time variable in (2.6). Then (2.6)
is equivalent to
(5.4) 9a “ fpa, b, q ` b hpa, b, q, 9b “ b gpa, b, q, 9ζ “ gpa, b, q, 9τ “ .
The limiting fast system (or layer system) of (5.4) is
(5.5) 9a “ b hpa, b, 0q, 9b “ b gpa, b, 0q, 9ζ “ 0, 9τ “ 0.
On the invariant set tb “ 0u, the limiting slow system (or reduced system) is
(5.6) a1 “ fpa, 0, 0q, b “ 0, ζ 1 “ gpa, 0, 0q, τ 1 “ 1,
where 1 denotes ddτ .
Choose δ1 ą 0 small enough so that the trajectories that approach a0 or a1 can
be parameterized as
pain0 pδq, δq and paout0 pδq, δq, δ P r0, δ1s.
Let 0 ă δ2 ă mint |a1|2 , |a0|2 u and
I in “
$’’&’’%
¨˚
˚˝ab
ζ
τ
‹˛‹‚:
a “ ain0 pδ1q
b “ δ1
ζ “  log δ1
|τ | ă δ2
,//.//- , Iout “
$’’&’’%
¨˚
˚˝ab
ζ
τ
‹˛‹‚:
|a´ aout0 pδ1q| ă δ2
b “ δ1
ζ “  log δ
τ “ τ1
,//.//- ,
where
(5.7) τ1 “
ż a1
a0
1
fpa, 0, 0q da.
Let ΛL “W s0 pI in0 q and ΛR “Wu0 pIout0 q be the omega- and alpha-limit sets, respec-
tively, of I in0 and Iout0 . Then
ΛL “
$’’&’’%
¨˚
˚˝ab
ζ
τ
‹˛‹‚:
a “ a0
b “ 0
ζ “ 0
|τ | ă δ2
,//.//- , ΛR “
$’’&’’%
¨˚
˚˝ab
ζ
τ
‹˛‹‚:
|a´ a1| ă δ2
b “ 0
ζ “ 0
τ “ τ1
,//.//- .
Let ML and MR be the manifolds evolved from ΛL and ΛR, respectively, along
(5.6). Since system (5.6) can be decoupled, by writing down the explicit solutions
it is easy to check that, if both (2.5) and (5.7) are satisfied, the projections of ML
and MR in pa, ζ, τq-space intersect transversally along the curve (see Figure 11)
(5.8) σ “
$&%
¨˝
a
τ
ζ
‚˛: a P ra0, a1s, τ “ ż a
a0
1
fpa, 0, 0q da, ζ “
ż a
a0
gpa, 0, 0q
fpa, 0, 0q da
,.- .
Note that ΛL and ΛR are both normally hyperbolic with respect to (5.5). LetrI in and rIout be the manifolds evolved from I in and Iout , respectively, along (5.4).
From the Exchange Lemma [19, 33], by decreasing δ1 and δ2 if necessary,rI in X ta “ a0 ` δ2u is Cr Opq-close to ML X ta “ a0 ` δ2u(5.9)
and rIout X ta “ a1 ´ δ2u is Cr Opq-close to MR X ta “ a1 ´ δ2u.(5.10)
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Also note that system (2.6) is equivalent to
(5.11)
da
dτ
“ fpa, e´ζ{, q ` e
´ζ{

hpa, e´ζ{, q,
dζ
dτ
“ ´gpa, e´ζ{, q.
On σ X ta0 ` δ2 ă a ă a1 ´ δ2u, from (2.5) and (5.8) we have
(5.12) ζ ě min
#ż a0`δ2
a0
gpa, 0, 0q
fpa, 0, 0q da,
ż a1
a1´δ2
´gpa, 0, 0q
fpa, 0, 0q da
+
” 2ν ą 0.
Hence (5.11) is a regular perturbation of (5.6) on ta0 ` δ2 ă a ă a1 ´ δ2, ζ ě νu.
Therefore, from (5.9) and (5.10) the projections of rI in and rIout in pa, ζ, τq-space
intersect transversally along σ X ta0 ` δ2 ă a ă a1 ´ δ2u for any sufficiently small
 ą 0. Hence we can uniquely define the intersection point
z “ rI in X rIout X ta “ 0u.
By the definition of rI in and rIout , the trajectory of (5.4) containing z has unique
intersection points with I in and Iout . Denote these intersections points by zin P I in
and zout P Iout . By definition of I in , the a-coordinate of zin is ainpδ1q. Denote the
a-coordinate of zout by a
out
 ,  P p0, 0s, and aout“0 “ a1. Then aout is a Cr function of
 P r0, 0s such that paout , δ1q lies in the trajectory of (2.6) containing painpδ1q, δ1q.
Now we consider a0 in the above discussion as an independent variable in a
compact subset A of p´8, 0q. Assume that each a0 P A corresponds to an a1 ą 0
satisfying (2.5). By the construction, decreasing 0 and δ2 if necessary, the mapping
p, a0q ÞÑ aout
is Cr on r0, 0s ˆA, and the transition map pi : Σout Ñ Σin satisfies
pipa0, δ1q “ paout pa0q, δ1q,  P p0, 0s.
Setting pi“0pa0, δ1q “ pa1, δ1q, then pi is also Cr on r0, 0s ˆ Σout.
By the relation t “ τ and the expression of σ in (5.8), the time span in t form
zin P Σin to Σout is T,δ1 “ τ1{`Op1q. This proves (5.2).
Next we prove (5.3). Let σ be the trajectory of (2.6) passing through a point
pa0, δ1q P Σin. Fix any ∆ P p0, δ1s. Parameterize σ X tb ă ∆u by pa, bq “
paptq, bptqq, t P r0, T,∆s. We split σ X tb ă ∆u into three parts:
σp1q “ σ X ta ď a0 ` δ2, b ă ∆u “ tpaptq, bptqq : t P r0, T p1q,∆su,
σp2q “ σ X ta P ra0 ` δ2, a1 ´ δ2s, b ă ∆u,
σp3q “ σ X ta ě a1 ´ δ2, b ă ∆u.
Since gpa, b, q ă 0 for a ă 0 there exist 0 ă µ ă C such that
(5.13) gpa, b, q ă ´µ @ pa, b, q P ra0, a0 ` δ2s ˆ r0, δ1s ˆ r0, 0s
Choose ∆ ą 0 such that
a ă a0 ` δ1 @ pa, bq P σp1q and a ą a1 ´ δ1 @ pa, bq P σp3q
for all  P p0, ∆s. From (5.13) and the equation 9b “ ´bgpa, b, q, it follows that
9b ă ´µb on σp1q .
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Since bp0q “ ∆, we then obtain
bptq ď ∆ e´µt, t P r0, T p1q s.
It follows that
(5.14)
ż
σ
p1q

b dt ď
ż T p1q,∆
0
∆ e´µt dt ă C∆
µ
.
Similarly,
(5.15)
ż
σ
p3q

b dt ă C∆
µ
.
From (5.12) we have
´ log b “ ζ ě ν ą 0 on σp2q ,
that is,
(5.16) b ď expp´ν{q on σp2q .
Therefore, using (5.16) on (2.6), on σ
p2q
 we haveˇˇˇˇ
b
da{dt
ˇˇˇˇ
ă b
µ´ Cb ă
1
µ  exppν{q ´ C Ñ 0 as Ñ 0.
Hence
(5.17)
ż
σ
p2q

b dt “
ż a1´δ2
a0`δ2
b
da{dt daÑ 0 as Ñ 0.
Summing up (5.14), (5.15) and (5.17), we conclude that, the inequality (5.3) with
M “ 3C∆{µ holds for any sufficiently small . 
Floquet multipliers are useful for calculating the determinant of the Jacobian of
the Poincare´ map at a cross section of a periodic orbit (see e.g. [36, Chapter 11]).
Our configuration Γpx0q defined in (1.5) is a closed loop, so the nearby trajectories
are nearly periodic orbits. Since these trajectories are not necessarily periodic, stan-
dard Floquet theory does not directly apply. The following theorem is a variation
of that theory suiting our context.
Theorem 5.2. Consider systems in RN , N ě 2, of the form
(5.18) 9z “ hpzq,
where hpzq “ hpz, q is a C2 function of pz, q P RN ˆ r0, 0s. Let z0 P RN with
hpz0, 0q ‰ 0, and let Σ be a cross section of z0 transversal to h0pz0q. Assume that
there exist 0 ą 0 and a neighborhood Σp1q Ă Σ of z0 such that the return map from
Σp1q to Σ is well-defined for  P p0, 0s and is C1 up to  “ 0. That is, there is a C1
function
Ppzq : Σp1q ˆ r0, 0s Ñ Σ
such that for any z P Σp1q and  P p0, 0s there is a trajectory of (5.18) that starts
at z P Σp1q and returns to Σ at Ppzq.
Let ζptq, 0 ď t ď T, be a trajectory of (5.18) that starts at z0 and ends at
Ppz0q. Assume that ż T
0
divphpζptqqq dtÑ λ0 as Ñ 0
26 TING-HAO HSU
for some λ0 P R. Then
(5.19) det
`
DP0pu0q
˘ “ exppλ0q,
where DPpu0q is regarded as a linear transform on the tangent space Tz0Σ.
Proof. The proof is similar to that of [36, Theorem 11.4]. Let ζptq, t P r0, Ts, be
the solution of (5.18) with trajectory Γ. Let β be an ordered basis of RN consisting
of the vector h0pz0q and pN ´ 1q vectors e2, . . . , en of the tangent space Tz0I. Let
Aptq “ rDhpζptqqsβ be the matrix form of the linearization of h along Γ with
respect to the basis β. Let Φptq be the fundamental matrix of
9u “ Aptqu
with Φp0q equal to the identity matrix. Then
(5.20) ΦpTq “
ˆ
v ˚
w rDPpu0qsβ1
˙
NˆN
.
where β1 “ te2, . . . , eNu.
On the other hand, by Liouville’s formula,
detpΦpTqq “ exp
˜ż T
0
trpAptqq dt
¸
detpΦp0qq.
Since trpAq “ divphq and detpΦp0qq “ detpIq “ 1, it follows that
(5.21) detpΦpTqq “ exp
˜ż T
0
divphpζptqq dt
¸
.
To prove (5.19), by (5.20) and (5.21), it suffices to show that
(5.22) v “ 1`Opq and w “ Opq.
Let
ρptq “ hpζptqq.
Then
Φptq
`
hpz0q
˘ “ Φptq`ρp0q˘ “ ρptq @ t P r0, Ts.
In particular,
(5.23) ΦpTq
`
hpz0q
˘ “ ρpTq.
Since Γ is in a Opq-neighborhood of the closed configuration Γ0 and P Ñ P0 as
Ñ 0, we have
(5.24) ρpTq “ hpPpz0qq “ h0pz0q `Opq.
From (5.23) and (5.24) it follows that
ΦpTq
`
hpz0q
˘ “ h0pz0q `Opq.
Since h0pz0q is the first element in the ordered basis β, we obtain (5.22). This
completes the proof. 
Now we are ready to prove our main criteria.
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(A) (B)
Figure 12. (A) Hpyωq ą Hpyαq. The shaded region is negatively
invariant. (B) Hpyωq ă Hpyαq. The shaded region is positively
invariant. In either case, since the region contain a proper subset
of the trajectory passing through z, a neighborhood of z does not
intersect any periodic orbit.
Proof of Theorem 2.1. Suppose a point z lies in the interior of γpx0q for some x0 P
p0,Kq with χpx0q ‰ 0. Then the alpha-limit point p0, yαq “ p0, yαpx0qq and omega-
limit point p0, yωq “ p0, yωpx0qq satisfy Hpyωq ‰ Hpyαq.
In the case that Hpyωq ą Hpyαq, by the monotonicity of Hpyq on the interval
p0, y¯q (see Figure 2), there is a unique number y0 ă yα such that Hpy0q “ Hpyωq.
By Theorem 5.1, a trajectory of (1.1) that enters the vicinity of the y-axis near the
point p0, yωq must leave near the point p0, y0q. Let γA be the trajectory of (1.3)
containing z, and γB the trajectory of (1.3) with alpha-limit point p0, y0q. Let Π
be a common cross section of γA and γB . Choose a point q P Π between γA and
γB (see Figure 12(A)). For each sufficiently small , using a portion of the forward
trajectory of (1.1) from q and a portion the cross section Π one can construct a
negatively invariant region that contains a proper subset of the trajectory passing
through z. Hence there is a neighborhood of z that does not intersect any periodic
orbit. The case with Hpyωq ă Hpyαq can be treated similarly, and is illustrated in
Figure 12(B).
Next we fix any x0 P p0,Kq that satisfies χpx0q “ 0. Then yωpx0q and yαpx0q
satisfies the entry-exit relation (2.5) for (1.1) with py, xq playing the role of pa, bq in
(2.6). Choose δ1 ą 0 and δ2 ą 0 small enough so that the conclusion of Theorem 5.1
holds for (1.1) with yωpx0q and yαpx0q playing the roles of a0 and a1, respectively.
Let
zin “ pδ1, yinq “ γpx0q X tx “ δ1, y ą y¯u,
zout “ pδ1, youtq “ γpx0q X tx “ δ1, y ă y¯u,
and
Σin “ tpδ1, yq : |y ´ yin| ă δ2u, Σout “ tpδ1, yq : |y ´ yout| ă yout{2u.
From Theorem 5.1 there are 0 ą 0 and a C1 function
pip1q : Σin ˆ r0, 0s Ñ Σout
such that pi
p1q
 is the transition map from Σin to Σout for each  P p0, 0s.
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Note that zin P γ1 and zout P γ2 both lie on the same trajectory of (1.3). Since
(1.3) is a regular perturbation of (1.1) and the segment Σout is compact, the transi-
tion map from Σout to a segment Π Ă tpδ1, yq : y ą y¯u containing Σin is well-defined
and smooth for all sufficiently small  ě 0. That is, by decreasing 0 if necessary,
there is a C1 function
pip2q : Σout ˆ r0, 0s Ñ L
such that pi
p2q
 is the transition map from Σout to Π for all  P r0, 0s.
Let
pi “ pip2q ˝ pip1q : Σin Ñ Π,  P r0, 0s
and
Σinp1q “ tz P Σin : pipzq P Σin @  P r0, 0su.
As a pre-image of a compact interval, Σin is a compact interval containing zin. Let
P be the restriction of pi on Σ
in
p1q. Now we have constructed a C
1 function
P : Σ
in
p1q ˆ r0, 0s Ñ Σin
such that P is the return from Σ
in
p1q Ă Σin to Σin for all  P p0, 0s. See Figure 13
for a visualization of these segments.
Let Γ be a trajectory of (1.1) that starts at z
in and ends at Ppzoutq P Σin.
Denote the solution of (1.1) with the trajectory Γ by pxptq, yptqq, t P r0, Ts. Thenż T
0
div
ˆ
ppxq`F pxq ´ y˘
yp´` cppxqq
˙
dt
“
ż T
0
p1pxq`F pxq ´ y˘` ppxqF 1pxq ´ ` cppxq dt
“
ż
Γ
p1pxq
ppxq dx`
ż
Γ
ppxqF 1pxq
yp´` cppxqq dy `
ż
Γ
1
y
dy
“ logpppxqq
ˇˇˇxpTq
x“xp0q
`
ż
Γ
ppxqF 1pxq
yp´` cppxqq dy ` logpyq
ˇˇˇypTq
y“yp0q
.
By the continuity of P at  “ 0, Γpx0q Ñ Γpx0q uniformly as Ñ 0 on any compact
subset of γpx0q, so the first and the third terms in the last expression tends to 0,
and (5.3) in Theorem 5.1 implies thatż
Γ
ppxqF 1pxq
yp´` cppxqq dy “
ż
γpx0q
F 1pxq
cy
dy `Opq.
The last integral equals λpx0q{c by the definition of λpx0q in (1.9). Hence
(5.25)
ż T
0
div
ˆ
ppxq`F pxq ´ y˘
yp´` cppxqq
˙
dt “ λpx0q
c
`Opq.
Since Σin is one-dimensional, from (5.25) and Theorem 5.2 it follows that
(5.26) DP0pzinq “ exppλpx0q{cq.
If λpx0q ‰ 0, then DP0pzinq ‰ 1. Since P0pzinq “ zin, by the implicit function the-
orem, there exists zin P Σinp1q for all sufficiently small  ą 0 satisfying Ppzin q “ zin .
This means there is a periodic orbit ` passing through z
in
 . By the C
1 continuity of
P, the value of logpDPpzin qq has the same sign as logpDP0pzinqq for all sufficiently
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(A) (B)
Figure 13. Σin is a cross section of Γpx0q with χpx0q “ 0, λpx0q ‰
0. The return map P : Σ
in
p1q Ñ Σin is obtained by restricting
the transition map form Σin to Π. (A) λpx0q ă 0 corresponds to
|detDP| ă 1. (B) λpx0q ą 0 corresponds to |detDP| ą 1.
small  ą 0. Therefore, by (5.26) and standard Floquet theory, ` is orbitally locally
asymptotically stable if λpx0q ă 0, and is orbitally unstable if λpx0q ą 0.
Since the time span from Σout to Π is uniformly bounded for  P r0, 0s, by the
equation 9y “ y ` yppxq and the estimate (5.2) in Theorem 5.1,
T “ 1

˜ż yωpx0q
yαpx0q
1
y
dy ` op1q
¸
,
which gives (2.7). 
6. Discussion. In this paper we considered the classical predator-prey model with
various functional responses ppxq. Using geometric singular perturbation theory
and Floquet theory, in Theorem 2.1 we derived characteristic functions χpxq and
λpxq, x P p0,Kq, that depend on the trajectory γpxq for the limiting system with
 “ 0, such that
(i) χpx0q ‰ 0 ñ no periodic orbit passes near γpx0q for any 0 ă  ! 1.
(ii) χpx0q “ 0 and λpx0q ‰ 0 ñ γpx0q admits a relaxation oscillation as Ñ 0.
In the latter case, the sign of λpx0q determines the stability of the limit cycles.
With these criteria, in Theorem 3.1 we demonstrated that if the function F pxq “
rxp1´x{Kq{ppxq has a single interior extremum, then the system has a unique limit
cycle ` when the death rate  ą 0 is sufficiently small, and ` forms a relaxation
oscillation. A broad class of response functions, including ppxq “ m logp1`axq and
ppxq “ mx{pa` xq, satisfy this condition.
When F pxq has two interior local extrema, assuming the yield rate c ą 0 is
sufficiently small and F 2pxq ă 0 on the right of the interior local maximum, in
Proposition 4.3 we derived a criterion depending on the values of the local minimum
and local maximum of F pxq to conclude that either the system has no limit cycle
or has exactly two limit cycles for all sufficiently small  ą 0. In particular, for
the Holling type IV functional response ppxq “ mx{pax2 ` 1q, in Example 4.4 we
derived a threshold K˚ such that, for all sufficiently small , the system has no limit
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cycle if K ă K˚, and the system has exactly two limit cycles if K ą K˚. The inner
limit cycle is orbitally unstable, and the outer one is orbitally locally asymptotically
stable. The prey has low population of order expp´1{q on the outer limit cycle for
a long timespan of order 1{. This result supports the paradox of enrichment, which
says that larger carrying capacity K may lead to destabilization of the coexistence
equilibrium and endanger one or both populations.
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