Introduction
In 1923 there appeared a famous, posthumous paper by A. HuRWITz [11] solving the problem of determining all pairs of positive integers (n, p) and all systems of real numbers :
such that the collection of bilinear forms F; = a03B1ckj03B1fk satisfies the condition (1) Institute of Mathematics, Polish Academy of Sciences, Lodz Branch, Narutowicza 56, Lodz, Poland (2) Institute of Physics, University of Lodz, Nowotki 149/153, Lodz, Poland In other words, he solved the problem of determining all pairs of n-and p-dimensional positive-definite symmetric bilinear forms ( f , g)n and (a, b)p, satisfying the condition (a, a)p ( f, f)n = (a f, a f)n. It is obvious that the solution has to rely upon a suitable choice of the multiplication (a, f ) = a f, , and so it determines the real structures constants (1) in connection with the classification problem for real Clifford algebras (cf. e.g. [22] , pp. 272-273).
Following several earlier attempts (cf. the papers by Adem [1] [2] [3] and the list of references given there), including our own studies [14] [15] [16] [17] on geometrical realizations of possible multiplication schemes, we are going to consider two real vector spaces S and V equipped with non-degenerate pseudo-euclidean real scalar products ( , )s and ( , )v. Namely, for f , g, h E V; ; a, b, c E S, and a, (3 E R we suppose that :
In S and V we choose some bases (fa and (ej), respectively, with a = 1,..., dim S = p; k = 1,... dim 1l = We assume that p n. For the metrics :
by the postulates (3), we get :
Without any loss of generality we can chose the basis so that
The multiplication of elements of S by elements of V is defined as a mapping S x V~ --~ V with the properties.
(iii) there exists the unit element Eo in S with respect to the multiplication : ~0f = f for f E V.
By (i), the multiplication is an R-linear operation on V; by (iii), the multiplication by a E R is identified with the multiplication-by The product a f is uniquely determined by the multiplication scheme for base vectors :
The scheme, together with the postulates (3), yields in particular the following formulae for the real structure constants ( 1 ) :
i. (2) . In this case the corresponding euclidean Hurwitz pair is simply called a Hurwitz pair [14, 15] . Now the programme of our paper may be described so that we aim at solving the following.
Problem. Determine all the pseudo-euclidean Hurwitz pairs effectively, i.e. find all the admissible scalar products ( , )s and ( , )v so that they correspond to a pseudo-euclidean Hurwitz pair (V, S).
Denote by ind S the index of S, that is, the number of naa = -1 in (6) .
Set :
Now we may say we have to determine all the admissible systems being determined in (4) , what gives rise to the calculation of the structure constants (1) according to the formulae (8) . All the results of HURWITZ [11] are included in our results obtained in the case s = 0 and symmetric and positively defined: Let us describe briefly the earlier approaches to the problem. CHEVALLEY [5] and LEE [21] [8] . The monograph [9] on orthogonal designs points out additional combinatorial aspects. Finally, more general types of composition for sums of squares with their relation to algebraic topology have recently been discussed in [27] .
Thus, our rask may be described as a specification of some results given in [24, 25, 9] , namely of [9] [14] [15] [16] [17] with a geometrical approach enabling an original, the simplest foundation of the regular mapping theory within CLIFFORD analysis, and also physical models connected with particle physics [16, 17] , including solitons (solitary waves) [12, 13, 28, 29] . As noticed by HESTENES [10] , p. 9, Clifford algebras "become vastly richer when given geometrical and/or physical interpretations". Another geometrical approach has been proposed in [6, 7] . where In stands for the identity n x n-matrix.
Proof. - We rewrite the generalized Hurwitz condition (ii) in the coordinate form..
We have :
Hence, by (8) , the property (ii) becomes :
or, equivalently,
In the matrix notation (13) the latter relation reads :
Now we observe that the R-linearity of fa as an endomorphism of V, together with the relations (7) and (19) , is equivalent to the conditions (i) and (ii) which are required for the chosen multiplication. Besides, (19) yields the invertibility of Ca. Let us fix an arbitrary integer t E { 1, ... , p~ . Introducing the matrices fa, a ~ t, determined by (14) , we arrive at the system (15) - (17), where = being chosen diagonal as in (6) . Since qtt = 1 or -1, we get the system (14) - (18), equivalent to the original system of the equations (7), (13), (14), and (19) . Since the Hurwitz pair (V, S) is given, the real structure constants (8) are uniquely defined, up to an orthogonal transformation 0 E 0 (n), and this, by (13) and (14) (9 ) .
Proof. -The first conclusion follows from Lemma 1, especially from the conditions (17) and (18), if we take into account (9) . The second conclusion is a consequence of (15) and (16 
and ~T = ~~.
Proof. -Let us take the assumption (A) and consider a corresponding system (10) with the notation (9) . It is interesting to notice that the pair (r, s) is not determined uniquely, yet this observation is of no importance to us now. By Lemma 2 the metric ~ _ (~~k~ in (10) (7, 6) , and (6, 5), respectively. Hence, by (24) and (25), we arrive at (26) with :
Now we return our attention to the case q = 7, which is the most similar to the case q = 1. In analogy to that case we find :
By (24) and (25) we arrive at (26) (28) , what completes the proof since the conclusion KT = 6x is obvious. 3 . Classification according to the admissible systems (n, r, s, ~)
The formulae (26) for K in an arbitrary basis (e;) of V appear to be pretty complicated because of an involved character of (27) , (24), and (23 However, it simplifies the classification (44) -(48) considerably. In a subsequent paper [11] we are going to rearrange the proofs of Theorems 2 and 3 so that one can see that the choice of and si really optimal in a suitable sense. This is necessary for discovering several symmetries of the admissible systems (n, r, s, K), but of course then the corresponding proofs are longer.
Proof of Theorem 9 -The first step. Let us take the assumption (A) and consider the corresponding system (10) with the notation (9) . The assertion (V) is a direct consequence of Theorem 3. In order to prove the assertion (VI) we observe that the formula (24) can be written as with A(z) and B(z) defined as follows. (24) and (25) .
Suppose first that 6 = -1. Then ",2 = -In implies that the basis (e~) of V can be chosen so that we have the third possibility in (12) (26) , and K is given by (24 
