Various approaches have been developed over the last four decades to characterize the magnitude of nonlinear interaction between triads of internal waves in stratified oceanographic flows. The present manuscript compares some of these approaches and demonstrates that, in the limit of long internal waves in hydrostatic balance and in the absence of rotation, these various approaches predict different rates of energy transfer between waves. Nevertheless, and somewhat surprisingly, under assumption of resonant wave-wave interactions, these approaches give equivalent results.
Introduction
Wave-wave interactions in stratified oceanographic flows have been a subject of intensive research in the last four decades. Of particular importance is the existence of a "universal" oceanographic spectrum of internal waves, the Garrett and Munk spectrum. It is generally perceived that the existence of a universal spectrum is, at least in part and perhaps even primarily, the result of nonlinear interactions of waves with different wavenumbers. Due to the quadratic nonlinearity of the underlying primitive equations, waves interact in triads. Therefore the question arises: how strongly do waves with wavevector p interact with wavevectors p 1 and p 2 , where p = p 1 + p 2 ?
Various approaches have been developed to characterize the magnitude of such interactions (Hasselmann, 1966; Kenyon, 1966 Kenyon, , 1968 McComas, 1975; Müller and Olbers, 1975; Olbers, 1974 Olbers, , 1976 Pelinovsky and Raevsky, 1977; McComas and Bretherton, 1977; Pomphrey et al., 1980; Voronovich, 1979; Milder, 1982; Caillol and Zeitlin, 2000; Tabak, 2001, 2004 ) (see Table 1 for details.) In this paper we concentrate of four of these approaches, namely (Müller and Olbers, 1975; Voronovich, 1979; Caillol and Zeitlin, 2000; Lvov and Tabak, 2001) . We show that, in general, they predict quantitatively different magnitudes for transfer rates as a function of interacting wavevectors. Such apparent discrepancy is probably a result of 1 various approximations used to derive the wave-wave interaction coupling coefficients. Detailed investigation of underlying reasons for these differences is beyond the scope of this paper. Nevertheless, and somewhat surprisingly, under the assumption of resonant wavewave interactions, all of these four approaches produce equivalent results.
These approaches represent various attempts to derive a closed equation representing the slow time evolution of the wavefield's spectral density. Such an equation is called a kinetic equation (Zakharov et al., 1992) . Various formulations have been presented in Eulerian, isopycnal and Lagrangian coordinates, with and without rotation, with and without a long wave (hydrostatic) approximation, for uniform and variable stratification rates, and with representations of the internal wave field as a continuum of vertically propagating waves and as a discrete set of vertical modes. We summarize these approaches and differences between them in Table 1 . A typical restriction is to exclude interactions with potential vorticity carrying members of the fluid dynamical system, for which we refer the reader to Lelong and Riley (1991) and Caillol and Zeitlin (2000) .
Such kinetic equations take the form (Zakharov et al., 1992) :
Here n p = n(p) is a three-dimensional action spectrum and the interacting wavevectors p, p 1 and p 2 are given by p = (k, m),
i.e. k is the horizontal part p, and m is its vertical component. We assume the wavevectors are signed variables and wave frequencies are restricted to be positive. The factor V is a matrix representation of the coupling coefficients describing transfers between triad members. The purpose of this paper is to reduce and compare various expressions for the interaction matrices V . In particular, we concentrate on
• Description based on Lagrangian coordinates (Olbers, 1974 (Olbers, , 1976 Müller and Olbers, 1975) ,
• a canonical Hamiltonian description using Clebsh variables in Eulerian coordinates (Voronovich, 1979) ,
• a dynamical derivation of kinetic equation without Hamiltonian in Eulerian coordinates (Caillol and Zeitlin, 2000) ,
• a canonical Hamiltonian description in isopycnal coordinates Tabak, 2001, 2004) .
We view the distinction among Lagrangian and isopycnal or Eulerian coordinates as the most dynamically significant difference: The use of a Lagrangian coordinate system requires an expansion in powers of small fluid parcel displacements in addition to an assumption of weak nonlinearity, whereas formulations in isopycnal or Eulerian coordinates require only an assumption of weak nonlinearity. An issue with extant Lagrangian representations is that the small amplitude assumption represents an unconstrained approximation whose domain of validity vis-a-vis the weak interaction approximation is not well defined, (Müller et al., 1986) . The use of a Lagrangian coordinate system places the nonlinearity in the incompressibility constraint, and a single plane wave is not an exact solution of the equations of motion, (Sanderson, 1985) . In Eulerian coordinates the nonlinearity is advective and a single plane wave is an exact solution of the equations of motion. On the other hand, it is a robust observational fact that Eulerian frequency spectra at high vertical wavenumber are contaminated by vertical Doppler shifting: near-inertial frequency energy is shifted to higher frequency at approximately the same vertical wavelength. Use of an isopycnal coordinate system considerably reduces this artifact, (Sherman and Pinkel, 1991) . Thus differences in the approaches may represent physical effects rather than technical issues such as the proper implementation of a potential vorticity conservation statement (Caillol and Zeitlin, 2000) .
A further consideration is that much of the theoretical development is facilitated by appealing to well developed machinery by using a Hamiltonian based representation, (e.g. Zakharov et al., 1992) . The development of a kinetic equation is further facilitated by transforming to canonical coordinates, for which one can demonstrate that the symmetries and hence conservation principles of the original equation set have been preserved. Finding canonical coordinates, however, can be highly nontrivial. Transformations to canonical coordinates have been found using Clebsch variables in Eulerian coordinates (Voronovich, 1979; Pelinovsky and Raevsky, 1977) and in isopycnal coordinates Tabak, 2001, 2004) .
It is possible, however, to obtain a kinetic equation directly from the dynamical equations of motion, without the use of the Hamiltonian structure. Such approach was executed by Caillol and Zeitlin (2000) .
Having attained a canonical representation of resonant interactions in Tabak (2001, 2004) , and in particular one that avoids questions of the small displacement approximation or Doppler shifting associated with an Eulerian representation, our interest here is to answer, "To what degree are these various descriptions consistent?", with the understanding that the isopycnal formulation can be taken as the best representation of this process.
The answer to this question is the following: In the case of long internal gravity waves in the hydrostatic balance approximation in the absence of rotation (Müller and Olbers, 1975; Voronovich, 1979; Caillol and Zeitlin, 2000; Lvov and Tabak, 2001) give different magnitude of wave-wave interactions. However under assumption of resonant interactions, all these approaches give equivalent results.
Note that Müller and Olbers (1975) and 1 allow the inclusion of rotation. The inclusion of rotation breaks the scale invariance of interaction matrix and does not allow a transparent analytical reduction to the resonant manifold. Our comparison Table 1: A list of various kinetic equations.
Results from Olbers (1976); McComas and Bretherton (1977) ; Pomphrey et al. (1980) are reviewed in Müller et al. (1986) , who state that Olbers (1976) , McComas and Bretherton (1977) and an unspecified Eulerian representation are consistent on the resonant manifold. Pomphrey et al. (1980) utilizes Langevin techniques to assess nonlinear transports and Müller et al. (1986) characterize Olbers (1976) ; McComas and Bretherton (1977) ; Pomphrey et al. (1980) as being mutually consistent. Kenyon (1968) states (without detail) that Kenyon (1966) and Hasselmann (1966) give numerically similar results. A formulation in terms of discrete modes will typically permit an arbitrary buoyancy profile, but obtaining results requires specification of the profile. Of the discrete formulations, Pomphrey et al. (1980) use an exponential profile and the others assume a constant stratification rate. source coordinate vert. struct. rotation hydro special Hasselmann (1966) Lagrangian discrete no no Kenyon (1966 Kenyon ( , 1968 Eulerian discrete no no non-Hamiltonian Müller and Olbers (1975) Lagrangian cont. yes no McComas (1975 McComas ( , 1977 Lagrangian cont. yes yes Pelinovsky and Raevsky (1977) Eulerian cont. no no Clebsh Voronovich (1979) Eulerian cont. no no Clebsh Pomphrey et al. (1980) Lagrangian discrete yes no Langevin Milder (1982) Isopycnal n/a no no Caillol and Zeitlin (2000) Eulerian cont. no no non-Hamiltonian Lvov and Tabak (2001) Isopycnal cont. no yes canonical Isopycnal cont. yes yes canonical 4 would be much harder to perform and is therefore is outside the scope of the present paper.
Various matrix elements
In this section we provide a short review of approaches used in this paper. We do so for completion and to transfer everything to a uniform notation. We use the internal wave dispersion relation
where N is buoyancy (Brunt-Väisälä) frequency and the inertial frequency f is neglected. We further assume hydrostatic balance:
Kenyon and Hasselmann
The first kinetic equations for wave-wave interactions in a continuously stratified ocean appear in Kenyon (1966) ; Hasselmann (1966) ; Kenyon (1968) . Kenyon (1968) states (without detail) that Kenyon (1966) and Hasselmann (1966) give numerically similar results. We have found that Kenyon (1966) differs from the four approaches examined below on one of the resonant manifolds, but have not pursued the question further. We therefore exclude it from this study for simplicity of presentation.
Olbers
Matrix elements derived in Olbers (1974) are given by |V
± from the Appendix of Müller and Olbers (1975) . In our notation, their matrix elements are given by
To arrive at this formula, we have taken formula in Appendix of Müller and Olbers (1975) , together with their formula (3), took the case of f = 0, and performed hydrostatic balance approximation (3). 5
Pelinovsky and Raevsky
An interesting paper on internal waves is Pelinovsky and Raevsky (1977) . There the kinetic equation is derived by averaging Lagrangian of the stratified fluid (averaging of the variational principle). Clebsh variables are used to obtain the interaction matrix elements for both constant stratification rates, N = const., and arbitrary buoyancy profiles, N = N(z). Not much details are given, but there are some similarities with appearance of the Voronovich (1979) . It is also stated in the paper that their matrix elements are equivalent to those derived in their citation [11] , which is Brehovsky (1975) . Because Brehovsky (1975); Pelinovsky and Raevsky (1977) are in Russian and not trivial to obtain, we do not pursue comparison with Brehovsky (1975); Pelinovsky and Raevsky (1977) further.
Voronovich
Voronovich have used Clebsh-like variables to derive the Hamiltonian for incompressible stratified flows in the ocean. It is probably the first Hamiltonian structure derived for such kind of flows. We write down Voronovich's matrix element from Voronovich (1979) using his formula (A.1). This formula is derived for general boundary conditions. To make comparison with other cases, we choose a Fourier basis for his vertical structure function φ(z). That allows us to solve for the matrix elements defined via Eq. (11) and above it in his paper. Then the convolutions of the basis functions give delta-functions in vertical wavenumbers. It allows to rewrite his equation (A.1) in the form:
Note that (5) looks quite similar to the interaction matrix element in isopycnal coordinates,
. Finally, we note that a detailed explanation of Voronovich's method appears the textbook Miropolsky (1981)(section 7.1 there).
Milder
An alternative Hamiltonian description was developed in Milder (1982) , in isopycnal coordinates without hydrostatic balance. The resulting Hamiltonian is an iterative expansion in powers of a small parameter, similar to the case of surface gravity waves. In principle, that approach may also be used to calculate wave-wave interaction amplitudes. However since that calculations were not done in Milder (1982) , we do not pursue the comparison further. 6
Caillol and Zeitlin
A kinetic equation for internal waves was also derived in Caillol and Zeitlin (2000) , Eq. (61).
To make it appear equivalent to more traditional form of kinetic equation, as in Zakharov et al. (1992) , we make change of variables l → −l in the second line, and k → −k in the third line of (61) of Caillol and Zeitlin (2000) . If we further assume that all spectra are symmetric, n(−p) = n(p), then the kinetic equation assumes traditional form, as in Eq.
(1), see Müller and Olbers (1975) ; Zakharov et al. (1992) ; Tabak (2001, 2004) . The matrix elements according to Caillol and Zeitlin (2000) are shown as X k,l,p and Y ± k,l,p in Eqs. (62) and (63), where |V
Isopycnal Hamiltonian
Finally, in Tabak (2001, 2004 ) the following wave-wave interaction matrix element was derived based on Hamiltonian formulation based on isopycnal form of equations of motion:
Observe that in this form, these equations look very similar to (5), except that (5) contains additional terms that will vanish on the resonant manifold. The origin of those extra terms and relations of approaches of Voronovich (1979) and Lvov and Tabak (2001) is a subject of present investigation.
Resonant and near-resonant wave-wave interactions
How one can compare the function of two vectors p 1 and p 2 , and their sum or difference? First one realizes that out of 6 components of p 1 and p 2 , only relative angles between wavevectors enter into the equation for matrix elements. That is because matrix element depend on the inner products of wavevectors. The overall horizontal orientation of the wavevectors does not matter. Indeed, given the fact that horizontal wavevectors form a triangle (thus a triangle inequality and kinematic box), then relative angles could be determined from the magnitudes of the horizontal wavevectors k, k 1 and k 2 . Thus the only needed components are |k|, |k 1 |, |k 2 |, m and m 1 (m 2 is computed from m and m 1 ). Further note that in the f = 0 and hydrostatic limit, all matrix elements become scale invariant functions. That is to say that it is sufficient to choose arbitrary scalar value for |k|, and m, since only |k 1 |/|k|, |k 2 |/|k| and m 1 /m enter the expressions for matrix elements. We make the particular (arbitrary) choice that |k| = m = 1, and thus the only independent variables to consider are |k 1 |, |k 2 | and m 1 . Finally, m 1 is determined from the resonance conditions, as explained in the next subsection below.
Reduction to the Resonant Manifold
When confined to the traditional form of the kinetic equation, wave-wave interaction (scattering) happens on the resonant manifolds defined as
To compare matrix elements on the resonant manifold we are going to use the above resonant conditions and the internal wave dispersion relation (2). To determine vertical components m 1 and m 2 of the interacting wavevectors, one has to solve the resulting quadratic equations. Without restricting generality we choose m > 0. Therefore each of the three resonance types described above, there are two solutions for m 1 and m 2 . These solutions are given below.
Resonances of type 8(a) give
Note that because of the symmetry, (9a) translates to (9b) if indices 1 and 2 are exchanged.
Resonances of type 8(b) give
Resonances of type 8(c) give
Because of the symmetries of the problem, (10a) is equivalent to (11a), and (10b) is equivalent to (11b) if indices 1 and 2 are exchanged. 
Comparison of matrix elements ON the resonant manifold
As explained above, we choose f = 0 and hydrostatic balance. Such a choice makes matrix element to be scale invariant functions. It is easy to compare scale invariant functions as explained above. In particular we can choose |k| = m = 1. Then, all the matrix elements are functions of only |k 1 | and |k 2 |. Moreover, we should consider matrix elements only within the kinematic box, which is defined as
This is a consequence of the triangle inequality. Note that the matrix elements will have different values depending on the dimensions, so that isopycnal and Eulerian approaches will give different values. To address this issue in the simplest possible way, we multiply each matrix element by a dimensional number chosen in such a way that all matrix elements are equivalent for some specific wavevector. In particular, we choose the scaling constant in such a way that |V (|k 1 | = 1, |k 2 | = 1)| 2 = 1. This allows us to remove the nonessential differences between various formulations.
3.2.1 Resonances of the "sum" type 8(a)
| 2 given by (9b). All approaches give equivalent results. This is confirmed by plotting the relative ratio between these approaches, and it is given by numerical noise (not shown). The solution (9a) gives the same matrix elements but |k 1 | and |k 2 | are exchanged owing to their symmetries.
Resonances of the "difference" type 8(b) and 8(c)
We then turn our attention to resonances of "difference" type 8(b). Note that 8(c) could be obtained by symmetrical exchange of the indices. In particular, we start by comparing matrix elements on the solution (10a). Matrix elements |V Fig. 2 . We see that all the matrix elements are equivalent. Again, the relative differences between different approaches are given by numerical noise (not shown). Finally, |V Fig. 3 . Again, all the matrix elements are equivalent.
The solutions (11a) and (11b) give the same matrix elements but |k 1 | and |k 2 | exchanged as the solutions (10a) and (10b) owing to their symmetries.
Special triads
In these section we look in closer details on the special limiting triads with extreme scale separation. We do so to confirm that all matrix elements are indeed asymptotically consistent in the case of extreme scale separation. Extreme scale separation include three simple interaction mechanisms identified by McComas and Bretherton (1977) :
• the vertical backscattering of a high frequency wave by a low frequency wave of twice the vertical wavenumber into a second high frequency wave of oppositely signed vertical wavenumber. This type of scattering is called elastic scattering (ES). Note that solution (9a) in the limit |k 1 | → 0 correspond to this type of special triad.
• The scattering of a high frequency wave by a low frequency, low wavenumber wave into a second, nearly identical, high frequency -high wavenumber wave. This type of scattering is called induced diffusion (ID). Note that (9b) in the limit that |k 1 | → 0 correspond to this type of special triad.
• The decay of a low wavenumber wave into two high vertical wavenumber waves of approximately one-half the frequency. This is called parametric subharmonic instability (PSI). (10a) in the limit that |k 1 | → 0 correspond to this type of triad.
To study the detailed behavior of the matrix elements in the special triad cases, we choose to present the matrix elements along a straight line defined by
This line originates from the corner of the kinematic box in Figures 1-3 at (|k 1 |, |k 2 |) = (0, |k|) and has a slope of 1/3. The matrix elements here are shown as functions of ǫ in Fig. 4 . We see that all four approaches are again equivalent on the resonant manifold.
Near the Resonant Manifold
Above we have compared the values of matrix element on the resonant manifold. However it is becoming increasingly apparent that near resonant manifold interactions may also play a significant role in wave-wave interactions (Gershgorin et al., 2007; Lvov et al., 1997; Janssen, 2003) . This is the result of the nonlinear renormalization of the linear dispersion frequency as a result of nonlinear wave-wave interactions. To take these renormalization self-consistently into account, one has to "broaden" the energy conserving delta-functions in (1), δ ωp −ωp 1 −ωp 2 , etc.
Stepping away from the resonant manifold makes a comparison difficult to perform, as one would have to compare functions of three parameters (magnitudes of |k 1 | and |k 2 | and the magnitude of m 1 . To make the comparison feasible we step a little bit away from the manifold, i.e. we do the same comparison as in Fig. 2 but choose off-resonant triads such that m 1 /m = m
Conclusion
In this paper we have reviewed different approaches for wave-wave interactions that were presented in the literature in the last three decades. Namely, we have concentrated on the approaches of Müller and Olbers (1975) ; Voronovich (1979); Caillol and Zeitlin (2000) ; Lvov and Tabak (2001) . We have demonstrated that all these approaches give different amplitude for wave-wave interactions in internal waves. That is hardly surprising, given the amount of time and space that have elapsed between these approaches, different approximations and techniques used. What is strikingly surprising, however, is that when reduced to resonant manifold, all approaches, give equivalent results. In particular, all the approaches give equivalent asymptotic behaviors of the matrix elements for the named triads. If we try to take into account triads slightly away from the resonant manifold, each approach gives the different magnitude of wave-wave interactions.
The physical interpretation is that the small amplitude expansion implicit in the use of the Lagrangian coordinate system does not restrict the domain of validity beyond general caveats about the validity of the resonant interaction approximation in general, and that contamination of high frequency fine scale spectra in Eulerian coordinates by vertical Doppler shifting does not appear as an energy exchange in the kinetic equation -if the analysis is confined to resonant interactions. These conclusions are, of course, tempered by our restricted analysis under the hydrostatic and non-rotating approximations. 
