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Abstract





We construct a differential-geometric model for real and complex differ-
ential K-theory based on a smooth manifold model for the K-theory spectra
defined by Behrens using spaces of Clifford module extensions. After writing
representative differential forms for the universal Pontryagin and Chern char-
acters we transgress these forms to all the spaces of the spectra and use them
to define an abelian group structure on maps up to an equivalence relation
that refines homotopy. Finally we define the differential K-theory functors
and verify the axioms of Bunke-Schick for a differential cohomology theory.
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Differential cohomology theories are in general non-homotopy-invariant
refinements of topological generalized cohomology theories. When the un-
derlying cohomology theory is K-theory, the resulting differential cohomol-
ogy theory can be defined as a kind of homotopy fiber product of topological
K-theory with the closed differential forms over de Rham cohomology, along
the Chern character and the map taking de Rham cohomology class. The
closed form assigned to a differential cocycle encodes some geometric infor-
mation, such as that coming from the curvature of a connection on a vector
bundle. Thus one can perhaps think of differential K-theory as a geometric,
rather than just topological, invariant.
Although ordinary differential cohomology had been studied before, dif-
ferential K-theory in particular was first defined by Hopkins and Singer in
[HS05]. Several models of complex differential K-theory have been studied
since then; the one that we most owe our present differential-geometric ap-
proach to is that developed for even complex K-theory in [SS10] and extended
to include odd complex K-theory in [TWZ13] and [TWZ16]. A model for real
differential K-theory was also developed recently in [GS21], though it is writ-
ten in the language of smooth infinity-stacks, which is a different approach
1
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to ours.
In their survey [BS12], Bunke and Schick state axioms defining a differ-
ential generalized cohomology theory. We recall the axioms here:
Definition 1.1. Given a generalized cohomology theory E together with a
natural transformation ch : E(M)→ H∗(M,R) to ordinary cohomology with
real coefficients, a differential extension of (E, ch) is a quadruple (Ê, R, I, a),
where Ê is a contravariant functor from the category of compact smooth
manifolds with boundary to the category of Z-graded abelian groups, and R,
I, a are natural transformations:
1. R : Ê∗(M)→ Ω∗cl(M ;R)
2. I : Ê∗(M)→ E∗(M)
3. a : Ω∗(M ;R)/ Im(d)→ Ê∗+1(M)
such that:









5. R ◦ a = d
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6. The following sequence is exact:
E∗−1(M) ch // Ω∗−1(M ;R)/ Im(d) a // Ê∗(M) I // E∗(M) 0 // 0
The goal of this work is to construct two functors that fit into the diagram
above, where the underlying cohomology functors E are real and complex K-
theory, together with natural transformations that satisfy the axioms above.
To do this we follow an approach similar to that taken in Tradler-Wilson-
Zeinalian [TWZ16], but which allows us to present both the real and com-
plex cases simultaneously. We use a model for the underlying K-theory spec-
tra based on Clifford modules which was developed by Behrens in [Beh04].
While it has similarities to the approach of Atiyah-Singer [AS69] using spaces
of Clifford-linear Fredholm operators, this model has the advantage that
the classifying spaces it constructs are colimits of finite-dimensional smooth
manifolds. Since our functors are defined only for compact manifolds, these
classifying spaces can essentially be treated like finite-dimensional smooth
manifolds themselves.
We define closed differential forms on these spaces which for those cor-
responding to BO × Z and BU × Z represent the universal Pontryagin and
Chern characters, respectively. One intermediate result we obtain is that
these universal forms are periodic on the nose under transgression and Bott
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periodicity. We define an abelian group structure on equivalence classes of
maps into these spaces by shuffling together irreducibles, where the equiv-
alence relation is a concordance that refines homotopy defined using fiber
integration of the transgressed forms. Finally we give the definitions of the
real and complex differential K-theory functors and verify the axioms of
Bunke-Schick.
The values of differential K-theory on a point are themselves interesting
and can easily be computed using the exact sequence:
i OCln−1/OCln K
R
i (∗) K̂Ri (∗) UCln−1/UCln KCi (∗) K̂Ci (∗)
0 BO × Z Z Z BU × Z Z Z
−1 O Z/2Z Z/2Z U 0 R/Z
−2 O/U Z/2Z Z/2Z BU × Z Z Z
−3 U/Sp 0 R/Z U 0 R/Z
−4 BSp× Z Z Z BU × Z Z Z
−5 Sp 0 0 U 0 R/Z
−6 Sp/U 0 0 BU × Z Z Z
−7 U/O 0 R/Z U 0 R/Z
Noteworthy are the appearance of the circle group in degrees correspond-
ing to the spaces U/Sp and U/O in the real theory and U in the complex
theory.
One pleasant feature of Clifford algebras is that their representations
carry a natural graded ring structure. In future work we hope to exploit this
to define a multiplicative structure on differential K-theory as axiomatized in
[BS12]. While it is straightforward to define such a product for even-degree
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complex K-theory there appear to be technicalities making it difficult to
extend this product to other degrees, and we leave this work for the future.
2. Quasifibrations
Quasifibrations are weak generalizations of fibrations where the fibers are
only required to be weakly equivalent to the standard fiber. They are not re-
quired to satisfy a lifting criterion. Their defining property could be described
as the weakest condition necessary for a map to yield a long exact homotopy
sequence. They will be important for the construction of the structure maps
of our K-theory Ω-spectra. All spaces and maps in this section are assumed
base-pointed.
Definition 2.1. A quasifibration is a surjective map p : E → B, for B
path-connected with base point b such that p∗ : πn(E, p
−1(b))→ πn(B) is an
isomorphism for all n. We will use F = p−1(b) for the fiber over the basepoint
of B.
Proposition 2.2. Given a quasifibration p : E → B, the long exact sequence
of homotopy groups becomes:
· · · → πn(F )
i∗−→ πn(E)
p∗−→ πn(B)
∂−→ πn−1(F )→ · · · → π0(E)→ 0.
Here we only require the π0 terms to be based sets, rather than groups.
Proposition 2.3. Let p : E → B be a quasifibration for E contractible, with
c : E×I → E a contracting homotopy. Let s : E → PB be the map assigning
6
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to a point x ∈ E the path t 7→ p(ct(x)). Here PB is the space of paths in B
ending at b. Then if σ = s|F , we have that σ : F
∼−→ ΩB is a weak homotopy
equivalence.
Proof. We have the following ladder of long exact sequences, where the top
sequence comes from the long exact homotopy sequence associated to the pair
E,F together with the defining property of a quasifibration, and the bottom
sequence is the long exact sequence associated to the path-loop fibration.
· · · // πi+1E //
πi+1s







πiB // · · ·
· · · // πi+1PB // πi+1B // πiΩB // πiPB // πiB // · · ·
The map s is a weak equivalence since both E and PB are contractible. The
five-lemma then implies that σ is a weak equivalence.
The following lemma of Dold and Thom gives a useful set of criteria by
which to recognize a quasifibration. This proof is adapted from [Hat02].
Lemma 2.4 (Dold-Thom). Let p : E → B be map and F kB for k ≥ 0 a
filtration with F 0B = {pt.} and B = ∪F kB such that the following properties
hold:
1. For every open set U ⊂ F k+1B − F kB, the restriction p−1(U) → U is
a Serre fibration.
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2. For every F kB there is an open set N ⊃ F kB and a homotopy h :
N×I → N covered by a homotopy h̃ : p−1(N)×I → p−1(N) such that:
(a) h deforms N into F kB: imh1 ⊂ F kB and h|FkB ⊂ F kB.
(b) h̃1 is a weak equivalence on fibers, ie., for all x ∈ N , h̃1 : p−1(x)→
p−1(h1(x)) is a weak equivalence.
Then p : E → B is a quasifibration.
Proof. The proof proceeds by induction on the filtration, using three sub-
lemmas:
1. (Patching) Let B = B1 ∪ B2, for open sets B1, B2. Let E1 = p−1(B1),
E1 = p
−1(B2), and p
−1(B) = E. If p|E1 , p|E2 , and p|E1∩E2 are all quasi-
fibrations, then p : E → B is a quasifibration:
Write the long exact sequences of the triples (E1, E1 ∩ E2, F ) and
(B1, B1 ∩B2, b), using the five-lemma to get isomorphisms πn(E1, E1 ∩
E2) ' πn(B1, B1 ∩ B2). Write the long exact sequence of the triples
(E,E1, F ) and (B,B1, b), using the homotopy excision theorem to get
πn(E1, E1∩E2) ' πn(B1, B1∩B2)⇒ πn(E,E1) ' πn(B,B1), to obtain
πn(E,F ) ' πn(B), for all n ≥ 0.
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2. (Limits) If B = ∪Bn with Bn ⊂ Bn1 for all n ≥ 0, and p|En : En → Bn
a quasifibration for all n ≥ 0, then p : E → B is a quasifibration.
Any compact subspace of E lies in En for some n ≥ 0, and likewise for
B. It follows that πi(E,F ) = colimπi(En, F ) ' colimπi(Bn) = πi(B)
for all i ≥ 0.
3. (Deformation) Let p : E → B be a map and B′ ⊂ B with p|E′ :
E ′ → B′ a quasifibration, along with a deformation h : B × I → B
into B′, covered by a deformation h̃ : E → E into E ′ satisfying the
two properties in the statement of the lemma. Then p : E → B is a
quasifibration.
First we consider the composition (E,F )
h̃1−→ (E ′, h̃1(F ))
i−→ (E, h̃1(F )),
applying the five-lemma to the long exact sequences of the pairs (E,F )
and (E, h̃1(F )) to get a weak equivalence πn(E,F ) ' πn(E ′, h̃1(F )) for
all n ≥ 0. The map B h1−→ B′ is a homotopy equivalence, and p|E′ is
a quasifibration, so p : E → B is a weak equivalence, completing the
commutative square.
4. (Induction) p|E0 : E0 → B0 is a fibration, trivially. Assume by induc-
tion that Bn is a quasifibration. Let Bn ⊂ N ⊂ Bn+1 with N open,
such that a deformation exists from N into Bn as described in the
CHAPTER 2. QUASIFIBRATIONS 10
statement. Then p is a quasifibration over N by the deformation step,
p is a quasifibration over N ∩ (Bn+1 − Bn) by the first property, and
p is a quasifibration over Bn+1 − Bn by the first property. So by the
patching step, p is a quasifibration over Bn+1 = N ∪ (Bn+1 −Bn).
Definition 2.5. An Ω-spectrum is a sequence {Kn}n∈Z of spaces together
with weak equivalences σn : Kn
∼−→ ΩKn+1 which are referred to as the
structure maps.
Although sequential spectra are usually indexed by the natural numbers
our spectra will be integer-indexed, though simply truncating at zero will
give an Ω-spectrum in the usual sense.
In what follows we will construct certain contractible spaces together
with projection maps onto spaces which define Ω-spectra classifying real and
complex K-theory. The Dold-Thom lemma will be used to verify that these
projections are quasifibrations, after which the corresponding maps σ from
the fibers as defined above will become the structure maps of the Ω-spectra.
3. Clifford Extensions
Clifford algebras and their representations provide a natural framework
for constructing models of K-theory. All of the spaces in our K-theory Ω-
spectra will be defined as certain spaces of Clifford module structures. We
will also make use of Bott periodicity, which can be seen as a reflection
of a purely algebraic periodicity in the structure of Clifford algebras. This
periodicity phenomenon will be exploited to provide the deloopings necessary
to define the positively indexed part of the Ω-spectra. As these algebras and
their representations play a central role in the construction that we will use
to define our model of differential K-theory, we recall their definition and
define some basic related objects that we will use throughout the rest of this
work. Most of these definitions are due to Behrens [Beh04].
Definition 3.1. The Clifford algebra Cl(V, q) associated to a vector space
V over a field k with quadratic form q : V → k is the universal unital
associative k-algebra with inclusion i : V ↪→ Cl(V, q) satisfying v · v = q(v)
for all v ∈ i(V ).
Cl(V, q) is universal in the sense that any linear map j : V → A of a
vector space V with quadratic form q into an associative algebra A for which
j(v) · j(v) = q(v), factors uniquely through inclusion into Cl(V, q), giving the
11









The Clifford algebra Cl(V, q) can be constructed as a quotient of the
tensor algebra on V as follows. Let
T (V ) =
∞⊕
r=0
V ⊗r = k ⊕ (V )⊕ (V ⊗ V )⊕ · · ·
be the Z-graded tensor algebra over k generated by V . Let I be the two-sided
ideal generated by elements v ⊗ v − q(v) for all v ∈ V . Note that this while
this ideal is not homogeneous, it is of even degree in T (V ). We define
Cl(V, q) = T (V )/I
to be its quotient. It is straightforward to confirm that this construction
satisfies the universal property.
The Clifford algebra also inherits a grading from the tensor algebra, al-
though only a Z/2Z-grading will persist, rather than the full Z-grading.
The Clifford algebra Cl(V, q) may be viewed as a deformation of the ex-
terior algebra ΛV . The two are isomorphic as vector spaces, and when q
degenerates to the zero quadratic form they actually become isomorphic as
algebras. In general while the Z-grading of T (V ) is not respected by Clifford
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multiplication, the filtration F pT (V ) = ⊕i≤pT iV of the tensor algebra does
descend to the quotient, inducing a filtration F pCl(V, q) of the Clifford alge-
bra. Thus Cl(V, q) is a filtered algebra, and its associated graded algebra is
isomorphic to ΛV .
For our purposes we will always work with Clifford algebras where V =
Rn or V = Cn. In the real case q will be the negative definite quadratic
form q(v) := −||v||2, specified in terms of the standard Euclidean norm. In
the complex case q will be the complex-linear extension of the real form,
meaning that its associated bilinear form is complex-linear in both places
(not the standard Hermitian form). We will use the shortened notation Cln
for the V = Rn case and for situations where the field does not need to be
distinguished. We will also use Cln to refer specifically to the case for V = Cn.
Notice that Cln is an R-algebra and Cln is an algebra over C. In fact, as will
be discussed further in Chapter 5, Cln ∼= Cln ⊗R C.
Definition 3.2. An orthogonal Clifford module is an inner product space
(W, 〈, 〉) with the structure of a module over Cl(V, q) where the action of
unit vectors in V preserves the inner product on W .
If ρ : Cl(V, q) → End(W ) denotes such a module structure, the orthog-
onality condition is equivalent to requiring that ρ(ei)
∗ = −ρ(ei) for {ei} an
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orthonormal basis of V . Since we will always have V = Rn or V = Cn, {ei}
will always denote the standard orthonormal basis of V . Throughout the rest
of this work we will omit the representation map ρ and simply refer to the
skew-adjoint operators ρ(ei) as ei.
We can define an orthogonal Cln-module structure on any inner prod-
uct space W by specifying skew-adjoint operators e1, . . . , en that satisfy the
relations
e21 = . . . = e
2
n = −1, eiej = −ejei, 1 ≤ i < j ≤ n.
If a set of operators satisfying the relations above are given we will refer
to them as orthonormal generators of the associated orthogonal Cln-module
structure.
Notice that the inclusion of the first n − 1 standard basis vectors of Rn
or Cn induces an inclusion of the Clifford algebras Cln−1 ↪→ Cln, which
in turn induces a restriction taking orthogonal Cln-modules to orthogonal
Cln−1-modules. This restriction will play an important role shortly.
Morphisms between orthogonal Clifford modules will also be required to
be isometries.
Definition 3.3. The group of orthogonal automorphisms of a Cln-module
W (we will suppress the inner product from now on) forms a Lie group
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which we will denote OCln(W ), the orthogonal group of the module. If W has
an orientation we will denote by SOCln the isometries of W which preserve
orientation in addition to the Cln-module structure. In this case SOCln will
be the path component of the identity element in OCln .
Remark 3.4. When the module W is infinite-dimensional, as it will be
throughout most of this work, the elements of the group OCln will addition-
ally be required to be finite-type, meaning that they are equal to the identity
off of a finite-dimensional subspace. As a manifold OCln will no longer be
finite-dimensional but it will be a colimit of finite-dimensional orthogonal
groups of finite-dimensional submodules, with inclusions induced by extend-
ing elements as the identity operator.
We will be particularly interested in a certain subset of the set of all such
module structures on a single fixed background inner product space.
Definition 3.5. Let W be a fixed orthogonal Cln−1-module, which we will
sometimes refer to as the background or standard module structure. A Clif-
ford extension, or Cln-extension, will denote a choice of orthogonal Cln-
module structure on W which restricts to the given Cln−1-structure along
the inclusion Cln−1 ↪→ Cln.
In terms of operators e1, . . . , en−1 generating the background Cln−1-module
CHAPTER 3. CLIFFORD EXTENSIONS 16
structure each such extension corresponds uniquely to a choice of skew-
adjoint operator f for which
f 2 = −1, fei = −eif, 1 ≤ i ≤ n.
The set of Clifford extensions of a particular background module structure
form a homogeneous space and will inherit the structure of a smooth manifold
from the manifold structure on OCln . These spaces will be of core interest to
us and will be used to define the spaces in the K-theory spectra.
Definition 3.6. Let W be a fixed background Cln-module with structure
generated by operators ei for 1 ≤ i ≤ n. Denote by X(n,W ) the set of
operators defining Clifford extensions of the Cln−1-structure on W , which
additionally satisfy the condition that for all f ∈ X(n,W ),
dim ker(f − en)⊥ <∞.
When base points are used we will take the base point of X(n,W ) to be en.
Observe that OCln−1 acts on X(n,W ) by conjugation: each Y ∈ OCln−1
fixes e1, ..., en−1 and takes en 7→ Y enY −1. The stabilizer of an element en ∈
X(n,W ) under this action is precisely OCln . Thus we may identify the orbit
X(n,W )en of any such en with the left coset space OCln−1/OCln , and thereby
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give X(n,W ) the structure of a smooth manifold. Notice that for W finite-
dimensional any two extensions en, e
′
n ∈ X(n,W ) are isomorphic as Cln-
module structures if and only if they lie in the same orbit.
It is a standard fact that for real Clifford algebras with n 6= 3 (mod 4) and
complex Clifford algebras with n even there is only one isomorphism class of
nontrivial irreducible Cln-modules. Thus in these cases X(n,W ) comprises
only one orbit under the action of OCln−1 . In the real n = 3 (mod 4) case and
complex n = 1 (mod 2) case there are exactly two isomorphism classes of
nontrivial irreducible modules. Thus in this case the space X(n,W ) will gen-
erally break up into one orbit for each representation type, i.e., isomorphism
class of Cln-module. In the finite-dimensional case a representation type is
determined by the number of irreducible summands from each isomorphism
class in a complete decomposition. In the infinite dimensional case if there are
countably infinitely many summands of each type, there will still be count-
ably infinitely many orbits. This is because even though any two modules of
this sort are algebraically isomorphic, we require our automorphisms to be
nontrivial in only finitely many dimensions.
For the remainder of this work we fix two background Clifford modules,
one which will be used to construct the real K-theory spectrum and the
other which will be used to construct the complex K-theory spectrum. For
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the real case we fix a Cl9-module whose underlying vector space is R∞ with
its standard inner product. For the complex case we use its complexification,
C∞, with the standard Hermitian inner product extended from the real one.
The complex module C∞ will have a Cl9-module structure which we explain
further below and in Chapter 5. The number nine occurs here because this
is the highest degree of Clifford algebra that we will make use of, thanks to
Bott periodicity.
In the remainder of this work we will refer to the real and complex back-
ground modules as WR and WC respectively, and when referring to them
in a field-agnostic way we will use W , which now takes on this more spe-
cific meaning. We also fix operators e1 . . . e9 generating the fixed background
Clifford module structure W , and satisfying the orthonormality relations of
Definition [3.5]. These operators will be assumed chosen in such a way that
those generating the complex module structure are the complexifications of
those generating the real structure. Notice that W will inherit a Cln-structure
for 1 ≤ n < 9 by restriction.
We will also need a technical requirement on the background module W to
ensure that the spaces X(n,W ) have countably many orbits for those values
of n mentioned above for which there are multiple orbits. The requirement
will be that W be a complete universe of representations, i.e., that it contain
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countably many copies of each irreducible. Note that this property persists
under restriction: an irreducible that breaks up under restriction will break
into one of both types, when applicable.
Finally, we introduce the notational convention that X(n) will always
refer to the spaceX(n,W ) of extensions on the fixed Cln-moduleW described
above. When specifying the field we will use XR(n) or XC(n) in place of
X(n,R∞) or X(n,C∞).
4. The Universal Quasifibration
Our goal in this section will be to exhibit quasifibrations
X(n+ 1)→ E(n)→ X(n)
with contractible total space E(n) for all of the Clifford extension spaces
X(n), in both the real and complex cases. This will supply us with explicit
smooth homotopy equivalences X(n + 1) → ΩX(n) as explained in Prop.
[2.3], which will allow us to construct the K-theory Ω-spectra. The content
of this chapter is due entirely to Behrens in [Beh04], modulo some slight
paraphrasing. All spaces and maps in this section are taken to be base-
pointed. Recall that the base point of X(n) is the operator en.
Definition 4.1. Define the total space E(n) to be:
E(n) = {A ∈ o(W ) | σ(A) ⊆ [−i, i], Aen = −enA, Aei = eiA, 1 ≤ i < n},
where o(W ) denotes the Lie algebra of the orthogonal or unitary group on W ,
i.e., the space of skew-adjoint operators. Here σ(A) is the set of eigenvalues
of A when A is complex and of the complexification of A when A is real. In
the future we simply refer to these as the eigenvalues of A.
Each space E(n) is a closed topological subspace of the Lie algebra
oCln−1(W ) of OCln−1(W ) that lies in the orthogonal complement of the subal-
20
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gebra oCln(W ) under the trace inner product. It will exponentiate transver-
sally to the foliation of OCln−1(W ) by left cosets of the subgroup OCln(W ).
Lemma 4.2. The operator en+1en is in E(n).
Proof. en+1en is skew-symmetric: (en+1en)
∗ = e∗ne
∗
n+1 = enen+1 = −en+1en.
en+1en anticommutes with en and commutes with ei for 1 ≤ i < n. Observe
additionally that (en+1en)
2 = en+1enen+1en = −e2n+1e2n = −1, so en+1en has
eigenvalues ±i.
We will take the base point of E(n) to be the element en+1en.
Proposition 4.3. E(n) is contractible by a straight-line homotopy to the
base point.
Proof. Let φt : E(n)× I → E(n) be defined by φt(A) = (1− t)A+ (t)en+1en.
That φt is skew-adjoint and the commutation relations hold for all A ∈
E(n) and t ∈ [0, 1] follows from linearity. That φt(A) is skew-adjoint and
||((1 − t)A + (t)en+1en)v|| ≤ (1 − t)||Av|| + (t)||en+1env|| ≤ ||v|| imply that
σ(φt(A)) ⊆ [−i, i].
We define the projection map p : E(n) → X(n) of the quasifibration to
be
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Lemma 4.4. For A ∈ E(n), exp(π
2
A) obeys the commutation relations:
1. exp(π
2






A)ei = ei exp(
π
2
A), 1 ≤ i ≤ n.
Proof. This follows by expanding the exponentials and using the defining
commutation relations for A ∈ E(n).
The above implies that exp(π
2
A) ∈ OCln−1 and therefore that p(A) ∈
X(n). Notice also that by this lemma we could have equivalently defined
p(A) = − exp(πA)en.
Proposition 4.5. p(en+1en) = en, so p is a base-pointed map.
Proof. Since en+1en has eigenvalues ±i, exp(πen+1en) = −1, so p(en+1en) =
− exp(πen+1en)en = en.
Proposition 4.6. The map X(n + 1) → E(n) taking f ∈ X(n + 1) 7→ fen
embeds X(n+ 1) as the fiber p−1(en) over the base point en ∈ X(n).
Proof. Let f ∈ X(n + 1). Then fenen = −enfen and fenei = eifen for
1 ≤ i < n. Also, (fen)2 = −1, so fen has eigenvalues ±i, so fen ∈ E(n) and
p(fen) = − exp(πfen)en = en. Conversely, take A ∈ p−1(en) ⊂ E(n). Using
Lemma [4.4], this is equivalent to − exp(πA)en = en, so − exp(πA) = 1.
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This implies that A has eigenvalues ±i and therefore that A2 = −1. We
have that enA ∈ X(n + 1): (enA)2 = enAenA = −Ae2nA = A2 = −1,
(enA)ei = eneiA = −ei(enA) for 1 ≤ i < n, and (enA)en = −en(enA).
The fiber over a general element can also easily be described. Let f ∈
X(n). Take V = ker(f−en), a countably infinite dimensional subspace whose
complement V ⊥ is finite-dimensional. The subspace V is actually a Cln−1-
submodule: one easy way to see this is that it is the kernel of the morphism
of Cln−1-modules en(f − en). Since f = en on V we can consider V itself as a
background Cln-module and run the argument of Proposition [4.6] through
with X(n, V ) in place of X(n,W ). We will show next that the restriction
f |V ⊥ has a unique lift within E(n, V ⊥), implying that the general fiber may
be identified with the space X(n+ 1, V ) ∼= X(n+ 1).
Proposition 4.7. Let f ∈ X(n) and let V = ker(f − en). Then f |V ⊥ has a
unique lift within E(n, V ⊥), and thus any element of p−1({f}) ⊂ E(n) is of
the form A′ ⊕ A′′, with enA′ ∈ X(n+ 1, V ) and A′′ this unique lift.
Proof. First observe that for anyA ∈ E(n), p(A) = f if and only if exp(πA) =
fen, and on V where f = en, fen = −1. Considering the complexification
of fen if necessary we can take its spectral decomposition −πV +
∑
i λiπVi ,
where πV and the πVi are the projections onto the eigenspaces for −1 and
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λi respectively, and λi 6= −1. In the real case these eigenvalues will occur in
conjugate pairs. Then a lift A can be written as A = iπV ′ − iπV ′′ +
∑
i µiπVi ,
where V ′ ⊕ V ′′ = V and each µi is the unique solution to eπµi = λi which
lies in (−i, i). If fen were real to begin with, A will be the complexification
of a real operator. Notice that the restriction of this lift to V ⊥ is uniquely
determined by f . Conversely given g ∈ X(n + 1, V ) the direct sum of gen
with the unique lift on V ⊥ will project to f as detailed in Prop. [4.6].
Lastly, it remains to establish that p : E(n) → X(n) is a quasifibration
using Lemma [2.4]. To this end we introduce a filtration on X(n) indexed by
the real dimension of the subspace ker(f − en)⊥. Note that we have assumed
this dimension to be finite. Let
F kX(n) = {f ∈ X(n) | dimR(ker(f − en)⊥) ≤ k}.
Proposition 4.8. Over every open set U ⊂ F kX(n) − F k−1X(n), the re-
striction of p : p−1(U)→ U is a Serre fibration.
Proof. Recall that the elements f of U ⊂ X(n) have dimR(ker(f−en)⊥) = k.
Let ϕt : I
n × I → U be a continuous map, with ϕ̃0 : In → p−1(U) ⊂ E(n)
a lift at time zero. By the compactness of cubes we can reduce to a finite-
dimensional background module W . Let Vt(x), for t ∈ I and x ∈ In, be the
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smoothly varying subspace ker(ϕt(x) − en), and V ⊥t (x) its orthogonal com-
plement of dimension k. As shown in Prop. [4.7], restricted to the subspaces
V ⊥t (x), ϕt(x) has a unique lift. It remains to show that ϕt can be extended
over the subspaces Vt(x) for 0 < t ≤ 1. To do this we define ϕ̃t(x) on Vt(x)
to be Qt(x)ϕ̃0(x)Qt(x)
−1, where Qt(x) ∈ OCln(W ) takes the subspace V0(x)
to Vt(x) and equals the identity at time zero. The existence of such a Qt(x)
follows from the general theory of principal bundles and the fact that the
cube is contractible.
Next we give a deformation of a neighborhood Nk of a filtration level into
a level below, covered by a deformation upstairs of p−1(Nk). The neighbor-
hood is chosen to consist of those operators f ∈ X(n) for which fen has at
least one eigenvalue close to −1, and the deformation will effectively squeeze
these eigenvalues onto −1 in a such a way that the total dimension k of the
corresponding eigenspaces decreases by at most two. In the real case we will
deform the eigenvalues of the complexification in conjugate pairs.
Let the neighborhoods Nk ⊂ F kX(n) of F k−1X(n) consist of those ele-
ments f for which fen (or its complexification) has at least one eigenvalue
on the left half of the circle in the complex case (or one such conjugate pair
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in the real case). That is:
Nk =
{
fn ∈ X(n) |#
(













Next we define a homotopy r̃t(x) : [−i, i] × I → [−i, i] of the imaginary
interval [−i, i] to itself, which we will use to deform the eigenvalues. Define








< Im(x) < 1
2
i, Im(x) ≥ 1
2
.
For all other times let r̃t(x) : [−i, i]× I → [−i, i] linearly interpolate between
these two functions. We also define a homotopy rt : S
1 → S1 which corre-
sponds to r̃t under the projection map x 7→ exp(πx). This latter homotopy
has the effect of pinching the left half of the circle onto −1.
Next we define a deformation h̃t : E(n) × I → E(n) which acts on an
element A by deforming its complex eigenvalues using rt while leaving the
corresponding eigenspaces the same. In the real case we will implicitly deform
the complex eigenvalues of the complexification of the real operator through





where µi are the complex eigenvalues of A and πVi are the projections onto
the corresponding eigenspaces.
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Similarly for f ∈ X(n,W ) we define a homotopy ht : X(n) × I → X(n)
which deforms the eigenvalues of fen using rt, and multiplies on the right by







where the λi are the complex eigenvalues of fen, and Vi are the corresponding
eigenspaces.
Proposition 4.9. The homotopy ht : X(n)× I → X(n) deforms the neigh-
borhood Nk ⊂ F kX(n) into F k−1X(n), and is covered by the homotopy
h̃t : E(n)× I → E(n) under the projection map p : E(n)→ X(n).
Proof. Nk consists of those elements f ∈ X(n) for which fen has one or more
eigenvalues on the closed left half of the circle. Under r1 these get squeezed
to −1. The eigenspace corresponding to −1 is precisely ker(h1(f)−en). Thus
the dimension of the complementary subspace ker(h1(f)−en)⊥ has decreased
by at least one, and therefore the image of h1 lies within F
k−1X(n).
To see that h̃t covers ht under the projection map p, take A ∈ p−1(Nk).
Writing the eigenvalue decomposition (complexifying in the real case), A =
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∑

























Proposition 4.10. Given f ∈ Nk, the map h̃1 induces a homotopy equiva-
lence between the fibers p−1(f) and p−1(h1(f)).
Proof. Observe that both ht and h̃t preserve eigenspaces for all t ∈ [0, 1]. So
ker(f−en) = ker(h1(f)−en). On this subspace V , h̃1 acts as the identity. On
V ⊥, f has a unique lift, so its image under h̃1 consists of a single operator.
Thus we may identify both fibers with X(n + 1, V ) crossed with a single
point, with the map h̃1 acting as the identity on X(n+ 1, V ).
Theorem 4.11. The map p : E(n)→ X(n) is a quasifibration.
Proof. The previous three propositions establish the criteria required for the
Dold-Thom lemma, Lemma [2.4].
Corollary 4.12. We have an explicit homotopy equivalence
σ : X(n+ 1)
∼=−→ ΩX(n).
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For f ∈ X(n+ 1) it is given by
σ(f) : [0, 1]→ X(n), σ(f)(t) = p((1− t)fen + (t)en+1en).
Proof. Applying the projection to the path given by the contraction mapping
of Proposition [4.3] gives a loop in X(n). Since we have a quasifibration the
resulting map is a homotopy equivalence by Proposition [2.3].
5. Complexification
In this section we describe complexification maps from each of the spaces
XR(n) of real Clifford extensions to the corresponding spaces XC(n) of com-
plex Clifford extensions. We also show that these maps commute with the
loop maps of Cor. [4.12] and therefore that they will give a map of the
K-theory Ω-spectra that we later define. The resulting map of spectra will
ultimately yield a natural transformation of differential cohomology theories
K̂R(·)→ K̂C(·).
We first observe that the complexification of a real Clifford algebra is
the complex Clifford algebra associated to the complexified vector space and
extended quadratic form. The image of an orthonormal basis of the vector
space generating the real algebra will obey the same Clifford relations.
Lemma 5.1. Given the real Clifford algebra Cln on Rn with associated
quadratic form q(v) = −||v||2, its complexification Cln ⊗R C is isomorphic
to the complex Clifford algebra Cln on Cn with its extended quadratic form
qC(v ⊗ z) = z2q(v).
Proof. Let e1, . . . , en be the standard basis of Rn so that e1⊗1, . . . , en⊗1 give
a basis of Cn. Observe that both bases diagonalize their respective quadratic
forms. Let i : Cn → Cln ⊗R C be the C-linear map that takes ei ⊗ 1 7→
30
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ei ⊗ 1 for 1 ≤ i ≤ n. Take v ∈ Cn and write v =
∑
vi(ei ⊗ 1) for vi ∈ C.
Then qC(v) =
∑
v2i q(ei) = −
∑
v2i . But the square of i(v) in Cln ⊗R C is
(
∑
ei ⊗ vi)2 = −
∑
v2i , using the Clifford relations in Cln. Thus, by the
universal property in Definition [3.1] this map extends uniquely to a map of
complex associative algebras Cln → Cln⊗RC, which, injective on generators,
can be seen to be an isomorphism by dimension count.
We can now complexify an orthogonal Cln-module to get a unitary Cln-
module: if W is any real Cln-module, we just extend scalars to Cln ⊗R C
while extending the inner product on W to a Hermitian inner product on
W⊗RC. Using the isomorphism of Lemma [5.1] we then consider this module
to be a module over Cln. Recall that we have already fixed standard back-
ground modules WR and WC. The Cln-module WC can now be seen to be
the complexification of the Cln-module W
R.
Lemma 5.2. Let W be a real orthogonal Cln-module. Composing the inclu-
sion of algebras Cln ↪→ Cln⊗R C with the isomorphism of Lemma [5.1] then
extending scalars to Cln⊗Cln W yields a unitary Cln-module with underlying
vector space W ⊗ C. Here the inner product on the complexification is the
Hermitian extension of the inner product on W .
Proof. Let ρ : Cln → EndR(W ) be an orthogonal Cln module structure.
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Extending scalars we get a C-algebra map ρ ⊗ 1 : Cln ⊗R C → EndC(WC).
Precomposing with the isomorphism of Lemma [5.1] we get a map ρC : Cln →
EndC(W
C) as desired. Note that this just corresponds to taking the real
linear operators ρ(ei) on W to the complex linear operators ρ(ei) ⊗ 1 on
WC. Observe that since the ρ(ei) preserved the Euclidean norm, the ρ
C(ei)
preserve the Hermitian norm and obey the same Clifford relations, and are
therefore skew-Hermitian.
Recall that we have fixed in advance a Cln-module W
R and a Cln-module
WC for which WC is the complexification of WR, for 1 ≤ n ≤ 9, and we
have fixed operators {ei} which generate the Cln-structures and whose com-
plexifications generate the Cln-structure. We denote by XC(n) the space of
Cln-module structures on the Cln-module WC which extend the background
Cln−1 structure. The base point of XC(n) is taken to be en. Now the complex-
ification of real Clifford modules gives a map of spaces of Clifford extensions




We refer to the Lie group of finite-type orthogonal automorphisms of the
real Cln-module W
R as OCln . When distinguishing the complex case from
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the real case the group of unitary automorphisms of a Cln-module will be




∼= UCln−1/UCln , where the subscripts denote the connected compo-
nent of en.
Proposition 5.3. Restricting to the connected components of the basepoints,
we may identify the corresponding spaces of extensions as homogeneous spaces







Proof. OCln−1 injects into UCln−1 under complexification, and the top map is
OCln−1-equivariant. Furthermore, the stabilizer OCln of en ∈ XR(n) includes
into the stabilizer UCln of en ∈ XC(n), giving the bottom map.
In order to show that complexification commutes with the structure maps
of the real and complex spectra, we first describe the complexification of the
total space ER(n) of the real quasifibration whose restriction to the fiber
over the base point yields the complexification of XR(n + 1). Let the map
ER(n)
⊗C−−→ EC(n) be defined in the expected way: given a skew-symmetric
operator A ∈ ER(n), we view it as a skew-Hermitian operator A⊗R 1 on the
underlying vector space of WC, which is W ⊗R C. This operator still obeys
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the same commutation relations with respect to the generating operators of
WC, and still satisfies the eigenvalue condition.
Proposition 5.4. The following diagram commutes.
XR(n+ 1)









Here the top pair of vertical maps are the inclusions f 7→ fen of X(n+ 1) as
the fiber over the base point, as described in Prop. [4.6], and the bottom pair
are the projections of the respective quasifibrations.
Proof. Take f ∈ XR(n+ 1). Then (f ⊗ 1)(en⊗ 1) = (fen)⊗ 1, giving the top
square. For A ∈ ER(n), we have − exp((πA)⊗1)(en⊗1) = −(exp(πA)en)⊗1,
giving the bottom square. This follows from the relevant property of exp
which is evident from considering its series expansion.
Upon applying the straight-line contractions to ER(n) and EC(n) to get
the real and complex loop maps, we find that the complexification maps
commute on the nose with these. This will give a map of the spectra that we
later construct from spaces of Clifford extensions.
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Here the vertical maps are those described in Cor. [4.12], specialized to the
real and complex quasifibrations.
Proof. Let f ∈ XR(n+1), and denote its complexification by f⊗1 ∈ XC(n+
1). We have pC((1−t)(f⊗1)(en⊗1)+(t)(en+1⊗1)(en⊗1)) = pR((1−t)fen+
(t)en+1en)), so the square commutes.
6. The K-Theory Spectra
In this section we will use some of the spaces of Clifford extensions that
we have previously discussed to give definitions for the omega-spectra which
will represent real and complex K-theory. The spectra that we so define
will be indexed by the integers and will be periodic in this cohomological
index. In order to extend from a finite range of Clifford extension spaces to
a periodic spectrum we will need to use Bott periodicity diffeomorphisms
which we specify here. We will also identify the spaces in our spectrum as
certain familiar homogeneous spaces.
The existence of the Bott periodicity diffeomorphisms has it roots in an
algebraic periodicity phenomenon, namely that Clifford algebras are periodic
up to Morita equivalence. We give a precise statement of this algebraic peri-
odicity below. Notice that Cl8 ' R(16), the algebra of real 16× 16 matrices
and Cl2 ' C(2), the algebra of complex 2 × 2 matrices, proofs of which are
easily found in the literature.
Lemma 6.1. For real Clifford algebras there are isomorphisms:
Cln+8 ∼= Cln ⊗R Cl8
and for complex,
Cln+2 ∼= Cln ⊗C Cl2.
36
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In the real case, the isomorphism is defined in terms of generators by
ei 7→ 1⊗ ηi, for i=1,. . . ,8
ei 7→ ei−8 ⊗ η1η2 · · · η8, for i=9,. . . ,n+8,
For the complex case
ei 7→ 1⊗ ηi, for i=1,2
ei 7→ ei−2 ⊗ iη1η2, for i=3,. . . ,n+2.
.
Here we denote the orthonormal generators of Cln and Cln by {ei} and the
generators of Cl8 and Cl2 by {ηi}. In the real case the element ω = η1η2 . . . η8
is commonly referred to as the volume form. In the complex case ω = iη1η2
goes by the same name. Notice that the image of the last generator en is
en ⊗ ω. The periodicity diffeomorphisms that we define shortly will have the
same form.
Proof. It is easily confirmed that both maps respect the Clifford relations
and therefore give maps by the universal property, and are isomorphisms by
dimension count.
In order to obtain maps between spaces of module structures, we use the
fact that the tensor product of modules yields a module over the tensor prod-
uct of their algebras. Given an orthogonal Cln-module U and Clm-module
V , we obtain a Cln⊗Clm-module structure on the vector space U ⊗V where
for x ∈ Cln, y ∈ Clm, u ∈ U and v ∈ V , x⊗y ·u⊗v = xu⊗yv. This action is
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orthogonal with respect to the tensor inner product on U ⊗ V induced from
the inner products on U and V .
In the real case, the algebra Cl8 ∼= R(16) has only one irreducible repre-
sentation up to isomorphism, the standard one on R16. Given a Cln-module
structure on W we obtain a Cln ⊗ R(16)-module structure on W ⊗ R16 by
tensoring with the standard representation of R(16). We can now use the
algebra isomorphism of Lemma [6.1] to view this as a Cln+8-module struc-
ture on W ⊗ R16. Since W is infinite-dimensional we can then conjugate by
a norm-preserving vector space isomorphism φ : W ⊗ R16 ∼−→ W to obtain a
Cln+8-module structure on W . This vector space isomorphism can be chosen
so that the procedure induces a map between spaces of Clifford extensions:
choose it to be an isomorphism between the background Cln+8-module struc-
ture on W ⊗ R16 and the standard background Cln+8-module structure on
W .




Cln ⊗ R(16) //∼= EndR(W ⊗ R
16)∼=
Cln+8 // EndR(W )
Similarly in the complex case the only irreducible representation of Cl2 '
C(2) up to equivalence is the standard one on C2. Given a Cln-module,
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tensoring with the standard representation of Cl2 on C2 gives a Cln ⊗ C2-
structure on WC ⊗ C2. A Clifford algebra periodicity isomorphism gives a
Cln+2-module structure on WC ⊗ C2. We can then conjugate by an isomor-
phism φC : WC ⊗ C2 ∼−→ WC to obtain a Cln+2-module structure on WC.
This can be chosen to be an isomorphism between the Cln+2-structures on
WC ⊗ C2 and on WC.
We will show that this procedure induces diffeomorphisms on spaces of
Clifford extensions. The following lemma, which is essentially an extension
of Schur’s lemma, will be used in the proof.
Lemma 6.2. We state the following for the real case but the analogous state-
ment and proof for the complex and unitary case go through as well. Let
W ⊗ Rn be a module over the algebra of n × n matrices R(n) with the ac-
tion given by B ∈ R(n) 7→ I ⊗ B ∈ EndR(W ⊗ Rn). Here W and Rn are
taken to be normed vector spaces, with the norm on W⊗Rn the one extending
||w⊗v|| = ||w|| · ||v|| for all w ∈ W , v ∈ Rn. Then any element of O(W⊗Rn)
which is an automorphism of R(n)-modules must be of the form A ⊗ I with
A ∈ O(W ).
Proof. Let B : Rn → Rn be a linear operator that commutes with the canon-
ical action of R(n). We show that B must be of the form λI for λ ∈ R.
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To see this, let bij be the entries of B and observe that we must have∑n
j=1 λijbjk =
∑n
j=1 bijλjk for all λij ∈ R(n). Choosing λij to be each of
the various elementary matrices gives relations that imply the desired result:
letting λii = 1 with all other entries zero yields that all non-diagonal en-
tries of the i-th row and i-th column of B are zero, and choosing λij = 1
for i 6= j with all other entries zero implies that the i-th and j-th diagonal
entries of B are equal. The module W ⊗ Rn now breaks up as a direct sum
of irreducible submodules, each of the form ei ⊗ Rn, for {ei} a basis of W .
Let A′ : W ⊗ Rn → W ⊗ Rn be an orthogonal module automorphism. By
the above, and since A′ must take irreducible submodules to irreducible sub-
modules, A′ must act as aij ⊗ I : ej ⊗Rn → ei⊗Rn for scalars aij, where aij
form an invertible matrix. That is, we may write A′ as A⊗ I. Furthermore,
since A′ was assumed to be norm-preserving, we must have A ∈ O(W ).
Theorem 6.3 (Bott Periodicity). For this statement and proof we assume
the background modules WR and WC (generically W ) are those fixed at the
end of Chapter [3], and in particular are infinite-dimensional. Fix an iso-
morphism of background Cln+8-modules φ : W
R⊗R16 → WR in the real case
and of background Cln+2-modules φ : WC ⊗ C2 → WC in the complex case,
where the module structures on the tensor products are obtained by tensoring
with the canonical representations of respective matrix algebras as described
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earlier. For the real side let ω ∈ End(R16) be the operator giving the action of
the volume element in Cl8 under its standard representation on R16: in terms
of generators ω = η1η2 . . . η8. Similarly in the complex case let ω ∈ End(C2)
be the image of the complex volume element in Cl2: in terms of generators
ω = iη1η2. For x ∈ XR(n) or XC(n), define the operator
β(x) = φ(x⊗ ω)φ−1.
Then the resulting maps of Clifford extensions,
β : XR(n)
∼−→ XR(n+ 8)
in the real case, and
β : XC(n)
∼−→ XC(n+ 2)
in the complex case, are basepoint-preserving diffeomorphisms.
Proof. The map α : XR(n,W ) → XR(n,W ⊗ R16) given by α(x) = x ⊗ ω
is clearly smooth and injective. Recall that OCln−1(W ) acts on X
R(n,W ) by
conjugation, and OCln+7(W ⊗ R16) acts on XR(n + 8,W ⊗ R16) by conju-
gation. By Lemma [6.2] we can identify the latter group with OCln−1(W ),
and the map α can easily be seen to be equivariant. In the real case when
n 6= 3(mod 4) and in the complex case when n is even this action is transi-
tive, and the claim follows from the fact that a smooth equivariant injection
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of homogeneous spaces is a diffeomorphism. In the other cases we apply this
argument path-component-wise. Lastly, conjugating by φ induces a diffeo-
morphism XR(n + 8,W ⊗ R16) ' XR(n + 8,W ). The same argument goes
through in the complex case with changing things changing.
Succinctly, we can write (abusing notation slightly)
XR(n+8,W )en+8 ' XR(n+8,W⊗R16)en+8 ' OCln+7(W⊗R16)/OCln+8(W⊗R16)
' (OCln−1(W )⊗ I)/(OCln(W )⊗ I) ' XR(n,W )en ,
where the subscript en denotes the path component of the element en. In the
cases where there are countably many path components the argument goes
through with en representing each path component.
It will be useful to have an explicit inverse for the map β, which in the
complex case is easy to describe. The volume element ω = iη1η2 ∈ Cl2
satisfies ω2 = 1 and in under the standard representation on C2 happens to
be diagonal. For f ∈ XC(n,WC), the element f⊗ω ∈ XC(n+2,WC⊗C2) can
be written in block matrix form using the isomorphism WC⊗C2 ' WC⊕WC





To invert this map we notice that the operator ν = ie1e2 formed from e1, e2 ∈
XC(n+ 2,WC) satisfies ν2 = 1 and can be thought of as a grading operator
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giving a decomposition of WC into a direct sum of its +1 and −1 eigenspaces.
Since e1 and e2 anticommute with ν, they exchange these eigenspaces: if
νv = v, νe1v = −e1νv = −e1v, (and similarly for −v and for e2). It follows in
particular that the eigenspaces are isomorphic. By the commutation relations
any g ∈ X(n + 2,WC) must commute with ν and therefore preserve this
splitting. In fact, if we choose a basis {ui} of the +1 eigenspace of ν, the
vectors {vi = e1ui} will span the −1 eigenspace, and the union of these will
form a basis of WC with respect to which g has the block diagonal form above.
One can see this from the fact that if gui = uj then gvi = ge1ui = −e1gui =
−e1uj = −vj. Finally, taking the restriction of g to the +1 eigenspace of ν
and throwing away the first two generators gives an element of XC(n,WC)
and the inverse of β.
We now define the real and complexK-theory Ω-spectra in terms of spaces
of Clifford extensions, and the complexification maps from the former to the
latter. Here we fix the infinite-dimensional background real and complex
modules WR and WC as described at the end of Chapter [3], and omit them
from our notation. Although the elements of the spectra will be spaces of
Clifford extensions, they will be numbered by their cohomological degree,
not by the dimension of the underlying vector space generating the Clifford
algebra. Also, since we do not have definitions for Clifford extension spaces
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with negative Clifford dimension, we will need to repeat a range of extension
spaces making use of the periodicity maps, in order to produce the Z-graded
spectra we need.
We will denote the elements of our spectra by Ki where i will always
denote the cohomological index, and a superscript will denote the field when
necessary. We start with the complex spectrum. The space KC0 is defined as
XC(1), which has the homotopy type of BU×Z. The space KC−1 is defined to
be XC(2), which is diffeomorphic to the stable unitary group U . In all other
integer degrees the spaces are defined to be equal to one or the other of these,




is the one defined for Clifford extension spaces in Corollary [4.12], though
there it was denoted σ : XC(2)→ XC(1). The structure map σ0 : KC0
∼−→ ΩKC1
is defined to be the composition σ ◦ β, where β : XC(1)→ XC(3) is the Bott
periodicity diffeomorphism and σ : XC(3) → XC(2) is the map defined in
the corollary. The other structure maps are defined by periodicity.
Next we describe the real spectrum. For the specific range of eight spaces
i = −9, . . . ,−2, we define KRi = XR(−i− 1). This range corresponds to the
spaces of Clifford extensions ranging fromXR(8) throughXR(1), respectively.
We then extend to all i ∈ Z by eightfold periodicity. The structure maps σi
for i = −9, . . . ,−3 are defined to be the appropriate maps between Clifford
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extension spaces as defined in [4.12]. The structure map σ−2 : K
R
−2 → KR−1
must wrap around, as it would otherwise land in the zeroth extension space
which is undefined. We define it to be σ ◦ β, the Bott periodicity map β :
XR(1) → XR(9) followed by the map σ : XR(9) → XR(8). The structure
maps for all other i ∈ Z are defined to repeat every eight.
Lastly, we define the complexification maps that go from the real to the
complex spectrum and commute with the structure maps. Since the real
spectrum repeats every eight, we must define eight maps. Two of these will be
defined directly by the complexification maps for spaces of Clifford extensions
discussed in Chapter [5] The other six will need to be post-composed with
periodicity maps in order to land in the actual spaces used in the complex
spectrum, since we have defined the latter to repeat every two spaces, rather
than eight. Thus we define c−2 : K
R
−2 → KC−2 to be the map ⊗C : XR(1) →
XC(1), and c−3 : K
R
−3 → KC−3 to be ⊗C : XR(2) → XC(2). We then define
c−4 and c−5 to be β
−1 ◦ ⊗C, c−6 and c−7 to be = β−2 ◦ ⊗C, and finally c−8
and c−9 = β
−3 ◦ ⊗C.
Proposition 6.4. The spaces KRi and K
C
i for i ∈ Z form Ω-spectra, and ci
a map of spectra between them.
Proof. That the structure maps σi are weak homotopy equivalences follows
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directly from Corollary [4.12] for the those maps whose source and target lie
within the contiguous range of Clifford extension spaces, and for the structure
maps that wrap around, from the additional fact that the maps β are dif-
feomorphisms. That the complexification maps commute with the structure
maps follows from the discussion in Section [5] and from Bott periodicity.
The following table summarizes the situation:
i KRi OCln−1 OCln−1/OCln K
C
i UCln−1 UCln−1/UCln
0 XR(7) O BO × Z XC(1) U BU × Z
−1 XR(8) O ×O O XC(2) U × U U
−2 XR(1) O O/U XC(1) U BU × Z
−3 XR(2) U U/Sp XC(2) U × U U
−4 XR(3) Sp BSp× Z XC(1) U BU × Z
−5 XR(4) Sp× Sp Sp XC(2) U × U U
−6 XR(5) Sp Sp/U XC(1) U BU × Z
−7 XR(6) U U/O XC(2) U × U U
7. The Universal Chern and Pontryagin Characters
In this section we introduce inhomogeneous closed differential forms on
each of the spaces of both the real and complex K-theory spectra. In the
complex case in cohomological degree zero, which corresponds to the classi-
fying space BU × Z for complex vector bundles, this form will represent the
universal Chern character in de Rham cohomology. The corresponding form
on the cohomological degree zero space in the real spectrum, the classifying
space BO × Z for real vector bundles, will be defined by pulling back along
the complexification map. This form will represent the Pontryagin character
in de Rham cohomology. The forms on the spaces in other degrees will be
obtained by transgression, a process that we detail below. Finally, we will
show that these forms are exactly periodic under transgression and pullback
by the Bott periodicity map.
Recall that the Chern character is a characteristic class of complex vec-
tor bundles. As such it assigns to each isomorphism class of complex vector
bundle over a space an inhomogeneous cohomology class in such a way that
direct sum of bundles is taken to addition in cohomology, and in such a way
that the assignment is natural with respect to the pullback maps that are
induced by maps of spaces. In order to define differential K-theory we will
47
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need more than just an assignment of cohomology classes; our Chern char-
acter will need to factor through closed differential forms. Thus the natural
source will be isomorphism classes of complex vector bundles with connec-
tion, rather than just vector bundles, and the forms will be obtained via the
Weil homomorphism. In our treatment we work with classifying maps rather
than directly with bundles, and the natural notion of equivalence on maps
that replaces homotopy will be a certain refinement for which the assignment
of Chern character form is still well defined.
In order to write an explicit expression for the universal Chern character
form we will need to construct a universal bundle with connection over BU×
Z ∼= XC(1,WC). To do this, we first observe that the latter space can be
identified with the space of hermitian projection operators on WC of finite
type.
Proposition 7.1. Recall that elements f ∈ XC(1) are by definition skew-
adjoint operators on WC having f 2 = −1, and for which ker(f − e1)⊥ is





on WC, and let P1 be the operator associated to e1. Then P is a self-adjoint
projection operator, and ker(P − P1)⊥ is finite-dimensional. This establishes
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a diffeomorphism from XC(1) to the space of self-adjoint projection operators
on WC which differ from the standard projection operator P1 on at most a
finite dimensional subspace.
Proof. P is self-adjoint: P ∗ = 1
2
(1− if)∗ = 1
2
(1− if) = P . P is idempotent:
P 2 = (1
2
(1− if))2 = 1
4
(1− 2if − f 2) = P . Finally, since e1 is diagonalizable
with eigenvalues ±i, the corresponding projection operator P1 will be the
projection onto its +i eigenspace, and the finiteness condition on e1 will
imply the corresponding condition on P .
We now construct the universal bundle with connection as follows: start-
ing from the trivial bundle WC×XC(1), we define the fiber over an element
whose corresponding projection operator is P to be the complex half-infinite-
dimensional subspace ImP . The resulting tautological vector bundle inherits
a connection from the trivial connection:
Proposition 7.2. Let γ ⊂ WC×XC(1) be the tautological bundle over XC(1)
described. Then
∇ = P ◦ d
is a connection on γ, where d is the trivial connection on WC ×XC(1).
Proof. Let f ∈ C∞(XC(1)) be a smooth function and φ : XC(1) → γ a
smooth section. We have: ∇fφ = P (d(fφ)) = P (df ⊗ φ) + P (fdφ) = df ⊗
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φ+ f∇φ, where we have used the fact that P (φ) = φ for a section and that
P is linear over smooth functions.
We can then extend this connection to an operator ∇̃ on forms valued in
γ: Define
∇̃(ω ⊗ φ) = dω ⊗ φ+ (−1)kω ∧∇φ
for ω ⊗ φ ∈ Ωk(XC(1), γ) and extend as a derivation. The curvature form
R ∈ Ω2(XC(1),End(γ)) can now be calculated as ∇̃2.
Proposition 7.3. The curvature form R ∈ Ω2(XC(1),End γ) for the con-
nection P ◦ d on γ can be written
R = P (dP )2.
Proof. For ω⊗φ ∈ Ω1(XC0 , γ), ∇̃(ω⊗φ) = dω⊗φ−ω∧P (dφ). Since Pφ = φ
and P is linear, this is P (dω ⊗ φ) − P (ω ∧ dφ) = P (d(ω ⊗ φ)), where the
trivial connection d has been extended as above. Now, for a section φ,
∇̃2φ = P (d(P (dφ))) = P ((dP )(dφ)) + P 2(d2(φ)) = P ((dP )(dφ)).
Differentiating the identity Pφ = φ we have dP (φ) + P (dφ) = dφ, so this
becomes
PdP (dP (φ) + P (dφ)) = P (dP )(dP )(φ) + P (dP )P (dφ).
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Finally, differentiating P 2 = P and multiplying on the left by P gives
P (dP )P + PdP = PdP,
implying P (dP )P = 0. Thus the last term vanishes and ∇̃2φ = P (dP )2(φ).
It is a standard fact from Chern-Weil theory that a Chern character form
representing the Chern character in de Rham cohomology can be written in










but there is a slight problem that this is not defined in degree zero. To deal
with this issue, we simply define the degree zero component to be the rank:
Definition 7.4. For a smooth function f : M → XC(1) = KC0 into the





Tr (f − en) .
Proposition 7.5. The function Rk(f) is integer-valued and locally constant.
Proof. Recall that the group U(WC) (which we can think of as UCl0(W
C))
acts smoothly on XC(1) by conjugation, and its orbits are connected com-
ponents. By the conjugation-invariance of trace this implies that the rank is
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locally constant. Since each element of XC(1) has eigenvalues in {±i}, we
can choose a basis of eigenvectors {bj}j∈Z for e1, for which the eigenvalue
corresponding to bj is −i when j < 0 and i for all j ≥ 0. The orbit of e1 un-
der U(WC) consists of elements of rank zero. We can similarly construct an
element e1,k for any k ∈ Z which is diagonal in the basis {bj}j∈Z and whose
eigenvalues are −i for j < −k and i for j ≥ −k. The orbit of e1,k will then
consist of elements of rank k: e1,k − e1 will be diagonal with k eigenvalues
2i if k ≥ 0 and |k| eigenvalues −2i for k < 0. It is clear that any element of
XC(1) is conjugate to one of this form, thus the rank is integral.
Remark 7.6. For the other two spaces which carry a notion of rank, namely
KR0
∼= BO × Z and KR−4 ∼= BSp× Z, the appropriate rank functions will be
fixed as the degree zero part of the Pontryagin character, which will be defined
shortly. We will see that for maps into the corresponding extension spaces
XR(7) and XR(3) respectively, these can be obtained by pulling back the
rank from XC(1) by the appropriate power of the periodicity map, composed
with complexification.
We can now write a form representing the Chern character on the space
XC(1) as a series in terms of projection operators. The terms of degree greater
than zero are well-defined because we have assumed that all projection oper-
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ators differ from the standard projection operator P1 on only a finite dimen-
sional subspace, and so the curvature form itself takes values in operators
that are finite rank. We simply define the degree zero term to be the rank,
which should be understood to be the rank of the corresponding Clifford
extension. Note that the form that we will take as our final definition will
differ from this one by an exact term.
Proposition 7.7. The following form represents the universal Chern char-
acter on the space XC(1).








Proof. Differentiating P 2 = P and applying the resulting identity twice
we get (dP )2P = P (dP )2: (dP )(dP )P = (dP )(dP − PdP ) = (dP )2 −
(dP )P (dP ) = (dP )2 − (dP )2 + P (dP )2 = P (dP )2. Now we expand the
exponential of the curvature form with the latter written in terms of pro-
jection operators, move all instances of P in (P (dP )2)k to the front, and
consolidate.
Next we rewrite the above expression in terms of a Clifford extension
f ∈ X(1)C rather than the corresponding projection operator P , to get
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Finally, we can simplify this expression slightly by subtracting the exact
terms proportional to (df)2k, to arrive at the differential form that we will
take to be the definition of the universal Chern character form.
Definition 7.8. The universal Chern character form ch(1) ∈ Ω∗(XC(1)) is:






Note that we use parentheses to denote the Clifford degree, though when
appropriate we will also use a subscript to denote cohomological degree.
Hence this form will be referred to both as ch(1) ∈ Ω∗(XC(1)) and as ch0 ∈
Ω∗(KC0 ).
Remark 7.9. Note that the Chern character form is in fact real-valued:
since f is skew-adjoint, df is skew-adjoint, and the alternating property of
the wedge product implies that df 2k is skew-adjoint when k is odd and self-
adjoint when k is even. Since f(df)2k = (df)2kf , we have
(f(df)2k)∗ = ((df)2k)∗f ∗ = (−1)k+1(df)2kf = (−1)k+1f(df)2k.
Thus the trace in the terms with even k will be applied to skew-adjoint
operators and therefore imaginary, and these are precisely the terms with
odd powers of i. Similarly the trace in the terms with odd k will be real, and
these are the terms whose coefficients have even powers of i.
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Recall that the Pontryagin character of a real vector bundle is defined
to be the Chern character of its complexification. Thus we obtain the uni-
versal Pontryagin character form on BO × Z ∼= KR0 = X(7,W ) by pulling
back the universal Chern character form along the complexification map
c0 : K
R
0 → KC0 . Given f ∈ X(7,W ), this amounts to applying the expres-
sion in Definition [7.8] to β−3(f ⊗ C), where β−3 is the power of the inverse
periodicity map that goes from XC(7,WC) to XC(1,WC).
Definition 7.10. The universal Pontryagin character form on KR0 = X
R(7)
is defined by ph0 = ph(7) = c
∗
0(ch0). For f ∈ X0, let f̃ = β−3(f ⊗ C). Then
it can be written






Notice that the odd k terms from the expression in Definition [7.8] do not
appear above. This is because f ∈ XR(7) will be real and skew-symmetric,
which one can check implies that f̃ = β−3(f ⊗ C) will be pure imaginary
and skew-adjoint. It follows that the terms of degree 2, 6, 10, etc. applied to
f̃ will be purely imaginary and must therefore vanish, by Remark [7.9].
Next we describe a process by which we will obtain generalized Chern
and Pontryagin character forms on the spaces KCi and K
R
i for all the values
of i other than zero mod two and zero mod eight respectively. This process is
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called transgression, and we give the specific definition that we will use here:
Definition 7.11. The transgression maps Tn : Ω
∗(Kn) → Ω∗−1(Kn−1) are
maps of differential forms going from the forms on each space of each spec-
trum to the forms on the space of cohomological degree one lower. The maps
are obtained by fiber integration over a circle, and as such they lower the dif-
ferential form degree by one. For each n the transgression map Tn is defined











fiber integration along the circle, and ev : ΩKn × S1 → Kn is the evaluation
map taking a based loop on Kn and a time along the loop to a point in
Kn. Note that pullbacks and fiber integration are linear, and the fact that
transgression commutes with the differential follows from the Stokes formula







The odd Chern character form on the space representing odd complex
K-theory will now be defined to be the transgression to KC−1 of the form on
KC0 given in Definition [7.8]. We derive an explicit expression for it later in
this section. We also will show that the further transgression of this form to
KC−2 agrees exactly with the form obtained by pulling back along the Bott
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periodicity map, that is to say that transgression of the Chern character is
periodic. Then, we define the transgressed Pontryagin character forms on the
other seven spaces of the real spectrum by pulling back along the complexifi-
cation maps. As we show next, transgression commutes with complexification
so we could have pulled back first and then transgressed. This defines the
forms unambiguously on all spaces in both spectra.
The following lemma will be needed to show the compatibility of trans-
gression with complexification:
Lemma 7.12 (Pullback Commutes with Circle Integration). For any smooth
map of manifolds f : M → N the following diagram commutes at the level
of forms. That is, pullback commutes with fiber integration.




















Pulling back along the top arrow we have
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The next statement then follows easily:
Proposition 7.13 (Transgression Commutes with Complexification). The
following diagram commutes at the level of forms, i.e., dotted arrows are
































Proof. Commutativity of the bottom square is Proposition [5.5]. The middle
square commutes by Lemma [7.12] above, and the top square by functoriality
of Ω.
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We will now explicitly calculate an expression for the odd Chern character
form ch(2) on XC(2) by transgressing the even Chern character form ch(1)
from XC(1). Note that here we index by Clifford rather than cohomological
degree because we will later need to briefly make use of a Clifford extension
space that is not included in our spectrum.
In order to transgress the Chern character form we first recall the explicit
form of the structure map σ′2 : X
C(2) → XC(1) introduced in Section [4].
There the space XC(2) is shown to be the fiber over the base point of a
quasifibration p : E → XC(1) having contractible total space. An explicit
contracting homotopy of E was given, such that after pre-composing with
the inclusion of XC(2) and post-composing with the projection, the resulting
map XC(2) × I → XC(1) becomes the transpose of the structure map σ′2.
Thus we will first pull the even Chern character form on XC(1) back by this
map to XC(2)× I, then fiber integrate over the time variable.
There will however be one slight deviation from the plan above: the con-
tracting homotopy that we will use will differ from the straight-line homotopy
used in Corollary [4.12]. Rather than use the straight-line contraction directly
to the base point e2e1 ∈ E we will use the straight-line contraction to the
zero operator 0 ∈ E, followed by the constant map along the straight-line
path from 0 to the base point e2e1. The reason for this is purely practical:
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the projection map p : E → XC(1) involves the exponential, and the expo-
nential of an average of two non-commuting operators is difficult to calculate
with. However the modified contraction is homotopic to the original one, so
the associated Chern-Simons form obtained by integrating out the time can
differ only by an exact term (see Proposition [8.4]).
We start from the following form on XC(1), which is the general term of
the Chern character form ch(1) except with the constant taken to be one for
clarity:
Tr(f(df)2k).
We pull back by the transposed structure map r2 : X
C(2,WC) × I →
XC(1,WC), which is the projection of the contraction mapping from the
inclusion of XC(2,WC) into E, to the constant map at the zero operator.
Explicitly, for g ∈ XC(2) and t ∈ [0, 1], the map r2(g, t) can be broken down
as follows: the inclusion into the total space takes g 7→ ge1. The straight-line
contraction to zero at time t takes ge1 7→ ge1t, and the projection then takes
ge1t 7→ − exp(πge1t)e1 ∈ XC(1). Note that the segment of the path from the
zero operator to the base point e2e1 of E will contribute zero, since the con-
traction of the tangent vector to this path with our form, which has no degree
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one component, will always be zero. Writing the expression for f = r2(g, t),
f = − exp(πge1t)e1 = −(cos(πt) + sin(πt)ge1)e1 = sin(πt)g − cos(πt)e1,
for g in XC(2) and t ∈ [0, 1], the exterior derivative is
df = sin(πt)dg + π exp(πge1t)gdt.
Raising this to the power 2k while preserving only terms that contain a single
dt which will survive fiber integration we get





Using the fact that dg anticommutes with g, e1, and dt, we can move the
exp(πge1t)gdt to the front to get
df 2k = 2kπ sin2k−1(πt) exp(πge1t)gdtdg
2k−1.
Multiplying by f = − exp(πge1t)e1 = −e1 exp(−πge1t), canceling the expo-
nential factors, and moving up the dt we have:
fdf 2k = −2kπ sin2k−1(πt)dte1gdg2k−1
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I(n− 2), n > 1
2, n = 1
π, n = 0
.
Finally we are left with the k-th term of the transgression of the form we
started with:
−2kI(2k − 1)Tr(e1gdg2k−1).
After replacing the constants and summation we arrive at the explicit ex-
pression for the odd Chern character form:
Proposition 7.14. The transgression of the Chern character form ch(1) to








We refer to this as the odd Chern character form ch(2) ∈ Ωodd(XC(2)). Using
cohomological indexing it will also be denoted ch−1 on K
C
−1.
Proof. See the preceding discussion.
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Next we again transgress the odd Chern character form to obtain a form
on XC(3). We then show that after pulling this form back to XC(1) by the
Bott periodicity diffeomorphism, the form that we obtain agrees precisely
with the original even Chern character form.
Since we intend to compare this next transgression with the even form
that we started with, we will actually transgress the intermediate form ob-
tained just prior to Proposition [7.14] above. We will first do the calculation
corresponding to the contraction to the element 0 ∈ EC(2), leaving the com-
ponent along the path from 0 to the base point e3e2, which can only contribute
in degree zero, until the end. This time we take h ∈ XC(3) and t ∈ [0, 1], and
the projection of the contraction map becomes r3(h, t) = − exp(πhe2t)e2.
Calling this g we get the expression
g = − exp(πhe2t)e2.
Taking the appropriate power of its exterior derivative gives
dg2k−1 = (2k − 1)π sin2k−2(πt) exp(πhe2t)hdtdh2k−2.
Multiplying by e1g,
e1gdg
2k−1 = −(2k − 1)π sin2k−2(πt)dte1e2hdh2k−2.
Putting in the constants, taking trace and integrating, we obtain the trans-
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Using the easily discovered identity I(2k− 1)I(2k− 2) = 2π
2k−1 , this becomes
4πkTr(e1e2hdh
2k−2).
We now have a form on XC(3). It still remains however to calculate the por-
tion of the transgression corresponding to the component of the contraction
of EC(2) that goes along the straight-line path from 0 to the base point, e3e2.
Notice that the form obtained by this latter piece of the transgression will be
exactly the negative of the form above, except with h equal to the constant
map at e3. In particular, the only contribution will come from the term with
k = 1, and the contribution will be concentrated in degree zero, equal to
−4πTr(e1e2e3).
We claim that after taking the inhomogeneous form on XC(3) obtained by
transgression above and pulling back by the Bott periodicity diffeomorphism
β : XC(1)→ XC(3) described in and after Theorem [6.3], we obtain exactly
the form we started with, the even Chern character form.
First we deal with the terms k > 1: following the the discussion of the
inverse Bott periodicity map after Theorem [6.3], we define the operator
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ν = ie1e2 on our Cl3-module W
C, and observe that ν2 = 1 and ν commutes
with all h ∈ XC(3). Recall that this operator behaves as a grading operator,
with its eigenspaces determining a splitting of WC into isomorphic subspaces




As explained after Theorem [6.3] this can be written as follows, again using
the splitting determined by ν:
−4πkiTr
(
(f ⊕ f)d(f ⊕ f)2k−2
)
= −8πkiTr(fdf 2k−2).
Our conclusion follows by noticing in the expression for the Chern character
form of Definition [7.8] that the ratio of coefficients for successive terms is
−8πki. Finally, the term for k = 1 which includes the nonzero part of the
contribution from the straight-line path becomes
−8πiTr(f − e1),
exactly what is needed to obtain the rank term in degree zero.
We summarize this conclusion in the following statement:
Theorem 7.15. Let T 2 : Ω∗(XC(1))→ Ω∗(XC(3)) denote the map of differ-
ential forms obtained by transgressing twice. Then
β∗T 2(ch(1)) = ch(1),
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where β is the Bott periodicity map and ch(1) is the Chern character form.
Proof. This was shown by explicit calculation in the preceding discussion.
The analogous statement on the real side, with periodicity over eight
spaces rather than two, follows by commutativity of complexification and
transgression.
8. Shuffle Sum and Abelian Group Structure
Our goal in this section will be to introduce an abelian group structure
on the space of maps into each of our spaces Kn up to a certain notion
of equivalence that refines homotopy. The sum will be induced from a direct
sum operation on Clifford extensions. In order to define this operation we will
take advantage of the fact that the background module W decomposes into
infinitely many direct summands from each isomorphism class of irreducible.
This will allow us to fix an isomorphism W ⊕W ∼= W . While we have some
freedom in choosing this isomorphism - in fact for the connected spaces Kn
the choice will not matter at all - we will fix a particular one for the sake of
concreteness. But the addition of maps that we define in this way will not be
strictly associative, commutative, and invertible: it will only become so after
passing to equivalence classes. For this reason we first introduce the notion
of equivalence that we will use.
Let Map(M,Kn) denote the set of smooth maps from a smooth manifold
M to one of the spaces Kn, and recall that the spaces Kn come with closed
inhomogeneous differential forms, chn ∈ Ω∗(KCn ) and phn ∈ Ω∗(KRn ), which
represent the universal Chern and Pontryagin characters respectively.
Definition 8.1 (Chern-Simons Equivalence). Two maps h0, h1 ∈ Map(M,KCn )
67
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are said to be Chern-Simons equivalent or CS-equivalent, denoted h0 ∼CS h1,




h∗t chn ∈ Im d.
Similarly, two maps h0, h1 ∈ Map(M,KRn ) are CS-equivalent if there exists a




h∗t phn ∈ Im d.
Two easy consequences of this definition follow from Stokes’ formula for
fiber integration, which we first restate here:
Theorem 8.2 (Stokes’ Formula for Fiber Integration). Let E → B be a












We will not make use of the specific value of the sign above.
Proof. The proof is straightforward and easily found in the literature - see
[GJP91].
In the usual telling of Chern-Weil theory for vector bundles with connec-
tion, the Chern character form is obtained by substituting the endomorphism-
valued curvature form of the connection into a certain conjugation-invariant
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power series. That the cohomology class of the resulting closed differential
form is the same for two different choices of connection is typically shown by
taking an interpolating path of connections and showing that the assigned
Chern character forms differ by an exact term assigned to the path. The form
of which this exact term is the differential is by definition the Chern-Simons
form for that path. In our telling, bundles with connection are replaced with
classifying maps and paths of connections are replaced with homotopies of
such maps.
Proposition 8.3. Let h0, h1 : M → X(n) be maps with ht : M × I → X(n)
a homotopy between them. Here ch = ch(n) ∈ Ω∗(XC(n)) in the complex case
and ch = ph(n) ∈ Ω∗(XR(n)) in the real case. Then
h∗1(ch)− h∗0(ch) = dCS(ht).









dh∗t ch = h
∗
1 ch−h∗0 ch,
the last equality following from the fact ch is closed.
A similar argument shows that changing a homotopy by an endpoint-
preserving homotopy changes the associated Chern-Simons form by an exact
term. One consequence of this is that for trivializable flat bundles, whose
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classifying maps are null-homotopic and whose Chern character forms van-
ish, the Chern-Simons form represents a de Rham cohomology class which
becomes a secondary characteristic class of such bundles in the appropriate
sense.
Proposition 8.4. Let ht0, ht1 : M × I → X(n) be two homotopies with the
same endpoints, that is h00 = h01 and h10 = h11. Let hts : M × I× I → X(n)
be an endpoint-preserving homotopy between them. Let ch denote the Chern
or Pontryagin character form on X(n). Then








h∗ts ch = −
∫
∂I2







the last equality because the t = 0 and t = 1 sides of the square are degen-
erate.
The next lemma will be a convenient source of Chern-Simons equiva-
lences that we will need. Recall that the group OCln−1 acts transitively on
the space of Clifford extensions X(n). We will refer to this as the group of
automorphisms of that space.
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Lemma 8.5 (Isotopy Lemma). Let f : M → X(n) be a smooth map, and let
st : [0, 1]→ OCln−1 be a path. Then the homotopy ht : M × I → X(n) defined
by ht = stfs
−1
t is a Chern-Simons equivalence.
Proof. We first prove this in the complex case. We can handle both the n = 1
and n = 2 cases simultaneously by showing that the following form, which is














Here for the n = 1 case we interpret f as a map into XC(1), take ε to be
the identity operator, and let m be even, matching Definition [7.8]. For the
n = 2 case we interpret f as a map into XC(2), let ε = e1, and take m to be
odd, which matches the general term of Proposition [7.14]. It is interesting
to note that XC(2) ⊂ XC(1) and this whole discussion could be considered
to be taking place just on XC(1).

















Next we substitute into the integral above, taking the binomial expansion of
the power and keeping only terms with exactly one factor of dt which might
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Using additivity of trace we focus on the first term inside the summation





















































Here for the first equality we have canceled pairs of the form s−1t and st and
used conjugation invariance, and we have also moved the dt to the front at
the possible cost of a sign. To get the second equality we have used cyclic
invariance of trace, the identity gdMg = −dMgg, and the identity g2 = −1
that the former is obtained from, again at the cost of a possible sign. We
have then used the fact that εs−1t s
′
t is independent of the point in M to first
move one differential over the εs−1t s
′
t, then exchange the differential and the
time integral.
The argument for the second term inside the summation is nearly identi-























































The real case follows from the complex case since the Pontryagin character
forms are obtained by pulling back along the complexification maps.
We can now begin to define an additive structure on families of Clifford
extensions. First we give a general definition which depends on a choice of
a particular isomorphism, then we will explain what freedom we have in
making the choice, and finally we will fix a particular choice that we will use
from that point forward.
Recall that W refers to either the real or complex background Cln-module
which we have assumed decomposes into infinitely many representatives from
each isomorphism class of irreducible. In the real case when n = 3 (mod 4)
and in the complex case when n is odd, there will be two such isomorphism
classes, and in the other cases only one.
Definition 8.6. Let ρ : W ⊕W → W be an isomorphism of Cln−1-modules.
Given two maps f, g : M → X(n,W ) we define their shuffle sum with respect
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to ρ, a map f ρ g : M → X(n,W ) by:
f ρ g = ρ(f ⊕ g)ρ−1.
We have some freedom in which isomorphism ρ we choose, as the next
proposition illustrates.
Proposition 8.7. Let ρ1, ρ2 : W ⊕W → W be two Cln−1-module isomor-
phisms for which ρ2ρ
−1
1 ∈ OCln−1 and is in the path component of the identity.
Then for any f, g : M → X(n,W ),
f ρ1 g ∼CS f ρ2 g.
In particular, when OCln−1 is connected, such as in all the complex cases, all
shuffle sums are equivalent.
Proof. Let θt : [0, 1] → OCln−1 be a path from the identity to the element
ρ2ρ
−1
1 . The map θ(f ρ1 g)θ
−1 is then a homotopy from f ρ1 g to f ρ2 g,
and by the Isotopy Lemma [8.5] it is a Chern-Simons equivalence.
Next we will describe an isometry of vector spaces sh : W ⊕ W → W
that will simultaneously be an isomorphism of Cln-modules for all of the
background modules of the spaces of Clifford extensions in the range of de-
grees that we make use of in our spectra. We will refer to it as the shuffle
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isomorphism, for reasons that will become clear. Fix n = 8 and recall that
as n is even, Cl8 has only one irreducible representation up to equivalence.
Thus as a Cl8-module W decomposes into a countably infinite direct sum of
isomorphic irreducible Cl8-modules. We then define the shuffle isomorphism
to be the isometric Cl8-module isomorphism which shuffles these irreducibles
together like cards in a deck. This will in turn induce isomorphisms of all the
standard Cln-structures for 1 ≤ n < 8 by restriction.
Definition 8.8. If we write W ∼= ⊕∞i=1Vi where the Vi are identical copies of
the standard irreducible Cl8-module, define the shuffle map sh : W⊕W → W
to be the map which sends Vi⊕{0} to V2i and {0}⊕Vi to V2i−1 by the evident
isomorphism. The shuffle sum with respect to this isomorphism defines a
binary operation which we refer to as just the shuffle sum: given two maps
f, g : M → X(n) let their shuffle sum be f  g = f sh g.
The following lemma provides a family of explicit Chern-Simons equiv-
alences that can be thought of as swapping isomorphic submodule blocks.
These will be used to verify the abelian group properties.
Lemma 8.9 (Transposition Lemma). Let V1 and V2 be isomorphic finite-
dimensional Cln−1-submodules of W with φ : V1 → V2 an isomorphism be-
tween them. Let st : W × I → W at time t be the isomorphism of Cln−1-
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modules equal to identity on the orthogonal complement of V1⊕V2, and defined
on V1 and V2 by the following block matrix giving the weights of the identity


























Then for any map f : M → X(n), the homotopy ht = stfs−1t is a Chern-
Simons equivalence. Notice that at time 0 this is the identity map and at
time 1 this has the effect of interchanging the two corresponding blocks via
conjugation by φ.
Proof. This follows directly from the Isotopy Lemma [8.5].
We will argue next that the shuffle sum of maps becomes unital, asso-
ciative and commutative after passing to Chern-Simons equivalence classes.
To show this we will describe explicit Chern-Simons equivalences which are
composed of finitely many transpositions of the form described in the previ-
ous lemma. To ensure that finitely many transpositions will always suffice,
we must assume that M is compact. The role of the identity element will be
played by the equivalence class of the constant map to en ∈ X(n), which we
denote by just en.
Proposition 8.10. Let f, g, h : M → X(n) be smooth maps with M compact,
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for 1 ≤ n ≤ 8. Then
f  en ∼CS f ∼CS en  f,
f  g ∼CS g  f,
and
(f  g)  h ∼CS f  (g  h).
Proof. Fix n = 8, matching the definition of the shuffle isomorphism; the
cases for 1 ≤ n < 8 will follow by restriction. We prove unitality first. Let V
be a Cl8-submodule of V large enough that ker(f − en)⊥ ⊆ V . This is guar-
anteed to exist because we have assumed M compact. Recall in the definition
of the shuffle isomorphism that we have fixed a decomposition W ∼= ⊕Vi into
irreducible Cl8-submodule blocks. The effect of taking the shuffle sum f  en
is to conjugate f by an element s ∈ OCl8 equal to the identity on (shV )⊥
and whose effect on V is to send each of the finitely many blocks Vi ⊂ V by
a Cl8-isomorphism to V2i. At this point if we had made an assumption on
these isomorphisms guaranteeing that s is orientation-preserving the state-
ment would follow directly from the isotopy lemma by an argument similar
to Proposition [8.7]. Instead we observe that s can be deformed to the iden-
tity by finitely many transpositions of irreducible blocks as in Lemma [8.9],
having the effect of reassembling f from sfs−1. The statement for en  f
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follows from commutativity.
Commutativity and associativity are similar: both follow from the trans-
position lemma and the fact that since M is compact, f  g and (f  g) h
both equal en off of a finite-dimensional subspace, and fg can be deformed
to g  f and (f  g)  h to f  (g  h) by finitely many transpositions.
The next statement shows that the functor assigning to a map its Chern
character form is additive, taking shuffle sum to the sum of differential forms.
This of course implies one of the defining properties of the Chern character
on cohomology.
Proposition 8.11. The Chern character and Pontryagin characters are ad-
ditive at the form level. That is to say, using the notation for the Chern
character generically, that for maps f, g : M → X(n)
(f  g)∗ chn = f
∗ chn +g
∗ chn .
Proof. This essentially follows from the additivity of trace under direct sum.
We use the notational device of Lemma [8.5] so that both complex cases
follow from a single calculation. Here when n = 1 we take ε = 1 and m even,
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and when n = 2, ε = e1 with m odd.
Tr
(
ε sh ◦f ⊕ g ◦ sh−1 d(sh ◦f ⊕ g ◦ sh−1)m
)
=
Tr ((ε⊕ ε)(f ⊕ g)d(f ⊕ g)m) = Tr (εfdfm ⊕ εgdgm) =
Tr (εfdfm) + Tr (εgdgm) .
The real cases follow because the Pontryagin character forms are defined to
be the pullbacks by complexification of the Chern character forms.
A related lemma shows that the Chern-Simons form associated to the
shuffle sum of homotopies is also additive. This implies in particular that the
shuffle sum respects Chern-Simons equivalence, a fact that we will need later
when verifying the axioms for differential K-theory.
Lemma 8.12. Let ft : M × I → X(n) be a homotopy between f0, f1 : M →
X(n), and let gt : M × I → X(n) be a homotopy between g0, g1 : M → X(n).
Then
CS(ft  gt) = CS(ft) + CS(gt).






∗ chn = −
∫
I
(f ∗t chn +g
∗
t chn) = −
∫
I
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Note that by choosing one homotopy to be constant at a particular map
and the other to be a Chern-Simons equivalence above, this lemma implies
that the shuffle sum is well-defined on Chern-Simons equivalence classes.
Finally we describe the operation on maps into each of the spaces X(n)
that will play the role of the inverse in the abelian group structure defined
by the shuffle sum. Morally this operation corresponds to precomposing the
module structure defined by each point of X(n) with the involution of Clifford
algebras induced by applying the negative identity map to the generating
vector space.
Definition 8.13. Given a map f : M → Xn, let the map Inv(f) : M → Xn
be:
Inv(f) = en+1fen+1,
with multiplication of operators taken point-wise on M .
Proposition 8.14. For f : M → Xn with M compact, Inv(f) does indeed
define a smooth map into X(n), and if f is taken to be base-pointed, Inv(f)
will be as well.
Proof. It is clear that Inv(f) is smooth. Inv(f)∗ = (en+1fen+1)
∗ = e∗n+1f
∗e∗n+1 =
−en+1fen+1 = − Inv(f). Inv(f)2 = (en+1fen+1)(en+1fen+1) = −1. On the or-
thogonal complement of a finite dimensional subspace f = en, so restricted
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to this complement we have en+1fen+1 = en+1enen+1 = en. Thus Inv(f) does
indeed define an element of X(n) at each point, and Inv(en) = en.
In what follows W will denote as always a Cln-module whose structure
is generated by operators e1, . . . , en. We will denote by W the Cln-module
on the same underlying vector space whose module structure is obtained
by precomposing the representation on W with the grade involution of Cln.
That is, the structure on W is generated by the operators −e1, . . . ,−en. We
can define the space X(n,W ⊕W ) in the usual way, where extensions are
required to differ from the operator en ⊕ −en on only a finite dimensional
subspace.
Lemma 8.15. Let f : M → X(n,W ) be a smooth map for M compact. We
define a nullhomotopy nt : M×I → X(n,W⊕W ) from the map f⊕−f to the
point en⊕−en. First we define an auxiliary homotopy ht: take V ⊂ W a finite-
dimensional subspace large enough that f |V ⊥ = en. Let ht|(V⊕V )⊥ = en⊕−en,




















any Cln-module isomorphism ρ : W ⊕W → W we can pull back the Chern
CHAPTER 8. ABELIAN GROUP STRUCTURE 82
character form along the diffeomorphism τ : X(n,W ⊕ W ) → X(n,W )
induced by conjugating with ρ. Then nt becomes a Chern-Simons equivalence.





it follows that h2t = −1. We have chosen the subspace V ⊕ V so that the
finiteness condition is satisfied, and one can see that the generators of the
module structure ei ⊕ −ei for 1 ≤ i < n anticommute with both h0 and h1
and therefore that the linear combination ht ∈ X(n,W ⊕W ) for all t ∈ [0, 1].
Smoothness of ht is clear.
To prove that CS(τ ◦ ht) is exact we first write out an expression for
Tr(εhtdh
m
t ), where we will take ε = 1 ⊕ 1 in the complex n = 1 case and
ε = e1 ⊕−e1 in the complex n = 2 case.














































We can now take advantage of the fact that the two summands commute,
using the binomial formula to compute dhmt where we keep only the term
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with a single dt which will survive fiber integration:




































so that we obtain finally
htdh
m





















At this point one can see that Tr(εhtdh
m
t ) = 0 because ε is block diagonal
and the matrix above is block anti-diagonal. By invariance of trace under
conjugation by ρ this implies that the general term of the Chern-Simons
form for τ ◦ ht vanishes in both complex cases, and the real cases follow by
pulling back the Chern character forms along the complexification maps.
Proposition 8.16. For any smooth map f : M → X(n) with M compact,
we have
f  Inv(f) ∼CS en.
Proof. First observe that the operator en+1 is in fact a Cln-module isomor-
phism W → W , since en+1ek = ek(−en+1) for 1 ≤ k ≤ n. It follows that the
CHAPTER 8. ABELIAN GROUP STRUCTURE 84
Cln-module isomorphism 1⊕ en+1 : W ⊕W → W ⊕W induces a diffeomor-
phism X(n,W ⊕W ) → X(n,W ⊕W ) by conjugation. Post-composing the
map f  Inv(f) = f  en+1fen+1 with this diffeomorphism gives us the map
f ⊕−f : M → X(n,W ⊕W ), since
(1⊕en+1)(f⊕en+1fen+1)(1⊕en+1)−1 = f⊕(en+1)en+1fen+1(−en+1) = f⊕−f.
We then choose ρ : W ⊕W → W to be sh ◦(1⊕ en+1)−1 and apply Lemma
[8.15].
Proposition 8.17. The inverse operation respects Chern-Simons equiva-
lence.
Proof. Let f1, f2 : M → X(n) be two maps with ht : M × I → X(n) a ho-
motopy between them such that CS(ht) is exact. Then Inv(ht) = en+1hten+1
is a homotopy between Inv(f1) and Inv(f2). That CS(ht  Inv(ht)) is ex-
act follows from the fact that f1  Inv(f1) ∼CS en ∼CS f2  Inv(f2), along
with Proposition [8.4]. Finally by Lemma [8.12] we have CS(ht  Inv(ht)) =
CS(ht) + CS(Inv(ht)) and it follows that CS(Inv(ht)) is exact.
The contents of the previous chapter can be summarized succinctly in the
following statement. While the functor defined below does not itself define
differential K-theory, we will see that it is closely related and in fact in the
presence of another necessary condition becomes isomorphic.
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Proposition 8.18. For a compact manifold M the shuffle sum, , induces
an abelian group structure on the set of Chern-Simons equivalence classes of
maps from M into X(n):
MapCS(M,X(n)) = Map(M,X(n))/ ∼CS,
and this assignment is functorial in M .
Proof. That (MapCS(M,X(n)),) forms an abelian group is essentially the
content of the previous chapter. That the map of sets induced by precom-
posing with f : N →M respects Chern-Simons equivalence follows from the
fact that pullback commutes with fiber integration.
9. Differential K-Theory
In this section we give a definition of the differential K-theory functors and
show that they satisfy the axioms of Bunke-Schick [BS12] for a differential
generalized cohomology theory. The real and complex cases are completely
parallel in this discussion, so we will not distinguish them notationally unless
necessary.
We first state the definition of differential K-theory as a set-valued func-
tor, then argue that it forms a functor of abelian groups under a natural group
operation induced by the shuffle sum. In this chapter we will let m = 2 in
the complex setting and m = 4 in the real setting.
Definition 9.1. Let differential K-theory be the contravariant functor from
compact smooth manifolds with boundary to graded sets defined as follows.








where (ω, f) ∼ (η, g) if there is a homotopy ht : M × I → Ki between f and
g for which CS(ht) = ω − η modulo exact forms. Here we consider the set
of forms of negative degree to be empty, and in the future we simplify the
notation for the direct sum to Ωm∗+i(M).
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Proposition 9.2. Endow K̂i(M) with the following binary operation:
[(ω, f)] + [(η, g)] = [(ω + η, f  g)].
This operation is well-defined, and makes K̂ a functor valued in abelian
groups.
Proof. To show well-definedness suppose we choose a different representative
in the first spot, (ω′, f ′). We need to show that (ω′+η, f ′g) ∼ (ω+η, fg).
We have ω′−ω = CS(ht) for some homotopy ht between f and f ′. By Lemma
[8.12], CS(ht  g) = CS(ht) + CS(g) = CS(ht), where g denotes the constant
homotopy at g whose Chern-Simons form therefore vanishes. Therefore htg
is a homotopy between f ′  g and f  g for which CS(ht  g) = ω′ − ω =
ω′ + η − ω − η.
Commutativity is equivalent to the statement that there exists a homo-
topy ht between f  g and g  f for which CS(ht) = (ω + η) − (η + ω)
mod exact. By commutativity and associativity of addition of forms this is
equivalent to CS(ht) being exact, which is shown in Proposition [8.10]. Since
addition of forms is associative, associativity is equivalent to the statement
that for maps f, g, h : M → Xn, f  (g  h) ∼CS (f  g)  h. This is also
shown in Proposition [8.10]. Lastly, the existence of an inverse follows from
Proposition [8.16] because forms have an on-the-nose inverse.
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We now state the axioms of Bunke-Schick for a differential cohomology
theory in the form of theorems specialized to our specific model of differential
K-theory. We use their nomenclature for the various functors and natural
transformations.
Theorem 9.3. The following diagram commutes and is natural in M , for








[·]dR // Hm∗+idR (M)
We define the components of the natural transformations in the diagram as
follows:
• Let I([(ω, f)]) = [f ]. This is the forgetful map taking a differential K-
theory class to its underlying topological K-theory class.
• Let R([(ω, f)]) = f ∗(chi) + dω. This is the map assigning a closed
differential form representing the Chern character, sometimes referred
to as the curvature map.
• Let ch([f ]) = [f ∗(chi)]dR. This takes a topological K-theory class to its
Chern character in de Rham cohomology.
CHAPTER 9. DIFFERENTIAL K-THEORY 89
• Let [·]dR be the map taking a closed differential form to the de Rham
cohomology class that it represents.
Proof. That the diagram commutes is almost tautologous: for c = [(ω, f)] ∈
K̂(M), ch ◦I(c) is [f ∗(chi)]dR, while [R(c)]dR = [f ∗(chi)+dω]dR = [f ∗(chi)]dR.
Definition 9.4. Let a : Ωm∗+i−1(M)/ Im(d) → K̂i(M) be the natural as-
signment a([ω]) = [(ω, e)] of a differential K-theory class to the class of a
not-necessarily-closed form mod exact. Here e denotes the constant map to
the standard Clifford extension en ∈ Ki. This map is sometimes referred to
as the “action of forms”.
Proposition 9.5. a is well-defined.
Proof. Let ω2 − ω1 = dη. Then (ω1, e) ∼ (ω2, e) because CS(e) = 0, which
equals ω2 − ω1 mod exact.
Theorem 9.6. We have
R ◦ a = d.
Proof. For ω ∈ Ωm∗+i−1(M), a(ω) = [(ω, e)], soR◦a(ω) = e∗(chi)+d(ω) = dω
since e is a constant map. It is clear that this identity holds mod exact.
The next lemma will be used to verify the exact sequence axiom below.
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Lemma 9.7. Given a map f : M → Ki−1 with ω = f ∗(chi−1) there exists a
map gt : M × S1 → Ki with g0 = g1 = e for which ω = CS(gt). Similarly,
given a map gt : M × S1 → Ki with g0 = g1 = e for which ω = CS(gt), there
exists a map f : M → Ki−1 for which ω = f ∗(chi−1) mod exact.





















Here h : M → ΩKi denotes the transpose of gt under the product-hom
adjunction. σ : Ki−1 → ΩKi is the structure map of the K-theory spectrum.
We define ν : ΩKi → Ki−1 to be any smooth homotopy inverse of σ. Notice
that chi−1 on Ki−1 is defined by transgressing chi on Ki down the right




ev∗(chi). Given the map f as shown, let
h = σ ◦ f . Then its transpose gt is the promised map. Likewise, given gt, if h
is its transpose, f = ν ◦ h satisfies the stated requirements.
Commutativity of the square under pullback and fiber integration of forms
follows from Lemma [7.12]. Also, had we chosen a different homotopy inverse
ν for σ, Proposition [8.3] guarantees that ν ◦h∗(chi−1) would only change by
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exact. Otherwise the diagram commutes by definition.
Theorem 9.8. The following sequence is exact and natural in M :
Ki−1(M) ch // Ωm∗+i−1(M)/ Im(d) a // K̂i(M) I // Ki(M) // 0
Proof. To show Im(ch) ⊆ ker(a), first take ω ∈ Im(ch). Then a(ω) = [(ω, e)].
We need to show that (ω, e) ∼ (0, e). That ω ∈ Im(ch) means that ω =
f ∗(chi−1) mod exact for some f : M → Ki−1. The map gt : M × S1 → Ki
given by Lemma [9.7] can be thought of as a homotopy between e and e with
CS(gt) = ω, which establishes the equivalence. For the other containment,
ω ∈ ker(a) means that (ω, e) ∼ (0, e), which implies that there is a homotopy
gt between e and e for which ω = CS(gt). The map f bestowed by Lemma[9.7]
has f ∗(chi) = ω, so ch([f ]) = [ω]dR as needed.
Next we show exactness at K̂i(M). A class [(ω, f)] ∈ Im(a) if and only
if (ω, f) ∼ (η, e) for some form η. But this means that there is a homotopy
gt between f and e for which CS(gt) = ω − η. In particular, this implies
that [f ] = [e] ∈ Ki(M), so [(ω, f)] ∈ ker(I). Conversely, let [(ω, f)] ∈ ker(I).
This means that there is a nullhomotopy gt of f . Let η = ω − CS(gt). Then
(ω, f) ∼ (η, e), and a(η) = [(η, e)].
Finally, to see that I is surjective, notice that for any class [f ] ∈ Ki(M),
[f ] is the image under I of [(0, f)] ∈ K̂i(M).
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