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Abstract
We study the azimuthal defect-free nematic state on a two-dimensional annulus within
a simplified and reduced two-dimensional Landau–de Gennes model for nematic liquid
crystals. We perform a detailed asymptotic analysis of the instabilities of the defect-free
state in terms of a dimensionless material and temperature-dependent variable and the
annular aspect ratio. The asymptotic analysis is accompanied by a rigorous local stability
result, again in terms of a dimensionless material and temperature-dependent parameter
and annular aspect ratio. In contrast to Oseen-Frank predictions, the defect-free state
can be unstable in this model, with elastic isotropy and strong anchoring, for a range of
macroscopically relevant annular aspect ratios.
1 Introduction
Nematic liquid crystals (LCs) are classic examples of complex liquids with a certain degree
of long-range orientational ordering i.e. the constituent molecules typically align along some
locally preferred directions leading to partial ordering [15,40]. Nematics in confinement exhibit
complex spatio-temporal patterns, often with topological defects and a lot remains to be
understood about how to predict, control and tune nematic pattern formation tailored to
specific experiments or applications. We re-visit the classical problem of a nematic sample in
a two-dimensional (2D) annulus with strong tangential boundary conditions and no external
fields. The tangential boundary conditions imply that on the circular boundaries, the nematic
molecules preferentially follow the circular boundaries and this model framework is motivated
in part by recent experiments on rod-like fd -viruses in shallow, annular microscopic chambers
[1, 13, 17] for which the experimentalists observe multiple (meta-)stable states, including a
radially-invariant defect-free state and states with regularly arranged defects on the boundary;
see Figure 1.
In this paper, we focus on the radially-invariant defect-free state on an annulus, often
referred to as the azimuthal state in the literature; see Figure 1(a). This model problem
is well-studied in the literature, especially within the Oseen–Frank (OF) theory for liquid
crystals which assumes that the confined nematic sample has a single distinguished direction
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of preferred molecular alignment with a constant degree of orientational ordering. We do not
perform an exhaustive literature review here for sake of brevity but refer the reader to the
papers [3–5, 7, 9, 10, 37, 38] that focus on nematic equilibria within annular chambers. These
papers focus on the stability and multiplicity of nematic equilibria on 2D annuli, or between co-
axial cylinders with a combination of weak and strong boundary conditions, different kinds of
boundary conditions (homeotropic or radial, azimuthal or tangential, uniform etc.), including
the effects of external fields and, in some cases, higher-dimensional biaxial effects. In [7], the
authors rigorously demonstrate the instability of the defect-free state for wide annuli, with
respect to out-of-plane perturbations.
We focus on a specific problem in this paper, largely building on our recent work in [27].
In [27], we model planar nematic equilibria on a 2D annulus with tangential boundary con-
ditions, within the Oseen–Frank theory, looking at the azimuthal defect-free state and ne-
matic configurations with equally spaced boundary defects, in light of the recent experiments
in [1,13]; also see [33] for related theoretical work. In [27], we have three key model variables:
the elastic anisotropy δ in terms of the Oseen–Frank elastic constants, the annular aspect
ratio ρ, and the anchoring strength α which is a measure of how strongly the tangent bound-
ary conditions are implemented on the circular boundaries. We study the stability of the
azimuthal defect-free state in terms of δ, ρ and α and, in particular, we find that this simple
state is always stable in the one-constant model (δ = 0) with strong anchoring or Dirichlet
boundary conditions (α→∞ limit) for macroscopically relevant values of ρ. When compar-
ing the Oseen–Frank energies of the azimuthal defect-free state and those of configurations
with equally spaced boundary defects, we find that the azimuthal defect-free state is almost
always energetically preferable to configurations with boundary defects unless we have large
elastic anisotropy (δ → 1) or relatively weak to moderate anchoring (smaller values of α).
However, experiments show that the azimuthal (or equivalently radially invariant) defect-
free state may be unstable for particular systems with δ ≈ 0 and relatively strong anchoring.
We do not have enough data to make quantitative comparisons between the phase diagrams
in [27] and the experiments in [1,13], but it is possible that the simplified Oseen–Frank model
in [27] does not capture all the instabilities of the azimuthal defect-free state. In this paper, we
therefore analyze the same azimuthal defect-free state using a more sophisticated Landau–
de Gennes (LdG) theory. We adopt a reduced two-dimensional LdG approach and model
the nematic state in terms of a reduced LdG order parameter: a 2D LdG order parameter
represented by a symmetric, traceless 2 × 2 matrix with just two degrees of freedom. In
some sense, this is just a weighted Oseen–Frank model with a planar nematic director n that
models the single distinguished direction of molecular alignment in the plane, and a scalar
order parameter s that measures the degree of alignment about n. This 2D LdG approach
has been used to model planar nematic equilibria on 2D geometries in [24, 28, 39] and is
advantageous compared to the Oseen–Frank approach because (i) it contains information
about s and (ii) the 2D LdG energy density comprises the one-constant Dirichlet energy
density and a 2D LdG bulk potential that contains information about the temperature and
imposes a preferred bulk value of s. We work with Dirichlet tangential boundary conditions
on the circular boundaries of the annulus and study the stability/instability of the defect-free
state in terms of the annular aspect ratio ρ and a dimensionless material and temperature-
dependent parameter, denoted by λ.
We have two main results: a rigorous local stability result in terms of an explicit relation
between λ and ρ followed by a detailed asymptotic analysis that delineates the regimes of
stability and instability in the (λ, ρ)-parameter space. In particular, we identify a critical
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curve in the (λ, ρ)-plane and compute its asymptotic behaviour as ρ→ 0 and as λ→∞. The
asymptotic analysis yields quantitative estimates, and predicts that, for sufficiently small ρ,
the defect-free state is unstable for a range of values of λ i.e. for λmin(ρ) < λ < λmax(ρ).
For larger values of ρ, the defect-free state is locally stable for all λ. The asymptotic anal-
ysis is corroborated by some numerical experiments on the gradient-flow model for the 2D
LdG energy to study the dynamic evolution of states with defect-free initial conditions. For
λmin(ρ) < λ < λmax(ρ), the defect-free initial condition evolves to a state with two interior
point defects on the annulus, and these defects relax and disappear as λ increases past λmax(ρ)
or decreases past λmin(ρ). Interestingly, this analysis in a 2D LdG framework shows that the
azimuthal defect-free state can be unstable with elastic isotropy and strong anchoring, for
a range of macroscopically relevant values of ρ, in contrast to the simplified Oseen–Frank
predictions in [27].
Finally, we relate our results in the restricted 2D LdG framework to exact equilibria in the
fully three-dimensional (3D) LdG framework. We do this in terms of the radially symmetric
LdG solutions, that are exact solutions of the Euler–Lagrange equations associated with a
one-constant version of the 3D LdG energy on coaxial concentric cylinders, introduced in [16]
and analyzed in detail in [22]. In particular, the stability/instability of these solutions as
a function of their winding number or degree, has been analyzed carefully in [20, 21]. Our
results are not subsumed by the results in [16, 20–22], particularly since these papers focus
on a disk and we have a geometrical parameter, ρ, which in turn implies that we lose the
crucial monotonicity properties exploited in these previous works. Further, our asymptotic
estimates remain of independent interest. We can relate our 2D defect-free state in the 2D LdG
framework to a radially symmetric critical point of the full 3D LdG energy on an annulus with
appropriately prescribed Dirichlet conditions, at a special temperature. The local stability
result in the 2D framework only gives insight into stability with respect to a restricted class of
perturbations (to be made precise later) and not all admissible perturbations. The instability
results carry over to the 3D framework i.e. if the 2D defect-free state is unstable in the
2D LdG framework, then the corresponding 3D radially symmetric solution is also unstable
in the 3D LdG framework, although the parameter regime of instability is larger in the 3D
framework compared to the 2D framework. We also make the connection to 3D problems using
Γ-convergence results (e.g. thin film results) established in [19] which show that minimizers
of the 3D LdG energy on particular “thin” 3D domains with particular boundary conditions,
will necessarily have a 2D character in certain asymptotic limits. Finally, our asymptotic and
numerical results yield interesting quantitative estimates for the stability of the defect-free
state, and such quantitative estimates are amenable to experimental tests.
The paper is organized as follows. In Section 2, we review the modelling framework. In
Section 3, we define the 2D azimuthal defect-free state on an annulus with Dirichlet tangent
boundary conditions, compute the rigorous local stability result (following the recipe by [34] in
the Ginzburg–Landau setting) and perform the detailed asymptotic analysis. In Section 4, we
relate our 2D results to a radially symmetric critical point of a 3D LdG energy, as introduced
in [16] and conclude in Section 5 with some outlooks and perspectives.
2 Theory and modelling
The Landau–de Gennes (LdG) theory is one of the most general continuum theories for
nematic LCs to date [15, 36]. The LdG theory describes the nematic state by an order
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Figure 1: Some of the nematic director fields identified experimentally in [1, 13, 17]. Repro-
duced from [27] with permission.
parameter, the LdG Q-tensor, that is a macroscopic measure of the LC anisotropy. For three-
dimensional (3D) problems, the LdG Q-tensor is a symmetric, traceless 3×3 matrix, with five
degrees of freedom [15, 36]. A nematic phase is said to be (i) isotropic if Q = 0, (ii) uniaxial
if Q has two degenerate non-zero eigenvalues with a single distinguished eigenvector and
(iii) biaxial if Q has three distinct eigenvalues.
The experimentally observed states for LC confined to a domain Ω are typically modelled
in terms of either critical points or local/global minimizers of an appropriately defined LdG
energy [2, 36]. A prototypical LdG energy functional is given by
I[Q] :=
∫
Ω
w(Q,∇Q) + fB(Q) dΩ, (1)
where w is an elastic energy density that penalizes spatial inhomogeneities and fB is a bulk
potential that drives the nematic-isotropic phase transition as a function of the tempera-
ture or concentration. We work with the widely used one-constant elastic energy density
(corresponding to elastic isotropy) and quartic bulk energy density, namely
w(Q,∇Q) = L
2
|∇Q|2, fB(Q) = A
2
trQ2 − B
3
trQ3 +
C
4
(
trQ2
)2
, (2)
where L, A, B, C are material parameters. Usually, L, B and C are taken to be constant
and positive, while A varies linearly with temperature. In this paper we are concerned with
the regime A < 0, for which the isotropic state Q = 0 is an unstable critical point of fB and
fB attains its minimum at an ordered nematic state, namely
Qmin = s+
(
n⊗ n− I
3
)
; s+ =
B +
√
B2 − 24AC
4C
, (3)
with n an arbitrary unit vector. The critical points of the LdG energy in (1) and (2) are
classical solutions of the associated Euler–Lagrange equations [29,32]:
L∆Qij = AQij −B
(
QipQpj − trQ2 δij
3
)
+ C |Q|2Qij ; i, j = 1, 2, 3 (4)
4
and (4) is in general a system of five elliptic coupled partial differential equations. There
are few semi-explicit examples of exact solutions of (4), some notable ones being the radial-
hedgehog solution, the radially-symmetric (u, v) solutions and the well order reconstruction
solution [12,16,23,35].
Our domain is a two-dimensional annulus defined by
Ω =
{
(r, φ) ∈ R2 : Rin ≤ r ≤ Rout, 0 ≤ φ < 2pi
}
, (5)
using plane polar coordinates. We adopt a simplified 2D LdG framework for which the
nematic state is described by a symmetric traceless 2× 2 matrix of the form
Q = s (2n⊗ n− I2) , (6)
where s is a real-valued scalar order parameter, n is a two-dimensional unit-vector and I2 is
the 2 × 2 identity matrix [30]. It is clear from (6) that a 2D Q-tensor only has two degrees
of freedom: the order parameter, s(r, φ), that is a measure of the degree of the orientational
order, and the director field, n(r, φ) ∈ S1, that represents the distinguished direction of
nematic alignment. We recall that the Oseen–Frank theory describes the nematic state by
the director, n, and the 2D LdG model therefore contains more information than the Oseen–
Frank approach but considerably less information than the 3D LdG model desribed above. In
particular, a 2D LdG Q-tensor cannot describe biaxiality or three-dimensional director fields.
For Q as in (6), trQ3 = 0, and hence the LdG energy (1) reduces to
I[Q] =
∫
Ω
L
2
|∇Q|2 + A
2
|Q|2 + C
4
|Q|4 dΩ, (7)
where |Q|2 = trQ2 = 2s2. By scaling Q with √|A|/C and r with Rout, the LdG energy in (7)
may be normalized to the Ginzburg–Landau functional in superconductivity [8, 30], namely
I[Q] =
∫
Ω
1
2
|∇Q|2 + λ
4
(|Q|2 − 1)2 dΩ, (8)
where
λ = |A|R2out/L,
and Ω is now the rescaled annulus ρ ≤ r ≤ 1 and
ρ = Rin/Rout.
We can physically think of λ as being a dimensionless parameter that is the square of the
ratio of a geometric length scale, Rout to the uniaxial correlation length, ξ
2 = L/|A| i.e. large
λ corresponds to a macroscopic domain, for example if Rout ∼ 10−6m, |A| ∼ 105N/m2 and
L = 10−11N [15], then λ ∼ 1010.
The Euler–Lagrange equations corresponding to (8) are simply the Ginzburg–Landau
equations [8]:
∆Qij = λQij
(
|Q|2 − 1
)
= λQij
(
2s2 − 1) ; i, j = 1, 2. (9)
Spatially uniform solutions of (9) consist of the unstable isotropic equilibrium Q = 0 and
stable uniaxial equilibria with s = 1/
√
2.
We work with tangent boundary conditions which imply that n must follow the inner and
outer circular boundaries. We also assume that s = 1/
√
2 on ∂Ω, implying that the nematic
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phase is maximally ordered at the boundaries. In the 2D LdG framework, we therefore impose
the Dirichlet condition Q = Qb on r = ρ, 1, where
Qb =
1√
2
(2e⊗ e− I2) , (10)
and e = (− sinφ, cosφ) is a unit-vector along each circular boundary . As with any problem
in the calculus of variations, we are interested in the critical points of the LdG energy (8)
subject to this Dirichlet boundary condition, and in their stability in terms of the geometrical
parameter ρ and the material parameter λ. In the next section, we define the defect-free state
in this 2D LdG framework and perform the parallel stability analysis.
3 The defect-free state in the 2D LdG framework
3.1 Definition
The azimuthal defect-free state is a “bend” state that follows the circular boundaries every-
where inside the annular domain Ω defined in Section 2. In the 2D LdG framework, it is
described by a matrix of the form (6) that is a solution of the two-dimensional system (9).
We define the defect-free state in the 2D LdG framework to be a solution of (9) of the form
Q∗ = s(r) (2e⊗ e− I2) , (11)
where s : [ρ, 1] → R is the unknown scalar order parameter (determined by (9)) subject to
the Dirichlet conditions
s(ρ) = s(1) =
1√
2
. (12)
The LdG energy of Q∗ is computed using (8) to be
I[Q∗] = 2pi
∫ 1
ρ
((
s′
)2
+
4s2
r2
+
λ
4
(
2s2 − 1)2) r dr (13)
and we define the optimal order parameter s in (11) to be a minimizer of (13) subject to the
Dirichlet conditions (12). It is straightforward to verify (see [25,31]) that the minimizing s is
a classical non-negative solution of the second-order ordinary differential equation
s′′ +
s′
r
− 4s
r2
= λs(2s2 − 1), (14)
subject to the boundary conditions (12), and that Q∗, thus defined in terms of the optimal
s in (13)–(14), is indeed a critical point of the reduced LdG energy (8). We note that this is
equivalent to the familiar radial problem where Qb =
1√
2
(2er ⊗ er − I2) and er = (cosφ, sinφ)
is the radial unit-vector; the analogous defect-free state in this case would be of the form (11)
with e being replaced by er.
3.2 Rigorous stability analysis
In this section, we prove that the defect-free state in (11) is locally stable, at least for certain
ranges of the parameters λ and ρ.
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Proposition 1. The defect-free state, Q∗, defined in (11)–(14), is a locally stable equilibrium
of the reduced LdG energy (8) for all 0 < ρ < 1 provided
either λ >
3(1 + ρ2)2
2ρ4
, (15a)
or λ <
pi2
(
1 + ρ2
)2
(1− ρ2)2 (log ρ)2 , (15b)
or both; see Figure 2.
Proof. We follow the same strategy as in [34], where the author establishes the local stability
of the defect-free state on a disc in two dimensions, as opposed to an annulus. For a disc,
the corresponding order parameter is defined for 0 ≤ r ≤ 1, vanishes at r = 0 and is a
monotonically increasing function subject to a Dirichlet condition at r = 1. The function s
satisfying (12) and (14) cannot be a monotone function; by application of the maximum
principle we must have s2(r) ≤ 1/2 for ρ ≤ r ≤ 1, and hence s must have an intermediate
local minimum [31]. In fact, the function s is strictly positive and one can show that
s(r) ≥
√
2 ρ
ρ2 + 1
(16)
for all 0 < ρ < r < 1 (see [18]), independently of the value of λ.
The second variation of the LdG energy (8) about Q∗ is given by
δ2I[Q∗] :=
∫
Ω
1
2
|∇V|2 + λ
2
(
2s2 − 1) |V|2 + λ (Q∗ ·V)2 dΩ, (17)
where V(r, φ) ∈ S2 is an admissible perturbation about Q∗ with V(ρ, φ) = V(1, φ) = 0. We
use the following basis for the space of symmetric, traceless 2× 2 matrices:
E =
(
cos(2φ) sin(2φ)
sin(2φ) − cos(2φ)
)
, F =
(− sin(2φ) cos(2φ)
cos(2φ) sin(2φ)
)
. (18)
Equivalently, E = 2er ⊗ er − I2 and F = er ⊗ e + e ⊗ er, where er = (cosφ, sinφ) and
e = (− sinφ, cosφ) are the radial and azimuthal 2D unit vectors introduced above. Then, an
arbitrary V can be written as
V = v(r, φ)E+ w(r, φ)F, (19)
where v(ρ, φ) = v(1, φ) = w(ρ, φ) = w(1, φ) = 0 and v, w are 2pi-periodic in φ. With Q∗ given
by (11) and perturbations of the form (19), the second variation (17) is given by
δ2I[Q∗] =
∫
Ω
[
|∇v|2 + |∇w|2 + 4
r2
(
v2 + w2 + v
∂w
∂φ
− w∂v
∂φ
)
+ λ
(
6s2 − 1) v2 + λ (2s2 − 1)w2] dΩ. (20)
We use a Fourier decomposition for the functions, v and w, that is,
v(r, φ) =
∞∑
n=0
an(r) cos(nφ) + bn(r) sin(nφ), w(r, φ) =
∞∑
n=0
cn(r) cos(nφ) + dn(r) sin(nφ),
(21)
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where an = bn = cn = dn = 0 on r = ρ, 1 for all n. The second variation (20) can thus be
expressed as
δ2I[Q∗] = 2piL0[a0, c0] + pi
∞∑
n=1
(Ln[an,−dn] + Ln[bn, cn]) , (22)
where the functionals Ln are given by
Ln[b, c] :=
∫ 1
ρ
((
b′
)2
+
(
c′
)2
+
n2 + 4
r2
(
b2 + c2
)− 8n
r2
bc
+ λ
(
6s2 − 1) b2 + λ (2s2 − 1) c2) r dr. (23)
The key ingredient in the proof of Proposition 1 is to show that minLn[b, c] > 0 for non-trivial
b, c.
Remark. We first note that δ2I[Q∗] > 0 if minL0 > 0, minL1 > 0 and minL2 > 0, and
hence we need only focus on L0, L1, L2 in the stability analysis. This can be checked easily
by computing
Ln+2[b, c]− Ln[b, c] = 4
∫ 1
ρ
[
(n− 1) (b2 + c2)+ 2(b− c)2] dr
r
≥ 0 (24)
for n ≥ 1.
The case n = 0. The integral for n = 0 satisfies
L0[a0, c0] ≥ I0[a0] + I0[c0], (25)
where
I0[a] =
∫ 1
ρ
[(
a′
)2
+
4
r2
a2 + λ
(
2s2 − 1) a2] r dr. (26)
We let a(r) = s(r)α(r) and recall the governing ordinary differential equation (14) for s to
obtain
I0[sα] =
∫ 1
ρ
(
rα2ss′
)′
+ rs2
(
α′
)2
dr =
∫ 1
ρ
rs2
(
α′
)2
dr > 0 (27)
for any non-trivial α : [ρ, 1]→ R with α(ρ) = α(1) = 0.
The case n = 1. To analyse the case where n = 1, we let s = u be the minimizer of the
functional (13), subject to the modified boundary conditions
u(ρ) = 0, u(1) =
1√
2
. (28)
Such a minimizer, u, is guaranteed to exist from direct methods in the calculus of variations,
and is a classical solution of
u′′ +
u′
r
− 4u
r2
= λ(2u2 − 1)u (29)
satisfying the boundary conditions (28).
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Lemma 1. The function u is unique, monotonically increasing and u ≤ s for all r.
Proof. One can show that u is unique and monotonically increasing by an immediate adap-
tation of the arguments in [25], which are omitted here for brevity. We show that u ≤ s.
Suppose for a contradiction that s(r) < u(r) for some r ∈ (ρ, 1). Then, there must exist r1 and
r2, where ρ < r1 < r2 ≤ 1, for which s(r1)− u(r1) = 0, s′(r1)− u′(r1) < 0, s(r2)− u(r2) = 0,
s′(r2) − u′(r2) > 0 and s(r) − u(r) < 0 for r ∈ [r1, r2]. We multiply equations (14) and (29)
for s and u by ru and rs respectively, subtract and integrate over (r1, r2) to find[
rus′ − rsu′]r2
r1
=
∫ r2
r1
2λus
(
s2 − u2) r dr. (30)
The left-hand side is positive since s = u at r = r1 and r = r2, and the right-hand side is
negative since s−u < 0 for r ∈ (r1, r2) by assumption, yielding the desired contradiction.
Since s ≥ u, we immediately have
L1[b, c] ≥
∫ 1
ρ
((
b′
)2
+
(
c′
)2
+
5
r2
(
b2 + c2
)− 8
r2
bc
+ λ
(
6u2 − 1) b2 + λ (2u2 − 1) c2) r dr ≡ m[b, c]. (31)
It remains to show that min
{
m[b, c] :
∫
Ω b
2 + c2dA = 1
}
> 0, the proof of which follows by
analogy with [34] with some technical differences, and we omit the details for brevity. The
key steps are to compute the Euler–Lagrange equations associated with b and c in (31) and
note that the system is satisfied weakly by the functions b = u′ and c = 2u/r. We can
thus manipulate the Euler–Lagrange equations for b and c, exactly as in [34], to deduce the
non-negativity of L1.
The case n = 2. The last step is to show that L2 is positive for certain choices of λ and ρ.
First we note that
L2[b, c] =
∫ 1
ρ
((
b′
)2
+
(
c′
)2
+
8(b− c)2
r2
+ λ
(
6s2 − 1) b2 + λ (2s2 − 1) c2) r dr. (32)
Now letting b(r) = s(r)α(r) and c(r) = s(r)β(r) in (32) we can re-write L2 as
L2[sα, sβ] =
∫ 1
ρ
s2
[(
α′
)2
+
(
β′
)2
+
4 (2α− β)2
r2
+
4α2
r2
(
λr2s2 − 3)] r dr
≥
∫ 1
ρ
4α2s2
r
(
λr2s2 − 3) dr. (33)
We now recall that s(r) satisfies the inequality (16), and it follows that L2 > 0 provided λ
and ρ satisfy the inequality (15a).
For the second inequality (15b), we use the fact that∫ 1
ρ
(
u′
)2
r dr ≥ pi
2
(log ρ)2
∫ 1
ρ
u2
r
dr (34)
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Figure 2: The (ρ, λ) parameter space. The defect-free state is stable in the shaded region. The
boundaries associated with the inequalities (15a) and (15b) are plotted as red, dot-dashed
and green, dashed curves, respectively.
whenever u(ρ) = u(1) = 0. Therefore from (32) we have
L2[b, c] ≥
∫ 1
ρ
(
pi2
(log ρ)2
(
b2 + c2
)
+ 8(b− c)2 − λr2 (1− 2s2) (b2 + c2)) dr
r
, (35)
and it is easily shown that the integrand is positive definite provided
λ <
pi2
r2(log ρ)2 (1− 2s2) . (36)
A lower bound on the right-hand side is found by setting r = 1 and using the minimum value
(16) for s, and it follows that (36) is satisfied uniformly whenever λ satisfies the inequality
(15b).
The proof of Proposition 1 is now complete.
Figure 2 shows the region of the (ρ, λ) parameter space described by the two inequalities
(15). Proposition 1 tells us that the defect-free state is stable in the shaded region. In
particular, this shows that the defect-free state is stable whenever ρ is sufficiently large,
regardless of the size of λ. For smaller values of ρ, the defect-free state is stable both for
sufficiently small and for sufficiently large values of λ. These observations can be explained
using heuristic arguments. For example, one can prove that the 2D LdG energy has a unique
critical point for either λ sufficiently small or ρ sufficiently close to 1, following the arguments
in [26] and [12]. For λ large enough, we are deep in the nematic phase and defects are
energetically expensive, so that the defect-free state is naturally preferred and hence, at least
locally stable. These results will be further explored below in Sections 3.3 and 3.4 using
numerical computations and formal asymptotic analysis.
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Figure 3: Defect-free state order parameter s(r) versus r for λ = 10 and several values of ρ;
the limiting solution as ρ→ 0 is shown as the black dashed curve.
3.3 Numerical stability analysis
Here we supplement Proposition 1 with a direct numerical investigation of the stability of
the defect-free state. The first step is to compute the base state, namely the function s(r)
satisfying the boundary-value problem (12) and (14). We show some typical numerical solu-
tions in Figure 3, with λ = 10 and several different values of the inner radius ρ. When ρ is
close to 1, the order parameter s departs only slightly from its equilibrium value 1/
√
2, and
the minimum value of s decreases as ρ decreases. As ρ → 0, we see that s(r) approaches a
limiting solution corresponding to a disc in which s(r) → 0 as r → 0, and this limit will be
analysed further below in Section 3.4.
Next, to determine the stability of the defect-free state, we examine when the second
variation of the LdG energy ceases to be positive definite. We have demonstrated in Section 3.2
that it suffices to consider the functional L2[b, c] given by equation (32). The local stability
of the defect-free state changes at critical values of ρ and λ for which the homogeneous
Euler–Lagrange boundary-value problem corresponding to the functional L2[b, c], namely
b′′ +
b′
r
+
8
r2
(c− b) = λ (6s2 − 1) b, (37a)
c′′ +
c′
r
+
8
r2
(b− c) = λ (2s2 − 1) c, (37b)
b(ρ) = c(ρ) = b(1) = c(1) = 0, (37c)
admits nontrivial solutions.
We solve (37) as an eigenvalue problem for λ and ρ. Given λ, a basis for the solution space
is {b1(r), c1(r)} and {b2(r), c2(r)}, where the functions bk, ck satisfy the differential equations
(37a,b) and the boundary conditions
b1(1) = 0, b
′
1(1) = 1, c1(1) = 0, c
′
1(1) = 0, (38a)
b2(1) = 0, b
′
2(1) = 0, c2(1) = 0, c
′
2(1) = 1. (38b)
These basis functions automatically satisfy the boundary conditions at r = 1, and a linear
combination of these functions also satisfies the homogeneous boundary conditions at r = ρ
if and only if
∆(ρ) = b1(ρ)c2(ρ)− b2(ρ)c1(ρ) = 0. (39)
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(a) λ = 30: here ∆ = 0 at ρ ≈ 0.5847.
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(b) λ = 5: here ∆ is positive for all ρ.
Figure 4: Discriminant ∆ versus inner radius ρ for (a) λ = 30 and (b) λ = 5.
Figure 4(a) shows a graph of the function ∆(ρ) with λ = 30, and we see that ∆(ρ) crosses
zero at ρ ≈ 0.5847. In contrast, Figure 4(b) shows the corresponding behaviour with λ = 5,
indicating that in this case ∆ remains positive for all ρ.
By computing for each value of λ the value of ρ where ∆ = 0 (if it exists), we generate a
curve in the (ρ, λ) plane, as shown in Figure 5. This curve separates the regions of parameter
space in which the defect-free state is locally stable and unstable. The analysis of Section 3.2
shows that the defect-free state is stable as λ → ∞ for fixed ρ, and we infer that the stable
region is to the right of the curve in Figure 5 and unstable to the left. We note that the curve
in Figure 5 appears to terminate with ρ → 0 at a finite value of λ ≈ 7.43472, in agreement
with the observation in Figure 4(b) that ∆ appears never to change sign when λ = 5. We
also observe that the critical value of ρ seems to approach zero as λ → ∞. Both of these
observations may be corroborated by asymptotic analysis of the problem in the limit ρ→ 0,
as shown below in Section 3.4.
To provide further evidence that the local stability is as depicted in Figure 5, we now
analyse how the sign of the functional L2 varies in a neighbourhood of the marginal curve.
Let us denote the critical value of λ for a given value of ρ by the two-branched function
λ = λ∗(ρ). At this critical value of λ, the boundary-value problem (37) admits nontrivial
solutions, which we denote by {b, c} = {b∗(r), c∗(r)}. Likewise we denote by s = s∗ the
solution of the boundary-value problem (12),(14) with λ = λ∗ (naturally, these solutions also
vary parametrically with ρ).
When evaluated at the function pair {b∗(r), c∗(r)}, the functional L2 (referring to (32)
and (37)) takes the form
L2 [b
∗, c∗] =
∫ 1
ρ
(
b∗2
[
λ
(
6s2 − 1)− λ∗ (6s∗2 − 1)]+ c∗2 [λ (2s2 − 1)− λ∗ (2s∗2 − 1)]) r dr.
(40)
We examine the local behaviour of this function close to the critical value λ = λ∗ by setting
λ− λ∗ = δ, s− s∗ = δs˜, (41)
and linearising with respect to the small perturbation δ. We find that the right-hand side of
(40) reduces to
L2 [b
∗, c∗] ∼ δF2(ρ), (42)
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Figure 5: (a) The (ρ, λ) parameter space, showing the marginal stability curve where the
discriminant ∆ is equal to zero. (b) The same parameter space plotted with logarithmic
axes; the limiting behaviours (55) and (67) as ρ → 0 are plotted as black dotted curves;
the analytical stability boundaries corresponding to (15) are shown as green dashed and red
dot-dashed curves. The logarithmic axes in Figure 5(b) show that the upper branch of the
stability curve has ρ proportional to a negative power of λ as λ→∞.
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Figure 6: The functional F2(ρ) defined by equation (43) plotted versus λ
∗(ρ).
where
F2(ρ) =
∫ 1
ρ
(
b∗2
[(
6s∗2 − 1
)
+ 12λ∗s∗s˜
]
+ c∗2
[(
2s∗2 − 1
)
+ 4λ∗s∗s˜
])
r dr, (43)
and s˜(r) satisfies the homogeneous boundary-value problem
s˜′′ +
s˜′
r
− 4s˜
r2
− λ∗
(
6s∗2 − 1
)
s˜ = s∗
(
2s∗2 − 1
)
, (44a)
s˜(ρ) = s˜(1) = 0. (44b)
The variation in stability as the critical curve is crossed depends on the sign of F2. If F2 is
negative, then L2 ceases to be positive definite, and the defect-free state loses stability, as λ
increases through the critical value λ∗. Conversely, if F2 is positive, then the defect-free state
loses stability as λ decreases through λ∗.
For a given value of ρ, we numerically solve for λ∗, s∗, b∗ and c∗ as described above,
choosing to normalise b∗ and c∗ such that b∗′(1) = 1. We simultaneously solve (44) for s˜ and
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substitute into (43) to evaluate F2(ρ). We then plot F2(ρ) versus λ
∗(ρ) parametrically in
Figure 6. We observe that F2 < 0 when λ
∗ < λc and F2 > 0 when λ∗ > λc, where λc ≈ 31.55
is precisely the value of λ at the “nose” of the critical stability curve plotted in Figure 5. We
deduce that the defect-free state loses stability as λ increases through the lower branch of the
marginal curve (where λ∗ < λc), or as λ decreases though the upper branch of the marginal
curve, in agreement with the labels in Figure 5(a).
3.4 Asymptotic analysis
To explain and validate the behaviour observed in Figure 5, we now examine the asymptotic
limit where ρ→ 0. In this limit, the central hole shrinks to a point and the annulus approaches
a disc. The presence of the hole remains noticeable in an inner region which is analysed using
the scalings
r = ρx, s(r) = S(x). (45)
The Euler–Lagrange equation (14) is transformed to
S′′ +
S′
x
− 4S
x2
+ λρ2
(
1− 2S2)S = 0, (46)
subject to S(1) = 1/
√
2 and suitable matching conditions as x→∞.
It is straightforward to solve equation (46) in the limit ρ→ 0 as an asymptotic expansion
in powers of ρ2, namely
S(x) ∼ 1√
2x2
+ ρ2
[
λ
12
√
2
(
3− 4
x2
+
1
x4
)
+K
(
x2 − 1
x2
)]
+O
(
ρ4
)
, (47)
where K is an arbitrary integration constant. We note that the expansion (47) is nonuniform
when λ = O
(
ρ−2
)
, and this represents an alternative distinguished limit to be analysed
separately below.
Now returning to the outer region where r = O(1) and matching with the inner solution
(47), we obtain modified effective boundary conditions for the Euler–Lagrange equation (14),
namely
s(r) ∼ Kr2 as r → 0, s(1) = 1√
2
. (48)
This modified boundary-value problem may be solved numerically for any given value of λ,
with the corresponding value of the coefficient K determined as part of the solution. The
resulting limiting outer solution for λ = 10 is shown as the black dashed curve in Figure 3.
Now we express the perturbed problem (37) in inner variables:
B′′ +
B′
x
+
8
x2
(C −B) = λρ2 (6S2 − 1)B, (49a)
C ′′ +
C ′
x
+
8
x2
(B − C) = λρ2 (2S2 − 1)C, (49b)
where B(x) = b(r) and C(x) = c(r). Letting ρ→ 0, we find the leading-order inner solution
satisfying the boundary conditions B(1) = C(1) = 0 takes the form
B(x) ∼M1 log x+M2
(
x4 − 1
x4
)
, C(x) ∼M1 log x−M2
(
x4 − 1
x4
)
, (50)
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Figure 7: (a) Discriminant ∆˜ versus λ; we find that ∆˜ = 0 at λ ≈ 7.43472. (b) Relation
between λ and ρ implied by equation (53); the fit (55) is shown as the red dashed curve.
where M1, M2 are arbitrary constants.
Reverting to the outer variables, we deduce that the leading-order outer solution {b(r), c(r)}
may be written in the form(
b(r)
c(r)
)
= m1
(
b1(r)
c1(r)
)
+m1 log(1/ρ)
(
b2(r)
c2(r)
)
+m2
(
b3(r)
c3(r)
)
, (51)
where m1, m2 are constants. The functions {bj , cj} are three canonical solutions of the outer
equations (37a,b) subject to the matching conditions(
b1(r)
c1(r)
)
∼
(
1
1
)[
log r +
λr2
4
(1− log r) + · · ·
]
as r → 0, (52a)(
b2(r)
c2(r)
)
∼
(
1
1
)[
1− λr
2
4
+ · · ·
]
as r → 0, (52b)(
b3(r)
c3(r)
)
∼
(
1
−1
)[
r4 − λr
6
20
+ · · ·
]
as r → 0. (52c)
These canonical functions may be computed numerically for any given value of λ. The bound-
ary conditions b(1) = c(1) = 0 then imply the solvability condition
log(1/ρ)
[
b2(1)c3(1)− b3(1)c2(1)
]
+ b1(1)c3(1)− b3(1)c1(1) = 0, (53)
which is accurate up to algebraic corrections in ρ.
In the limit as ρ→ 0, the solvability condition (53) reduces to
∆˜(λ) = b2(1)c3(1)− b3(1)c2(1) = 0. (54)
We plot this modified discriminant ∆˜ versus λ in Figure 7(a). We find that ∆˜ crosses zero
at λ ≈ 7.43472, in agreement with minimum value of λ on the marginal stability curve in
Figure 5.
When ρ is small but nonzero, we can extract the limiting relation between λ and ρ using
the full solvability condition (53). The resulting behaviour is plotted in Figure 7(b), along
with the fit
λ ∼ 7.43472 + 12.58825
log(1/ρ)
as ρ→ 0. (55)
15
This asymptotic solution is shown as a black dashed curve in Figure 5(b), and we see that it
successfully captures the local behaviour as ρ → 0, as well as confirming that the marginal
stability curve indeed terminates at the finite value λ ≈ 7.43472.
As noted above, an alternative distinguished limit occurs when λ = O
(
1/ρ2
)
as ρ → 0.
The defect-free state is found by solving the Euler–Lagrange equation (14). With λ 1, the
solution for s(r) is easily obtained as an asymptotic expansion in inverse powers of λ, namely
s(r) ∼ 1√
2
−
√
2
λr2
+O
(
λ−2
)
. (56)
The failure of this outer solution to satisfy the boundary condition s(1) = 1/
√
2 is easily
resolved by considering a boundary layer at r = 1.
We focus instead on the inner region close to r = ρ by performing the scaling
r =
y√
λ
, s(r) = S(y), (57)
so that equation (14) is transformed to
S′′ +
S′
y
− 4S
y2
− (1− 2S2)S = 0. (58)
Matching with the outer solution (56) implies the far-field behaviour
S(y) ∼ 1√
2
−
√
2
y2
− 3
√
2
y4
+ · · ·+ K˜√
y
e−y
√
2 as y →∞, (59)
where K˜ is an arbitrary shooting parameter. The solution is found numerically by integrating
from large positive y towards y = 0. The integration is halted when S = 1/
√
2 and we read
off
S(µ) =
1√
2
where µ = ρ
√
λ = O(1). (60)
By varying the shooting parameter K˜, we generate the inner solutions corresponding to
different values of µ.
Having solved for the defect-free order parameter s(r), we next turn our attention to the
perturbation functions b(r) and c(r). Equations (37a,b) are easily solved in the limit λ→∞
to get the outer solutions
b(r) ∼ 4
λr2
(
1
r2
− r2
)
, c(r) ∼ 1
r2
− r2. (61)
In the inner region, we perform the rescalings
r =
y√
λ
, b(r) = λB(y), c(r) = λC(y) (62)
to get the inner equations
B′′ +
B′
y
+
8
y2
(C −B) = (6S2 − 1)B, (63a)
C ′′ +
C ′
y
+
8
y2
(B − C) = (2S2 − 1)C. (63b)
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Figure 8: Modified discriminant ∆ˆ versus scaled inner radius µ = ρ
√
λ, showing that ∆ˆ
crosses zero at µ ≈ 0.42065.
Matching with the outer solution (61) imposes the far-field conditions B(y) ∼ 4/y4 and
C(y) ∼ 1/y2 as y → ∞. It is helpful to decompose the inner solutions into two components
with algebraic and exponential far-field behaviour. To this end, we write
B(y) = Ba(y) +Be(y), C(y) = Ca(y) + Ce(y), (64)
where {Ba(y), Ca(y)} and {Be(y), Ce(y)} are solutions of the differential equations (63) sub-
ject to the far-field conditions
Ba(y) ∼ 4
y4
+
80
3y6
+ · · · , Be(y) ∼ e
−y√2
√
y
, (65a)
Ca(y) ∼ 1
y2
− 10
3y4
+ · · · , Ce(y) ∼ −4e
−y√2
y5/2
(65b)
as y → ∞. We solve numerically for {Ba(y), Ca(y), Be(y), Ce(y)}, and the boundary condi-
tions B(µ) = C(µ) = 0 can then be satisfied if and only if
∆ˆ = Ba(µ)Ce(µ)−Be(µ)Ca(µ) = 0. (66)
We plot ∆ˆ versus µ in Figure 8. We find that ∆ˆ = 0 at a critical value ρ
√
λ = µ ≈ 0.42065,
and we infer that the asymptotic behaviour of the marginal curve as ρ → 0 and λ → ∞ is
approximated by
λ ∼ 0.177
ρ2
as ρ→ 0. (67)
The excellent agreement between this predicted behaviour and our numerically computed
marginal curve is indicated by a black dashed curve in Figure 5(b).
3.5 Discussion
In Section 3.3, we compute a sharp stability boundary for the defect-free state in terms of the
inner radius ρ and the material parameter λ. The resulting marginal curve shown in Figure 5
has several interesting features.
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1. There is a maximum value of ρ ≈ 0.05855 on the marginal curve: if the inner radius
exceeds this critical value, then the defect-free state is stable regardless of the value
of λ.
2. As λ decreases, the marginal curve terminates with ρ ↘ 0 as λ ↘ 7.43472. This
was confirmed in Section 3.4 using asymptotic analysis, which correctly predicted the
local behaviour (55). The implication is that the defect-free state is stable for all ρ if
λ < 7.43472.
3. When λ 1, the marginal value of ρ decreases towards zero. Again, we confirmed this
observation using asymptotic analysis and found the limiting behaviour (67).
In Section 3.2, we prove that the defect-free state is locally stable if the inequalities (15)
are satisfied, which corresponds to the region to the right of the green dashed and red dot-
dashed curves in Figure 5(b). We see in Figure 5(b) that the rigorously proven region of
stabilty is indeed a subset of the numerically computed region of stability. The quantified
asymptotic behaviour (67) of the marginal curve establishes that the red and blue curves
shown in Figure 5(b) cannot intersect as λ→∞.
Finally, we further validate the predictions of this section by performing simulations of
the gradient-flow problem for the full 2D LdG problem, with a defect-free initial condition, in
an annulus with ρ = 0.05 and different values of λ. The results are shown in Figure 9. With
this value of ρ, the stability curve plotted in Figure 5 tells us that the defect-free state should
be stable for λ . 20.29 and λ & 62.12, and unstable for 20.29 . λ . 62.12.
Considering first the top row of Figure 9, we see that the equilibrium is radially symmetric
and defect-free when λ = 20, as expected. As λ increases through the stability boundary,
we observe the loss of radial symmetry, which culminates in the formation of two internal
defects. The second row of Figure 9 shows that the defects remain in roughly the same
locations as λ increases further, while becoming noticeably stronger (in terms of reduced
order) and more localized. Finally, the bottom row of Figure 9 shows that the equilibrium
transitions rapidly back to the defect-free state as λ increases through the upper branch of
the stability boundary, and the cost in energy associated with the increasingly strong defects
ceases to be worth paying.
4 The defect-free state in the 2D LdG framework and radially
symmetric solutions in the 3D LdG framework
In this section, we discuss the relevance of the results in Section 3 to the 3D LdG framework.
Our aim is to relate the defect-free state Q∗ defined in (11) to an exact solution of the LdG
Euler–Lagrange equations in (4). With Q again normalized with
√|A|/C, the 3D LdG energy
(1) takes the form
I[Q] =
∫
Ω
1
2
|∇Q|2 + λ
[
−1
2
trQ2 − β
3
trQ3 +
1
4
(
trQ2
)2]
dΩ, (68)
where λ = |A|R2out/L, as above, and β = B/
√
C|A|. The corresponding normalized Euler–
Lagrange equations (4) read
∆Qij = λ
[
Qij − β
(
QipQpj − trQ2 δij
3
)
+ |Q|2Qij
]
. (69)
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Figure 9: Simulations of the gradient-flow model for the 2D LdG energy with ρ = 0.05 and
different values of λ.
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We define the orthonormal triad
n = (cosφ, sinφ, 0) , m = (− sinφ, cosφ, 0) , p = (0, 0, 1) , (70)
where as before φ is the usual cylindrical polar angle (note that n and m are analogous to
the 2D vectors er and e introduced in Sections 2 and 3). A basis for the set of symmetric,
traceless 3× 3 matrices is given by
E1 = (n⊗ n−m⊗m) ; E2 = (n⊗m+m⊗ n) ;
E3 = (n⊗ p+ p⊗ n) ; E4 = (m⊗ p+ p⊗m)
E5 =
(
p⊗ p− I3
3
)
, (71)
where I3 is the 3 × 3 identity matrix. Then any arbitrary symmetric, traceless 3 × 3 matrix
can be written as
Q =
5∑
i=1
qi (r, φ, z)Ei. (72)
In [16], the authors show that there exists a class of radially symmetric solutions of (69)
labelled by two scalar order parameters, u and v, of the form
Qu,v =
u(r)
2
E1 + v(r)E5. (73)
In [20], the authors prove that such solutions are unstable on R2 and in [22], the authors
study the stability of these solutions in terms of an anisotropy parameter M , the disc radius
R and specific values of β in (68). We do not make specific comparisons to the results
in [20, 22] because M = 0 in our case and our domain is a re-scaled annulus (not a disc)
with a dimensionless geometrical parameter ρ. More generally, we note that solutions of the
form Q = u(x, y)E1 + w(x, y)E2 + v(x, y)E5 have been studied in [6] as minimizers of the
Landau-de Gennes energy on 2D bounded simply-connected domains, Ω, for topologically
non-trivial Dirichlet conditions in the limit of vanishing elastic constant. We do not appeal
to their results since the annulus is not simply connected in 2D and we are not working in
the limit of vanishing elastic constant; our aim is to understand the relevance of 2D studies
such as the one in Section 3 in a 3D setting.
With the Q-tensor of the form Qu,v, the 3D LdG energy (68) is proportional to
E [u, v] =
∫ 1
ρ
{
1
4
(
u′
)2
+
1
3
(
v′
)2
+
u2
r2
+ λ
(
−u
2
4
− v
2
3
+
u4
16
+
u2v2
6
+
v4
9
)
−λβ
3
v
(
2v2
9
− u
2
2
)}
r dr. (74)
The scalar order parameters u and v are defined to be minimizers of E [u, v] in an appropriately
defined admissible space and are, consequently, classical solutions of the following system of
coupled ordinary differential equations:
u′′ +
u′
r
− 4u
r2
= λu
[
−1 + 2β
3
v +
u2
2
+
2v2
3
]
, (75a)
v′′ +
v′
r
= λv
[
−1− β
3
v +
u2
2
+
2v2
3
]
+
λβ
4
u2. (75b)
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The 3D Dirichlet condition is Q = Qb on r = ρ, 1 where
Qb = s+
(
m⊗m− I3
3
)
; s+ =
1
4
(
β +
√
β2 + 24
)
(76)
is a minimizer of the bulk potential. The corresponding boundary conditions for u and v are
u(ρ) = u(1) = −s+; v(ρ) = v(1) = −s+
2
. (77)
Let us work at the fixed temperature A = −B2/(3C), corresponding to β = √3 and
s+ =
√
3. Then it is straightforward to check that v(r) ≡ −√3/2 identically satisfies both
the Euler–Lagrange equation (75b) and the boundary conditions (77). Therefore
Q∗ =
u(r)
2
E1 −
√
3
2
E5 (78)
gives an exact solution of the 3D LdG Euler–Lagrange equations in (69) at this fixed temper-
ature. The existence of exact solutions of the LdG Euler-Lagrange equations with constant
components along some eigendirections at A = −B2/(3C), was first noted in [11]. The scalar
order parameter u is interpreted to be a minimizer of the energy E(u, v) in (74) with v = −√3,
i.e.
E [u] :=
∫ 1
ρ
(
1
4
(
u′
)2
+
u2
r2
− 3λ
8
u2 +
λ
16
u4
)
r dr (79)
in an appropriately defined admissible space and is, hence, a classical solution of (75a) with
β =
√
3 and v(r) = −√3/2.
Let s = −u/√6. Then (modulo irrelevant additive and multiplicative constants) E [u] in
(79) transforms to
E [s] =
∫ 1
ρ
((
s′
)2
+
4s2
r2
+
λ˜
4
(
2s2 − 1)2) r dr, (80)
with λ˜ = 3λ/2 = B2R2out/(2CL), and s is a classical non-negative solution of
s′′ +
s′
r
− 4s
r2
= λ˜s
(
2s2 − 1) , (81)
subject to s (ρ) = s(1) = 1/
√
2. Equation (81) is precisely the governing equation for the 2D
defect-free order parameter in (14). We summarize the preceding discussion in the following.
Lemma 2. Let A = −B2/(3C). Then the 3D LdG Euler–Lagrange equations (69) admit an
exact solution of the form (78) where the unknown scalar order parameter u is related to
the 2D scalar order parameter s (of the defect-free state) in (11)–(14) by u = −√6 s and
λ˜ = B2R2out/(2CL).
i
Next, we discuss the relevance of the local stability result in the 2D setting in Section 3.2,
in the full 3D setting.
iIt is worth saying that solutions of the form (78) exist for other values of A too (see [12] for example) but
these solutions have non-constant E5 components for A 6= −B2/(3C). In other words, we cannot analyze them
in terms of a single parameter, such as the function u(r) where r is the 2D radial distance, as above and the
problem necessarily involves two parameters. We work at this special temperature for technical conevenience
and for illustrating the main analytical concepts.
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The second variation of the 3D energy (68) about the equilibrium state Q∗ is given by
δ2I [Q∗] =
∫
Ω
[
1
2
|∇V|2 + λ
2
(|Q∗|2 − 1) |V|2 + λ (Q∗ ·V)2 − λβQ∗ ·V2] dΩ. (82)
Consider a restricted class of perturbations of the form
V = v(r, φ)E1 + w(r, φ)E2 + ξ(r, φ)E3 + η(r, φ)E5 (83)
for arbitrary v, w, ξ, η such that v = w = ξ = η = 0 on r = ρ, 1. This class, albeit restricted,
includes four out of the five admissible instabilities and, hence, is a relatively large class of
perturbations. Now we set β =
√
3 and substitute for Q∗ from (78). For perturbations V of
the form (83), the second variation (82) becomes
δ2I [Q∗] =
∫
Ω
[
|∇v|2 + |∇w|2 + |∇ξ|2 + 1
3
|∇η|2 + 1
r2
(
4v2 + 4w2 + ξ2 + v
∂w
∂φ
− w∂v
∂φ
)
+
3λ
2
((
6s2 − 1) v2 + (2s2 − 1)w2 + s(2s+√2) ξ2 + 1
3
(
2s2 + 1
)
η2
)]
dΩ. (84)
≥
∫
Ω
[
|∇v|2 + |∇w|2 + 4
r2
(
v2 + w2 + v
∂w
∂φ
− w∂v
∂φ
)
+ λ˜
(
6s2 − 1) v2 + λ˜ (2s2 − 1)w2] dΩ. (85)
Now the results of Proposition 1 apply directly. The right-hand side of (85) is precisely the
functional (20) which was proved to be positive definite provided the inequalities (15a) and
(15b) are satisfied. Hence, Q∗ (in (78)) is indeed locally stable with respect to restricted
perturbations of the form (83) in the 3D setting, when the defect-free state is stable in the
2D sense as discussed in Section 3.2. In other words, any instability in this regime would be
induced by perturbations with a E4 component i.e. perturbations which are out of plane with
components along the 2D director m of the 2D defect-free state.
Similarly, in Section 3.4, we identify an unstable region of the (λ, ρ) plane where there
exist admissible perturbation functions vc(r, λ, ρ) and wc(r, λ, ρ) for which the functional (20)
is negative. We can use these functions to define perturbations of the form (83) with ξ = η = 0
i.e. work with V = vc(r, λ, ρ) sin 2φE1 + wc(r, λ, ρ) cos 2φE2 and evaluate (84) for such a V.
The second variation (84) then reduces to (20) and is consequently negative, demonstrating
instability in this subset of the (λ, ρ)-plane.
Lemma 3. The exact solution (78) of the LdG Euler–Lagrange system (69) at the fixed temper-
ature A = −B2/(3C) is locally stable with respect to perturbations of the form (83) provided
the inequalities (15a) and (15b) in (λ˜, ρ) are satisfied. This exact solution is necessarily unsta-
ble whenever the 2D defect-free state defined in (11)–(14) is unstable for λ = B2R2out/(2CL).
Finally, we appeal to the results in [19] to further connect our 2D results to a 3D setting.
In [19], the authors study minimizers of 3D LdG energies of the form (1) on thin 3D geometries
of the form Ω×(0, h) where Ω ∈ R2 and 0 < h 1. They impose uniaxial Dirichlet conditions
on the lateral sides and surface energies on the top and bottom; for particular choices of the
surface coefficients, the surface energy minimizers are precisely of the form (78). They then
compute the Γ-limits of the 3D LdG energies, including the surface energies in the limit of
h→ 0. They prove that the limiting energy is precisely of the form (1)–(6) on the 2D domain
Ω and the limiting minimizers indeed have the structure given by (78). Thus, a study of
critical points of the form (78) is relevant for nematics confined to thin 3D geometries.
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5 Conclusions
We study the 2D defect-free “bend” state on a 2D annulus with Dirichlet tangent boundary
conditions, in an idealized 2D LdG framework described by symmetric traceless 2×2 matrices.
We define this state in Section 3.1 in terms of an optimal scalar order parameter s defined
in (11)–(14). We derive a local stability result in terms of a dimensionless material and
temperature-dependent parameter λ and the annular aspect ratio ρ, and perform a detailed
asymptotic analysis that yields a curve in the (λ, ρ) plane separating the regions of stability
and instability in the 2D framework. The asymptotic results are of independent interest,
particularly since they predict two limiting values of λ as ρ→ 0, in two separate distinguished
limits. They also predict two critical values of λ and ρ such that the defect-free state is stable
(within the 2D framework) if ρ is suffiently large (regardless of the value of λ) or if λ is
sufficiently small (regardless of the value of ρ). This is consistent with the fact that the 2D
LdG energy has a unique critical point in the limits ρ → 1 (regardless of λ) and λ → 0
(regardless of ρ), as can be seen by adapting the arguments in [26]. The agreement between
the numerical and the asymptotic results is also very good.
Of course, the relevance of our simplified 2D approach in a 3D framework is not immedi-
ately clear, although equivalent 2D LdG models have been used with some success in a batch
of experimental and theoretical papers [14, 24, 28] to model severely confined approximately
two-dimensional systems. In [16, 22], the authors refer to the B = 0 case of the LdG energy
in (1) as the very low-temperature limit, and the defect-free state defined in Section 3.1 is an
exact solution of the LdG Euler–Lagrange equations with B = 0. We make the connection
between the idealized 2D LdG approach and the full 3D LdG setting more precise in Section 4
by relating the defect-free state in (11)–(14) to a radially symmetric (u, v)-type solution intro-
duced in [16] at a fixed temperature A = −B2/(3C). This is not the low-temperature limit
but a physically relevant temperature below the critical supercooling temperature A = 0.
The stability results in Sections 3.4 and 3.3 give some information about stability in the
3D framework. In particular, the stability estimate in Section 3.4 carries over to the stabil-
ity of the corresponding 3D radially symmetric solution with respect to a class of restricted
perturbations, and the instability results are immediately valid in the 3D framework.
This relation between 2D and 3D solutions is more general. See for example [12,23] (and
this list is not exhaustive), where the authors define a well order reconstruction solution
(described by a symmetric traceless 3× 3 matrix) which is an exact solution of the 3D LdG
Euler–Lagrange equations in terms of a symmetric, traceless 2 × 2 matrix at the special
temperature, A = −B2/(3C) used in Section 4. They show that the properties of the well
order reconstruction solution can (to some extent) be analyzed in terms of the solution of
a reduced two-dimensional problem, represented by a 2 × 2 matrix as in Section 3.1. We
conjecture that at the fixed temperature A = −B2/(3C), we can define a reduced problem
in terms of 2 × 2 matrices on every regular 2D polygon with Dirichlet conditions and this
reduced solution is related to an exact critical point of the 3D LdG energy in (1). We will
investigate this conjecture carefully in future work.
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