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 This paper introduces computer aided analysis system for diagnosis of liver 
abnormality in abdominal CT images. Segmenting the liver and visualizing 
the region of interest is a most challenging task in the field of cancer 
imaging, due to small observable changes between healthy and unhealthy 
liver. In this paper, hybrid approach for automatic extraction of liver contour 
is proposed. To obtain optimal threshold, the proposed work integrates 
segmentation method with optimization technique in order to provide better 
accuracy. This method uses bilateral filter for preprocessing and Fuzzy C 
means clustering (FCM) for segmentation. Mean Grey Wolf Optimization 
technique (mGWO) has been used to get the optimal threshold. This 
threshold is used for segmenting the region of interest. From the segmented 
output, largest connected region is identified using Label Connected 
Component (LCC) algorithm. The effectiveness of proposed method is 
quantitatively evaluated by comparing with ground truth obtained from 
radiologists. The performance criteria like dice coefficient, true positive error 
and misclassification rate are taken for evaluation. 
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Liver is the largest and most important organ for survival. It is one and a half kg organ and located 
in the upper right quadrant of the abdominal cavity [1]. The liver performs important functions like filter the 
blood, process the fats and to metabolize and store carbohydrates. It is also prone to several distinct types of 
liver ailments. Liver diseases have different colors such as blue indicate cyst, yellow indicate fatty liver, 
brown is fibrosis etc. Different imaging techniques like ultrasound, computed Tomography Imaging, 
Magnetic resonance imaging, positrons emission tomography etc are available for diagnosis of liver 
diseases [2].  
Among these, CT scan is a well known non-invasive imaging modalities and it is more preferred by 
diagnosticians since they have high signal to noise ratio, good spatial resolution, patient friendly protocols, 
less cost and less examination time. It also provides more accurate anatomical information about the 
visualized structure. Manual segmentation of liver is tedious and time consuming task for radiologists [3]. 
Automatic segmentation is more troublesome because of low contrast, multiple slices of CT image and 
similar intensity of both the liver and tumor. Thus, there is a need for Computer aided analysis system to 
diagnose the liver abnormality from the huge amount of medical data. 
The main goal of computer aided analysis system is to provide computer output, as a second opinion 
to assist physician in the detection of abnormalities and to improve the segmentation accuracy. This system 
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also reduces the image reading time. This system has various phases: Data acquisition, preprocessing, 
combined segmentation and optimization algorithm and post processing. Clustering is one of the most 
popular segmentation techniques used to organize the objects into groups. The Fuzzy C-Means algorithm is a 
clustering algorithm where each item may belong to more than one group (hence the word `fuzzy'), where the 
degree of membership for each item is given by a probability distribution of the clusters.  
However, it suffers from the possibility of falling into local minima. To overcome this drawback, 
the FCM algorithm is combined with another soft computing algorithm. Grey wolf optimization technique is 
a new meta-heuristic optimization algorithm based on the social hierarchy and hunting behavior of grey 
wolves and it is used to search and hunt a prey (solution) [4]. This technique is used to optimize the cluster 
center in order to find the optimal threshold. This technique is used in the proposed work. The rest of this 
paper is organized as follows: Section 2 gives a detail description of the proposed method. Section 3 presents 
experimental results and performance analysis. Section 4 provides the conclusions and future scope. 
Liver segmentation still remains an open challenge problem for researchers. Many researchers have 
developed different methods and techniques to extract the liver and tumor from the abdominal CT images 
over the recent years. And number of researches has been carried out on soft computing based optimization 
methods. This literature survey has been done on three phases: preprocessing, segmentation and optimization. 
The existing methods used for the extraction of liver contour are discussed in this section.  
In Russo and Sonali author presented linear filtering method to remove Gaussian noises in a CT 
images. The main drawback in their work is blurring problem [5, 6]. To overcome this, Chaux et al have 
developed nonlinear filter [7]. This filter not only removes the blurring effect and also preserves the edge 
information; thereby improve the effectiveness of non-linear filter. Proposed bilateral filter to preserve the 
edges and image smoothening using nonlinear combination of image pixels [8]. Therefore, it can be seen that 
noisy CT image will degrade the quality of an image so preprocessing is essential in computer aided analysis 
system.  
In S. Gunasundari and M. Suganya author has reviewed comparative study of liver segmentation 
methods to extract the liver contour and also discussed the limitation of various methods [9]. K Mala et al 
have proposed adaptive threshold based morphological processing for liver segmentation [10]. M Jayanthi et 
al have proposed an approach for extracting the liver and tumor from abdominal CT images and used for 
computer aided diagnosis [11]. The authorshave used seeded region growing method and focused on limited 
amount of sample image and performance measures not evaluated in their work. SS Kumar et al have 
developed a CAD system for segmenting the liver and tumor extraction [12].  
Ahmed Fouad Ali et al have presented a novel approach based on nature inspired optimization 
algorithms and highlighted the problem present in the CT liver segmentation [13]. The authors have 
explained how the nature inspired algorithms can be applied to solve the segmentation problem. Gehed 
Ismail et al have presented a Computer aided diagnosis system for abdominal CT images [14]. The authors 
have proposed a hybrid method to reduce the false positive error rate. In Mittal N et al the authors have 
extended a modified mean grey wolf optimization approach for biomedical problems and the performance 
was compared with other meta-heuristic optimization algorithms [15].  
Therefore, it can be seen that there are different methods to extract the liver contour. Some of the 
methods discussed in the literature survey used prior knowledge of region of interest and a single 
segmentation method for segmenting the liver contour from abdominal CT images. Sometimes, these 
methods might create fake segmentation error. In Edy Fradinata et al and Ratna Nit in Patil et al the authors 
have explained the importance of optimization and evaluation of classification algorithms [16, 17]. The next 
section discusses about the limitation of existing methods and also explains how the proposed method is used 
for liver segmentation in computer aided analysis system. 
 
1.1. Research Problem 
The significance of liver segmentation problems are as follows  
a. Automatic segmentation of liver is a difficult task due to the overlapping of region of liver with adjacent 
organs and the intensity of liver is same as that of other organs. 
b. Existing methods used pixel-based distribution for finding the liver contour. 
c. Most of the researcher focused on single segmentation method, but this method incapable to solve the 
complex problem like liver shape variation among the patients. 
d. Machine learning based liver segmentation method finds laboriously to calculate optimal threshold. 
So the proposed work integrates machine learning with optimization method to improve the efficacy 
of segmentation results and also provide the optimal solution of finding the cluster centers. Therefore, the 
problem statement of the proposed work can be stated as “To develop a precise segmentation method that 
incorporate FCM with bio inspired optimization method for the extraction of liver contour from the 
abdominal CT images”. 
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1.2. Proposed Solution 
The proposed solution is an extension of our hybrid method towards liver diagnosis problem [18]. 
We highlighted the importance of hybrid techniques for the extraction of liver contour. Therefore, in this 
proposed solution, we emphasize bio inspired optimization method in order to find the optimal threshold that 
can be used by radiologists for the extraction of liver contour is discussed. The proposed system has various 





Figure 1. Block diagram of the proposed system 
 
 
2. PROPOSED METHOD IMPLEMENTATION 
The various steps involved in the extraction of liver contour are discussed in this section. The 
primary step in computer aided analysis system is a collection of image database for abdominal CT images. 
Then, preprocessing filter is discussed in order to improve the quality of an image. Followed by this, FCM 
based optimization and label connected algorithms are explained to get the liver contour of abdominal CT 
images. The various phases in the proposed method are clearly explained in the accompanying passage. 
 
2.1. Abdominal CT Image 
Computed Tomography scan combines series of X-ray images that are taken from different angles, 
and uses computer processing to produce cross sectional images of the human body. It provides the detail 
information of the internal organs and also helps radiologists to diagnose the diseases. For a patient, more 
than 150 slices of CT image are obtained. A suitable selection of CT Image is essential. Middle slice is 
preferable and gives more detailed information. Both real time database and simulated database are used in 
the proposed work. Our database is a collection of various images of CT abdominal organs which include 
normal, fatty and over extended liver with tumor. 
 
2.2. Bilateral Filter 
In order to improve the quality of a CT image, preprocessing is essential. Bilateral filter is used as 
preprocessing filter. It is non-linear, non-iterative, edge preserving smoothing filter developed by Tomasi 
[19]. The main noise in the CT image is Gaussian noise. Bilateral filter is obtained by the combination of 
weighted function of two Gaussian filters: partial domain and intensity domain. The intensity value of each 
pixel is replaced by weighted average. Let G is an image. Then Gp is the value of the image G at pixel 
position u. Bf (G) is the output of bilateral filter applied to an Image G 
Spatial distance is calculated as 
 
𝑠𝑝𝑑(𝑢, 𝑣) = 𝑒
−||𝑢−𝑣||2/2𝜎𝑠𝑑
2        (1) 
 
intensity difference is calculated as 
 
𝐼𝑖𝑑(𝑝, 𝑞) = 𝑒
−|𝑈(𝑢)−𝑈(𝑣)|2/2𝜎𝑖𝑑
2        (2) 
 
guassian kernel coefficient are σsd and σid which controls spatial distance and intensity difference. These 
coeffieients are directly proportional to image size and edge amplitude and these are mainly used to control 
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∑ 𝐵𝑖𝑓(𝑞)𝑠𝑝𝑑𝑞∈𝛾(𝑝) (𝑝, 𝑞)𝐼𝑖𝑑(𝑝, 𝑞)                            (3) 
 
where C is a normalization factor 𝑐 = ∑ 𝑆𝑝𝑑(𝑢, 𝑣) 𝐼𝑖𝑑(𝑢, 𝑣) and 𝛾(𝑝) shows the spatial neighborhood of 
Bif(p).  Each pixel is replaced by the weighted average of nearby pixels in spatial neighborhood. 
Shows the spatial neighborhood of Bf(p). The pseudo code of bilateral filter is shown in Table 1. 
 
 
Table 1. Pseudo Code for Bilateral filter 
Input: CT Image ; Output: Preprocessed image 
1. DICOM image is converted to JPEG using acculite software. 
2. Convert that CT image to grey scale image. 
3. Define the bilateral filter parameter w, σsd and σid 
4. For all the pixel, do the following steps 5,6,7 
5. Calculate the spatial distance using the equation 1 
6. Calculate the intensity difference using the equation 2 
7. Apply the filtering values on CT grey scale image using the equation 3. 
8. Get the resultant pre processed image. 
 
 
2.3. Fuzzy C Means Algorithm 
FCM [20] based objective function is a most popular iterative clustering algorithm that allows the 
most precise formulation of the clustering criteria. The basic concept is to find optimal cluster center that 
minimize objective function. The basic concept is to partition a data set DX={DX1,DX2….DXM} into ‘C’ 
number of clusters. First step in FCM is to calculate the degree of membership function. For a given data 












        (4) 
 
where m is a fuzziness coefficient, value of i ranges from 1 to M and j varies from 1 to C. Then calculate 










         (5) 
 
next, calculate Euclidean distance between cluster vectors to the data point using the formula 
 
𝐸𝑢𝑐_𝐷 = |𝐷𝑋𝑖 − 𝐶𝑗|
2
        (6) 
 
this distance finds the closeness of each data point to the cluster vector Cj. For every iteration of FCM 
algorithm, the following objective point is minimized.  
 




𝑖=1        (7) 
 
if (ObJm-ObJm-1)<= ε is satisfied, following iteration is terminated. The value of  ε ranges from 0 to 1. 
 
2.4. Grey Wolf Optimization 
Mirijali et al proposed a new heuristic optimization algorithm. This algorithm mimics social 
hierarchy and hunting behavior of grey wolves in nature [21]. The advantage of grey wolf is simple, easily be 
programmed and does not need specific input parameters. Generally, Grey wolves live in a group (pack), 
each group has an average member of 5-10. All the members in the group have a own power of dominant 
hierarchy as shown in Figure 2(a). Four types of grey wolves alpha (α), beta (β), delta (δ), and omega (ω) are 
worked for simulating the leadership hierarchy. This is used to search and hunt the prey (solution) and the 
leadership priority level to plan the hunting are α, β , δ  and ω respectively. The wolves omega ω, and are 
responsible for guiding the search (hunting), while other wolves follow. Three steps of the hunting behavior 
are encircling, hunting and attacking the prey. 
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Encircling the prey 
When the grey wolves start hunting, they encircle prey. The encircling behavior is presented as a 
mathematical model and given as 
 
𝐷 = |𝐶. 𝑋𝑝𝑟𝑒(𝑡) − 𝑋𝑔𝑝(𝑡)|       (8) 
 
𝑛𝑋(𝑡 + 1) = 𝑋𝑝𝑟𝑒(𝑡) − 𝐴.𝐷       (9) 
 
𝐴 = 2𝑎𝑟1 − 𝑎         (10) 
 
𝐶 = 2𝑟2          (11) 
 
Where t is a current iteration, Xpre is a prey position vector ,Xgp is the grey wolf vector position and A,C are 
the coefficient vector. Random vector is r1 and r2, the values in the range of [0,1]. 
The alpha guides the hunting process and beta and delta might have a part in hunting. The updating position 
of grey wolves is shown in Figure 2(b). The location of prey position is expected to come from the alpha, 
beta, and deltawolves q and given by the following equation 
 
𝐷𝛼𝑛 = |𝐶1. 𝑋𝛼(𝑡) − 𝑋𝑔𝑝(𝑡)|       (12) 
 
𝐷𝛽𝑛 = |𝐶2. 𝑋𝛽(𝑡) − 𝑋𝑔𝑝(𝑡)|       (13) 
 
𝐷𝛿𝑛 = |𝐶3. 𝑋𝛿(𝑡) − 𝑋𝑔𝑝(𝑡)|       (14) 
 
𝑋1𝑓 = 𝑋𝛼(𝑡) − 𝐴1𝐷𝛼𝑛        (15) 
 
𝑋2𝑓 = 𝑋𝛽(𝑡) − 𝐴2𝐷𝛽𝑛        (16) 
 
𝑋3𝑓 = 𝑋𝛿(𝑡) − 𝐴3𝐷𝛿𝑛        (17) 
 
𝑋(𝑡 + 1) =
𝑋1𝑓+𝑋2𝑓+𝑋3𝑓
3
        (18) 
 
Attacking 
When the prey stops moving, the grey wolves end the hunting process. This process is 
mathematically expressed by decreasing a from 2 to 0. If |Av| < 1, wolves move towards the prey for 





Figure 2(a). Social hierarchy of wolves [22] 
 
 
Figure 2(b). Position updating of grey wolf [22] 
 
 
in m-GWO optimization algorithm, mean is taken into consideration. This algorithm is used to find the 
optimal threshold values in order to improve the clustering results produced by FCM. The Psuedo code for 
m-GWO optimization Algorithm is shown in Table 2. 
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Table 2. m-GWO algorithm pseudo code 
1. Read the enhanced bilateral filter output. 
2. Get cluster center Cj where j=1,2,…num_of_cluster using equation 4. 
3. Initialise m-GWO parameters – search agents, dimension, maximum iteration , lower and upper search boundary. 
4. Generate wolves position Pi randomly on size of the pack. 
5. Assign Pj=Cj that is jth pack of ith wolves is Cj. 
6. Initialize alpha, beta , delta. 
7. Initialize wolves positions Pα, Pβ, Pδ 
8. Set l=0(iteration) 
9. While l<max_it do 
10. for each search agent do 
11. Calculate the fitness of each search agent. 
12. Upadate current search agent position based on fitness. 
13. End for 
14. Update Pα, Pβ, Pδusing equation 9-15 (by inserting mean before X) 
15. Set l=l+1 
16. End while 
17. Use the best solution to generate the partition matrix Uij .And generate the final cluster with the partition matrix. 
 
 
2.5. Label Connected Algorithm 
The algorithm has two modules: (i) Labeling of connected components (ii) Search for the largest 
component [23]. For the output of label connected component, apply morphological opening filter is used to 
fill the holes. The superposition of the contour on the original image allows us to deduct the region of the 
liver. To obtain the liver region, liver mask is multiplied with original image. 
 
 
3. RESULTS AND ANALYSIS 
The proposed approach is analyzed, applied and tested on abdominal CT image dataset [24]. In this 
work, 20 Images is taken for analysis. All images are axial images. The proposed works are carried out on 
Pentium processor and implemented in MATLAB 9. The parameter setting of bilateral filter and m-GWO is 
shown in Table 3. 
 
 
Table 3. Parameter setting 
Term Description Values 
w Window size 5 
σsd Spatial distance  3 
σid Intensity difference 0.1 
num_clus Number of fuzzy clusters 3 
m Fuzziness 2 
no_search Number of search agents 20 
Max_it Number of iteration 10 
lb,ub Lower and upper bound [0 255] 
 
 
The abdominal CT image is converted to gray scale image. To remove the noise artifacts, 
preprocessing is applied on gray level image CT images. Input to the bilateral filter is normalized with closed 
interval of [0, 1]. Since image was normalized, parameter of bilateral filter was also normalized by dividing 






Figure 3. Gray scale CT image and output of bilateral filter 
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The output of bilateral filter is taken for next phase. With the help of mGWO optimization method, 
three cluster centers of optimized values were obtained. These values were used by FCM algorithm.The 
corresponding cluster output is shown in Figure 4. 
 
 
   
 
Figure 4. FCM output of different clusters 
 
 
The best cluster was taken for post processing. In post processing phase, largest connected region 





Figure 5. Liver contour output and superimposed liver output with original image 
 
 
After obtaining the segmented liver, contour detection is used for the visualization.  The volume of 
the liver is calculated using the formula given below.  For sample database, 
Volume of liver =slice thickness* Area 
Area=Number of pixels *Pixel dimension 
The experimental results of proposed method are compared with other segmentation methods that were 
discussed in [25].The output of all methods is painted in Figure 6. From the figure it is inferred that FCM 
based optimization method gives better results. But the eye of the mind indicates that optimization results are 
admirable when compared to all other methods. This conclusion is purely based on visualization. To 
understand thebest segmentation method, following performance measures are done. 
 
 
Histogram based liver 
segmentation 
 
Seeded region growing 
based liver segmentation 
 






Figure 6. Results of various segmentation methods 
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Dice coefficient gives the similarity between automatic segmentation and ground truth image. And it 





         (16) 
 
True positive fractionalso called Sensitivity and Recall, measures the portion of positive vowels in 
the ground truth that are also identified as positive by the segmentation being evaluated. 
 
True Positive fraction =
|A∩M|
M
       (17) 
 
Misclassification Rate = 1 −
|A∩M|
M
       (18) 
 
A is number of pixels of the automatically segmented liver regions and M is number of pixels of the 
manually segmented liver (ground truth) by the experts. Above metrics are used to find the similarity 
between automatic and manual segmented output (GT). Table 4 shows the statistical analysis of segmented 
output. Proposed method (PM) runs for Dataset contains 20 images and this table illustrates the detailed 
outcome of proposed work in terms of the dice coefficient, true positive rate and misclassification rate. The 
accuracy is more if the misclassification rate is less. 
 
 
Table 4. Performance metrics of  proposed method 
Dataset PM GT TPF DICE MCR 
ID1 20054 22123 0.904 0.9217 0.096 





















The performance of proposed work is compared with [25] and the results are tabulated in Table 5, it 
can be observed that accuracy of the proposed work is improved. Thus, FCM based optimization method 
performed well for extracting the liver contour and it can be used in computer aided analysis system to find 
the abnormality in the liver contour.The dice coefficient plot are represented in Figure 7. 
 
 
Table 5. Comparison of other segmentation techniques in terms of dice coefficient 
Methods DT2 DT3 DT4 DT5 
Histogram 0.67 0.652 0.689 0.7312 
       SRG 
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4. CONCLUSION 
The Proposed algorithm uses hybrid method, combination of FCM and mean Grey wolf 
optimization algorithm with label connected component algorithm for liver segmentation. The performance 
of the proposed method was compared with existing methods and the proposed method achieved the 
accuracy of 91 % for liver segmentation. The proposed work is mainly used to identify the suspicious pixels 
from the liver region and helps radiologists for diagnosing liver diseases. For the future studies, other 
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