Introduction
Understanding solid-to-liquid transitions in advanced processes such as additive manufacturing and welding is fundamental in establishing causal relation-M A N U S C R I P T ACCEPTED MANUSCRIPT 2 ships between process parameters, emerging alloy microstructures and properties. These are crucial for the development of integrated computational materials engineering (ICME) tools in order to predict location specic material properties. To achieve this aim a multi-scale materials modelling approach to the solidication process is required that explicitly simulates emerging microstructures as a function of spatial and temporal changes of an applied heat source. Due to the extreme conditions found within a high energy density beam, a number of challenges arise in trying to simulate the resulting microstructure. The large spatial variation in the incident energy density associated with these processes results in steep thermal gradients that rapidly evolve. The evolution of the thermal eld in a material subjected to such a high energy density source is inuenced by the complex ows of the liquid metal, and gives rise to a rich range of potential grain structures (equiaxed and columnar). A number of numerical schemes have been developed over the last few decades for modelling grain nucleation and growth. However, to the best of the author's knowledge, no such computational studies have been reported in the scientic literature focusing on remelting events commonly encountered in additive manufacture or fusion welding.
The migration of grain boundaries is an important phenomenon during the processing of poly-crystalline materials. Grain boundaries migrate in response to driving forces acting upon them in such a manner as to minimise the total free energy in the entire system. Following grain boundary (GB) migration, the resulting microstructure has signicant eects on the macro-scale properties of the material. The coarsening of grains and migration of grain boundaries may favourably or adversely aect the properties inuenced by a component's microstructure [1] . Mechanical, thermal and electromagnetic properties are all aected by altering the microstructure and grain size distribution. As such, mechanisms governing the microstructural evolution are of great interest both academically and industrially.
There are a number of physical mechanisms reported in the scientic literature that contribute to the driving forces dictating GB evolution [2] . The most relevant sources include stored deformation energy, the GB energy due to the curvature of the boundary, and forces arising from applied external elds. The applied external elds may include a global elastic deformation, or perhaps an applied magnetic eld if the material is susceptible. One of the most common externally applied elds is a thermal eld. The resulting driving force on the grain boundaries due to a thermal gradient causes the boundary to migrate up the applied energy gradient as atoms traverse from the hotter side of the GB to the colder side [2, 3] . An applied temperature eld initiates a thermal gradient, causing migration of the grain boundaries explicitly, as well as increasing the mobility of grain boundaries; hotter grains are more able to migrate subject to other driving forces, such as the curvature driving force.
It has been a primary goal of computational eorts in materials science to develop the capability to model microstructural evolution under realistic conditions with predictive accuracy [4, 5] . Several techniques have emerged for the simulation of grain growth; Monte Carlo (MC) Potts model [6, 7] , vertex model [8] , cellular automata [9] and the phase eld (PF) method [10, 11] are the most common methods used. Despite signicant dierences in underlying methodology, the dierent approaches have been shown to predict similar behaviour in simulations of two dimensional coarsening. The MC method for simulating coarsening of grains has proven popular due to favourable computational costs when compared with the PF approach [6] . Although the computational expense of the PF method is relatively high, due to the need to appropriately resolve the eld boundaries, a major advantage of this approach is its scope for incorporation of the applied driving forces on grain boundaries. These forces cannot be readily incorporated into statistical approaches and may lead to the development of complex microstructures. It is now possible to simulate a microstructure using the PF method, such that the simulated volume is statistically signicant and representative [12] .
In a PF formulation, the boundary energy is introduced through gradient energy terms in the free energy functional similar to the treatment of anti-phase domain boundaries by Allen and Cahn [4, 13] . The main advantage of this model is that continuous tracking of GB position is not required since the locations of grain boundaries are implicitly dened by the regions where the gradients of eld variables are non-zero. Also the Gibbs-Thomson eect is naturally incorporated in the governing equation [4, 14, 15] . The PF method, is considered to be the most versatile and mature approach for simulating coarsening phenomena, particularly in the presence of multiple phases or gradients of concentration, stress or temperature [16, 17] . Presented in this work is a constrained multiphase eld model, extended to incorporate the driving force on a GB due to large thermal gradients, such as those present in the high energy density beam welding of metallic alloys [15] .
The primary focus of this paper is to present a theoretical and numerical framework to study grain structure evolution during a remelting event. In particular, to derive statistical behaviour from PF modelling of interface motion across complex thermal elds representing fusion welding of a titanium alloy system. A PF scheme is presented in Section 2, which includes thermal gradient contributions to the evolution of the order parameter. In this section, a method to consider isotropic GB behaviour is discussed. Section 3 presents the uid mechanics model used to simulate the development of a fusion weld representing Ti-6Al-4V. Process conditions associated with partial and full penetration welds are simulated, as well as scenarios where the material undergoes numerous melting and solidication cycles. Numerical results and discussion are given in Section 4 corresponding to simulations of the high energy density melting scenarios, as well as the simulation of the microstructural behaviour in a linearly varying thermal eld. Finally the conclusions of the work are summarised in Section 5.
Phase Field Model
Historically, the form of the free energy in the derivation of the PF evolution equations has been assumed to be isothermal and boundary motion driven
primarily by local curvature. In the presented work, terms are added to the free energy expression to represent the driving force on the grain boundaries due to spatial and temporal variations in the global temperature eld. In general the velocity of a migrating boundary, v, is found by taking the product of the GB mobility with the driving pressure acting upon it. The driving pressures acting on the grain boundaries in the presented work are considered to be the curvature driving pressure, F c , and the thermal gradient driving pressure, F t . The GB velocity is then given as the superposition of these pressures as
The curvature driving pressure has been investigated in many works and is given by F c = −σκ, where m is the GB mobility, κ is the local curvature and σ is the GB energy. [2, 15] . The thermal gradient driving pressure, F t , has not received the same level of scrutiny. F t was rst stated in the book by Gottstein and Shvindlerman [2] and the derivation provided by Bai et al. [18] . It is trivial to extend the one dimensional temperature eld provided by Bai et al. to a three dimensional eld [18] . The equation for F t is then given as
where ∆S is the entropy dierence between the GB and the crystal which is approximately equal to the melting entropy, 2λ is the GB width, T is the temperature and Ω is the molar volume of the material which may readily be found from the density and molar mass. The validity of the assumptions in the derivation of F t (that ∆U i and ∆S i are temperature-independent) has been investigated using a number of molecular dynamics simulations. It has been found that the proposed theoretical expression for the thermal gradient driving force, shown in Equation 2, is valid [18] . The GB velocity due to the superposition of the local curvature and thermal gradients is then given by
m is strongly temperature dependent and is often assumed to follow an Arrheniustype relationship of the form
where Q is the activation energy for the GB under consideration, m 0 is a preexponential constant and k B is the Boltzmann constant. In the PF model, boundaries between elds representing grains are considered as diuse interfaces of a nite width. The orientation, or phase, of the eld changes gradually over this boundary. An order parameter, φ n , is utilised to represent the orientation in the model consisting of N grains. In the presented PF model the GB energy and mobility are assumed to be isotropic, so that they do not vary with relative misorientation of the boundaries. Consider a GB between two regions, φ n = 1 and φ m = 1. At the interface between these two elds the magnitude of the φ n and φ m elds varies smoothly in such a manner that the sum of the elds, indeed the sum over all order elds in the domain remains unity [13, 19, 20 ]
The diuse interface approach has been chosen for several reasons. The diuse interface model maintains the force balances at triple junctions. The model also adopts the parabolic potential with a double obstacle, which results in a denite boundary within the PF, preventing diuse transport of elds into neighbouring grains [4, 21] . A step function is dened to determine the number of co-existing phases as shown in Equation 6 . The number of phases co-existing at a given point is then given by Equation 7
In order to determine the evolution of the N-coupled PFs that represent the grains, one must consider the free energy within the system, and the driving forces arising due to this energy. In the presented work the free energy is presented as an integral of the density functional over the domain Ω. The density functional is split into two parts: the GB energy density f GB (x, t); and the thermal energy density f T (x, t)
The evolution equation for the PF is given by
where M φ is the isotropic PF mobility [4, 15] . The variation in the free energy density due to the GB curvature and thermal gradient driving forces is given by Equation 10
where ǫ is the gradient energy coecient, T is the temperature, µ is the temperature gradient energy coecient, and ω is the height of the parabolic potential with a double obstacle. The nal term on the RHS of Equation 10 is naturally proposed for the thermal gradient contribution; this expression will be shown to reproduce the expected behaviour of a boundary in a thermal gradient as the boundary migrates to minimise the total free energy in the system. Removing this term produces the familiar PF expression for the evolution of a boundary network due to curvature driving forces [14, 15] . The parameters ǫ, ω, µ and M φ have denite relationships with the GB energy, σ, PF boundary width, 2ξ, boundary entropy dierence, ∆S, GB width, 2λ, alloy molar volume, Ω, and mobility m of a GB.
Sharp Interface Limit Analysis
The interface width, 2ξ and GB energy σ, for a boundary between two grains are given by 2ξ = πǫ / √ 2ω and σ = π 8 ǫ √ 2ω respectively [4, 15] . To determine the relationships between the other PF GB parameters, in order to simulate physical systems, further considerations must be made. Consider a boundary between two elds φ q and φ n , utilising Equation 5, Equation 9 reduces tȯ
The PF mobility, M φ , has a relationship with the GB mobility, m. The relationship may be found by considering a shrinking grain in spherical co-ordinates, as rst considered by Allen and Cahn [13] . Consider a spherical q eld with curvature κ, in a position dependent temperature eld. Using a general expression for the divergence of a gradient vector to a scalar eld, Equation 11 may be expressed as [22] 
where v is the eld shrinkage velocity, dr /dt. A sharp interface limit of 1 /κ ≫ ξ is assumed [13, 15] . Integrating Equation 12 from 1 /κ − ξ to 1 /κ + ξ yields
At the upper bound of the sharp interface limit, 1 /κ + ξ , the value of the φ q eld tends to zero and the value of the gradient of the eld variable with respect to r also tends to zero; at the lower bound of the sharp interface limit, 1 /κ − ξ , the value of φ q tends to unity, the value of dφq /dr tends to zero. Inputting the values of the eld variable, the gradients of the order parameter and the limits of the integration into Equation 13 , it can be shown that
Therefore, the GB mobility can be expressed as
Equating this expression for the PF velocity with the expression for the GB velocity, Equation 3
Considering the case of a at boundary, such that the curvature, κ = 0, all relationships between PF and GB properties may be determined. In this case the expression for µ is
When the original curved boundary is considered, and this expression is inserted into Equation 16 it is clear that M φ ǫ 2 κ = mσκ. Therefore M φ = mσ /ǫ 2 = π 2 m /16ξ and after substituting for m/M φ in the expression for µ µ = 16ξ2λ∆S
The above equations describe isotropic grain growth due to the curvature and thermal gradient driving forces. It is worth noting at this point that the expression µ is similar to that found by other authors [3] , considering thermal driving forces on grain boundaries but neglecting the adoption of the parabolic potential term, using the alternate PF approach of Moelans et al. [23] .
Computing the Transient Thermal and Phase Field
This work focuses on the simulation of microstructure evolution during melting and remelting events, such as those encountered in fusion welding. The previous section presented an interface framework to simulate solidication. In order to implement the thermal gradient driving force and temperature eld into the PF model, a representative thermal eld must be computed. This section will give a theoretical outline of the metal solid-liquid transition during fusion welding for predictions of the thermal elds required by the PF model. There are various methods by which an appropriate temperature eld, representative of the welding process, may be obtained. One may wish to perform a nite element simulation and treat the domain as a solid body and apply a representative area or volumetric heat ux distribution in motion, solving the heat equation for the desired temperature [24] . Another method would be to obtain the analytical solution for a representative heat source model and therefore remove numerical uncertainties from the calculation procedure [25] . However, such approaches are limited. An alternative is to directly calculate the thermal elds from the dynamics of the liquid metal. This will involve full thermal uid simulations of a high power laser incident on the surface of a substrate material, fully capturing the solid to liquid state transition as well as the momentum eld in the domain and coupled temperature eld. Such a framework is implemented in the current work for the computation of the temperature eld.
The momentum and other uid properties of the mixture are formulated as a single momentum equation coupled with equations for energy and continuity.
These are solved to rationalise the evolution of the metallic and gaseous phases. The metallic phase was treated as a single material (metal) with multiple phases (solid, liquid and gas). The standard balance of forces and conservation of momentum and energy is used and the model assumes that the Reynolds number of the molten liquid metal is suciently low such that a laminar solver is appropriate. Similar assumptions are made in other computational uid dynamics (CFD) modelling approaches for fusion welding [2628] . To simulate the laser interaction with the material, an engineering approximation of a laser volumetric heat source (e.g. [29] ) is used to represent the multiple reections by a volumetric energy density.
A brief summary of the physical phenomena used in simulating the interaction between heat source and material is as follows. The solid, liquid and vapour metal constitutive behaviours are dened within the metallic phase by introducing appropriate phase transformations depending on the temperature, being either below the solidus, between the solidus and liquidus temperature, above the liquidus temperature or above the vaporisation temperature. Above the vaporisation temperature, metal liquid transforms to metal vapour. The latter vapour phase is assumed to be converted into atmospheric gaseous phase. The loss of metallic phase, due to evaporation when the evaporation temperature is reached, is included into the Navier-Stokes (momentum) equation of the liquid metal and metal vapour. It also includes reaction surface forces, in the present treatment, from vaporisation (as a function of the vapour recoil pressure [27, 3032] ), surface tension and Marangoni force. All surface forces act only on the metal liquid/vapour interface. In addition, the buoyancy force term caused by density dierences due to thermal expansion and a damping force associated with the frictional dissipation in the mushy zone given by Carman-Kozeny equation which is an enthalpy method for phase changes [33, 34] are used. The thermal energy is coupled with a momentum contribution and balanced between the heat input due to the source term, Q T , proposed by Xu et al. [29] , and the heat loss due to conduction, convection, radiation and evaporation [35, 36] .
A volume of uid approach was adopted for the thermal-uid calculation; here the sum of metal α 1 and gas α 2 phase fractions is maintained at unity, α 1 +α 2 = 1. The weight function of any parameter x, dened asx = x 1 α 1 +x 2 α 2 , is used to smear out the eect of metal and gas phases. To rationalise the melt dynamics, uid ow and heat transfer equations needed to be solved. Starting with the assumption of incompressible uid the continuity condition on the velocity eld u is written as
The computation domain is divided into a metallic α 1 region and atmospheric gaseous α 2 regions. The solid, liquid and vapour metal constitutive behaviours are dened within α 1 by introducing appropriate phase transformations depending on the temperature, being either below the solidus, between the solidus and liquidus temperature, above the liquidus temperature or above the vaporisation temperature. The volume occupied by the α 1 phase will evolve through the
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following dierential equation,
where t is time, and the sink term in the right hand side (RHS) of Equation 20 describes the loss of metallic phase due to evaporation when the evaporation temperature T v is reached. In this work, ρ 2 is referred to the density of metal vapour which is equivalent to the atmospheric gas phase as chemical species is not distinguished here. The mass evaporation rateṁ v is a function of the vapour recoil pressure p v . The governing eld equation describing the ows of the liquid metal in weld pool and metal vapour is the Navier-Stokes equation,
where T v is the viscous deviatoric stress tensor, p is the hydrostatic pressure and ρ is the density. Three source terms are present on the RHS of Equation 21 . The buoyancy force term f buoyancy is caused by density dierences due to thermal expansion. The melting source term, f melting damping force associated with the frictional dissipation in the mushy zone given by Carman-Kozeny equation which is an enthalpy method for phase changes [33, 34] are used. A number of mechanisms contribute to the surface force, f surf ace , including normal and tangential components of surface tension; where in the present treatment the tangential component of surface tension arises due to the temperature dependent Marangoni convection eect. The Marangoni force is a thermo-capillary force that arises from temperature gradients across the liquid/gas interface [3739] . The conservation of thermal energy is given as, (22) where T is the temperature,C p is the specic heat of the metallic phase and H is the latent heat. Equations 20, 21 and 22 are solved to quantify the ow dynamics of the melt. By solving the set of governing equations, the evolution of melt kinetics and liquid/gas interface change can be analysed and rationalised. A detailed model description is to be published elsewhere [4042] and model parameters were adopted from [4345].
Computational Procedures
The thermal uid ow calculation has been developed using the C++ open source code OpenFOAM (Open Field Operation And Manipulation) toolbox. A solver for two incompressible, non-isothermal immiscible uids using a volume of uid phase-fraction based interface capturing approach is adopted from Panwisawas et al. [42] . The phase elds and thermal elds are coupled by a staggered time integration procedure. For any given time-step, Equations 20, 21 and 22 are solved using a volume-of-uid approach to capture the temporal and spatial evolution of liquid metal/gas interface to capture the transient physical eects during the heat source-material interaction of a fusion welding process. The weighted average is used to take into account two immiscible uids as one eective uid throughout the calculation domain. The model makes use of the two-uid Eulerian model for two-phase ow, where phase fraction equations are solved separately for each individual phase. The physical properties are calculated based on the distribution of the liquid volume fraction, and thus they are equal to the properties of each uid in their corresponding occupied regions and varied only across the interface. In this model, a sharper interface resolution is considered through an additional convective term originating from modelling the velocity in terms of weighted average of the corresponding liquid and gas velocities is introduced into the transport equation for phase fraction. To allow sharp interface resolution, numerical diusion, which is unavoidably introduced through the discretisation of convective terms, can be controlled and minimised through the discretisation of the compression term. In order to ensure stability of the solution procedure, the calculations are performed using a self-adapting time step which is adjusted at the beginning of the time iteration loop based on the Courant number. Moreover, in order to achieve a proper coupling between velocity and pressure it is necessary to adapt the PISO (Pressure Implicit with Splitting of Operators) loop to the momentum equation and derive a new pressure equation for each time step. The three dimensional temperature eld is then passed to the PF calculation portion of the code where the spatial gradients of the temperature eld are calculated. The evolution of the PF variables is then calculated by solving Equation 9 over the entire domain, and all order parameters, using the forward Euler method to update the PF variables, φ.
Once a point in the computational domain exceeds the solidus temperature of the Ti-6Al-4V system under consideration, the PF variable, φ, at this location is assigned a random orientation. This randomisation of the PF variable in the molten regions of the system is performed at every time-step in the simulation until the region solidies once again and ensures that no grain structure is permitted to develop in the melt. The eect of the GB width, 2ξ, on the accuracy of the PF simulation was investigated, as will be discussed in Sub-section 4.1, and it was determined that increasing the number of cells in the boundary region leads to improved accuracy of the simulation accuracy. There is however a trade-o between accuracy and computation time. In the simulations of grain-boundary networks in this work the PF boundaries were permitted to span a minimum of 10 cells. This appeared to be a reasonable compromise between the solution accuracy and computational eciency of the PF simulation.
Results and Discussion
Whilst direct microstructural comparisons are not made in the presented work; a number of scenarios are investigated and the eect of parameter alterations are investigated and commented on in the resulting predicted microstructure. All simulations in the current work are representative of Ti-6Al-4V. Mate-rial and model parameters associated with the CFD have been determined from previous work [42] . The parameters for the PF simulation are shown in Table 1 The molar volume of Ti-6Al-4V is calculated from the density and molar mass.
The relative entropy dierence between the boundaries and bulk in the domain, ∆S, is estimated from the melting enthalpy. The pre-exponential factor, m 0 , present in Equation 4 for the Ti-6Al-4V system is not known and there is very little information of this parameter for engineering alloy systems. However, pure aluminium alloy systems have been investigated and therefore the value of this parameter is taken from this work [46] . It is worth noting that the simulations were far more sensitive to the activation energy, Q, than the pre-exponential factor, m 0 , and so this is a reasonable assumption. Table 1 : Parameters used in the PF simulation of Ti-6Al-4V microstructures.
Parameter
Ti-6Al-4V
The parameters in Table 1 are not trivial to determine. Certain parameters have a greater eect on the GB motion in the temperature eld and therefore the resultant distribution in grain sizes. The activation energy, Q, has a drastic eect on the mobility of the grain boundaries in the simulation. It is therefore crucial to have a representative value for this parameter corresponding to the material being simulated. For a given time varying thermal eld; a higher Q will tend to reduce the GB mobility over the network while a lower Q will increase the network mobility. Therefore if the activation energy value inserted into the PF simulation is too low compared with the physical value for the given material, the PF simulation would over-predict the amount of coarsening occurring in the region under consideration and the grain size distributions would be shifted towards a larger grain size. As shown in Equation 3 the GB width, 2λ, entropy dierence, ∆S, and molar volume, Ω, have a direct inuence on the migration velocity in the PF model. Inserting a value for 2λ into the PF computation that is too low with respect to the physical value will dampen the velocities of the boundaries over the temperature range and eectively reduce the amount of coarsening occurring in the simulation. A value for ∆S that is erroneously low will have a similar eect while a low value for Ω will have the opposite eect as this term appears in the denominator rather than the numerator for the driving force expression.
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20 µm 10 µm 500, 000 1000 × 500 18.9 × 10 6 Km vapour states over distances of a few mm. While the eect of the curvature driving force in the simulation is dominant, it is clear that the thermal gradient driving force should not be omitted when considering GB network evolution in the presence of steep thermal gradients.
Grain Boundary Migration in a High Energy Density Thermal Field
A temperature eld, the generation of which is described in Section 3, is used to simulate the evolution of a GB network subject to the application of a high power density welding heat source. The applied heat source density, Q T , causes a solid to uid state change within the metallic region of the computational domain, an example of this can be seen in Figures 3 and 4 . The region of the computational domain containing the gaseous phase is omitted from the gures in this section for clarity. However, for completeness it should be noted that the metallic region of the domain was surrounded by gaseous regions above and below the metallic regions shown. As molten regions of the domain cool below the solidus temperature at the solid-liquid boundary, and φ is no longer randomised, their curvature is relatively high and so these elds tend to shrink. Existing elds neighbouring these newly precipitated elds which tend to have lower curvature in the solid region tend to grow. In the case where the temperature decreases rapidly following solidication, there may be insucient time for the boundaries to migrate, as the mobility is a strong function of temperature, and so in this case a series of elds with a high curvature may remain. In any case the elds tend to migrate up the thermal gradient due to the additional thermal gradient free energy driving force. Various temperature elds will be analysed and the dierences in the resulting microstructures described in terms of the PF model.
Partial Penetration Melting
In this case the energy density from the laser source is insucient to generate a melt-pool throughout the thickness of the domain. Figure 3 shows the time evolution of the temperature and |φ| elds inside the metallic region of the computational domain, representative of Ti-6Al-4V grains, as the melt-pool traverses the region. The two dimensional evolution of the GB network, considering isotropic GB behaviour, is shown in Figure 4 at four sequential time steps.
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Figure 5: Probability density functions for the GB evolution in a partial penetration weld.
As can be seen in Figures 4 and 5 , the eect of the thermal cycle on the GB network is to drastically reduce the number of grains in the domain. As molten region of the domain shrinks and the newly solidied grains are consumed, due to the high local thermal gradients in the region of the solidication front and the large curvature of these new elds, columnar grains grow perpendicular to the solidication front. Following solidication the temperature is suciently high for coarsening to proceed for a considerable time. The cooling rate of the domain is low enough that any equiaxed grains that develop in the central region of the domain tend to have sucient time to be consumed by the incident columnar grains.
Full Penetration Melting
In this case the energy density from the laser source is sucient to extend the melt-pool through the entire thickness of the substrate material; This is referred to as a full penetration weld. The cooling rate of the molten metallic region is higher for the full penetration case as there are two regions where the metallic uid was in contact with the gaseous region, the upper and lower surfaces, as opposed to the single region in the partial penetration case where only the upper surface has metallic uid exposed to the gaseous region. Convection and radiation occur at these locations, with a high temperature gradient at the interface, causing the full penetration domain to cool at a higher rate and therefore the solidication front proceeds at a higher velocity than in the partial penetration case. The drastically higher heat input means that the entire domain still takes longer to solidify, regardless of this higher cooling rate. The thermal eld in the metallic region and phase-elds for this full penetration case are shown for four sequential time-steps in Figure 6 . It can be seen that the eect of the re-melting events on the grain size distribution decreases as the number of events increases. One may imagine that as the number of re-melting events increases beyond those shown in Figure  10 , the change in the grain size distribution will tend to zero for this partial penetration case.
The coupling of the thermal-uid and PF computations by means of the staggered time integration procedure means that the inuence of the variation of phase elds on the thermal elds has not been considered. This method of coupling naturally neglects thermal contributions from the migration of the grain boundaries. However, these migratory thermal contributions in the simulation are negligible when compared with the heat input from the laser heat source and the latent heat contributions from the two state changes of melting and vaporisation considered in the work. Should the heat contribution from the migration of the phase elds have been considered, one would not expect the simulation results to deviate considerably from those reported.
The proposed PF method, incorporating thermal elds that accurately capture the physical processes involved with state change, will provide a more robust understanding of the eect that processing routes have on materials within an ICME framework. Ultimately the proposed method could be employed to determine the ideal physical properties required in a material in order to produce a given coarsening behaviour; this may then be used as a blueprint for the synthesis of these materials.
Conclusions
In summary, a modelling approach for the prediction of grain growth and coarsening during high energy density heat source induced melting is presented. The method incorporates both curvature and thermal gradient driving forces into the free energy functional of the PF method. The temperature eld generated by a high energy density heat source was calculated from thermal uid dynamics simulations representative of fusion welding and used to simulate GB network evolution due to such processes in Ti-6Al-4V. Specic conclusions can be drawn as follow:
• In large thermal gradients the thermal gradient driving force is signicant in promoting the migration of grain boundaries.
• The model provides better understanding of solid-liquid transitions and solid state boundary evolution during fusion and vaporisation state change processes, i.e. fusion welding and powder-bed fusion additive manufacturing.
• The phase eld simulation indicates that, with sucient energy, grain boundaries may migrate up the thermal gradient at a rate equal to the solidication interface velocity.
• A mechanism for the genesis of equiaxed grains at the termination of the columnar grains with high local boundary curvature is proposed and discussed.
• During re-melting events, the proposed model predicts that the grain morphology is statistically restored.
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