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Abstract-We compare the efficiency (attained level of accuracy vs cost) of a class of Galerkin methods for 
the numerical solution of second-order hyperbolic equations. The methods are based on a smooth spline 
discretization of the space variables and on a class of time-stepping methods based on some rational 
approximations to the cosine function. The estimates of the error are based on approximate expressions of
the dispersion of the numerical methods. 
1. INTRODUCTION 
In recent years there has been considerable interest in the numerical solution of hyperbolic 
problems by Galerkin (finite element) methods. In this paper we are concerned with second- 
order (in space and time) hyperbolic equations. Typically, a Galerkin method for such equations 
produces a semidiscretization with respect to the space variables, which is equivalent o a 
system of second-order ordinary differential equations in the time variable; this system may 
then be discretized by a variety of types of schemes. 
A class of methods of arbitrary order of accuracy has been recently proposed for the full 
discretization of the semidiscrete equations [ 1,2]. These cosine methods take advantage of the 
special, second-order character of the equations and are based on a class of rational ap 
proximations to the cosine function. In Refs. [l, 21 the stability and convergence of these 
methods are analyzed and error estimates are obtained both in the abstract context of 
second-order evolution equations as well as in the concrete case of the approximations of the 
solutions of initial- and boundary-value problems for second-order hyperbolic equations; 
In this paper we address the question of comparing the various cosine methods with respect 
to their efficiency (achieved accuracy vs cost) as full discretizations of second-order hyperbolic 
equations. We discretize a very simple problem (i.e. the initial- and periodic boundary-value 
problem for the wave equation) using the smooth splines for the space variables. We compare 
the work that the methods require to attain a certain level of accuracy (the error is computed 
via a dispersion-phase error-analysis of the schemes) for optimal choices of the space and time 
meshlengths, following the methodology laid down for first-order hyperbolic problems by 
Swartz and Wendroff 131 and for parabolic equations by Swartz[4]. Some aspects of the 
dispersion analysis used here have already been introduced in[.5]. In the context of a periodic, 
constant-coefficient problem this analysis can be performed in a precise manner and the 
conclusions reached about the relative efficiency of the methods will hopefully hold (under 
certain assumptions) in more general situations. 
There is a growing literature on the analysis of the dispersion and of other aspects of the 
accuracy of the simulation of various wave propagation phenomena by a discrete “wave” in the 
context of finite difference and finite element methods for first-order hyperbolic equations. In 
particular, for finite differences, in addition to[3] see, e.g. Refs.[f%9]. For finite element 
methods, in addition to [3], recent works include [l&13]; the last three references concern finite 
differences as well. 
In Section 2 we review the cosine methods and give the precise formulas of the resulting 
Galerkin methods in the case of a simple initial- and boundary-value problem. In Section 3, 
specializing to the periodic case in one dimension and using the smooth splines for the space 
tWork supported by USARO Grant DAAG29-804056. 
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discretization, we compute the dispersion of the methods and point out its relation to the 
relative error of the approximation of a simple wave profile. Many of the computations of 
Section 3 are a subset of ([4], Section 2) but we include them for completeness and in order to 
establish notation. Moreover we prefer to work with the discrete speed c,, itself rather than the 
relative error E of (141, pp. 283-285). In Section 4 we couple the space discretizations with the 
cosine methods to obtain a fully discrete scheme the relative error of which is again expressed 
in terms of the dispersion of the fully discrete scheme. Based on a convenient form of this 
error we find the optimal space and time meshlengths that give the least amount of work for a 
desired level of accuracy. High order methods (cubic splines in space, fourth or sixth-order 
accurate discretizations intime) emerge as the most efficient from this analysis. In Section 5 we 
demonstrate how such computations may be extended to the periodic problem in two space 
dimensions on the unit square. We perform numerical experiments with the two most promising 
methods of Section 4 to evaluate their relative efficiency in terms of actual computer time vs. 
achieved accuracy. 
We record here our thanks to Dr. Blain K. Swatz for his valuable criticisms and suggestion 
on an earlier version of this paper. We also thank Ms. Janet Peterson who programmed most of 
the methods described in this work and performed the numerical experiments reported in 
Section 5 and Mrs. Cynthia Serbin for her assistance in the preparation of the tables. 
2. THE FULLY DISCRETE GALERKIN METHODS 
In this section we introduce the fully discrete Galerkin approximations that we shall 
consider in the sequel. To fix ideas let us consider the following initial- and boundary-value 
problems. Let Q be a bounded domain in Rd with sufficiently smooth boundary XI and 
suppose that 0 < T <m. We seek u = u(x, t) defined on fi x [0, T] and satisfying 
utt = it’ $ (aii(X) 2) in 52 x K4 Tl, 
u = O’on Xl x [0, T],’ (2.1) 
u(0) = uo, u,(O) = up in fi, 
where aii, u’, up are given, sufficiently smooth functions defined on fi and {Uii(x)l, I 5 i, j % d, is 
a symmetric, uniformly positive definite matrix for x E fi. We sometimes write u(t) = u(., t), 
suppressing the x-dependence. 
For integer m 2 0 let H” = H”(8.l) denote the usual Sobolev space of (classes of) functions 
defined on s1 and having distributional derivatives of orders up to m in L2 = L’(n). We denote 
the inner product on L2 by (a, m), the associated L2-norm by (( * 11 and the usual norm of Hm by 
11. I\,,,. We let 8’ = #(a) = {V E H’; v = 0 on 80). Suppose that a(*, a) is the bilinear form 
associated with (2.1) defined for U, v E H’ by 
Then, the problem (2.1) has the following weak formulation: we seek u(x, t), a member of rf’ 
for each t E [0, T], such that 
(uf,, v) + a(u, v) = 0, v E I?‘, 0 < t S T, 
(2.2) 
u(0) = u”, u,(O) = up. 
Henceforth we shall assume that the problem (2.2) has a unique, sufficiently smooth solution 
u which we shall approximate by a Gakrkin (finite element) method. Specifically, we consider 
the standard Galerkin method; for 0 < h 5 1 let Sh = S,,(0) be a finite-dimensional subspace of 
8’ satisfying the following approximation property for some integer r 12 and constant C 
independent of h, v: 
inf (/Iv - (bll+ h/Iv - &) s Ch’llr& v E H’ fl fi’. 
6% 
(2.3) 
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The (standard) Galerkin semidiscretization of (2.2) is then a map uh : [0, T]+S,, such that 
~~(0)~ 9(O) given in Sh. 
Letting {~i}~, be a basis of Sh, defining as usual the associated mass matrix Ce and stiffness 
matrix Y as %ij = (4i, 4ji,, Yij = a(4i, 4ji), 1 Z i, j 5 m and supposing that in (2.4) &, is of the form 
we are led to the following, equivalent to (2.4), initial-value problem for a system of second- 
order ordinary differential equations for the unknown vector v = [ZQ, . . . , ornIT for 05 t 5 T: 
cei(t) t Ya(t) = 0, 0 5 t I T, u(O), zj(0) given. (2.5) 
It is well-known,[M-161, that if ~~(0) and &h/at (0) are chosen, as elements of &, optimally 
close in the L2-sense to u’, up, respectively, and u, the solution of (2.2), is sufficiently smooth, 
there follows an optimal rate convergence L2-error estimate of the form 
SUP /U(t)- u,,(t)/) 2 c(U, T)h’. 
OSET 
(2.6) 
where the constant C(u, T) does not depend on h. 
We shall now consider efficient methods for discretizing (2.4) or (2.5) in the time variable. 
One approach is to convert the second-order system into a first-order one (by introducing the 
second variable ti = w) and subsequently to use single-step or multistep methods for its time 
discretization. Along these lines, see Refs.[lS-181. Another possibility is to discretize (2.4) or 
(2.5) by a linear multistep method designed for second-order equations without a first-order 
derivative term ([19], Chap. 6). For the application of such methods to semidiscretizations of 
second-order hyperbolic equations, see Refs.[l4,20,21]. Here, we shall consider a class of 
two-step schemes, the cosine methods, based on a class of rational approximations tothe cosine 
function, which are derived from the explicit second-order character of the equation. These 
approximations were introduced in[l] (some were already considered in[22]) and applied to 
second-order hyperbolic equations in[2]. We review these methods here with emphasis on their 
actual implementation in the case of the system (2.5). 
To motivate these approximations consider the scalar problem y”(t) t Ay(t) = 0, A >O, 
0~ t 5 T, with y(O), j(0) given, the solution of which, for any constant ime step At >O, 
satisfies the recursion relation 
y(t t 2At) - 2 cos (AtA”2)y(t t At) t y(t) = 0. 
Let r(7) be a rational approximation to cos T for 7 B 0. Then, the above relation suggests the 
following difference formula, with tin approximating y(nAt): 
on+* - 2r(AtA’“)o”+’ + o” = 0. (2.7) 
An effective class of rational approximations, particularly suited for solving systems of 
second-order ordinary differential equations such as (2.3, is given by the following one- 
parameter family of rational functions r(r) = r,(p, T), r Z 0. For each integer s 2 1 and real 
parameter p 2 0, set 
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In Refs. [l, 231 it is shown that for /3 L 0, 
r&3,7) = COS 7 f O(72s+2), 
and that, given s, there exists p(‘) > 0 such that for p 2 p(‘) and all 7 2 0, 
a property leading to unconditional stability of the difference scheme (2.7). Moreover, for each 
p > 0 there exists a constant q= q(p) > 0 such that (2.9) holds for 01 T S q(p). For these 
values of p the difference method (2.7) is conditionally stable. In addition, given s, there exist 
parameter values p = pi’) > 0 such that 
r,(&.“‘, 7) = cos 7 + o(T2s+4), 
yielding conditionally stable schemes of two additional orders of accuracy. In, fact the 
following error estimate may be shown for the difference method (2.7),[1]. If o” = y(O), 
o1 = y(At) +O(At”“), then for 0 5 nAt % T, m;xlw” - y(nAt)/ = O(At”), unconditionally if (2.9) 
is satisfied for all 7 20 and provided AtA’” 5 77 if (2.9) holds for 0 5 7 5 7. Here v = 2s if 
p# PAS) and v = 2s t 2 if /3 = p$“. 
We now turn to the application of the cosine methods to the full discretization of (2.5). We 
shall list for easy reference the formulas of the algorithms corresponding to s = 1, 2 in 
(2.8)-along with the formulas for the initial conditions-and their stability and accuracy 
properties in the case of (2.5). We let v” approximate the vector v(nAt). Then we obtain, for 
s = 1 and p 2 0, the schemes 
1 
(% t /3At*Y)w” = (Ce t (j3 - 1/2)A.t29)v”+‘, 
nZ0, (2.10) 
@+* = 2w” - 2)“, 
retrieving a well-known one-parameter family of linear two-step methods. Note that the 
computation of v”+* in terms of v”, v”+’ requires one “backsolve” with the LLT factors of the 
symmetric, positive definite matrix $ t /I At29 whose Cholesky factorization may be performed 
once, and one matrix-vector multiplication. To obtain the initial values v”, v’ in terms of the 
initial values u”, up of (2.1) we utilize the one parameter family (with the same value of p) of 
rational approximations to eiy due to Baker and Bramble[16]. The formulas are 
1 
Lfv” = f”, 
(Ce t pAt*Y)v’ = ($J+ (/3 - l/2)At2Y)v0+ Atf’, (2.10’) 
fjO= U(UO, t$j),fi =(Up, &bi), 15 iS m, 
requiring in addition to the computation of right-hand sides f”, f’, the solution of two linear 
systems, one of which with the same matrix used for the subsequent time-stepping. The use of 
such a starting scheme avoids Taylor-series-type formulas which typically involve the com- 
putation of approximations to higher order derivatives of u”, up. 
If the vi are generated by (2.10)-(2.10’) and we suppose that 
(4/(1-4P)) “2, if 0 d p < l/4, 
At(p(%-‘9))“’ 5 v,(p) = (2.11) 
tm 7 if p 2 l/4, 
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where p(%-‘9) denotes the spectral radius of the matrix 9’9, (which may be computed, e.g. 
by the power method as the largest eigenvalue of the problem Zx = h(ex), then, the error estimate 
I(v” - u(nAt)l) = O(h' + At”) (2.12) 
holds with Y = 2, for a sufficiently smooth solution u of (2.2). It is well-known that the stability 
condition (2.11) is satisfied provided that the Courunt number At/h is sufficiently small (if 
0 5 p < l/4, with no bound required if p 2 l/4) and that the subspace S,, satisfies an inverse 
assumption of the form 
where C is a constant independent of 4 and h. 
The value p = p* (‘) = l/12 yields the (exceptionally) fourth accurate St0rmer-Numerov 
method, which is conditionally stable with 77r(1/2) = fi by (2.11). To achieve global fourth- 
order accuracy in time for the numerical solution in this case we should start with a 
fourth-order accurate single-step appproximation[l6]. Hence, with /3 = l/12, under the ap- 
propriate stability restriction, the method (2.10) gives the error estimate (2.12) with Y = 4 
provided the initial conditions v”, vi are given by 
9’v”=fo, (~+~Y)d"=6(~+$')vo+Atf1, 
(2.14) 
(%+$+L %P,v’=d’-5v0, 
with f”, f’ as in (2.10’). 
For s = 2 and p > 0 the computational form of our cosine methods becomes 
(9+pAt29')w(1)" = [(;-&),+At2(;-&$+P1, 
(Ce + /‘3At29’) wc2jn = SW(~)“, n Z-0, (2.15) 
requiring for each step two “backsolves” with the LLT factors of the same matrix and 
two-matrix-vector multiplications. The case p = 0 may also be implemented with the same 
amount of work. To obtain v”, v’ we use fourth-order single-step formulas of [16], namely 
+ At3(2p - 1/6).Y’d” + Atf’, 
(%++At29’)d2 = %d*, v1 = d2 = (1 - l/p + 1/24p2)vo 
(2.15’) 
with f”, f’ as in (2.10). Note that (2.14) is a special case of (2.15’) for p = l/12. The scheme 
(2.W(2.15’) affords an error estimate of the form (2.12) with v = 4, thus achieving fourth-order 
accuracy in time, provided the following stability conditions hold 
I 
(12/(1- 24p))“‘, if 0 5 p 5 l/48, 
At(&??-1.Y))1’2 d q2(p) = [- p - l/8 + (p - 1/48)“2/2]-1’2, (2.16) 
if l/48 < /3 < l/4+ d/(1/24), 
w (unconditionally), if /3 2 l/4 + 1/(1/24). 
There are two values p = p $“= (5? %‘(15))/60, which, when inserted in (2.15) give two 
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sixth-order accurate schemes (i.e. v = 6 in (2.12)) under the stability bounds ~~((5 t 
d/(19)/60) = 2.53724, ~((5 - d(15))/60) = 4.67442 respectively. Sixth-order accurate starting 
should be used though; this may be achieved, using[l6] again, with the above values of p and 
with f”, f’ as in (2.10’) by the formulas 
I 9b” = fO, %dO =f’, (g + @t29’)p)dl= ( - ’ + ;?-j 540fi’) $Jvo - At (’ - 60,~ofa;?408’)j1 
+ At2 - ’ + ;~p;4soa’)f0+ AT)( - 1 - l;;i2 + so+,, 
(9 t /3At2Y)d2 = %f’, (2.17) 
d3=d2+ 
($j+p&2fl& C@, o1 = &_ 
In general, the cosine methods requiring s backsolves (with the factors of the same matrix) 
and s matrix-vector multiplications per time step yield 0(At2s) temporal accuracy while, for 
special values of the parameter p, 0(At2’+‘) accuracy is obtained. Of course, this assumes 9 and 
9 independent of t-indeed, the generalization of schemes (2.8) to time-dependent or non- 
linear operators is as yet unexplored. Note that the unconditional stability of these methods for 
any s and for sufficiently large p constrasts with the behavior of linear multistep methods for 
second-order equations. The latter, as shown by Dahlquist[24], can be only conditionally stable 
if their step number is greater than 2. 
3. DISPERSION OF THE GALERKIN SEMIDISCRETIZATION 
WITH SPLINES 
In this section we shall specialize to a one-dimensional periodic initial- and boundary-value 
problem for the wave equation with constant coefficients, the solution of which we shall 
approximate by a Galerkin semidiscretization with smooth splines. This simple (and trivial) 
setting will enable us in analogy to what is done in[3,4], to analyze the error of the Galerkin 
approximation i a precise manner useful for our purposes in the subsequent sections. 
Consider the problem of finding U(X, t), l-periodic in x and satisfying for some constant 
c>o 
1 uft = c2u,, 0 < x < l,o < t 9 T, u(x, 0) = uO(x), Ut(X, 0) = up<x,, 0 5 x 5 1, (3.1) 
where u”, up are smooth, l-periodic functions. We approximate u by elements of the space 
S, = S‘ of l-periodic smooth splines on [0, l] of order p Z 2 on a uniform mesh with 
meshlength h = l/J, J positive integer. For a convenient exposition of the properties of smooth 
splines and references ee Ref.[25]. As usual, let 4 = x*” (the p-fold convolution), where x is 
the characteristic function of the interval [ - l/2,1/2] and set $J~(x) =$(h-‘x - j). Consider the 
functions ai( 15 j s J defined as restrictions to [0, l] of the functions ,& $i+lJ(x). Then, 
{@}f=, forms a basis for 9‘. Let (u, v) = Jh U(X) v(x) dx denote the inner product on L2(0, 1) for 
(in general) complex-valued functions U, u and let 1) * 11 be the associated norm. Suppose that G, 
S are the J x J mass, resp. stiffness matrices associated with the basis {(I$} of S” defined by 
Gij = (QiT @j), Sij = (a\, a;). It is well-known that both G and S are symmetric, cyclic (circulant) 
matrices with G positive definite and S positive semidefinite. 
The Galerkin semidiscretization f (3.1), uh(t) = i Uj(t)@j(X), may then be found as the 
j=l 
solution of the system of ordinary differential equations for the unknowns u = [vr, . . . , vJIT 
Giitc2Sv=0,0<t~T, 
Vj(0) = uO(jh), tij(0) = Uf(jh), 1 5 j 5 1, 
(3.2) 
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i.e. with ~~(0)~ (duJ~%)(0) taken as simple quasiinterpolants of the initial conditions of (3.1). It is 
shown in[26] (where the result of ThomCe[27], see also[28], is extended to the second-order 
case) that the resulting coefficients ZJj(t) of uh are superconvergent, i  the discrete 1’-sense, for 
p > 2, to the point values u($z, t) of the solution of (3.1), i.e. that for each 0 5 t 5 Z’, 
[h ,$ @j(t) - U(jh, t))2]*‘2 = 0(h2'-2). (3.3) 
Nevertheless, globally in L* the rate of convergence is just optimal, i.e. ]]u - u*/] = O(P) holds. 
In (3.1) we now consider the specific choice of initial values 
u’(x) = eilcr, uto(x) =- iw eikr, (3.4) 
where for periodicity k = 2rlh with A-’ positive integer and w = kc, which, of course, lead to 
the exact solution u = eiCkrmot) f (3.1). To find the solutions of the Galerkin system (3.2), 
with the initial conditions taken as the quasiinterpolants of (3.4), we assume that the vi(t) are of 
the form ej(t) = $(t) e’jh with $(t) a scalar function; this leads to the initial value problem for 
*: 
ci;(t)GE + $(t)c2SE = 0,O < t 5 T, 
(3.5) 
$(O) = 1, J(O) = - io, 
where E = [E,, . . . , E,IT, Ej = eajh. It can be easily be seen,[3], that because G, S are cyclic and 
A-’ are integers, we obtain (GE)j = e i’“-l)h(GE)I, ISiS J (and similarly for S). Thus by a 
computation analogous to that of ([3], pp. 982-984) it follows that 
(GE), = g, (SE), = s, (3.6) 
where 
g = g(kh, h) = h eikha(kh), s = s(kh, h) = h-’ eikhb(kh). (3.7) 
Here, a(e), b(8) are real, even trigonometric polynomials of the real variable I? that may also be 
expressed as 
a(e)= 2 ei@ I m $0 -M(s) ds, j=-m --m b(8) = 2 eij8 ID #(s -j)&(s) ds. (3.8) j--m -co 
From the work of ThomCe, ([27], p. 252), see also ([3], p. 984), (141, p. 28b285), it is seen that 
0) = 2 l&e + 2rj)12, 
j=-m 
b(e) = 2 l&e + 2vj)12(0 + 27rj)2, 
j=-co 
(3.9) 
where J(e), the Fourier transform of 4, is given by d(e) = 2 sin(e/2)/0 and that b(8) is 
nonnegative while a(0) is uniformly bounded below by a positive constant for all real 0. 
We conclude that there follows from (3.5) 
i,b(t) + @h2$(t) = 0, 0 < t d T, 
$(O)=l,i_h(O)=-io 
where Oh, the angular frequency of the semidiscretization (3.2) is given by 
(3.10) 
s c2 b(kh) 
&Q=c2i=pa(kh) (3.11) 
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Note that this formula for wz may be found directly by substituting the trial solution 
vj = ei(kjh-oht) in the system of differential equations (3.2). 
In order to compare the solution u](t) = $(t) eikih of (3.2) with the solution u(jh, t) of (3.1) it 
is convenient to introduce, following[5], the (semi)discrete wave speed ch defined by ch = o,,lk 
and the dispersion yh of the semidiscretization (3.2) as yh = cdc = wh/w. It follows by (3.11) that 
the dispersion is given by 
(3.12) 
Hence, yh is a function of kh =2&/h. Letting 6’ = kh, it follows from (3.9) and ([27], p. 252) 
that, as 0 +O, 
a(0) = &WP +0(P), b(8) = e2&e)2” +0(P). 
Substituting in (3.11) it is seen that 
y,, = 1 t O((kh)2P-2) as kh + 0. (3.13) 
Moreover, an elementary calculation shows that, as a consequence again of the formulas (3.9) 
y,, 2 1 for all kh 5 a. (3.14) 
Swartz ([4], pp. 283-285) considers in some detail the quantity he calls “E” which, in the 
present context, is the relative error in the square of the discrete wave speed. He computes E 
not only for the Galerkin-smooth spline approximation G-’ S to d*/dx* here considered, but 
also for explicit and other implicit high order accurate difference approximations. It is not our 
intent, however, to compare a large variety of spatial difference schemes (nor, indeed, time 
discretizations other than the cosine methods), and we prefer to work with the discrete speed ch 
itself and with 
yh - 1 = (1 - e)i’2 - 1 = - (&/2)[1 t E/4 + 0(&2)1. 
With these observations in mind, using (3.10) we obtain the exact solution of semidis- 
cretization (3.2) 
Vj(t) = c0S a&t -$sin~J eikih, 1 Z jsJ,Os t 4 T. 
In analogy with the first-order case treated by Swartz and Wendroff [3], we can express then the 
relative error e (not to be confused with Swartz’s E above) of the semidiscretization at time t, 
independently of the node jh, as 
e = ucih7 t, - Vi(t) = 1 _ eiof 
u(k t) 
cos yhd -k sin yhd . 
> 
Letting Q = ot (Q/27r is the number of periods computed up to time t) we may rewrite the 
above relation as 
e = 1 - e-i(rh-l)Q - i(l - yhl) sin (yhQ) eiQ, 
from which, for (yh - l)Q small-i.e. by (3.13) for small ratios of the mesh length h per wave 
length A for bounded times-it follows that 
$) G (yh - 11 1 --(sin Q)@’ e’o]. (3.15) 
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The second term in the right-hand side of (3.15) is uniformly bounded (and in fact is of O(Q) for Q 
small) and tends to 1 as t grows. Hence, at least for sufficiently large t, the difference +)$, - 1 
provides a good approximation to the relative error of the semidiscretization per (normalized) 
number of periods up to time t. In fact, (3.13) precisely reflects the superoptimal rate of 
convergence in the estimate (3.3). 
The computation of yh as a function of kh by (3.13) is straightforward. Using e.g. the 
formulas for the polynomials g,,j(e), j = 0, 1 of ThomCe ([29], pp. 719-721) we obtain, setting 
6 = 2a = kh = 2rh/h, the following formulas both in exact and series form valid as (+ -0, for 
p = 2, 3, 4, (analogous to the formula for E,~ in ([4], p. 285)) 
p = 2; linear splines: 
1 1’2=1+,z+0(u4) 6 ’ 
p = 3; quadratic splines: 
20(3 - 2 cos 0 - cos 28) 
I 
1’2 4 
33+26cos e+cos28 = l+$to(CP). 
(3.16) 
(3.17) 
p = 4; cubic splines: 
84( 1 - cos f3)(33 +26 cos fl+ cos 20) 
I 
“* 6 
1208+1191cos~+120cos2~-tcos3~ = 1 t&+0($). (3.18) 
The space S’ of smooth splines is used here as a convenient example for exhibiting the 
significance of the dispersion in the precise setting of (3.2) and (3.4). Other finite element or 
finite difference semidiscretizations with periodic boundary conditions on uniform meshs lead 
to conservative Lagrangian dynamical systems, such as (3.2), the dispersion of which may be 
defined in an analogous way. For examples ee Refs. [5,30]. Typically, finite element schemes 
yield dispersion yh = ch/c B 1, whereas e.g. second-order central differences produce a semi- 
discretization for which yh = 1 - u*/6 t O(cr4), i.e. exhibiting a (discrete) wave speed ch which 
underestimates c. 
It may be of some interest o note that since the system of ordinary differential equations in 
(3.2) iS eqUiV&Ut, in terms Of uh, t0 
then putting in the above Uh(X, t) = eCioh’wh(x), where the (complex) normal mode wh is 
supposed to approximate ikr, we are led to the formula 
mh2 = ~*~)w#/(~w/,~l’ = c*Rh(wh), 
where &(Wh) iS the Rayleigh quotient associated with wh. It follows that yh may be calculated 
by 
“/h = A~/(&(W,,))/2’r% (3.19) 
Such an approach is being taken in Refs. [5,30]. It is readily shown that if, in place of wh in 
(3.19), we put a quasiinterpolant of eiU, e.g. the function ji, eiMh@j(x), then the formula (3.19) 
reduces precisely to (3.12). The same result holds if We is taken to be the interpolant of eikr with 
real and imaginary parts in S’. 
4. DISPERSION AND EFFICIENCY OF THE COSINE METHODS 
We now discretize in time the system (3.2), (3.4) using the cosine methods of Section 2. We take 
as starting conditions the nodal values of the exact solution at t = 0, At, anticipating supercon- 
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vergence (with respect o the space variable) for the cosine methods as well. Such supercon- 
vergence has been proved for linear multistep methods in[26]. For the cosine methods, asimilar 
proof may be given. If uh” = PI uj”@j approximates u,,(nAt) we pick 
We then try a solution to the difference equations corresponding to the cosine methods of 
arbitrary order s of the form vi” = V” e ikih As a straightforward computation shows, we are led . 
to the following difference quation for V”: 
~0 = 1, Vl = e-ioAf, 
where 
(4.1) 
(4.2) 
where the polynomials t@)(p) were defined below (2.8). In (4.2) Oh is the semidiscrete angular 
frequency associated with the system (3.2), defined by (3.11) and depending on k, h, and CL. To 
solve the difference equation (4.1), let s;p g(b(e)/a(B)) = cl, where a and b are defined by 
(3.7), and given s, p (i.e. a particular cosine method) choose the Courant number cat/h 5 q/c,, 
where 11 is the (possibly infinite) stability bound of the particular cosine method for which (2.9) 
holds for 0 5 7 5 7. Since 
h(p(G-‘S))“* s sup h(s(e, h)/g(& h))“* = s!p (b(tI)/a(e))“*, 
9 
it follows that cAt(s/g)1’2 5 q and hence by (2.9) for 0 S 7 5 7, (3.7) and (3.11) 
IAl = (r&3, Afw,)l = (r&3, cAt(s/g)“*)( 5 1. 
For simplicity we assume that IAl < 1. Then, we may set 
A = cos &At, (4.3) 
interpreting 6, as the fully discrete angular frequency corresponding to the particular space- 
time discretization used. Of course, (4.3) may be found by the direct substitution of the trial 
solution Ujn = ei(kN-GnAO in the fully discrete method. The solution of the difference equation 
(4.1) is then of the form V” = CI cos &nAt+ C2sin &nAt, where the constants C,, C2 are 
found by using the initial conditions in (4.1). We conclude then that 
Vi” = [cos &nAt + (ePioA’ - cos &A.t)(sin &At)-’ sin &nAt] eikjh. 
Defining again, in analogy with the semidiscrete case, the dispersion of the fully discrete 
scheme as j$, = &,Jw, we may compute the relative error of the full discretization at time 
t = nht, independently of jh, as 
E = 1 _ e-Wt,-OQ _ (e-hht _ e%+‘Af)(& +h,oAt)-’ ,iQ sin $0, 
where Q = ot. Hence, for (j$, - 1)Q small, 
@-l/11- es sin $,Q(sin $&At)-‘n-l eMioA’). 
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In the above approximate r lation the second term of the right-hand side is uniformily bounded 
and, for large n, by a bound of the form 1+0(1/n). We conclude that I$ - 1) is a good estimate 
of the normalized relative error per number of computed periods up to t, in analogy with the 
semidiscrete case. 
By (4.2) (4.3), we find, noting that At&, = Atj$,,o = 2ur-j$,, where u = kh/2 and r = cAt/h, 
(4.4) 
where yh is the dispersion of the underlying semidiscretization with splines of order p. Long 
calculations give then the following series forms of yk in terms of yh, a; r, for s = 1,2. 
s = 1, pr 1112: 
$ = yh - 2(p - 1/12)(gr)2’&3 + 6p2 - p f $) (fTr)4yh5 + 0(g6r6yh7). (4.5) 
s = 1, p = l/12 (Stormer-Numerov): 
1 
(4.6) 
s = 2, p f (5 + d( 15))/60: 
s = 2, p = (5 k d(15))/60 (sixth-order accurate): 
where c,((S t d(15))/60) = 0.033616, ~~((5 - d/(15)/60) =- 0.000811. Substituting in these for- 
mulas the expressions for y,, from (3.16)-(3.18) we may obtain formulas for +h in series form in 
terms of CT and r. For example, the Stormer-Numerov method with cubic splines yields 
u6 (ar>4 
fh = 1 t ij-jj + 3. t O(aV). (4.9) 
Since (T = rh/h, ur = cAtdh, (4.9) gives then that ($ - l( = O(h6 t At4), i.e. expresses precisely 
the (superoptimal inspace) asymptotic rate of convergence of the Stormer-Numerov method. It 
seems that the extension of the dispersion analysis (in its present form) to the fully discrete 
case, i.e. the comparison of &h to o, hinges upon the fact that the cosine methods are two-step 
conservative schemes, i.e. that the roots of the characteristic polynomial of the difference 
equation (4.1) are complex conjugate of absolute value one, so that a single 6, emerges and 
(4.3) holds. A variation of this approach in the case, e.g. of nonsymmetric linear two-step 
methods that possess roots of the characteristic polynomial of the form p eti’hA’, p 5 1 also 
goes through, with both the effects of dissipation (p --c 1) and dispersion (~-5~ = L&,(r, a) # o) 
accounted for in the expression of the relative error I&l/Q. We have not investigated whether 
the “dispersion” analysis can be extended to the case of linear q-step methods, 4Z 3, in which 
case there are more than one fully discrete angular frequencies kj,, not all of which tend to w as 
At, h+O. 
We turn now to the estimation of the relative efficiency of the cosine methods for s = 1, 2, 
following the methodology of Refs. [3,4] which is based on a combination of considerations on 
work estimation of Refs. [6,311. First we note that in all cases (4.5)-(4.8) the relative error 
divided by wt is approximated by 
/&I/Q = +h - 11 = D1u' t 4(ur)“I, (4.10) 
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retaining only the lower order terms in the series expansion of I$, - 11. Here I = 2~ - 2, m takes 
the values 2, 4, or 6, and D1 = l/6, l/90, l/945, for p = 2, 3, 4, respectively, i.e. D, is always 
positive. For s = 1, Dz = -2(p - l/12) if p# l/12 and Dz = l/30 if p = l/12 (Stormer-Numerov). 
For s = 2, Dz = - (S/3’-4p/3 t l/45) if p# (5 2 ~(15))/60, and Dz = 0.0033616 if p, = 
(5 + q(l5))/60, Dz = - 0.000811 if p = (5 - d(15))/60. It is clear that for some choices of s, p, 4 
may be negative, in which case cancellation occurs in the first two terms of ($, - I(. 
Following[4, p. 2931 we take 4 as 141 in (4.10). Using the notation of [3], let N = A/h denote 
the number of space intervals per wave length and M = 27rlwAt he number of steps per period. 
Then, N = r/u, M = n/ur and from (4.10) we obtain that e, the relative error per number of 
periods up to time t, is approximated by 
e = 127~elot) = 2r(D,(r/N)’ + DZ(r/M)“‘). (4.11) 
The work required to compute the solution per period per wavelength will be of the form 
W = dMN, (4.12) 
where d is the number of operations per space mesh point per time step. We shall take d 
independent of M, N, i.e. as a constant of the particular method. Following[31] we can set now 
an error level for e and find, by a simple exercise in calculus, the N, M that minimize W under 
the (approximate) constraint (4.11). For these approximate “optimal” mesh sizes one can then 
estimate the work by (4.12), bearing in mind that for each conditionally stable fully discrete 
scheme a stability condition of the form cAf/h 5 (Y will give the additional constraint 
NlM9o (4.13) 
that has to be taken into account as well. 
To find the exact optimal values of N, M the exact relation (4.4) and the exact formulas for 
y,, have to be utilized. Recall that N = n/g, so that 0 = 20 = 2r/N. Introducing 
5 = 2ory,(N) = ‘%+,(N)/M, (4.14) 
we may rewrite (4.4) as 
cm GM,/M) = rs(P, 0, (4.15) 
where the definition (2.8) of r, has been used. Since Ir,lS 1 for stable schemes (and the optimal 
N, M will be found under the constraint (4.13) of stability) we may define 5 = l(t) by 
r,(t) = cos (5 t [), i.e. as 
5 = Arc cos r(t) - 5. (4.16) 
Then, from (4.14)-(4.16) we obtain that 
(4.17) 
which yields, as before, for the relative error e per number of periods up to time t, the 
expression (analogous to Swartz’s formula (4.4) in ([4], p. 293)) 
e = ?hl+,, - 11 = lh(y,, - 1) + MJ1. (4.18) 
The term 2?r(y,, - 1) is always positive. Hence, to avoid cancellation, ([4], p. 293), we replace 3 
by I[] and (4.18) becomes 
e = 27r(yh - 1) t Mill. (4.19) 
We select now three error levels, e = lo-*, 10e3, 10s4 and for each we minimize the work W 
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defined by (4.12) under the constraint (4.19) for s = 1, 2 and several values of the parameter p. 
In Table 1 we show the optimal N, M (the upper two numbers in each entry) for the cosine 
methods with s = 1 with parameters p = l/2 (unconditionally stable), 0.15,0.10, l/l2 (Stlbrmer- 
Numerov), coupled with linear, quadratic and cubic splines. (We recall that the temporal order 
of accuracy of these methods is 2 except for Stglrmer-Numerov which is fourth-order). For the 
three methods p = l/4, 0.15, 0.10 cancellation occurs so that the actual work will probably be 
less than the estimate computed by (4.12). For linear splines, if p = 0.15, 0.10 or l/12, the 
optimal values of N, M yield unstable schemes, i.e. violate (4.13). For these cases we record the 
values of N, M that minimize W under the constraint (4.19) and the additional inequality 
constraint (4.13). 
In Table 2 the optimal N, M are shown for the cosine methods for s = 2, corresponding to 
p = l/4 t d/(1/24) (unconditionally stable), 0.3,0.2,0, (5 -t d(15))/60, (5 - d(15))/60. For the first 
four methods the temporal order accuracy is 4, whereas for the last two it is 6. Cancellation 
occurs for all values of B except when p = (5 + d( 15))/60. In the linear spline case all optimal 
pairs N, M (for p # l/4 t d( l/24)) yield unstable schemes. This also happens for quadratic splines 
for p = (5 ? d( 15))/60. In these cases we record again the values of N, M that minimize W under 
the constraints (4.13), (4.19). 
It is worthwhile to note that, if instead of the constraint (4.19), the truncation error 
approximation (4.11) is used, then, the “approximate” N, M do not differ much from the “exact” 
N, M shown in the tables except (as expected) in cases where N, M are sufficiently small. 
Specificially, for s = 1 or 2 and linear splines the two sets of values differ by about 1%. For 
quadratic splines (s = 1 or 2) we have differences of up to 7% in N and M for e = 1O-2 and of 
2% or less for the other error levels. In the case of cubic splines (s = 1 or 2), if e = 10e2, the 
differences in N, M are at most 19% and 11% respectively. For e = 10m3 or 10d4 the differences 
become at most 11% and 7%, respectively. 
To compute d in (4.2) we note that, in the case of periodic boundary conditions and constant 
coefficients, the work of solving linear systems and performing matrix-vector multiplications 
may be significantly reduced by taking into account he special nature of the (cyclic) matrices 
involved. Thus, in analogy with[3], we elect instead to assume that the optimal values of N, M 
carry over (perhaps in a relative sense) to the case of Dirichlet boundary conditions (with, say, 
zero boundary conditions at x = 0 and 1). For such boundary conditions we have observed 
superconvergence in the interior (the proofs will be given in a forthcoming note) and so we 
believe that this assumption is justified. However, in the case of variuble coeficients premul- 
tiplication by an averaging operator, or equivalently applying a suitable quusiinterpolunt for 
post-processing the coefficients vr, is required to obtain the extra accuracy, see Refs. [25,26]. 
We shall not enter upon this aspect of the problem here, restricting ourselves to the constant 
coefficient case. 
For the cases p = 2, 3, 4 and s = 1, 2 that are considered here we take d = s(4~ - 1) noting 
that a cosine method of order s requires s backsolves and s matrix-vector multiplications per 
time step. We assume that the symmetric, positive definite matrix s t pAt2Y has been 
decomposed in its banded Cholesky form as LL*. The factor 4~ - 1 is then, for h sufficiently 
small, a good approximation to the number of operations per mesh point required for one 
backsolve and one matrix-vector multiplication. We omit the work required for starting the 
schemes and for assembling the matrices. The value of W thus calculated using the optimal 
values of N, M appears as the lower figure in each entry of Tables 1 and 2. 
Under the stated assumptions and with the work estimated in this fashion one may conclude 
from the tables that high order schemes (cubic splines and fourth- or sixth-order time stepping) 
possess a definite advantage at all levels of accuracy. The most successful combinations seem 
to be cubic splines with Starmer-Numerov or sixth-order time stepping. In the next section we 
shall investigate computationally the relative efficiency of these most accurate methods by 
means of an example in two space dimensions with Dirichlet boundary conditions, thus taking 
an alternative approach to the theoretical comparison done here. 
5. THE TWO-DIMENSIONAL CASE 
We now turn to the extension of the dispersion analysis of Sections 3 and 4 to the 
two-dimensional case. The periodic (in the x- and y-directions) initial- and boundary-value 
problem for the wave equation on the unit square may be semidiscretized by using tensor 
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products of the periodic one-dimensional smooth splines on a uniform square mesh with 
meshlength  = l/J. For the wave equation 
the semidiscretization yields a system of ordinary differential equations for v, the P-vector of 
coefficients of u,,(x, y, t) with respect o the basis @j/(X, y) = @j(x)@,(y), of the form 
Bti tC’SV = 0, (5.2) 
where G‘, 3, the two-dimensional mass, resp. stiffness matrices, are obtained via direct products 
of their one-dimensional counterparts. In particular we have 
G=G@G$=G@StS@G (5.3) 
with G, S as in Section 3. The solution of (5.2) is still superconvergent to the point values of the 
solution of (5.1) provided the initial conditions are chosen as the quasiinterpolants of the initial 
conditions u(x, y, 0), u,(x, y, 0) of (5.1), See Ref. [26]. 
Due to the periodicity of the problem and the special structure of @ and 9, the dispersion 
analysis of Section 3 may be extended in a straight-forward way to the two-dimensional case. 
Let A;‘, A;’ be positive integers and p = 27~/h,, 9 = 27r/A2 be the components of the two- 
dimensional wave vector k = (p, q), the length of which we denote by k = l/Q’+ q2). Ordering 
the exponential Ep4 = ei(p’h+qmh), 1 z 1, m $ J as a J2-vector in the usual way and denoting by 
Ep, E4 the J-vectors E, = {eipj*}iJ=,, E4 = {eiq’h}~=l, we obtain, if 15 j 5 J2 and j = (r - 1)J t s for 
positive integers r, s as a consequence of (5.3), 
(t?EpJi = ei[p(r-l)+q(s-‘)lh(GEp),(GE~),. 
Using now (3.6), (3.7) in the above we conclude that 
(GEps)j = h* ei(p’+qs)ha(ph)u(qh). (5.4) 
Similarly, by (5.3), (3.6) and (3.7) we find, using the same notation, that 
($Epq)j = ei(pr+w)h [dPh)b(qh) + b(Phhhh)l. (5.5) 
With k as above, if o = ck, the function u(x, y, t) = ei@s+sy-ot) is, of course, a solution of 
(5.1). Taking the initial condition of (5.2) as the quasiinterpolants of u(x, y, 0), uI(x, y, 0) and 
assuming that (5.2) has the solution v!, = ei(p’h+qmh-oht) we are led, by (5.4), (5.5) to the 
dispersion relation 
2_ c2 
Oh -7? ( 
Oh) b(qh) -- 
a(ph)+n(qh) ’ > 
(5.6) 
which extends the one-dimensional expression (3.11). 
We introduce the notation p = k cos 8, q = k sin 0 where 13 is the direction of propagation of 
the above solution of (5.1) and set yh = ado, A-* = (Ai2 + A;2)1’2, (T = &/A = kh/2. Then (5.6) 
implies that 
b(2v cos 0) b(2a sin 0) 1’2 
a(2g cos 0) + a(2g sin 0) ’ (5.7) 
This formula may also be derived by looking at the Rayleigh quotient in two dimensions, in 
analogy with what was done in Section 3; see Refs. [5,30]. We shall not enter upon this aspect 
of the problem here. 
Comparing (5.7) with (3.12) we see that in the plane the semidiscrete approximation 
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possesses not only dispersive properties but also exhibits anisotropy, i.e. different wave speeds 
in different directions 0. In series form we obtain by (5.7), combining one-dimensional results, 
that for linear, quadratic and cubic splines (CL = 2,3,4, respectively) 
yh = 1 + Cfiu2@-*(cos *@8 + sin *V) + O((T*“), (5.8) 
where C2 = l/6, C, = l/90, C, = l/945. Since for all 8, 2r-” 5 cos*” B+sin*‘O $1 with the 
minimum value assumed for 0 = 7r/4+ j7r/2, j integer, we conclude that the semidiscretization 
with tensor product of smooth periodic splines is anisotropic and gives better results along 
these directions. For results on anisotropy for other finite element methods ee Ref. 1321. 
In analogy with the one dimensional case, when we discretize (5.2) in time by the cosine 
methods we obtain again the formula (4.4), with two-dimensional notation implied, where now 
yh is given by (5.8). For example, in the case of the Stormer-Numerov method with cubic 
splines 
$ = I+ $j (co? 0 t sins 0) t 4 (u)~ + O(dP), (5.9) 
again exhibiting preferential propagation along 0 = r/4 + j~/2. 
It is possible to make a theoretical comparison of the relative efficiency and cost of the 
different cosine methods, based on formulas like (5.9) as was done in the one-dimensional case. 
However in higher dimensions the problem of storage (ignored in Section 4) and the question of 
selecting the most efficient way of solving the linear systems at every time step become 
quite important and can complicate the work estimates (which also depend strongly then on the 
particular assumptions made for their calculation). We therefore elect to compare the methods 
that emerged as the most efficient from our one-dimensional nalysis, namely the Stormer- 
Numerov and the sixth-order (in time) cosine method corresponding to p = (5 - d(l5))/60 
coupled with bicubic splines, by looking directly at their computer time vs achieved accuracy 
level in the case of a model problem for the wave equation with Dirichlet boundary conditions 
on the unit square. For comparison, we also include some results with the fourth-order 
unconditionally stable method corresponding to p = l/4 + d/(1/24). We attempt o see if the 
qualitative behavior evidenced in Tables 1 and 2 carries over substantially to this two- 
dimensional situation. 
We consider the model problem 
ult = u,, t u,, on R x (0, Tl, 
u =0 on dGx[O, T], 
(5.10) 
where Q = [0, l] x [0, 11, and where the initial data is derived from the solution 
u = (cos t’(2)at t sin Q(2)7~t) sin n-x sin ry. (5.11) 
We approximate (5.11) on a uniform spatial grid of mesh size h = l/8 in each direction. With all 
computations herein performed on the University of Tennesse IBM 370/3031 in double 
precision, with code compiled by the FORTRAN G level compiler, we first employ the power 
method to estimate p(&‘$ = 1905. Then, by (2.1), we see that for the Strzlrmer-Numerov 
method (p = l/12), we are required to compute with At 5 u/(6/1905) =0.05612 for stability, 
while for the sixth order scheme (2.15) with p = (5 - v’(15))/60, (2.16) reveals the stability limit 
At 10.10708. For the latter scheme, with sixth-order starting (2.17), our computations have 
shown that the errors evidenced when At = 0.1 (nearly as large as stability allows) are 
essentially (to two decimal places) the asymptotic (At +O) errors. 
In Table 3, the column labeled “Starting Time” accounts for the time (in seconds, as 
recorded by the internal timing routine) required to perform all necessary band Cholesky 
factorizations of the appropriate matrices for starting, see (2.14), (2.15’) and (2.17), as well as 
the appropriate linear systems olutions. We see that there is no great difference among the 
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Table 3. Errors and timing for several cosine schemes coupled with bicubic splines for the two-dimensional model 
problem 
7 = 1 T=2 
Method ht. Starting Time _ e error Elapsed Time a. error Elapsed Time _ 
B = (5 - q/60 
s=2 
g order 
+6 3.30 8.45E-5 3.19 2.35E-5 6.67 
B=;+/&- 
s=2 lk 3.21 6.99E-3 3.21 2.71E-2 6.71 
4corder 
unconditionally & 2.95 5.75E-4 6.69 1.88E-3 14.06 
stable 
5=& A- 2.95 9.38E-5 3.35 7.32E-5 6.83 
s=l 
jtkmer-Numerov & 3.00 8.55~-5 6.94 2.72E-5 14.02 
1 2.93 8.51~-5 10.39 2.48E-5 20.96 
W 
methods for starting. We record, at times T = 1 and T = 2 for each method the maximum error 
on the grid (1, error) as well as the time elapsed once the starting procedure has been accomplished. 
The results confirm that in terms of time, the Stormer-Numerov (s = 1) method is essentially 
twice as fast as the other tabulated (s = 2) cosine methods, requiring about 0.172 secondsltimestep 
as compared to about 0.326 seconds/timestep for the sixth-order scheme and 0.336 
secondsltimestep for the unconditionally stable fourth-order scheme. 
In terms of error level achieved vs work expended, though, it is clear that our results are 
qualitatively the same for this experiment as we found by theoretical analysis in the one- 
dimensional case, as witnessed in Tables 1 and 2. Namely, the sixth-order scheme, almost at its 
largest allowable time step for stability, yet produces errors which are reasonably smaller than 
those for Stormer-Numerov (near its stability limit) for slightly less work and orders of 
magnitude better than the unconditionally stable fourth-order scheme for about the same 
amount of work. To achieve such small errors the Stormer-Numerov method (for the value of h 
used) requires at least three times more computer time. 
There thus appears to be little advantage to the ability to use larger time steps in the 
unconditional stable method for this problem. Stormer-Numerov, considering the ease of its 
implementation, is certainly an excellent scheme, while the sixth-order scheme is yet slightly 
preferable. 
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