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SOBOLEV ORTHOGONAL POLYNOMIALS DEFINED VIA
GRADIENT ON THE UNIT BALL
YUAN XU
Abstract. An explicit family of polynomials on the unit ball Bd of Rd is
constructed, so that it is an orthonormal family with respect to the inner
product
〈f, g〉 = ρ
Z
Bd
∇f(x) · ∇g(x)dx+ L(fg),
where ρ > 0, ∇ is the gradient, and L(fg) is either the inner product on the
sphere Sd−1 or f(0)g(0).
1. Introduction
In a problem related to dwell time for polishing tools in fabricating optical sur-
faces, it is important to control the gradient as it is related to mechanical accel-
erations of the polishing machines ([3]). One then asks the question if there is a
Parseval type relation for the square of the gradient. This problem leads us to the
study of the Sobolev type orthogonal polynomials with respect to the inner product
defined in terms of gradient on the unit ball,
(1.1) 〈f, g〉I := ρ
∫
Bd
∇f(x)∇g(x)dx +
∫
Sd−1
f(x)g(x)dω(x),
where ρ > 0, Bd and Sd−1 are the unit ball and the unit sphere of Rd, respectively.
Throughout this paper we write
∇f∇g = ∇f · ∇g :=
d∑
i=1
∂f
∂i
∂g
∂i
.
Our main concern is the gradient term, the second term is added to make the inner
product well defined. Clearly we can add some other terms to the gradient part to
make the inner product well defined. We consider another choice
(1.2) 〈f, g〉II := ρ
∫
Bd
∇f(x)∇g(x)dx + f(0)g(0),
where again ρ > 0. Our goal is to find a complete system of orthonormal polyno-
mials with respect to these inner products and explore their properties.
The orthogonal polynomials with respect to these inner products are called the
Sobolev orthogonal polynomials. Although there are many papers in the literature
dealing with Sobolev orthogonal polynomials of one variable (see, for example, [4]
and the references therein), as far as we know [8] is the only paper that discusses
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Sobolev orthogonal polynomials of several variables. The study in [8] starts from a
question on the numerical solution of the nonlinear Poisson equation −∆u = f(·, u)
on the unit disk with zero boundary conditions (see [1]), which asks for an explicit
orthogonal basis for the inner product defined by
(1.3) 〈f, g〉∆ := 1
pi
∫
Bd
∆[(1− ‖x‖2)f(x)]∆[(1 − ‖x‖2)g(x)]dx
in the case of d = 2, where ∆ is the usual Laplace operator. A family of explicit
orthonormal basis is constructed in [8], which we shall follow to construct the basis
for the inner products (1.1) and (1.2). Both the bases in [8] and those we shall
construct in this paper depend on Jacobi polynomials. It is interesting to note
that the basis for 〈f, g〉I and the one for 〈f, g〉∆ have the same structure and their
difference appears in the parameters of the Jacobi polynomials.
The paper is organized as follow. In Section 2 we construct explicit orthonormal
bases for the inner products 〈·, ·〉I and 〈·, ·〉II. An interesting consequence of the
explicit formula shows that the orthogonal expansion of a function f with respect
to these inner products can be computed without involving the derivatives of f ,
which and the Parseval type relation for the gradient of a function will be discussed
in Section 3.
2. Sobolev Orthogonal Polynomials
The unit ball in Rd is Bd := {x : ‖x‖ ≤ 1}. Its surface is Sd−1 := {x : ‖x‖ = 1}.
Let dω denote the Lebesgue measure on Sd−1 and denote the area of Sd−1 by ωd,
ωd :=
∫
Sd−1
dω = 2pid/2/Γ(d/2).
2.1. Background and Preliminary. Let Πd = R[x1, . . . , xd] be the ring of poly-
nomials in d variables and let Πdn denote the subspace of polynomials of total degree
at most n. We consider the inner product defined on the polynomial space by
(2.1) 〈f, g〉I := λ
ωd
∫
Bd
∇f(x)∇g(x)dx + 1
ωd
∫
Sd−1
f(x)g(x)dω(x),
where λ > 0, which is the same as (1.1) up to a normalization; here it is normalized
so that 〈1, 1〉I = 1. Similarly, we define
(2.2) 〈f, g〉II := λ
ωd
∫
Bd
∇f(x)∇g(x)dx + f(0)g(0),
which is the same as (1.2) up to a normalization chosen here so that 〈1, 1〉II = 1. It is
easy to see that both inner products are well defined and positive definite on Πd. Let
〈·, ·〉 denote either one of these inner product. A polynomial P is orthogonal with
respect to 〈·, ·〉 if it is orthogonal to all polynomials of lower degrees with respect
to 〈·, ·〉. Denote by Vd(I) and Vd(II) the spaces of orthogonal polynomials with
respect to 〈f, g〉I and 〈f, g〉II, respectively. Let Vdn denote either one of these spaces.
The general theory of orthogonal polynomials in several variables ([2]) shows that
the dimension of Vdn is
(
n+d−1
d−1
)
. Note that the definition puts no restriction on
polynomials of the same degree. A basis {Pα} of Vdn is called a mutually orthogonal
basis if 〈Pα, Pβ〉 = 0 whenever α 6= β; it is called an orthonormal basis if, in
addition, Pα is normalized so that 〈Pα, Pα〉 = 1 for all α.
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We can also consider another inner product defined on the unit sphere Sd−1 by
(2.3) 〈f, g〉S :=
λ
ωd
∫
Sd−1
d
dr
f(y)
d
dr
g(y)dω(y) +
1
ωd
∫
Sd−1
f(y)g(y)dω(y)
where λ ≥ 0 and d/dr denote the derivative in the radial direction. Here and in
the following we use the spherical polar coordinates x = rx′ for x ∈ Rd, r ≥ 0,
and x′ ∈ Sd−1. If λ = 0, then 〈·, ·〉S becomes the usual inner product of L2(Sd−1),
whose orthogonal polynomials are the spherical harmonics which we now describe.
Let Hdn denote the space of homogeneous harmonic polynomials of degree n,
which are homogeneous polynomials of degree n satisfying the equation ∆P = 0.
It is well known that
dimHdn =
(
n+ d− 1
d− 1
)
−
(
n+ d− 3
d− 1
)
:= σn.
The restriction of Y ∈ Hdn on Sd−1 are the spherical harmonics. For Y ∈ Hdn we
use the notation Y (x) to denote the harmonic polynomials and use Y (x′) to denote
the spherical harmonics. Since Y is a homogeneous polynomial, Y (x) = rnY (x′).
Spherical harmonics are orthogonal on Sd−1. Throughout this paper, we use the
notation {Y nν : 1 ≤ ν ≤ σn} to denote an orthonormal basis for Hdn, that is,
(2.4)
1
ωd
∫
Sd−1
Y nµ (x
′)Y mν (x
′)dω(x′) = δµ,νδn,m, 1 ≤ µ, ν ≤ σn.
In terms of the spherical polar coordinates, x = rx′, r > 0 and x′ ∈ Sd−1, the
Laplace operator can be written as
(2.5) ∆ =
∂2
∂r2
+
d− 1
r
∂
∂r
+
1
r2
∆0,
where ∆0 is the spherical Laplacian on S
d−1.
The Sobolev orthogonal polynomials with respect to the inner product 〈·, ·〉S
defined at (2.3) are in fact still spherical harmonics. In other words, the space of
homogeneous polynomials orthogonal with respect to 〈·, ·〉S is exactly Hdn. More
precisely, {√λn2 + 1 Y nν : 1 ≤ ν ≤ σn} forms an orthonormal basis for the space
of homogeneous orthogonal polynomials with respect to 〈·, ·〉S . This follows easily
from the fact that ddrY
n
ν (x)|r=1 = nY nν (x′) as Y nν is a homogeneous polynomial of
degree n.
It turns out that the Sobolev orthogonal polynomials on the ball have structures
similar to those of ordinary orthogonal polynomials. Let us consider the inner
product
〈f, g〉µ := cµ
∫
Bd
f(x)g(x)Wµ(x)dx, Wµ(x) = (1− ‖x‖2)µ,
where µ > −1 and cµ is the normalization constant of Wµ. Let Vdn(Wµ) denote the
space of orthogonal polynomials of degree n. Then a mutually orthogonal basis for
Vn(Wµ) is given by ([2])
(2.6) Pnj,ν(Wµ;x) = P
(µ,n−2j+ d−2
2
)
j (2‖x‖2 − 1)Y n−2jν (x), 0 ≤ j ≤ n/2,
where P
(α,β)
j denotes the Jacobi polynomial of degree j, which is orthogonal with
respect to (1−x)α(1+x)β on [−1, 1], and {Y n−2jν : 1 ≤ j ≤ σn−2j} is an orthonormal
basis for Hdn−2j .
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In [8] we found a family of Sobolev polynomials with respect to 〈·, ·〉∆ in the form
of (2.6). More precisely, let Vdn(∆) denote the space of orthonormal polynomials of
degree n with respect to the inner product in (1.3), then we proved the following
result.
Theorem 2.1. A mutually orthogonal basis {Qnj,ν : 0 ≤ j ≤ n2 , 1 ≤ ν ≤ σn−2j}for
Vdn(∆) is given by
Qn0,ν(x) = Y
n
ν (x),
Qnj,ν(x) = (1− ‖x‖2)P (2,n−2j+
d−2
2
)
j−1 (2‖x‖2 − 1)Y n−2jν (x), 1 ≤ j ≤
n
2
,
(2.7)
where {Y n−2jν : 1 ≤ ν ≤ σn−2j} is an orthonormal basis of Hdn−2j . Furthermore,
〈Qn0,ν , Qn0,ν〉∆ =
2n+ d
d
, 〈Qnj,ν , Qnj,ν〉∆ =
8j2(j + 1)2
d(n+ d/2)
.(2.8)
Remark 2.1. A corollary of the theorem shows Vdn(∆) = Hdn⊕ (1−‖x‖2)Vdn−2(W2).
In fact, Qj,ν(x) in (2.7) for j ≥ 1 can be written as
Qnj,ν(x) = (1− ‖x‖2)Pn−2j−1,ν(W2;x), 1 ≤ j ≤
n
2
.(2.9)
The proof of this result relies on the action of ∆ on Qj,ν . More generally, let
(2.10) Rnj,ν(x) := qj(2‖x‖2 − 1)Y n−2jν (x), 0 ≤ 2j ≤ n, Y n−2jν ∈ Hdn−2j ,
where qj is a polynomial of degree j in one variable; then the following lemma holds
(see [8, Lemma 2.1]).
Lemma 2.2. Let Rnj,ν be defined as above. Then
∆
[
(1− ‖x‖2)Rnj,ν(x)
]
= 4 (Jβqj) (2r2 − 1)Y n−2jν (x),
where β = n− 2j + d−22 and
(Jβqj)(s) = (1− s2)q′′j (s) + (β − 1− (β + 3)s)q′j(s)− (β + 1)qj(s).
2.2. Sobolev orthogonal polynomials with respect to 〈·, ·〉I. The main result
in this subsection is a family of mutually orthogonal basis for the inner product in
(2.1).
Theorem 2.3. A mutually orthogonal basis {Unj,ν : 0 ≤ j ≤ n2 , 1 ≤ ν ≤ σn−2j} for
Vdn(I) is given by
Un0,ν(x) = Y
n
ν (x),
Unj,ν(x) = (1− ‖x‖2)P (1,n−2j+
d−2
2
)
j−1 (2‖x‖2 − 1)Y n−2jν (x), 1 ≤ j ≤
n
2
,
(2.11)
where {Y n−2jν : 1 ≤ ν ≤ σn−2j} is an orthonormal basis of Hdn−2j . Furthermore,
〈Un0,ν , Un0,ν〉I = nλ+ 1, 〈Unj,ν , Unj,ν〉I =
2j2
n+ d−22
λ.(2.12)
Proof. A standard argument as in the case for Pnj,ν shows that {Unj,ν : 0 ≤ j ≤
n/2, 1 ≤ µ ≤ σn−1} is a basis for Πdn. In order to establish the orthogonality we
start with Green’s identity,∫
Bd
∇f(x)∇g(x)dx =
∫
Sd−1
f(x)
d
dr
g(x)dω −
∫
Bd
f(x)∆g(x)dx,
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where d/dr is the normal derivative which coincides with the derivative in the radial
direction. This identity can be used to rewrite the inner product 〈·, ·〉I as
(2.13) 〈f, g〉I =
1
ωd
∫
Sd−1
f(x)
[
λ
d
dr
g(x) + g(x)
]
dω − λ
ωd
∫
Bd
f(x)∆g(x)dx.
First we consider the case j = 0; that is, the orthogonality of Un0,ν = Y
n
ν . Set-
ting j = 0 in (2.6) shows that Y nν is an orthogonal polynomial in Vdn(Wµ). Since
Unj,ν(x)|r=1 = 0, ddrUnj,ν(x)|r=1 = −2P
(1,n−2j+d−2
2
)
j−1 (1) and ∆U
m
j,ν ∈ Πdm−2, it follows
from (2.13) that for m < n, j ≥ 0 and 0 ≤ µ ≤ σm−2j ,
〈Un0,ν , Umj,µ〉I = −2P
(1,n−2j+ d−2
2
)
j−1 (1)
1
ωd
∫
Sd−1
Y nν (x
′)Y mµ (x
′)dω(x′) = 0.
Furthermore, using the fact that ddrY
n
ν (x)|r=1 = nY nν (x′), the same consideration
shows that
〈Un0,ν , Un0,ν〉I = (λn+ 1)
1
ωd
∫
Sd−1
[Y nν (x
′)]
2
dω(x′) = λn+ 1.
Next we consider Unj,ν for j ≥ 1. In this case Uj,ν(x)|r=1 = 0 since it contains the
factor (1 − ‖x‖2), which is zero on Sd−1. Consequently, the first term in
〈Unj,ν , Uml,µ〉I =
1
ωd
∫
Sd−1
Unj,ν(x
′)
[
d
dr
Uml,ν + U
m
l,ν
]
(x′)dω(x′)
− λ
ωd
∫
Bd
Unj,ν(x)∆U
m
l,µ(x)dx
is zero. For the second term, we use Lemma 2.2 to derive a formula for ∆Unj,ν . The
formula in the lemma gives
∆Unj,ν(x) = 4
(
JβP (1,β)j−1
)
(2r2 − 1)Y n−2jν (x), β = n− 2j +
d− 2
2
.
On the other hand, the Jacobi polynomial P
(1,β)
j−1 satisfies the differential equation
([6, p. 60])
(1− s2)y′′ − (1− β + (3 + β)s)y′ + (j − 1)(j + β + 1)y = 0,
which implies that (JβP (1,β)j−1 )(s) = −j(j + β)P (1,β)j−1 (s). Consequently, we obtain
∆Unj,ν(x) = − 4j(j + β)P (1,β)j−1 (2r2 − 1)Y n−2jν (x)(2.14)
= − 4j(n− j + d−22 )Pn−2j−1,ν(W1;x).
Hence, using the fact that Uml,µ(x) = (1−‖x‖2)Pm−2l−1,µ(W1;x) (see (2.16) below), we
derive from (2.14) that∫
Bd
Uml,µ(x)∆U
n
j,ν(x)dx
= −4j(n− j + d−22 )
∫
Bd
Pm−2l−1,µ(W1;x)P
n−2
j−1,ν (W1;x)(1 − ‖x‖2)dx
= −4j(n− j + d−22 )
∫
Bd
[
Pn−2j−1,ν(W1;x)
]2
(1 − ‖x‖2)dx δn,mδj,lδν,µ.
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The norm of Pnj,ν(Wµ;x) in L
2(Bd,Wµ) can be computed as in [2, p. 39], where
the weight function is normalized. The result is
(2.15)
1
ωd
∫
Bd
[
Pn−2j−1,ν(W1;x)
]2
(1− ‖x‖2)dx = 1
2
j
(n− j + d−22 )(n+ d−22 )
.
Putting these pieces together proves (2.12) for j ≥ 1 and the theorem. 
From the explicit formula of the basis (2.11) it follows that Unj,ν is related to
orthogonal polynomials with respect to W1(x) = 1− ‖x‖. In fact, we have
(2.16) Unj,ν(x) = (1− ‖x‖2)Pn−2j−1,ν(x), j ≥ 1,
which has already been used in the above proof. An immediate consequence is the
following corollary.
Corollary 2.4. For n ≥ 1,
Vdn(I) = Hdn ⊕ (1− ‖x‖)Vdn−2(W1).
Remark 2.2. It is interesting to compare this relation to the analogous relation
between Qnj,ν ∈ Vdn(∆) and orthogonal polynomials with respect to W2(x) given in
(2.9). See Remark 2.1.
It is known that polynomials in Vdn(W1) are eigenfunctions of a second order
differential operator (cf. [2]), more precisely,
DP :=
(
∆− 〈x,∇〉2 − (d+ 1)〈x,∇〉
)
P = −(n+ d)(n+ 2)P
for P ∈ Vdn(W1). Using the relation (2.14), the following result is immediate.
Corollary 2.5. Polynomials in Vdn(I) satisfy the differential equation
[D + (n+ d)(n+ 2)]∆P = 0.
2.3. Sobolev orthogonal polynomials with respect to 〈·, ·〉II. We turn our
attention to the inner product in (2.2). Again our main result is an explicit family
of mutually orthogonal basis. The basis that we will give for Vdn(II) turns out to be
similar to the basis for Vdn(I) given in (2.11). In fact, for n is odd, the two bases
are identical, whereas for n is even, the two bases differ by just one element. We
will need a result on Sobolev orthogonal polynomials of one variable with respect
to the inner product
(f, g) := 22−d/2λ
∫ 1
−1
f ′(s)g′(s)(1 + s)d/2ds+ f(−1)g(−1).
Let us denote by qk the k-th orthogonal polynomial of one variable with respect to
the above inner product. It is easy to see (cf. [5]) that
q0(x) = 1, qk(x) =
∫ x
−1
P
(0, d
2
)
k−1 (t)dt, k ≥ 1,
is an orthogonal basis with respect to (·, ·). The Jacobi polynomials P (−1,
d−2
2
)
k (x)
are well defined for k ≥ 1 and we have the relation [6, (4.5.5), p. 72]
d
dx
P
(−1, d−2
2
)
k (x) =
1
2
(
k +
d− 2
2
)
P
(0, d
2
)
k−1 (x),
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from which we immediately deduce that
(2.17) qk(x) =
2
k + d−22
(
P
(−1, d−2
2
)
k (x) − (−1)k
(d/2)k
k!
)
, k ≥ 1,
where (a)k = a(a + 1) . . . (a + k − 1) is the shifted factorial and we have used the
fact that P
(−1,β)
k (−1) = (−1)k(β + 1)k/k!.
Theorem 2.6. A mutually orthogonal basis {V nj,ν : 0 ≤ j ≤ n2 , 1 ≤ ν ≤ σn−2j} for
Vdn(II) is given by
V nj,ν(x) = U
n
j,ν(x), 1 ≤ j ≤ ⌊n−12 ⌋,
V nn
2
(x) =
1
n+ d−22
(
P
(−1, d−2
2
)
n
2
(2‖x‖2 − 1)− (−1)n2 (d/2)
n
2
(n/2)!
)
,
(2.18)
where V nn
2
(x) := V nn
2
,ν(x) holds only when n is even. Furthermore,
〈V nj,ν , V nj,ν〉II = 〈Unj,ν , Unj,ν〉I, 1 ≤ j ≤ ⌊n−12 ⌋,
〈V nn
2
, V nn
2
〉II = 8λ
n+ d−22
.
(2.19)
Proof. First we note that, for n even, there is only one element in V nn
2
,ν , which is
why we drop the ν in the notation. For 1 ≤ j ≤ (n− 1)/2, the explicit expression
of the polynomials Uj,ν at (2.11) shows that∫
Sd−1
V nj,ν(x)V
m
l,µ(x)dω = 0 = V
n
j,ν(0)V
m
l,µ(0)
for 0 ≤ l ≤ m/2 and m ≤ n, where the left hand side is zero because the presence
of (1−‖x‖2), whereas the right hand side is zero because Y n−2jν (0) = 0 for j < n/2.
Thus, 〈V nj,ν , V ml,µ〉II = 〈Unj,ν , Uml,µ〉I for 0 ≤ l ≤ m/2 and m ≤ n. Hence, we only need
to consider the orthogonality of V nn
2
.
First assume that 2j 6= m. By Green’s formula and (2.14),
〈V nn
2
, V mj,ν〉II = V nn
2
(0)V mj,ν(0) + λV
n
n
2
(1)
1
ωd
∫
Sd−1
d
dr
V mj,ν(x)dω
+ λ4j(m− j + d−12 )
∫
Bd
V nn
2
(x)P
(1,m−j+ d−1
2
)
j−1 (2‖x‖2 − 1)Y m−2jν (x)dx
The first term is zero as before. The second term is zero by the orthogonality of
Y m−2jν since
d
drV
m
j,ν(x)|r=1 = cY m−2jν (x′) and m − 2j 6= 0. The third term is also
zero, since V nn
2
is a radial function so that we can use the formula∫
Bd
g(x)dx =
∫ 1
0
∫
Sd−1
g(rx′)dω(x′)rd−1dr
and the orthogonality of Y n−2jν . Next we consider the case ofm = 2j. By definition,
V nn
2
= qn
2
(2‖x‖2− 1) with qκ given in (2.17). We use the fact that for f, g : R 7→ R,
∇f(2‖x‖2 − 1)∇g(2‖x‖2 − 1) = 16‖x‖2f ′(2‖x‖2 − 1)g′(2‖x‖2 − 1),
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and the definition of 〈·, ·〉II in (2.2) to conclude that
〈V nn
2
, V mm
2
〉II = 16λ
∫ 1
0
rd+1q′n
2
(2r2 − 1)q′m
2
(2r2 − 1)dr + qn
2
(−1)qm
2
(−1)
= 22−d/2λ
∫ 1
−1
q′n
2
(t)q′m
2
(t)(1 + t)d/2dt+ qn
2
(−1)qm
2
(−1),
which is zero whenever m 6= n by the definition of qk. In the case of n = m ≥ 1,
we have
〈V nn
2
, V mm
2
〉II = 22−d/2λ
∫ 1
−1
[
P
(0, d
2
)
n−1 (t)
]2
(1 + t)d/2dt =
8λ
n+ d−22
,
using the well-known norm of the Jacobi polynomials ([6, p. 68]). 
3. Expansions in Sobolev Orthogonal Polynomials
Let Vdn be the space of orthogonal polynomials of degree n with respect to an
inner product 〈·, ·〉. Let H2(Bd) denote the space of functions for which 〈f, f〉 is
finite. In the case of Vdn(Wµ) with respect to 〈·, ·〉µ, the space is just L2(Bd,Wµ).
In the case of either 〈·, ·〉I or 〈·, ·〉II, the presence of the derivative in the definition
of the inner product shows that H2(Bd) is not the L2 space on Bd. Nevertheless ,
the standard Hilbert space theory shows that every f ∈ H2(Bd) can be expanded
into a series in Sobolev orthogonal polynomials. Thus, in all these cases we have
H2(Bd) =
∞∑
n=0
⊕Vdn : f =
∞∑
n=0
projVdn f,
where projVdn : H
2(Bd) 7→ Vdn is the projection operator. Let {Pnj,ν} denote a
mutually orthogonal basis for Vdn, such as one of the bases (2.6), (2.11) or (2.18).
The projection operator satisfies
(3.1) projVdn f(x) =
∑
0≤j≤n/2
σn−2j∑
ν=0
H−1j,ν f̂
n
j,νP
n
j,ν(x), f̂
n
j,ν = 〈f, Pnj,ν〉I,
where Hj,ν = 〈Pnj,ν , Pnj,ν〉I. Let Pn(x, y) denote the reproducing kernel of Vdn. In
terms of the orthonormal basis, the reproducing kernel can be written as
Pn(x, y) =
∑
0≤j≤n/2
H−1j
∑
ν
Unj,ν(x)U
n
j,ν(y).
The projection operator can be written as an integral operator with Pn(·, ·) as its
kernel, which means that
projVdn f = 〈f, Pn(x, ·)〉.
To distinguish between various inner products, we shall use the notation such as
projVdn(Wµ) f and projVdn(I) f to denote the corresponding projection operator.
We consider the inner product 〈·, ·〉I first. In this case, we denote the reproducing
kernel by P In(·, ·) and we have
projVdn(I) f(x) =
λ
ωd
∫
Bd
∇f(y)∇P In(x, y)dy +
1
ωd
∫
Sd−1
f(y)P In(x, y)dω(y),
where ∇ is applied on y variable. Note also that Hjν = Hj since they are indepen-
dent of ν as shown in (2.12).
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Our first result shows that the orthogonal expansion can be computed without
involving derivatives of f . Recall that {Y nν }ν denotes an orthonormal basis for Hdn.
We denote the Fourier coefficients of f ∈ L2(Sd−1) with respect to this basis of
spherical harmonics by
〈f, Y nν 〉L2(Sd−1) :=
1
ωd
∫
Sd−1
Y nν (y
′)f(y′)dω(y′).
Furthermore, recall that Pnj,ν(Wµ) given in (2.6) forms a mutually orthogonal basis
for Vdn(Wµ).
Proposition 3.1. The Fourier coefficients for 〈·, ·〉I satisfy,
f̂n0,ν = (λn+ 1)〈f, Y nν 〉L2(Sd−1),(3.2)
and for j > 0,
f̂nj,ν = − 2jλ〈f, Y n−2jν 〉L2(Sd−1)(3.3)
+ 4j
(
n− j + d− 2
2
)
λ
ωd
∫
Bd
f(y)Pn−2j−1,ν(W1; y)dy.
Proof. From Green’s identity we immediately obtain that
〈f, Unj,ν〉I = −
λ
ωd
∫
Bd
f(x)∆Unj,ν(x)dx +
1
ωd
∫
Sd−1
f(x)
[
λ
d
dr
Unj,ν(x) + U
n
j,ν(x)
]
dω.
Using the explicit formula of Unj,ν at (2.11) and the fact that Y
n
ν is a homogeneous
polynomial of degree n, it is easy to see that
d
dr
Un0,ν(x)
∣∣∣
r=1
= nY nν (x
′),
d
dr
Unj,ν(x)
∣∣∣
r=1
= −2jY n−2jν (x′), j ≥ 1,
where we have used the fact that P
(1,β)
j−1 (1) = j. Furthermore, U
n
0,ν(x)|r=1 = Y nν (x′)
and Unj,ν(x)|r=1 = 0 for j ≥ 1. Thus,
f̂n0,ν = 〈f, Un0,ν〉I = (λn+ 1)
1
ωd
∫
Sd−1
f(y)Y nν (y)dω
using the fact that ∆Y nν = 0. For j ≥ 1, the stated result follows from the relations
derived above, equations(2.16) and (2.14). 
Let us denote by Pn(Wµ;x, y) the reproducing kernel of Vdn(Wµ), which can be
written as
Pn(Wµ;x, y) =
∑
|α|=n
A−1α,µPα(Wµ;x)Pα(Wµ; y),
where Aα,µ = cµ
∫
Bd
[Pα(Wµ; y)]
2Wµ(y)dy in which cµ is the normalization of Wµ.
A compact formula for this kernel can be found in [7]. We also denote the projection
operator of f ∈ L2(Sd−1) onto Hdn by Ynf . It is well known that
Ynf(x) = ‖x‖n
n+ d−22
d−2
2
1
ωd
∫
Sd−1
f(y)C
d−2
2
n (x
′ · y)dω(y),
for x ∈ Bd and x′ = x/‖x‖ ∈ Sd−1, where Cλn(t) denote the Gegenbauer polynomial
of degree n and x · y is the usual dot product of x, y ∈ Rd.
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Theorem 3.2. For f ∈ H2(Bd) and x ∈ Bd,
projVdn(I) f(x) = Ynf(x) + (1− ‖x‖
2)
[
d(d2 + 1)
ωd
∫
Bd
f(y)Pn−2(W1;x, y)dy
−
(
n+
d− 2
2
) ∑
1≤j≤n/2
1
j
P
(1,n−2j+ d−2
2
)
j−1 (2‖x‖2 − 1)Yn−2jf(x)
 .
Proof. The values of Hj = 〈Unj,ν , Unj,ν〉I are given in (2.12), from which and (3.2) it
follows that
σn∑
ν=1
H−10 f̂
n
0,νU
n
0,ν(x) =
1
ωd
∫
Sd−1
f(y′)
σn∑
ν=1
Y nν (y
′)Y nν (x)dω(y
′) = Ynf(x),
where the last step follows from the summation formula of spherical harmonics,
(3.4)
σn∑
ν=1
Y nν (x)Y
n
ν (y) = ‖x‖n
σn∑
ν=1
Y nν (x
′)Y nν (y) = ‖x‖n
n+ d−22
d−2
2
C
d−2
2
n (x
′ · y)
for x′, y ∈ Sd−1. For j ≥ 1, it follows from (3.3) and (2.12) that
H−1j f̂
n
j,ν = −
(
n+
d− 2
2
)
j−1
1
ωd
∫
Sd−1
f(y′)Y n−2jν (y
′)dω(y′)
+ 2
(
n+
d− 2
2
)(
n− j + d− 2
2
)
j−1
1
ωd
∫
Bd
f(y)Pn−2j−1,ν(W1; y)dy,
Hence, by the formula of Unj,ν at (2.11) and (2.16) as well as the identity (3.4), we
obtain that
projVdn(I) f(x) = Ynf(x)
−
(
n+
d− 2
2
)
(1− ‖x‖2)
∑
1≤j≤n/2
1
j
P
(1,n−2j+ d−2
2
)
j−1 (2‖x‖2 − 1)Yn−2jf
+ 2
(
n+
d− 2
2
)
(1− ‖x‖2)
∑
1≤j≤n/2
∑
ν
(
n− j + d− 2
2
)
j−1
× 1
ωd
∫
Bd
f(y)Pn−2j−1,ν(W1; y)dyP
n−2
j−1,ν(W1;x).
From (2.15) and the fact that the normalization constant of the weight function W1
on Bd is given by d(d/2+1)/ωd, we obtain the norm of P
n−2
j−1,ν(W1) in L
2(Bd;W1),
from which the stated result follows from the definition of the reproducing kernel
of Vdn(W1). 
Despite the presence of Pn−2(W1;x, y), we note that the corresponding integral
in projVdn(I) is not the projection of f on Vdn(W1) since the weight function W1 is
not in the integral.
It follows from Theorem 3.2 that the orthogonal expansion of f with respect to
〈·, ·〉I coincides with the spherical harmonic expansion of f when restricted on Sd−1.
More precisely, we have
projVdn(I) f(x) = Ynf(x), x ∈ S
d−1.
It is worthwhile to mention that such a result also holds for the projection operator
with respect to 〈·, ·〉∆ ([8]). More interesting, however, is the following result:
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Corollary 3.3. If f(x) = (1− ‖x‖2)g(x) ∈ H2(Bd), then
projVdn(I) f(x) = (1 − ‖x‖
2) projVdn(W1) g(x).(3.5)
Proof. This follows from the fact that f(x) = 1 on the sphere, so that Yn−2jf = 0
for 0 ≤ j ≤ n/2, and the fact that
projVdn(W1) g(x) =
d(d2 + 1)
ωd
∫
Bd
g(y)Pn−2(W1;x, y)(1− ‖y‖2)dy,
since d(d/2+1)/ωd is the normalization constant of W1(y) = (1−‖y‖2) on Bd. 
Recall that we start with the problem of finding a Parseval relation for the
gradient of a function. Since the Parseval identity holds in H2, it follows readily
from Proposition 3.1 and (2.12) that
〈f, f〉I =
∞∑
n=0
⌊n
2
⌋∑
j=0
σn−2j∑
ν=1
∣∣〈f, Unj,ν〉I∣∣2
〈Unj,ν , Unj,ν〉I
=
∞∑
n=0
⌊n
2
⌋∑
j=0
σn−2j∑
ν=1
∣∣f̂nj,ν∣∣2
〈Unj,ν , Unj,ν〉I
=
∞∑
n=0
(λn+ 1)
σn∑
ν=1
∣∣∣〈f, Y nν 〉L2(Sd−1)∣∣∣2 + 2 ∞∑
n=0
⌊n
2
⌋∑
j=1
(
n+
d− 2
2
)
λ
×
σn−2j∑
ν=1
∣∣∣∣〈f, Y n−2jν 〉L2(Sd−1) − (n− j + d− 22
)
〈f, Pn−2j−1,ν(W1)〉L2(Bd)
∣∣∣∣2 ,
where
〈f, Pn−2j−1,ν(W1)〉L2(Bd) :=
2
ωd
∫
Bd
f(y)Pn−2j−1,ν(W1; y)dy.
Recall the definition of 〈·, ·〉I at (2.1). Dividing the above equation by λ and taking
the limit λ→∞, we end up with the following result:
Corollary 3.4. For f ∈ H2 we have
1
ωd
∫
Bd
|∇f(x)|2 dx =
∞∑
n=0
n
σn∑
ν=1
∣∣∣〈f, Y nν 〉L2(Sd−1)∣∣∣2 + 2 ∞∑
n=0
(
n+
d− 2
2
)
×
⌊n
2
⌋∑
j=1
σn−2j∑
ν=1
∣∣∣∣〈f, Y n−2jν 〉L2(Sd−1) − (n− j + d− 22
)
〈f, Pn−2j−1,ν(W1)〉L2(Bd)
∣∣∣∣2 .
This is the Parseval type relation for the gradient of f on Bd. The multiplier n
and 2n+ d shows the impact of the derivative in the right hand side. In fact, it is
well known that
1
ωd
∫
Sd−1
|f(x)|2dω(x) =
∞∑
n=0
σn∑
ν=1
∣∣∣〈f, Y nν 〉L2(Sd−1)∣∣∣2 .
Because of the relation (3.5) between projVdn(I) f and projVdn(W1) g for f(x) =
(1 − ‖x‖2)g(x), we can expect a relation between the Fourier coefficients of f and
those of g. Let us denote the Fourier coefficients of g in L2(Bd,W1) by
{ĝnj,ν}W1 :=
2
ωd
∫
Bd
g(y)Pnj,ν(W1, y)(1− ‖y‖2)dy.
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Corollary 3.5. For f(x) = (1− ‖x‖2g(x) ∈ H2 we have
1
ωd
∫
Bd
|∇f(x)|2 dx = 2
∞∑
n=0
(
n+
d− 2
2
) ⌊n
2
⌋∑
j=1
σn−2j∑
ν=1
(
n− j + d− 2
2
)2 [{ĝnj,ν}W1]2 .
We can also consider the orthogonal expansions with respect to 〈·, ·〉II. However,
since the orthogonal polynomials V nj,ν in 2.18 differ from U
n
j,ν in only one element
when n is even, there is little left to be done. Using the fact that V nn
2
(0) = 0,
Green’s formula shows that
〈f, V nn
2
〉II = −
4λ
ωd
∫
Sd−1
f(y)dω(y) +
λ
ωd
∫
Bd
f(x)∆V nn
2
(x)dx,
where we have used the fact that ddrV
n
n
2
(x)|r=1 = 4. Since V nn
2
(x) = qn
2
(2‖x‖2 − 1)
is a radial function, one can compute ∆Vn
2
(x) by (2.5). We note, in passing, that
the relation such as (3.5) no long holds for projVdn(II) f . Furthermore, since the
Parseval type relation in Corollary 3.4 is obtained by dividing λ and then taking
limit λ→∞, and limλ→∞ 〈f, g〉I/λ = limλ→∞ 〈f, g〉II/λ, the orthogonal expansion
for 〈·, ·〉II will lead to exactly the same Parseval relation as the one in Corollary 3.4.
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