We attempt to recover a high-dimensional vector observed in white noise, where the vector is known to be sparse, but the degree of sparsity is unknown. We consider three different ways of defining sparsity of a vector: using the fraction of nonzero terms; imposing power-law decay bounds on the ordered entries; and controlling the ℓ p norm for p small. We obtain a procedure which is asymptotically minimax for ℓ r loss, simultaneously throughout a range of such sparsity classes.
Introduction
The problem of model selection has attracted the attention of both applied and theoretical statistics for as long as anyone can remember. In the setting of the standard linear model, we have noisy data on a response variable which we wish to predict linearly using a subset of a large collection of predictor variables. We believe that good parsimonious models can be constructed using only a relatively few variables from the available ones. In the spirit of the modern, computer-driven era, we would like a simple automatic procedure which is data adaptive, can find a good parsimonious model when one exists, and is effective for very different types of data and model.
There has been an enormous range of contributions to this problem, so large in fact that it would be impractical to summarize here. Some key contributions, mentioned further below, include the AIC, BIC, and RIC model selection proposals (Akaike, 1973; Mallows, 1973; Schwarz, 1978; Foster and George, 1994) . Key insights from this vast literature are • The tendency of certain rules (notably AIC), when used in an exhaustive model search mode, to include too many irrelevant predictors - Breiman and Freedman (1983) ;
• The tendency of rules which do not suffer from this problem (notably RIC) to place evidentiary standards for inclusion in the model that are far stricter than the timehonored 'individually significant' single coefficient approaches.
In this paper we consider a very special case of the model selection problem in which a full decision-theoretic analysis of predictive risk can be carried out. In this setting model parsimony can be concretely defined and utilized, and we exhibit a model selection method enjoying optimality over a wide range of parsimony classes. While the full story is rather technical, at the heart of the method is a simple practical method with an easily understandable benefit: the ability to prevent the inclusion of too many irrelevant predictorsthus improving on AIC -while setting lower standards for inclusion -thus improving on RIC. The optimality result assures us that in a certain sense the method is unimprovable.
Our special case is the problem of estimating a high-dimensional mean vector which is sparse, when the nature and degree of sparsity are unknown and may vary through a range of possibilities. We consider three ways of defining sparsity and will derive asymptotically minimax procedures applicable across all modes of definition.
Our asymptotically minimax procedures will be based on a recent innovation -False Discovery Rate (FDR) control in multiple hypothesis testing. It appears that the FDR control parameter q plays a key role in delineating superficially similar cases where one can achieve asymptotic minimaxity and where one cannot.
To our knowledge, this connection between developments in these two important subfields of statistics is new. Historically, the multiple hypothesis testing literature has had little to do with notions like minimax estimation or asymptotic minimaxity in estimation.
The procedures we propose will be very easy to implement and run quickly on computers. This is in sharp contrast to certain optimality results in minimaxity which exhibit optimal procedures that are computationally unrealistic. Finally, because of recent developments in harmonic analysis -wavelets, wavelet packets, etc. -these results are of immediate practical significance in applied settings. Indeed, wavelet analysis of noisy signals can result in exactly the kind of sparse means problem discussed here.
Our goal in this introduction is to make clear to the non decision-theorist the motivation for these results, the form of a few select results, and some of the implications. Later sections will give full details of the proofs and the methodology being studied here.
Thresholding
Consider the multivariate Gaussian mean problem with independent terms of common known variance:
∼ N (0, 1), i = 1, . . . , n.
(1.1)
Here σ n is known, and the goal is to estimate the unknown vector µ lying in a fixed set Θ n . The index n counts the number of variables and is assumed large -we are interested in asymptotics in which both the number of variables and sample size (represented by σ n ) are large. The key extra assumption, to be quantified later, is that the vector µ is sparse: only a small number of components are significantly large, and the indices, or locations of these large components are not known in advance. In such situations, thresholding will be appropriate -to be specific, hard thresholding at threshold tσ n refers to the estimateμ whose i th component is given bŷ
The most immediately compelling motivation for this strategy is provided by wavelet analysis, since the wavelet representation of many smooth and piecewise smooth signals is sparse in precisely our sense . Consider, for example, the empirical wavelet coefficients in Figure 1 (c). Model (1.1) is quite plausible if we consider the coefficients to be grouped level by level. Within a level, the number of large coefficients is small, though the relative number clearly decreases as one moves from coarse to fine levels of resolution. . (c): Empirical wavelet coefficients w jk displayed by nominal location and scale j, computed using a discrete orthogonal wavelet transform and the Daubechies near symmetric filter of order N = 6. (d): Wavelet coefficients after hard thresholding using the FDR threshold described at (1.7), with estimated scaleσ = med.abs.dev.(w 9k )/.6745, a resistant estimate of scale at level 9 -for details onσ, see . (b): Reconstruction using inverse discrete wavelet transform.
Sparsity
It is an interesting an important finding that in certain kinds of signal and processing, the wavelet coefficients of a typical object of interest will often be a sparse vector. A whole body of literature in computational vision has documented this, going back to Field (1987) , extending through Devore, Jawerth, and Lucier (1992) , Ruderman (1994) , to Simoncelli (1999) and Huang andMumford (1999) . A typical result of this kind was given by Simoncelli, who found that in looking at a database of images, the typical behavior of histograms of wavelet coefficients at a single resolution level of the wavelet pyramid was highly structured, with a sharp peak at the origin and somewhat heavy tails. In short, many coefficients are small in amplitude while a few are very large. Wavelet analysis of images is not the only place where one meets transforms with sparse cofficients. There are several other signal processing settings -for example acoustic signal processing -where, when viewed in an appropriate basis, the underlying object has sparse coefficients (Benedetto, 1996) .
In this paper we consider several ways to define sparsity precisely. The most intuitive notion of sparsity is simply that there is a relatively small proportion of nonzero coefficients. Define the ℓ 0 quasi-norm by x 0 = #{i : x i = 0}. Fixing a proportion η, the collection of sequences with at most a proportion η of nonzero entries is
By analogy with night-sky images, we will call nearly-black a setting where the fraction of non-zero entries η ≈ 0 (Donoho et al., 1992) . Sparsity can also mean that there is a relatively small proportion of relatively large entries. Define the decreasing rearrangement of the amplitudes of the entries so that |θ| (1) ≥ |θ| (2) ≥ ... ≥ |θ| (n) ; we control the entries by a termwise power-law bound on the decreasing rearrangements:
For reasons which will not be immediately obvious, we work with p = 1/β instead, and call such a constraint a weak-ℓ p constraint. Note that the interesting range -substantial sparsity -is for p small.
One can check whether a vector obeys such a constraint by plotting the decreasing rearrangement on semilog axes, and comparing the plot with a straight line of slope −β. Analysis of wavelet coefficients of certain naturally-occurring signals has shown that certain values of p < 2 provide a reasonable model for wavelet coefficients; Devore, Jawerth, and Lucier (1992) .
Formally, a weak ℓ p ball of radius η is defined by requiring that the ordered magnitudes of components of µ decay quickly:
(1.4)
Weak ℓ p has a natural 'least-sparse' sequence, namelȳ µ k = ηn 1/p k −1/p , k = 1, . . . , n (1.5) (and its permutations).
We also measure sparsity using ℓ p norms with p small:
That small p emphasises sparsity may be seen by noting that the two vectors (1, 0, . . . , 0) and (n −1/p , . . . , n −1/p ) have equivalent ℓ p norms, but when p is small, the components of the latter, dense, vector are all negligible. Thus to model sparsity, we also use strong ℓ p balls of small average radius η n
Note: when we refer to ℓ p without qualification -weak or strong -we always mean strong ℓ p . There are important relationships between these classes. Note that as p → 0, the ℓ p norms approach ℓ 0 : µ p p → µ 0 . Weak ℓ p balls contain the corresponding strong ℓ p balls, but only just:
Adapting to Unknown Sparsity
Estimation of sparse normal means over ℓ p balls has been carefully studied in Donoho and Johnstone (1994b) , with the result that much is known about asymptotically minimax strategies for estimation. In essence, if we know the degree of sparsity of the sequence, then it turns out that thresholding is indeed asymptotically minimax, and there are simple formulas for optimal thresholds. Figure 2 gives an example. One simple model of varying sparsity levels sets n 0 = n β non-zero components out of n, 0 < β < 1. Theory, reviewed in Section 3, suggests that a threshold of about t β = σ n 2(1 − β) log n is appropriate for such a sparsity level. Suppose that β is unknown, and examine the consequences of using misspecified thresholds t γ , γ = β. The solid lines in Figure 2 show the increased absolute error incurred using t 1/2 when t 1/4 is appropriate -the total absolute error is five times worse. For squared error, the misspecified threshold produces a discrepancy that is larger by nearly a factor of six.
Since, typically we could not expect to know in advance the degree of sparsity of an unknown sequence, it is important to develop methods adapting automatically to the unknown degree of sparsity. Benjamini and Hochberg (1995) proposed a new principle for design of simultaneous testing procedures -control of the False Discovery Rate (FDR). In a setting where one is testing many hypotheses, the principle imposes control on the ratio of the number of erroneously rejected hypotheses to the total number rejected. The exact definition and some properties of the FDR, as well as procedures that control it below the desirable level q, are reviewed in Section 2. In the context of estimation, a thresholding procedure, which reflects the Figure 2: Gaussian shift model (1.1) with n = 10, 000 and σ n = 1. There are n 0 = n 1/4 = 10 nonzero components µ i = µ 0 = 5.21. Thus β = 1/4. Stars show ordered data |y| (k) and solid circles the corresponding true means. Dotted horizontal line is "correct" threshold t 1/4 = 2(1 − 1 4 ) log n = 3.72, and dotted vertical lines show magnitude of the error committed with t 1/4 . Solid horizontal line is a 'misspecified' threshold t 1/2 = 2(1 − 1 2 ) log n = 3.03, which would be the appropriate choice for n 0 = n 1/2 = 100 non-zero components. Solid vertical lines show the additional absolute error suffered by using this misspecified threshold. Quantitatively, the absolute error μ − µ 1 using the right threshold is 14.4 versus 70.0 for the wrong threshold. For ℓ 2 error μ − µ 2 2 , the right threshold has error 38.8 and the wrong one has error 221.1. step-up FDR controlling procedure in Benjamini and Hochberg (1995) , was first proposed in . The procedure is quite simple:
FDR-Controlling Procedures
Form the order statistics of the magnitudes of the observed estimates, 6) and compare them to the series of right tail Gaussian quantiles t k = σ n z(q/2 · k/n). Let k F DR be the largest index k for which |y| (k) ≥ t k ; threshold the estimates at (the data
The FDR threshold is inherently adaptive to the sparsity level: it is higher for sparse signals and lower for dense ones. In the context of model selection, control of the FDR means that when the model is discovered to be complex, so that many variables are needed, we should not be concerned unduly about occasional inclusion of unnecessary variables; this is bound to happen. Instead, it is preferable to control the proportion of erroneously included variables. In a limited simulation study in the context of wavelet estimation, demonstrated the good adaptivity properties of the FDR thresholding procedure as reflected in relative mean square error performance. = 5.21 for i = 1, . . . , n 0 = 10 and µ i = 0 if i = 11, 12, . . . , n = 10, 000. Data y i from model (1.1), σ n = 1. Solid line: ordered data |y| (k) . Solid circles: true unobserved mean value µ i corresponding to observed |y| (k) . Dashed line: FDR quantile boundary t k = z(q/2 · k/n), q = 0.05. Last crossing atk F = 12 producing thresholdt F = 4.02. Thus |y| (10) and |y| (12) are false discoveries out of a total ofk F = 12 discoveries. The empirical false discovery rateF DR = 2/12. (b) 100 out of 10,000. µ i = µ 0 . = 4.52 for i = 1, . . . , n 0 = 100; otherwise zero. Same FDR quantile boundary, q = 0.05. Now there arek F = 84 discoveries, yieldinĝ t F = 3.54 andF DR = 5/84. In order to demonstrate the adaptivity of FDR thresholding, Figure 3 illustrates the results of FDR thresholding at two different sparsity levels. In the first, sparser, case a higher threshold is chosen. Furthermore, the fraction of discoveries (coefficients above threshold) that are false discoveries (coming from coordinates with true mean 0) is roughly similar in the two cases. This is consistent with the fundamental result of Benjamini and Hochberg (1995) that the FDR procedure described above controls the false discovery rate below level q whatever be the configurations of means µ ∈ R n , n ≥ 1.
Certainty-Equivalent Heuristics for FDR-based thresholding
How can FDR multiple testing ideas be related to the performance of the corresponding estimator? Here we only provide a simple heuristic, deferring fuller explanation to the body of the paper.
Consider an 'in-mean' analysis of FDR thresholding. In the FDR definition, replace the observed data |y| (k) by the mean valuesμ k , assumed to be already decreasing. Consider a pseudo-FDR index k * (μ), found, assuming σ n = 1, by solving for the crossing point
Consider the case where the object of interest obeys the weak ℓ p sparsity constraint µ ∈ m p [η n ]. Weak ℓ p has a natural 'extreme' sequence, namely (1.5). Consider the 'in-mean' behavior at this extremal sequence; the crossing point relation (1.5) yields η n (n/k * ) 1/p = t k * Using the relation t k ∼ log n/k, valid for k = o(n), one sees quickly that
which is asymptotic to the correct minimax threshold for weak and strong ℓ p balls of radius η n ! Thus, FDR, in a heuristic, certainty-equivalent analysis, is able to determine the threshold appropriate to a given signal sparsity. Further, this calculation makes no reference to the loss function, and so we might hope that the whole range 0 < r ≤ 2 of ℓ r error measures is covered.
Main Results
Given an ℓ r error measure and Θ n ⊂ R n , the worst case risk of an estimatorμ over Θ n is
The parameter spaces of interest to us will be those introduced earlier:
ii) Θ n = m p [η n ], 0 < p < r (weak l p balls), and iii) Θ n = ℓ p [η n ], 0 < p < r (strong l p balls).
In these cases we will need to have η n → 0 with increasing n, reflective of increasing sparsity.
For a given Θ n , the minimax risk is the best worst-case risk attainable among all possible estimators R n (Θ n ) = inf µρ (μ, Θ n ).
(1.9)
Any particular estimator, such as FDR, must haver(μ F , Θ n ) ≥ R n (Θ n ), but we might ask how inefficientμ F is relative to the "benchmark" for Θ n provided by R n (Θ n ).
Theorem 1.1. Let y ∼ N n (µ, σ 2 n I) and the FDR estimatorμ F be defined by (1.7). In applying the FDR estimator, the FDR control parameter q is allowed to depend on n: q = q n . Use the ℓ r risk measure (1.8) where 0 ≤ p < r ≤ 2. Let Θ n be one of the parameter spaces detailed above with η p n ∈ [n −1 log 5 n, n −δ ], δ > 0. Then as n → ∞,
Hence, if the FDR control variable q n → 0 with increasng n,ρ(μ F , Θ n ) ∼ R n (Θ n ) in the sense that the ratio approaches 1 as n → ∞.
In short Theorem 1.1 establishes the asymptotic minimaxity of the FDR estimator in the setting of (1.1) and stringent control of false discoveries. Moreover, its minimaxity is adaptive to different losses and various sparse parameter spaces.
The most important feature to note in this result is its dependence on q n . Our proof does not carry through if q n → 0: If we do not attempt to maintain a very stringent control on the false discovery rate, we might not achieve asymptotic minimaxity.
In Theorem 4.3 below we establish a lower bound for the FDR method when calibrated to maintain a fixed nonzero FDR independently of sample size; it shows that if the FDR control q > 1/2, the FDR estimator will not achieve asymptotic minimaxity.
Taken together, these two results suggest an even tighter connection between False Discovery Rate ideas and adaptive minimaxity than one might have expected. We do not merely claim that FDR methodology gives us an asymptotically minimax estimator -which could happen in some sense by accident -but that the key parameter in the FDR theory -the rate itself -seems to be diagnostic for performance.
Interpretations
Two remarks help place the above result in context.
Comparison with other estimators
The result may be compared to other known results in the estimation of the multivariate normal mean. Summarizing results given in Donoho and Johnstone (1994b) :
(i) Linear estimators attain the wrong rates of convergence when 0 < p < r, over these parameter spaces;
(ii) The James-Stein estimator, which is essentially a linear estimator with data-determined shrinkage factor, has the same defect as linear estimators;
(iii) Thresholding at a fixed level, say σ n · √ 2 log n, does attain the right rates, but with the wrong constants for 0 < p < r;
(iv) Stein's unbiased risk estimator (SURE) directly optimizes the ℓ 2 error, and is adaptive for r = 2 and 1 < p ≤ 2 . However, there appears to be a major technical (empirical process) barrier to extending this result to p ≤ 1, and indeed, instability has been observed in such cases in simulation experiments . Further, there is no reason to expect that optimizing an ℓ 2 criterion should also give optimality for ℓ r error measures, p < r < 2.
In short, existing estimators are not able to achieve this level of adaptation to unknown sparsity.
Validity of Simultaneous Minimaxity
Minimax estimators are often criticised as being complicated, counter-intuitive and distracted by irrelevant worst cases. An oft cited example isp = [x + √ n/2]/[n + √ n] for estimating a sucess probability p ∈ [0, 1] from X ∼ Bin(n, p). Although this estimator is minimax for estimating p under squared-error loss, 'everybody' agrees that the common sense estimatorx = x/n is 'obviously better' -better at most p and marginally worse only at p near 1/2. Perhaps surprisingly, simultaneous (asymptotic) minimaxity seems to avoid such objections. Instead, to paraphrase an old dictum, it shifts the focus from an "exact solution to the wrong problem" to "an approximate solution to the right problem". To explain this, note that to develop a standard minimax solution, one starts with parameter space Θ and error measure · and finds a minimax estimatorμ Θ, · attaining the minimum in (1.9). This estimator may indeed be unsatisfactory in practice, for example because it may depend on aspects of Θ that will not be known, or may be incorrectly specified.
In contrast, we begin here with an a priori reasonable estimatorμ F DR whose definition does not depend on the imposed · and the presumably unknown Θ n . Adaptive minimaxity (as established forμ F DR in Theorem 1.1) then shows for this prespecified estimator, that for a large class of relevant parameter spaces Θ n and error measures · that for q n → 0, r(μ n , Θ n ) ∼ R n (Θ n ). In other words, the prespecified estimatorμ n is flexible enough to be approximately an optimal solution in many situations of very different type (varying sparsity degree p, sparsity control η n and error measure r in the FDR example).
Using large n asymptotics to exhibit approximately minimax solutions for finite n also renders the theory more flexible. For example in the binomial setting cited earlier, the standard estimatorx = x/n, while not exactly minimax for finite n, is asymptotically minimax. More: if we consider in the binomial setting the parameter spaces Θ [a,b] = {p : a ≤ p ≤ b}, thenx is simultaneously asymptotically minimax for a very wide range of parameter spaces -each Θ [a,b] for 0 < a < b < 1 -whereasp is asymptotically minimax only for special cases a < 1/2 < b. In short, whereas minimaxity violates common sense in the binomial case, simultaneous asymptotic minimaxity agrees with it perfectly.
Penalized Estimators
At the center of our paper is the study, not ofμ F , but of a family of complexity-penalized estimators. These yield approximations to FDR-controlling procedures, but seem far more amenable to direct mathematical analysis. Our study also allows us to exhibit connections of FDR control to several other recently proposed model selection methods.
A penalized estimator is a minimizer ofμ → K(μ, y), where K(µ, y) = y − µ 2 2 + P (µ).
(1.10)
If the penalty term P (µ) takes an ℓ p form P (µ) = λ µ p p , then familiar estimators result: p = 2 gives linear shrinkageμ i = (1 + λ) −1 y i ; while p = 1 yields soft thresholdingμ i = (sgn y i )(|y i |−λ/2) + and for p = 0, with P (µ) = λ µ 0 , hard thresholdingμ i = y i I{|y i | ≥ λ}.
Penalized FDR results by modifying the penalty to
Denote the resulting minimizer of (1.10) byμ 2 . For small µ 0 , P (µ) ∼ t 2 µ 0 · µ 0 . It therefore has the flavor of an ℓ 0 -penalty, but with the regularization parameter λ replaced by the squared Gaussian quantile appropriate to the complexity µ 0 of µ. Further,μ 2 is indeed a variable hard threshold rule. Ifk 2 is a minimizer of
thenμ 2,i = y i I{|y i | ≥ tk 2 }. The connection with original FDR arises as follows:k 2 is the location of the global minimum of S k , while the FDR indexk F is the rightmost local minimum. Similarly, we definek G as the leftmost local minimum of S k : evidentlyk G ≤k 2 ≤k F . For future reference, we will callk G the Step-Up FDR index. In our numerical experience, these indices are often identical. For theoretical purposes, we show (Lemma 5.2 and Theorem 5.3) that k F −k G is uniformly small enough on our sparse parameter spaces Θ n that asymptotic minimaxity conclusions forμ 2 can be carried over toμ F .
To extend this story from ℓ 2 to ℓ r losses, we use a modified form of the FDR-penalized estimateμ
Our strategy then is to prove ℓ r -loss optimality results usingμ r , and then to carry the conclusions over to the original FDR ruleμ F . Why is the penalized form helpful? In tandem with the definition ofμ r as the minimizer of an empirical complexityμ → K(μ, y), we can define the minimizer µ 0 of the theoretical complexityμ → K(μ, µ) obtained by replacing y by its expected value µ. By the very definition ofμ r , we have K(μ r , y) ≤ K(µ 0 , y), and by simple manipulations one arrives (in the ℓ 2 case here) at the basic bound, valid for all µ ∈ R n :
(1.12)
Analysis of the individual terms on the right side is very revealing. Consider the theoretical complexity term K(µ 0 , µ). For Θ n of type (i)-(iii) in the previous section, it turns out that the worst case theoretical complexity is asymptotic to the minimax risk! That is, as n → ∞,
(1.13)
The argument for this relation is rather easy, and will be given below in Section 5.2. The second term in (1.12) has the flavor of an error term of lower order -in the ℓ 2 case, it is linear in the noise z in the second slot, for example. Detailed analysis is actually rather hard work, however. Section 5.4 overviews a lengthy argument, of later sections, showing that this error term is only negligible over Θ n if q n → 0. Thus the two main intellectual questions one could have about FDR -Q1. Why is it plausible that there could be simultaneous asymptotic minimaxity?
Q2. Why is it important that q n → 0?
-are laid out for us very directly within the penalized FDR point of view; these become questions we can address by studying the properties of the theoretical complexity and the error term, respectively. This fact permeates the architecture of the arguments to follow.
1.9 Penalization by 2 · log(n/k)
Introducing penalization brings us to discuss connections of our work with the vast literature on model selection. Dating back to Akaike (1972) , it has been popular to consider model selection rules of the formk
where λ is the penalization parameter and RSS(k) stands for "the best residual sum of squares y − m 2 2 for a model m with k parameters". The AIC model selection rule takes λ = 1. G. Schwarz' BIC model selection rule takes λ = log(n)/2. Foster and George's RIC model selection rule takes λ = log(p), where p is the number of variables available for potential inclusion in the model.
For comparison to this work, Penalized FDRk 2 can be written as a penalized method with a variable penalty factor λ k,n :
Several independent groups of researchers have recently proposed model selection rules with variable penalty factors. For convenience, we can refer to these as 2 log(n/k) factors, yielding rules of the formk = arg min k RSS(k) + 2σ 2 · k · log(n/k).
(1.14)
• Foster and Stine (1997) arrived at a penalty σ 2 n k 1 2 log(n/j) from information theoretic considerations. Along sequences of k and n with n → ∞ and k/n → 0, 2k log n/k ∼ k j=1 2 log n/j.
• For prediction problems, Tibshirani and Knight (1999) propose model selection using a covariance inflation criterion which adjusts the training error by the average covariance of predictions and responses on permuted versions of the dataset. In the case of orthogonal regression, their proposal takes the form of complexity penalized residual sum of squares, with the complexity penalty approximately of the above form, but larger by a factor of 2: 2σ 2 n k j=1 2 log n/j. There are intriguing parallels between the covariance expression for the optimism (Efron, 1986) in Tibshirani and Knight (1999, formula (6) ) and the complexity bound (1.12).
• Birgé and Massart (private communication) have studied complexity penalized model selection for a large class of penalty functions, specifically designed to include penalties of the form 2 · k · σ 2 n · log(n/k). They develop non-asymptotic risk bounds for such procedures over ℓ p balls.
• Finally, George and Foster (1997) adopt an empirical Bayes approach, drawing the components µ i independently from a mixture prior (1 − w)δ 0 + wN (0, C) and then estimating the hyperparameters (w, C) from the data y. They argue that the resulting estimator penalizes the addition of a kth variable by a quantity close to 2 log( n+1 k −1).
Evidently, there is substantial interest and activity in the use of such variable complexity penalties. Our work provides a different perspective, and leads immediately to Conjecture 1.2. In the setting of this paper, where 'model selection' means adaptive selection of nonzero means, and the underlying estimand µ belongs to one of the parameter spaces as detailed in Theorem 1.1, the procedure (1.14) is asymptotically minimax, simultaneously over the full range of parameter spaces covered in that Theorem.
In short, although the 2 · log(n/k) rules were not proposed from a formal decisiontheoretic perspective of adapting to unknown degree of sparsity, it appears that they exhibit simultaneous asymptotic minimaxity.
This conjecture is based on a rather extensive similarity of such 2 · log(n/k) penalties to FDR penalization based on q n → 0. To understand why, note that we can express 2 · log(n/k) style penalties as application of FDR penalization with a nonconstant q. To do so, suppose we have a given variable penalization sequence λ k,n . Then define the "equivalent variable q sequence q k,n " by
Applying this definition to FDR with penalization parameter q, we of course get simply q k,n = q. But applying this to λ k,n = log n/k, we get a variable q sequence, with, for k ≈ n β ,
As q k,n is very slowly changing over a wide range of k, one sees that numerically, the procedures must behave very similarly, when the estimate has about n β nonzero entries, to a procedure with constant q set to q k,n with k = n β . The result of penalization (1.14) seems therefore similar to what would result from FDR penalization with a q chosen so that q n → 0. We suspect that the methods of this paper may be extended to yield a proof of this Conjecture.
Take Away Messages
The theoretical results in this paper suggest three messages: TAM 1. FDR-based thresholding gives a near-optimal way of adapting to unknown sparsity -simply choose q = q n → 0 as n → ∞. In words, imposing an asymptotically negligible false discovery rate allows asymptotic minimaxity.
TAM 2. If q n → q > 1/2, FDR-based thresholding is definitely not asymptotically minimax. Setting an asymptotically large false discovery rate forbids asymptotic minimaxty.
TAM 3. Recently proposed 2·log(n/k) penalization schemes, when used in a sparse setting, may be viewed as similar to FDR-based thresholding with q n → 0.
To this, we add an important non-result.
TAM 4. We do not know at the moment what happens if q n → q ∈ (0, 1/2); the results mentioned above do not cover this case.
Simulations
We have conducted simulation experiments which consider the behavior of FDR thresholding and related procedures in model situations. These simulation results illustrate all four of the above points. Table 1 : Ratios of MSE(FDR)/MSE(t 3/2 ), p = 3/2.
In Table 1 we show results from simulations run with the so-called least-favorable case µ k = min{Cn −1/2 k −1/p , (2 − p) log n} for the ℓ p parameter ball under the conditions p = 1.5, r = 2, n = 1024 and n = 65536, σ = 1. The results give the ratio of the squarederror risk of FDR with the squared-error risk of the optimal threshold t 3/2 . All results are based on 100 simulations.
These results should be compared with the behavior of 2 · log(n/k)-style penalties. For the estimator of Foster and Stine (1997) , minimizing RSS+σ 2 k j=1 2log(n/j), we have that for n = 1024, M SE/M SE(t 3/2 ) = 1.2308 while for n = 65536, M SE/M SE(t 3/2 ) = 1.2281. This is consistent with behavior that would result from FDR control with q = .3 for n = 1024 and q = .25 for n = 65536.
In Figure 4 , we display simulation results under a range of sample sizes. This illustrates the apparent minimum of MSE near q = 1/2. We propose the following interpretations:
INT 1. FDR Procedures with q small have a risk which is a reasonable multiple of the ideal risk using the threshold which would have been optimal for the given sparsity of the object.
INT 2. 2 · log(n/k) penalization behaves like FDR procedures with q eventually tending to zero.
INT 3. An FDR procedure with q = 1/2 appears to outperform q-small procedures at this configuration, and to achieve risks which seem to us very reasonable compared to the ideal risk. It remains for future research to give a mathematical investigation of these interpretations, particularly a solid mathematical understanding of behavior with q near 1/2.
Contents
The paper to follow is far more technical than the introduction; in our view necessarily so, since much of the work concerns refined properties of fluctuations in the extreme upper tails of the normal order statistics. However, Sections 2-4 should be accessible on a first reading. They review pertinent information about FDR controlling procedures, about minimax estimation over ℓ p balls, and give a precise statement of our main results. Section 4 gives an overview of the later Sections 5-9, which carry out the proof of the results in Section 4.
The False Discovery Rate
The field of Simultaneous Inference has developed many techniques to control the increased rate of type I error when testing a family of n hypotheses H 0i versus H 1i , i = 1, 2, . . . , n. The traditional approach is to control the familywise error rate at some level α, that is, to use a testing procedure that controls at level α the probability of erroneously rejecting even one true H 0i . The venerable Bonferroni procedure tests ensures this by testing each hypothesis at the α/n level.
The Bonferroni procedure is criticised as being too conservative, since it often lacks power to detect the alternative hypotheses. Much research has been devoted to devise more powerful procedures: tightening the probability inequalities, and incorporating the dependency structure when it is known. For surveys, see Hochberg and Tamhane (1987) and Shaffer (1995) . In one fundamental sense the success has been limited. Generally the power deteriorates substantially when the problem is large. As a result, many practitioners avoid altogether using any multiplicity adjustment to control for the increased type I errors caused by simultaneous inference. Benjamini and Hochberg (1995) argued that the control of the familywise error-rate is a very conservative goal which is not always necessary. They proposed to control the expected ratio of the number of erroneously rejected hypotheses to the number rejected -the False Discovery Rate (FDR). Formally, let V be the number of true null hypotheses erroneously rejected, among the R rejected hypotheses. Let Q be V /R if R > 0, and 0 if R = 0; set F DR = E{Q}. The FDR is equivalent to the familywise error-rate when all tested hypotheses are true, so an FDR controlling procedure at level q controls the probability of making even one erroneous discovery in such a situation. Thus for many problems the value of q is naturally chosen at the conventional levels for tests of significance. The FDR of a multiple testing procedure is never larger than the familywise error-rate. Hence controlling FDR admits more powerful procedures.
Here is a simple step-up FDR-controlling procedure. Let the individual P −values for the hypotheses H 0i , be arranged in ascending order: P [1] ≤ . . . ≤ P [n] . Compare the ordered P −values to a linear boundary i/nq, and note the last crossing time:
The FDR multiple testing procedure is to reject all hypotheses H (0i) corresponding to the indices i = 1, . . . ,k F DR . Ifk B denotes the number of P − values below the Bonferroni cutoff q/n it is apparent thatk F DR ≥k B and hence that the FDR test conducted at the same level is necessarily less conservative. Benjamini and Hochberg (1995) considered the above testing procedure in the situation of independent hypothesis tests on many individual means. They considered the two-sided P -values from testing that each individual mean was zero. They found that the false discovery rate of the above multiple testing procedure is bounded by q whatever be the number of true null hypotheses n 0 or the configuration of the means under the alternatives:
The multiple testing procedure (2) was proposed informally by Elkund, by Seeger (1968) and much later independently by Simes (1986) . Each time it was neglected because it was shown not to control the familywise error-rate (Seeger (1968) , Hommel (1988) ). In the absence of the FDR concept, it was not understood why this procedure could be a good idea. There is by now a body of literature on FDR-controlling procedures, and an analysis in a variety of situations, of which a partial listing would include (Benjamini and Yekutieli, 1997; Benjamini and Wei, 1999; Yekutieli and Benjamini, 1999; Benjamini and Hochberg, 2000) .
As noted in the introduction, adapted FDR testing to the setting of estimation, in particular of wavelet coefficients of an unknown regression function. In this setting, given n data on a unknown function observed in Gaussian white noise, we are testing n independent null hypotheses µ i = 0. Using the above formulation with two-sided P-values, we obtain (1.7).
Previously in the same setting of wavelet estimation, Donoho and Johnstone (1994b) had proposed to estimate wavelet coefficients by setting to zero all coefficients below a certain "universal threshold" 2 log(n)σ n . A key observation in Donoho (1995) ; , about this threshold is that, with high probability, every truly zero wavelet coefficient is estimated by zero.
Using ideas from simultaneous inference we can look at universal thresholding differently. The likelihood ratio test of the null hypothesis H 0i : µ i = 0 rejects if and only if |y i | > tσ, and the Bonferroni method at familywise level α sets the cutoff for rejection t at t BON = σz(α/2n). Now very roughly, z(1/n) ∼ 2 log(n); much more precise results are derived below and lie at the center of our arguments. Hence, Bonferroni at any reasonable level α leads us to set a threshold not far from the universal threshold. Put another way, universal thresholding may be viewed as precisely a Bonferroni procedure, for α = α U n . We can derive α U n ≍ 1/ log(n) as n → ∞.
As was emphasised by , the FDR estimator can choose lower thresholds than σ n · √ 2 log n whenk F is relatively large. It thus offers the possibility of adapting to the unknown mean vector by adapting to the data, choosing less conservative thresholds when significant signal is present. It is this possibility that we study in some detail in succeeding sections.
3 Minimax estimation on ℓ 0 , ℓ p , m p As a prelude to the formulation of the adaptive minimaxity results, we review information (Donoho et al., 1992; Donoho and Johnstone, 1994b; Johnstone, 1994) on minimax estimation over ℓ 0 , ℓ p and weak ℓ p balls in the sparse case: 0 < p < 2 and with normalized radius η n → 0 as n → ∞. Throughout this section, we suppose a shift Gaussian model (1.1) with unit noise level σ n = 1. We will denote the risk of an estimatorμ under ℓ r loss by
Particularly important classes of estimators are obtained by thresholding of individual co-ordinates: hard thresholding was defined at (1.2), while soft thresholding of a single co-ordinate x 1 is given by η S (x 1 , t) = sgn(x 1 )(|x 1 | − t) + . We use a special notation for the risk function of thresholding on a single scalar observation x 1 ∼ N (µ 1 , 1):
with an analogous definition of ρ H (t, µ 1 ) for hard thresholding.
ℓ 0 balls
Asymptotically least favorable configurations for ℓ 0 balls ℓ 0 [η n ] can be built by drawing the µ i i.i.d. from sparse two point prior distributions
The precise definition of µ n is given in the Remark below. The expected number of non-zero components µ i is k n = nη n . The prior is constructed so that the corresponding Bayes estimator essentially estimates zero even for those µ i drawn from the atom at µ n , and so the Bayes estimator has mean squared error of at least k n µ r n . A corresponding asymptotically minimax estimator is given by soft or hard thresholding at threshold τ η = τ (η n ) := (2 log η −1 n ) 1/2 ∼ µ n as n → ∞. In fact this estimator achieves the exact asymptotics of the minimax risk, which is R n (ℓ 0 [η n ]) ∼ k n µ r n = nη n µ r n ∼ nη n (2 log η −1 n ) r/2 . (3.1)
Remark. Given a sequence a 2 n = o(log η −p n ) that increases slowly to ∞, µ n is defined as the solution of the equation φ(a n + µ n ) = η n φ(a n ), where φ denotes the standard Gaussian density. Equivalently, µ 2 n + 2a n µ n = 2 log η −1 n = τ 2 η from which follows the more precise relation τ η = µ n + a n + o(a n ).
( 3.2) Thus τ η − µ n → ∞ which for both soft or hard thresholding at τ η indicates ρ(τ η ; µ n ) ∼ µ r n . [Note also that, to simplify notation, we are using µ n to denote a sequence of constants rather than the n th component of the vector µ].
ℓ p balls
Again, asymptotically least favorable configurations for ℓ p [η n ] are obtained by i.i.d. draws from π = (1 − β n )δ 0 + β n δ µn , where now the size of the non-zero atom and its location are
More precisely µ n = µ n (η n , a n ; p) is now the solution of φ(a n + µ n ) = β n φ(a n ), which implies that 4) and then that (3.2) continues to hold for ℓ p balls. The expected number of non-zero components µ i is now k n = k n (η n , a n ; p) defined by k n = nβ n = nη p n µ −p n , (3.5) and with similar heuristics for the Bayes estimator, the exact asymptotics of the minimax risk becomes, via (3.5),
An asymptotically minimax estimator is given by thresholding at t ηn = (2 log η −p n ) 1/2 ∼ (2 log n/k n ) 1/2 .
Weak ℓ p balls
The weak ℓ p ball m p [η n ] contains the corresponding strong ℓ p ball ℓ p [η n ] with the same radius, and the asymptotic minimax risk is larger by a constant factor:
Let F p (x) = 1 − x −p , x ≥ 1 denote the distribution function of the Pareto(p) distribution and let X be a random variable having this law. Then an asymptotically least favorable distribution for m p [η n ] is given by drawing n i.i.d. samples from the univariate law π 1 = L(min(η n X, µ n )),
where µ n is defined exactly as in the strong case. The mass of the prior probability atom at µ n equals ∞ µn F p (dx/η n ) = η p n µ −p n = β n , again as in the strong case. Thus, the weak prior can be thought of as being obtained from the strong prior by smearing the atom at 0 out over the interval [η n , µ n ] according to a Pareto density with scale η n . One can see the origin of the extra factor in the minimax risk from the following outline (for details when r = 2, see Johnstone (1994) ). The minimax theorem says that R(m p [η n ]) equals the Bayes risk of the least favorable prior. The latter is approximately the product of n copies of π 1 , and the corresponding Bayes estimator may be approximated (for large n) by soft thresholding at τ η , so that
Now consider an approximation to the risk function of soft thresholding, again at threshold t η . Indeed, using the estimate ρ S (t, µ) . = ρ S (t, 0)+|µ| r , appropriate in the range 0 ≤ µ ≤ µ n , ignoring the term ρ S (t, 0) and reasoning as before (3.6) we find
Comparison with (3.6) shows that the second term in (3.9) -(3.10) corresponds exactly to R(ℓ p [η n ]), and the first term is the extra contribution from the Pareto density in the weak ℓ p case.
4 Adaptive minimaxity of FDR
Main result
Theorem 4.1. Suppose that x ∼ N n (µ, I) and thatμ is given by FDR (1.7) , a penalized versionμ r of (1.11) or more generally any threshold estimate satisfying (5.27). Suppose that lim inf n q n log n > 0 and lim sup q n < 1. Use ℓ r risk (1.8), 0 < r ≤ 2, and minimax risk (1.9). Consider parameter spaces Θ n = ℓ 0 [η n ] or m p [η n ] defined by (1.3) and (1.4) respectively, with 0 < p < r. Assume that η n (respectively η p n ) lies in an interval [n −1 log 5 n, n −δ ] for some δ > 0. Then, as n → ∞
where c rp = 2(1 − p/r) and ζ(q n ) = q n /(1 − q n ). The analog of (4.1) holds for strong ℓ p balls ℓ p [η n ] with c rp = 2.
Thus the FDR estimator is simultaneously asymptotically minimax over nearly black sets and ℓ p balls for all p < r ≤ 2 and a broad range of η n → 0 so long as the FDR rate control parameter q n approaches 0.
Theorem 4.1 is the strongest adaptivity result that we are aware of for these models. It is instructive to contrast the behaviour of FDR with that of several other plausible estimates. We do this, for simplicity, in a special case: for ℓ 2 error and normalized radius η n = n 1/2−1/p . [This arises from a model y = θ + ǫ n z in R n if ǫ n = n −1/2 and n 1 |θ i | p ≤ 1.] From (3.7), (3.6) and (3.4), we find
Here ρ(μ JS , √ ne 1 ) ∼ n/2 and so the James Stein estimator does not attain even the correct rate of convergence, if p < 2.
(ii) Threshold chosen via unbiased risk estimate. proposed choosing a soft thresholdt S by minimising an unbiased estimate U (t) = n − 2 I{x 2
The risk of the corresponding threshold estimatorμ S , namely ρ(μ S , µ), is shown to achieve the risk corresponding to the optimal choice t(µ) up to an empirical fluctuations term of order n 1/2 log 3/2 n. While this will adapt to R(ℓ p [η n ]) and R(m p [η n ]) when p > 1, comparison with (4.2) shows that this fluctuations term is too coarse to handle sparse situations p ≤ 1. Because this is based on an unbiased estimate of ℓ 2 −error, there is no particular reason to believe that it will be optimal for r < 2, even when p > 1.
(iii) Thresholding at √ 2 log n. Use of oracle inequalities (e.g. Donoho and Johnstone (1994b) [Theorem 1]) shows that ifμ U denotes either soft or hard thresholding at √ 2 log n, then
so that this "universal" threshold does not adapt exactly for any p < 2, even though it comes within a factor less than 2.
[A heuristic derivation of (4.3) runs as follows: a least favorable configuration for, say, soft thresholding over ℓ p [η n ] is given by µ = (λ n , . . . λ n , 0, . . . 0) with nη p n λ −p n copies of λ n = √ 2 log n. Then, since ρ S (λ n , λ n ) ∼ λ 2 n , the left side of (4.3) is at least
where λ 2 n /τ 2 η = 2 log n/(2 − p) log n = 2/(2 − p)].
The role of the condition q n → 0, initially surprising to us, is still not completely clear. As is explained in Section 5.3, the FDR indexk F is bounded above on m p [η n ] by the deterministic sequence κ n defined precisely at (5.15), but satisfying κ n ∼ (1 − q n ) −1 nη p n τ −p η . On the threshold scale, this corresponds to a deterministic threshold t κ = z(α(κ n )) ∼ τ η . Thus on m p [η n ],μ r uses thresholdst r at least as large as t κ , with asymptotic inequality on extremal sequences. In Section 9, we establish the following lower bound complement to (4.1). 
( 4.4) Thus, when q n → q > 0, hard thresholding at the corresponding t κ is not asymptotically minimax. However, since this is a worst case result, we do not know if the risk of fixed-q FDR is as bad on the worst case sequence for the fixed threshold rule. A partial result in this direction is possible, however: 
which shows that the FDR estimatorμ F is not asymptotically minimax if q > 1/2.
Outline of adaptive minimaxity proof: ℓ 2 error
The rest of the paper presents the proof of Theorem 4.1 and Propositions 4.2 and 4.3. We begin with the simplest case: squared error in the case of nearly black parameter sets (Θ n = ℓ 0 [η n ]). Only the outline of the argument is presented in this section, with details provided in Sections 6 and 7. The extensions to (weak) ℓ p parameter spaces and ℓ r error measures, of considerable importance to the conclusions of the paper, are not straightforward. For ℓ p parameter spaces, we have presented the necessary modifications (in smaller font) in parallel with the main development. For ℓ r losses, the proofs are postponed until Section 8.
The approach taken in this section has already been suggested in the introduction, see (1.10) and (1.12). We define certain empirical and theoretical complexity functions -the empirical complexity being minimized byμ 2 . A basic inequality bounds theoretical complexity ofμ 2 by the minimal theoretical complexity plus a deviation term of covariance type. When maximized over a nearly black parameter set, the minimum theoretical complexity has the same leading asymptotics as the minimax estimation risk. Negligibility of the deviation term (if q n → 0) follows after determining the extremal behaviour of the FDR 2 index over Θ n via an average case and then large deviation analysis. Finally, a risk comparison is used to extend the conclusion from the penalized estimateμ 2 to the original FDR estimateμ F .
Empirical and Theoretical Complexities
In Section 1.8, we have definedμ 2 as the minimizer of the empirical complexity K(μ, y) = y −μ 2 + P en(μ) (note that now we set σ 2 = 1). Substituting y = µ + z into K(μ 2 , y) yields the decomposition K(μ 2 , y) = K(μ 2 , µ) + 2 z, µ −μ 2 + z 2 .
(5.1)
Now let µ 0 = µ 0 (µ) denote the minimizer overμ of the theoretical complexity K(μ, µ) corresponding to the unknown mean vector µ :
There is a decomposition for K(µ 0 , y) that is exactly analogous to (5.1):
Since by definition ofμ 2 , K(µ 0 , y) ≥ K(μ 2 , y), we obtain, after noting the cancellation of the quadratic error terms and rearranging,
Thus the complexity ofμ 2 is bounded by the minimum theoretical complexity plus an error term. Since
we obtain a bound for ρ(μ 2 , µ) = E µ μ 2 − µ 2 by taking expectations in (5.3). Since the error term has zero mean, we may replace µ 0 by µ and obtain the basic bound ρ(μ 2 , µ) ≤ K(µ 0 , µ) + 2E µ z,μ 2 − µ .
(5.5) Up to this point, the development is close to that of Donoho and Johnstone (1994a) , as well as work of other authors (e.g. Van de Geer (1990) ). Remark: Although there would appear to be an inefficiency in dropping the penalty term in (5.4) to arrive at the bound (5.5), it will turn out from the proof that the mean squared error term and the penalty term are not maximized on the same sequences.
Maximal Theoretical Complexity
We now argue that the maximum theoretical complexity over nearly black classes Θ n = ℓ 0 [η n ] is asymptotic to minimax risk:
Bound (5.5) shows that this yields the leading term in Theorem 4.1. As in Section 1.8, decompose the optimization (5.2) defining K(µ 0 , µ) over the number of non-zero components inμ. Assign these to the largest components of µ : hence
On ℓ 0 [η n ], at most k n = [nη n ] components of µ can be non-zero. Hence the infimum over k may be restricted to 0 ≤ k ≤ k n . This implies
Indeed, choosing k = k n in (5.7) shows the left side to be smaller than the right side in (5.8), while equality occurs for any configuration µ with non-zero entries µ 1 = . . . = µ kn > t 1 .
Finally, using
( 5.9) and (3.1), along with η n = O(n −δ ),
which establishes (5.6).
Remark. Use of the fixed penalty P (µ) = t 2 µ 0 in the above argument would yield sup K = k n t 2 ≈ nη n t 2 , and of course, the t 2 term is unable to adapt to varying signal complexity.
Weak ℓ p . The maximum of (5.7) over µ ∈ m p [η n ] occurs at the extremal vectorμ l = C n l −1/p , where C n = n 1/p η n . Define k n to be the solution of C 2 n k −2/p n = t 2 k n . Using (5.9), we obtain sup µ∈mp [ηn] K(µ 0 , µ) = inf k C 2 n n k+1 l −2/p + k 1 t 2 l ∼ C 2 n τ p k 1−2/p n + k n t 2 k n τ p = p 2−p = (1 + τ p )k n t 2 k n .
(5.10) Thus k n is the optimal number of non-zero components and may be rewritten as
(5.11)
A little analysis using (5.9) and the equation for k n shows that t 2 k n ∼ 2 log η −p n . From (3.4) we then conclude t 2 k n ∼ µ 2 n , which via (3.6) and (3.7) shows that the right side of (5.10) is asymptotically equivalent to R(m p [η n ]), as claimed.
Remarks. (i) The least favorable configuration for µ is thus given by µ l = min(C n l −1/p , t l ) = min(η n (l/n) −1/p , t l ), which, after noting (5.9), is essentially identical with the least favorable distribution (3.8). In addition, the maximisation has exactly the same structure as the approximate evaluation of the Bayes risk of soft thresholding over this least favorable distribution; compare (3.9) -(3.11).
(ii) Finally, over strong ℓ p balls, the least favorable configuration is (t 2 1 , . . . t 2 k n , 0, . . . 0), with t k n as above, and this leads to
Lower bound for the FDR 2 Threshold
In this section, we argue that FDR 2 chooses high thresholds when confronted with sparse elements of ℓ 0 [η n ] and m p [η n ]. Sincet 2 = z(k 2 q n /2n), high thresholds are equivalent to relatively small values ofk 2 . Our plan is to show that large values fork 2 are unlikely -in fact, since we know from Section 1.8 thatk 2 ≤k F , it will be enough to show the same for k F , which was defined as the last index k for which y 2 (k) ≥ t 2 k . Define the exceedance number N (t k ) = #{i : y 2 i ≥ t 2 k } and exploit the standard switching relation for order statistics to write (5.12) where κ n is a deterministic sequence to be specified below. Consequently
We wish to determine κ n so that each term in the sum is a large deviations event. Consider therefore the mean number of exceedances of t k , M n (k; µ) = k n + 2(n − k n )Φ(t k ) = k n + (1 − k n /n)kq n ∼ k n + kq n using the definition of t k = z(kq n /2n) and η n ∼ k n /n → 0. The first term corresponds to "true" discoveries, and the second to "false" ones.
SolvingM n (k) = k yields a solutionk ∼ k n /(1 − q n ). To obtain a large deviations result in (5.13), we need a slightly larger value thank. So, setting γ n = 1/ log log n, we define κ n = ξ n k n = ξ n nη n ; ξ −1 n = 1 − q n − γ n . (5.15) Thus for all k ≥ κ n and µ ∈ ℓ 0 [η n ], we have that E µ N (t k ) < k.
is maximized by taking the components of µ as large as possible -i.e. taking the extremal elementμ l = η n (n/l) 1/p . Thus now
Again we aim to choose κ n so thatM n (k) < k for k ≥ κ n . To approximate M n (k;μ), note first that the summands in (5.14) are decreasing from nearly 1 for µ l large to 2Φ(t k ) when µ l is near 0. With k held fixed, break the sum into two parts using l n defined byμ l = t k , or equivalently l n = nη p n t −p k . For l ≤ l n , the summands are approximated by 1, and for l ≥ l n by 2Φ(t k ) = qk/n. Since l n /n ≈ 0, we have
Again the first term tracks "true" discoveries and the second "false" ones. The solution k n of (5.11) is a little too small: k −1 n M n (k n ,μ) ≈ 1 + q n . For a large deviations result, we need a slightly larger value. Setting γ n = 1/ log log n, define
Thus κ −1 n M n (κ n ,μ) ≈ 1 − γ n : a stronger form, (7.19) below, is proved rigorously in Section 7.2. In particular, for all k ≥ κ n , we suspect that EN (t k ) < k.
Making all this more explicit with exponential inequalities in Section 7.2 leads to a large deviations result.
Lemma 5.1. There exists c > 0 such that for Θ n = ℓ 0 [η n ] or m p [η n ] and large n,
Hence, we may conclude that with high probability on Θ n ,
(5.17)
The Linear Error term
We can now complete the outline of the proof for Θ n = ℓ 0 [η n ] by showing that
We exploit monotonicity of the error term for small components µ i . Indeed, if |µ i | ≤ t κ ≤t 2 , then (5.20) as may be seen by checking cases. This permits us to replacet 2 by the fixed threshold value t κ for the vast majority of components µ i , with Lemma 5.1 and (5.17) providing assurance thatt 2 ≥ t κ with high probability. Indeed, let S n (µ) = {i : |µ i | ≤ t κ } be the set of small components. For z 1 ∼ N (0, 1) and scalar mean µ 1 , define
It is shown in Section 7.3 that the dominant term in (5.18) is given by
The function c(t, µ 1 ) is the covariance between x 1 and η H (x 1 , t) when the data x 1 ∼  N (µ 1 , 1) . Lemma 6.2 shows that c is even in µ 1 , has a minimum of 2tφ(t) at µ 1 = 0, rising to a maximum near µ 1 = t (though always bounded by t + 1), and dropping quickly to 1 for large µ 1 . It turns out that, uniformly on nearly black sequences µ ∈ Θ n , the main contribution to the sum comes from components µ 1 near 0 and hence, as shown in Section 7.3,
= q n ξ n nη n t 2 κ (5.23) ∼ q n ξ n R n (Θ n ).
(5.24) At (5.22), we have used the relation φ(z(α)) ∼ αz(α) as α → 0 combined with the definitions t κ = z(α(κ n )) and α(k) = q n /2·k/n. Then (5.23) employs the definition (5.15) of κ n . Finally at (5.24) we used t κ ∼ τ η to recover the expression for R(ℓ 0 [η n ]). Recalling (5.15), this yields (5.18). The conclusion of Theorem 4.1 for nearly black Θ n is finally obtained by combining (5.5), (5.6) and (5.18).
Weak ℓ p and Strong ℓ p . Although there are some differences in detail, the outline is as above, except that (5.23) is replaced by q n ξ n nη p n τ −p η t 2 κ . Since t κ ∼ τ η , this is asymptotic to q n ξ n R(ℓ p [η n ]). Recalling (5.16) and (3.7), we obtain the analog of (5.18): (1)).
(5.25)
The conclusion of Theorem 4.1 for weak ℓ p -balls is finally obtained by combining (5.5), (5.6) and (5.25). Since ℓ p [η n ] ⊂ m p [η n ], the conclusion for strong ℓ p -balls is immediate from the above arguments.
From Penalized to original FDR
We extend the adaptive minimaxity result for the penalized estimatorμ 2 which thresholds att 2 to any thresholdt in the range [t F ,t G ] defined in Section 1.8. In particular the adaptive minimaxity will apply to the original FDR estimatorμ F .
First a simple identity that compares the squared error of a deviationδ 2 =μ − µ with that ofδ =μ 2 − µ:
Now supposeμ D ("D" for "data dependent) has the form
All such estimators differ fromμ 2 at most in those co-ordinates y l withk G ≤ l ≤k F , and on such co-ordinates the difference between the two estimates is at mostt G ≤ t 1 = z(q/2n). Hence
We can show that FDR control, combined with sparsity, forces the "crossover interval" [k G ,k F ] to be relatively small:
Proof Sketch. (Details in Section 7.4) We use the slow decrease of the boundary k → t k . Indeed, for a grid {j∆, j ≥ 0}, with integer step size ∆ = ∆ n = α n k n to be specified later, (7.2) below shows that t (j+1)∆ − t j∆ ≤ 1/jt j∆ .
(5.28)
This narrow spacing controls the size of the cell counts N j = #{l : t (j+1)∆ ≤ |y l | ≤ t j∆ }.
Meanwhile, large deviations ofk F −k G imply corresponding deviations of some cell count
Then a large deviations argument for N j similar to that used in the proof of Lemma 5.1 yields the result with α n = 1/ √ t κn .
On the event described in the lemma, we have μ −μ 2 2 2 ≤ α n k n t 2 1 = o(R n (Θ n )).
(5.30)
We summarize, with remaining details deferred to Section 7.4:
Theorem 5.3. Ifμ D satisfies (5.27), then sup µ∈Θn |ρ(μ D , µ) − ρ(μ 2 , µ)| = o(R n (Θ n )), so that asymptotic minimaxity ofμ 2 implies the same property for any suchμ D .
Lemmas on thresholding
This section collects some preparatory results on hard (and in some cases soft) thresholding with both fixed and data dependent thresholds. These are useful for the analysis and comparison of the various FDR and penalized rules, and are perhaps of some independent utility. When the proofs are no more difficult for the ℓ r loss, these are given immediately.
Fixed Thresholds
First, an elementary decomposition of the ℓ r risk of hard thresholding.
Lemma 6.1. Suppose that x ∼ N (µ, 1) and that η H (x, t) = xI{|x| ≥ t}. Then
The next lemma, on covariance between the data and hard thresholding, is simpler in the ℓ 2 case. The ℓ r analogs are postponed to Section 8.3.
is symmetric about 0 and increasing for 0 ≤ µ ≤ t. (6.7)
(iii) sup µ∈R c(t, µ) ≤ t + 1. (6.8)
Proof. Formula (6.6) follows by direct evaluation, and inspection shows that c(t, µ) is symmetric about µ = 0. Bound (6.8) then follows since 2φ(0) ≤ 1. Finally for the monotonicity, writing c µ for ∂c/∂µ,
Data dependent thresholds
Lemma 6.3. Let x = µ + z ∼ N (µ, 1) and η(x,t ) denote soft or hard thresholding att. For r > 0, |η(x,t ) − µ| r ≤ 2 (r−1) + ( |z| r + |t| r ). (6.9)
Proof. Check cases and use |a + b| r ≤ 2 (r−1) + (|a| r + |b| r ).
Lemma 6.4. Suppose that y ∼ N n (µ, I) and thatμ(y) corresponds to soft or hard thresholding at random levelt :μ(y) i = η(y i ,t ). Suppose thatt ≤ t almost surely on the event A (with t ≥ [E|z| 2r ] 1/2r ). Then for r > 0,
(6.10)
Remark:
The notation E[X, A] denotes EXI A where I A is the indicator function of the event A.
Proof. Rewrite the left side and use Cauchy-Schwartz:
Now (6.9) and the bound ont imply
Continuing with y ∼ N n (µ, I), The next lemma matches the ℓ r risks of two hard threshold estimatorsμ(y) i = η H (y i ;t) andμ ′ with data-dependent thresholdst andt ′ if those thresholds are close. Assume also that there is a non-random bound t such thatt,t ′ ≤ t with probability one. Then
Let N ′ = #{i : |y i | ∈ [t,t ′ ]}-clearly μ −μ ′ r r ≤ t r N ′ . In various cases, N ′ can be bounded on a high probability event, yielding Lemma 6.5. Let β n be a specified sequence, and with the previous definitions, set B n = {N ′ ≤ β n }. For 0 < r ≤ 2, |ρ(μ, µ) − ρ(μ ′ , µ)| ≤ 2β n t r + 4(2t) r nP µ (B c n ) 1/2 + rI{r > 1}ρ(μ ′ , µ) 1−1/r β 1/r n t. (6.11)
Proof. To develop an ℓ r analog of (5.26), we note a simple bound valid for all a, z ∈ R:
(6.12)
[For r > 1, use derivative bounds for y → |y| r ]. We consider here only 1 < r ≤ 2: the case r ≤ 1 is similar and easier. Thus, setting ǫ =μ −μ ′ , ∆ =μ − µ and similarly for ∆ ′
Using Hölder's inequality and defining ε n = E{ μ −μ ′ r r , B n }, we obtain E{ ∆ r r − ∆ ′ r r , B n } ≤ rρ(μ ′ , µ) (r−1)/r ε 1/r n + rε n . (6.13)
From the definition of event B n , ε n ≤ β n t r . On B c n , apply Lemma 6.4 to obtain (6.11).
Squared Error -Complements
This section collects deferred details of the arguments for Theorem 4.1 in the squared error case. Section 7.1 collects needed properties of the Gaussian quantile function z(η) =Φ −1 (η) and its implications for the FDR boundary constants t k . Section 7.2 sets out the large deviation argument used to show that typicallyk F ≤ κ n on sparse parameter sets. Elements of this argument are reused later in Section 7.4 to compareμ F withμ r and in Section 9.2 to give a lower bound tok F on the extremal sequenceμ. Section 7.3 analyses the error term and in particular reveals the source of the extra term in the risk bound in Theorem 4.1. In fact, this is the only subsection in which the squared error structure is heavily used -the remaining sections carry over with little or no change to the ℓ r losses considered in Section 8. Finally, Section 7.4 shows that the slow decay of the t k boundary implies that k F andk G are sufficiently close to ensure comparability of risks ofμ F andμ r .
Gaussian quantiles
(3) If n −1 log 5 n ≤ η p n ≤ Cn −δ , then as n → ∞,
In particular, t κ /τ η = 1 + O(log log n/ log n).
(7.5)
Proof.
(1) Taking logarithms in the inequality
and usingΦ(z(η)) = η leads to 2 log(1 − z(η) −2 ) ≤ z 2 (η) − 2 log η −1 + 2 log z(η) + log 2π ≤ 0. (7.6)
Now z 2 (η) ≤ 2 log η −1 for η ≤ 1/2 and η → log(1 − z(η) −2 ) is decreasing, so for η ≤ η 0 ,
For η = 0.01, the quantity in square brackets equals -2.94. Substituting this into the upper bound half of (7.6) yields
(2) Differentiating the equation η =Φ(z(η)) yields z ′ (η) = −1/φ(z(η)) which is decreasing in η. Hence z(η 1 ) − z(η 2 ) ≤ (η 2 − η 1 )/φ(z(η 1 )).
Since η =Φ(z(η)) ≤ φ(z(η))/z(η), (7.2) follows.
(3) (7.3) is immediate. For (7.4), use (7.1), (5.16) and (7.3) to conclude
Large Deviations fork F
First, recall Bennett's exponential inequality (e.g. Pollard (1984, p.192) ) which for the sum of independent Bernoulli(p l ) variates Y l with M = p l , V = p l (1 − p l ) states that
For fixed k, apply this to the Bernoulli variates Y l = I{y 2 l ≥ t 2 k } with success probabilities p kl (µ) = P µ {|y l | ≥ t k } =Φ(t k − µ l ) + Φ(−t k − µ l ), and
From (5.12) and (7.7), we obtain
Lower bound for V (k; µ). Noting that If l > k n , then for µ ∈ ℓ 0 [η n ], p kl (µ) = p kl (0) = 2Φ(t k ) = kq n /n. (7.10)
Since κ n = o(n) and lim sup q n < 1, it follows that for n large and k ≥ κ n ,
Basic Inequality. If l ≤ k n , then p kl (µ) ր 1 as |µ l | → ∞, while if l > k n , (7.10) applies. Hence for all µ ∈ ℓ 0 [η n ]:
M (k; µ) ≤M (k) = k n + (1 − k n /n)q n k.
In particular, for κ n defined as at (5.15) M (κ n )/κ n = ξ −1 n + [1 − (k n /n)]q n = 1 − γ n + o(γ n ). (7.12)
Since k →M (k)/k is decreasing, it follows that for n large M (k; µ)/k ≤ (1 + γ/2) −1 for all k ≥ κ n and µ ∈ ℓ 0 [η n ]. Since h(λ) is increasing and V ≤ M , it follows for such k and µ that (7.13) so that from (7.9) and (7.11) we have, uniformly in ℓ 0 [η n ],
Since h(ǫ) ∼ ǫ 2 for small ǫ, Lemma 5.1 follows from (7.14).
Weak ℓ p . Monotonicity properties of M (k; µ). First note that p kl (µ) = p k (µ l ) is an increasing function of µ l ≥ 0, so that on m p [η n ], both p kl (µ) and M (k; µ) are maximized at the extremal vector µ l = η n (n/l) 1/p . Secondly, we look at M (k; µ) as a function of k, considered as a real variable in R + . Writinġ M ,M for partial derivatives w.r.t. k, calculus shows that (7.15) with strict inequality unless µ ≡ 0. Finally, since M (0; µ) = 0, there existsk ∈ [0, k] such that the threshold exceedance function k −1 M (k; µ) = k −1 (M (k; µ) − M (0; µ)) =Ṁ (k, µ), and hence, for each µ, the exceedance function is decreasing in k:
Lower bound for V (k; µ). We first observe that for k ≥ κ n , l ≥ n/2 and µ ∈ m p [η n ], κnqn n ≤ p kl (µ) ≤ 1 − κnqn n .
(7.17)
The left inequality follows from p kl (µ) ≥ p kl (0) = kq n /n and (7.10). For the right inequality, we have p kl (µ) ≤ p n (μ n/2 ) = p n (η n 2 1/p ) = q n + o(1) ≤ 1 − κ n q n /n for n large since lim inf q n < 1. From (7.17), we find, as for (7.11)
Basic Inequality. From the monotonicity properties, we have M (k; µ) ≤ M (k;μ) for all µ ∈ m p [η n ] and that k → M (k;μ)/k is decreasing. Hence M (κ n ;μ)/κ n ≤ (1 + ǫ) −1 implies M (k; µ)/k ≤ (1 + ǫ) −1 for all k ≥ κ n and µ ∈ m p [η n ]. The remainder of the proof will be devoted to showing that, for κ n defined as at (5.15), M (κ n ;μ)/κ n = 1 − γ n + o(γ n ).
(7.19)
For then, we have (7.13) for n large and k ≥ κ n , µ ∈ m p [η n ] and, as before, (7.9) and (7.18) imply (7.14) and Lemma 5.1. We remark that the argument is insensitive to the sign of γ n : it works as well forξ −1 n = 1 − q n + γ n . Write
Now l →Φ(t κ −μ l ) decreases from near 1 at l = 1 to nearΦ(t κn ) = q n κ n /2n at l = n. To partition S n , define indices l 1 , . . . , l 4 viā
where we have set z γ = z(γ 2 n ). We first analyze S n . Set l 0 = 1, l 5 = n and define
In the corresponding decomposition ofS n ,
The approach is to show that
and that all other terms are negligible. S[1, l 1 ] : We note that S[1, l 1 ]/κ n ∈ (l 1 /κ n )[1 − γ 2 n , 1]. From (5.16) and (7.5),
S[l 1 , l 2 ] : Again using (7.5) and (7.1),
on setting u =μ l = η n (n/l) 1/p and u i =μ li . Consider first the interval [1, u 2 ]. We have
Writing the integrand in (7.23) as exp{h(u)}, calculus shows that h is increasing on [1, u 2 ], and so
On [u 4 , 1], since u 4 = 1/t κ and t κ ≫ √ ǫ log n, (7.22) shows (7.24) and so
SinceΦ(t κ ) = κ n q n /2n and l 4 /n = ǫ p n where ǫ n = η n t κ = O(n −δ ),
Since
or O(ǫ n log ǫ −1 n ) in the particular case p = 1. In any event, this term is therefore o(γ n ). The analysis ofS n is similar, but simpler. First, we note that Φ(−t κ −μ l ) ≤Φ(t κ −μ l ) so that any term negligible for S n is a fortiori negligible forS n . In addition,S[1, l 1 ] is negligible since
Finally, parallel to (7.24),
and soS[l 4 , n] = (n − l 4 )Φ(t κ ) +S rem , with κ −1 nSrem ≤ κ −1 n S rem = o(γ n ) as above. This completes the proof of (7.20)-(7.21) and hence (7.19) 
Error term: Isolation of dominant covariance factor
We proceed with the formal analysis of the error term (5.19) 
Let e i = e i (t n ) : the monotonicity of errors for small components (compare (5.20)) says that the leading term
We shall see that the dominant term is
For the non-zero µ l (of which there are at most nη n ), use the bound (6.8), while for µ = 0, (6.6) yields c(t, 0) = 2tφ(t) + 2Φ(t). Hence,
As argued at (5.21) -(5.23), 2nt κ φ(t κ ) ∼ q n ξ n nη n t 2 κ so the first term on the right side of (7.27) is negligible, and we recover (5.21). It remains to verify negligibility of terms T 2n -T 4n . Begin with the large signal component term T 2n . We have, using Lemma 6.3 and the boundt 2 ≤ t 1 = O(log 1/2 n),
For the small threshold term T 3n , note first that
Now E z 2 = n, and since A c n is a rare event, apply Lemma 6.4, noting that on A c n we have the boundt 2 ≤ t κ . Thus T 3n (µ) ≤ 2nt κ P µ (A c n ) 1/4 ≤ c 1 n 5/4 t κ exp{−c 2 q n κ n γ 2 n } uniformly on ℓ 0 [η n ] after applying Lemma 5.1. Thus T 3n = o(R(m p [η n ])) at least if q n κ n γ 2 n ≥ c 3 log 2 n for large n, which is guaranteed under the hypotheses of Theorem 4.1.
The remaining term T 4n is handled exactly as was T 3n : if we letμ F denote hard thresholding at the (fixed) threshold t κ , then Sn(µ) e i ≤ z μ F − µ ; and now Lemma 6.4 can be used as before.
Weak ℓ p . Some extra work is required to analyze T 0n (µ), so we first dispose of T 2n − T 4n . The analysis of T 3n and T 4n is essentially as above. For T 2n , we bound |S c n (µ)| using the extremal element of m p [η n ], namelyμ l = η n (n/l) 1/p . Thus for all µ ∈ m p [η n ], 
Turning now to the leading term T 0n (µ), we may write
From the monotonicity property we have c(t κ , µ l ) ≤ c(t κ ,μ l ) so long asμ l ≤ t κ . However, the number of termsμ l that exceed t κ /2 can be bounded by the index k 0 solving the inequality η n (n/k 0 ) 1/p ≤ t κ /2, so that k 0 = 2 p nη p n t −p κ . Combining these remarks with the bound (6.8) yields
). The sum may be bounded above using an integral
We will see that the main contribution to the integral comes from a range in which c(t κ , η n u) is comparable to c(t κ , 0) ∼ 2t κ φ(t κ ). For this purpose, choose δ n → 0 sufficiently slowly so that δ n /η n t κ ∼ δ n /η n (2p log η −1 n ) 1/2 → ∞. Since δ n → 0, both
Hence from (6.6) c(t κ , δ n /t κ ) ∼ 2t κ φ(t κ ) ∼ c(t κ , 0). Hence, using dominated convergence, and putting v n = δ n /t κ
The remaining part of I n may be rewritten as
where we again used monotonicity of µ → c(t, µ). For large n, t 2 κ ≥ log η −p n and hence
In combination with (7.29), I n2 ≤ cnη p n t p+1 κ δ −p n η p/8 n = o(nη p n t 2−p κ ), again so long as δ n → 0 sufficiently slowly (δ n = η 1/8 n t 2 κ would do.) Consequently, we have
Obviously T 0n ≥ T 0n (μ) ≥ 2nt κ φ(t κ ), so we recover (5.21).
More on passing from penalized to original FDR
Proof of Lemma 5.2. We first verify (5.29). With the definitionŝ
Suppose thatk F −k G > 2∆. Let j 1 ∆ and j 2 ∆ be grid points bracketing (k G ,k F ): this means that both
Suppose, contrary to (5.29) that N j ≤ ∆/2 for all j. We would then have
using the hypothesis onk F −k G . However, (7.30) leads to a contradiction:
The proof of Lemma 5.2 proceeds along the lines of Lemma 5.1. We first note that in view of this lemma, it suffices to restrict attention to the (high probability) event A n = {k F ≤ κ n }. Thus, from (5.29), we have
where now M (j; µ) = l p jl (µ), p jl (µ) = P µ {t (j+1)∆ ≤ |y l | ≤ t j∆ } and V (j; µ) = p jl (1 − p jl ). A lower bound for V (j; µ) follows by noting for l > k n that
where we usedΦ(t j∆ ) = j∆q n /2n. Indeed, since p jl (0) < 1/2 and k n = o(n),
Now we show that M (j; µ) = o(∆/2) uniformly in j and in µ ∈ Θ n , for an appropriate choice of ∆. First if µ 1 ≥ µ 2 ≥ . . . , we have
Hence, using (5.28),
We now set ∆ = α n k n and choose, somewhat arbitrarily, α n = 1/ √ t κ . Since t j∆ ≥ t κ and j ≥ 1, we obtain M (j; µ)/∆ ≤ 2φ(0)/α n t κ + q n → 0 so long as q n → 0. Hence, for n large, we obtain, uniformly in j, that
Combining this with (7.31) and (7.32) we find, uniformly in j, that
Proof for Θ = m p [η n ] We adopt the above approach using ideas from the proof of 7.19. We show
Partition the sum P (j; µ) = 3 i=0 S j [l i , l i+1 ; µ] using indices l 0 = 1, l 4 = n and l 1 = nη p n t −p κμl1 = t κ l 2 = nη p nμl2 = 1 l 3 = nη p n t p 1μ l3 = 1/t 1 .
S j [1, l 1 ] : Arguing as above using (7.33),
S j [l 1 , l 3 ] : Since for l > l 1 ,μ l ≤μ l1 = t κ ≤ t (j+1)∆ , we have p jl (µ) ≤ p jl (μ). Setting u =μ l and u i =μ li ,
is increasing so long as t − u ≥ (p + 1)/u and this is guaranteed for large n so long as u ≤ t κ − 4, say. Hence
Finally,
for n large and some δ > 0 sufficiently small. S j [l 3 , n] : For l > l 3 , µ l ≤μ l ≤ 1/t 1 , and
so for such y, φ(y − µ l ) ≤ φ(y)e µ l y ≤ eφ(y) so that the integral is bounded by 1 2 p jl (0). Hence, as for the ℓ 0 [η n ] case, S j [l 3 , n; µ]/∆ ≤ eq n → 0 so long as q n → 0.
The analog of (7.32) is verified by noting first that for l > n/2, p j (0) ≤ p j (µ l ) ≤ ep j (0) = e∆q n /n → 0 as n → 0 so that
This bound is used along with (7.34) to complete the proof. The only change from the ℓ 0 case is that we set ∆ = α n κ n with κ n given by (5.16).
Proof of Theorem 5.3 . Apply Lemma 6.5 withμ =μ D ,μ ′ =μ 2 , t = t 1 and β n = α n k n . From Lemmas 5.1 and 5.2, we have, uniformly on Θ n ,
Since both k n t r 1 and sup Θn ρ(μ 2 , µ) are O(R n (Θ n )) and α n → 0, the conclusion follows from (6.11).
ℓ r losses
This section retraces for ℓ r loss the steps used for squared error in Section 5, making adjustments for the fact that the quadratic decomposition (5.1) is no longer available. It turns out that this decomposition is merely a convenience -the asymptotic result of Theorem 4.1 is as sharp for all 0 < r ≤ 2. However the analysis of the error term is more complex than in Section 7.3, requiring bounds developed in Lemmas 8.1 and 8.2.
Empirical Complexity for ℓ r loss
For an ℓ r loss function, we use a modified empirical complexity
The minimizers of empirical and theoretical complexity are defined, respectively, bŷ µ r = arg minμK(μ, y; r) µ 0 = arg minμK(μ, µ; r)
For ℓ r loss, the quadratic decomposition of (5.1) is replaced by
The key inequality K(μ r , y) ≤ K(µ 0 , y)
when combined with (8.1) applied to bothμ =μ r and µ 0 yields the analog of (5.3) We may argue as in Section 5.2 that for Θ n = ℓ 0 [η n ], sup µ∈Θn K(µ 0 , µ) ≤ kn 1 t r l ∼ nη n (2 log η −1 n ) r/2 ∼ R n (Θ n ; r).
and that for Θ n = m p [η n ], sup µ∈Θn K(µ 0 , µ) = inf k C r n n k+1 l −r/p + k 1 t r l ∼ R n (Θ n ; r).
We remark that if k(µ) is an index minimizing (8.5), then µ 0i is obtained from hard thresholding of µ i at t 0 = t k(µ) (interpreted as t 1 if k(µ) = 0). In any event, this implies |δ 0i | = |µ i − µ 0i | ≤ |µ i | ∧ t 1 (8.6)
The ℓ r error term
There is an ℓ r analog of bound (5.20); this allows us to replace the random thresholdt r by the fixed threshold value t κ for the most important cases. Indeed, suppose that |µ i | ≤ t κ ≤t r . Letμ i (y) = η H (y i , t κ ) denote hard thresholding at t κ , and letδ i = µ i −μ i denote the corresponding deviation. We claim that
Indeed,δ i =δ i unless t κ ≤ |y i | ≤t r . In this case, we haveμ i = 0 so thatδ i = µ i whilē µ i = y i so thatδ i = −z i . In this case, (8.7) reduces to |µ i | r − |y i | r ≤ |z i | r which is trivially true since |µ i | ≤ t κ ≤ |y i |.
We now derive the ℓ r analog of the error decomposition (7.26). Recalling the notation (8.2) -(8.4), we haved i = d i (t r ) = |δ 0i + z i | r − |δ 0i | r − |δ i + z i | r + |δ i | r .
( 8.8) Defining as in Section 5.4 the sets A n = {t r ≥ t κ } and S n (µ) = {i : |µ i | ≤ t κ }, we obtain
Let d i = d i (t κ ) : the monotonicity of errors for small components (compare (8.7)) says that the leading term
We begin with analysis of the dominant term T 0n . First, write
where for y = µ + z, z ∼ N (0, 1) and 0 < r ≤ 2, we define [Note that a factor E|z| r has been introduced in both b r and c r -as a result b 2 (a) ≡ 0 and c 2 (t, µ) = 2c(t, µ) as defined at (6.6).] The next lemmas, proved in Section 8.5 below, play the same role as Lemma 6.2 for the ℓ 2 case.
Lemma 8.1. The function b r (a) defined at (8.9) is even in a and |b r (a)| ≤ C 1 |a| r for all a C 2 |a| (r−1) + for |a| large. To bound T 2n , we first note from the properties of hard thresholding that |δ i | = |μ r,i − µ i | ≤t r + |z i | ≤ t 1 + |z i |.
Inequality (8.6) shows that |δ 0i | ≤ t 1 . Combining (6.12) with the earlier remarks and (8.8) shows, for 1 < r ≤ 2 |d i | ≤ 4(t r−1 1 + |z l | r−1 )|z l | + 4|z l | r , (8.15) while for 0 < r ≤ 1 only the |z l | r term is needed. Consequently, there exists a constant C such that for 0 < r ≤ 2
E|d l | ≤ Ct And so on ℓ 0 [η n ],
|T 2n | ≤ Cnη n t (r−1) + 1 = o(nη n t r κ ).
[while on m p [η n ], (7.28) shows that |T 2n | ≤ Cnη p n t r−p κ t (r−1)+−r 1 = o(R n (Θ n )).]
To bound T 3n , use (8.15) and Cauchy-Schwartz, i E[|z i | r , A c n ] ≤ P (A c n ) 1/2 i (E|z i | 2r ) 1/2 .
In conjunction with Lemma 5.1, this yields T 3n ≤ cn(log n) 1 2 (r−1) + · (2n) 1/2 exp{−cq n κ n γ 2 n } = o(R n (Θ n )) since κ n ≫ (log n) 2 under the assumptions of Theorem 4.1. The argument for T 4n is similar, with thresholding at t κ instead of att r . Using (8.12), the tail bound (8.16) and then arguing as at (5.21)-(5.24), nc r (t κ , 0) ∼ 4nt r−1 κ φ(t κ ) ∼ 4nt r κ α(κ n ) = 2q n κ n t r κ ∼ 2 qn 1−qn R n (Θ n ) for Θ n = ℓ 0 [η n ] or ℓ p [η n ]. To summarize, for the error term, we have sup µ∈Θn E µD ∼ sup µ∈Θn T 0n (µ) ∼ c rp ρ(q n )R n (Θ n ).
From penalized to original FDR
Theorem 5.3 continues to hold for ℓ r losses. Indeed, this is now a simple consequence of Lemma 6.5. Thus, in the notation of that lemma, we takeμ ′ =μ r andμ equal to the estimatorμ satisfying (5.27) and t = t 1 . Set β n = α n k n and note that C n = {k F −k G ≤ αk n } ⊂ {N 12 ≤ β n } = B n . Finally, a large deviations bound for P µ (C c n ) follows from Lemma 5.2.
Proofs
Proof of Lemma 8.1. The function a → |z + a| r is Hölder(r) with constant C = 2 uniformly in z ∈ R and r ∈ (0, 2]. Consequently, so is f (a) = E|Z + a| r . Since f ′ (0) = 0, Combining the last two displays with (8.18) yields (8.12). Finally suppose that µ > t. In (8.18) we bound t 0 (µ r − y r ) φ(y − µ)dy ≤ (µ r − t r )Φ(t − µ) + t 0 (t r − y r )φ(y − t)dy.
The last integral is bounded as for the integral 0 ≤ y ≤ µ at (8.19) above (setting µ = t). Finally, write µ = t + x: since
and x → x aΦ (x) is bounded it follows that for some C, [(t + x) r − t r ]Φ(x) ≤ Ct (r−1) + .
Proof of (8.14). First, recall from (8.6) that |δ 0i | ≤ µ i ∧t 1 . Lemma 8.1 implies the existence of a constant C = C(r) such that b r (∆ 0i ) ≤ C|µ i | r ∧ t (r−1) + 1 . In view of (8.13), it remains to show that |c r (t, µ) − c r (t, 0)| ≤ C|µ| r .
(8.20)
