Consider a second or higher order elliptic partial di erential equation Au = u + f on an open bounded domain of R n with homogeneous boundary conditions Bu = 0:
Introduction
The aim of this paper is to establish some uniform anti-maximum principles for classes of higher order elliptic boundary value problems.
Let us brie y recall the situation in the second order case with Dirichlet boundary conditions. Consider for R n a bounded domain with smooth boundary @ and f 2 L p ( ) ; p > 1; the boundary value problem ? u = u + f in ; u = 0 on @ ; (1.1) and let 1 denote the rst eigenvalue. Assume that the function f is nonnegative and positive on a set of positive measure. As is well-known, the maximum principle implies that if < 1 ; then the solution u is positive. It was observed in 8] that if p > n then there exists f > 1 such that if 2 ( 1 ; f ) ; then the solution u of (1.1) is negative in : Such a restriction on p might look surprising for a sign result. However, in 27] it is shown that the condition p > n is sharp and that one cannot have f to be bounded away from 1 uniformly for all positive f: On the other hand it was shown in 8] that, if n = 1 and the boundary conditions are of Neumann or Robin type, then a uniform result does hold, that is, the corresponding Green function is negative for 2 ( 1 ; 1 + ) with > 0:
In this paper we obtain uniform results for higher order elliptic boundary value problems also in dimensions higher than 1: Let us start with some examples.
Consider the fourth-order problem with Navier boundary conditions and let 1;N be the rst eigenvalue (notice that 1;N = 2 1 with 1 as above 1 ; 2 c > 0; then again there exists a rst eigenvalue 1;R > 0 and for 0 < 1;R the solution u is positive whenever f is positive. Similarly there is~ f > 0 such that u is negative when 2 1;R ; 1;R +~ f : However, in contrast to the case with Navier boundary conditions (1.2), we are able to show that this result is uniform for n 2 f1; 2; 3g : See the example following Corollary 6.
We will consider general elliptic boundary value problems. The results with respect to those systems are twofold.
We will show that if there exists a positive eigenfunction with appropriate boundary behaviour, and a relation between the dimension and the boundary condition holds, then a uniform anti-maximum principle holds for in a right neighbourhood of the eigenvalue 1 
:
Since higher order elliptic boundary value problems in general do not satisfy a maximum principle it is not obvious that the conditions just mentioned can be satis ed. However, we will give some examples of such boundary value problems for which these conditions are met.
The basic idea for anti-maximum type results is to split f in f 1 + f 2 where f 1 = P 1 f and f 2 = (I ? P 1 ) f; (1.4) P 1 being an appropriate projection on the rst eigenfunction 1 ; which has to have a xed sign. ? is the subspace of C ? equipped with the norm de ned by kuk 1 = sup ju (x)j 1 (x) ; x 2 ; one nds that for j ? 1 j small enough the sign of u in (1.5) equals the sign of ? 1 : Since the sign of f in general does not imply a relation between P 1 f and the L p ( )-norm of (I ? P 1 ) f one does not obtain a uniform result for positive f in L p ( ) :
We need a positive rst eigenfunction. In general one cannot expect a maximum principle or even a positive rst eigenfunction for higher order elliptic equations except in two cases. The rst type of examples appears when the higher order equation can be written as a system of second order elliptic equations with appropriate boundary conditions. The second family of examples occurs when operator and domain are close to a polyharmonic equation on a ball. Positivity results for polyharmonic equations on a ball are established by Boggio 7] . We will restrict ourselves in the second case to = B; a ball in R n : Using recent results of Grunau and coauthor ( 16] , 17]) one expects a similar situation for small perturbations of domain and operator.
Anti-maximum principles from an abstract point of view are considered in a paper by Tak a c 28]. Extensions of the anti-maximum principle for second order operators, respectively including more general domains and nonlinear elliptic operators, are established independently by Birindelli in 6] and by Fleckinger, Gossez, Tak a c en de Th elin in 13] .
The paper is organized as follows:
-Section 2 contains our main results for general elliptic boundary value problems assuming that appropriate positive eigenfunctions both for the system and its adjoint exist, that is
The numbers m B and m B will be de ned in section 2. Secondly we give examples for which indeed such eigenfunctions exist. The combination leads us to a uniform anti-maximum principle (Corollary 6).
-In Section 3 we consider the functional analytic framework of the system and its adjoint in order to prepare the elliptic estimates in a weak setting.
-In Section 4 these regularity results are used for the contribution of f 2 : We obtain a (1.6) implying the sign of u for j 1 ? j su ciently small.
-In the last section we will prove that indeed the conditions are satis ed for some classes of boundary value problems.
-We conclude the paper with several appendices.
2 The results
General systems
In what follows we will assume that R n is bounded and the boundary satis es @ 2 C 1 :
We The second assumption is concerned with the existence of an algebraically simple (in an appropriate sense) eigenvalue 1 
Systems that have an appropriate rst eigenfunction
We will show that condition aa is satis ed for a large class of boundary value problems. We consider A = (? ) m :
The rst type of boundary conditions are those for which the system can be written as a system of second order equations. B m;Robin (and hence B m;Navier ) is of this type. We shall refer to these by Case I.
Proposition 4 
Uniform anti-maximum principle
The combination of the theorem and the propositions above leads to the following corollary. ) we obtain an intermediate result which is needed to establish a uniform antimaximum principle. In particular we shall use a formulation where the boundary conditions are satis ed in a strong sense although the right hand side of the di erential equation will be a distribution (Theorem 13).
We start be recalling a solvability result in the C 1 -framework which will be used later on. iii. The operator A is densely de ned, closed, and has closed range R (A) :
iv. The null space N (A) is nite dimensional, contained in C 1 ? and independent of p: We have: Theorem 9 Assume that (A; B) are such that (2.1) forms a regular system and let A be de ned as in (3.9) Proposition 12 Let X; X 1 and X 2 be Banach spaces such that X 1 ; X 2 are continuously imbedded in X: Let P : X ! X be a bounded linear operator satisfying P = P 2 : Moreover, assume P (X i ) X i and P j X i : X i ! X i is continuous (i = 1; 2). Let ii. We have S 2 L N (P 1 ) ; N (P 0 ) for 2 K : Since S 0 2 Isom N (P 1 ) ; N (P 0 ) and since 7 ! S is analytic, the result follows. Note that for 0 < j ? 0 A is a properly elliptic operator if for all x 2 and all independent couples ; 2 R n the Proof of Theorem 8, parts i.-v. Let 
