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CYCLIC COVERS AND TOROIDAL EMBEDDINGS
FLORIN AMBRO
Abstract. We present an improved version of the cyclic covering trick, which works inside the
category of toroidal embeddings.
Introduction
Cyclic covers are a useful tool in algebraic geometry. The simplest example is the field extension
K ⊂ K( n√ϕ)
obtained by adjoining to a field the root of an element. For example, the equation tn − ϕ∏i zmii
over K simplifies to tn −∏i zmii over K( n√ϕ).
In classical algebraic geometry, cyclic covers were used to construct new examples from known
ones. Given a complex projective variety X , a torsion line bundle L over X induces canonically
an e´tale cyclic Galois covering π : X ′ → X such that π∗L becomes trivial. If L has torsion index r
and s ∈ Γ(X,Lr) is nowhere zero, the covering can be constructed as the r-th root of s (as in the
function field case, the pullback of s becomes an r-th power of a section of the pullback of L). We
may denote it by π : X [ r
√
s]→ X . The isomorphism class of π does not depend on the choice of s,
since X being compact, every two nowhere zero sections differ by a non-zero constant.
Many invariants of X ′ can be read off those of X , but with coefficients in negative powers of L.
For example,
π∗Ω
p
X′ = ⊕r−1i=0ΩpX ⊗ L−i.
So one may construct manifolds with prescribed invariants by taking roots of torsion line bundles
on known manifolds. The process may be reversed: known statements on the invariants of X ′
translate into similar statements on X , twisted by negative powers of L. For example, the Ka¨hler
differential of X ′ decomposes into integrable flat connections on L−i, so that ⊕r−1i=0Ω•X(L−i) is the
Hodge complex π∗Ω•X′ on X . In particular, the E1-degeneration for (Ω
•
X′ , F ) translates into the
E1-degeneration for (Ω
•
X′(L
−i), F ), for every i. This exchange of information between the total and
base space of a cyclic cover is called the cyclic covering trick (cf. sections 1 and 2 of [6] for example).
The range of applications of the cyclic covering trick extends dramatically if s is allowed to have
zeros. In this case s is a non-zero global section of the n-th power of some line bundle L on X . The
n-th root of s is defined just as above. We obtain for example the same formula
π∗OX[ n√s] = ⊕n−1i=0 L−i.
The morphism π is still cyclic Galois and flat, but it ramifies over the zero locus of s. The total
space X [ n
√
s] may be disconnected (even if s vanishes nowhere), it may have several irreducible
components, and it may even have singularites over the zero locus of s. These singularities are
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partially resolved by the normalization X¯ [ n
√
s] → X [ n√s]. The induced morphism π¯ : X¯ [ n√s] → X
is cyclic Galois and flat, and one computes
π¯∗OX¯ [ n√s] = ⊕n−1i=0 L−i(⌊
i
n
Z(s)⌋).
Here Z(s) is the effective Cartier divisor cut out by s, and the round down of the Q-divisor i
n
Z(s)
is defined componentwise. If SuppZ(s) has no singularities, then X¯ [ n
√
s] has no singularities.
Differential forms or vector fields on X¯ [ n
√
s] are computed in terms of X,L, and the Q-divisor
1
n
Z(s). For example
π¯∗Ω
p
X¯ [ n
√
s]
= ⊕n−1i=0 ΩpX(log Supp{
i
n
Z(s)})⊗ L−i(⌊ i
n
Z(s)⌋),
where { i
n
Z(s)} is the fractional part of the Q-divisor i
n
Z(s), defined componentwise, and for a
reduced divisor Σ on X , ΩpX(log Σ) denotes the sheaf of differential p-forms ω such that both ω and
dω are regular outside Σ, and have at most logarithmic poles along the components of Σ. If the
singularities of SuppZ(s) are at most simple normal crossing, then X¯ [ n
√
s] has at most quotient
singularities, and if Y → X¯ [ n√s] is a desingularization, with ν : Y → X the induced generically
finite morphism, then
ν∗Ω
p
Y = ⊕n−1i=0 ΩpX(log Supp{
i
n
Z(s)})⊗ L−i(⌊ i
n
Z(s)⌋).
This formula is behind the vanishing theorems used in birational classification (see [6, 9, 10]).
Statements on divisors of the form KX +
∑
j bjEj + T , with X nonsingular,
∑
j Ej simple normal
crossing, bj ∈ [0, 1], and T a torsion Q-divisor, are reduced to similar statements on Y with bj ∈
{0, 1} and T = 0.
Cyclic covers also appear in semistable reduction [8]. In its simplest form, a complex projective
family over the unit disc f : X → ∆ has nonsingular general fibers Xt (t 6= 0), while the special fiber
X0 is locally cut out by monomials
∏d
i=1 z
mi
i (mi ∈ N) with respect to local coordinates z1, . . . , zd.
The family is semistable if moreover X0 is reduced. If we base change with n
√
t (with n divisible by
all multiplicities mi), and normalize X˜ → X ×∆ ∆˜, the new family X˜ → ∆˜ has reduced special fiber
X˜0, and X˜ \ X˜0 ⊂ X˜ is a quasi-smooth toroidal embedding. If the irreducible components of X0 are
nonsingular, the toroidal embedding is also strict and X˜ admits a combinatorial desingularization.
An equivalent description of X˜ is the normalization of the n-th root of f , viewed as a holomorphic
function on X . Therefore the local computations of [8] give in fact the following statement: if X is
complex manifold, and 0 6= s ∈ Γ(X,Ln) is such that Σ = SuppZ(s) is a normal crossing divisor,
then X¯ [ n
√
s]\ π¯−1(Σ) ⊂ X¯[ n√s] is a quasi-smooth toroidal embedding, and π¯ is a toroidal morphism.
Cyclic covers are used to classify the singularities that appear in the birational classification of
complex manifolds. Such singularities P ∈ X are normal, and the canonical Weil divisor KX is a
torsion element of Cl(OX,P ). If r is the torsion index, there exists a rational function ϕ ∈ C(X)∗
such that rKX = div(ϕ). The normalization of X in the Kummer extension C(X) → C(X)( r√ϕ)
becomes a cyclic cover P ′ ∈ X ′ pi→ P ∈ X . It is called the index one cover of P ∈ X , since being
e´tale in codimension one, KX′ = π
∗KX ∼ 0. The known method to classify P ∈ X is to first classify
the index one cover, and then understand all possible actions of cyclic groups (see [14]).
We have discussed so far roots of rational functions, (normalized) roots of multi sections of line
bundles, and index one covers of torsion Q-divisors on normal varieties. This paper gives a unified
treatment of all these concepts, based on normalized roots of rational functions on normal varieties.
Moreover, we show that the cyclic covering trick can be performed inside the category of quasi-
smooth toroidal embeddings. In order to prove vanishing theorems, we no longer have to assume
that the base is nonsingular, or to resolve the singularities of the total space of the covering.
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To state the main results of this paper, let k be an algebraically closed field.
Theorem 0.1. Let X/k be an normal algebraic variety. Let ϕ be an invertible rational function
on X, let n be a positive integer such that char k ∤ n. Denote D = 1
n
div(ϕ), so that D is a Q-Weil
divisor on X with nD ∼ 0. Let π : Y → X be the normalization of X with respect to the ring
extension
k(X)→ k(X)[T ]
(T n − ϕ) .
The right hand side is a product of fields (the function fields of the irreducible components of Y ),
and Y identifies with the disjoint union of the normalization of X in each field. By construction,
Y/k is a normal algebraic variety (possibly disconnected).
a) The class of T becomes an invertible rational function ψ on Y such that ψn = π∗ϕ. We
have π∗D = div(ψ) and
π∗OY = ⊕n−1i=0OX(⌊iD⌋) · ψi.
The morphism π is e´tale exactly over X \ Supp{D}, where {D} is the fractional part
of the Q-divisor D, defined componentwise. It is flat if and only if the Weil divisors
⌊iD⌋ (0 < i < n) are Cartier.
b) Suppose U ⊆ X is a quasi-smooth toroidal embedding and D|U has integer coefficients.
Then π−1(U) ⊆ Y is a quasi-smooth toroidal embedding, and π is a toroidal morphism.
Denote ΣX = X \U and ΣY = Y \ π−1(U). Then π∗Ω˜pX/k(log ΣX)
∼→Ω˜pY/k(log ΣY ), and by
the projection formula
π∗Ω˜
p
Y/k(log ΣY ) = Ω˜
p
X/k(log ΣX)⊗ π∗OY .
Theorem 0.2. Suppose char k = 0. Let U ⊆ X and U ′ ⊆ X ′ be toroidal embeddings over k, let
µ : X ′ → X be a proper morphism which induces an isomorphism U ′ ∼→U . Denote ΣX = X \U and
ΣX′ = X
′ \ ΣX′. Then
Rqµ∗Ω˜
p
X′/k(log ΣX′) =
{
Ω˜pX/k(log ΣX) q = 0
0 q 6= 0
Theorem 0.1 generalizes the known cyclic covering trick (see [6, Section 3], especially 3.3-3.11),
where the base space X is assumed nonsingular, to the case when X is just normal. Statement a) is
elementary. The toroidal part of b) is implicit in [8] if (X,ΣX) is log smooth, as already mentioned.
The general case (Theorem 3.8) is proved by reduction to the following fact: the normalized root
of a toric variety with respect to a torus character consists of several isomorphic copies of a toric
morphism (Proposition 3.7). The sheaf Ω˜pX/k(log ΣX) consists of the rational p-forms ω of X such
that both ω, dω are regular near the prime divisors of X outside ΣX , and have at most simple poles
at the prime components of ΣX . It is called the sheaf of logarithmic p-forms of (X/k,ΣX), in the
sense of Zariski-Steenbrink. It is constructed by ignoring closed subsets of X of codimension at
least two, so in general it is singular. But if X \ ΣX ⊂ X is a toroidal embedding, it is locally
free [15, 3]. If X is nonsingular and ΣX is a normal crossing divisor, this sheaf coincides with the
sheaf of logarithmic forms ΩpX/k(log ΣX) in the sense of Deligne (see [6] for the algebraic version,
with ΣX assumed simple normal crossing). If ΣX = 0, then Ω˜
p
X/k = Ω˜
p
X/k(log 0) is the double dual
of the usual sheaf of Ka¨hler differentials ΩpX/k. We note that differential forms or vector fields on Y
can be computed without the toroidal assumption (Lemma 3.6).
Theorem 0.2 is the invariance of the logarithmic sheaves under different toroidal embeddings,
proved by Esnault and Viehweg [5, Lemma 1.5] in the case when X is projective nonsingular and
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ΣX has normal crossings. One corollary is that
Hq(X, Ω˜pX/k(log ΣX))→ Hq(X ′, Ω˜pX′/k(log ΣX′))
is an isomorphism for every p, q. If X is proper and (X,X \ U) is log smooth, the corollary follows
from the E1-degeneration of the spectral sequence induced in hypercohomology by the logarithmic
De Rham complex endowed with the naive filtration (Deligne [4]). If X is projective and X \ U is
a simple normal crossing divisor, Esnault-Viehweg [5, Lemma 1.5] proved that the corollary implies
Theorem 0.2. We use the same idea, combined with a result of Bierstone-Milman [2], in order to
compactify strict log smooth toroidal embeddings (Corollary 1.11).
The normalization of roots of multi sections of line bundles on normal varieties, and the index
one covers torsion Q-divisors on normal varieties, are both examples of normalized roots of rational
functions. In practice, index one covers are most useful. They preserve irreducibility, so one can
work in the classical setting of function fields. Their drawback is that they do not commute with
base change to open subsets. For this reason, at least for proofs, we need to consider normalized
roots of rational functions, which commute with e´tale base change.
Acknowledgments . Part of this work was done while visiting NCTS (Mathematics Division,
Taipei Office) and IMS (National University of Singapore), and I am grateful to Jungkai Alfred
Chen and De-Qi Zhang for hospitality. I would also like to thank Lucian Ba˘descu, Steven Lu and
Rita Pardini for useful discussions.
1. Preliminaries
We consider varieties (reduced, possibly reducible), defined over an algebraically closed field k.
1-A. Zariski-Steenbrink differentials [16, 15]. Let X/k be a normal variety. Its connected
components coincide with its irreducible components. Let k(X) be the ring of rational functions of
X , consisting of functions regular on a dense open subset of X . It identifies with the product of
the function fields of the irreducible components of X . A rational function is invertible if and only
if it is not zero on each irreducible component.
Let ω ∈ Ωpk(X)/k be a rational differential p-form. Let E ⊂ X be a prime divisor. The form ω is
regular at E if it can be written as a sum of forms f0 · df1 ∧ · · · ∧ dfp, with fi ∈ OX,E . The form
ω has at most a logarithmic pole at E if both ω and dω have at most a simple pole at E. If t is
a local parameter at the generic point of E, this is equivalent to the existence of a decomposition
ω = dt
t
∧ωp−1+ωp, with ωp−1, ωp rational differentials regular at E. If E¯ → E is the normalization,
the restriction ωp−1|E¯ is independent of the decomposition, called the residue of ω at E. The residue
is zero if and only if ω is regular at E.
For an open subset U ⊆ X , let Γ(U, Ω˜pX/k) consist of the rational differential p-forms which are
regular at each prime divisor of X which intersects U . This defines a coherent OX-module Ω˜pX/k,
called the sheaf of p-differential forms of X/k, in the sense of Zariski-Steenbrink. If j : X0 ⊂ X is the
nonsingular locus of X , Ω˜pX/k = j∗(Ω
p
X0/k). If D is a Weil divisor on X , let Γ(U, Ω˜
p
X/k(D)) consist
of the rational differential p-forms ω such that tmultE DE ω is regular at E, for every prime divisor
E, with local parameter tE . This defines a coherent OX -module Ω˜pX/k(D). We have Ω˜pX/k(D) =
j∗(Ω
p
X0/k ⊗OX0(D|X0)).
Let Σ be a reduced Weil divisor on X , or equivalently, a finite set of prime divisors on X . For
an open subset U ⊆ X , let Γ(U, Ω˜pX/k(log Σ)) consist of the rational differential p-forms ω such that
for every prime divisor E which intersects U , ω is regular (has at most a logarithmic pole) at E if
E /∈ Σ (E ∈ Σ). This defines a coherent OX -module Ω˜pX/k(log Σ), called the sheaf of logarithmic
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p-differential forms of (X/k,Σ), in the sense of Zariski-Steenbrink. For a Weil divisor D on X , we
can similarly define Ω˜pX/k(log Σ)(D).
The tangent sheaf TX/k is already S2-saturated, since X is normal: a derivation θ of k(X)/k is
regular on an open subset U ⊆ X if and only if it is regular at each prime of X which intersects
U . For an open subset U ⊆ X , let Γ(U, T˜X/k(− log Σ)) consist of the derivations θ ∈ Γ(U, TX/k)
such that for every prime divisor E ∈ Σ which intersects U , θ preserves the maximal ideal mX,E .
This defines a coherent OX-module T˜X/k(− log Σ), called the sheaf of logarithmic derivations of
(X,Σ), in the sense of Zariski-Steenbrink. For a Weil divisor D on X , we can similarly define
T˜X/k(D), T˜X/k(− log Σ)(D).
Lemma 1.1. Let u : X ′ → X be an e´tale morphism. In particular, X ′ is normal. Let Σ be a reduced
Weil divisor on X, denote Σ′ = u−1(Σ). Then we have base change isomorphisms
u∗Ω˜pX/k
∼→Ω˜pX′/k and u∗Ω˜pX/k(log Σ)
∼→Ω˜pX′/k(log Σ′).
Similar statements hold for twists with Weil divisors.
Proof. Denote U = X \ SingX and U ′ = X ′ \ SingX ′. Since u is smooth, we have U ′ = u−1(U).
We obtain a cartesian diagram
U ′
iU′

v
// U
iU

X ′ u
// X
Since u is flat, the base change homomorphism u∗iU ∗Ω
p
U/k → iU ′∗v∗ΩpU/k is an isomorphism. Since
v is smooth, v∗ΩpU/k → ΩpU ′/k is an isomorphism. Therefore the base change isomorphism becomes
u∗Ω˜pX/k
∼→Ω˜pX′/k.
Since u is e´tale, we have Σ′ = u−1(Σ), and Σ′ → Σ is e´tale. In particular, Sing Σ′ = u−1(Sing Σ).
Denote V = X \ (SingX ∪Sing Σ) and V ′ = X ′ \ (SingX ′∪Sing Σ′). We obtain a cartesian diagram
V ′
iV ′

v
// V
iV

X ′ u
// X
Since u is flat, the base change homomorphism u∗iV ∗Ω
p
V/k(log Σ|V ) → iV ′∗v∗ΩpV/k(log Σ|V ) is an
isomorphism. Since v is smooth, v∗ΩpV/k(log Σ|V ) → ΩpV ′/k(log Σ′|V ′) is an isomorphism. Therefore
the base change isomorphism becomes u∗Ω˜pX/k(log Σ)
∼→Ω˜pX′/k(log Σ′). 
Lemma 1.2. Let u : X ′ → X be an e´tale morphism. Let E ′ be a prime divisor on X ′, let E be the
closure of u(E ′). Let ω be a rational p-form on X. Then
i) ω is regular at E if and only if u∗ω is regular at E ′.
ii) ω has at most a log pole at E if and only if u∗ω has at most a log pole at E ′.
Proof. i) There exists l ≫ 0 such that ω ∈ Ω˜pX(lE)E . By Lemma 1.1, the inclusion Ω˜pX/k ⊂ Ω˜pX/k(lE)
becomes after e´tale pullback Ω˜pX′/k ⊂ Ω˜pX′/k(lE ′). All sheaves that appear being coherent, the section
ω ∈ Ω˜pX/k(lE)E belongs to (Ω˜pX/k)E if and only the pullback section u∗ω ∈ Ω˜pX′/k(lE ′)E′ belongs to
(Ω˜pX′/k)E′
ii) The proof in the logarithmic case is similar. 
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Lemma 1.3. Let u : X ′ → X be an e´tale morphism. Let D be a Q-Weil divisor on X. Let D′ = u∗D
be the pullback Q-Weil divisor, defined by restricting to big open subsets. Then
u∗OX(⌊D⌋) ∼→OX′(⌊D′⌋).
Proof. Restrict to the smooth loci of X ′ and X . Round down commutes with pullback since u is
unramified in codimension one. By flat base change, the isomorphism extends to X ′ and X . 
1-B. Zariski-Steenbrink differentials and derivations on toric varieties [3, 12]. Let M be
a lattice, with dual lattice N = M∗. Let T = TN = Hom(M, k∗) be the induced torus over k. The
torus acts on the space of global regular functions, with eigenspace decomposition
Γ(T,OT ) = ⊕m∈Mk · χm.
Recall that each element m ∈ M induces by evaluation a torus character χm : T → k∗. Denote
αm =
d(χm)
χm
∈ Γ(T,ΩT/k). The application m 7→ αm is additive, and induces an isomorphism
OT ⊗Z M ∼→ΩT/k, 1⊗m 7→ αm.
This follows from computations on the affine space, since a choice of basis m1, . . . , mn of M , with
induced characters zi = χ
mi , identifies T with the principal open set D(
∏n
i=1 zi) ⊂ Ank . In particular,
we obtain isomorphisms
OT ⊗Z ∧pM ∼→ΩpT/k, 1⊗m 7→ αm.
Passing to global sections, the image of k ⊗Z M is V ⊂ Γ(T,ΩT/k), the subspace of global 1-forms
invariant under the torus action. We have induced eigenspace decompositions
Γ(T,ΩpT/k) = ⊕m∈Mχm · ∧pV.
So every regular form ω ∈ Γ(T,ΩpT/k) admits a unique decomposition
ω =
∑
m∈M
χm · ω(m) (ω(m) ∈ ∧pV ).
For e ∈ N , there exists a unique k-derivation θe of Γ(T,OT ) such that θe(χm) = 〈m, e〉χm for
every m ∈ M . The application α : N → Γ(T, TT/k), e 7→ θe is additive and induces an isomorphism
of OT -modules
1⊗Z α : OT ⊗Z N → TT/k.
Passing to global sections, the image of k⊗ZN isW ⊂ Γ(T, TT/k), the space of derivations invariant
under the torus action. We have an eigenspace decomposition
Γ(T, TT/k) = ⊕m∈MχmW.
So every k-derivation θ : k[M ]→ k[M ] has a unique decomposition
θ =
∑
m∈M
χmθ(m) (θ(m) ∈ W ).
As in [3, Lemma 4.3.1] or [12, Proposition 3.1], we obtain the following explict formulas:
Lemma 1.4. Let e ∈ N be a primitive vector. Then TN ⊂ TN emb(R≥0e) = X is an affine torus
embedding such that X \ T consists of a unique prime divisor E = V (e), and both X/k and E/k
are smooth. We have eigenspace decompositions:
a) Γ(X,ΩpX/k) = ⊕〈m,e〉=0χm · α(k ⊗Z ∧p(M ∩ e⊥))⊕⊕〈m,e〉>0χm · ∧pV .
b) Γ(X, Ω˜pX/k(logE)) = ⊕〈m,e〉≥0χm · ∧pV .
c) Γ(X, TX/k) = ⊕〈m,e〉=−1χm · kθe ⊕⊕〈m,e〉≥0χm ·W .
d) Γ(X, T˜X/k(− logE)) = ⊕〈m,e〉≥0χm ·W .
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Let ω ∈ Γ(T,ΩpT/k), and denote Suppω = {m ∈ M ;ω(m) 6= 0}. Let θ ∈ Γ(T, TT/k) and define
similarly its support. Let T = TN ⊆ X be a torus embedding, let E = V (e) be an invariant prime
divisor on X . It corresponds to a primitive vector e ∈ N . The following properties hold:
a) ω is regular at E if and only if for every m ∈ Suppω, either 〈m, e〉 > 0, or 〈m, e〉 = 0 and
ω(m) ∈ α(k ⊗Z ∧p(M ∩ e⊥)).
b) ω has at most a logarithmic pole at E if and only if 〈m, e〉 ≥ 0 for every m ∈ Suppω.
c) θ is regular at E if and only if for every m ∈ Suppω, either 〈m, e〉 ≥ 0, or 〈m, e〉 = −1
and θ(m) ∈ kθe.
d) θ is regular logarithmic at E if and only if 〈m, e〉 ≥ 0 for every m ∈ Supp θ.
Properties a)-d) do not depend on the toric model X , only on the valuation of k(X) defined by E.
So they follow from Lemma 1.4.
Theorem 1.5. [12, Proposition 3.1] Let TN ⊆ X be a torus embedding. The complement Σ = X \T
is a reduced Weil divisor on X, and we have natural isomorphisms
1⊗Z ∧pα : OX ⊗Z ∧pM → Ω˜pX(log Σ)
1⊗Z α : OX ⊗Z N → T˜X/k(− log Σ)
In particular, Ω˜1X/k(log Σ) is a trivial OX -module of rank equal to the dimension of X , and
∧pΩ˜1X/k(log Σ) ∼→Ω˜pX/k(log Σ). And T˜X/k(− log Σ) is a trivial OX -module of rank equal to the dimen-
sion of X .
1-C. Toroidal embeddings [8]. A toroidal embedding is an open subset U ⊆ X in a normal variety
X/k, such that for every P ∈ X , there exists an affine toric variety Z = TN emb(σ), a point Q ∈ Z,
and an isomorphism of complete local k-algebras
OˆX,P ≃ OˆZ,Q
such that X \ U corresponds to Z \ TN . It follows that U is nonsingular, and Σ = X \ U has
pure codimension one. If each irreducible component of Σ is normal, the toroidal embedding is
called strict. A toroidal morphism f : (U ′ ⊆ X ′)→ (U ⊆ X) of toroidal embeddings is a morphism
f : X ′ → X , such that for every P ′ ∈ X ′, we can choose local formal isomorphisms as above such
that OˆX,f(P ′) → OˆX′,P ′ corresponds to the morphism OˆZ,g(Q′) → OˆZ′,Q′ induced by a toric morphism
g : Z → Z ′. It follows that f(U ′) ⊆ U .
Given a local formal isomorphism as above, there exists by [1, Corollary 2.6] a hut
U ′ ⊂ X ′ ∋ P ′
u
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
v
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
U ⊂ X ∋ P TN ⊂ Z ∋ Q
with u, v e´tale, u(P ′) = P , v(P ′) = Q, and u−1(U) = U ′ = v−1(TN). By Theorem 1.5 and
Lemma 1.1, we obtain
Theorem 1.6. Let U ⊆ X/k be a toroidal embedding. Then Ω˜1X/k(log Σ) is a locally trivial OX-
module of rank equal to the dimension of X, and ∧pΩ˜1X/k(log Σ) ∼→Ω˜pX/k(log Σ).
Proposition 1.7. Let U ⊆ X and V ⊆ Y be toroidal embeddings. Let f : X → Y be a mor-
phism such that f(U) ⊆ V . The pullback homomorphism Ω•V/k → f∗Ω•U/k extends (uniquely) to a
homomorphism
Ω˜•Y/k(log ΣY )→ f∗Ω˜•X/k(log ΣX).
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Proof. We prove the claim in two steps.
Step 1: Suppose T ⊂ Z is a torus embedding, v : Y → Z is a finite e´tale morphism, and
V = v−1(T ). Let M be the lattice of characters of the torus T . Let m1, . . . , mn be a basis of M ,
denote ti = χ
mi (1 ≤ i ≤ n). Then Ω˜1Z/k(log ΣZ) is the free OZ-module with basis dtiti (1 ≤ i ≤ n),
and ∧pΩ1Z/k(log ΣZ) ∼→ΩpY/k(log ΣY ). By Lemma 1.1, v∗Ω˜•Z/k(log ΣZ)
∼→Ω˜•Y/k(log ΣY ). Denote zi =
v∗ti (1 ≤ i ≤ n). Then zi ∈ Γ(V,O∗V ), Ω˜1Y/k(log ΣY ) is the free OY -module with basis
ωi =
dzi
zi
∈ Γ(Y, Ω˜1Y/k(log ΣY )) (1 ≤ i ≤ n),
and ∧pΩ˜1Y/k(log ΣY ) ∼→Ω˜pY/k(log ΣY ). Therefore, in order to prove the claim, it suffices to show that
f ∗ωi ∈ Γ(X, Ω˜1X/k(log ΣX)). But gi = f ∗zi ∈ Γ(U,O∗U), and
f ∗ωi =
dgi
gi
∈ Γ(X, Ω˜1X/k(log ΣX)).
The claim holds in this case.
Step 2: The claim is local on Y , so we may shrink Y to an affine open neighborhood of a fixed
point. By [1], there exists a hut
V ′ ⊂ Y ′
u
xxrr
rr
rr
rr
rr
v
&&▲
▲▲
▲▲
▲▲
▲▲
▲
V ⊂ Y T ⊂ Z
where T ⊆ Z is a torus embedding, u, v are e´tale, and u−1(V ) = V ′ = v−1(T ). DenoteX ′ = X×Y Y ′,
and consider the base change diagram
X
f

X ′
f ′

u′
oo
Y Y ′u
oo
Denote U ′ = u′−1(U). The restriction of the cartesian diagram to open subsets is also cartesian
U
f

U ′
f ′

u′
oo
V V ′u
oo
Since u′ is e´tale, U ′ ⊆ X ′ is also a toroidal embedding. Let ω ∈ Γ(Y,ΩpY/k(log ΣY )). Then
ω|V ∈ Γ(V,ΩpV/k), so η = f ∗(ω|V ) ∈ Γ(U,ΩpU/k). We have u′∗η = f ′∗u∗ω. By Lemma 1.1,
u∗ω ∈ Γ(Y ′, Ω˜pY ′/k(log ΣY ′)). By Step 1, f ′∗u∗ω ∈ Γ(X ′, Ω˜pX′/k(log ΣX′)). Therefore u′∗η has at
most logarithmic poles along the primes of ΣX′ . By Lemma 1.2, η ∈ Γ(X, Ω˜pX/k(log ΣX)). 
1-D. Log smooth embeddings. A log smooth embedding is a toroidal embedding U ⊆ X such
that X/k is smooth. If we denote Σ = X \ U , this is equivalent to (X,Σ) being a log smooth pair,
that is X/k is smooth and the restriction of Σ to each connected component of X is either empty, or
a normal crossing divisor. A log smooth embedding is called strict if it is so as a toroidal embedding.
This is equivalent to the property that each irreducible component of Σ is smooth, that is Σ is a
simple normal crossing divisor. We obtain an equivalence between (strict) log smooth embeddings
and (strict) log smooth pairs.
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We assume char k = 0. We need the special case E = 0 of [2, Theorem 3.4]:
Theorem 1.8 (Bierstone-Milman). Let X be a smooth irreducible variety, let Σ be a reduced divisor
on X. Let V be an open subset of X such that Σ|V has at most simple normal crossing singularities.
Then there exists a proper morphism σ : X ′ → X such that
a) X ′ is smooth and σ−1Σ has at most simple normal crossing singularities.
b) σ : σ−1(V )→ V is an isomorphism.
Lemma 1.9. Let U ⊆ X be an open dense embedding, with U smooth. Then there exists a proper
morphism σ : X ′ → X such that σ : σ−1(U) → U is an isomorphism and σ−1(U) ⊆ X ′ is a strict
log smooth open embedding.
Proof. Since U is smooth, the singular locus of X is contained in X \ U . By Hironaka’s strong
resolution of singularities, there exists a proper morphism σ : X ′ → X such that X ′ is smooth,
σ−1(U) → U is an isomorphism, and the complement of σ−1(U) in X is a SNC divisor. The open
embedding σ−1(U) ⊆ X ′ is therefore strict log smooth, and satisfies the desired properties. 
Lemma 1.10. Let U ⊆ X and X ⊆ Y be open dense embeddings.
1) If U ⊆ Y is a strict log smooth embedding, so is U ⊆ X.
2) Suppose U ⊆ X is a strict log smooth embedding. Then there exists a proper mor-
phism σ : Y ′ → Y such that σ : σ−1(X)→ X is an isomorphism and the open embedding
σ−1(U) ⊆ Y ′ is strict log smooth.
Proof. 1) Since Y is smooth, so is X . The divisor Y \ U is SNC on Y , hence so is its restriction
(Y \ U)|X = X \ U . Therefore U ⊆ X is strict log smooth.
2) Since U ⊆ X is strict log smooth, X is smooth. By Lemma 1.9 forX ⊆ Y , we may replace Y by
a modification outside X , so thatX ⊆ Y is also strict log smooth. Let Σ = Y \U = (Y \X)∪(X\U).
Then Σ is a divisor on Y . Its restriction to X is Σ|X = X \ U , a SNC divisor by assumption. By
Theorem 1.8, we may replace Y by a modification outside X so that Σ becomes a SNC divisor on
Y . Therefore U ⊆ Y is strict log smooth. 
Corollary 1.11. Let U ⊆ X be a strict log smooth embedding. Then there exists an open embedding
j : X ⊆ X¯ such that the induced open embedding U ⊆ X¯ is strict log smooth, and X¯/k is proper.
Proof. By Nagata, there exists an open dense embedding X ⊆ X¯ , with X¯/k proper. By Lemma 1.10.2),
we may replace X¯ by a modification outside X , so that the induced embedding U ⊆ X¯ is strict log
smooth. 
Corollary 1.12. Let U ⊆ X and V ⊆ Y be strict log smooth open embeddings. Let f : X → Y be
a morphism such that f(U) ⊆ V . Then there exists a commutative diagram
U

// X
f

// X¯
f¯

V // Y // Y¯
such that
a) the vertical arrows are open embeddings.
b) U ⊆ X¯ and V ⊆ Y¯ are strict log smooth embeddings.
c) X¯ and Y¯ are proper over k.
Moreover, f is proper if and only if X = f¯−1(Y ).
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Proof. By Corollary 1.11, there exists an open embedding Y ⊆ Y¯ such that Y¯ is proper and V ⊆ Y¯
is strict log smooth. By Nagata, there exists an open embedding X ⊆ X ′ with X ′ proper. Then f
induces a rational map f¯ : X ′ 99K Y¯ . Let Γ be the graph of f¯ , with induced morphisms to X ′ and Y¯ ,
which partially resolve f¯ . Since f¯ is defined over X , Γ→ X ′ is an isomorphism over X . We obtain
a chain of open embeddings U ⊆ X ⊆ Γ. By Lemma 1.10.2), we may replace Γ by a modification
outside X , denoted X¯ , such that U ⊆ X¯ is strict log smooth. This ends the construction of the
diagram. The last statement follows from Lemma 1.13. 
Lemma 1.13. Let f : X → S be a proper morphism of schemes. Let U ⊆ X and V ⊆ S be open
dense subsets such that f(U) ⊆ V . The following properties are equivalent:
1) The induced morphism g : U → V is proper.
2) U = f−1(V ).
Proof. 1) =⇒ 2): Consider the commutative diagram
U
g

❃❃
❃❃
❃❃
❃❃
ι
// f−1(V )
f |
f−1(V ){{✇✇
✇✇
✇✇
✇✇
✇
V
Since f |f−1(V ) is proper and g is separated, it follows that the open embedding ι is proper. Since U
is also dense in f−1(V ), we obtain U = f−1(V ).
2) =⇒ 1): The morphism g is obtained from f by base change with open embedding V ⊂ S.
Therefore it is proper. 
1-E. Hypercohomology with supports. Let X be an algebraic variety. Let U ⊆ X be an
open subset, let Z = X \ U . Let α : A → B be a homomorphism of bounded below complexes of
OX -modules.
Lemma 1.14. Suppose the natural maps in hypercohomology induced by α and α|U
H∗(X,A)→ H∗(X,B), H∗(U,A|U)→ H∗(U,B|U)
are isomorphisms. Then the natural map induced by α in hypercohomology with support in Z is also
an isomorphism:
H∗Z(X,A) ∼→H∗Z(X,B).
Proof. The long exact sequences for hypercohomology with supports induce a commutative diagram
with exact rows
Hi−1(X,A)

// Hi−1(U,A)

// HiZ(X,A)

// Hi(X,A) //

H i(U,A)

Hi−1(X,B) // Hi−1(U,B) // HiZ(X,B) // Hi(X,B) // Hi(U,B)
All but the middle vertical arrows are isomorphisms. Then the middle vertical arrow is also an
isomorphism, by the 5-lemma. 
Lemma 1.15. Suppose α is a quasi-isomorphism over U . If dimZ = 0 and the natural maps
H∗Z(X,A)→ H∗Z(X,B)
are isomorphisms, then α is a quasi-isomorphism.
Proof. This follows from the local to global spectral sequence, cf. [13, page 196]. 
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Lemma 1.16. Suppose Z is a finite disjoint union of closed subsets Zi. Then the natural homo-
morphisms ⊕iH∗Zi(X,A)→ H∗Z(X,A) are isomorphisms.
Proof. By induction on the cardinality of the Zi’s, and the Mayer-Vietoris sequence. 
1-F. Invariance of logarithmic sheaves. Suppose char k = 0. To avoid heavy notation, we
denote Ω˜pX/k(log Σ) by Ω
p
X(log Σ).
Theorem 1.17. Let (X ′,Σ′), (X,Σ) be strict log smooth pairs, let f : X ′ → X be a proper morphism
such that f : X ′ \ Σ′ → X \ Σ is an isomorphism. Then for every p, the natural homomorphism
ΩpX(log Σ)→ Rf∗ΩpX′(log Σ′)
is a quasi-isomorphism.
Proof. Denote α : ΩpX(log Σ)→ Rf∗ΩpX′(log Σ′). We prove by induction on dimX that α is a quasi-
isomorphism. If dimX = 1, then f is an isomorphism and the claim is clear. Suppose dimX ≥ 2.
Let Z be the complement of the largest open subset of X where α is a quasi-isomorphism. It is the
union of the supports of the following OX -modules: the cokernel C of ΩpX(log Σ) → f∗ΩpX′(log Σ′),
and Rif∗Ω
p
X′(log Σ
′) (i > 0). Suppose by contradiction that Z is nonempty.
Step 1: We claim that dimZ ≤ 0. Indeed, the statement is local on X , so we may suppose
X is affine. Let H be a general hyperplane section of X . Denote H ′ = f ∗H . Then (H,Σ|H)
and (H ′,Σ′|H′) are strict log smooth, and g = f |H′ : H ′ → H maps H \ (Σ|H) isomorphically onto
H ′ \ (Σ′|H′). By induction, ΩpH(log Σ|H)→ Rg∗ΩpH′(log Σ′|H′) is a quasi-isomorphism.
Since H is general, we have base change isomorphisms
Rif∗Ω
p
X′(log Σ
′)|H ∼→Rig∗ΩpH′(log Σ′|H′) (i ≥ 0).
For i > 0, the right hand side is zero, and therefore Rif∗Ω
p
X′(log Σ
′)|H is zero. For i = 0, consider
the commutative diagram with exact raws
ΩpX(log Σ)|H
r

// f∗Ω
p
X′(log Σ
′)|H
r′

// C|H
r′′

// 0
ΩpH(log Σ|H) ≃ // g∗ΩpH′(log Σ′|H′) // 0
where r′′ is induced by r and r′. Since r′ is injective and r is surjective, it follows that r′′ is injective.
Therefore C|H = 0.
We conclude that Z ∩H = ∅. Therefore dimZ ≤ 0.
Step 2: We claim that H∗Z(X,α) is an isomorphism. Indeed, denote U
′ = X ′\Σ′, U = X\Σ. Then
U ′ ⊆ X ′ and U ⊆ X are strict log smooth embeddings, and f : X ′ → X maps U ′ isomorphically
onto U . We compactify this data as in Corollary 1.12:
U ′

// X ′
f

// X¯ ′
f¯

U // X // X¯
Since f is proper, it is obtained from f¯ by base change with the open embedding X ⊆ X¯ . Denote
Σ¯′ = X¯ ′ \ U ′, Σ¯ = X¯ \ U . Consider the natural homomomorphism
α¯ : Ωp
X¯
(log Σ¯)→ Rf¯∗ΩpX¯′(log Σ¯′).
Since the second square is cartesian, Σ¯′|X′ = Σ′, Σ¯|X = Σ, and logarithmic sheaves commute with
base change by open embeddings, we obtain an identification
α¯|X ∼→α.
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Denote Z¯ = Z ∪ (X¯ \X) and U¯ = X¯ \ Z¯ = X \ Z. From the quasi-isomorphism α¯|U¯ ∼→α|X\Z , we
deduce that α¯ is a quasi-isomorphism over U¯ . Therefore we obtain isomorphisms
H∗(U¯ ,Ωp
X¯
(log Σ¯)|U¯)→ H∗(U¯ , Rf¯∗ΩpX¯′(log Σ¯′)|U¯).
Next, we claim that the homomorphism H∗(X¯,Ωp
X¯
(log Σ¯)) → H∗(X¯, Rf¯∗ΩpX¯′(log Σ¯′)) is also an
isomorphism. Indeed, it identifies with the homomorphism
H∗(X¯,Ωp
X¯
(log Σ¯))→ H∗(X¯ ′,Ωp
X¯′
(log Σ¯′)).
This is an isomorphism by the Atiyah-Hodge lemma and Deligne’s theorem on E1 degeneration for
logarithmic de Rham complexes, since X¯ ′, X¯ are proper and f¯ : X¯ ′ \ Σ¯′ → X¯ \ Σ¯ is the isomorphism
f : U ′
∼→U .
By Lemma 1.14, H∗¯
Z
(X¯, α¯) is an isomorphism. Since Z¯ is the disjoint union of Z with X¯ \ X ,
we deduce that H∗Z(X¯, α¯) is an isomorphism. Since Z is contained in the open subset X of X¯ and
α¯|X = α, it follows by excision that H∗Z(X,α) is an isomorphism.
Step 3: Since dimZ = 0 and H∗Z(X,α) is an isomorphism, Lemma 1.15 implies that α is a
quasi-isomorphism. That is Z = ∅, a contradiction. 
Corollary 1.18. Let (X ′,Σ′), (X,Σ) be toroidal pairs, let f : X ′ → X be a proper morphism such
that f : X ′ \ Σ′ → X \ Σ is an isomorphism. Then for every p, the natural homomorphism
ΩpX(log Σ)→ Rf∗ΩpX′(log Σ′)
is a quasi-isomorphism.
Proof. We prove the claim in several steps.
Step 0: If moreover (X ′,Σ′) is strict log smooth, if suffices to check the claim for a particular f .
Indeed, suppose g : (X ′′,Σ′′)→ (X,Σ) is another morphism with the same properties, with (X ′′,Σ′′)
strict log smooth, and we know the claim holds for g. There exists a Hironaka hut
(X ′′′,Σ′′′)
xxqq
qq
qq
qq
qq
&&▼
▼▼
▼▼
▼▼
▼▼
▼
(X ′,Σ′)
&&▼
▼▼
▼▼
▼▼
▼▼
▼
(X ′′,Σ′′)
xxqq
qq
qq
qq
qq
(X,Σ)
such that (X ′′′,Σ′′′) is strict log smooth, and all arrows are isomorphisms above X \ Σ. The claim
holds for X ′′/X by assumption, and for X ′′′/X ′′ by Theorem 1.17. Therefore it holds for X ′′′/X .
By Theorem 1.17, it also holds for X ′′′/X ′. Therefore it holds for X ′/X .
Step 1: Suppose (X ′,Σ′), (X,Σ) and f are toric. In this case, ΩpX(log Σ) ≃ O⊕rX for some r, and
f ∗ΩpX(log Σ)→ ΩpX′(log Σ′) is an isomorphism. By the projection formula, our homomorphism is a
quasi-isomorphism if and only if
OX → Rf∗OX′
is a quasi-isomorphism. This holds, and can be proved combinatorially [3].
Step 2: Suppose (X ′,Σ′) is strict log smooth and (X,Σ) is toric. There exists a toric log resolution
(X ′′,Σ′′)→ (X,Σ), which by construction is an isomorphism over the torus T = X \ Σ. Moreover,
(X ′′,Σ′′) is strict log smooth. By Step 1, the claim holds for X ′′/X . By Step 0, it also holds for
X ′/X .
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Step 3: (X ′,Σ′) is strict log smooth and (X,Σ) is toroidal. The claim is local on X . After
possibly shrinking X near a fixed point, there exists a hut
(Y,ΣY )
yytt
tt
tt
tt
t
%%❑
❑❑
❑❑
❑❑
❑❑
❑
(X,Σ) (Z,ΣZ)
such that Y/X and Y/Z are e´tale, ΣY is the preimage of both Σ and ΣZ , and (Z,ΣZ) is the restriction
to an open subset of a toric pair. Our sheaves commute with e´tale base change, so our claim on X
is equivalent to the claim for the pullback of (X ′,Σ′) → (X,Σ) to Y . On the other hand, we can
construct a toric resolution, which when restricted to the open subset Z will satisfy the claim. After
base change to Y , the claim still holds. We obtain two morphisms (Y ′,Σ′) → (Y,ΣY ) ← (Y ′′,Σ′′)
as in the claim, with (Y ′,Σ′), (Y ′′,Σ′′) strict log smooth. The claim holds for Y ′′/Y . By Step 0, it
also holds for Y ′/Y . Therefore it holds for X ′/X .
Step 4: By Hironaka, there exists a diagram
(X ′,Σ′)

(X ′′,Σ′′)
xxrr
rr
rr
rr
rr
oo
(X,Σ)
such that (X ′′,Σ′′) is strict log smooth and X ′′/X ′ is an isomorphism over X ′ \ Σ′. By Step 3, the
claim holds for X ′′/X and X ′′/X ′. Therefore it holds for X ′/X . 
2. Roots of sections
Let X be a scheme and L an invertible OX-module. For n ∈ Z, denote the tensor product L⊗n
by Ln.
Proposition 2.1. Consider a global section s ∈ Γ(X,Ln), for some positive integer n. Then there
exist a morphism of schemes π : Y → X and a global section t ∈ Γ(Y, π∗L), such that tn = π∗s, and
the following universal property holds: if g : Y ′ → X is a morphism of schemes, and s′ ∈ Γ(Y ′, g∗L)
is a global section such that s′n = g∗s, then there exists a unique morphism u : Y ′ → Y such that
g = π ◦ u and s′ = u∗t.
Proof. Step 1: Suppose X = SpecA and L = OX . Then s ∈ Γ(X,OX) = A. The ring homomor-
phism
A→ A[T ]
(T n − s)
induces a finite morphism π : Y → X . If we denote by t ∈ Γ(Y,OY ) the class of T , we have
tn = π∗s. Let g : Y ′ → X be a morphism of schemes, and s′ ∈ Γ(Y ′,OY ′) with s′n = g∗s. There
exists a unique homomorphism of A-algebras
A[T ]
(T n − s) → Γ(Y
′,OY ′)
which maps T to s′. This translates into a morphism u : Y ′ → Y with g = π ◦ u and s′ = u∗t.
Step 2: Consider the OX -algebra A = ⊕n−1i=0 L−i, with the following multiplication: if ui, uj are
local sections of Ai and Aj respectively, their product is the local section ui⊗uj of Ai+j if i+ j < n,
and the local section ui⊗ uj ⊗ s of Ai+j−n if i+ j ≥ n. Let π : Y = SpecX(A)→ X be the induced
finite morphism of schemes.
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Let u ∈ Γ(U,L) be a nowhere zero section on some open subset U ⊆ X . Then s|U = fun for
some f ∈ Γ(U,OU). Then L|U = OUu and A|U = ⊕n−1i=0OUu−i, u−1 ∈ Γ(U,A1) satisfies (u−1)n = f ,
and mapping T 7→ u−1 induces an isomorphism over U
π−1(U)
∼→ SpecU
OU [T ]
(T n − f) .
Therefore the construction of A globalizes the local construction in Step 1.
Consider the section u−1 ·π∗u ∈ Γ(π−1(U), π∗L). It satisfies (u−1 ·π∗u)n = π∗(s|U). If u′ is another
nowhere zero global section of L|U , then u′ = vu for some unit v ∈ Γ(U,O×U ). Since π∗v = v, we
obtain u′−1 · π∗u′ = u−1 · π∗u. So the section does not depend on the choice of u. Since X can be
covered by affine open subsets which trivialize L, it follows that u−1 · π∗u glue to a section t of π∗L
whose n-th power is π∗s. The universal property can be checked on affine open subsets of X on
which L is trivial, so it follows from Step 1. 
The morphism π : Y → X , endowed with the section t ∈ Γ(Y, π∗L), is unique up to an isomor-
phism over X . It is called the n-th root of s. We denote Y by X [ n
√
s], and t by n
√
s.
Lemma 2.2. Let s ∈ Γ(X,Ln) be a global section for some n ≥ 1, let π : X [ n√s] → X be the n-th
root of s. The following properties hold:
a) π∗OX[ n√s] = ⊕n−1i=0 L−i.
b) Suppose the group of units Γ(X,O∗X) contains a primitive n-th root of 1. Then Z/nZ acts
on X [ n
√
s], the morphism π is the induced quotient map, and a) is the decomposition into
eigensheaves.
c) The morphism π is finite and flat.
d) Let f : X ′ → X be a morphism. Then the n-th root of f ∗s ∈ Γ(X ′, f ∗Ln) is the pullback
morphism X [ n
√
s]×X X ′ → X ′, endowed with the pullback section.
Proof. All properties follow from the local description of the n-th root in the case when X is affine
and L = OX . Note that π is flat since L is locally free. In b), let ζ ∈ Γ(X,O∗X) be a primitive n-th
root of 1. The action is (ζ, aT i) 7→ ζ iaT i for the local model in Step 1, and (ζ, ui) 7→ ζ iui for the
global model in Step 2. 
Example 2.3. Consider A1Z = SpecZ[T ], and n ≥ 1. View T as a global section of OnA1
Z
= OA1
Z
.
The n-th root of T is the endomorphism πn : A
1
Z → A1Z induced by T 7→ T n, and the global section
is again T . Indeed, (πn, T ) satisfies the universal property. Since roots commute with base change
by Lemma 2.2.d), we also obtain the following description: let f ∈ Γ(X,OX) and n ≥ 1. View f as
a global section of OnX = OX . The n-th root of f coincides with X×A1
Z
A1Z, where f : X → A1Z is the
morphism induced by f , and πn : A
1
Z → A1Z is the n-th root of T . We obtain a cartesian diagram
X
f

X [ n
√
f ]
pi
oo

A1Z A
1
Z
pin
oo
Remark 2.4. Let m,n ≥ 1 and s ∈ Γ(X,Lmn). Then the mn-th root of s is the composition of two
roots: the m-th root of s ∈ Γ(X, (Ln)m), followed by the n-th root of m√s. Indeed, this composition
satisfies the universal property.
Example 2.5. If s vanishes nowhere and n ∈ Γ(X,O∗X), then X [ n
√
s]→ X is a finite e´tale covering.
Remark 2.6. Let A be a ring, a ∈ A and u ∈ U(A). Then A[ n√a] ∼→A[ n√una] over A. Indeed,
T 7→ uT induces an A-isomorphism A[T ]/(T n − a) ∼→A[T ]/(T n − una).
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Remark 2.7. Suppose X is reduced and irreducible, and n ∈ Γ(X,O∗X). Let s1, s2 be two nonzero
global sections of Ln with the same zero locus, an effective Cartier divisor D. Then s2 = us1
for some unit u ∈ Γ(X,O×X). The two cyclic covers X [ n
√
si] → X (i = 1, 2) become isomorphic
after base change with the e´tale cover τ : X [ n
√
u] → X . If X/k is proper, then Γ(X,OX) = k, so
u ∈ k×. Therefore n√u ∈ k× so τ is an isomorphism. It follows that the two cyclic covers are
already isomorphic over X . Therefore, if X/k is integral and proper, we can speak of the cyclic
cover associated to OX(D) ≃ Ln.
Even if X is reduced and s is nowhere zero, the scheme X [ n
√
s] may not be reduced. For example,
F2[T ]/(T
2 − 1) has nilpotents, as T 2 − 1 = (T − 1)2.
Remark 2.8. Suppose ζ ∈ Γ(X,O×X) satisfies ζq = 1, and q ≥ 1 is minimal with this property. Let
s ∈ Γ(X,Ln) and n, q ≥ 1. Then T nq − sq =∏ζ∈µq(T n − ζs). Therefore X [ nq√sq] = ∪ζ∈µqX [ n√ζs].
Example 2.9 (Singularities of semistable reduction). Let X = Adk and s =
∏d
i=1 z
mi
i ∈ Γ(X,OX),
for some (m1, . . . , md) ∈ Nd \ 0. Let n ≥ 2 with char k ∤ n. The n-th root of s is the hypersurface
X [ n
√
s] = Z(tn −
d∏
i=1
zmii ) ⊂ Ad+1k .
It is smooth if and only if d = 1 and m1 = 1. Else, its singular locus is
∪mi≥2Z(t, zi) ∪ ∪mi=mj=1,i 6=jZ(t, zi, zj).
The components of the former (latter) kind have codimension one (two) in X [ n
√
s]. Therefore X [ n
√
s]
is normal if and only if maximi = 1.
Denote g = gcd(n,m1, . . . , md). Let n = gn
′, mi = gm′i. Denote s
′ =
∏d
i=1 z
m′i
i . Then X [
n
√
s] is a
reduced k-variety, with irreducible decomposition
X [ n
√
s] = ∪ζ∈µgX [ n
′
√
ζs′].
Each irreducible component is isomorphic over X to X [ n
′
√
s′]. The latter is the simplicial toric
variety TΛ emb(σ), where Λ = {λ ∈ Zd;
∑d
i=1 λimi ∈ rZ} and σ ⊂ Rd is the standard positive cone
(cf. [8, page 98], [15, Lemma 2.2], [9, Example 9.9, Proposition 10.10]).
If d = 1, the root is easier to describe. The normalization X¯ [ n
′
√
s′] → X [ n′√s′] is A1 → A2, x 7→
(xm1 , xn
′
). So X [ n
√
s] consists of g lines through the origin in the affine plane, each line being
isomorphism over X to the morphism A1 → A1, x 7→ xn′ .
2-A. Roots of torus characters. Let TN be a torus defined over a field k. Let M = N
∗ be the
dual lattice. The multiplicative group of units of the torus is
Γ(TN ,O∗TN ) = {cχm; c ∈ k×, m ∈M}.
Let v ∈M . Let n ≥ 1. Denote M ′ =M + Z v
n
⊂MQ. The lattice dual to M ′ is
N ′ = {e ∈ N ; 〈v, e〉 ∈ nZ}.
The set {i ∈ Z; i v
n
∈ M} is a subgroup of Z, of the form n′Z for some divisor 1 ≤ n′ | n. Denote
d = n/n′ and v′ = v/d ∈M . Since v
n
= v
′
n′
, we obtain i
n′
v /∈M for every 0 < i < n′.
Proposition 2.10. a) Suppose n′ = n. Then the n-th root of the unit χv ∈ Γ(TN ,O∗TN ) is
the torus homomorphism TN ′ → TN induced by the inclusion N ′ ⊆ N , endowed with the
unit χ
v
n ∈ Γ(TN ′ ,O∗TN′ ).
b) Suppose k contains µn, the cyclic group of order n. Then TN [ n
√
χv] is reduced, with d
irreducible components, and irreducible decomposition TN [ n
√
χv] = ⊔ζ∈µdTN [ n
′
√
ζχv′ ]. Each
irreducible component is isomorphic to TN ′ over TN .
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Proof. a) We check that k[M ] ⊆ k[M ′] and χv = (χ vn )n satisfy the universal property of the root.
Let g : k[M ] → B be a ring homomorphism such that g(χv) = bn for some b ∈ B. The assumption
n′ = n is equivalent to i
n
v /∈ M for every 0 < i < n. That is every element m′ ∈ M ′ has a unique
representation
m′ = m+
i
n
v (m ∈ M, 0 ≤ i ≤ n− 1).
Define g′ : k[M ′] → B by g′(cχm′) = g(cχm) · bi (c ∈ k). This induces a ring homomorphism, the
unique extension of g to k[M ′] such that g(χ
v
n ) = b.
b) We have T n − χv = ∏ζ∈µd(T n′ − ζχv′). By a), each factor is irreducible. Therefore TN [ n√χv]
is reduced, with d irreducible components, and irreducible decomposition
TN [
n
√
χv] = ∪ζ∈µdTN [ n
′
√
ζχv′ ].
The union is disjoint, since TN is normal and TN [ n
√
χv]→ TN is e´tale. Since k contains µn, n′
√
ζ ∈ k
for every ζ ∈ µd. By Remark 2.6, each irreducible component is isomorphic over TN with TN ′ . 
Remark 2.11. With the same proof, we obtain: let TN ⊂ TN emb(∆) = X be a torus embedding
such that χv is a regular function on X .
a) Suppose n′ = n. Then the n-th root of χv ∈ Γ(X,OX) is the toric morphism
X ′ = TN ′ emb(∆)→ X = TN emb(∆)
induced by the inclusion N ′ ⊆ N , endowed with the regular function χ vn ∈ Γ(X ′,OX′).
b) Suppose k contains µn. Then X [ n
√
χv] is reduced, with d irreducible components, and
irreducible decomposition X [ n
√
χv] = ∪ζ∈µdX [ n
′
√
ζχv′ ]. Each irreducible component is
isomorphic over X with TN ′ emb(∆).
2-B. Roots of units in a field. Let K be a field. Let n be a positive integer which is not divisible
by the characteristic of K. The polynomial T n − 1 ∈ K[T ] is separable. It has n distinct roots in
the algebraic closure of K, denoted
µn(K) = {x ∈ K¯; xn = 1}.
The multiplicative group µn(K) must be cyclic, hence isomorphic to Z/nZ. An n-th root of unity
ζ ∈ µn(K) is a generator if and only if ζn/d 6= 1 for every divisor 1 < d | n. A generator is called a
primitive n-th root of unity of K. We have T n − 1 =∏ζ∈µn(K)(T − ζ) in K¯[T ]. Therefore
T n − xn =
∏
ζ∈µn(K)
(T − ζx)
for every x ∈ K×. If K contains µn(K), the decomposition holds in K[T ].
Let f ∈ K×. Consider the integral extension K → K[T ]/(T n − f). We have
K[T ]/(T n − f) = ⊕n−1i=0 Kti.
Lemma 2.12. Let 1 ≤ d | n be the maximal divisor of n such that T d − f has a root in K, say g.
Suppose K contains µd(K) and a root of T
4 + 4. Let n = dn′. Then
T n − f =
∏
ζ∈µd(K)
(T n
′ − ζg)
is the decomposition into distinct irreducible factors in K[T ]. The polynomial classes
Pζ =
1∏
ζ′∈µd(K)\ζ(ζg − ζ ′g)
T n − f
T n′ − ζg ∈
K[T ]
(T n − f) (ζ ∈ µd(K))
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induce an isomorphism of K-algebras
∏
ζ∈µd(K)
K[T ]
(T n′ − ζg)
∼→ K[T ]
(T n − f) , (αζ)ζ 7→
∑
ζ
αζPζ.
On the left hand side, each factor is a separable field extension of K. In particular, the ring
K[T ]/(T n − f) is reduced; and an integral domain if and only if d = 1.
The cyclic group µd(K) acts on K[T ]/(T
n − f), trivially on K and by multiplication on T .
Under the isomorphism, this corresponds to the µd(K)-action on the product given by the partial
permutations ξ : (αζ)ζ 7→ (αξn′ζ)ζ . Moreover, if K contains µn(K), then µn(K) acts on both sides
by the same formulas, and the action is transitive (hence it permutes the factor fields).
Proof. The decomposition of T n− f is clear, and the factors are distinct. Suppose by contradiction
that T n
′ − ζg is not irreducible. It follows from [11, Theorem III.9.16] that there exists x ∈ K such
that a) ζg = xp for some prime p | n′; or b) ζg = −4x4 and 4 | n′. In case b), ζg = (yx)4 where y
is a root of T 4 + 4 in K. Therefore ζg = hd
′
for some h ∈ K and 1 < d′ | n′. Then hdd′ = f and
d < dd′ | n, contradicting the maximality of d.
The standard formula for partial fractions with distinct linear factors gives 1 =
∑
ζ∈µd(K) Pζ . We
have Pζ · Pζ′ = 0 if ζ 6= ζ ′, and P 2ζ = Pζ. We obtain the desired isomorphism.
Consider the µd(K)-action. Since Pζ is idempotent, it follows that (Pζ)
ξ = Pξ−n′ζ for every
ξ ∈ µd(K). Therefore the isomorphism transforms this action into the partial permutations ξ : 1ζ 7→
1ξ−n′ζ . That is ξ : (αζ)ζ 7→ (αξn′ζ)ζ. Note that the action is trivial if and only if d | n′.
Suppose moreover that µn(K) ⊂ K. It acts on both sides by the same formulas. Note that of
ξ ∈ µn(K), then multiplication by ξ−n′ induces a bijection of µd(K). The action is transitive, since
for every ζ, ζ ′ ∈ µd(K) there exists ξ ∈ µn(K) such that ξn′ζ ′ = ζ . 
Note that any field which contains an algebraically closed field, contains a root of T 4 + 4. And
T 4 + 4c4 = (T 2 − 2cT + 2c2)(T 2 + 2cT + 2c2).
Lemma 2.13. Let A ⊆ K be a domain, integrally closed in K. Suppose A contains µn(K), and the
reciprocal of the Vandermonde determinant associated to some ordering of the elements of µn(K).
Consider the ring homomorphism A→ K[T ]/(T n − f). The integral closure of A is
A¯ = ⊕n−1i=0 {x ∈ K; xnf i ∈ A}ti.
Moreover, under the product decomposition of Lemma 2.12, A¯ corresponds to the product of integral
closures of A in the factor fields, and each of the d-factors has the explicit description
A¯ζ = ⊕n′−1j=0 {x ∈ K; xnf j ∈ A}tjζ .
The integral extension A→ A¯ is Galois, with Galois group µn(K). The Galois group permutes the
factors of the decomposition.
Proof. Each element α ∈ K[T ]/(T n − f) has a unique representation
α =
n−1∑
i=0
xit
i (xi ∈ K).
Step 1: We claim that α ∈ A¯ if and only if xiti ∈ A¯, for every i. Indeed, the converse is
clear. Suppose α ∈ A¯. The cyclic group µn(K) acts on K[T ]/(T n − f), trivially on K, and by
multiplication on T . It also acts on A, since A contains µn(K). Therefore α
ζ =
∑n−1
i=0 ζ
ixit
i ∈ A¯, for
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every ζ ∈ µn(K). Choose an ordering ζ0, ζ1, . . . , ζn−1 of µn(K). Since the Vandermonde determinant
det


ζ00 ζ
1
0 · · · ζn−10
ζ01 ζ
1
1 · · · ζn−11
...
...
. . .
...
ζ0n−1 ζ
1
n−1 · · · ζn−1n−1

 =
∏
0≤i<j≤n−1
(ζj − ζi)
is a unit in A, each xit
i is a combination of the αζ’s, with coefficients in A. Therefore xit
i ∈ A¯.
Step 2: Let x ∈ K and 0 ≤ i < n. We claim that xti ∈ A¯ if and only if xnf i ∈ A. Indeed, denote
y = xnf i ∈ K. We have y = (xti)n. If y ∈ A, then xti ∈ A¯. Conversely, suppose there exists an
equation in K[T ]/(T n − f)
(xti)m +
m∑
l=1
al(xt
i)m−l = 0 (al ∈ A).
Raising the equation to some power, we may suppose n | m. Then m− l ≡ 0 (mod n) if and only
if n | l. So the coefficient of t0 in the equation is
y
m
n +
∑
n|l
aly
m−l
n = 0.
Then y is algebraic over A. Therefore y ∈ A.
Step 3: Consider the product decomposition from Lemma 2.12. We have (
∑
ζ αζPζ)
m =
∑
ζ α
m
ζ Pζ
for every m ≥ 0. Therefore ∑ζ αζPζ is integral over A if and only if each αζ is integral. By Steps
1 and 2, the integral closure of A in K[T ]/(T n
′ − ζg) is the integrally closed domain
A¯ζ = ⊕n′−1j=0 {x ∈ K; xn
′
(ζg)j ∈ A}tjζ .
Since A is integrally closed in K, xn
′
(ζg)j ∈ A if and only if (xn′(ζg)j)d ∈ A. That is xnf q ∈ A.
Therefore
A¯ζ = ⊕n′−1j=0 {x ∈ K; xnf j ∈ A}tjζ .
In particular, the product decomposition of Lemma 2.12 induces an isomorphism of A-algebras∏
ζ∈µd(K)
A¯ζ
∼→A¯.

Remark 2.14. Denote X = SpecA. If f is a non-zero rational function on X , that is f ∈ Q(A),
then {x ∈ Q(A); xnf i ∈ A} = Γ(X,OX(⌊ in div(f)⌋)).
2-C. Irreducible components, normalization of roots.
Lemma 2.15. Let A be an integral domain, integrally closed in its field of fractions Q. Suppose Q
contains a root of T 4 + 4. Let 0 6= a ∈ A and n ≥ 1.
1) Suppose T d − a has no root in A, for every divisor 1 < d | n. Then A[T ]/(T n − a) is an
integral domain with quotient field Q[T ]/(T n − a).
2) Suppose char(Q) ∤ n, and A contains µn(Q) and the reciprocal of the Vandermonde de-
terminant associated to some ordering of the elements of µn(Q) (e.g. A contains an alge-
braically closed field whose characteristic does not divide n). Then the ring A[T ]/(T n−a)
has no nilpotents, and the integral closure in its total ring of fractions Q[T ]/(T n − a) is
⊕n−1i=0 {q ∈ Q; qnai ∈ A}ti.
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Proof. 1) Since A is integrally closed, T d−a has a root in A if and only if it has a root inQ. Therefore
d = 1 in Lemma 2.12. Therefore Q[T ]/(T n − a) is a field. The application A[T ]/(T n − a) →
Q[T ]/(T n − a) is injective. Therefore A[T ]/(T n − a) is an integral domain with quotient field
Q[T ]/(T n − a).
2) Let 1 ≤ d | n be the maximal divisor such that a = a′d for some a′ ∈ A. Denote n′ = n/d. We
have
T n − a =
∏
ζ∈µd(Q)
(T n
′ − ζa′)
By the maximality of d, each T n
′ − ζa′ is irreducible in Q[T ]. Since A× contains µd, there are no
multiple factors. Therefore A[T ]/(T n−a) is reduced, with irreducible components A[T ]/(T n′−ζa′).
Finally, since a ∈ A, the homomorphism A → Q[T ]/(T n − a) factors as A → A[T ]/(T n −
a) → Q[T ]/(T n − a). The ring extension A → A[T ]/(T n − a) is integral. Therefore the integral
closure of A in Q[T ]/(T n − a), computed in Lemma 2.13, coincides with the integral closure of
A[T ]/(T n − a) = A[ n√a] in its total ring of fractions Q[T ]/(T n − a). 
Proposition 2.16. Let X be normal and irreducible scheme. Suppose the field of fractions Q(X)
contains a root of T 4 + 4. Let n ≥ 1 and s ∈ Γ(X,Ln).
a) Suppose T d − s has no root in Γ(X,Lnd ), for every divisor 1 < d | n. Then X [ n√s] is
reduced and irreducible.
b) Let 1 ≤ d | n be the maximal divisor of n with the property that T d − s has a root in
Γ(X,Lnd ), say s′. Suppose Γ(X,O×X) contains µd. Then X [ n
√
s] is reduced, with irreducible
decomposition
X [ n
√
s] = ∪ζ∈µdX [
n
d
√
ζs′].
c) Suppose s 6= 0. Let U ⊆ X be a non-empty open subset such that L|U has a nowhere zero
section u. Let s|U = fun with f ∈ Γ(U,OX). The normalization of X [ n√s] coincides with
the normalization of X in the ring extension Q(X)→ Q(X)[T ]/(T n − f).
Proof. a) Let U ⊂ X be a non-empty affine open subset such that L|U has a nowhere zero section
u. We claim that T d − s|U has no root in Γ(U,Lnd ), for every divisor 1 < d | n. Indeed, if
sd ∈ Γ(U,Lnd ) is a root, then since sdd = s ∈ Γ(X,Ln), it follows that sd is the restriction to U of
some s′ ∈ Γ(X,Lnd ). Then s′d and s coincide on the dense open subset U , hence they are equal.
This contradicts our assumption.
Let s|U = fun with f ∈ A = Γ(U,OX). The claim is equivalent to the following property: T d− f
has no root in A, for every divisor 1 < d | n. By Lemma 2.15, π−1(U) is reduced and irreducible,
and dominates U .
Since X can be covered by subsets U as above, it follows that X [ n
√
s] is reduced and irreducible.
b) We have T n − s = T n − s′d =∏ζ∈µd(T nd − ζs′). The factors are distinct. Since d is maximal,
T d
′ − ζs′ has no root in Γ(X,L ndd′ ), for every divisor 1 < d′ | n
d
. By a), X [
n
d
√
ζs′] are the irreducible
components of X [ n
√
s].
c) This follows from Lemma 2.15. 
From Lemma 2.15 and Remark 2.14, we deduce
Proposition 2.17. Let k be an algebraically closed field. Let n be a positive integer which is not
divisible by char(k). Let X/k be a normal algebraic variety, let L be an invertible OX-module, and
0 6= s ∈ Γ(X,Ln). Let D be the zero locus of s, an effective Cartier divisor on X. Denote by
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X¯ [ n
√
s]→ X [ n√s] the normalization, and π¯ : X¯ [ n√s]→ X the induced morphism.
X [ n
√
s]
pi

X¯[ n
√
s]oo
p¯i
yyss
ss
ss
ss
ss
X
Then π¯ is a Galois ramified cover, with Galois group cyclic of order n, and eigenspace decomposition
π¯∗OX¯[ n√s] = ⊕n−1i=0 L−i(⌊
i
n
D⌋).
Call π¯ the cyclic cover obtained by taking the n-th root out of s. Note that π¯ is flat if and only
if the Weil divisor ⌊ i
n
D⌋ is Cartier, for every 0 < i < n. If X/k is smooth, Proposition 2.17 was
proved in [6, Corollary 3.11].
3. Normalized roots of rational functions
Let n be a positive integer, let k be an algebraically closed field which contains n distinct roots
of unity. We consider the category of normal k-varieties and dominant morphisms. A morphism
f : X → Y is called dominant if for every irreducible component Xi of X , f(Xi) is an irreducible
component of Y . A composition of dominant morphisms is again dominant. But the image of a
dominant morphism may not be dense (e.g. the open embedding of a connected component).
Let X, Y be normal k-varieties. A dominant morphism f : X → Y induces a pullback homo-
morphism of rings f ∗ : k(Y ) → k(X). It is compatible with composition of dominant morphisms,
and maps invertible rational functions to invertible rational functions. Note that f ∗ may not be
injective.
Proposition 3.1. Let X/k be a normal variety, ϕ an invertible rational function on X. Then
there exists a normal variety Y/k, a dominant morphism π : Y → X and an invertible rational
function t on Y , such that tn = π∗ϕ, and the following universal property holds: if Y ′/k is a normal
variety, g : Y ′ → X is a dominant morphism, and t′ is an invertible rational function on Y ′ such
that t′n = g∗ϕ, then there exists a unique dominant morphism u : Y ′ → Y such that g = π ◦ u and
t′ = u∗t.
Proof. Step 1: Suppose X = SpecA and A is an integral domain. Then ϕ ∈ Q(A). Let A¯ be the
integral closure of A in the ring extension
A→ Q(A)[T ]
(T n − ϕ) .
Then A→ A¯ induces a finite morphism π : Y → X . By Lemmas 2.12 and 2.13, Q(A)[T ]/(T n − ϕ)
is a product of fields Kζ, and A¯ is the product of the normalization of A in Kζ . Each factor is a
integral domain, integrally closed in its function field. Therefore Y is normal. The morphism π is
dominant since it is finite. If we denote by t ∈ k(Y ) the class of T , then t is invertible and tn = π∗ϕ.
Let Y ′/k be a normal variety, g : Y ′ → X a dominant morphism, and t′ an invertible rational
function on Y ′ such that t′n = g∗ϕ. There exists a unique homomorphism of Q(A)-algebras
Q(A)[T ]
(T n − ϕ) → Q(Y
′)
which maps T to t′. Since A maps to Γ(Y ′,OY ′), A¯ maps to the integral closure of Γ(Y ′,OY ′)
in Q(Y ′). Since Y ′ is normal, Γ(Y ′,OY ′) is integrally closed in Q(Y ′). We obtain a morphism
A¯→ Γ(Y ′,OY ′). This translates into a dominant morphism u : Y ′ → Y with g = π ◦u and t′ = u∗t.
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Step 2: Consider the OX -algebra
A(X,ϕ, n) = ⊕n−1i=0OX(⌊
i
n
div(ϕ)⌋),
with the following multiplication: if ui, uj are local sections of Ai and Aj respectively, their product
is the rational function uiuj ∈ Ai+j if i + j < n, and uiujϕ ∈ Ai+j−n if i + j ≥ n. Let π : Y =
SpecX A → X be the induced finite morphism of schemes.
Let U = SpecA ⊂ X be an affine irreducible open subset. By Remark 2.14,
Γ(U,Ai) = {ψ ∈ Q(A);ψnϕi ∈ A}.
By Lemma 2.13, the integral closure of A in Q(A)[T ]/(T n − ϕ) is
A¯ = ⊕n−1i=0 {ψ ∈ Q(A);ψnϕi ∈ A}ti.
Therefore ψi 7→ ψiti induces an isomorphism of A-algebras
Γ(U,A) ∼→A¯.
Therefore the construction of A(X,ϕ, n) globalizes the local construction in Step 1. Since X is
covered by such U , we deduce that Y is normal.
Let V = X\Supp(ϕ) be the open dense subset ofX where ϕ is a unit. Then Γ(V,A1) = Γ(V,OV ).
Let t′ = 1 ∈ Γ(V,A1). Then t′n = ϕ in Γ(V,A). So t′ becomes an invertible rational function on
Y such that t′n = π∗ϕ. The universal property can be checked on irreducible affine open subsets of
X , so it follows from Step 1. 
The morphism π : Y → X , endowed with the invertible rational function t ∈ k(Y ), is unique up
to an isomorphism over X . It is called the normalized n-th root of X with respect ϕ. We denote Y
by X [ϕ, n], and t by n
√
ϕ. The Q-Weil divisor D = 1
n
div(ϕ) satisfies nD ∼ 0.
Lemma 3.2. The following properties hold:
a) π∗OX[ϕ,n] = ⊕n−1i=0OX(⌊iD⌋).
b) The cyclic group Z/nZ acts faithfully on X [ϕ, n], π is the induced quotient morphism,
and a) is the decomposition into eigensheaves.
c) The morphism π is finite. It is flat if and only if the Weil divisors ⌊D⌋, . . . , ⌊(n− 1)D⌋
are Cartier.
d) Let τ : X ′ → X be an e´tale morphism. Then the normalized n-th root of X ′ with respect to
τ ∗ϕ is the pullback morphism X [ϕ, n]×X X ′ → X ′, endowed with the pullback invertible
rational function.
Proof. Properties a), b), c) follow from the local description of the normalized n-th root. In b), let
ζ ∈ k∗ be a primitive n-th root of 1. The action is (ζ, aT i) 7→ ζ iaT i for the local model in Step 1, and
(ζ, ui) 7→ ζ iui for the global model in Step 2. For d), Lemma 1.3 gives τ ∗A(X,ϕ, n) ∼→A(X ′, τ ∗ϕ, n).
Therefore the normalized n-th root commutes with e´tale base change. 
Lemma 3.3. Let ϕ′ be another invertible rational function on X. Then X [ϕ, n] is naturally iso-
morphic to X [ϕ′nϕ, n] over X.
Proof. For an invertible ϕ ∈ k(X) and a Weil divisor D on X , the following formula holds:
OX((ϕ) +D) = ϕ−1OX(D).
Therefore the application si 7→ ϕ′isi induces an isomorphism of OX -algebras
A(X,ϕ′nϕ, n) ∼→A(X,ϕ, n).

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Suppose X is irreducible. Let 1 ≤ d | n be the maximal divisor such that ϕ = ψd for some
ψ ∈ k(X)∗. Then X [ϕ, n] has exactly d irreducible (connected) components
X [ϕ, n] = ⊔ζ∈µdX [ζψ, n/d].
Each component is isomorphic over X to X [ψ, n/d].
3-A. Structure in codimension one. At the generic point of each prime divisor on X , the
normalized root is explicitly described by the following lemma. We use the convention gcd(n, 0) = n.
Lemma 3.4. Suppose ϕ = ufm, where u ∈ Γ(X,O∗X), f ∈ Γ(X,OX) is a non-zero divisor such
that the divisor div(f) is reduced, and m ∈ Z. Let g = gcd(n,m). Let n = gn′, and 1 ≤ j ≤ n′ with
jm ≡ g (mod n). Then there exists an isomorphism of OX-algebras
π∗OY ≃ OX [T1, T2]/(T g1 − u, T n
′
2 − fT j1 ).
That is, π is isomorphic to the composition of the g-th root of the unit u, followed by the n′-th root
of the regular function g
√
u
j
f . The above formula simplifies to π∗OY ≃ OX [T ]/(T n − ujf) if g = 1,
and to π∗OY ≃ OX [T ]/(T n − u) if g = n.
Proof. Since div(f) is reduced, we have ⌊iD⌋ = ⌊ im
n
⌋ div(f). Therefore
A = ⊕n−1i=0OXf−⌊
im
n
⌋ti (tn = ufm).
Let m = gm′. Given 0 ≤ i < n, there are uniquely defined integers 0 ≤ α < n′, 0 ≤ β < g such that
i ≡ αj (mod n′) and i−αj
n′
≡ β (mod g). In particular, { jm
n
} = 1
n′
and { jmα
n
} = α
n′
. Let γ ∈ Z with
i− αj − n′β = nγ. We obtain mγ + ⌊ jm
n
⌋α +m′β = ⌊ im
n
⌋. Therefore the following holds in A:
uγ(f−⌊
jm
n
⌋tj)α(f−m
′
tn
′
)β = f−⌊
im
n
⌋ti.
It follows that the homomorphism
OX [T1, T2]/(T g1 − u, T n
′
2 − fT j1 )→ A, T1 7→ f−m
′
tn
′
, T2 7→ f−⌊
jm
n
⌋tj
is well defined and surjective. It is injective by the uniqueness of α, β. The simplified forms of the
formula are clear. 
Lemma 3.5. The ramification index of π over a prime divisor E of X is
n
gcd(n, ordE(ϕ))
.
In particular, π ramifies exactly over the prime divisors of Supp{D}. Moreover,
π∗D =
∑
E′⊂Y
ordpi(E′)(ϕ)
gcd(n, ordpi(E′)(ϕ))
E ′.
Proof. Let E be a prime divisor on X . Let m = ordE(ϕ). Let U be an open subset such that
U ∩ E 6= ∅ is nonsingular, cut out by a local parameter f ∈ Γ(U,OX). By shrinking U , we may
suppose ϕ = ufm, for some u ∈ Γ(U,O×X). Let g = gcd(n,m), n = gn′. By Lemma 3.4, π−1(U)→ U
is the composition of the e´tale cover U [ g
√
u]→ U , followed by the n′-th root of the regular function
g
√
u
j
f , which is a local parameter at each prime of U [ g
√
u] over E. Therefore the ramification index
over E is n′. The pullback formula follows. Note that n′ 6= 1 if and only if multE D /∈ Z. 
Lemma 3.6. Let Σ be a reduced Weil divisor on X which contains Supp{D}. Let ΣY = π−1Σ be
the preimage reduced Weil divisor. We have eigenspace decompositions:
a) π∗Ω˜
p
Y/k(log ΣY ) = ⊕n−1i=0 Ω˜pX/k(log Σ)(⌊iD⌋).
b) π∗Ω˜
p
Y/k = ⊕n−1i=0 Ω˜pX/k(log Supp{iD})(⌊iD⌋).
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c) π∗TY/k = ⊕n−1i=0 T˜X/k(− log
∑
E ǫ(dE, i)E)(⌊iD⌋), where for a rational number d we define
r(d) = min{r ≥ 1; rd ∈ Z}, and ǫ(d, i) to be 1 if d /∈ Z and id + 1
r(d)
/∈ Z, and zero
otherwise. In particular, the invariant part of π∗TY/k is T˜X/k(− log Supp{D}).
d) π∗TY/k(− log ΣY ) = ⊕n−1i=0 T˜X/k(− log Σ)(⌊iD⌋).
Proof. Let V = X \ (SingX ∪ Supp{D}), an open dense subset of X . Then π is e´tale over V . In
particular, π−1(V ) is also nonsingular, and π∗ΩV/k ≃ Ωpi−1(V )/k. Therefore π∗ΩpV/k ≃ Ωppi−1(V )/k, and
the projection formula gives
π∗Ω
p
pi−1(V )/k = ⊕n−1i=0 ΩpV/k(iD|V )ti.
This describes the sheaves in a) and b) at the generic points of X . These sheaves are S2, so we may
determine them locally near a fixed prime divisor on X . Let E be a prime divisor on X . We may
shrink X and suppose ϕ = ufm, with u a unit and f a parameter for E. Let E ′ be a prime divisor
over E. Then t2 is a local parameter at E
′, and t1 is a unit at E ′ (in the notations of Lemma 3.4).
Recall that t is the n-th root of ϕ.
Let ω be a rational p-form on X . There exists a unique integer a such that
faω =
df
f
∧ ωp−1 + ωp,
with ωp−1, ωp rational forms which are regular at E, and ωp−1|E 6= 0. From f = tj1tn′2 , we obtain
df
f
= n′
dt2
t2
− j dt1
t1
.
Therefore (fat−i)(ωti)−n′ dt2
t2
∧ωp−1 is regular at E ′, and ωp−1|E′ 6= 0. Since (fat−i)n and tn
′(na−mi)
2
differ by a unit at E ′, the order of fat−i at E ′ if n′(a− mi
n
). Therefore ωti has at most a logarithmic
pole at E ′ if and only if n′(a− mi
n
) ≤ 0, if and only if a ≤ ⌊ im
n
⌋, if and only if f ⌊ imn ⌋ω has at most a
logarithmic pole at E. This proves a). Similarly, ωti is regular at E ′ if and only if n′(a− mi
n
) < 0, if
and only if a < im
n
. That is a ≤ ⌊ im
n
⌋ if im
n
/∈ Z, and a < im
n
if im
n
∈ Z. That is f ⌊ imn ⌋ω has at most
a logarithmic pole at E if im
n
/∈ Z, and is regular at E if im
n
∈ Z. This proves b).
Since π is e´tale over V , every k-derivation θ of V lifts to a unique k-derivation θ˜ of π−1(V ). We
have an eigenspace decomposition
π∗Tpi−1(V )/k = ⊕n−1i=0 {θ˜; θ ∈ TV/k(iD|V )}ti.
This determines the sheaves in c) and d) at the generic points of X . The sheaves are S2, so we may
localize near the generic point of a prime divisor E of X . We use the same notations as above. Let
A→ A¯ be the integral extension obtain by localizing π at E. We compute
A¯ = ⊕n−1i=0 Af−⌊
im
n
⌋ti.
Let θ be a rational k-derivation of A. From tn = ϕ = ufm, we obtain
θ˜(af−⌊
im
n
⌋ti) = (θ(a) + a
i
n
θ(u)
u
+ a{ im
n
}θ(f)
f
)f−⌊
im
n
⌋ti (a ∈ A).
c) Let 0 ≤ l ≤ n− 1. We claim that θ˜f−⌊ lmn ⌋tl is a regular at E ′ if and only if θ is regular at E,
and moreover logarithmic at E in case m
n
/∈ Z and { lm
n
} 6= 1− 1
n′
.
Indeed, the rational derivation θ˜f−⌊
lm
n
⌋tl is regular on A¯ if and only if for every a ∈ A and
0 ≤ i ≤ n− 1,
θ˜(af−⌊
im
n
⌋ti)f−⌊
lm
n
⌋tl ⊆ Af−⌊ (i+l mod n)mn ⌋ti+l mod n.
24 FLORIN AMBRO
Since f−⌊
i(i+l mod n)m
n
⌋ti+l mod n differs by f−⌊
(i+l)m
n
⌋ti+l by a unit, the condition becomes
θ˜(af−⌊
im
n
⌋ti)f−⌊
lm
n
⌋tl ⊆ Af−⌊ (i+l)mn ⌋ti+l.
From above, this is equivalent to
θ(a) + a
i
n
θ(u)
u
+ a{ im
n
}θ(f)
f
∈ Af ⌊ imn ⌋+⌊ lmn ⌋−⌊ (i+l)mn ⌋.
Set i = 0. The condition becomes θ(a) ∈ A. That is θ ∈ Derk(A). With this assumption, the
condition becomes
{ im
n
}θ(f)
f
∈ Af ⌊ imn ⌋+⌊ lmn ⌋−⌊ (i+l)mn ⌋ (0 ≤ i ≤ n− 1).
Note ⌊ im
n
⌋ + ⌊ lm
n
⌋ − ⌊ (i+l)m
n
⌋ is −1 or 0. The latter case happens if and only if { im
n
} + { lm
n
} < 1.
If m
n
∈ Z, this always holds. Else, let m
n
= m
′
n′
be the reduced form, with n′ > 1. Suppose
{ lm
n
} = 1 − 1
n′
. If { im
n
} + { lm
n
} < 1, then { im
n
} = 0, so the condition holds again. Suppose
{ lm
n
} 6= 1− 1
n′
. Equivalently, { lm
n
} < 1− 1
n′
. Recall from Lemma 3.4 that { jm
n
} = 1
n′
. The condition
for i = j becomes θ(f)
f
∈ A.
d) We claim that θ˜f−⌊
lm
n
⌋tl is a regular and logarithmic at E ′ if and only if θ is regular and
logarithmic at E. Indeed, a local parameter at E ′ is t2 = f−⌊
jm
n
⌋tj (recall 1 ≤ j ≤ n, jm ≡ g
mod n). We compute
θ˜f−⌊
lm
n
⌋tl(t2)
t2
= (
j
n
θ(u)
u
+ {jm
n
}θ(f)
f
)f−⌊
lm
n
⌋tl
= (
j
n
θ(u)
u
+
1
n′
θ(f)
f
)f−⌊
lm
n
⌋tl
The last term is regular at E ′ if and only if j
n
θ(u)
u
+ 1
n′
θ(f)
f
∈ A. That is θ(f)
f
∈ A. From above, the
claim holds. 
3-B. Toroidal criterion.
Proposition 3.7. With the notations of section 2-A, let X = TN emb(∆) be a torus embedding.
The torus character χv becomes a rational function ϕ on X.
a) Suppose n′ = n. Then the normalized n-th root of ϕ is the toric morphism
X ′ = TN ′ emb(∆)→ X = TN emb(∆)
induced by the inclusion N ′ ⊆ N , endowed with the rational function χ vn on X ′.
b) Suppose k contains µn. Then the normalized n-th root of ϕ has d irreducible compo-
nents, each of them isomorphic over X to the toric morphism TN ′ emb(∆)→ TN emb(∆),
induced by the inclusion N ′ ⊆ N .
Proof. Let π : Y → X be the normalized root of ϕ. Then π : π−1(TN )→ TN is the normalized n-th
root of ϕ|TN . Since ϕ|TN is a unit, this coincides with the n-th root of ϕ|TN , which is described
by Proposition 2.10. In case a), π−1(TN ) → TN is isomorphic over TN with TN ′ → TN . Therefore
Y is the normalization of X with respect to the field extension k(TN) → k(TN ′), which is exactly
TN ′(emb∆) → TN emb(∆). A similar argument works in case b), for each irreducible component
of Y . 
Theorem 3.8. Let k be an algebraically closed field. Let U ⊆ X be a quasi-smooth toroidal embed-
ding defined over k. Let ϕ be an invertible rational function on X, let n ≥ 1 such that char k ∤ n.
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Let D = 1
n
div(ϕ), and suppose D|U has integer coefficients. Let π : Y → X be the normalized n-th
root of ϕ. Then π−1(U) ⊆ Y is a quasi-smooth toroidal embedding, and π is a toroidal morphism.
Proof. Let P ∈ X be a point. By Lemma 3.2.d), we may replace X by an e´tale neighborhood of P .
By [1, Corollary 2.6], we may suppose there exists an e´tale morphism
τ : X → Z,
where Z = TN emb(σ) is an affine torus embedding defined over k, the cone σ is simplicial, and
U = τ−1(TN). By [8], U ⊆ X is a strict toroidal embedding.
LetD′ be the part ofD which is not supported by X\U . It has integer coefficients, by assumption.
By [7, Example 5.10], ClOX,P is generated by the primes of X \ U passing through P . Therefore
there exists ψ ∈ k(X)∗ such that div(ψ) +D′ is zero on U . Then div(ψnϕ) is supported by X \ U .
By [8], there exists v ∈ N∗ such that
div(ψnϕ) = div(π∗χv).
That is uψnϕ = π∗χv for some unit u. After the e´tale base change X [ n
√
u] → X , we may suppose
u = wn for some unit w. Therefore
(wψ)nϕ = π∗χv.
By Lemma 3.7.b), the normalized n-th root of χv is a toroidal morphism. The total space is again
quasi-smooth, since σ is simplicial. By e´tale base change, the normalized n-th root of π∗χv is also
toroidal and quasi-smooth. By Lemma 3.3, the normalized n-th root of (wψ)nϕ is isomorphic to
the normalized n-th root of ϕ. 
3-C. Comparison with roots of sections. Let X/k be a normal variety.
Suppose f ∈ Γ(X,OX) does not divide zero. Then X [f, n] coincides with the normalization of
X [ n
√
f ] (root of regular function). If f is a unit on X , the root is already normal, and therefore
X [f, n] = X [ n
√
f ].
Let ϕ be an invertible rational function on X . Let V = X \ SuppD be the (open dense) locus
where ϕ is a unit. The restriction of X [ϕ, n]→ X to V coincides with the n-th root of the unit ϕ|V .
Therefore X [ϕ, n] is obtained by normalizing X in the function field of each irreducible component
of V [ n
√
ϕ|V ].
Let L be an invertible OX-module. Let s ∈ Γ(X,Ln) be non-zero. Choose an open dense subset
U ⊆ X such that L|U has a nowhere zero section u. Let s|U = ϕun with ϕ ∈ Γ(U,OU). Then the
normalization of X [ n
√
s] coincides with X [ϕ, n].
4. Index one covers of torsion divisors
Let k be an algebraically closed field. Let X/k be an irreducible, normal algebraic variety. Let
D be a Q-Weil divisor on X which is torsion, that is iD ∼ 0 for some i ≥ 1. The index of D is
r = min{i ≥ 1; iD ∼ 0}.
We suppose char k ∤ r. Choose a non-zero rational function ϕ ∈ k(X)× such that div(ϕ) = rD.
Lemma 4.1. The polynomial T r − ϕ ∈ k(X)[T ] is irreducible.
Proof. We may apply Lemma 2.12. Suppose 1 ≤ d | n and T d − ϕ has a root ψ ∈ K. Then
div(ψ) = r
d
D, hence r
d
D ∼ 0. The minimality of r implies d = 1. 
We deduce that k(X)[T ]/(T r − ϕ) is a field, denoted k(X)( r√ϕ). The Kummer field extension
k(X) ⊂ k(X)( r√ϕ)
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has Galois group µr. Let ψ be a root of T
r − ϕ in this extension. The Galois group action induces
an eigenspace decomposition
k(X)( r
√
ϕ) = ⊕r−1i=0k(X) · ψi.
Let π : Y → X be the normalization of X in the Kummer extension. By construction, Y/k is an
irreducible, normal algebraic variety with quotient field k(X)( r
√
ϕ). The root ψ identifies with a
rational function on Y such that ψr = π∗ϕ. In particular,
div(ψ) = π∗D.
So π∗D is linearly trivial on Y . The morphism π is finite, determined as follows:
Lemma 4.2. The Galois group µr acts on Y relative to X. The eigenspace decomposition is
π∗OY = ⊕r−1i=0OX(⌊iD⌋) · ψi.
Proof. We have π∗OY = ⊕r−1i=0Fi · ψi for some subspaces Fi ⊂ k(X). Locally on X , a non-zero
rational function a ∈ k(X)× belongs to Fi if and only if π∗a · ψi ∈ OY . Since Y is normal, this
is equivalent to div(π∗a) + iπ∗D ≥ 0, that is div(a) + iD ≥ 0, or a ∈ OX(⌊iD⌋). Therefore
Fi = OX(⌊iD⌋). 
We deduce that (Y/X, ψ) is the normalized r-th root of X with respect to ϕ.
Call π : Y → X the index one cover associated to the torsion Q-divisor D. It depends on the choice
of ϕ. If ϕ1, ϕ2 are two choices, they differ by a unit u ∈ Γ(X,O×X), and the two associated morphisms
Yi → X (i = 1, 2) become isomorphic after base change with the e´tale covering X [ r
√
u] → X . If
X/k is proper, it follows that Yi → X (i = 1, 2) are isomorphic, and therefore π does not depend
on the choice of ϕ.
Let D′ = D + (f). Then D′ is again torsion, of the same index. We have rD′ = (ϕf r) and
(ψf)r = ϕf r. Therefore the Kummer field is the same, so Y → X is also an index one cover of D′.
In conclusion, for two linearly equivalent torsion Q-divisors, one may choose isomorphic index one
covers. In general, any two become isomorphic after an e´tale base change of X (taking the r-th
root of some global unit).
Index one covers do not commute with restriction to open subsets, since the index may drop after
restricting to an open subset.
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