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The Rabinovich system, describing the process of interaction between waves in plasma, is con-
sidered. It is shown that the Rabinovich system can exhibit a hidden attractor in the case of
multistability as well as a classical self-excited attractor. The hidden attractor in this system can
be localized by analytical-numerical methods based on the continuation and perpetual points. For
numerical study of the attractors’ dimension the concept of finite-time Lyapunov dimension is de-
veloped. A conjecture on the Lyapunov dimension of self-excited attractors and the notion of exact
Lyapunov dimension are discussed. A comparative survey on the computation of the finite-time
Lyapunov exponents by different algorithms is presented and an approach for a reliable numerical
estimation of the finite-time Lyapunov dimension is suggested. Various estimates of the finite-
time Lyapunov dimension for the hidden attractor and hidden transient chaotic set in the case of
multistability are given.
I. INTRODUCTION
One of the main tasks of the investigation of dynami-
cal systems is the study of established (limiting) behavior
of the system after transient processes, i.e., the problem
of localization and analysis of attractors (limited sets of
system’s states, which are reached by the system from
close initial data after transient processes) [1–3]. While
trivial attractors (stable equilibrium points) can be eas-
ily found analytically, the search of periodic and chaotic
attractors can turn out to be a challenging problem (see,
e.g. famous 16th Hilbert problem [4] on the number of
coexisting periodic attractors in two dimensional polyno-
mial systems, which was formulated in 1900 and is still
unsolved; see also its generalization for multidimensional
systems with chaotic attractors [5]). For numerical local-
ization of an attractor one needs to choose an initial point
in the basin of attraction and observe how the trajectory,
starting from this initial point, after a transient process
visualizes the attractor. Self-excited attractors, even co-
existing in the case of multistability [6], can be revealed
numerically by the integration of trajectories, started in
small neighborhoods of unstable equilibria, while hidden
attractors have the basins of attraction, which are not
connected with equilibria, and are hidden somewhere in
the phase space [7–10]. Remark that in numerical com-
putation of trajectory over a finite-time interval it is dif-
ficult to distinguish a sustained chaos from a transient
chaos (a transient chaotic set in the phase space, which
can nevertheless persist for a long time) [11]. Thus, the
∗ Corresponding author email: nikolayv.kuznetsov@tdt.edu.vn,
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search and visualization of hidden attractors and tran-
sient sets in the phase space are challenging tasks [12].
In this paper we study hidden attractors and transient
chaotic sets in the Rabinovich system. We show that the
methods of numerical continuation and perpetual point
are helpful for localization and understanding of hidden
attractor in the Rabinovich system.
For the study of chaotic sets and dimension of attrac-
tors the concept of the Lyapunov dimension [13] was
found useful and became widely spread [14–18]. Since in
numerical experiments we can consider only finite time,
in this paper we develop the concept of the finite-time
Lyapunov dimension [19] and an approach for its reli-
able numerical computation. Various estimates of the
finite-time Lyapunov dimension for the Rabinovich hid-
den attractor in the case of multistability are given.
II. THE RABINOVICH SYSTEM:
INTERACTION BETWEEN WAVES IN PLASMA
Consider a system, suggested in 1978 by M. Rabi-
novich [20, 21],
x˙ = hy − ν1x− yz,
y˙ = hx− ν2y + xz,
z˙ = −z + xy,
(1)
describing the interaction of three resonantly coupled
waves, two of which are parametrically excited. Here,
the parameter h is proportional to the pumping ampli-
tude and the parameters ν1,2 are normalized dumping
decrements.
After the linear transformation (see, e.g., [22]):
χ : (x, y, z)→ (ν1ν2h−1y, ν1x, ν1ν2h−1z) (2)
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2and time rescaling:
t→ ν−11 t, (3)
we obtain a generalized Lorenz system:
x˙ = −σ(x− y)− ayz,
y˙ = rx− y − xz,
z˙ = −bz + xy,
(4)
where
σ = ν−11 ν2, b = ν
−1
1 , a = −ν22h−2, r = ν−11 ν−12 h2. (5)
System (4) with a = 0 coincides with the classical
Lorenz system [23]. As it is discussed in [22], system
(4) can also be used to describe the following physical
processes: the convective fluid motion inside rotating el-
lipsoid, the rotation of rigid body in viscous fluid, the
gyrostat dynamics, the convection of horizontal layer of
fluid making harmonic oscillations, and the model of Kol-
mogorov’s flow.
Note that since parameters ν1, ν2, h are positive, the
parameters σ, b, r are positive and parameter a is nega-
tive. From relation (5) we have:
σ = −ar. (6)
Further, we study system (4) under the assumption
(6). If r < 1, then system (4) has a unique equi-
librium S0 = (0, 0, 0), which is globally asymptotically
Lyapunov stable (global attractor) [18, 22]. If r > 1,
then system (4) has three equilibria: S0 = (0, 0, 0) and
S± = (±x1, ±y1, z1), where
x1 =
σb
√
ξ
σb+ aξ
, y1 =
√
ξ, z1 =
σξ
σb+ aξ
,
and
ξ =
σb
2a2
[
a(r − 2)− σ +
√
(σ − ar)2 + 4aσ
]
.
The stability of equilibria S± of system (4) depends on
the parameters r, a, and b. Using the Routh-Hurwitz
criterion, we obtain the following
Lemma 1. The equilibria S± of system (4) with param-
eters (5) are stable if and only if one of the following
conditions holds:
(i) 0 ≤ ar + 1 < 2r
r−
√
r(r−1) ,
(ii) ar+1 < 0, b > bcr =
4a(r−1)(ar+1)
√
r(r−1)+(ar−1)3
(ar+1)2−4ar2 .
Sketch of the proof. The coefficients of the charac-
teristic polynomial χ(x, y, z) = λ3 + p1(x, y, z)λ
2 +
p2(x, y, z)λ + p3(x, y, z) of the Jacobian matrix of sys-
tem (4) at the point (x, y, z) are the following
p1(x, y, z) = b− ar + 1,
p2(x, y, z) = x
2 + ay2 − az2 − ar(b− r + 1) + b,
p3(x, y, z) = −a
(
2xyz + rx2 − y2 + bz2 − br(r − 1)).
One can check that inequalities p1(x1, y1, z1) > 0 and
p3(x1, y1, z1) > 0 are always valid. If ar + 1 ≥ 0, then
p1(x1, y1, z1)p2(x1, y1, z1) − p3(x1, y1, z1) > 0, and if
condition (i) also holds, then p2(x1, y1, z1) > 0.
If ar + 1 < 0, then p2(x1, y1, z1) > 0, and if con-
dition (ii) also holds, then p1(x1, y1, z1)p2(x1, y1, z1) −
p3(x1, y1, z1) > 0.
III. ATTRACTORS AND TRANSIENT CHAOS
Consider system (4) as an autonomous differential
equation of a general form:
u˙ = f(u), (7)
where u = (x, y, z) ∈ R3, and the continuously differen-
tiable vector-function f : R3 → R3 represents the right-
hand side of system (4). Define by u(t, u0) a solution of
(7) such that u(0, u0) = u0. For system (7), a bounded
closed invariant set K is
(i) a (local) attractor if it is a minimal locally attractive
set (i.e. limt→+∞ dist(K,u(t, u0)) = 0 ∀u0 ∈ K(ε),
where K(ε) is a certain ε-neighborhood of set K),
(ii) a global attractor if it is a minimal globally at-
tractive set (i.e. limt→+∞ dist(K,u(t, u0)) = 0
∀u0 ∈ R3),
where dist(K,u) = infv∈K ||v − u|| is the distance from
the point u ∈ R3 to the set K ⊂ R3 (see, e.g. [9]).
Note that system (4) (or (7)) is dissipative in the sense
that it possesses a bounded convex absorbing set [9, 22]:
B(r, a, b) =
{
u ∈ R3 | V (u) ≤ b(σ + δr)
2
2c(a+ δ)
}
, (8)
where V (u) = V (x, y, z) = x2+δy2+(a+δ)
(
z − σ+δra+δ
)2
,
δ is an arbitrary positive number such that a+δ > 0 and
c = min(σ, 1, b2 ). Thus, the solutions of (4) exist for
t ∈ [0,+∞) and system (4) possesses a global attractor
[9, 24], which contains the set of all equilibria and can be
constructed as ∩τ>0∪t≥τϕt (B).
Computational errors (caused by a finite precision
arithmetic and numerical integration of differential equa-
tions) and sensitivity to initial data allow one to get a
reliable visualization of a chaotic attractor by only one
pseudo-trajectory computed for a sufficiently large time
interval. One needs to choose an initial point in the basin
of attraction of the attractor and observe how the trajec-
tory, starting from this initial point, after a transient pro-
cess visualizes the attractor. Thus, from a computational
point of view, it is natural to suggest the following clas-
sification of attractors, based on the simplicity of finding
the basins of attraction in the phase space.
Definition 1. [7, 9, 10, 25] An attractor is called a self-
excited attractor if its basin of attraction intersects with
any open neighborhood of an equilibrium, otherwise, it
is called a hidden attractor.
3For a self-excited1 attractor its basin of attraction is
connected with an unstable equilibrium and, therefore,
self-excited attractors can be localized numerically by the
standard computational procedure in which after a tran-
sient process a trajectory, starting in a neighborhood of
an unstable equilibrium, is attracted to the state of os-
cillation and then traces it. Thus, self-excited attrac-
tors can be easily visualized (e.g. the classical Lorenz,
Ro¨ssler, and He´non attractors are self-excited with re-
spect to unstable zero equilibrium and can be easily vi-
sualized by a trajectory from its vicinity).
For a hidden attractor, its basin of attraction is not
connected with equilibria and, thus, the search and visu-
alization of hidden attractors in the phase space may be a
challenging task. Hidden attractors are attractors in the
systems without equilibria (see, e.g. rotating electrome-
chanical systems with Sommerfeld effect (1902) [30, 31]),
and in the systems with only one stable equilibrium (see,
e.g. counterexamples [7, 32] to Aizerman’s (1949) and
Kalman’s (1957) conjectures on the monostability of non-
linear control systems [33, 34]). One of the first related
problems is the second part of 16th Hilbert problem [4]
on the number and mutual disposition of limit cycles in
two dimensional polynomial systems, where nested limit
cycles (a special case of multistability and coexistence
of periodic attractors) exhibit hidden periodic attractors
(see, e.g., [7, 35, 36]). The classification of attractors as
being hidden or self-excited was introduced by Leonov &
Kuznetsov in connection with the discovery of the first
hidden Chua attractor [25, 37–42] and has captured much
attention of scientists from around the world (see, e.g.
[43–71]).
Since in the numerical computation of trajectory over a
finite-time interval it is difficult to distinguish a sustained
chaos from a transient chaos (a transient chaotic set in
the phase space, which can nevertheless persist for a long
time) [11, 72], a similar to the above classification can be
introduced for the transient chaotic sets.
Definition 2. [73, 74] A transient chaotic set is called
a hidden transient chaotic set if it does not involve and
attract trajectories from a small neighborhood of equi-
libria; otherwise, it is called self-excited.
In order to distinguish an attracting chaotic set (at-
tractor) from a transient chaotic set in numerical ex-
periments, one can consider a grid of points in a small
neighborhood of the set and check the attraction of cor-
responding trajectories towards the set.
For system (1) with parameters ν1 = 1, ν2 = 4, and
increasing h it is possible to observe [21] the classical
1 The term self oscillation (selbsterregten Schwingungen in Ger-
man) can be traced back to the works of Barkhausen and An-
dronov, where it was used to describe the generation and main-
tenance of a periodic motion in electromechanical models by a
source of power that lacks any corresponding periodicity (e.g., a
stable limit cycle in the van der Pol oscillator) [26–29].
scenario of transition to chaos (via homoclinic and sub-
critical Andronov-Hopf bifurcations) similar to the sce-
nario in the Lorenz system. For 4.84 / h / 13.4 in
system (1) there is a self-excited chaotic attractor (see
e.g. Fig. 1), which coexists with two stable equilibria.
The same scenario can be obtained for system (4) when
parameters b > 0 and a < 0 are fixed and r is increasing.
Besides self-excited chaotic attractors, a hidden attrac-
tor was found in the system [74, 75]. Note that in [9, 76]
system (4) with a > 0 was studied and a hidden attractor
was also found numerically.
In this work we localize a hidden chaotic attractor in
system (4) with a < 0 by the numerical continuation
method starting from a self-excited chaotic attractor. We
change parameters, considered in [75], in such a way that
the chaotic set locates not too close to the unstable zero
equilibrium to avoid a situation, when numerically inte-
grated trajectory oscillates for a long time and then falls
on the unstable manifold of unstable zero equilibrium,
leaves the chaotic set, and tends to one of the stable
equilibria.
S0
S+S−
Figure 1: Multistability in the Rabinovich system (4)
with the classical values of parameters ν1 = 1, ν2 = 4,
h = 4.92 from [21]: coexistence of three local attractors
— two stable equilibria S± and a chaotic self-excited
attractor (self-excited with respect to the unstable zero
equilibrium S0).
A. Localization via numerical continuation method
One of the effective methods for numerical localization
of hidden attractors in multidimensional dynamical sys-
tems is based on the homotopy and numerical continua-
tion method (NCM). The idea is to construct a sequence
of similar systems such that for the first (starting) system
the initial point for numerical computation of oscillating
solution (starting attractor) can be obtained analytically,
e.g, it is often possible to consider the starting system
with a self-excited starting attractor; then the transfor-
4mation of this starting attractor in the phase space is
tracked numerically while passing from one system to
another; the last system corresponds to the system in
which a hidden attractor is searched.
For the study of the scenario of transition to chaos,
we consider system (7) with f(u) = f(u, λ), where
λ ∈ Λ ⊂ Rd is a vector of parameters whose variation
in the parameter space Λ determines the scenario. Let
λend ∈ Λ define a point corresponding to the system,
where a hidden attractor is searched. Choose a point
λbegin ∈ Λ such that we can analytically or numerically
localize a certain nontrivial (oscillating) attractor A1 in
system (7) with λ = λbegin (e.g., one can consider an ini-
tial self-excited attractor, defined by a trajectory u1(t)
numerically integrated on a sufficiently large time inter-
val t ∈ [0, T ] with the initial point u1(0) in the vicinity of
an unstable equilibrium). Consider a path2 in the param-
eter space Λ , i.e. a continuous function γ : [0, 1]→ Λ,
for which γ(0) = λbegin and γ(1) = λend, and a se-
quence of points {λj}kj=1 on the path, where λ1 = λbegin,
λk = λend, such that the distance between λ
j and λj+1
is sufficiently small. On each next step of the procedure,
the initial point for a trajectory to be integrated is cho-
sen as the last point of the trajectory integrated on the
previous step: uj+1(0) = uj(T ). Following this proce-
dure and sequentially increasing j, two alternatives are
possible: the points of Aj are in the basin of attraction
of attractor Aj+1 or, while passing from system (7) with
λ = λj to system (7) with λ = λj+1, a loss of stability bi-
furcation is observed and attractor Aj vanishes. If while
changing λ from λbegin to λend there is no loss of stabil-
ity bifurcation of the considered attractors, then a hidden
attractor for λk = λend (at the end of the procedure) is
localized.
B. Localization using perpetual points
The equilibrium points of a dynamical system are the
ones, where the velocity and acceleration of the system
simultaneously become zero. If the existing equilibrium
points are unstable, then we may get either oscillating or
unbounded solutions. In this section we show numerical
results, which suggest that there are points, termed as
perpetual points [77], which may help to visualize hidden
attractors.
For system (7), the equilibrium points uep are defined
by the equation u˙ = f(uep) = 0. Consider a derivative of
system (7) with respect to time
u¨ = J(u) f(u) = g(u), (9)
where J(u) =
[
∂fi(u)
∂uj
]n
i,j=1
is the n×n Jacobian matrix.
Here g(u) may be termed as an acceleration vector. Sys-
2 In the simplest case, when d = 1, the path is a line segment.
tem (9) shows the variation of acceleration in the phase
space.
Similar to the equilibrium points estimation, where we
set the velocity vector to zero, we can also get a set of
points, where u¨ = g(upp) = 0 in (9), i.e. the points
corresponding to the zero acceleration. At these points
the velocity u˙ may be either zero or nonzero. This set
includes the equilibrium points uep with zero velocity as
well as a subset of points with nonzero velocity. These
nonzero velocity points upp are termed as perpetual points
[12, 77–79]. The reason why perpetual points may lead
to hidden states (perpetual point method (PPM)) is still
not well understood (see, e.g. discussion in [80]).
Lemma 2. Perpetual points Spp = (xpp, ypp, zpp) of sys-
tem (4) can be derived from the following system
(x2pp − az2pp + ar2 − 1)
(−y2pp + z2pp + r2(a− 1)) =
= r2(ar − 1)2 − z2pp(ar − b− 1)2,
2xppyppzpp + rx
2
pp − y2pp + bz2pp − br(r − 1) = 0,
zpp =
rx2pp + (ar − b− 1)xppypp − ary2pp
x2pp + ay
2
pp − b2
.
(10)
IV. HIDDEN ATTRACTOR IN
THE RABINOVICH SYSTEM
Next we apply the NCM for localization of a hidden
attractor in the Rabinovich system (4) and check whether
the attractor can be also localized using PPM.
In this experiment, we fix parameter r and, using con-
dition (ii) of Lemma 1, define parameters a = − 1r − ε1
and b = bcr − ε2. For r = 100, ε1 = 10−3, ε2 = 10−2 we
obtain a = a0 ≡ −1.1 · 10−2, b = b0 ≡ 6.7454 · 10−2 and
take P0(a0, b0) as the initial point of line segment on the
plane (a, b). The eigenvalues of the Jacobian matrix at
the equilibria S0, S± of system (4) for these parameters
are the following:
S0 : 9.4382, −0.0675, −11.5382,
S± : 0.0037± 3.6756 i, −2.1749.
Consider on the plane (a, b) a line segment, inter-
secting a boundary of stability domain of the equilib-
ria S±, with the final point P2(a2, b2), where a2 = a0 +
1.035 · 10−3 = −9.965·10−3, b2 = b0+ε2 = 7.7454·10−2,
i.e. the equilibrium S0 remains saddle and the equilibria
S± become stable focus-nodes
S0 : 8.9842, −0.0775, −10.9807,
S± : −0.0401± 3.9152 i, −1.9937.
The initial point P0(a0, b0) corresponds to parameters
for which in system (4) there exists a self-excited attrac-
tor. Then for the considered line segment a sufficiently
small partition step is chosen and at each iteration step
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Figure 2: Path P0(a0, b0)→ P1(a1, b1)→ P2(a2, b2) in
parameters plane (a, b) for the localization of hidden
attractor in system (4) with r = 100. Here
a0 = −1.1 · 10−2, b0 = 6.7454 · 10−2, a1 = −1.049 · 10−2,
b1 = 7.2454 · 10−2, a2 = −9.965 · 10−3,
b2 = 7.7454 · 10−3; (•) P0(a0, b0): self-excited attractor
with respect to S0, S±; (•) P1(a1, b1): self-excited
attractor with respect to S0; (•) P2(a2, b2): hidden
attractor. Stability domain is defined using Lemma 1.
of the procedure an attractor in the phase space of sys-
tem (4) is computed. The last computed point at each
step is used as the initial point for the computation at
the next step. In this experiment we use NCM with 3
steps on the path P0(a0, b0) → P1(a1, b1) → P2(a2, b2),
with a1 =
1
2 (a0 + a2), b1 =
1
2 (b0 + b2) (see Fig. 2). At
the first step we have self-excited attractor with respect
to unstable equilibria S0 and S±; at the second step the
equilibria S± become stable but the attractor remains
self-excited with respect to equilibrium S0; at the third
step it is possible to visualize a hidden attractor of system
(4) (see Fig. 3).
Using Lemma 2 for parameters r = 100, a = −9.965 ·
10−3, b = 7.7454 · 10−2, we obtain one perpetual point
Spp = (−0.2385, 49.1403,−101.4613), which allows one
to localize a hidden attractor (see Fig. 4). Hence, here
both NCM and PPM allow one to find this hidden at-
tractor.
Around equilibrium S0 we choose a small spherical
vicinity of radius δ (in our experiments we check δ ∈
[0.1, 0.5]) and take N random initial points on it (in our
experiment N = 4000). Using MATLAB, we integrate
system (4) with these initial points in order to explore the
obtained trajectories. We repeat this procedure several
times in order to get different initial points for trajecto-
ries on the sphere. We get the following results: all the
obtained trajectories either attract to the stable equilib-
rium S+ or the equilibrium S− and do not tend to the
attractor. This gives us a reason to classify the chaotic
attractor, obtained in system (4), as the hidden one.
Remark that there exist hidden chaotic sets in the Ra-
binovich system, which cannot be localized by PPM. For
example, for parameters r = 6.8, a = −0.5, b ∈ [0.99, 1]
[75], the hidden attractor obtained by NCM is not local-
izable via PPM (see Fig. 5).
V. COMPUTATION OF THE LYAPUNOV
DIMENSION
A. The Lyapunov dimension and Lyapunov
exponents: finite-time and limit values.
For the study of attractors the Lyapunov exponents
[2] and Lyapunov dimension [13] are found useful and
have become widely spread (see, e.g. [14–18]). Since in
numerical experiments we can consider only finite time,
in this paper we develop the concept of the finite-time
Lyapunov dimension [19] and an approach to its reliable
numerical computation.
Nowadays, various approaches to the Lyapunov dimen-
sion definition are used. Here, we follow the definition of
finite-time Lyapunov dimension from [19] inspirited by
the works of Douady & Oesterle´ [81], Hunt [82], and Ra-
binovich et al. [83].
Define by u(t, u0) a solution of system (7) such that
u(0, u0) = u0, and consider a map given by the evolu-
tionary operator ϕt(u0) = u(t, u0) (shift operator along
a solution of (7)). Since system (7) poses an absorb-
ing set (see (8)), the uniqueness and existence of solu-
tions of system (7) for t ∈ [0,+∞) take place and the
system generates a dynamical system {ϕt}t≥0. Let a
nonempty closed bounded set K ⊂ R3 be invariant with
respect to dynamical system generated by (7) {ϕt}t≥0,
i.e. ϕt(K) = K for all t ≥ 0 (e.g. K is an attractor). Fur-
ther we use compact notations for finite-time local Lya-
punov dimension: dimL(t, u) = dimL(ϕ
t, u), the finite-
time Lyapunov dimension: dimL(t,K) = dimL(ϕ
t,K),
and for the Lyapunov dimension (or the Lyapunov di-
mension of dynamical system {ϕt}t≥0 with respect to
K): dimLK = dimL({ϕt}t≥0,K).
Consider linearization of system (7) along the solution
ϕt(u):
v˙ = J(ϕt(u))v, J(u) = Df(u), (11)
where J(u) is the 3×3 Jacobian matrix, the elements
of which are continuous functions of u. Suppose that
det J(u) 6= 0 ∀u ∈ R3. Consider a fundamental ma-
trix of solutions of linear system (11), Dϕt(u), such
that Dϕ0(u) = I, where I is a unit 3×3 matrix. Let
σi(t, u) = σi(Dϕ
t(u)), i = 1, 2, 3, be the singular values
of Dϕt(u) (i.e. σi(t, u) > 0 and σi(t, u)
2
are the eigen-
values of the symmetric matrix Dϕt(u)∗Dϕt(u) with re-
spect to their algebraic multiplicity)3, ordered so that
3 Symbol ∗ denotes the transposition of matrix.
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Step 1 : a = −1.1 · 10−2, b = 6.7454 · 10−2,
self-exc. attractor A1se w. r. t. equil. S0, S±
Step 2 : a = −1.049 · 10−2, b = 7.2454 · 10−2,
self-exc. attractor A2se w. r. t. equilibrium S0
Step 3 : a = −9.965 · 10−2, b = 7.7454 · 10−2,
hidden attractor A3hid, separatrices of S0 → S±
S+
A2se
S0
S−
u2T
u20
Figure 3: Localization, by NCM, of a hidden attractor in system (4) with r = 100, a = −9.965 · 10−3, b = 7.7454 · 10−2.
Trajectories ui(t) = (xi(t), yi(t), zi(t) (blue) are defined on the time interval [0, T ], T = 103 and initial point (yellow) on
(i+ 1)-th iteration is defined as ui+10 := u
i
T (violet arrows), where u
i
T = u
i(T ) is a final point (yellow).
S+S−
S0
Spp
Ahid
S0
S+ S−
Figure 4: Localization of hidden attractor in system (4)
with r = 100, a = −9.965 · 10−3, b = 7.7454 · 10−2 from
the perpetual point Spp = (−0.2385, 49.1403,−101.4613).
σ1(t, u) ≥ σ2(t, u) ≥ σ3(t, u) > 0 for any u and t. A
singular value function of order d ∈ [0, 3] is defined as
ωd(Dϕ
t(u)) = σ1(t, u) · · ·σbdc(t, u)σbdc+1(t, u)d−bdc,
ω0(Dϕ
t(u)) = 1, ω3(Dϕ
t(u)) = σ1(t, u)σ2(t, u)σ3(t, u),
where bdc is the largest integer less or equal to d. For
S0
S+ S−
A3hid
Spp
Figure 5: Hidden attractor in system (4) with r = 6.8,
a = −0.5, b = 0.99 which can be localized via NCM
(initial point u0 = (−0.1629, −0.2154, 1.9553)), but
cannot be localized from the perpetual point
Spp = (0.7431,−12.6109,−7.4424) (yellow).
a certain moment of time t finite-time local Lyapunov
dimension at the point u is defined as [19]
dimL(t, u) = max{d ∈ [0, 3] : ωd(Dϕt(u)) ≥ 1} (12)
7and the finite-time Lyapunov dimension of K is defined
as
dimL(t,K) = sup
u∈K
dimL(t, u). (13)
The Douady–Oesterle´ theorem [81] implies that for any
fixed t > 0 the Lyapunov dimension of the map ϕt with
respect to a closed bounded invariant set K, defined by
(13), is an upper estimate of the Hausdorff dimension of
the set K: dimHK ≤ dimL(t,K).
For the estimation of the Hausdorff dimension of in-
variant closed bounded set K one can use the map ϕt
with any time t (e.g. t = 0 leads to the trivial es-
timate dimHK ≤ 3) and, thus, the best estimation is
dimHK ≤ inft≥0 dimL(t,K). The following property
inf
t≥0
sup
u∈K
dimL(t, u) = lim inf
t→+∞ supu∈K
dimL(t, u) (14)
allows one to introduce the Lyapunov dimension of K as
[19]
dimLK = lim inf
t→+∞ supu∈K
dimL(t, u) (15)
and get an upper estimation of the Hausdorff dimension:
dimHK ≤ dimLK.
Recall that a set with noninteger Hausdorff dimension is
referred to as a fractal set [15].
Consider a set of finite-time Lyapunov exponents at
the point u:
LEi(t, u) =
1
t
lnσi(t, u), t > 0, i = 1, 2, 3. (16)
Here the set {LEi(t, u)}3i=1 is ordered by decreasing (i.e.
LE1(t, u) ≥ LE2(t, u) ≥ LE3(t, u) for all t > 0). Then
for j(t, u) = bdimL(t, u)c < 3 and s(t, u) = dimL(t, u) −
bdimL(t, u)c we have 0 = 1t ln(ωj(t,u)+s(t,u)(Dϕt(u))) =∑j(t,u)
i=1 LEi(t, u) + s(t, u) LEj(t,u)+1(t, u) and j(t, u) =
max{m : ∑mi=1 LEi(t, u) ≥ 0}. Thus, we get an analog of
the Kaplan-Yorke formula [13] with respect to the set of
finite-time Lyapunov exponents {LEi(t, u)}3i=1 [19]:
dKYL ({LEi(t,u)}3i=1)=j(t, u)+LE1(t,u)+··+LEj(t,u)(t,u)|LEj(t,u)+1(t,u)| (17)
which gives the finite-time local Lyapunov dimension:
dimL(t, u) = d
KY
L ({LEi(t, u)}3i=1).
Thus, in the above approach the use of Kaplan-Yorke
formula (17) with the finite-time Lyapunov exponents
{LEi(t, u)}3i=1 is rigorously justified by the Douady–
Oesterle´ theorem.
Note that the finite-time local Lyapunov dimension is
invariant under time scaling : t → at, a > 0 (e.g., it fol-
lows from (16) and (17)), and the Lyapunov dimension is
invariant under Lipschitz diffeomorphisms [19, 84], i.e. if
the dynamical system {ϕt}t≥0 and its closed bounded in-
variant set K under a smooth change of coordinates w =
χ(u) are transformed to the dynamical system {ϕtχ}t≥0
and its closed bounded invariant set χ(K), respectively,
then dimL({ϕt}t≥0,K) = dimL({ϕtχ}t≥0, χ(K)).
B. Algorithm for numerical computation
of the finite-time Lyapunov dimension
Applying the statistical physics approach and assum-
ing the ergodicity (see, e.g. [13, 85–87]), the Lyapunov
dimension of attractor dimLK is often estimated by
the local Lyapunov dimension dimL(t, u0), correspond-
ing to a “typical” trajectory, which belongs to the at-
tractor: {u(t, u0), t ≥ 0}, u0 ∈ K, and its limit value
limt→+∞ dimL(t, u0). However, from a practical point
of view, the rigorous proof of ergodicity is a challeng-
ing task [85, 88–90] and hardly it can effectively be
done in a general case (see, e.g. discussions in [91][92,
p.118][93][94, p.9] [95, p.19], and the works [96, 97]
on the Perron effects of the largest Lyapunov exponent
sign reversals). An example of the rigorous use of
the ergodic theory for effective estimation of the Lya-
punov dimensions can be found, e.g. in [98]. In one
of the pioneering works by Yorke et al. [86, p.190] the
exact limit values of finite-time Lyapunov exponents4
{ lim
t→+∞LEi(t, u)}
3
i = {LEi(u)}, if they exist and are the
same for all u ∈ K (i.e. {LEi(u)}3i ≡ {LEi}3i ∀u ∈ K and
dimLK = d
KY
L ({LEi}31) = j + LE1 +···+LEj|LEj+1 |
)
, are called
the absolute ones, and it is noted that the absolute Lya-
punov exponents rarely exist. Note also that even if a
numerical approximation (visualization) K˜ of the attrac-
tor K is obtained, it is not straightforward how to get a
point on the attractor itself: u ∈ K.
Thus, a rather easy way to get reliable estimation
of the Lyapunov dimension of attractor K is to local-
ize the attractor K ⊂ Kε, to consider a grid of points
Kεgrid on K
ε, and to find the maximum of the corre-
sponding finite-time local Lyapunov dimensions for a cer-
tain time t = T : max
u∈Kεgrid
dimL(ϕ
T , u) = max
u∈Kεgrid
j(T, u) +
LE1(T,u)+···+LEj(T,u)(T,u)
|LEj(T,u)+1(T,u)| .
Concerning T , remark that while the time series ob-
tained from a physical experiment are assumed to be re-
liable on the whole considered time interval, the time se-
ries, produced by the integration of mathematical dynam-
ical model, can be reliable on a limited time interval only5
due to computational errors, and the closeness of the
4 The Lyapunov exponents or LEs (see, e.g. [90]) characterize the
rates of exponential growth of the singular values of fundamental
matrix of the linearized system. The singular values correspond
to the semiaxes of n-dimensional ellipsoid, which is the image
of the unit sphere by the linearized system. See [99] for various
related notions.
5 In [100, 101] for the Lorenz system the time interval of reli-
able computation with 16 significant digits and error 10−4 is
estimated as [0, 36], with error 10−8 is estimated as [0, 26], and
reliable computation for a longer time interval, e.g. [0, 10000]
in [102], is a challenging task. Also if u0 belongs to a transient
chaotic set, then u(t, u0) may have positive finite-time Lyapunov
exponent on a very large time interval, e.g. [0, 15000], but finally
u(t, u0) converges to a stable stationary point as t→∞ and has
nonpositive limit Lyapunov exponents.
8real trajectory and the corresponding pseudo-trajectory
calculated numerically can be guaranteed on a limited
short time interval only. The computation of a pseudo-
trajectory u˜(t, u0) on a longer time interval t ∈ [0, T ]
often allows one to obtain a more complete visualization
of a chaotic attractor (pseudo-attractor) due to compu-
tational errors (caused by finite precision arithmetic and
numerical integration of ODE) and sensitivity to initial
data. However, for two long-time pseudo-trajectories
u˜(t, u10) and u˜(t, u
2
0) the corresponding finite-time LEs
can be, within the considered error, similar due to av-
eraging over time (see (16)) and similar sets of points
obtained {u˜(t, u10)}t≥0 and {u˜(t, u20)}t≥0. At the same
time, the corresponding real trajectories u(t, u1,20 ) may
have different LEs (e.g. u0 may correspond to an unsta-
ble periodic trajectory u(t, u0), which is embedded in the
attractor and does not allow one to visualize it). Here
one may recall the conjecture that the maximum of the
local Lyapunov dimension is achieved on a periodic orbit
or a stationary point [103, p.98]. Also, if the trajectory
belongs to a transient chaotic set, which can be (almost)
indistinguishable numerically from sustained chaos, then
even very long-time computation may not reveal the limit
values of LEs (see Figs. 9a and 10a).
Thus, in general, the computation for a longer time
does not imply a more precise approximation of LEs.
Note, that there is no rigorous justification of the choice
of t and it is known that unexpected jumps of dimL(t,K)
can occur (see, e.g. Fig. 7). Thus, it is reasonable to com-
pute inft∈[0,T ) dimL(t,K) instead of dimL(T,K), but, at
the same time, for any T the value dimL(T,K) gives also
an upper estimate of dimHK.
Finally, in the numerical experiments, based on the
finite-time Lyapunov dimension definition (15) from [19]
and the Douady–Oesterle´ theorem [81], we have
dimHK ≤ dimLK ≈ inf
t∈[0,T ]
max
u∈Kεgrid
dimL(t, u)
= inf
t∈[0,T ]
max
u∈Kεgrid
(
j(t, u) +
LE1(t,u)+···+LEj(t,u)(t,u)
|LEj(t,u)+1(t,u)|
)
≤ max
u∈Kεgrid
dimL(T, u) ≈ dimL(T,K).
(18)
C. Algorithm for numerical computation of the
finite-time Lyapunov exponents
Nowadays there are several widely used approaches
to numerical computation of the Lyapunov exponents,
thus, it is important to state clearly how the LEs being
computed [92, p.121]. Next we demonstrate the differ-
ences in the approaches. To compute the finite-time Lya-
punov exponents one has to find the fundamental matrix
Φ(t, u0) = Dϕ
t(u0) of (11) from the following variational
equation{
u˙(s, u0)=f(u(s, u0)), u(0, u0) = u0 ∈ U,
Φ˙(s, u0)=J(u(s, u0)) Φ(s, u0), Φ(0, u0)=I,
s ∈ [0, t],
(19)
and its Singular Value Decomposition (SVD)6
Φ(t, u0)
SVD
= U(t, u0)Σ(t, u0)V
∗(t, u0),
where U(t, u0)
∗U(t, u0) ≡ I ≡ V(t, u0)∗V(t, u0),
Σ(t, u0) = diag{σ1(t, u0), σ2(t, u0), σ3(t, u0)} is a di-
agonal matrix composed by the singular values of
Φ(t, u0), and compute the finite-time Lyapunov expo-
nents {LEi(t, u0)}31 from Σ(t, u0) as in (16). Further we
also need the QR decomposition7
Φ(t, u0)
QR
= Q(t, u0)R(t, u0),
where R(t, u0) is upper-triangular matrix with nonneg-
ative diagonal elements {R[i, i] = R[i, i](t, u0)}31 and
Q(t, u0)
∗Q(t, u0) ≡ I.
To avoid the exponential growth of values in the com-
putation, the time interval has to be represented as a
union of sufficiently small intervals, e.g. (0, T ] = (0, τ ] ∪
(τ, 2τ ] · · · ∪ ((k − 1)τ, kτ = T ]. Then, using the cocycle
property, the fundamental matrix can be represented as
Φ(kτ, u0) = Φ(τ, uk−1) . . . Φ(τ, u1) Φ(τ, u0). (20)
Here if Φ(mτ, u0) and um = u(mτ, u0) are known, then
Φ((m+ 1)τ, u0) = Φ(τ, um)Φ(mτ, u0), where Φ(τ, um) is
the solution of initial value problem (19) with u(0) = um
on the time interval [0, τ ].
By sequential QR decomposition of the product of ma-
trices in (20) we get
Φ(kτ, u0) = Φ(τ, uk−1)..Φ(τ, u1) Φ(τ, u0) =
= Φ(τ, uk−1).. Φ(τ, u1)Q01 R
0
1 = ..
QR
=
Q︷︸︸︷
Q0k
R︷ ︸︸ ︷
R0k..R
0
1 .
Then matrix with singular values Σ(kτ, u0) =
U∗(kτ, u0) Φ(kτ, u0)V (kτ, u0) in the SVD can be approx-
imated by sequential QR decomposition of the product
of matrices:
Σ0 = Φ(kτ, u0)
∗Q0k = (R
0
1)
∗..(R0k)
∗ QR= Q1k R
1
k..R
1
1,
Σ1 = (Q0k)
∗Φ(kτ, u0)Q1k = (R
1
1)
∗..(R1k)
∗ QR= Q2kR
2
k..R
2
1,
. . .
where
Σj = (Rj1)
∗..(Rjk)
∗=
σj1 0 0· σj2 0
· · σj3

6 See, e.g. implementation in MATLAB or GNU Octave (https:
//octave-online.net): [U,S,V]=svd(A).
7 For example, it can be done by the Gram-Schmidt orthogonal-
ization procedure or the Householder transformation. MATLAB
and GNU Octave (https://octave-online.net) provide an im-
plementation of the QR decomposition [Q, R] = qr(A). To have
matrix R with positive diagonal elements, one can additionally
use Q = Q*diag(sign(diag(R))); R = R*diag(sign(diag(R))).
See also [104].
9and [105, 106]
σji = R
j
1[i, i]..R
j
k[i, i] −→j→∞ σi(kτ, u0).
Thus, the finite-time Lyapunov exponents can be approx-
imated as
LEi(T, u0)≈LEji (kτ, u0)= 1t lnσji = 1kτ
k∑
l=1
lnRjl [i, i].
(21)
The MATLAB implementation of the above method for
the computation of finite-time Lyapunov exponents with
the fixed number of iterations j can be found, e.g., in [9].
For large k the convergence can be very rapid: e.g. for
the Lorenz system with the classical parameters (r = 28,
σ = 10, b = 8/3, a = 0), k = 1000 and τ = 1 the number
of approximations j = 1 is taken in [106, p. 44]. For a
more precise approximation of the finite-time Lyapunov
exponents we can adaptively choose j = j(l), l= 1, ..., k
so as to obtain a uniform estimate of
max
i
|LEj−1i (lτ, u0)− LEji (lτ, u0)| < δ. (22)
Remark that there is another widely used defini-
tion of the “Lyapunov exponents” via the exponential
growth rates of norms of the fundamental matrix columns(
v1(t, u0), v2(t, u0), v3(t, u0)
)
= Φ(t, u0): the finite-time
Lyapunov characteristic exponents {LCEi(t, u0)}31 are
the set { 1t ln ||vi(t, u0)||}31 ordered by decreasing8. Benet-
tin et al. [107] (Benettin’s algorithm) approximate the
LCEs by (21) with j = 0:
LCEi(kτ, u0)≈LE0i (kτ, u0) =
1
kτ
k∑
l=1
lnR0l [i, i]. (23)
The LCEs may differ from LEs, thus, the corre-
sponding Kaplan-Yorke formulas with respect to LEs
and LCEs: dimL(t, u0) = d
KY
L ({LEi(t, u0)}31) and
dKYL ({LCEi(t, u0)}31)9, may not coincide. The following
artificial analytical example demonstrates the difference
between LEs and LCEs. The matrix [19, 84]
R(t)=
(
1 g(t)− g−1(t)
0 1
)
, g(t) = exp( t10 )
has the following ordered exact limit values
LCE1 = lim
t→+∞ t
−1 ln g(t) = 0.1, LCE2 = 0,
LE1,2 = lim
t→+∞ t
−1 ln g±1(t) = ±0.1,
8 To obtain all possible limit values of the finite-time Lya-
punov characteristic exponents (LCEs) [2] of a linear system
({lim supt→+∞ LCEi(t, u0)}31), one has to consider a normal
fundamental matrix, whose sum of LCEs of columns is less or
equal to the sum of LCEs of any other fundamental matrix [2].
9 Rabinovich et al. [83, p.203,p.262] refer this value as local dimen-
sion and note that it is a function of time and may be different
in different parts of the attractor.
where LCE2 6= LE2. For the finite-time values we have
LCE1(t)=
1
t ln
(
(g(t)− 1
g(t)
)2 + 1
) 1
2 ∈(0, 0.1],LCE2(t)≡0,
LE1,2(t) ≡ LE1,2 = ±0.1.
Approximations by the above algorithm with k = 1 are
given in Table I.
Table I: Approximation of the finite-time Lyapunov
exponents.
j LEj1,2(5) LE
j
1,2(25) LE
j
1,2(100)
0 0 0 0
1 ±0.00797875 ±0.04394912 ±0.09360078
2 ±0.01585661 ±0.07379280 ±0.09986978
3 ±0.02353772 ±0.08902280 ±0.09999751
4 ±0.03093577 ±0.09563887 ±0.09999995
5 ±0.03797757 ±0.09830568 ±0.09999999
10 ±0.06638388 ±0.09998593 ±0.10000000
50 ±0.09993286 ±0.09999999 ±0.10000000
100 ±0.09999998 ±0.09999999 ±0.10000000
Remark that here the approximation of LCEs by Benet-
tin’s algorithm, i.e. by (23), becomes worse with increas-
ing time:
LCE1(t) −→
t→+0
0 ≡ LE0i (t) =
1
t
ln 1 ≡ 0,
LCE1(t) −→
t→+∞ 0.1 6= LE
0
i (t) =
1
t
ln 1 ≡ 0.
(24)
Thus, although relying on ergodicity, the notions of LCEs
and LEs often do not differ (see, e.g. Eckmann & Ru-
elle [15, p.620,p.650], Wolf et al. [108, p.286,p.290-291],
and Abarbanel et al. [17, p.1363,p.1364]), in the general
case, the computations of LCEs by (21) and LEs by (23)
may give non relevant results. See also [109, p.289], [97,
p.1083], and numerical examples below.
D. Estimation of the Lyapunov dimension
without integration of the system and
the exact Lyapunov dimension
While analytical computation of the Lyapunov expo-
nents and Lyapunov dimension is impossible in a general
case, they can be estimated by the eigenvalues of the
symmetrized Jacobian matrix [81, 110]. Let {λi(u0)}3i=1
be the eigenvalues of the symmetrized Jacobian matrix
1
2 (J(u(t, u0)) + J(u(t, u0))
∗), ordered so that λ1(u0) ≥
λ2(u0) ≥ λ3(u0). The Kaplan-Yorke formula with respect
to the ordered set of eigenvalues of the symmetrized Ja-
cobian matrix [19] gives an upper estimation of the Lya-
punov dimension: dimLK ≤ supu∈K dKYL
({λj(u0)}3i=1).
In the general case, one cannot get the same values of
{λj(u0)}3i=1 at different points u0, thus, the maximum
of dKYL
({λj(u0)}3i ) on K has to be computed. To avoid
numerical localization of the set K, we can consider an
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analytical localization, e.g. by the absorbing set B ⊃ K.
Thus, for the corresponding grid of points Bgrid we expect
in numerical experiments the following
dimHK ≤ dimLK ≤ sup
u0∈K
dKYL
({λj(u0)}31) ≤
sup
u0∈B
dKYL
({λj(u0)}31)≈ max
u0∈Bgrid
j(u0)+
λ1(u0)+··+λj(u0)(u0)
|λj(u0)+1(u0)|
.
(25)
If the Jacobian matrix J(ueq) at one of the equilib-
ria has simple real eigenvalues: {λi(ueq)}3i=1, λi(ueq) ≥
λi+1(ueq), then [19] the invariance of the Lyapunov di-
mension with respect to linear change of variables implies
dimL ueq = d
KY
L ({λi(ueq)}3i=1). (26)
If the maximum of local Lyapunov dimensions on the
global attractors, which involves all equilibria, is achieved
at an equilibrium point: dimL u
cr
eq = maxu0∈K dimL u0,
then this allows one to get analytical formula of the ex-
act Lyapunov dimension10. In general, a conjecture on
the Lyapunov dimension of self-excited attractor [19, 112]
is that for a typical system the Lyapunov dimension of a
self-excited attractor does not exceed the Lyapunov di-
mension of one of unstable equilibria, the unstable man-
ifold of which intersects with the basin of attraction and
visualize the attractor.
To avoid numerical computation of the eigenvalues,
one can use an effective analytical approach [19, 22, 113],
which is based on a combination of the Douady-Oesterle´
approach with the direct Lyapunov method: for exam-
ple, in [22] for system (4) with b = 1 it is analytically
obtained the following estimate
dimLK ≤ 3− 2(σ + 2)
σ + 1 +
√
(σ − 1)2 + 16 r3σ
.
The proof of the above conjecture and analytical deriva-
tion of the exact Lyapunov dimension formula for system
(4) is an open problem.
In [114, 115] it is demonstrated how a technique similar
to the above can be effectively used to derive constructive
upper bounds of the topological entropy of dynamical
systems.
VI. THE FINITE-TIME LYAPUNOV
DIMENSION IN THE CASE OF HIDDEN
ATTRACTOR AND MULTISTABILITY
Consider the dynamical system {ϕt}t≥0 generated by
system (4) with parameters (5) and its attractor K. Here
ϕt
(
(x0, y0, z0)
)
is a solution of (4) with the initial datum
10 This term was suggested by Doering et al. in [111].
Bh = (x, y, z) ∈ R3 x2 + δy2 + (a+ δ) z − σ + δr
a+ δ
2
≤ b(σ + δr)
2
2c(a+ δ)
Chgrid ⊂ Ch
Figure 6: Localization of the hidden attractor of system
(4) with r = 100, a = −9.965 · 10−3, b = 7.7454 · 10−2 by
the absorbing set Bh with δ = −a+ 0.1, cuboid
Ch = [−11, 11]× [−17, 19]× [80, 117], and the
corresponding grid of points Chgrid.
(x0, y0, z0). Since the dynamical system {ϕtR}t≥0, gen-
erated by the Rabinovich system (1), can be obtained
from {ϕt}t≥0 by the smooth transformation χ−1, in-
verse to (2), and inverse rescaling time (3) t → ν1t, we
have dimL({ϕt}t≥0,K) = dimL({ϕtR}t≥0, χ−1(K)). In
our experiments, we consider system (4) with parameters
r = 100, a = −9.965 ·10−3, b = 7.7454 ·10−2 correspond-
ing to the hidden chaotic attractor.
In Fig. 6 it is shown the grid of points Chgrid filling the
hidden attractor: the grid of points fills cuboid Ch =
[−11, 11]× [−17, 19]× [80, 117] with the distance between
points equals to 0.5. The time interval is [0, T = 100],
k = 1000, τ = 0.1, and the integration method is MAT-
LAB ode45 with predefined parameters. The infimum on
the time interval is computed at the points {tk}N1 with
time step τ = ti+1 − ti = 0.1. Note that if for a certain
time t = tk the computed trajectory is out of the cuboid,
the corresponding value of finite-time local Lyapunov di-
mension is not taken into account in the computation
of maximum of the finite-time local Lyapunov dimension
(e.g. there are trajectories with initial data in cuboid,
which are attracted to the zero equilibria, i.e. belong
to its stable manifold, e.g. system (4) with x = y = 0
is z˙ = −bz). For the finite-time Lyapunov exponents
(FTLEs) computation we use MATLAB realization from
[9] based on (21) with j = 2. For computation of the
finite-time Lyapunov characteristic exponents (FTLCEs)
we use MATLAB realization from [116] based on (23).
For the considered set of parameters we compute:
(i) finite-time local Lyapunov dimensions dimL(100, ·)
at the point O1 = (0, 1, 98), which belongs
to the grid Chgrid, and at the point O2 =
(0.0099, 0.0995, 0) on the unstable manifold of zero
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Table II: Numerical estimation of finite-time Lyapunov dimension in the case of hidden attractor (see Fig. 3)
t = 100
u = (0, 1, 98)
t = 100
u = (0.0099, 0.0995, 0)
t = 100
maxu∈Ch
grid
inf
t∈[0, 100]
max
u∈Ch
grid
dimL(t, u) =
dKYL ({LEi(t, u)}3i=1) 2.1474 1.4987 2.2063 2.2050
dKYL ({LCEi(t, u)}3i=1) 2.1338 1.1213 2.2105 2.2076
0 10 20 30 40 50 60 70 80 90 100
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
t
max
u∈Chgrid
dKYL ({LCEi(100, u)}3i=1) = 2.2105
dKYL ({LCEi(100, O1)}3i=1) = 2.1338
dKYL ({LCEi(100, O2)}3i=1) = 1.1213
tinf = 98.5
0 10 20 30 40 50 60 70 80 90 100
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
tinf = 98
max
u∈Chgrid
dKYL ({LEi(100, u)}3i=1) = max
u∈Chgrid
dimL(100, u) = 2.2063
dKYL ({LEi(100, O1)}3i=1) = dimL(100, O1) = 2.1474
dKYL ({LEi(100, O2)}3i=1) = dimL(100, O2) = 1.4987
t
dKYL ({LEi(t, O1)}3i=1)
dKYL ({LEi(t, O2)}3i=1)
max
u∈Chgrid
dKYL ({LEi(t, u)}3i=1)max
u∈Chgrid
dKYL ({LCEi(t, u)}3i=1)
dKYL ({LCEi(t, O1)}3i=1)
dKYL ({LCEi(t, O2)}3i=1)
Figure 7: Dynamics of the finite-time local Lyapunov dimensions estimation on the time interval t ∈ [0, 100]:
the maximum on the grid of points (dark red), at the point O1 = (0, 1, 98) ∈ Chgrid (light red),
at the point O2 = (0.0099, 0.0995, 0) from the one-dimensional unstable manifold of S0 (blue).
equilibrium S0;
(ii) maximum of the finite-time local Lyapunov dimen-
sions at the points of grid, maxu∈Chgrid dimL(t, u),
for the time points t = tk = 0.1 k (k = 1, .., 1000);
(iii) the corresponding values, given by the Kaplan-
Yorke formula with respect to finite-time Lyapunov
characteristic exponents.
The results are given in Table II. The dynamics of
finite-time local Lyapunov dimensions for different points
and their maximums on a grid of points are shown in
Fig. 7.
For the absorbing set Bh and the corresponding grid
of points Bhgrid (the distance between grid points is 5), by
estimation (25) we get the following estimate:
dimHK ≤ dimLK ≤ sup
u∈Bh
dKYL
({λj(u)}3i=1)
≈ sup
u∈Bhgrid
dKYL
({λj(u)}3i=1) = 2.97001... . (27)
Assuming σ + 1 ≥ b, the eigenvalues of the unstable
zero equilibrium S0
λ1,3(S0) = − 12
[
(σ + 1)∓
√
(σ − 1)2 + 4σr
]
, λ2(S0) = −b
have the following order λ1(S0) > λ2(S0) ≥ λ3(S0) and
by (26) for the considered values of parameters we get
dimL S0 = d
KY
L ({λi(S0)}3i=1) = 2 + λ1(S0)+λ2(S0)|λ3(S0)|
= 3− 2(σ+b+1)
(σ+1)+
√
(σ−1)2+4σr = 2.8111... . (28)
The above numerical experiments lead to the following
important remarks. While the Lyapunov dimension, un-
like the Hausdorff dimension, is not a dimension in the
rigorous sense [117] (e.g. the Lyapunov dimension of the
saddle point S0 in (28) is noninteger), it gives an up-
per estimate of the Hausdorff dimension. If the attractor
K or the corresponding absorbing set B ⊃ K is known
(see, e.g. (8)) and the purpose is to demonstrate that
12
S+ S−
S0
uinit
(a) Trajectory u(t, uinit) for t ∈ [0, T1], T1 ≈ 15295.
S+ S−
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(b) Trajectory u(t, uinit) for t ∈ [0, T ], T = 500000
Figure 8: The trajectory forms a chaotic set, which looks like an “attractor” (navy blue) and then tends to S+ (cyan).
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(a) LCE1(t, uinit), t ∈ [0, T1], T1 ≈ 15295.
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Figure 9: Numerical computation of LCE1(t, uinit) and dKYL ({LCEi(t, uinit)}3i=1) for the time interval [0, T1 ≈ 15295].
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(a) LCE1(t, uinit), t ∈ [0, T ], T = 5 · 105.
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(b) dKYL ({LCEi(t, uinit)}3i=1), t ∈ [0, T ], T = 5 · 105.
Figure 10: Numerical computation of LCE1(t, uinit) and dKYL ({LCEi(t, uinit)}3i=1) for the time interval [0, 5 · 105].
dimHK ≤ dimLK < 3, then it can be achieved with- out integration of the considered dynamical system (see,
13
e.g. (27)). If the purpose is to get a precise estimation
of the Hausdorff dimension, then one can use (18) and
has to compute the finite-time Lyapunov dimension, i.e.
to find the maximum of the finite-time local Lyapunov
dimensions on a grid of points for a certain time. To
be able to repeat a computation of finite-time Lyapunov
dimension, one need to know the initial points of con-
sidered trajectories {ui}Ni=1 = Kgrid on the set K, time
interval (0, T ] =
⋃M−1
i=0 (ti, ti+1], and the method of the
finite-time Lyapunov estimation.
VII. COMPUTATION OF THE LYAPUNOV
DIMENSION AND TRANSIENT CHAOS
Now we consider an example, which demonstrates diffi-
culties in the reliable numerical computation of the Lya-
punov dimension (i.e. numerical approximation of the
limit value of the finite-time Lyapunov dimension).
Consider system (4) with parameters r = 6.485, a =
−0.5, b = 0.85 for which equilibrium S0 is a saddle
point and equilibria S± are stable focus-nodes. We
integrate numerically11 the trajectory with initial data
u0 = (0.5, 0.5, 0.5) in the vicinity of the S0. We discard
the part of the trajectory, corresponding to the initial
transition process (for [0, ttp = 25000]), and get the point
uinit = ( −2.089862710574761, −2.500837780529156,
2.776106323157132). Further, we numerically approxi-
mate the finite-time Lyapunov exponents and dimension
for the time interval [0, T ] by Benettin’s algorithm (see
approximation (23) and MATLAB code in [118]).
The trajectory computed on the time interval [0, T1 ≈
15295] traces a chaotic set in the phase space, which
looks like an “attractor” (see Fig. 8a). Further integra-
tion with t > T1 leads to the collapse of the “attrac-
tor” (see Fig. 8b), i.e. the “attractor” turns out to be
a transient chaotic set. However on the time interval
t ∈ [0, T3 ≈ 431560] we have LCE1(t, uinit) > 0 (see
Fig. 10a) and, thus, one may conclude that the behavior
is chaotic, and for the time interval t ∈ [0, T2 ≈ 223447]
we have dKYL ({LCEi(t, uinit)}3i=1) > 2 (see Fig. 10b).
This effect is due to the fact that the finite-time Lya-
punov exponents and finite-time Lyapunov dimension are
averaged values over the considered time interval and,
therefore, may reflect a change in the qualitative behav-
ior of the trajectory with a delay. Since the lifetime
of transient chaotic process can be extremely long and
taking into account the limitations of reliable integra-
tion of chaotic ODEs, the long-time computation of the
finite-time Lyapunov exponents and the finite-time Lya-
punov dimension does not necessary lead to a more rele-
vant approximation of the Lyapunov exponents and the
Lyapunov dimension (see also effects in (24) for the ap-
proaches of Benettin et al. [107] and Wolf et al. [108]).
VIII. CONCLUSION
In this work the Rabinovich system, describing the
process of interaction between waves in plasma, is con-
sidered. We show that the methods of numerical con-
tinuation and perpetual point are helpful in localization
and understanding of hidden attractor in the Rabinovich
system. For the study of dimension of the hidden attrac-
tor the notion of the finite-time Lyapunov dimension is
developed. An approach to reliable numerical estimation
of the finite-time Lyapunov exponents (see relations (21)-
(22)) and finite-time Lyapunov dimension (see relations
(18)) is suggested. Various numerical estimates of the
finite-time Lyapunov dimension for the hidden attractor
in the case of multistability are given.
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