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We study the algebra R of G-invariant representative functions over the N -fold
Cartesian product of copies of a compact Lie group G modulo the action of conjuga-
tion by the diagonal subgroup. Using the representation theory of G on the Hilbert
space H = L2(GN )G, we construct a subset of G-invariant representative functions
which, by standard theorems, span H and thus generate R. The elements of this ba-
sis will be referred to as quasicharacters. For N = 1, they coincide with the ordinary
irreducible group characters of G. The form of the quasicharacters depends on the
choice of a certain unitary G-representation isomorphism, or reduction scheme, for
every isomorphism class of irreps of G. We determine the multiplication law of R in
terms of the quasicharacters with structure constants. Next, we use the one-to-one
correspondence between complete bracketing schemes for the reduction of multiple
tensor products of G-representations and rooted binary trees. This provides a link
to the recoupling theory for G-representations. Using these tools, we prove that
the structure constants of the algebra R are given by a certain type of recoupling
coefficients of G-representations. For these recouplings we derive a reduction law in
terms of a product over primitive elements of 9j symbol type. The latter may be
further expressed in terms of sums over products of Clebsch-Gordan coefficients of
G. For G = SU(2), everything boils down to combinatorics of angular momentum
theory. In the final part, we show that the above calculus enables us to calculate the
matrix elements of bi-invariant operators occuring in quantum lattice gauge theory.
In particular, both the quantum Hamiltonian and the orbit type relations may be
dealt with in this way, thus, reducing both the construction of the costratification
and the study of the spectral problem to numerical problems in linear algebra. We
spell out the spectral problem for G = SU(2) and we present sample calculations
of matrix elements of orbit type relations for the gauge groups SU(2) and SU(3).
The methods developed in this paper may be useful in the study of virtually any
quantum model with polynomial constraints related to some symmetry.
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This paper builds on previous work [8, 9], where we have developed tools for the imple-
mentation and the study of the classical gauge orbit stratification in lattice quantum
gauge theory with gauge group G = SU(2). Our work is part of a program which aims
at constructing a non-perturbative quantum theory of gauge fields in the Hamiltonian
framework, with special emphasis on the role of non-generic gauge orbit types. The
starting point is a classical finite-dimensional Hamiltonian system with symmetries, ob-
tained by lattice approximation of the gauge model under consideration. The quantum
theory is obtained via canonical quantization. It is best described in the language of C∗-
algebras with a field algebra which (for a pure gauge theory) may be identified with the
algebra of compact operators on the Hilbert space of square-integrable functions over the
product GN of a number of copies of the gauge group manifold G. Correspondingly, the
observable algebra is obtained via gauge symmetry reduction. We refer to [17,22,23,32]
for details. For the construction of the thermodynamical limit, see [10,11]. In the present
paper, we extend our tools to the case of an arbitrary compact Lie group G.
Let us recall that for a nonabelian gauge group the action of the group of local gauge
transformations has more than one orbit type. Accordingly, the reduced phase space
obtained by symplectic reduction is a stratified symplectic space [28, 32, 34]. The strat-
ification is given by the orbit type strata. It consists of an open and dense principal
stratum, and several secondary strata. Each of these strata is invariant under the dy-
namics with respect to any invariant Hamiltonian. For case studies we refer to [4, 5, 7].
To study the influence of the classical gauge orbit type stratification on quantum level,
we combine the concept of costratification of the quantum Hilbert space as developed by
Huebschmann [15] with a localization concept taken from the theory of coherent states.
Loosely speaking, a costratification is given by a family of closed subspaces Hτ , one for
each stratum. The closed subspace associated with a certain classical stratum consists
of the wave functions which are optimally localized at that stratum, in the sense that
they are orthogonal to all states vanishing at that stratum. The vanishing condition
can be given sense in the framework of holomorphic quantization, where wave functions
are true functions and not just classes of functions. In [16] we have constructed this
costratification for a toy model with gauge group SU(2) on a single lattice plaquette.
As physical effects, we have found a nontrivial overlap between distant strata and, for
a certain range of the coupling, a very large overlap between the ground state of the
lattice Hamiltonian and one of the two secondary strata.
Every classical gauge orbit stratum may be characterized by a set of polynomial rela-
tions. Within the above mentioned holomorphic picture, the latter may be implemented
on quantum level as follows. In this picture, each element τ of the stratification corre-
sponds to the zero locus of a finite subset {r1, . . . , r`} of the algebra R of G-invariant
representative functions on GNC , where GC denotes the complexification of G. For the
construction of the subspaces Hτ , we have to study the matrix elements of the quantum
counterparts of the invariants ri. The latter are presented as multiplication operators r̂i
on the physical Hilbert space H = L2(GN )G. For that study, one needs deeper insight
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into the structure of the algebra R. To accomplish that we proceed as follows. Using the
representation theory of G on the Hilbert space H, we construct a subset of G-invariant
representative functions which, by standard theorems, span H and thus generate R. The
elements of this basis will be referred to as quasicharacters. For N = 1, they coincide
with the ordinary irreducible group characters of G. The form of the quasicharacters
depends on the choice of a certain unitary G-representation isomorphism, or reduction
scheme, for every λ ∈ ĜN , where Ĝ denotes the set of isomorphism classes of irreps of G.
We determine the multiplication law of R in terms of the quasicharacters. Next, we use
the one-to-one correspondence between complete bracketing schemes for the reduction
of multiple tensor products of G-representations and rooted binary trees. This provides
a link to the recoupling theory for G-representations. In particular, via this link, the
choice of the reduction scheme acquires an interpretation in terms of binary trees. Using
these tools, we prove that the structure constants of the algebra R are given by a certain
type of recoupling coefficients of G-representations. For these recouplings we derive a
reduction law in terms of a product over primitive elements of 9j symbol type. The latter
may be further expressed in terms of sums over products of Clebsch-Gordan coefficients
of G. For G = SU(2), everything boils down to combinatorics of angular momentum
theory.
Finally, in Section 4.2, we show that the above calculus implies a calculus for bi-
invariant operators ocurring in quantum lattice gauge theory. These bi-invariant opera-
tors come in three classes:
1. The elements of the algebra R of G-invariant representative functions acting as
multiplication operators on H.
2. The bi-invariant linear differential operators on H.
3. Any linear combination of operators of the above type.
We show that our calculus enables us to calculate the matrix elements of such operators
explicitly. In particular, both the quantum Hamiltonian and the orbit type relations may
be dealt with in this way, thus, reducing both the construction of the costratification
and the study of the spectral problem to numerical problems in linear algebra. We spell
out the spectral problem for G = SU(2) and we present sample calculations of matrix
elements for the gauge groups SU(2) and SU(3). This opens the door for the study of
models with these gauge groups. A systematic discussion of these issues will be presented
in separate papers.
Finally, we note that the methods developed in this paper may be useful in the study
of virtually all quantum models with polynomial constraints related to some symmetry.
For this reason we present the methods first, without reference to lattice gauge theory.
2 Quasicharacters
In this section, we recall the construction of an orthonormal basis in L2(GN )G and use
it to analyze the multiplication law in the commutative algebra of G-invariant represen-
3


























































































tative functions on GN , see [9].
Let R(GN ) denote the commutative algebra of representative functions on GN and
let R := R(GN )G be the subalgebra of G-invariant elements. Since GNC is the complex-
ification of the compact Lie group GN , the proposition and Theorem 3 in Section 8.7.2
of [30] imply that R(GN ) coincides with the coordinate ring of GNC , viewed as a complex
affine variety, and that R(GN ) coincides with the algebra of representative functions
on GNC . As a consequence, R coincides with the algebra of G-invariant representative
functions on GNC , where the relation is given by restriction and analytic continuation,
respectively.
Let Ĝ denote the set of isomorphism classes of finite-dimensional irreps of G. Given
a finite-dimensional unitary representation (H,D) of G, let C(G)D ⊂ R(G) denote the
subspace of representative functions1 of D and let χD ∈ C(G)D be the character of D,




. The same notation will be used for the Lie group GN .
Below, all representations are assumed to be continuous and unitary without further
notice. The elements of Ĝ will be labelled by the corresponding highest weights λ
relative to some chosen Cartan subalgebra and some chosen dominant Weyl chamber.
Assume that for every λ ∈ Ĝ a concrete unitary irrep (Hλ, Dλ) of highest weight λ
in the Hilbert space Hλ has been chosen. Given λ = (λ
1, . . . , λN ) ∈ ĜN , we define a
representation (Hλ, D



















isometrically with respect to the L2-norms. Using this, together with the Peter-Weyl
theorem for G, we obtain that
⊕
λ∈ĜN C(G
N )Dλ is dense in L
2(GN ,dNa), where da







Lemma 2.1. Every irreducible representation of GN is equivalent to a product rep-
resentation (Hλ, D
λ) with λ ∈ ĜN . If (Hλ, Dλ) and (Hλ′ , Dλ
′
) are isomorphic, then
λ = λ′.
Given λ ∈ ĜN , let Dλd denote the representation of G on Hλ defined by
D
λ
d (a) := D
λ(a, . . . , a) . (2.2)
1The subspace spanned by all matrix coefficients 〈ζ,D(·)v〉 with v ∈ H and ζ ∈ H∗.
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This representation will be referred to as the diagonal representation induced by Dλ. It





into uniquely determined subspaces Hλ,λ. Recall that these subspaces may be obtained






d (a) da (2.3)
on Hλ. These projectors commute with one another and with D
λ
d . If an isotypical sub-
space Hλ,λ is reducible, we can further decompose it in a non-unique way into irreducible
subspaces of isomorphism type λ. Let mλ(λ) denote the number of these irreducible sub-
spaces (the multiplicity of Dλ in D
λ
d ) and let Ĝλ denote the subset of Ĝ consisting of the








Let us assume that we have chosen such an isomorphism for every λ ∈ Ĝn and for every
n = 2, 3, . . . . Composing this isomorphism with the natural projections and injections
of the direct sum, we obtain projections and injections
pλ,λ,l : Hλ → Hλ , iλ,λ,l : Hλ → Hλ , λ ∈ Ĝλ , l = 1, · · · ,mλ(λ) . (2.5)
We have ∑
λ,l
iλ,λ,l ◦ pλ,λ,l = 1lHλ , p














which is a G-representation endomorphism of D
λ



























l will be referred to as quasicharacters.





l : λ ∈ ĜN , λ ∈ Ĝλ , l, l′ = 1, . . . ,mλ(λ)
}
constitutes an orthonormal basis in L2(GN )G.
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Proof. See Proposition 3.7 in [9].
By analytic continuation, the irreps Dλ of G induce irreps DλC of GC, the irreps D
λ












































l : λ ∈ ĜN , λ ∈ Ĝλ , l, l′ = 1, . . . ,mλ(λ)
}










Cλr , Cλr = (~π)dim(G)/2e~|λ
r+ρ|2 , (2.8)
where ρ denotes half the sum of the positive roots. The expansion coefficients of f ∈ H







∣∣fGN 〉 in L2(GN )G.
Proof. See Corollary 3.8 in [9].
It follows that the quasicharacters span the algebra R(GN ). Hence, to study the
multiplicative structure of this algebra, it suffices to find the multiplication law for qua-
















We assume that a unitary G-representation isomorphism (2.4) has been chosen for every

















































l , a reasonable strategy is to decompose the G
N -representation Dλ1 ⊗
Dλ2 into GN -irreps λ and then relate these GN -irreps to the basis functions using the
chosen G-representation isomorphisms (2.4). To implement this, we define two different




d into irreps. The first one is
adapted to the tensor product on the right hand side of (2.9). It is defined by the
projections
Hλ1 ⊗Hλ2
pλ1,λ1,l1⊗pλ2,λ2,l2 // Hλ1 ⊗Hλ2
p(λ1,λ2),λ,k // Hλ , (2.10)
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where λi ∈ ĜNλi , li = 1, . . . ,mλi(λi) and λ ∈ Ĝ
2
(λ1,λ2)
, k = 1, . . . ,m(λ1,λ2)(λ). The second















pλ,λ,l // Hλ , (2.11)




, ki = 1, . . . ,m(λi1,λi2)
(λi) and λ ∈ ĜNλ , l =
1, . . . ,mλ(λ). Composition of the injection corresponding to (2.11) with the projection

















with certain coefficients U
λ1,λ1,l1;λ2,λ2,l2;k
λ,λ,l;k . Here, we have denoted k = (k
1, . . . , kN ). Now,
the multiplication law may be expressed in terms of these coefficients.


















































Proof. See Proposition 3.10 in [9].
Remark 2.5. Note that the coefficients U in Theorem 2.4 depend on the unitary G-
representation isomorphisms (2.4). In the next section, we will see that they are given
by appropriate recoupling coefficients. ♦






, λ ∈ Ĝ ,






















































































































χλ1 · χλ2 =
∑
λ∈Ĝ
m(λ1,λ2)(λ) χλ . (2.13)
This generalizes to
χλ1 · · · · · χλr =
∑
λ∈Ĝ
m(λ1,...,λr)(λ) χλ , (2.14)
where m(λ1,...,λr)(λ) denotes the multiplicity of the irrep D
λ in Dλ1 ⊗ · · · ⊗Dλr . ♦
3 Recoupling calculus





i , we have
to fix the unitary G-representation isomorphisms (2.4) entering their definition. As a
consequence, we obtain concrete formulae for the unitary operators in the multiplication
law of the algebra R, expressed in terms of G-recoupling coefficients. This relates the
algebra structure to the combinatorics of recoupling theory for G-respresentations, see
[2, 3, 18,19,25,35].
3.1 Reduction schemes, binary trees, and recoupling coefficients
Given an element λ ∈ Ĝ, recall that (Hλ, Dλ) denotes the standard irrep of highest
weight λ. Let ŵ(λ) denote the weight system of this representation and let w(λ) denote
the set of pairs µ = (µ̂, µ̌), where µ̂ ∈ ŵ(λ) and µ̌ is a multiplicity counter for µ̂. We refer
to the pairs µ as weight labels. All results carry over to arbitrary orthonormal bases by
interpreting µ as a label without an inner structure and by ignoring statements about
weights. The representation space Hλ is spanned by an orthonormal weight vector basis
{|λµ〉 : µ ∈ w(λ)}, where |λµ〉 denotes the normalized common eigenvector of the image
under Dλ of the Cartan subalgebra chosen in the Lie algebra g of G corresponding to the
eigenvalue functional iµ̂ and the multiplicity counter µ̌. Here, i denotes the imaginary
unit. The matrix elements of Dλ(a), a ∈ G, in that basis are
Dλµµ′(a) = 〈λµ|Dλ(a)|λµ′〉 , µ, µ′ ∈ w(λ) .





(a2)⊗ · · · ⊗Dλ
N
(aN )
with respect to the tensor product weight basis
|λµ〉 = |λ1µ1〉 ⊗ · · · ⊗ |λNµN 〉 , µn ∈ w(λn) , n = 1, . . . , N ,
are given by



































































































d for the induced diagonal representation of G and µ ∈ w(λ) for the condition
that µn ∈ w(λn) for all n = 1, . . . , N . Moreover, we put Σ(µ̂) :=
∑N
n=1 µ̂
n (sum of linear
functionals).
Recall that for highest weights λ1, λ2 ∈ Ĝ, it may happen that in the decomposition





the multiplicity m(λ1,λ2)(λ) > 1. We assume that in each such case, a concrete orthog-
onal decomposition of each isotypical subspace H(λ1,λ2),λ into m(λ1,λ2)(λ) irreducible







for each isotypical subspace. Let us introduce the bracket sets
〈λ1, λ2〉 := {λ ∈ Ĝ : m(λ1,λ2)(λ) 6= 0} ,
〈〈λ1, λ2〉〉 := {(λ, k) ∈ Ĝ× N : λ ∈ 〈λ1, λ2〉 , k = 1, . . . ,m(λ1,λ2)(λ)} .
The integer k plays the role of a multiplicity counter. For the first bracket set, there is an
iterated version like 〈λ1, 〈λ2, λ3〉〉 defined by taking the union of 〈λ1, λ〉 over λ ∈ 〈λ2, λ3〉.
Note that this bracketing is associative,
〈λ1, 〈λ2, λ3〉〉 = 〈〈λ1, λ2〉, λ3〉 ,
and so for any given set λ of highest weights we may write 〈λ〉. The elements λ of this
set label the (uniquely determined) isotypical subspaces Hλ,λ of (Hλ, D
λ
d ). Concrete
irreducible subspaces for the diagonal G-representation (Hλ, D
λ
d ) can be obtained by
choosing a reduction scheme for N -fold tensor products of G-irreps, which breaks the
reduction into iterated reductions of twofold tensor products. Such reduction schemes are
enumerated combinatorially by specifying complete bracketing schemes, or equivalently,
by rooted binary trees [2, 3, 18,19,25].
Remark 3.1. A rooted tree is an undirected connected graph which does not contain
cycles and which has a distinguished vertex, called the root. The parent of a vertex x
is the vertex connected to x on the unique path to the root. Any vertex on that path
is called an ascendant of x. A child of a vertex x is a vertex of which x is the parent.
A descendant of x is a vertex of which x is an ascendant. We write x < y if x is an
ascendant of y (or equivalently y is a descendant of x). The number of edges attached
to a vertex is called the valence of that vertex. A vertex of valence 1 is called a leaf.
All other vertices are called nodes. A rooted binary tree is a rooted tree whose root has
9































































































Figure 1: A reduction scheme for a tensor product of N = 5 irreps.
valence 2 and whose other nodes have valence 3. For convenience, we will view the root
as a node of valence 3, with an additional pendant root edge. The nodes different from
the root are called internal.
A labelling of a rooted binary tree T is an assignment α : x 7→ αx of a label to every
vertex of T . The pair (T, α) is called a labelled, rooted binary tree.
It is convenient to view a rooted binary tree as being embedded in the plane. Then,
the child vertices of every node can be ordered from left to right. Conversely, an ordering
of the child vertices of every node defines a unique planar embedding. Given such an
ordering, or equivalently an embedding in the plane, one speaks of an ordered tree. In
particular, in such a tree, the leaves are ordered and thus their labels are given by a
sequence. ♦
Example 3.2. Consider the specific case of the reduction of a tensor product of N = 5
irreps according to the bracketing
((Hλ1 ⊗Hλ2)⊗ (Hλ3 ⊗ (Hλ4 ⊗Hλ5))) ,
as shown in Figure 1. The rooted binary tree corresponding to this reduction scheme
is as follows. There are 5 leaves representing the tensor factors, 3 internal nodes,
representing intermediate stages of the reduction procedure, and the root represent-
ing the final irreducible subspaces. The leaves are labelled by the highest weights
λ1, · · · , λ5 of the respective irreducible representations. The 3 internal nodes are la-
belled by (λ12, k12), (λ45, k45), (λ345, k345) enumerating the admissible weight values
occurring in the pairwise tensor products indicated by their child nodes and the root is
labelled by (λ12345, k12345) ≡ (λ, k). We have (λ12, k12) ∈ 〈〈λ1, λ2〉〉, (λ45, k45) ∈ 〈〈λ4, λ5〉〉,
(λ345, k345) ∈ 〈〈λ3, λ45〉〉, and (λ, k) ∈ 〈〈λ12, λ345〉〉. ♦
Example 3.3 (Standard coupling). Given N highest weights λ1, . . . , λN , we may start
with decomposing Hλ1 ⊗Hλ2 into the unique irreducible subspaces (Hλ1 ⊗Hλ2)(λ12,k12)
with (λ12, k12) ∈ 〈〈λ1, λ2〉〉. Then, we decompose the invariant subspaces
(Hλ1 ⊗Hλ2)(λ12,k12) ⊗Hλ3 ⊂ Hλ1 ⊗Hλ2 ⊗Hλ3
10































































































Figure 2: The standard coupling tree.
into the unique irreducible subspaces
((Hλ1 ⊗Hλ2)(λ12,k12) ⊗Hλ3)(λ123,k123) , (λ123, k123) ∈ 〈〈λ12, λ3〉〉 .
Iterating this, we end up with a decomposition of Hλ into unique irreducible subspaces
(· · · ((Hλ1 ⊗Hλ2)(λ12,k12) ⊗Hλ3)(λ123,k123) · · · ⊗HλN )(λ1...N ,k1...N ) ,
where (λ1...n, k1...n) ∈ 〈〈λ1...n−1, λn〉〉 for n = 3, 4, . . . , N . We may number the nodes
of T by assigning the number n to the parent of leaf n, where n = 2, . . . , N . Then,
x2, . . . , xN−1 are the internal nodes and xN is the root. Accordingly, we may write
(λxn , kxn) = (λ1...n, k1...n) for n = 2, . . . , N − 1 and (λ, k) = (λ1...N , k1...N ). The corre-
sponding bracketing is (· · · ((, ), ) · · · , ) and the corresponding coupling tree is the cater-
pillar tree shown in Figure 2, also referred to as the standard coupling tree. ♦
In general, for an N -fold tensor product of G-irreps, the reduction schemes (bracket-
ings) correspond 1-1 to rooted binary trees with N leaves, referred to as coupling trees.
Such a tree has N − 2 internal nodes. The leaves of a coupling tree correspond to the
irreps entering the tensor product and the root corresponds to an irreducible subspace
of the tensor product. The root will usually be denoted by r.
A given labelling α of a coupling tree T assigns to every leaf y of T a highest weight
αy = λy ∈ Ĝ and to every node x of T a pair αx = (λx, kx) ∈ Ĝ × N. We say
that α is admissible if αx ∈ 〈〈λx′ , λx′′〉〉 for every node x of T , where x′ and x′′ denote
the child vertices of x. In what follows, we will assume all labellings to be admissible
without explicitly stating that. By forgetting about the multiplicity counters, α induces
a labelling of T by highest weights, referred to as the highest weight labelling underlying
α. By forgetting about the highest weights, α induces a labelling of T by multipicity
counters, referred to as the multiplicity counter labelling underlying α. Given a coupling
tree T with leaf labelling λ, let LT (λ) denote the set of admissible labellings of T having
λ as their leaf labelling. Given, in addition, a highest weight λ ∈ 〈λ〉, let LT (λ, λ) denote
the set of labellings of T having λ as their leaf labelling and λ as the highest weight
label of the root. These subsets establish a disjoint decomposition of the totality of all
(admissible) labellings of T . We will say that two given labellings of T are combinable
11


























































































if they belong to the same such subset, that is, if they share the same leaf labelling and
the same highest weight of the root. To be combinable is an equivalence relation.
Remark 3.4. Each internal node x is the root of a unique subtree made up by x and all
its descendants. This subtree represents a reduction scheme for a tensor product of l
G-irreps, where l is the number of leaves in the subtree. In case the leaves are numbered
by 1, . . . , N , the subtrees associated with the nodes are in one-to-one correspondence
with the subsets S ⊆ {1, · · · , N} made up by their leaves, and one may use these
subsets to name the nodes, as in Examples 3.2 and 3.3. Thus, the leaf labelling reads
λ = (λ1, . . . , λN ) and the node labels read αS = (λS , kS). The subset S = {1, . . . , N}
corresponds to the root, so that α{1,...,N} = (λ{1,...,N}, k{1,...,N}) = (λ, k). Admissibility
ensures that
λS ∈ 〈λn : n ∈ S〉 .
The subsets S form a hierarchy, that is, for any two members S and S′, either S∩S′ = ∅ ,
S ∩ S′ = S , or S ∩ S′ = S′. ♦







into uniquely determined isotypical subspaces Hλ,λ labelled by an admissible highest
weight label λ ∈ 〈λ〉 of the root. According to the coupling tree T chosen, the isotypical
subspacesHλ,λ can be further decomposed in a non-unique way into irreducible subspaces







as G-representations, and it is the labels αx of the internal nodes x and the multiplicity
counter k of the root that are in 1-1 correspondence with the irreducible subspaces
obtained by means of the reduction scheme related to T . Accordingly, the multiplicity
of the irrep (Hλ, D
λ) of highest weight λ in the diagonal representation on Hλ is
mλ(λ) =
∣∣LT (λ, λ)∣∣ ,







That is, the latter is obtained by identifying each irreducible subspace HTα with a copy
of Hλ. By Schur’s Lemma, each of these identifications is unique up to a phase. In what
follows, we assume that a phase has been chosen. To summarize, the invisible choices
made in the definition of the isomorphism (2.4) via T amount to these phases and to the
choice of a unitary G-representation isomorphism (3.2) for every pair (λ1, λ2) ∈ Ĝ × Ĝ
(affecting the definition of the subspaces HTα ). Note that we may absorb the direct sum
































































































We use the α as labels for the copies of Hλ in the direct sum on the right hand side.
This has the following consequences.
Firstly, the projections and injections (2.5) obtained by composing this isomorphism
with the natural projections and injections of the direct sum read
Hλ
pαT−→ Hλ , Hλ
iTα−→ Hλ .
By construction, each pαT is obtained by composing the elementary projections associated
with twofold tensor products according to T . Thus, pαT is uniquely determined by the
choice of a reduction tree T , a labelling α, and the choice of an isomorphism (3.2) for
every combination of λ1, λ2 ∈ Ĝ and every λ ∈ 〈λ1, λ2〉. An analogous statement holds
true for iTα .
Secondly, the quasicharacters read χ(T )α
′
α and the representation homomorphisms
entering their definition read A(T )αα′ , for any combinable α, α
′. Using the injections iTα
and the normalized weight bases {|λµ〉 : µ ∈ w(λ)} chosen in Hλ for every λ ∈ Ĝ, we can
define elements of Hλ by




, α ∈ LT (λ, λ) , λ ∈ 〈λ〉λ ∈ 〈λ〉 , µ ∈ w(λ) . (3.5)
These elements form an orthonormal basis in Hλ,
〈T ;α, µ|T ;α′, µ′〉 = δαα′ δµµ′ ,
and they are common eigenvectors of the Cartan subalgebra with eigenvalue functional
iµ̂. For fixed α, the elements |T ;α, µ〉, µ ∈ w(λ), form an orthonormal weight basis in
the irreducible subspace HTα . Using (2.6) and the relation p
α
T ◦ iTα′ = δαα′ idHλ holding
for α, α′ ∈ LT (λ, λ), we compute
A(T )α
′
























〈T ;α′, µ|Dλ(a)|T ;α, µ〉 , α, α′ ∈ LT (λ, λ) . (3.7)
It will turn out that the key to unravelling the algebraic structure of the invariants
in terms of the quasicharacters is the dependence on the coupling tree and the transfor-
mation law between different such trees. For i = 1, 2, let Ti be a coupling tree, λi a leaf
labelling of Ti, λi ∈ 〈λi〉 and αi ∈ LTi(λi, λi). If λ2 is obtained from λ1 by a permutation
σ of the entries, there exists a unitary transformation Π : Hλ1 → Hλ2 permuting the
tensor factors according to σ, that is,
Π|λ1 µ〉 = |λ2 σ(µ)〉 , µ ∈ w(λ1) .
13


























































































Then, by orthogonality of isotypical subspaces, the overlap of the basis vectors |T1;α1, µ1〉
and |T2;α2, µ2〉 vanishes unless λ1 = λ2. In that case, pα2T2 ◦Π◦i
T1
α1 is a unitary representa-
tion automorphism of the unitary irrep (Hλ1 , D
λ1) and hence it is given by multiplication

















as a recoupling coefficient. In case G = SU(2), the recou-
pling coefficients coincide with the angular momentum recoupling coefficients (Racah
coefficients) [3].






= 〈T2;α2, µ|Π|T1;α1, µ〉 , (3.9)















Consider a further coupling tree T3 with labelling α3 whose leaf labelling λ3 is obtained
from λ2 by some further permutation. Denote the respective induced unitary transfor-
mation permuting the tensor factors by Π12 : Hλ1 → Hλ2 and Π23 : Hλ2 → Hλ3 . Then,
Π23 ◦Π12 permutes the tensor factors according to the composite permutation. Assume
further that α1 and α3 assign the same weight label λ to the root. Then, by inserting
an appropriate unit into (3.9), with index 2 replaced by 3 and Π replaced by Π23 ◦Π12,





















Proposition 3.6 (Change of Coupling Tree). Let T1 and T2 be coupling trees with the
same number of leaves, let λ be a leaf labelling for both of them and let λ ∈ 〈λ〉. Then,
for labellings α1, α
′
1 ∈ LT1(λ, λ) and α2, α′2 ∈ LT2(λ, λ), the transformation rule between

























|T2;α2, µ2〉〈T2;α2, µ2| ,











· 〈T2;α′2, µ′2|Dλ(a)|T2;α2, µ2〉〈T2;α2, µ2|T1;α1, µ〉 .
Application of (3.8) now yields the assertion.
14












































































































Figure 3: Join T1 ·T2 of two standard trees Ti with leaves y1i , . . . , y
Ni
i and root ri,
i = 1, 2 (left) and leaf duplication T∨ of a standard tree T with leaves y1, . . . , yN and
root r (right).
3.2 The multiplication law for quasicharacters
In this section, we study the multiplicative structure of the algebraR, that is, we analyze
the general multiplication law given by Theorem 2.4 in terms of the recoupling calculus
developed above. To start with, we define two operations on trees.
Definition 3.7 (Operations on coupling trees). Let T1, T2 and T be coupling trees
with, respectively, N1, N2 and N leaves.
Tree join: The join T1·T2 is the coupling tree with N1 +N2 leaves formed by glueing
the pendant root edges of T1 and T2 to make a new root and add to this new root a
pendant edge.
Leaf duplication: The tree T∨ is the coupling tree with 2N leaves formed by re-
placing each leaf of T by the root of a copy of the rooted binary tree with two leaves (a
cherry), thereby identifying the leaf edge with the pendant root edge of that copy.
See Figure 3 for specific examples of tree join and leaf duplication.
For i = 1, 2, let ri denote the root of Ti and assume that admissible labellings αi of
Ti with underlying highest weight labelling x 7→ λxi are given.
In case of the operation of join, one can obtain an admissible labelling of T1 ·T2
by retaining the labellings α1 for T1 and α2 for T2, and by assigning to the new root
some value (λ, k) ∈ 〈〈λr11 , λ
r2
2 〉〉. The labelling of T1 ·T2 so arising will be denoted by
[α1 · α2, (λ, k)]. In addition, given leaf labellings λi of Ti, let λ1 ·λ2 denote the leaf
labelling of T1·T2 obtained by retaining the leaf labellings λ1 for T1 and λ2 for T2. Thus,
if λi is the leaf labelling belonging to αi, then λ1 ·λ2 is the leaf labelling belonging to
[α1 · α2, (λ, k)]. Having drawn T1 and T2 in a plane, with T1 to the left and T2 to the
right, then the leaf labelling λ1 ·λ2 is given by


































































































and the corresponding tensor product by Hλ11 ⊗ · · · ⊗ HλN11 ⊗ Hλ12 ⊗ · · · ⊗ HλN22 . If
N1 = N2 = N , there corresponds a representation of G
N ,




2(a1)⊗ · · · ⊗Dλ
N
2 (aN )
In case of the operation of leaf duplication, the situation is different. Here, given la-
bellings α1 of T1 and α2 of T2, their only parts which can be assigned are their leaf
labellings λ1 and λ2, respectively. They define a leaf labelling λ1∗λ2 of T∨ by assigning
λyi to the i-th child vertex of the cherry replacing leaf y of T . As the nodes of T
∨ corre-
spond 1-1 to the vertices of T , every node labelling of T∨ splits into a labelling of T and
an assignment k of a multiplicity counter ky to every leaf y of T . Conversely, assume
that we are given a further labelling α3 of T with leaf labelling λ3 and an assignment k3






2〉〉 for all leaves y of T , then
the node labelling of T∨ arising from α3 and k3 is compatible with the leaf labelling
λ1∗λ2, and so the two combine to an admissible labelling of T∨. This labelling will be
denoted by [α1 ∗ α2, α3, k3]. Finally, having drawn T∨ in a plane, with the first child
vertex of every cherry to the left and the second one to the right, the corresponding
sequence of leaf labels is given by
λ1∗λ2 = (λ11, λ12, · · · , λN1 , λN2 ) (3.13)
and the corresponding tensor product by Hλ11⊗Hλ12⊗· · ·⊗HλN1 ⊗HλN2 . There corresponds









2 (aN ) .
Remark 3.8. Leaf duplication is a special case of (rooted) tree composition, T1 ∗T2,
defined as the tree with N1N2 leaves formed by replacing each leaf of T1 by the root of
a copy of T2, thereby identifying the leaf edge with the pendant root edge of that copy.
Thus, T∨ = T ∗∨. Given N2 leaf labellings λ(1), . . . , λ(N2) of T1, one defines the leaf
labelling of T1∗T2 by
λ(1) ∗ · · · ∗ λ(N2) :=
(
λ1(1), . . . , λ
1
(N2)





It is immediate that tree join and tree composition are subject to the ’distributive law’
(T1 ·T2)∗T3 = (T1∗T3)·(T2∗T3) . ♦
In the sequel we adapt the notations λ1 ·λ2 and λ1 ∗λ2 given by (3.12) and (3.13) to








of the leaves of T1·T2 and T∨,
respectively. There correspond tensor product states |λ1·λ2 µ1·µ2〉 and |λ1∗λ2 µ1∗µ2〉,
respectively. In the case where T1, T2 and T have the same number N of leaves, there
exists a permutation operator Π such that
|λ1·λ2 µ1·µ2〉 = Π|λ1∗λ2 µ1∗µ2〉 , Π−1Dλ1·λ2(a)Π = Dλ1∗λ2(a) . (3.14)
16


























































































With these preliminaries, we are able to express the multiplication law for quasichar-
acters in terms of the recoupling coefficients. For that purpose, let labellings α1, α2,
α3 of T , an assignment k of a positive integer to every leaf of T and a positive inte-
ger k be given. Let x 7→ λxi be the highest weight labelling underlying αi. We write




2〉〉 for all leaves y of T and (λr3, k) ∈ 〈〈λr1, λr2〉〉,




























It turns out that for our choice of the isomorphism (2.4), the coefficients U in Formula
(2.12) are given by the recoupling coefficients R(T ):
Lemma 3.9. For i = 1, 2, 3, let λi be a leaf labelling of T , let λi ∈ 〈λi〉 and let αi ∈
LT (λi, λi). Let k be an assignment of a positive integer to every leaf of T , let k be a
positive integer and assume that (α3, k, k) ∈ 〈〈α1, α2〉〉. Then,




where li is the positive integer corresponding to αi relative to some chosen enumeration
of the elements of LT (λi, λi), i = 1, 2, 3.
Proof. For any µ ∈ w(λ3), we have
R(T )α1α2,kα3,k = R(T ·T |T∨)[α1·α2,(λ3,k)][α1∗α2,α3,k]
=
〈
T ·T ; [α1 · α2, (λ3, k)], µ









where Π denotes the unitary transformation given by (3.14). We observe that














Hence, the assertion follows from (2.12).
17


























































































Using this lemma, we immediately obtain the following corollary to Theorem 2.4.
Corollary 3.10 (Multiplication law for quasicharacters). For a given coupling tree






















where the sum is over all combinable labellings α, α′ of T , all assignments k of a positive
integer to every leaf of T and all positive integers k such that (α, k, k) ∈ 〈〈α1, α2〉〉.
For a direct proof of this corollary using the Clebsch-Gordan calculus see the ap-
pendix.
Remark 3.11.
1. As a result, the structure constants of the algebra R with respect to the basis










with free summation indices α3
and α′3.









































This generalizes in an obvious way to n-fold products. ♦
Remark 3.12. The above formula generalizes directly to the pointwise multiplication
χ̂(T1)·χ̂(T2) of modified quasicharacters for two different coupling trees T1 and T2 having
the same number of leaves. The result is expressible in terms of the χ̂(T3)-basis provided
by an arbitrary third tree T3 with the same number of leaves, with T ·T replaced by






















where the sum is over all combinable labellings α3, α
′
3 of T3, all assignments k3 of a
positive integer to every leaf of T3 and all positive integers k3 such that (α3, k3) ∈
〈〈α1, α2〉〉 and (λ3, k) ∈ 〈〈λ1, λ2〉〉. In this case, the recoupling coefficients measure the
overlap of two 2N -leaf coupling trees, and so each of them entails 2N − 2 internal
labels; including the final coupling to λ3 and adding the 2N leaf labels λ1, λ2, they
are thus of (6N − 3)j-type, reflecting the count for structure constants arising from
expanding the pointwise product of two χ’s into a sum, 3(2N − 1) = 6N − 3. The
structure constants reflect the commutativity of the pointwise product because of their
18






























































































2). Associativity on the other
hand is not manifest, but is clearly a concomitant of the tensor-categorial origins of the
recoupling calculus itself; there appears moreover to be a functorial association between
the pointwise algebraic product, and the above combinatorial tree operations. In this
light, it might be expected that the compound structure constants derived above should
be replaced by single, but more elaborated, recouplings involving higher degree tree
operations such as 〈(T ·T )·T |T ∗((·, ·), ·)〉 , and their n-ary generalizations. ♦
3.3 Composite Clebsch-Gordan coefficients
In this subsection, we analyze the combinatorics of angular momentum theory phrased
in terms of Clebsch-Gordan coefficients for the case of a compact group G. Using this
calculus, we will be able to reduce the recoupling coefficients arising in our quasicharacter
manipulations to products of more basic coefficients (see §3.4below).
Let T be a coupling tree, λ a leaf labelling and λ ∈ 〈λ〉. For α ∈ LT (λ, λ), µ ∈ w(λ)
and µ ∈ w(λ), we define
C(T )αµ,µ := 〈λ µ|T ;α, µ〉 .
Then, for µ ∈ w(λ), we have
|T ;α, µ〉 =
∑
µ∈w(λ)
C(T )αµ,µ |λµ〉 . (3.15)
Since |λµ〉 and |T ;α, µ〉 are common eigenvectors of a commutative algebra of skew-
adjoint operators with eigenvalue functionals iΣ(µ̂) and iµ̂, respectively, we have C(T )αµ,µ =
0 unless Σ(µ̂) = µ̂. Hence, the sum restricts automatically to µ satisfying Σ(µ̂) = µ̂.
In case N = 2, the only coupling tree is the cherry ∨, with labelling assigning λ1 and








are the analogues of the ordinary Clebsch-Gordan coefficients in the case G = SU(2)
and hence will be referred to as the ordinary Clebsch-Gordan coefficients for G. These
cofficients can be chosen to be real [1]. Occasionally, we will make use of this. The
coefficients C(T )αµ,µ will turn out to be products of ordinary Clebsch-Gordan coefficients
for G. Therefore, they will be referred to as composite Clebsch-Gordan coefficients for
G. Quasicharacters and recoupling coefficients can be expressed in terms of composite
Clebsch-Gordan coefficients as follows.
Proposition 3.13.
















µ′1µ1(a1) · · ·D
λN
µ′NµN (aN ) .
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2. For i = 1, 2, let Ti be a coupling tree, λi a leaf labelling, λi ∈ 〈λi〉 and αi ∈

















for any µ ∈ w(λ1).
In both situations, the sum over µ (and µ′) restricts automatically to contributions
where Σ(µ̂) = µ̂.
Proof. Point 1 follows by plugging (3.15) into (3.7). Point 2 follows by plugging (3.15)
into the definition of R(T1|T2) and using that 〈λ2 µ2|Π|λ1 µ1〉 = δµ2,σ(µ1), where Π de-
notes the unitary transformation permuting the tensor factors according to σ.
Let us introduce the following terminology. Given a coupling tree T , a leaf labelling
λ and µ ∈ w(λ), for every vertex x of T , let µ̂x be the sum of µ̂y over all leaves y among
the descendants of x. We refer to the assignment x 7→ µ̂x as the weight labelling of T
generated by µ. Given, in addition, α ∈ LT (λ) with underlying highest weight labelling
x 7→ λx, we say that µ and α are compatible if µ̂x ∈ ŵ(λx) for all nodes x (for the leaves
this holds true by construction).
Lemma 3.14 (Product formula for composite Clebsch-Gordan coefficients). Let T be
a coupling tree, λ a leaf labelling of T , λ ∈ 〈λ〉, α ∈ LT (λ, λ), µ ∈ w(λ) and µ ∈ w(λ).
Let x 7→ λx be the highest weight labelling and x 7→ kx the multiplicity counter labelling
underlying α. Let x 7→ µ̂x be the weight labelling generated by µ. Then, C(T )αµ,µ = 0











(µ̂x′ ,µ̌x′ )(µ̂x′′ ,µ̌x′′ )(µ̂x,µ̌x)
)
, (3.16)
where x′, x′′ denote the child vertices of x and where the sum runs over all assignments
x 7→ µ̌x = 1, . . . ,mλx(µ̂x) of a weight multiplicity counter to every internal node x.
Proof. The proof is by induction on the number N of leaves. For N = 2, the assertion
holds by definition of the ordinary G-Clebsch-Gordan coefficients. Thus, assume that it
holds for N and that T has N +1 leaves. Let r be the root of T . For clarity, we write λr
for λ. The child nodes r′ and r′′ of r are the roots of subtrees S′ and S′′, respectively.
Accordingly, λ splits into leaf labellings λ′ of S′ and λ′′ of S′′, µ splits into µ′ ∈ w(λ′)
and µ′′ ∈ w(λ′′), and α splits into labellings α′ of S′, α′′ of S′′ and αr = (λr, kr) of the
root. For convenience, let us introduce the notation α̃ for the induced labelling of the
cherry ∨ made up by the nodes r, r′ and r′′. Thus, α̃ consists of the leaf labels λr′ , λr′′
and the root label αr.
20


























































































Since Hλ = Hλ′ ⊗ Hλ′′ under the bracketing associated with T , we may expand
|T ;α, µ〉 with respect to the orthonormal basis vectors |S′;β′, ν ′〉 ⊗ |S′′;β′′, ν ′′〉. To



































































′;α′, µ′〉 ⊗ |S′′;α′′, µ′′〉 . (3.17)


















∣∣S′;α′, µ′〉 = 0 unless µ̂′ = Σ(µ̂′) and 〈λ′′ µ′′∣∣S′′;α′′, µ′′〉 = 0 unless µ̂′′ =
Σ(µ̂′′). Moreover, Σ(µ̂′) = µ̂r
′
and Σ(µ̂′′) = µ̂r
′′
. It follows that C(T )αµ,µ vanishes unless
µ̂r


























Since S′ and S′′ have at most N leaves, the induction assumption holds for the two
composite Clebsch-Gordan coefficients on the right hand side. Since the nodes of S′ and
the nodes of S′′ make up the internal nodes of T , the assertion follows.
3.4 Reduction of recoupling coefficients
In this subsection, we are going to express the recoupling coefficients R(T ) appearing
in the multiplication law for quasicharacters in terms of the elementary recoupling co-
efficients R(∨) for a cherry ∨. The latter correspond to the recoupling between ∨ ·∨
21
















































































































Figure 4: The elementary recoupling coefficient R(∨)α1α2,kα3,k relates the coupling tree ∨·∨
with labelling [α1·α2, (λ3, k)] (left) with the coupling tree ∨∨ with labelling [α1∗α2, α3, k]
(right). Combinatorially both ∨·∨ and ∨∨ are identical with the balanced 4 leaf tree.
and ∨∨, see Figure 4. One may organize the parameters entering this coefficient into
a matrix symbol as follows. For i = 1, 2, 3, let αi be a labelling of ∨ assigning λ1i and
λ2i to the leaves and (λi, ki) to the root. Given an assignment k = (k
1, k2) of positive











 := R(∨)α1α2,kα3,k .
In case G = SU(2), where the multiplicity labels may be omitted, these matrix symbols
reduce to the ordinary Wigner 9j symbols, up to a dimension factor. Therefore, we
will refer to them as 9λ symbols. By construction, the entries #1, . . . ,#4 of any full
row satisfy (#3,#4) ∈ 〈〈#1,#2〉〉, because the αi are admissible labellings of ∨. We
refer to this statement as the full row property. We may extend the definition of the
9λ symbol to arbitrary weights in the upper left (3 × 3)-block and arbitrary positive
integers as the remaining entries by putting it to 0 whenever the full row property does
not hold. Moreover, by definition of the recoupling coefficient on the right hand side,
the 9λ symbol vanishes unless (α3, k, k) ∈ 〈〈α1, α2〉〉. Thus, it vanishes unless the entries
#1, . . . ,#4 of any full column satisfy (#3,#4) ∈ 〈〈#1,#2〉〉. We refer to this statement
as the full column property.
Remark 3.15. By point 2 of Proposition 3.13 and (3.16), one finds the following expres-
















































































































































































i ∈ ŵ(λi), i = 1, 2 and µ̂n3 := µ̂n1 + µ̂n2 ∈ ŵ(λn3 ), n = 1, 2, and we have denoted






3 ), n = 1, 2. Clearly, the sum over µ1, µ2 may be
further restricted to pairs satisfying µ̂1 + µ̂2 = µ̂3. On the other hand, by orthogonality,
in the summation, any relation between the weights may be omitted, so that the sum
runs over independent µ
i
∈ w(λi), i = 1, 2, 3, and µi ∈ w(λi), i = 1, 2. ♦
We need the following two special formulae for the recoupling coefficients of tree
joins.
Lemma 3.16. For i = 1, . . . , 4, let Ti be a coupling tree, λi a leaf labelling, λi ∈ 〈λi〉
and αi ∈ LT (λi, λi). For i = 1, 2, assume that Ti and Ti+2 have the same number of
leaves and that λi+2 can be obtained from λi by a permutation of entries.

















2. Given, in addition, λ′i ∈ 〈λi〉 and α′i ∈ LT (λi, λi), i = 1, . . . , 4, then for all
(λ12, k12) ∈ 〈〈λ1, λ2〉〉 , (λ34, k34) ∈ 〈〈λ3, λ4〉〉 ,
(λ13, k13) ∈ 〈〈λ′1, λ′3〉〉 , (λ24, k24) ∈ 〈〈λ′2, λ′4〉〉 ,
all λ ∈ 〈λ12, λ34〉 ∩ 〈λ13, λ24〉 and all
k = 1, . . . ,m(λ12,λ34)(λ) , k






= δα1,α′1 · · · δα4,α′4

λ1 λ2 λ12 k12
λ3 λ4 λ34 k34




Proof. 1. In the proof, we use the shorthand notations
Tij = Ti·Tj , Tijkl = (Ti·Tj)·(Tk·Tl) .
Let σ13 and σ24 be the permutations turning λ1 into λ3 and λ2 into λ4, respectively.
They define a permutation σ turning λ1 ·λ2 into λ3 ·λ4. By point 2 of Proposition 3.13,






















































































































and αi are compatible for i = 1, 2 iff µ1·µ2 and [α1·α2, (λ, k12)] are compatible.







Hence, for every nonzero contribution to the right hand side of (3.18), compatibility




































µ1 µ2 µ ,
where we have denoted µ̂i := Σ(µ̂i) and µi := (µ̂i, µ̌i). Since Σ(µ̂1) = Σ(σ13(µ̂1)) and
Σ(µ̂
2
) = |Σ(σ24(µ̂2)), an analogous argument yields that for every nonzero contribution


















Cλ3λ4λ,k34µ3 µ4 µ ,
where we have denoted µ3 := (µ̂1, µ̌3) and µ4 := (µ̂2, µ̌4). Grouping the factors and












































(Cλ1λ2λ,k12µ1 µ2 µ )∗Cλ3λ4λ,k34µ3 µ4 µ . (3.19)
Using |λ3, σ13(µ1)〉 = Π13|λ1, µ1〉, where Π13 is the unitary transformation permuting



















〈T1;α1, µ1|λ1, µ1〉〈λ1, µ1|Π13|T3;α3, µ1〉
= 〈T1;α1, µ1|Π13|T3;α3, µ3〉



















Cλ1λ2λ,k34µ1 µ2 µ = δk12k34 .
24


























































































2. We proceed by analogy. First, we use point 2 of Proposition 3.13 to rewrite the

































for some chosen µ ∈ w(λ). For i = 1, 2 . . . , 4, put µ̂i := Σ(µ̂i). Then, we define cherry








































































see Figure 5. Here, we have denoted µi := (µ̂i, µ̌i), µ
′
i := (µ̂i, µ̌
′





j), i, j = 1, . . . , 4. By grouping the factors and decomposing the sum, we



































































i〉 = δαi,α′i δµ̌i,µ̌′i ,



















































































































1 T2 , α
′
2 T3 , α
′
3 T4 , α
′
4




1 T3 , α
′
3 T2 , α
′
2 T4 , α
′
4
(λ13, k13) (λ24, k24)
(λ, k′)
Figure 5: The coupling trees (T1 ·T2)·(T3 ·T4) and (T1 ·T2)·(T3 ·T4) of point 2 of Lemma
3.16. The root labels αrii and α
′ri










where we have used by point 2 of Proposition 3.13.
Theorem 3.17. Let T be a coupling tree. For i = 1, 2, 3, let αi be a labelling of T with
underlying highest weight labelling x 7→ λxi and underlying multiplicity counter labelling







































where x′ and x′′ denote the child vertices of x and kx = k in case x is the root of T .
The sum is over all assignments of an integer kx = 1, . . . ,m(λx1 ,λx2 )(λ
x
3) to every internal
node x of T .
In each of the multiplicity counter assignments, the sum runs through complements
k and k to an assignment of a multiplicity counter to every vertex of T , and so in
the formula given, kx denotes the multiplicity counter assigned to vertex x irrespective
of whether x is a leaf (where kx is prescribed by k), an internal node (where kx is a
summation variable) or the root (where kx = k).
Proof. Let r denote the root of T . By definition of R(T )α1α2,kα3,k , we have to show that
the right hand side of the asserted formula vanishes unless
(α3, k, k) ∈ 〈〈α1, α2〉〉 (3.22)




[α1∗α2,α3,k] . The first statement
follows from the observation that, otherwise, we have either (λr3, k) /∈ 〈〈λr2, λr1〉〉 or there
26


























































































S′ , α′1 S
′′ , α′′1 S






S′ , α̃′1 S
′ , α̃′2 S






α̃r = (λr3, k̃
r)
Figure 6: The coupling trees T ·T with labelling [α1 · α2, (λr3, k)] (left) and T̃ with
labelling α̃ (right) used in the proof of Theorem 3.17.
is a leaf y of T such that (λy3, k
y) /∈ 〈〈λy1, λ
y
2〉〉. In the first case, the factor contributed by
r to any of the summands on the right hand side is a 9λ symbol with a column having




3, k. Therefore, this factor vanishes by the full column property. In
the second case, the factor contributed by the parent of y to any of the summands on
the right hand side vanishes by the full column property as well.
Thus, in what follows, we may assume that (3.22) holds. The main step in the proof




[α1∗α2,α3,k] into a product of analogous coefficients
with T replaced by subtrees as follows. The child nodes r′ and r′′ of r are the roots of
subtrees S′ and S′′, respectively. By restriction, for i = 1, 2, 3, αi induces labellings α
′
i
of S′ and α′′i of S
′′, and λi splits into leaf labellings λ
′
i of S
′ and λ′′i of S
′′. Accordingly,
k splits into k′ and k′′. We have
T = S′·S′′ , αi = [α′i · α′′i , αri ] , i = 1, 2, 3 .
Consequently,
T ·T = (S′·S′′)·(S′·S′′) , [α1 · α2, (λr3, k)] = [[α′1 · α′′1, αr1] · [α′2 · α′′2, αr2], (λr3, k)] , (3.23)
see Figure 6, and
T∨ = S′∨·S′′∨ , [α1 ∗ α2, α3, k] = [[α′1 ∗ α′2, α′3, k′] · [α′′1 ∗ α′′2, α′′3, k′′], αr3] . (3.24)
Consider the intermediate rooted binary tree
T̃ := (S′·S′)·(S′′·S′′) (3.25)












According to the decomposition (3.25), the labelling α̃ of T̃ induces labellings α̃′i of the
i-th copy of S′ and α̃′′i of the i-th copy of S
′′. Denoting the roots of S′·S′ and S′′·S′′ by
r̃′ and r̃′′, respectively, we can write
α̃ = [[α̃′1 · α̃′2, α̃r̃
′































































































where k̃r is the multiplicity counter assigned by α̃ to r. See Figure 6. In view of (3.27)
and (3.23), we can apply point 2 of Lemma 3.16 by identifying T1 with the first copy of
S′, T2 with the first copy of S
′′, T3 with the second copy of S
′, and T4 with the second
copy of S′′ (as shown in Figures 5 and 6) to get



















































). In view of (3.27) and
(3.24), we can apply point 1 of Lemma 3.16 to T1 = S
































3 . Substituting (3.28) and (3.29)

















































































Now, we can iterate this formula by replacing T by S′, S′′, thereby replacing successively
r by the root x of a subtree and k by κx, until we arrive at the situation where one of
the child nodes of x, x′ say, is a leaf of T . In that case, the subtree S′ with root x′ is
the trivial coupling tree consisting of x′ alone, so that both S′·S′ and S′∨ are cherries,





, so that [α′1 · α′2, (λx
′
3 , κ
x′)] and [α′1 ∗ α′2, α′3, k′] differ




. Thus, the recoupling coefficient is in fact a










then yields that in the 9λ symbols, κx
′
gets replaced by kx
′
, with the
remaining summation being over those κx where x is an internal node. This completes
the proof.
Example 3.18 (Structure constants for standard coupling). Consider the standard tree
(caterpillar tree) of N leaves and let labellings αi with leaf labellings λi, i = 1, 2, 3, be
given. As in Example 3.3, we number the nodes of T by assigning, for n = 2, . . . , N ,
28






























































































































S′ S′ S′′ S′′
T̃
Figure 7: The tree join T · T , the subtrees S′ and S′′, and the intermediate coupling
tree T̃ constructed in the proof of Theorem 3.17, for the standard coupling tree T . Here,
r is the root of T and r′, r′′ are its child nodes.
the number n to the parent of the n-th leaf, see Figure 2. Then, the nodes numbered
2, . . . , N − 1 are internal and node number N is the root. Accordingly, the labels of the




i ) and the multiplicity counters one has to sum over
are kxn = 1, . . . ,m(λxn1 ,λ
xn
2 )
(λxn3 ) for n = 2, . . . , N−1. In this notation, the formula given























































where kxN = k and where the summation range is given above. The subtree S′ used in
the proof of that theorem consists of the leaves 1, . . . , N − 1 and the nodes 2, . . . , N − 1
and has the shape of the standard tree on N − 1 leaves. The subtree S′′, on the other
hand, consists of the leaf N only. The join T ·T and the intermediate coupling tree T̃ ,
together with the subtrees S′ and S′, are shown in Figure 7. ♦
3.5 The special case G = SU(2)
In the case of G = SU(2), the highest weights λ of irreps correspond to spins j =
0, 12 , 1,
3
2 , . . . . The elements of the weight system of the highest weight corresponding
to spin j are nondegenerate, and correspond to spin projections m = −j,−j + 1, . . . , j.
Therefore, we write j for λ, j for λ, m for µ and m for µ, and we omit the weight
multiplicity counters. Thus, (Hj , D
j) is the standard SU(2)-irrep of spin j, spanned by
the orthonormal ladder basis {|jm〉 : m = −j,−j + 1, . . . , j} which is unique up to a
phase. Let us denote
dj := dim(Hj) = 2j + 1 , dj := dim(Hj) = 2(j1 + · · ·+ jN ) +N .
29


























































































In contrast to the general case, in the decomposition of the tensor product of two irreps
into irreps the multiplicities are equal to 1. Thus, we need only one type of bracket,
〈·, ·〉, given by
〈j1, j2〉 = {|j1 − j2|, |j1 − j2|+ 1, |j1 − j2|+ 2, . . . , j1 + j2} ,






Accordingly, the bracketing schemes and their description in terms of coupling trees
simplify: a labelling α of a coupling tree T assigns to every vertex x of T a spin jx. It is
admissible if for every node x one has jx ∈ 〈jx′ , jx′′〉, where x′ and x′′ denote the child






〈T ;α′,m|Dj(a)|T ;α,m〉 , α, α′ ∈ LT (j, j) . (3.30)
Computation of their norms (2.8) yields [16]∥∥∥χ̂(T )α′α (a)∥∥∥2 = (~β)3N/2 djdj e~β2(d2j1+···+d2jN ) , (3.31)
where β is a scaling factor for the invariant scalar product 〈 | 〉 on g defined by
〈X|Y 〉 = − 1
2β2
tr(XY ) .














= 〈T2;α2,m|Π|T1;α1,m〉 , (3.33)













The labelling of join and leaf duplication simplifies as follows. For i = 1, 2, 3, let j
i
be a
leaf labelling of T , let ji ∈ 〈ji〉 and let αi ∈ L
T (j
i
, ji). For T ·T , the label of the new root
reduces to j ∈ 〈j1, j2〉. Hence, labellings of T ·T read [α1 ·α2, j]. For T∨, node labellings




are given by labellings α3 of T satisfying the





































































































3 satisfy the triangle condition. The corresponding labellings of T
∨
read [α1 ∗ α2, α3]. If, in addition, also j1, j2 and j3 satisfy the triangle condition, we
will say that α1, α2 and α3 satisfy the triangle condition. Then, the definitions of the














[α1·α2,j3] | α1, α2, α3 satisfy the triangle condition,
0 | otherwise,
respectively. Since the recoupling coefficients can be chosen to be real, we have
R(T )α1α2α3 = R(T )
α3
α1α2 .


















R(T )α3α1α2 , (3.35)
where the sum is over all combinable labellings α3, α
′
3 of T such that α1, α2 and α3
satisfy the triangle condition.
Finally, we observe that the combinatorics based upon Clebsch-Gordan coefficients
boils down to the combinatorics of angular momentum theory. According to Lemma






vanishes unless |mx| ≤ jx for every node x, where mx denotes the sum of my over all










where x′, x′′ denote the child vertices of x. Here, Cj1 j2 j3m1m2m3 are the ordinary Clebsch-
Gordan coefficients of angular momentum theory. It follows that the composite Clebsch-
Gordan coefficients are real. The formula expressing the recoupling coefficients in terms






















and the sum is over all spin projections
m of j
1
summing to m for some fixed spin projection m of j.
31


























































































Finally, the decomposition of recoupling coefficients into a product of primitive 9λ
symbols given by Theorem 3.17 boils down to the decomposition of Racah-recoupling
coefficients in terms of 9j symbols of angular momentum theory. In more detail, the 9λ




 := {R(∨)α1α2α3 | ji ∈ 〈j1i , j2i 〉 for all i = 1, 2, 3 ,
0 | otherwise.




i to the leaves of ∨ and ji to its root. By definition of R(∨)α1α2α3 ,
these symbols vanish unless all rows satisfy the triangle condition. They are related to
















By Theorem 3.17, for every coupling tree T and all labellings α1, α2, α3, we have
R(T )α1α2α3 =
∏
x node of T









where x′ and x′′ denote the child vertices of x. For the standard coupling tree, this
decomposition formula was already found in [9].
4 Hamiltonian lattice quantum gauge theory
4.1 Background
Let us consider a (finite) lattice gauge theory with compact gauge group G in the Hamil-
tonian approach. For details, see [22–24]. Let Λ be a finite regular three-dimensional
spatial lattice and let Λ0, Λ1 and Λ2 denote, respectively, the sets of lattice sites, lattice
links and lattice plaquettes. For the links and plaquettes, let there be chosen an arbi-
trary orientation. Gauge potentials (the variables) are approximated by their parallel
transporters along links and gauge transformations (the symmetries) are approximated
by their values at the lattice sites. Thus, the classical configuration space is the space
GΛ
1
of mappings Λ1 → G, the classical symmetry group is the group GΛ0 of mappings
Λ0 → G with pointwise multiplication and the action of g ∈ GΛ0 on a ∈ GΛ1 is given by
(g ·a)(`) := g(x)a(`)g(y)−1 , (4.1)
where (x, y) = ` ∈ Λ1 with x and y the source and target of `, respectively. The classical
phase space is given by the associated Hamiltonian G-manifold and the reduced classical
phase space is obtained from that by symplectic reduction, as developed in [28, 33, 34].
32


























































































Dynamics is ruled by the classical counterpart of the Kogut-Susskind lattice Hamiltonian
[24].
In gauge theory, it is convenient to perform the symplectic reduction by two stages.
First, one perfoms regular symplectic reduction with respect to the free action of the
normal subgroup
{g ∈ GΛ0 : g(x0) = 1} (4.2)
of pointed gauge transformations. Here, 1 denotes the unit element of G. The quotient
symplectic manifold carries the action of the residual group of local gauge transforma-
tions which is naturally isomorphic to G. By choosing a maximal tree T in the graph
Λ1 one finds that the subset defined by the tree gauge,
{a ∈ GΛ1 : a(`) = 1 for all ` ∈ T } ⊂ GΛ1 ,
intersects every orbit of the subgroup (4.2) exactly once. Hence, the quotient manifold
may be identified with the direct product GN of N copies of G, where N is the number
of off-tree links. Then, the action of the residual gauge group turns into the action of G
on GN by diagonal conjugation,
g ·(a1, . . . , aN ) = (ga1g−1, . . . , gaNg−1) . (4.3)
To this action there corresponds a Hamiltonian G-action on the cotangent bundle T∗GN
and the second stage of the reduction procedure consists in zero level symplectic reduc-
tion of that Hamiltonian G-action. If G is nonabelian, this action has non-trivial orbit
types and thus requires singular symplectic reduction. The resulting reduced phase space
P then carries the structure of a stratified symplectic space, where the strata are given
by the connected components of the orbit type subsets of P. It is well known that these
strata are invariant under the dynamics generated by the classical counterpart of the
Kogut-Suskind Hamiltonian.
The quantum theory of the above model is constructed via canonical quantization.
We refer to [10, 22, 23] for the details, including the discussion of the field algebra and
the observable algebra of the quantum system. The (uniqe up to isomorphism) rep-
resentation spaces for the field and the observable algebra are L2(GN ) and L2(GN )G,
respectively. It turns out that the quantum model so obtained may be, equivalently,
derived by Kähler quantization and, in this context, the classical gauge orbit strati-
fication may be implemented at the quantum level. As regular reduction commutes
with quantization [23, Thm. 5.2], we may start with the partially reduced phase space
T∗GN . The latter is endowed with a natural Kähler structure as follows. Trivialization
by left-invariant vector fields and polar decomposition define a G-equivariant diffemor-
phism between the cotangent bundle T∗GN and the complexified Lie group GNC . On the
one hand, according to [13], this diffeomorphism allows for combining the symplectic
structure of T∗GN with the complex structure of GNC to a Kähler structure. Kähler
quantization with subsequent reduction leads to the Hilbert space
H = HL2(GNC )G
33


























































































of square-integrable G-invariant holomorphic functions on GNC . Via the Segal-Bargmann
transformation, this Hilbert space is unitarily isomorphic to L2(GN )G and thus may be
taken as the Hilbert space of the quantum lattice gauge theory under consideration.
To study the question whether the strata produce quantum effects, we follow the
idea to model the classical strata in quantum theory by appropriate subspaces of the
corresponding Hilbert space, forming a costratification in the sense of Huebschmann
[15,16]. This will be briefly explained in the next subsection.
4.2 Calculus for bi-invariant quantum operators
Consider the following classes of bi-invariant operators on H.
1. The elements of the algebra R of G-invariant representative functions acting as
multiplication operators on H.
2. The bi-invariant linear differential operators on H.
3. Any linear combination of operators of the above type.






associated with a chosen reduction tree T form an orthonormal basis in H, any element
r of R may be expressed in terms of them and, thus, the matrix elements of the corre-
sponding multiplication operator rC may be computed explicitly. In more detail, these




∥∥∥χ̂C(T )α′α ∥∥∥∥∥∥χ̂C(T )β′β ∥∥∥M(T )α
′β
αβ′ , (4.5)
where the coefficients M(T )αβ
′
α′β are defined by









Now, the matrix elements are computed by first expanding rC with respect to the basis
elements (4.4) and then applying the multiplication law for quasicharacters given in
Corollary 3.10.
Concerning the second class, recall the following well known facts. A differential
operator on GNC is called left (or right) invariant by G if it commutes with the action
of G by left (or right) translations. The algebra of left invariant linear differential
operators on GNC can be identified with the complexified universal enveloping algebra
U(g) of the Lie algebra g of G. Bi-invariant operators, that is, operators which are both
34


























































































left and right invariant then correspond to the elements of the centre Z(g) of U(g). The
centre is spanned by the so-called Casimir elements. By Schur’s Lemma, in any irrep
of g, the Casimir operators are proportional to the identity and, thus, the constants of
proportionality can be used to classify the irreps of G. On the other hand, the irreps
are spanned by the quasicharacters given by (4.4). Thus, these quasicharacters are
eigenfunctions of the Casimir operators and, thus, are eigenfunctions of the bi-invariant
differential operators. This implies that their matrix elements are given in terms of the
corresponding eigenvalues.
We may of course build linear combinations of bi-invariant operators of the first and
of the second type. The Hamiltonian of quantum lattice gauge theory is of that type,
see the next subsection for the case G = SU(2).2 One meets Hamiltonians in many other
branches of physics having also that structure, see e.g. some models of nuclear physics.
We conclude that the calculus developed in this paper reduces the study of the spectral
problem of a Hamiltonian of the above type to a problem in linear algebra, see the next
subsections for more details.
Next, let us explain how this calculus may be used for the implementation of the
classical stratification on quantum level: one can show that the G-equivariant diffeomor-
phism T∗GN ∼= GNC descends to a homeomorphism between P and the quotient GNC //GC
of GNC with respect to GC-orbit closure equivalence. Then, given a stratum S ⊂ P, let
r1, . . . , rn ∈ R be chosen in such a way that




C , viewed as
functions on GNC //GC, coincides with the image of S under the homeomorphism
GNC //GC
∼= P (zero locus condition),
2. the ideal generated by r1, . . . , rn in R is a radical ideal (radical ideal condition).
By Hilbert’s Basissatz, such finite sets of relations exist. The subspace of H associated
with S consists of those elements which are localized at S in the sense that they are
orthogonal to all elements which vanish on S. Since S is the zero locus of rC1 , . . . , rCn , one
has to evaluate the multiplication operator r̂Ci on H defined by rCi for each i = 1, . . . , n.
Now, this can be done by computing their matrix elements with respect to the basis
(4.4) as explained above.
In the remainder, we will present the quantum Hamiltonian for G = SU(2) and we
will show how to compute the matrix elements for two instances of relations ri, one for
G = SU(2) and one for G = SU(3).
2Clearly, a priori, we rather view the Hamiltonian as an operator on the Hilbert space L2(GN )G. But,
via the Segal-Bargmann transformation, we can transport it to H. Thereby, the Casimir is extended in
an obvious way to a differential operator on GNC and the multiplication operator becomes a multiplication
operator on H..
35



























































































4.3.1 The quantum Hamiltonian for G = SU(2)
The pure gauge part of the quantum Hamiltonian3 for the case G = SU(2) reads as
















(W (p) +W (p)∗) ,
where W (p) is the quantum counterpart (multiplication operator) of tr a(p), called the
Wilson loop operator. For details, see [23], [11], [24]. Recall that the representative
functions of spin j on SU(2) are eigenfunctions of the Casimir operator of SU(2) corre-
sponding to the eigenvalue
εj = 4j(j + 1) .
It follows that the invariant representative functions are eigenfunctions of C correspond-
ing to the eigenvalues
εj = εj1 + · · ·+ εjN . (4.8)
The summand W is a G-invariant multiplication operator, whose matrix elements can
be calculated as explained above. In a multi-index notation I, J, . . ., with real quasichar-
















ψJ = 0 , (4.9)
for all multi-indices K. Here, we have written εJ for the eigenvalue of the Casimir
operator C corresponding to the eigenfunction χJ , given by (4.8). The numbers C
K
IJ are
the structure constants in the multiplication law of the quasicharacters and W I are the
expansion coefficients for W in the basis {χI}. Thus, we are left with a homogeneous
system of linear equations for the eigenfunction coefficients ψJ . The eigenvalues E are
determined by the requirement that the determinant of this system must vanish. Note
that the sum over I in (4.9) is finite, because there are only finitely many nonvanishing
W I . Moreover, it turns out that also the sum over J is finite for every fixed K. Thus,
we have reduced the eigenvalue problem for the Hamiltonian to a problem in linear
algebra. Combining this with well-known asymptotic properties of 3nj symbols, see [3]
(Topic 9) and further references therein, we obtain an algebraic setting which allows for
a computer algebra supported study of the spectral properties of H.
3Here rather viewed as an operator on L2(GN )G
36


























































































4.3.2 A stratum relation for G = SU(2)
The case N = 1 has been treated in detail in [16]. In the case N > 1, there are 2N + 1
secondary strata; 2N of them have orbit type G and one has orbit type U(1)×U(1) (the
subgroup of diagonal matrices). The strata of orbit type G consist of isolated points
and hence the corresponding subspaces of localized wave functions are one-dimensional.
They can be constructed without using relations, see [8, Rrem. 5.4]. For the stratum
S of orbit type T , a system of relations satisfying the zero locus and the radical ideal
condition is given by
rij(a) := tr([ai, aj ]
2) , 1 ≤ i < j ≤ N , (4.10)
rijk(a) := tr([ai, aj ]ak) , 1 ≤ i < j < k ≤ N . (4.11)
Let us consider the case N = 2. Here, the only reduction tree is the cherry, and a
labelling is given by two leaf labels j1 and j2 and a root label j ∈ 〈j1, j2〉. For simplicity,
the corresponding modified quasicharacter will be denoted by
χ̂Cj1,j2,j .
According to (3.39), the multiplication law (3.35) reads
χ̂Cj11 ,j21 ,j1
· χ̂Cj12 ,j22 ,j2 =




2 χ̂Cj13 ,j23 ,j3 . (4.12)













The system (4.10), (4.11) reduces to the single relation
r(a1, a2) = tr([a1, a2]
2) .
In [9] it has been shown that




1,1,0 − 2χ̂C1,1,1 − 3χ̂C0,0,0 .
By (4.12), then




 1 0 1j1 j2 j
j′1 j′2 j′
2 +
 0 1 1j1 j2 j
j′1 j′2 j′
2 + 3




 1 1 1j1 j2 j
j′1 j′2 j′
2 − 3 δj1,j′1 δj2,j′2 δj,j′
 χ̂Cj′1,j′2,j′ .
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From this, we can read off the matrix elements via (4.5) and (4.6). Expressing the 9λ
symbols in terms of Wigner’s 9j symbols according to (3.38) and reducing the 9j symbols





















































− 3 δj1,j′1 δj2,j′2 δj,j′
)
.
These coefficients vanish unless (1, j1, j′1), (2, j2, j′2) and (1, j, j′) form triads.
4.3.3 A stratum relation for G = SU(3)
In the case N > 1, there exists 3N + 3 secondary strata; 3N for orbit type G and one for
each of the orbit types U(2) (embedded e.g. as the lower right 2× 2-block), U(1)×U(1)
(the subgroup of diagonal matrices) and U(1) (embedded e.g. as the lower right corner).
In case N = 1, the last stratum is not present and the stratum of orbit type U(1)×U(1)
is principal. As for SU(2), let us consider the case N = 2 and let us focus on the stratum
S of orbit type U(1) × U(1). Using McCoy’s Theorem [31], one can show that S is the
zero locus of the 15 invariant functions
r1(a1, a2) = tr([a1, a2]a1a2) ,
r2(a1, a2) = tr([a1, a2]a
2
1a2) , r3(a1, a2) = tr([a1, a2]a
2
2a1) ,











r6(a1, a2) = tr([a1, a2]
3) ,






























































Let us discuss the matrix elements of the multiplication operator r̂C1 . For that purpose,
we need some representation theoretic basics about SL(3,C). The highest weights cor-
respond to pairs (n,m) of nonnegative integers, each representing twice the spin of an
38


























































































appropriate SU(2) subgroup. For example, (1, 0) corresponds to the identical represen-
tation, (0, 1) to the contragredient of the identical representation (the representation
induced on the dual space) and (1, 1) to the adjoint representation. We write λn,m for
the highest weight corresponding to (n,m), Dn,m for the corresponding irrep and dn,m




(n+ 1)(m+ 1)(n+m+ 2) .
As for SU(2), due to N = 2, the only reduction tree is the cherry, and a labelling is given
by two leaf labels, λn1,m1 and λn2,m2 , and a root label, (λn,m, k) ∈ 〈〈λn1,m1 , λn2,m2〉〉.
Thus, the elements of L∨
(
(λn1,m1 , λn2,m2), λn,m
)
are enumerated by the multiplicity
counter k. Therefore, the quasicharacters are labelled by the triple (λn1,m1 , λn2,m2 , λn,m)








In addition, we will omit the brackets and the multiplicity counters k, k′ in case the
multiplicity is 1. Let us compute the norms. By (2.8),∥∥∥(χ̂Cn1m1,n2m2,nm)k′k ∥∥∥2 = dn,mdn1,m1dn2,m2 (~π)8 e~(|λn1,m1+ρ|2+|λn2,m2+ρ|2) .
To compute the exponent, let α1 and α2 be simple roots of sl(3,C). Then,








|λn,m + ρ|2 =
(n+ 1)2 + (m+ 1)2 + (n+ 1)(m+ 1)
3
|α1|2 ,
where we have used that |α1| = |α2| and 2〈α1,α2〉|α1|2 = −1 (Cartan matrix). Since sl(3,C)
is simple, the invariant scalar product in su(3) can be written in the form
〈X,Y 〉 = − 1
2β2
tr(XY )
with a scaling parameter β > 0. Then,
|α1|2 = 4β2 ,


































































































































with the convention that k can be omitted whenever the multiplicity is 1. For the
computation of these coefficients, see [1].
Now, we can express r1 in terms of the modified quasicharacters. Putting











r1 := t1 − t2 .















〈λ1,0, µ1| ⊗ 〈λ1,0, µ3|
∣∣D1,0(a1)⊗D1,0(a1)∣∣|λ1,0, µ2〉 ⊗ |λ1,0, µ4〉〉
·
〈
〈λ1,0, µ2| ⊗ 〈λ1,0, µ4|












































C10,10,01µ3,µ1,ν′ = −δµ,ν′ δν,µ′ ,
40





































































































νµ (a2) . (4.16)
To express t1 in terms of modified complex quasicharacters, we compute the expansion
coefficients with respect to the basis of complex quasicharacters. According to Corollary
2.3, it suffices to compute the scalar products of the restriction of t1 to G
2 with the




















































By (4.15), we have
D2,0 ⊗D2,0 = D4,0 ⊕D2,1 ⊕D0,2 , D0,1 ⊗D0,1 = D0,2 ⊕D1,0 . (4.17)
Hence, k, k′ = 1 and the relevant values of (n,m) are (4, 0), (2, 1) and (0, 2) for the first



















and taking the sums over weights, we finally arrive at
t1 = χ̂
C
20,20,40 − χ̂C20,20,21 + χ̂C20,20,02 − χ̂C01,01,02 + χ̂C01,01,10 .
A similar calculation leads to
41







































































































































Here, in addition to (4.17), the Clebsch-Gordan series D2,0 ⊗ D0,1 = D2,1 ⊕ D1,0 oc-
















































To illustrate the computation of the matrix elements of r̂C1 , we restrict attention to the
case where (r1, s1) = (r, s) = (0, 1) and (r2, s2) = (0, 0), thus deriving a specific row of
the matrix. First, we compute the coefficients M in (4.6). As an example, consider the
contribution of the term χ̂C20,20,21 to (4.18). According to Corollary 3.10,








where the sum is taken over n1,m1, n2,m2, n,m, k, k satisfying
(λn1,m1 , k
1) ∈ 〈〈λ2,0, λ0,1〉〉 , (λn2,m2 , k2) ∈ 〈〈λ2,0, λ0,0〉〉 ,
(λn,m, k) ∈ 〈〈λ2,1, λ0,1〉〉 , (λn,m, l), (λn,m, l′) ∈ 〈〈λn1,m1 , λn2,m2〉〉 .
Clearly, the second condition yields (n2,m2) = (2, 0) with k
2 = 1. Since
D2,0 ⊗D0,1 = D2,1 ⊕D1,0 ,
the first condition implies that (n1,m1) = (2, 1) or (1, 0) with k
1 = 1. Since
D2,1 ⊗D0,1 = D2,2 ⊕D3,0 ⊕D1,1 ,
42


























































































the third condition implies (n,m) = (2, 2), (3, 0) or (1, 1) with k = 1. Then, due to
D2,1 ⊗D2,0 = D4,1 ⊕D2,2 ⊕D3,0 ⊕D0,3 ⊕D1,1 , D1,0 ⊗D2,0 = D3,0 ⊕D1,1 ,
the last condition implies that l = l′ = 1 and that (n1m1, n2m2, nm) can take the values
(21, 20, 22) , (21, 20, 30) , (21, 20, 11) , (10, 20, 30) , (10, 20, 11) .
Since in addition R(∨) is real and thus coincides with its transpose, we obtain






where the sum runs over the tuples
(n1m1, nm) = (21, 22), (21, 30), (21, 11), (10, 30), (10, 11) .
Here, according to Theorem 3.17, we have expressed R(∨) in terms of the 9λ symbols
Wn1m1,nm =

λ2,0 λ2,0 λ2,1 1
λ0,1 λ0,0 λ0,1 1
λn1,m1 λ2,0 λn,m 1
1 1 1
 . (4.20)
According to Remark 3.15, the 9λ symbols can be expressed, in turn, in terms of ordinary
Clebsch-Gordan coefficients. Since the latter are real and since
C
λ,λ0,0,λ,1






































for any given µr3 ∈ w(λn,m). The ranges of the summation variables are
µ11, µ
2
1 ∈ w(λ2,0) , µr1 ∈ w(λ2,1) , µ13 ∈ w(λn1,m1) , µ12 ∈ w(λ0,1) .
Using the tables of isoscalar factors in [20] and the tabulated values of SU(2) Clebsch-
Gordan coefficients to compute the Clebsch-Gordan coefficients in (4.20), we find
















This can also be checked using the online calculator [1]. Thus,











































































































The corresponding contribution to the factor M in (4.6) can be obtained from the right
hand side by replacing the modified quasicharacters by appropriate Kronecker deltas.
By analogy, we determine the contributions of the other terms in (4.18). Putting all
of this together, and computing the norm ratios using (4.14), we finally arrive at the






































































and the double bracket () in the Kronecker delta symbols is a shorthand notation for
(n1m1, n2m2, nm).
5 Outlook
For future work, the following tasks will be interesting.
1. There is a deep relation between rooted binary trees and trivalent graphs [2,35]. It
would be interesting to study whether our methods may be reformulated in terms
of trivalent graph theory.
2. For a systematic investigation of G = SU(3), it seems reasonable to start with
continuing the analysis of the strata subspaces and their orthoprojectors for N = 2,
the simplest situation where all the strata are present.
3. In future work, the spectral problem of the quantum Hamiltonian for both G =
SU(2) and G = SU(3) should be studied along the lines explained above.
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The data that support the findings of this study are available from the corresponding
author upon reasonable request.
A A direct proof of Corollary 3.10
Here, we prove this corollary by means of the composite Clebsch-Gordan coefficients.
Let T be a coupling tree. For simplicity, we assume that the leaves of T are numbered
1, . . . , N . For i = 1, 2, 3, let λi be a leaf labelling of T , let λi ∈ 〈λi〉 and let αi ∈
LT (λi, λi). Let k be an assignment of a positive integer to every leaf of T and let k be
a positive integer. Assume that (α3, k, k) ∈ 〈〈α1, α2〉〉.
Under the identification Hλ1·λ2 = Hλ1 ⊗ Hλ2 , the vectors |T ·T ; [α1 · α2, (λ, k)], µ〉,
where (λ, k) ∈ 〈〈λ1, λ2〉〉 and µ ∈ w(λ), can be expanded with respect to the tensor




Cλ1,λ2,λ,kµ1,µ2,µ |T ;α1, µ1〉 ⊗ |T ;α2, µ2〉 ,







)∗∣∣T ·T ; [α1 · α2, (λ, k)], µ〉 , (A–1)
where µ̂ := µ̂1 + µ̂2 and µ := (µ̂, µ̌) and where the sum is over (λ, k) ∈ 〈〈λ1, λ2〉〉 such









∣∣T∨; [α1 ∗ α2, α3, k], µ〉, where µ ∈ w(λ3), can be expanded with respect to
the vectors ∣∣∨; (λ11, λ12, (λ13, k1)), µ1〉⊗ · · · ⊗ ∣∣∨; (λN1 , λN2 , (λN3 , kN )), µN〉 ,









stands for the labelling of ∨ assigning
λn1 , λ
n
2 to the leaves and (λ
n
3 , k
n) to the root. To find the expansion coefficients, we first
expand with respect to the tensor product basis,
















∣∣λ1∗λ2 µ1∗µ2〉 . (A–2)








































































































































3 ). Decomposing the sum accordingly, from (A–2)
we obtain













































|λn1 µn1 〉 ⊗ |λn2 µn2 〉 =
∣∣∨; (λn1 , λn2 , (λn3 , kn)), µn3〉 ,
we may rewrite








∣∣∨; (λ11, λ12, (λ13, k1)), µ13〉⊗ · · ·
· · · ⊗
∣∣∨; (λN1 , λN2 , (λN3 , kN )), µN3 〉 . (A–3)























〈T ;α′1, µ1| ⊗ 〈T ;α′2, µ2|




















T ·T ; [α′1 · α′2, (λ′, k′)], (µ̂1 + µ̂2, µ̌′)




















T ·T ; [α′1 · α′2, (λ′, k′)], µ′







T ·T ; [α′1 · α′2, (λ, k)], µ
∣∣∣ΠDλ1∗λ2(a)Π−1∣∣∣T ·T ; [α1 · α2, (λ, k)], µ〉 ,











= δλλ′ δkk′ δµµ′ .
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∣∣T∨; [α1 ∗ α2, α3, k], µ3〉〈T∨; [α1 ∗ α2, α3, k], µ3∣∣
twice and using the relations〈
T ·T ; [α′1 · α′2, (λ, k)], µ
∣∣Π∣∣T∨; [α′1 ∗ α′2, α′3, k′], µ′3〉 =δλ,λ′3 δµ,µ′3 R(T )α′1α′2,kα′3,k′ ,〈
T∨; [α1 ∗ α2, α3, k], µ3



























T∨; [α′1 ∗ α′2, α′3, k′], µ
∣∣Dj1∗j2(a)∣∣T∨; [α1 ∗ α2, α3, k], µ〉) ,
where α3 and α
′
3 assign the same highest weight λ3 to the root and µ ∈ w(λ3). We
plug in (A–3) and use unitarity of the isomorphisms (3.2), as well as (3.15) and (3.7),
to rewrite the sum over µ as∑
µ
〈
T∨; [α′1 ∗ α′2, α′3, k′], µ




















































∣∣Dλ3(a) |T ;α3, µ〉




Plugging this in, we finally obtain the assertion.
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(λ13, k13) (λ24, k24)
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