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I. INTRODUCTION 
The second chapter of this work is primarily concerned with presenting 
a unified theory of best linear estimation in linear models with completely 
arbitrary variance structures. A single expression is presented for the 
best linear unbiased estimator (b.l.u.e. ) of any estimable linear parametric 
function which is valid and unaltered under either singular or nonsingular 
covarlance structures. 
The general linear model will be denoted by 
Y - X3 + e (1) 
where Y is an n x 1 vector of observations, 0 Is a p x 1 vector of 
parameters, and X is a known n x p design matrix. The n x 1 vector of 
2 
errors, e, has mean zero and covarlance structure a V where V is a known 
2 
non-negative symmetric matrix of rank v < n and or  > 0. 
A singular V matrix arises naturally in the Important class of linear 
models derived from randomized experiments where all errors are Induced 
by the random assignment of treatments to subsets of the experimental 
units. These experiments are discussed in Fisher's [1935] classic book 
and are explicitly exhibited in texts by Kempthorne [19521 and by 
/ 
Scheffe [1959] and elsewhere in the literature. An example presented In 
explicit detail by Kempthorne [1952] on page 137 is the derived linear 
model 
fik - " + hi + 'k + 
of the complete randomized block design under addltlvlty, where the error 
term Z5.,e.. Is such that when It Is summed over all the treatments In 
j 
any given block 2(25,,e,,) = 0. As a consequence singularities arise in 
k j 
the V matrix of the observations. 
Minimum variance estimation in the model Z « W0 + T], where Gov (T|) " 
2 
cr V, with V nonslngular, and A'0 = c is a set of consistent constraints 
on the parameters, has been treated in the literature as a special topic 
with inventive procedures for handling the constraints by Rao [19'+5bl, 
which is perhaps the earliest paper, and quite recently by Goldman and 
Zelen [1964] and in the report by Zyskind et al. [1964], and by others. 
However, it is natural to note that the model and constraints admit the 
representation 
where 
2 ' V 
Cov(e) = (T 
0 
(4)  
which conforms to the definition of the General Linear Model 1.1. Thus 
by using the techniques to be developed in Chapter II for the general 
model a unified formulation for linear estimation is possible. 
The theory of construction of b.l.u.e.s by combination of information 
from two or more independent linear models, as discussed by Martin and 
Zyskind [I966] is extended in Chapter III to the general linear models 
with arbitrary covariance structures. A study of the relative efficiency 
of simply weighted estimators to b.l.u.e.s with tables is presented and 
3 
actual values are computed for the case of Interblock and intrablock 
information for a representative number of P. B. I.B. designs. 
2 
In Chapter IV estimation of the within block variance c is 
discussed for incomplete block designs which will also yield information 
on the treatment by block interactions. When blocking according to 
levels of a particular property held by biologically active experimental 
units or the amount of a substance present in raw materials one is 
essentially dealing with the second treatment factor of a two way 
crossed experiment. The use of the available interaction degrees of 
2 freedom to estimate a may be quite inflated. A class of designs is 
presented which have b (b being the number of blocks) degrees of freedom 
2 for or  independent of any assumptions on the interaction. These designs 
were said to be ternary by Tocher [1952] since the t x b treatment by 
block incidence matrix N has elements 0, 1,2 representing the number 
of times a treatment occurs in the block. An N having 0 and 1 for 
elements specifies a binary design. A table is presented of such 
designs for up to sixteen treatments and all possible block sizes, k, 
less than or equal to t. Some brief statements are made about the use 
of circular matrices to generate incomplete block designs. 
1+ 
II. BEST LINEAR ESTIMATION AND THE GENERALIZED 
NORMAL EQUATIONS FOR MODELS WITH 
ARBITRARY NON-NEGATIVE VARIANCE STRUCTURE 
A. Statement of the Problem 
Perhaps the most basic form of the Gauss-Markoff [1855. 1912] 
theorem (as appears, for example in Graybill [I96I]) states that, for 
p 
the full rank model Y * Xg + e with Cov(e) = cr I the b. l.u. e.s of the 
 ^ *"1 
components of g are given by the components of g = (x'x) X'Y where 
prime denotes the transpose matrix. The equations X'X0 = X'Y, obtained 
from the minimization of the sum of squares (Y - xp)'(Y - X@) with 
respect to @ have become known to all who use them as the normal 
equations. 
In the case of Cov(e) = cr^V, a positive definite symmetric matrix, 
Aitken [193^] made a distinct advance by showing that the b.l.u.e.s of 
the components of p are given by p = (x'V ^ X) ^ X'V ^Y, the solutions to 
, -1 , -1 
the equations XV XP = X V Y obtained by minimization of 
(Y - Xe)'v"l(Y - X0) . 
For any positive definite V there exists T such that TVT' *= I and 
T'T = V and since the data Y transformed by T yields the model 
2 Z = TY •= WP + T] where COV(T|) « A I Aitken's formulation is essentially 
the same as the above. 
The formulation of the Gauss-Markoff theorem was generalized to 
the case of a less than full rank X matrix by R.C. Bose [1944] by the 
5 
introduction of the concepts of estimable and nonestlmable parametric 
functions and error and estimation spaces. Bose defined a linear 
parametric function, where X is a p dimensional vector, as estimable 
if and only if there exists a linear function, a'y, of the observations 
such that its expectation E(a'Y) = a'E(Y) = a'xp "= X.'P identically in g. 
A statement of the classic Gauss-Markoff theorem for the nonfull rank 
linear model apparently appears first in the literature in a paper by 
Rao [1945a] and may be stated as follows: The b.l.u.e. of a linear 
parametric function X'0, estimable in the model Y = Xg + e with 
V 2 ^ ^ 
Cov(e) « 0* V, a positive definite matrix, is given by X'p where 0 is 
any solution to the normal equations X'V ^X3 = X'V ^Y. Equivalent 
statements are made in standard texts by Scheffe [1959] and Rao [1966b]. 
In the past seven years a number of techniques and general classes of 
solutions for these nonfull rank equations have appeared in the literature 
under titles which convey the impression of having generalized the 
applications of the normal equations. 
It is, however, natural to question whether a General Gauss-Markoff 
theorem can be stated for the General Linear Model I.1, i.e., whether 
"general normal equations" (G.N.E.) with the same essential properties 
and form persist in the case where V may be singular. The principal 
theorem of Chapter II shows that for any \'3 estimable in the General 
^ A 
Linear Model 1.1 a b. l.u.e. of X'{} is given by X'g where p is any 
solution to the G. N. E. 
X'V*X3 - X'V*Y (1) 
* 
in which V is a specific type of conditional inverse of V, a term made 
explicit in the next section. The set of solutions g «re shown (o have 
properties almost entirely analogous to the solutions of the normal 
equations in the case of invertible V matrices, and the maximum likeliliood 
The conditional inverse of a matrix A iîi defined to be any matrix A 
such that AA A = A. The term "conditional" is due to R. C. Bose who seems 
to have been one of the first to notice the relevance of the conditional 
inverse to the solution of systems of linear equations in statistics. A 
has since been referred to as a g-inverse by Rao [1955, 19^)^, 19', Ivhh |, 
which term has since gained recognition. The author will persist in 
using Bose's term. A reading of the recent monograph on the subjcct by 
Boullion and Odell [I966] indicates that there are at least nine different 
definitions of a generalized type of matrix inversion available depending 
on what further properties are prescribed for A . This monograph is 
recommended for its extensiveness and excellent bibliography. In the 
present section the form of the most general matrix A having the single 
essential property AA A = A is given along with a discussion of special 
pertinent properties. 
For any matrix A it is well-known that there exist nonsingular 
matrices B and C such that 
2 
estimator of a is presented with its distribution. 
B. Conditional Inverses and Projection Operators 
( > ' )  
It can be easily verified that A is a conditional inverse of A in 
L 
M N 
Equation 11.2 i f  and only if A is of the form 
B, (3) 
with L, M, and N arbitrary. For any choice of A it is clear that AA" 
i s  i d e m p o t e n t  a n d  f o r  a n y  c o l u m n  v e c t o r  a  o f  A  i t  i s  c l e a r  t h a t  A A a  =  a ,  
thus AA is a projection operator onto the space, denoted by ^(a), spanned 
by the columns of A. Since 
-1  AA = B 
L 
0 0 
B. (4) 
it is clear that the direction which the projection assumes is determined 
by L. Hence, as A ranges over the full class of conditional inverses, 
AA ranges over the full class of projection operators onto C{Pi) since, 
as it will become apparent, any direction of projection is accounted for 
by proper determination of L. the direction of projection is uniquely 
and most descriptively specified by the subspace projected to the origin, 
i.e., the null space, f|(AA ), of AA . 
2 
For any projection operator F = P of rank r the transformation 
induced by P is completely specified by^(P) and Tl(P). Define an 
orthonormal basis of ^ (P) by the columns of (^p and extend this to an 
orthogonal matrix = (Op, ^(P) has a basis given by the col umns 
/gA 
of 6G = (&p, y where G is n x n-r of rank n-r. P is completely 
specified by P^ = P, PÔp = (^p, P(GG) = 0 = GpG^ + PA^G^ . Thus P may be 
written in the form P = ©p(5p + GpHG^ where H is any solution to the 
B 
consistent equations = -HG^. Thus a general form for Equation 4 is 
given by 
AA" =•• GIB' + GiHG' (4.a) 
A A AO 
where 1$^ is an orthonormal basis of ^(a), (5^ is an extension and H 
determines the direction of projection. 
The joint equations in A 
AA A = A 
A AA = A 
(AA )' = AA 
(A"A)' = A"A ('3) 
have been shown by Moore [1935] and Penrose [1955] to have a unique 
solution, commonly referred to as the Moore-Penrose generalized inverse 
and denoted by A^. It is easily seen that for any vector c in ^(IA), the 
space orthogonal to ^(a), AA^c = (aA^)'c = A^'a'c = '0 = 0. Thus ^ (xA) 
is contained in T|(AA^ ) and since their dimensions are eaual they are 
identical. The projection deternined by AA^ is said to be orthogonal. 
It may be verified that, more generally, the projection is orthogonal it 
AA is symmetric. 
In discussing the conditional inverses of a non-negative symmetric 
matrix, V, it is convenient to write V in the form of its spectral 
decomposition as 
V = 
D 0 
V 
.0 0 
D 0 
V 
0 0 
(6)  
where Is a v x v diagonal matrix of positive eigenvalues and the 
orthogonal matrix (5 = (6^, (5^) is such that the columns of form an 
orthogonal basis for ^(v) and the columns of (5^ form an orthogonal basis 
for ^(iV). A matrix V is a conditional inverse of V if and only if V 
is, with slightly altered use of the notation, of the form 
' -1 
V" = (S ( rr- *7)0' (7) 
N ^ 
where L, M, and N are again arbitrary. It is obvious that if V is any 
conditional inverse of the symiretric matrix V then so is its transpose, 
(V )'. If L, M, and N are null then V = the unique Moore-Penrose 
generalized inverse of V since V then satisfies Equations II.'3. 
In constructing the G.N.E. II.1, there is particular interest in the 
projection operator 
V(V")' = G 
'I 
V 
D L 
V 
0 0 'G' (0) 
onto ^ (v). If L = 0 the operator is symmetric with null space given by 
M[V(V )'] = = ^(iV) and is said to be orthogonal. Clearly, if the 
rank, v, of V is equal to n the only choice of V is the unique inverse 
V ^ and the projection onto (p{V) must of course be the identity 
trans format ion. 
For any choice of L there is a corresponding null space T^V(V )'] = 
&(w) say, for a proper choice of columns of W, with dimension (n - v). It 
can be shown then, that ^ (v)n^(w) = 0 and é'(v)UÊ(w) = n-space. Conversely, 
any choice of W such that ^(W)n^(v) = 0 and ^(V)U^(W) = n-space determines 
10 
a projection operator with corresponding L. Construction of L for an 
admissible choice of W Is illustrated in Section C. 
Given any design matrix X of rank r and corresponding subspace ^(x) 
in n-space it is possible to choose the direction of projection by V(V )', 
or equlvalently the matrix L, in such a manner that the image of ^ (x), 
(W )'[f(X)], under the projection transformation is contained in 
^(X)n^(v). For if the columns of S form a basis for é?(x)n^(v) they may 
be extended by columns of R to form a basis of ^(x). Then R may be 
extended by columns of G to form a basis for (w) where É^(w)n^(v) = 0 
and ^  (w)U^(v) = n-space. Those and only those projections in the 
direction of (w), i.e. 'r][V(V )'] = jsCw) are such that for any vector 
X = x^ + Xg in ^ (X), where Xj^e^(S) and x^e^R), the image of x, V(V )'x = 
V(V )'x^ + V(V )'xg = V(V )'x^ + 0 = x^ is contained in ^ (x)n^(V). Such 
a projection shall be referred to as being along ^(x) onto ^ (v). It is 
clear that unless f(X) = (w) such a projection is far from being unique. 
Finally it is noted that constructing all basis extensions (R, G) = W is 
equivalent to constructing all matrices L which determine projections 
along ^ (X) onto ^ (v). 
C. Conditions on a Linear Estimator to be b.l.u.e. 
A linear function, W'Y, of the observations Y in the linear model 
II.1 has expectation given by E(w'y) « w'X0 and variance (W'VW)CT^. The 
basic pursuit of linear estimation is the determination and computation 
of those coefficient vectors w' such that each w'y has associated with it 
the minimum value of W'VWCT among the set of all linear functions with 
11 
the same expectation, i.e., such that w'y is the minimum variance 
estimator of its expectation. Thus, the necessary and sufficient 
condition on the vectors w in n-space under Which W'Y is a b.L.u.e. of 
its expectation may well be regarded as lying at the center of the 
theory of linear estimation. 
Let the linearly independent columns of the n x r matrix be any 
orthonormal basis for the column space ^ (x), and let the columns of the 
n X n-r matrix form a basis of ^ (j.X). Then X = E^A where A is r x p 
of rank r and the Model II.1 may be written in full rank form as 
where ô = A3 is uniquely determined by choice of E^. For any linear 
combination W'Y, the coefficient vector w may be written in the form 
w = E^Z^ + EgZ^ with its expectation given by 
where is arbitrary. The condition on w for bestness of w'Y is 
determined by the minimization of 
with respect to the vector Z^ for a given fixed vector Z^. The Equation 
11.11 is a non-negative quadratic in the elements of Z^ for which the 
minimum is attained at the zeros of the first derivative with respect to 
Y = Ej^ô + e (9) 
E(w'Y) = (ZJEJ + Z^E^)Ej6 = ZJÔ (10) 
w'vw . (ZJE; + Z^E;)V(EiZj + 6,2,) 
(11) 
12 
given by 
2E'VE,Z, + 2E'VE Z = 0 (12) 
o i l  o  o  o  '  
or equivalently 
E^Vw - 0 . (13) 
Thus the vectors w satisfying Equation 11.13 are such that Vw, being 
orthogonal to ^(E^), is contained in C { x ) .  Conversely, if Vw is contained 
in ^(x) Equation 11.12 is satisfied and the minimum is attained. 
It is observed that when v < n then (^'Y has variance zero and thus 
o 
O^Y = OgE^6. Consequently,we may be able to construct linear combinations 
such that C'Y = a'O'Y = a'O'E^^ = d'fi = Q where Vc is a null vector. It 
o o I 
is easily seen that arbitrarily accounting for the presence or absence of 
C'Y in W'Y and d'6 in Z^ô does not weaken the argument presented since 
w'Y + C'Y = w'Y and ZJ^Ô + d'Ô = Z|6 and if Vw is in ^(X) so is V(w + c) = 
Vw. 
The above discussion is summarized in the following theorem of central 
importance. 
Theorem II.1 A linear combination of the observations, w'Y, 
is a b.l.u.e. of its expectation if and only if Vw is contained in ^ (x). 
This condition was proved in a different manner by Zyskind [I967]-
Because of the possible existence of the above C'Y = 0 in the general 
linear model a point is made of observing that the b.l.u.e. of a given 
parametric function may not necessarily be a unique linear function of the 
observations, and the terminology "a b.l.u.e." is adopted. It is further 
noted that if, as in the classic regression models, V = I, the identity 
13 
matrix, the condition in Theorem II. 1 simply states that w is contained 
in (f(x) as is well documented in Scheffe [1959]» Zyskind et al. [1964] 
and elsewhere. 
If the G.N.E. II.1, yielding best estimates as stated, exist then 
the b.l.u.e.s of the rows of x'V Xg are given by the rows of x'V X@ = 
x'v Y. Thus, the right-hand sides must be b. l.u. e.s of their expectations. 
Furthermore, for any vector p, p'X'V xi = X'P = p'x'V Y = W'Y must be a 
b. l.u. e. of its expectation A.'g. By Theorem II. 1, Vw = VV 'Xp must be in 
^(x) for any choice of p, i.e., the projection operator W ' must map 
any vector in ^ (x) into ^ (x)n^(v). The construction of V ' so that the 
operator VV*' defines a projection on ^ (v) along ^(X) is the key to the 
existence of the G.N. E., the case of V nonsingular being obvious. 
D. Construction of the General Normal Equations 
For given X and V matrices with dimension [^(v)nf, (x)] = s and a 
choice of orthogonal eigenvectors 6 for V in Equation II.6, an n x s basis 
matrix S of f(x)nf(v) is of the form S = The extension of the 
columns of S by linearly independent columns of the n x r-s matrix R 
to a basis (S, R) of^(x) is of the form 
/A 
(S,R) = ' — ) ° (<^1,6» ) 
Pi , 
^ ' (14) 
^2 
where A is v x s, is v x r-s and is n-v x r-s. Further, Pg must 
be of rank r-s, for if not, simple column operation would show that a 
Ik  
basis (s, k) could have been chosen with a column of all zeros 
contradicting the fact that <i[(^(v)n^(x)] = s. 
VV*' will determine a projection along ^ (x) if and only if every 
column of R is projected to the origin, i.e. 
VV*'R = 6 (^ '(S 0 . (15) 
Thus, since A) is nonsingular, + D^LP^ = 0. Writing this equation as 
Pi . KPg (16) 
and considering one row at a time, it is seen that the i'^ row may be 
explicitly written in the transposed form 
i,l 
i,2 
(17) 
i, r-s 
Equation 11.17 constitutes a linear system of r-s equations in n-v 
unknowns k^j, J = 1, ..., n-v. Since the rank of P^ is r-s the system 
always has solutions. In general v + r-s < n, or equivalently r-s < n-v, 
since the columns of (G^R) are linearly independent. If J(R) has 
dimension n-v then ^ (V)U^(r) = n-space and ^(V)n^(R) = 0, and a choice 
r; 
of R uniquely determines the direction of projection by specifying 
-1 L = -D^ K from the unique solution K to Equation II»16. If rank (R) 
is less than n-v then the solution K to Eo'iation II.16 is, of course, 
not unique., Any choice of a particular solution K would then be 
equivalent to the choice of a particular extension of R by the columns 
of a matrix H, to a basis (R, H) of ^ (w). 
where K is any solution to Equation II.l6 for any choice of R, a  b a s i s  
extension, and where M  and N  are arbitrary. By Theorem 11.1, p ' x ' v  Y  i s  
a b.l.u.e. of its expectation p'x'V Xg, for any vector p, if and only if 
Bose [l^'-^U] defined a linear function of the parameters, A'3, to be 
estimable if and only if there exists a linear function of the observations, 
a'Y, whose expectations a'X0 = \'0 identically in g, with rin equivalent 
condition being X is a linear combination of rows of X. Due to the 
possible existence of the previously mentioned parametric functions 
d'^) = 0 defined by the data in the General Linear Model I, L with 
singularities in V, this definition may no longer require an identity 
in 0. The following simple modification conveys tlie same meaning for 
the general model. 
Thus, W ' defines a projection onto f(v) along ^(x) i f and only if 
, 
V is a conditional inverse of V of the form 
(18) 
V ' is of the Form 11.18. 
16 
Definition II.1 A linear function of the parameters, X'p, 
is said to be estimable from the General Linear Model I»1 if and only 
if a linear function of the observations, a'Y, has expectation a'x@ = \'p. 
Since knowledge of any linear relations among the parameters is 
available only through linear functions of the data, the equivalent 
condition that K'p is estimable if and only if X is in the row space of 
X clearly remains valid. 
Similarly, X'p is estimable from the G.N.E. II. 1 if and only if a 
linear combination, p'x'V Y, of the rows of the right-side has expectation 
p'x'V Xg = X'g. It then follows that the b.l.u.e. of any estimable X'p 
is so obtainable from the G.N.E. if and only if there exists a solution, 
p, to the Conjugate Normal Equations (C.N. E. ) 
X'V*Xp = X (19) 
for every X in the row space of X.  Thus, for every vector X in ^(x') the 
Equations II.I9 must remain consistent. This condition holds if and only 
if f(X'V*X) -= ^(X'). Since { (X'V*X) is contained in ^(x'), equality 
holds if their dimensions are equal. Thus, consistency of the C.N.E. II.I9 
for any X in the row space of X is equivalent to the condition 
rank (x'V X) = rank (x) = r . (20) 
To construct the G.N.E. II.1 we are then limited in choice of a 
conditional inverse V ' of the Form II. 18 by the Rank Preservation 
Condition 11.20. To determine what further restriction this puts on the 
form of V ' the following lemma is particularly useful. 
17 
Lemma II.1 Rank (AB) = rank (A) - k if and only if 
d[F(A')n^(IB)] = k, Rank (AB) «= rank (B) - k if and only if 
d[f(B)nf(iA')] . k. -
Proof Suppose rank (AB) = rank (A) - KO Then there is a 
nonslngular matrix S such that SAB = I )B •= \ ^ I Is in reduced 
echelon form. Thus Rj^, having rank (A) - k number of rows, has rank 
equal to rank (A) - k and the rows of R^, being orthogonal to the columns 
of B, are independent of the rows in R^. The rows of R^ must span a 
k-dimensional space orthogonal to ^(B). But the rows of R^ are linear 
combinations of the rows of A or, equivalently, the columns of A'. 
Therefore d[£(A')n^(iB)] = k. Conversely, suppose that dQ^(A')n^%iB)] = k. 
Let Tg be a basis for ^•(A')n^(jLB) and extend it by Tj^ to a basis for^'(A'). 
/Til 
0 
o/ \ 0 
with rank (AB) = rank (T^B) < rank (A) - k. If rank (T^B) < rank (A) - k, 
a linear combination of the rows of Tj^ forms a vector in ^  (A')nf(xB) 
There exists a nonslngular matrix S such that AB = S| Tg) B = S 
contradicting the construction of Tg. To prove the second statement the 
argument is applied to B'A'. 
. * , * 
By applying Lemma II.1 to X V X with A = X V and B = X and using the 
second statement, we have rank (x'V X) = rank (x) - k if and only if 
dC^(X)n£(iV 'x)] = k where k is to be zero in Equation 11.20. The choice 
of V is therefore further restricted by the condition (x)n^(iV 'x) = 0 
or, equivalently, a vector \ in ^ (x) satisfies the equation \'v 'x = 0 if 
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and only If X = 0. Using the basis for C(x) in Equation 11.14 every 
vector X in f (x) has the form X Ip where p is arbitrary and 
X = 0 if and only if p = 0. Also, it is seen that ^(V*'x) is spanned by 
the columns of V '©( Thus the equation in p 
X 'V 'X  =  p '  =7 
-D K 
a'D'^A 
V 
P{D^^A + P^MA + P^NPg 
(21) 
has only the trivial solution if and only if the right-hand matrix is 
# -1 
nonsingular. Therefore,_noting that, A A is s x s of rank s, the rank 
(x'V X) = rank (x) if and only if the r-s x r-s matrix P^MP^ + P^NP^ is 
nonsingular. Since P^ has rank r-s, a trivial choice of M = 0 and N = I  
is enough to demonstrate that the condition is easily satisfied. 
Denoting the clearly nonempty class of all conditional inverses, V , 
of the Form II. 14 with P^MP^^ + P^NP^ nonsingular by y, the discussion is 
summarized by the principal theorem of Chapter II. 
Theorem II.2 (Generalized Gauss-Markoff) Given the linear 
2 
model y = X@ + e with Cov(e) " a V, where V is any known non-negative 
matrix, a nonempty subclass V,  dependent on the relation between X and V,  
19 
of the class of all conditional inverses of V can be constructed so that 
for any estimable Xand any and only those V in y, a b. l.u.e. of X'P 
is given by X'0 where g is any solution to the GvN.E. 
x'v xe = X'v Y 
* 
Since in the G.N.E. the row space of X'V X is the same as the row 
space of X the following corollary which is essentially an interesting 
restatement of Theorem 11.2 may be quickly stated. 
Corollary II.2.1 A parametric function X'g is estimable if 
and only if Xis a linear combination of the left-hand sides of the 
G.N.E., and when X'0 is so expressed a corresponding b.l.u.e. of X'B is 
given by the same linear combination of the right-hand sides of the 
G.N.E. 
The admissible conditional inverses of the class tr might have 
considerable freedom as to actual form. As has been pointed out, the 
choice M <= 0 and N = I is acceptable as certainly are many other 
* 
combinations. It will be worthwhile then, to single out forms of V in 
It which will be convenient to work with. A particularly useful form is 
, -1 , -1 
achieved by setting M = -K and N = I + K K, in which case 
PgMPj^ + PgNPg = PgPg is nonsingular and V* is positive definite of the 
* , form V = T T where 
20 
Observation of the construction of the class "Ir shows at once that if 
É(x) is contained in (i(V) then the extension, R, in Equation II. 14 of S 
to a basis of t(x) is vacuous and the matrices and P^ do not arise. 
Thus the Condition II.16 on K and Equation 11.21, being vacuous of K, M, 
and N, are satisfied arbitrarily. Conversely, if 1r contains every 
conditional inverse of V, the conditions imposed by P^ and P^ must not 
arise and the basis extension, R, must be vacuous. Clearly, also, if V , 
the Moore-Penrose conditional inverse, is in 1r with M = 0 and N = 0, then 
P^ and Pg do not arise. ' ' 
Corollary II.2.2 The class Ir is identical to the class of 
all conditional inverses of V, or equivalently, is a member of If if 
and only if ^(x) is contained in ^ (V), 
In some cases it may be possible to construct the basis extension, R, 
orthogonal to ^(V), so that P^ is null and a convenient choice of K is 
K = 0. By choosing M = 0 and N = cl, any multiple of I, a simple 
symmetric form 
V* = ©I 
-1 
D 0 
V 
0 cl (23) 
is admissible. If it happens that the nonzero eigenvalues of V are 
constant, then V = cl, a multiple of the identity matrix Is admissible 
and the G<,N. E. II.1 may be written as the simple normal equations 
X'XY = X'Y. This is the case in the important class of randomized experiments 
where the covariance structure induced by the randomization, as exemplified 
in the completely randomized design in Kempthorne et al. [I96I], has the 
n X n form 
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of rank n-1 with constant off diagonal element. The first column in the 
design matrix X, of coefficients of n and consisting of all ones, is 
orthogonal to ^(v) and constitutes R. Further the nonzero eigenvalues 
of V are constant and equal to n/n-1. Thus choice of c = n-l/n in 
Equation 11.23 shows that b. l.u. e.s are obtainable from X'XG = X'Y. In 
linear models with this property b.l.u.e.s are said to be obtainable 
by simple least squares. 
By Theorem II,1, any linear combination P'X'Y of the right-hand 
sides of the simple least squares equations is a b.l.u.e. of its 
expectation p'x'x0 if and only if VXp is in f(X), or equlvalently 
VXp » Xq, for any choice of p. By successive choices of p to form a 
p X p Identity, the condition becomes VX =  XQ for some choice of Q. 
Since V has n Independent eigenvectors, this is equivalent to the 
condition that &(x) be spanned by r eigenvectors of V. This condition 
was apparently first noticed for the full rank X and nonslngluar V case 
by T. W. Anderson [1948] and thereafter was disseminated in the early 
1950*8 by G. S. Watson and has appeared in papers by Magness and 
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McGuLre [I962] and others. Recently, it was derived for the General 
Linear Model I. 1 by Zyskind [I967] and is here stated as a corollary of 
Theorem II.1. 
Corollary II.1.1 In the general linear model, Y = Xg + e 
p 
with Cov(e) = (T"V, every linear combination, p 'x'Y of the right-hand 
sides of the simple least squares equations, X'XP = X'Y, is a b.l.u.e. 
of its expectation if and only if a set of r eigenvectors of V forms a 
basis of É(x). 
Additional recent papers dealing with the conditions under which 
simple least squares estimators are also b.l.u.e. are those by Watson 
[19671, Kruskal [I968] and Rao [1968]. 
Using a conditional inverse of V is thus not necessarily the only 
technique for constructing normal type equations which yield b.l.u.e.s 
for certain relationships between ^V) and ^(x). The question is thus 
posed as to the most general form a matrix A may take for which the 
right-hand sides of X'AXP = X'AY are b.l.u.e.s of the left-hand sides 
and all estimable parametric functions are estimable from the equations. 
Reflection on the argument of the above corollary will establish 
the following general statement on the class of such A matrices. 
Corollary II.1.2 The b.l.u.e.s of all parametric functions, 
À @, estimable in the general linear model are given by \ 0 where g is 
any solution to the equations 
X'AXE = X'AY (2'3) 
if and only if rank (X'AX) = rank X and 
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VA'X » XQ (26) 
for some p x p matrix Q. 
A more discerning and usable specification of the class of such A 
matrices is at present obscure to the author. It certainly contains 
the class Y but as has been observed may be larger for conditions on V 
and X. This is the case in general, as nay be seen in Zyskind [I967] 
where, under the canonical form 
yield b. l.u.e.s of all estimable functions. The symmetric UU' matrices 
of rank r are not conditional inverses of V but must lie in the class of 
A matrices. There seems to be no reason to doubt that the class of A 
matrices contains certain modifications of the UU' and other matrices also. 
Finally it is noted in this section, that of the alternative 
* 
procedures for constructing V , perhaps one of some interest is to 
construct a basis of the n-space by columns of Q = (@^, R, G) where 
and R are as previously determined and G is any set of columns spanning 
out the n-space. Relative to this basis the projection is 
for the general linear model with U'VE^ = 0 and as a basis for ^(xX), 
the equations 
x'uu'xe = X'UU'Y (28) 
(29) 
2 k  
! 
* 
The class of all V satisfying Form 11.29 and the Rank Condition 11.20 
Is identical to y, the choice of admissible K for fixed R being equivalent 
to a choice of G. 
£. Examples Illustrating Construction of the G.N.E. 
To illustrate the concepts enq)loyed in the construction and the 
* 
flexibility of the admissible conditional Inverses V used to produce the 
G.N.E. several examples exhibiting interesting relations between ^ (X) and 
^ (V) are presented here. 
/I 2 l\ /2 1 0 
Example 1 ^  Consider Y=(l 1  o ) p  + e with V = I  1  2 0  
\ 1  I  o j  \ 0  0  0  
V has eigenvalues 3, 1 and 0 and R cannot be constructed in ^(xX). 
/0\ ^ J / 2 -1 1 
Choosing R = I 1 I an admissible V = — I -1 2 -2 | and the G.N. E. are 
V v  H i  -2 3>  
*  / 3 5 2 \  2 - 1 2 .  *  
X'V xe = I 5 9 U I p = U -2 3 j Y = x'v Y 
2  k  2 /  \ 2  - 1  1 ,  
Illustrations of b.l.u.e.s of estimable functions are given by 
(0,1,1)8 = (-l,0,|^)x'v*Y • - ^ 2 ~ 2^3 with variance ^  , and 
A ^ 
(1,1,0)0 = ( l ,0,-l)x'v Y = y^ with variance zero. For a different choice 
, 2\ * 1 / 2 -1 5\ 
of R, say R = I -1 ) an admissible V = — 1 -1 2 -4 I and the G.N.E. , 
-1/ ^ V 5 -k 5j 
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* , 9 15 6\ /6 -3 6\ * 
x'v xe = 15 23 8 p = 8 -k 11 Y = x'v Y 
6 8 2 ,  2 -1 5> 
yield b. l.u.e.a (0,l,l)i = (^,0,-|-)x'V*Y = - ^ y^ and 
(1,1,0)8 = (-^,0,'|)x'V Y = y^. The residuals are given by 
(Y - xe) 
*2-73 
which contains one degree of freedom for the 
0 I 
estimation of a to be discussed in Section F. 
Example 2 Consider the data 
y^ = w + 2P + e^ 
Yg = W + 0 + «2 
Yg = w + P + e. 
2/2 1 -1\ 2 
with Cov(e) = Vo" = ( -1 2 -1 I ct . V is singular and of the form 
•1  -1  2 /  
/ 1 /2 1 /6 /3 
V = (5 (: 
1 
/2 
-2/6 
1 
/6 
1 
/3 
1 
/3 
3 0 0 
0 3 0 ) © '  
l O  0  0 ,  
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^(x)n^(V) is spanned by the columns of S = ^  
extension of S by R to a basis of f(x) is given by 
/ 
and a choice of 
'-2 Q\ /A 
(S,R) = { 1 1 I = ® 
0 G 
" i s  
1 
/2 
• ^ 6 
1 
" /6 
0 2 
/3 
Thus K is determined from the equation 
1 
/6 
= KPg . K(-^) 
yielding K 2/2 
-ÛL 
2/6 
and a positive definite symmetric admissible V 
* 
V = © 
1 
1 
(?>' 
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The corresponding G.N.E. which yield b.l.u.e.s u and g of % and H are 
given by 
/ 27 I48 \ / (U \ / 21 3 3 
\kS m I \ \40 I, 4 
from which 
U  
11 
9 
-
3 
2 1 
3 8 
21 3 3 \ Y = /-Y^ + Y^ + Y] 
! « ' • ' ' /  ^  ' l  -  2 * 2  -  F j .  
with covariance structure given by 
M 2/^/, \-l 
Gov I . j = a (X'V X) X'V VV X(X'V X) 
8 -6 
-6 4.5/ 
Note that 3Û + kfi = Y^ + YG + has variance (3.4) ^ = 0. 
Closer observation of ^(X)n^(v) Indicates that another suitable choice 
/ 1 \  
o f  R as an extension of S is R =1 1 I  a vector orthogonal to ^(v). For 
this choice = 0 and hence K = 0. Thus an admissible conditional 
* * 
inverse V of V could be V = ft 
°  I  
0 
0 pi' = —1 yielding the G.N. 
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3 
X'X0 = X'Y which In this example are of the formf 6/i p 
1 1 1 
2 1 1 
The b.l.u.e.s are again given by 
3 -2 
-2 
and the covarlance Is computed as 
Gov 
3 -2\ /3 -2 
- I  
'8 -6 
-^6 U.5 
0 \ 
The residuals are given by (Y - Xg) = 
\ 
- y^) 
"2(^2 " 73) 
which contains one 
degree of freedom for estimating a , The choice of simple least squares 
estimation is also possible because the basis | ^ | \of ^ (X) is a set 
\ 1  1  
of eigenvectors of V. 
:  / 1  1  2  \  /  5  - 1  2  
Example 2 Consider Y = ( 1 -1 0 ]0 + e with V = -1 5 2). 
\ i  0  1  y  \  2  2  2  
^(x) is contained in f(V) and since V = q—q 
6  0  0  
0  6  0  
0  0  0  »' a set of 
eigenvectors of V forms a basis for ^ (x) allowing b.l.u.e. estimation 
by simple least squares. It is also noted that since ^ (x) Is contained 
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in ^(v) any conditional inverse V is admissible to If. Using simple 
least squares the equations yielding b. l.u. e.s are given by 
1 1 1 
1 -1 0 I Y from which XP may be computed to be 
2 0 1 
5 - 1 2  
*  Z  ( " 1  5  2 ) Y = Y + C ,  w h e r e  C  i s  a  c o n s t a n t  v e c t o r  s i n c e  
2 2 
y^ + yg - 2y^ has variance zero. Thus the residuals are given by 
(Y - XP) = C which contains no decrees of freedom for error. As is 
shown in the next section the degrees of freedom for error is given by 
v - s  = 2  - 2 = 0 .  
Example 4 Consider the model 
y, = -a + B + e. 
^2 = 
^3 = 
a + 0 - 2Y + e. 
= -a + B + e. 
a - 3B + 2y + e. 
with Cov(e) (j^ V Then 
V = (5 
D 0 
V 
0 6' 
1 
4 
2 0 0 0 
0 2 0 0 
0 0 4 0 
0 0 0/ 
© 
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Al 0' 
and ^(X), being spanned by the column of f J ^ j is contained in^(v). 
\1 1, 
Any conditional inverse of V is such that the matrix VV~ defines a 
projection onto ^ (v) along (^(X) and the rank of X'V~X is preserved. Thus, 
the admissible class Ir consists of all conditional inverses of V. It is 
further noted that since no set of eigenvectors of V forms a basis of^(x) 
the simple least squares equations will not yield b.l.u.e.s of all 
estimable functions whereas X'V^XP = X'V~Y will for any V^. The residuals 
2 
contain v-s =3-2=1 degree of freedom for estimation of cr » 
* 
F. Computation of Admissible V 
The principal computational task which presents Itself is the 
reduction of V to the form 
(*1- G») Ô 
0 0 
V 
0 0 
_1 
which is essentially equivalent to the determination of V in the 
nonsingular variance structure as discussed by Aitken [193^]< Standard 
techniques are readily available. 
* 
The flexibility of choice of admissible V allows the convenient 
choice of positive definite 
V* = (Gi» 
/ -1 -1 
D -D K 
V V 
I + K'D~^K \ V V 
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It thus remains to compute an admissible K, which is straightforward from 
the Equation II. l6, = KP^. The components and P^ may again be 
quite flexible and are easily approached as described below. 
of S by R to a basis (S, R) of ^ (x). Construction of a suitable matrix R 
is the only difficulty presented. To determine a basis S for ^(x)nj^(v) 
we note that if a vector XX in ^(x) is also in ^:(v) then G^G^Xa = Xj0. 
There are p-r independent trivial solutions to this equation of the 
form XX = 0. Denote this set by XL^ = 0 where is p x p-r of rank 
p-r. The then nontrivial solutions to (ôj^(&^X-X)X = 0 determine vectors 
XjJ in ^ (x)n^(V). If (A^&^X-X) has rank r there are only the trivial 
solutions and ^(x)nf(v) = 0, so that S is vacuous. If (&^6^X-X) has rank 
zero then £'(X)n^'(v) = ^(x) and R and Equation 11.16 are vacuous, in 
which case K = 0 is readily admissible. If (OjG^X-X) has rank r-s then 
^(x)n^(V) has dimension s, and a set of p-r+s linearly independent 
solutions of the form L = (L^, L^) to the equation (G^G^X-X)L = 0 is 
such that XLg forms a set of s vectors in ^Xx)n^(v) and any nonzero vector 
in ^(X)n^(V) is a linear combination of the columns of XL^. Thus XL^ = S. 
Extending L by N to a basis (L, N) of p-space determines a nonsingular 
p x p matrix, and it is seen that XN has rank r-s. Thus the r-s linearly 
To determine K one must then determine the rank of (G^6^X-X) and 
solve ((<)j^(S>^X-X)L «= 0 for a full set of p-r+s independent columns in L. 
As seen in Equation 11.14 P^ and P^ are determined by the extension 
independent columns of XN form a basis extension, R, and 
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Any extension of L by N to a set of p independent vectors determines the 
equations (S^XN = KlS^XN for which any solution K Is admissible. Perhaps 
the only part of the process not readily available in any computational 
library is the straightforward process of basis extension. 
G. Simple Properties of the G.N.E. 
With V nonsingular the variance of X'p for any estimable \'p is 
2 known (Zyskind et al. [1964]) to be p'Xo" where p is any solution to the 
C.N.E. (conjugate normal equations). 
A necessary and sufficient condition for the same to hold in the 
case of an arbitrary non-negative symmetric V is as follows. 
Corollary II.2.3 For every estimable X'0 the variance of 
" 2 is equal to p Xa where p is any vector satisfying the corresponding 
C.N.E. if and only if ^(x) is contained ^(v). 
* 
Proof The variance of any b.l.u.e. of the form p'x'V Y is 
D'X'V W 'Xpa , and the corresponding X is given by x'v Xp = X. Thus a 
A 2 
necessary and sufficient condition for Var X g = p for every X in 
^(X') is that p'XV*W*'Xp = p'y/V*Xp for every p. But X'V*W*'X has 
rank < s = dimension [^(x)n&(v)], since W 'X is a projection of ^ (x) 
onto (J(x)n^(v) along f (x), while X'V X has rank r by construction. 
Thus for the two quadratic forms to be equal for every p it is necessary 
that s » r, i.e., that ^(X) be contained In ^(v). The condition is 
clearly sufficient since if f(X) is in C^(v) then is in y and 
Var X'§ = Var (p'x'V+Y) = p'x'v'^VV'^XptT^ = p'XV"^Xpa^ = p'Xa^. 
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* 
The question of how a different choice of V affects the set of 
solutions to the G.N.E. in Equation II.1 is answered with the following 
corollary. 
* 
Corollary II.2.4 For every choice of V in y the class of 
A * * 
all solutions 0 to the equations X V Xg = X'V Y is the same. 
Proof For Vj^ and Vg any two members of the row spaces 
, * , * 
of X V^X and X V^X are equal since both have rank r. Thus there exists a 
nonsingular matrix B such that B(X'V*X) = X'V*X. Using the symbol ( • ) 
to denote a set of b.l.u.e.s of ( • ) it follows from Theorem II.2 that 
X'VGXB = X'V*Y. Let be any vector such that X'V*XIJ^ = X'V*Y. Then, 
again by Theorem II.2, 
B(x'VjY) = B(x'VjX)p^ = BXV^Xe = X'V^Xp = X'V^Y . 
Thus 
B[X'V*XP = X'V*Y] = Cx'v*xe = X'V*Y] , 
i.e., the two sets of equations inside the brackets are equivalent. 
It should be noted that the equation B(x'V^Y) = X'V^Y is numerical 
and not necessarily an identity in Y. A simple example shows that the 
* * 
row spaces of X and X Vg need not be equal. Suppose X and V are such 
that R is in £(iV). Then K may be chosen null, is null, N may be 
chosen as N = I, and M is arbitrary. Define by K. = 0, N = I and M = 0 
* 
and Vg the same except M ^  0. Then a little computation shows 
X'V " and X'V = 
J  \  
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which may certainly be made by M to have different row spaces» 
For the purpose of discussing properties of the set of solutions 
g to the G. N, E. II. 1, Corollary II.2.1+ allows the flexibility of 
* 
constructing V In any most convenient form. Such a form as mentioned 
* 
earlier is V = t'T where T is the nonsingular matrix defined by 
Equation 11.22. 
Corollary II.2.5 The vector Xp is numerically invarient 
under all solutions § to the G.N.E. 
Proof Using V* = T'T construct the G.N.E. X'T'TXg = X'T'TY. 
This is exactly a set of ordinary normal equations constructed on the 
matrix TX and the vector TY. Since it is well-known that TXp is unique 
for all solutions g and since T is nonsingular it follows that X0 is 
unique for all solutions g. 
In the orthogonal matrix 0 «= the columns of (5^ are 
eigenvectors of V with eigenvalue zero. Thus if the observations are 
transformed by then is a vector of observations with variance 
zero. Theorem II.2 then leads to the following conditions on the set 
of solutions g. 
Corollary II.2.6 .For g any solution to the G.N.E. 
m'xg - ©'Y. O O 
Proof By Theorem II.2, R^Xg is a b.l.u.e. of R/xg. But 
O^Y = O^Xg with variance zero is clearly also a b.l.u.e. Thus to be a 
A  ^
b.l.u.e., O^Xg must have variance zero. Hence it follows that O^Xg = 
o;xg . O;Y. 
When the matrix V is nonsingular it is well-known (Aitken [1934]) 
that (Y - X0)'V ^(Y - X0) Is the appropriate quadratic form to minimize 
in order to obtain b. l.u.e. s. When the matrix V is arbitrary it Is 
-X-
clear that for every and only those symmetric non-negative V in Ir the 
minimization of (Y - XB)'V (Y - Xg) with respect to ^ leads to those 
and only those vectors g which are solutions to the G.N.E, Since, by 
corollary 11,2.6, 0^X@ = O^Y, the above minimization procedure without 
restrictions is equivalent to the minimization of (Y - X0)'V*(Y - XfT) ' 
under the restrictions O^XB = O^Y. Noting this and the fact that any 
conditional inverse, V , of V may be written as 
- + 
V = V 0 L 
M N 0 '  
V O/ 
(10) 
it quickly follows that, for ^ any solution to the G.N.E. and V any 
conditional inverse of V, 
(Y - xi)'v"(Y - xi) = (Y - XB)'V+(Y - X8) (ll) 
where is the unique Moore-Penrose generalized inverse. Thus the 
minimization of (Y - Xt3)'V (Y - X0) over 0 constrained by 0^X8 = O^Y 
is equivalent to the minimization of (Y - XP)'V^(Y - X0) constrained 
by the same conditions. 
Corollary II.2,7 For any symmetric non-negative matrix V 
X-
In y. g(Y - XB)'V*(Y - X9) is equal to - XO)'V+(Y - Xp) 
o o 
and the common minimum value is given by 
(Y - XB)'V+(Y -,Xe) (12)  
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where g Is any solution to the G.N.E. II.1. 
* 
The further observation may be made that for any choice of V in y 
the set of solutions 0 to the G.N.E. is identical to the set of solutions 
for @ in the system 
X'v"^Xe = X'V*Y + X'O^p (33a) 
0^X3 = O^Y (33b) 
where p is the Lagrange multiplier. 
Consider now a projection interpretation of the vector X0. In 
general X0 = B'X'V Y «= QY where B' is any matrix such that B'X'V X = X. 
Clearly rank(Q) < rank(x) =» r, and since QX = X, rank(Q) = r and thus 
f(Q) = g(x). 
Note that if Y is any vector in ^ (x) then Y = XZ for some Z. Then 
the numerically unique vector Xg = QY = QXZ = XZ = Y. Thus QY = Y for 
every Y in ^ (X). It then follows that for every vector Y, the vector 
2 2 Q Y = QY since with Z = QY we have QQY = QZ = Z = QY. Hence Q = Q so 
that Q is a projection operator on ^(X) = j^(Q) along f(L-Q) where it is 
to be understood that ^(l-Q) is not necessarily ^(xX) except under 
special conditions. In fact, since the rows of QY are b. l.u.e.s 6'(VQ') 
is contained in ^(x) by Theorem II, 1 and if C is any n x (n-r) matrix 
whose columns form a basis for f(iX) then QVC is a null matrix so /(VC) 
is contained in jf(l-Q). 
Corollary II.2.8 The vector X@ = QY is the projection by 
the operator Q of the observed vector Y onto é'(x) along ^(I-Q). Further, 
if the columns of a matrix C form a basis for é'(xX) then ^ (VC) is 
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contained in ^(I-Q). 
It is thus seen that the projection of Y defined by Q could not be 
orthogonal unless ^(VC) is contained in ^(xX). 
H. Some Distributional Properties of Solutions to the G.N.E. 
In consideration of the case where Y may be distributed as a 
singular multivariate normal because of the arbitrary rank condition 
on V the following statement is established. 
negative symmetric, then the class of solutions g to the G.N.E. II.1 
O 
Theorem II. 3 If Y ~ N(XB, a V), with V known and non-
is such that the class Xg of b.l.u.e.s of X3 is identical with the class 
of maximum likelihood estimators of X3. 
2 
Proof For economy of presentation a is taken to be known. 
The class of all nonsingular transformations H, for which 
is given by all matrices of the form 
H = (35) 
where A is arbitrary and B, when v < n, is any nonsingular matrix. For 
any choice of H the likelihood, JÈ(Y; B), is given by 
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£(Y; B) » (dec |  det B |  4(2^, Zg: g) 
= (det I det B 1 {k^exp[k2(Zj-HjXp)'(Zj^-H^Xp)]]6 (36) 
where k^ and k^ are constants and 5 = 1 if B = B and 6 = 0 
otherwise, and when v = n, B is vacuous and expressions in B are simply 
e x c l u d e d .  C l e a r l y  6  i s  i n d e p e n d e n t  o f  H .  F u r t h e r ,  f o r  6 = 1 ,  
(Z^-H^Xe)'(Zj-H^X3) = (D^OqY + A'O^Y - D%{Xg - A'O^XP)' 
(D~^0'Y + A'O'Y - D"^O'X0 - A'O'Xp) = (D"^0'Y - D"^0'xe)' 
V  O  O  v l  O  '  ^  V  1  v l  '  
(D%{Y - D^O(X@) » (Y-X3)V(Y-X3) (37) 
where is clearly independent of H. Thus for any choice of H, maximum 
likelihood estimators are obtained from Equations II.33* and 11.33b. 
But the set of solutions to these equations was shown to be identical to 
the set of solutions g of the G.N.E. II.1. 
The value of the likelihood is scaled by | det B | , which may be 
viewed as scaling the point distribution of O^Y. If one uses the 
transformation H = T with T defined by Equation 11.22 this factor is 1. 
2 
When cr is unknown, it is easily seen that the maximum likelihood 
estimator of is = v ^(Y-XfS)'V^(Y-xi) = v ^(Y-Xp)V (Y-XP) where 
V may be any conditional inverse as already pointed out. In discussing 
the distribution of this form it is convenient to use the G.N.E. with 
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V <= T'T of Equation 11.22. Then X0 is given, among other expressions, 
by x5 = X(X'V*X)'^X'V*Y = QY since u' = X(X'V*X)+ is a solution to the 
C.N.E. X'V*XU «= X', and 
(Y-xê)'v'^(Y-xê) = (Y-QY)'V*(Y-QY) 
« [X3+e-Q(xe+e)]'V*[XB+e-Q(xe+e)] 
* 
= [e-Qe]'V [e-Qe] 
e'[l-x(x'v*x)*x'v*]'v*[l-x(x'v*x)+x'v*le 
e'[l-V*X(x'V*X)+X']V*[l-X(X'V*X)*X'V*]e 
e'[V*-V*X(x'V*X)*X'V*]e 
= (Te)'[l-TX(x'T'TX)*X'T']Te 
= Z'[I-TX(TX)+]Z (38) 
by use of the identity A(A'A) A' = AA^ where A = TX. 
p 
Under the assumption that e ~ N(0, a V) it follows that 
Te = Z 2„/. 
vO 
•= N 
1 
r. 
0 
1 
\0 0 
and since TX(TX)* is symmetric and Idempotent Equation II.38 may be 
1+0 
further refined to read 
(Y-X8)'V+(Y-X9) = ("N', 0)[I-TX(TX)+(X'T')+X'T'] 
= Tl'[l^ -TjX(TX)"^ (X'T')'*'x'TpT] . (39) 
« O 
Equation 11-39 is a quadratic form in independent N(0, CT ) variables 
and it remains to establish the rank and idempotency of T^X(TX)^(X'T')^X'T^. 
Using the identity a'aA^ = A' (see for example Rao [I966I) with A - TX, 
it follows that (TX) ' (TX) (TX)"^ = (TX) ' . Noting that 
TX 
AD"^ 0 V 
0 p^ 
2 
for G a rx{3 matrix of rank r, the following relation is seen to hold 
G' 
0 
0 
0 
[G(TX)+] = G' 
A'u"5 
V 
0 
0 
( ' t o )  
Since G' has a left inverse cancellation is possible and Equation IlJtO 
becomes 
'a'D-'A 0 
V 
0 p'p^ 
2 2 
[G(TX)+] 
A'D 
V 
0 
0 
^2 
. ('•!) 
Furthermore, A'D^^A is s x 
PgPg is nonsingular. Thus 
s of rank s and as pointed out previously, 
Ul 
[G(TX)'*'] = 
«1 0 
0 (1+2) 
where = (A'D^^A) ^ A'D^ is S X V and is (r-s) x (n-v). 
But T^X(TX)"^ = [(D^A,0)G](TX)'*' = (D^A,0)[G(TX)'^] = (D^A,0) 
M, 0 
1 
0 Mo 2 
(D^AM^.O) . D^AM^ = D^a(a'D^^A) ^ A'D^ is obviously symmetric and 
idempotent, and since it may be multiplied on the right to obtain D^*A 
with rank equal to s it must follow that rank (D^'^AMj) = rank [TJX(TX)^] = 
s. Thus, the matrix 
i f d'^ AMA 1 
T^X(TX)+(X'T') X'Tj = (D^AMj.O)! ^ 1= D^AM^ (43) 
is symmetric and idempotent with rank equal trace equal to s. Thus the 
Form 11.39 is symmetric and idempotent with rank equal to trace equal to 
V - S. 
Theorem II.4 (Y-XP)V*(Y-XP) is distributed as X^cr^ with 
(v-s) degrees of freedom, and ô"^ is an unbiased estimator of 
The vector XP = QY = X(X'V*X)*X'V*Y and the vector (Y-Xp) = (I-Q)Y 
have covariance structure given by 
Cov[Y-xi,xi] = ct^(I-Q)VQ' 
= CT^(I-Q)W*X(X'V*X)'^X' 
= (r^(l-Q)[W*X(x'V*X)'^X'] 
U2 
(r^ (l-Q)W 
of(W-QW) 
of(W-W) 
= 0 (44) 
since by construction of W , the columns of W are in ^ (x) and Q is known 
to be a projection onto ^(x). Thus under normality they are statistically 
independent. 
Theorem II.5 Xg and â are statistically independent. 
Let g be any solution to the G.N.E. Then using V = T'T the 
following equations hold. 
X'T'TXg = X'T'TY 
. /?! 
X'(T^T^) = X'(TjT^) 
X'T,'T,X3 + X'T'T XP = X'T/T.Y + X'T'T Y 1 1  o o " ^  1 1  o o  
X'T'T.xi - X'T/T.Y = -(X'T'T Xg - X'T'T Y) il 11 oo oo 
= 0 . (45) 
Therefore any solution g to the G.N.E. satisfies 
X'TJTjXP = X'TJT^Y . (1+6) 
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Biit if B is a solution to Equation II.'|6 then TjXP Is the M.L.E. of 
and v"^ (TjY-T^ xe)'(Tj^ Y-T^ xê) = v'^ (Y-Xp)V^ (Y-XP) = a' Is the M.L.I';, o! 
n in the distribution of T^Y ^  N(T^xp,n^I^). It is well-known (.see for 
example Graybill [I96I] page 112 and for an explicit proof see Masson 
[1965]) that (TjX(j, CT ) is a complete sufficient of statistics for T^X@ 
2 p 
and a . Hence the likelihood function in T^Y ~ N(T^Xp, & I^) is of the 
form 4(T^Y, T^X0, = f(T^X0, T^Xg, cr^). 
The likelihood function of Y in the general model is then given by 
4(Y, T^Xe, TgXe, CT^) = K4(T^Y, T^Xp, a^) • 6 
= KF(TJ^X0, CT^, T^XB, /)F(T^Y, T^XE) . (4?) 
Therefore the set (T^Xg, ir , T^Y) constitutes a set of sufficient 
2 
statistics for T, X0, a and T^Xg. T^Y being a constant has a point 
distribution and is thus complete except in the case T^Y = 0. Thr 
addition of a constant to a complete set of statistics will not destroy 
^ ^ p 
this property. Thus it may be argued that (T^Xg, T^Y = T^Xg, CT ) is a 
2 
complete sufficient set of statistics for T^Xg, T^Xg, and a . Thus any 
estimable A.'g is estimated by ^'(TXg) a linear function of a complete 
sufficient statistics. 
Theorem II.6 Under normality, \'g is the minimum variance 
estimator of A.'g for any estimable X'g and is the minimum 
2 
variance estimator of rr . 
44 
III. COMBINATION OF INFORMATION FROM UNCORRELATED LINEAR 
MODELS BY SIMPLE WEIGHTING 
A. A General Characterization of b.c.s.w. Linear 
Parametric Functions 
When confronted with several independent sets of data having the 
linear models 
Yi = + 61 1 = 1, 2, .... k 
2 
where is an n^ x 1 vector, with Cov(e^) = known and g is a p x 1 
column of parameters, there is Immediate interest in the simplest method 
of combining the information from the several sources in order to construct 
a b.l.u.e, of X'g, a parametric function estimable from one or more sets 
of data. Particularly, it is possible to identify certain parametric 
functions X.'3 for which the b. l.u.e. from the full set of data is a 
simple weighted sum of b.l.u.e.s of X'g from the individual sets of data. 
The discussion in standard theory texts, Graybill [I96I], Mann [1949], 
and the literature, Kempthorne [1956] and Sprott [1956] of the simple 
weighting of interblock and intrablock information on treatment contrasts 
in B.I. B. and factorial designs prompted a deeper investigation of A/g's 
enjoying the b.c. s.w. property in incomplete block designs. It was 
natural to subsume this investigation to the case of any two known 
matrices and Xg, in the general linear model. Sprott [1956] 
established conditions under which sets of treatment effects or differences, 
estimable in both the interblock and intrablock sources of information, 
are b.c. s.w. However, his methods relied on heavy algebraic manipulations 
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of the solutions to the normal equations and did not bring out the essential 
role played by eigenvectors of the Interblock Information matrix. Sprott's 
results, as well as a rigorous Justification of the customary procedure of 
simple weighting of Interblock and intrablock estimates of degree of 
freedom contrasts or interactions in symmetric factorials, follow as a 
simple consequence of the theory presented here. 
The characterization of b.c.s.w. linear functions was presented for 
the models with invertlble variance structures, V, by Martin and Zyskind 
[1966] and relies heavily on the presentation of the normal equations. 
The theory is extended here to the linear models with arbitrary variance 
structures by virtue of development of the G.N.E, in Chapter II having 
the same basic properties. For the case of k = 2 a general characterization 
is presented of those X'p's, estimable in either or both sets of data, for 
which the b.l.u.e. is obtainable from one source alone or by simple 
weighting of its respective b.l.u.e.s from each of the two sources. Some 
related statements are made for k > 2, but in general conditions for simple 
weighting are more stringent. 
An expression for attainable lower bounds on the efficiency of 
simply weighted estimators relative to the corresponding b.l.u.e. 
estimators is presented as a function of the design matrices and 
variances V^. 
In the case of k •= 2 let y represent the combined data with variance 
matrix V where 
(1 )  
k6 
Then the b.l.u.e. of a linear parametric function X'g estimable in the 
, * * 
model y = Xp + e is given by X 0 where 9 is any solution to the G.N.E. 
for the combined model, 
x'v xp - x'v y 
(X{,X^)V1 h « (Xj,XpV y (2) 
* 
in which V is a member of the class I r  of conditional inverses of V as 
defined in the previous chapter. We recall that V is then a conditional 
inverse of V such that W* is a projection onto ^(v) along ^(x) and rank 
(x'v X) = rank x'x. Similarly, there exist admissible classes and 
of conditional inverses of and respectively such that for any V* in 
and any Vg in 1r^ the G. N. E, ' s 
X^ 'V*X^ i = X(V*y^  (3) 
XgVgXgg = X^Vgyg (4) 
yield b. l.u.e.s and of parametric functions and 
estimable respectively in the models 
Yl = Xjfi + with Cov(e^) = Vj^ (5) 
y2 = *2® •*" ®2 with Covfcg) = Vg (6) 
Definition III.1 An estimable parametric function X'0 is 
said to be best combinable by simple weighting (b.c. s.w.) if 
hi 
X'p = wX'B + (l-w)x'p 0 < w < 1 
The extension of this definition to k > 2 uncorrelated sources of 
information is immediate, and for that reason an explicit restatement is 
not included. As follows from the previous chapter the b.l.u.e. X'g of 
A.'p estimable in the combined model is given = p'x'v y where p is 
any solution to the G.N.E. x'V Xp = Similarly if X'tà is estimable in 
e a ch individual source then A.'i = C(^X^V*y^^ where X^V*Xj^a = X and X'p is 
X^VgXgY «  X .  Thus, if X'p is b. c. s.w. there exist vectors 
p, Q, and Y such that 
p'x'v y = wa'X^V^y^ + (l-w)Y'x^Vgyg (7) 
The following lemma makes it possible to discuss the above equation by 
* * * 
writing V in terms of Vj^ and Vg . 
Lemma 111. 1 If is a projection onto ^(V^) along ^(Xj^) 
and VgVg is a projection onto C(Vg) along ^(Xg) then W*, with the 
conditional inverse ^ ^ 
' " ' 0 
/ V 
is a projection onto ^ (v) °H Q" ig-) "1°": ((X) • 
Proof By defining the columns of 6 and Q to be orthonormal 
sets of eigenvectors of V, and V_ respectively, we may write 
1 ^ 
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'l- ®(ô^ % and Vg = Q 
°2 0 
0 0/ Q' 
where and Dg are diagonal matrices of rank Vj and Vg. Further, using 
notation developed In the previous chapter we have 
Thus 
= 6 ^11 
0 
2^1, 
and Q "l2 0 
2^2 
("r"») U 
0 
0 Qi 
m 0 
o 
0 Qn 
•^ 1 
0 
0 
0 °2 
0 0 
/ 
hi 0 
0 Qi' 
m' 0 0 
V 
Qo 
and 
^9 
\ X. 
m 
*1 Pll' 
0 
^21 
^12 
0 
2^2 
= \i. 
0 
^1 
0 
0 
^2 
0 
^12 
0 ^21 
0 
0 
^22 
* X 
G where G is a ()crimil.nt ion 
oi i':. 
By partitioning '.Ï into il = ((2^, we note that ^(v) = and 
C(x)ri^v) = i, 
1 0 A, 
Thus VV is a projection onto /'(V) 
along f(x) if and only if for W = f.'2 DL 
0 0 
w' it follows that 
* 
W U 
^1 
0 
0 
^12 
^21 
0 
0 
^22 
* 
G = 0 
We note that for this conditio^ to hold it is sufficient that 
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I I PL 
0 0 
11 
0 
0 
12 
21 
22 
or equivalently 
^1 
0 
0 
^12 
0 
1 
0 Dr, 2 V  
hi h2 
^22 
lO 
Upon setting = 0 and = 0, this reduces to 
^11 + Vila's! - 0 
^12 * ' ° 
Thus any choice of V such that 
* 
w = n 
M
 
o
 
-Ki 0 \ 
0 I t 
o
 
0 0 
n' 
where 
^11 " ^1^21 
^12 " *2^22 
51 
is sufficient for W to a projection onto ^ (v) along ^ (x). But for any 
* * 
in and any Vg in 1r^ 
n 
/I 0 
0 \ 
0 I 0 
-^2 
, 0 0 / 
Q' 
To preserve estimability, i.e., rank x'V X = rank X it suffices to 
* * 
restrict the choices of in and Vg in 1r^ to those matrices which are 
* * 
symmetric positive definite. Hereafter and will refer to symmetric 
positive definite matrices in 1r^ and Ir^ respectively. 
* / 
Thus a b.l.u.e. X ^ of an estimable \ g is given by 
\'e* = p(x(xp f— (8) 
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where 
(x;xp 
0 
0 
* 
p = X (9) 
and Equation 1II„7 becomes 
'xjx*yj + = wa'xJV^y^ + (l-wjy'X^VgYg (10 )  
The following lemma is used to facilitate the solution of Equation III. 10 
by reduction of the discussion to a "canonical" coordinate system. 
Lemma III.2 (Newcomb, [1961]). Given two real p x p positive 
semi-definite symmetric matrices, say, X^V^X^ and X^V^Xg, with rank 
(X^V^X^) = a < rank ( X^V^X^) = b, then there exists a real nonsin>»ular 
matrix T and real diagonal matrices and such that 
and Dj^ = X'X^V^X^T where 
T'XjViXiT 
D = 
a 0 '^b = 
*^1 0 
0 
0 
a-r 
0 
0 
b-r 
p-a-hf r 
( 1 1 )  
and u^, i = 1, ..., r are positive where r is the dimension of ,, 
being the row space of X^V^X^ . 
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Consider the reduction of the design matrices, X^, to these "canonical 
coordinates" by 
Yl = (X^T)(T"^P) + e^ Yg " (XgTjfT-lg) + e^ 
and 
= ZlT + «1 = ZjT + «2 (12) 
where we now write X'P = X'TT = (T'X)'T « T|'T . The b.l.u.e. , H'T*, of 
T|'T estimable from the Combined Data III. 1 is given by 
TI't*= P'z;v*y^ + P 'ZgVgyg (13) 
where p is any solution to the conjugate normal equation 
(Da + = "0 . (14) 
If TI'T is separately estimable in each set of data, then the respective 
b. l.u. e.s T\ T and T| T , are given by 
1\'T = A'z^V*YJ^ and 'I]'T = (^5) 
where a and y are any solutions to the pair of conjugate equations 
D^a = T] and = T| . (16) 
If X'(J = TI'T, estimable in both sources, is b.c.s.w. then 
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T|'T = WT|'T + (l-w)^'I 
- wa'z^v*y^ + (l-W)Y'Z^V*y2 
= P'z;v*yi + p'Z^V*y2 (if) 
from equation 111.I3. Since Equation III.17 is an identity in y^ and y 
p'Z^ = wa'Z^ and p'Z^ = (1-w)y'2'.^, and so it follows that 11 must be such 
that 
D p = wl) and D.p = (l-w)i; . (18) B. D 
From Equation III.11 the only possible solutions to Equation III.IB are 
given by the classes of vectors p^, = c(0, (1+M^) x^) ' 
i = 1, ..o, r, with (l+w^) ^  in the i position, the x's arbitrary, and 
zeros elsewhere and with corresponding class = c(0, K, O)', 
where w^ = (l+y^) ^  and c is any scalar 0, or by linear combinations of 
these with corresponding all equal, in which case entire subspaces 
of x's in Xj^^lXg are such that A.'0 is b. c.s.w. 
Conversely, if T) is such that the Equations III.ly have a solution 
^ -1 * 
then p  is also a solution of Equation III. I 3  and ;;'T  = w P ' Z{V^y^ and 
"'t = (1-w) Hence 
( I T  =  p  Z j V ^ y ^  +  p  Z g V ^ y g  
= W'H'T + (l-w)'fl'T . (19) 
This discussion leads to the following sequence of theorems. 
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Theorem III.A. 1 If X^AXg has dimension r, then there are 
exactly r linearly independent vectors X' in such that is b. c.s.w. 
Such vectors X  are given by = (T i = 1, r, where 
7]^^ = c(0, Ij^, O), i.e., the set of linearly independent b.c.s.w. 
X'p's, X '  in X^AXg, is given by nonzero scalar multiples of the first r 
—X 
rows of T . 
k 
Theorem III.A.2 A linear combination, E a.y'^, of b.c.s.w. 
1=1 
X'B's with in X^HXg, and corresponding weight w^, is itself b.c.s.w. 
if and only if wj = Wg = ... = Wj^. 
Consider now the set i = rfl, ..., a, defining a set of parametric 
functions TI't estimable in y^^ but not y^. For such 1]^ the set of all 
possible solutions to the Combined Conjugate Equations III.14 is given by 
the vectors p ® (O, . « •, 0^, 0, ..., 1 , ..., ^, x, ... , x^) , but 
it is immediate that this set is also the set of all solutions to the pair 
of Equations III. l8 with w = 1. Thus for T]^T, i = r+1, ..., a, it follows 
* __ 
from the previous discussion that Tlj^T •= TI^t . Since w^ = 1, i = r+1, ..., 
a, it also follows that the b.l.u.e. of any linear combination, 
a 
Z C  T] ' T, is given by 
i=r+l ^ 
a ^ a 
E c TI'T = Z c T|{T . (20) 
i=r+l i=r+l 
Equation III.20 may be formalized in the following theorem. 
Theorem III. A. 1 If Xj^OXg has dimension r then there exists 
an a-r dimensional subspace in X^-Xg such that for any X in this subspace 
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X'P* = X'g and there exists a b-r dimensional subspace in such that 
for any X in this subspace X'g = X'g. 
Corollary III»A. 1 If = 0, then for every X'p estimable 
in source i = 1, 2 its b.l.u.e. is obtainable from that source alone. 
It should be noted that there is no essential reason for D to be an 
a 
upper left identity except that an algorithm exists for this resolution. 
I 
For any nonsingular matrix Q which simultaneously diagonalizes both 
-1 information matrices, one need only look to the rows of Q to determine 
the b.c.s.w. X'P's. 
Theorem III.A.4 A necessary and sufficient condition for 
Xto be b.c.s.w. is that the set of solutions to the conjugate equation 
(21) 
is identical to the set of solutions to exactly one of the three pairs of 
conjugate equations, 
XjV*XiP = wX XjV*X^p = X X^V*X^p = 0 
or or 
XgVgXgP - (l-w)X X^XgXgP = 0 X^VgXgP = X (22) 
We point out that for the purpose of determining the b.c.s.w. X'g's, 
it is only necessary to know Vj^ and Vg to within scalar multiple, since 
in effect only common directions of the image of p are the ones of interest. 
In order to determine the actual weight w it is necessary to know at least 
the ratio of these scalar multipliers. 
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Restricting attention to only those X' in one may also state 
the following formulation. 
Theorem III. A.5 For X' in Xj^DXg, \'g is b.c.s.w. if and 
only if X is the image under either or of a vector p, such 
that p is a generalized eigenvector of the pencil 
(X{V*Xi + kX^V*X2)p = 0 (23) 
for some generalized eigenvalue k ^  0. 
The reader should, of course, be alert to the fact that in many 
situations the matrices will be multiples of the identity matrix, i.e., 
= c^I. In such cases = a^I and the relations which we have 
stated admit further simplifications as is explicitly exhibited in the 
paper by Martin and Zyskind, [I966]. Further, for situations such as 
those treated in Chapter II where all simple least squares estimators are 
also b.l.u.e.s it is clear that in the preceding expressions the terms of 
the form X^V*X^ and X^V^y^^ can all be replaced with and o^^X^y^ 
respectively without loss of validity. 
For the case of k > 2 sources of information, it is obvious, by an 
extension of Theorem III.A.4 that if a X'@ is b.c.s.w. for the entire set 
of k sources then X'p is pairwise b.c.s.w. for any possible pair of 
sources. The converse is not true, as can be shown by the following 
2 
counter example for k = 3 models having a^I variance structures. 
Suppose that for the three independent sources of information we 
have the following normal equation coefficient matrices. 
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2 1 1\ /I 1 1\ /I 1 1 
™ 
Then we observe that = X^HX^ = X^flX^ = Xj^flX^DX^ equal the space 
spanned by the vector X '  = (1, 1, 1). For every possible pair of sources 
A is palrwlse b.c.s.w. since 
X^X^e = X^XgG^ = \ (25) 
X^X^Gg = X^X^Gg = X (?6) 
XgXge^ = X^XgSi " ^ (:'7) 
where the s^'s are the unit vectors with 1 in the i^^ position and zeros 
elsewhere. The solutions to Equations III.25, HI.26, and III.27 are 
unique. Thus there does not exist a solution p to 
(X^X^ + X^Xg + X'X )p = X  (28) 
which is also a solution to 
c^x^x^p = XgXgXgp = Cgx'x p = A . 
In fact, since X '  = (l, 1, 1) spans the intersection space of the row 
spaces of all three sources, there is no b.c.s.w. parametric function in 
this example. We point out that if \ , a vector in Xj^HX^ ... ftX^, is 
eigenvector of the normal equation coefficient matrix, X^X^, for each 
of the k sources then it follows immediately that X'p is b.c.s.w. 
throughout the whole set. 
an 
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B. The Full Rank Case 
If and Xg are both of full rank, the theorems and corollaries in 
the preceding section apply as they stand. The proofs may be simplified. 
Fraser [1957], working with models having cr^I variance structures, 
showed that a necessary and sufficient condition for each component of 
B to be b.c.s.w. is that the information matrix from source one be a 
diagonal matrix multiple of the information matrix from source two. By 
application of Theorem III.A.2, there will be an s dimensional subspace 
of b.c.s.w. linear parametric functions if and only if s elements of this 
diagonal matrix are equal. For any full rank X^ and X^ there will always 
be p independent b.c.s.w. linear parametric functions by Theorem III.A. 1. 
For the case of k > 2 full rank sources of information, the condition 
that X'p be b.c.s.w. for all possible pairs is sufficient for \'0 to be 
b.c.s.w. throughout the whole set, since for any i, j the solution p, to 
the set of equations 
x;v*x,p . c^jX 
XjVjXjP = (l-c^j)X (30) 
is unique. 
C. Common Eigenvectors 
If p is a common eigenvector of X^V*X^ and X^X^X^, it is an immediate 
consequence of Theorem III.A.4 that p'p is b. c.s.w. If pj^, p^ is a 
set of common eigenvectors, it follows from Theorem III.A.2 that a linear 
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r 
combination L a.p'p is b.c.s.w. if and only if the weights of p'P and 
i=l ^ 
p^0 are the same for all p^g. We therefore state the following theorems. 
Theorem III.C.1 A sufficient condition that \'p be b.c.s.w. 
* * 
is that X, be a common eigenvector of X^Vj^Xj^ and X^V^X^. 
Theorem Ill.C. g  If ..., is a set of common eigenvectors 
* * r 
of and X^V^Xg then ( E a^X^)'B is b.c.s.w. if and only if 
i=l 
- 1  - 1  
k = c^^c^g = ... = where c^^j^ and c^g are the eigenvalues of X^ 
, * , * 
under X^V^Xj^ and XgVgXg respectively. 
Theorems III.C.1 and III.C.2 apply to the case of k > 2 uncorrelated 
sources of information. 
If there exists an orthogonal matrix which simultaneously 
diagonalizes X^V^X^ and X^VgXg, then the columns, (^j,, i = 1, ..., p, of 
@ with nonzero eigenvalues under at least one of the mappings, determine 
the b.c.s.w. function Columns of @ with respective eigenvalues in 
the same ratio determine the subspaces of b.c.s.w. parametric functions. 
In principle, one need only construct any one such matrix 6 to determine 
the complete set of b.c.s.w. X'p's. 
D. Incomplete Block Designs (t, r, b, k, X^j) with 
One or Zero Incidence in a Block 
For the purpose of estimating treatment contrasts we first consider 
the model y^j = tj + b^ + e^j where b^ and e^j are random and uncorrelated 
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2 2 
with mean 0 and variances and a respectively. Then, with Y*s now 
denoting vectors, the Y = XT + b + e may be written according to blocks as 
IT 
A i h \  
with Var(Y) = block diag 
\ 
2 k 
T + b + e 
(31) 
2 k 
* ^ k * %*^k' ' ' * ^ k ^  
where J is 
m 
the m X n matrix of unit elements. We may demonstrate the way in which 
the usual intrablock and interblock normal equations are regarded as 
originating from two uncorrelated sources of data as follows. Transform 
Y by the matrix = block diag where is a k x k orthogonal 
-è- k * 
matrix with first row k and will denote the k-1 remaining rows. 
Then 
A 
6Y = Z 
'1^4 
Vb 
Gl^l 
T + T] 
(3^) 
where i; has mean zero and 
Var( z )  = block diag ^ 2 /k 
' =k + 'b lo $ • * % k 0 .0 0 
Permute Z by P to get 
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/k"* 
PZ = w = 
B 
Vl 
Vb / 
N'\ 
*1*1 
% 
T + § 
(33) 
(a^ + ka^)ly, oflh(k_i) and Wg are two 
where B is the b x 1 vector block totals, N is the t x b incidence matrix, 
and Var(w) = block diag 
uncorrelated sources exhausting all the available Information on T. The 
normal equations for are given by 
NN'T «= NB = R (34)  
where is the total yield of blocks containing treatment j. The normal 
equations for Wg are 
( E X'G*'6%)T 
1=1 1 ^ 1 
/  * /  *  
1=1 
E x; ( L-k"V)X T  
i=l 
E xf(l-k"V)Y 
1=1 1 ^ 
1 O 
(x'x-k" Z N N')T  
1=1 
X'Y-k"^ E X'(B.jh 
1=1 
(rI-k"^NN' ) T  -1 T-k R = Q (35)  
where Tj is the total yield under treatment j. 
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It is clear, as exploited by Kempthorne [1956], that the interblock 
and intrablock information matrices have exactly the same set of 
eigenvectors. If y is an eigenvector of NN' = (^^j) with eigenvalue 0 
or rk then y'g is b.c. s.w. from one source alone. Restricting attention 
to only those vectors y' in we may characterize the b. c. s»w. y'^'B 
by use of Equation III.23» Thus y 'j^ is b.c. s.w. if and only if y  is the 
image under NN' of a solution p of 
(rI-K"^NN') - mNN'p = 0 (36) 
for some scalar m ^ 0. But Equation III.36 may be rewritten as 
(l-cNN')p = 0 (37) 
where c = (l+km)(rk) Equation III.37 Is an expression of the ordinary 
eigenvalue equation of NN' in terms of reciprocals of nonzero eigenvalues. 
Thus we have the following theorems. 
Theorem III.D.1 In incomplete block designs a treatment 
contrast y'y, is best estimated from intrablock information alone if and 
only if NN'Y = 0, and from Interblock information alone if and only if 
NN'Y = rky. 
Theorem III.D.2 In incomplete block designs, a treatment 
contrast, y'j, estimable from both the intrablock and interblock 
information, is b.c. s.w. if and only if y is an eigenvector of NN'. 
It can be verified by simple computation that, for the treatment 
effects, -y^T = - f •= t^ and y^j = - f = t^, and are 
eigenvectors of NN' if and only if NN' has the form 
6k 
NI^' = 
(38) 
in which case and have the same eigenvalue and form a two dimensional 
subspace of b.c.s.w. parametric functions. I'he extension of the 
verification to b treatment effects is immediate, and leads to the 
following theorem. 
Theorem III.D.3 A necessary and sufficient condition for 
every treatment effect in the set t^, ..., t^ to be b.c.s.w» from the 
interblock and intrablock sources of information is that the matrix = NN' 
be of the form 
NN' = 
/ X A. 
^  S  
A 
r X . , 
Ji 
K 
• 
V  (19) 
where is the number of times treatments i and j occur together in a 
block. 
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Corollary III. D. 1 If, in an incomplete block design, the 
treatment effects t^, ..., t^ are b.c.s.w. then so is any linear 
combination of the set. 
Corollary III.D.2 In an incomplete block design all treatment 
effects are b.c.s.w. if and only if the design has a b.i.b. structure. 
Every treatment difference t^-t^, i, j < k, is b.c.s.w. if and only 
if the vector (O, ..., 0, 1, 0, ..., 0, -1, 0, ..., O), with i in the i 
position and -1 in the position, is an eigenvector of NN'. Again, 
simple arithmetic will establish the following theorem* 
Theorem III.D.4 In an incomplete block design, every 
treatment difference, t.-t , i, j < b, is b.c.s.w. if and only if 
1 J 
. th 
NN' = 
' r 
^b+1 
'^ b ^b+1 
^hfl 
• 
Vl 
r Si 
Vt • 
• 
^ij r (1.0) 
Proofs of Theorems IIl.D.3 and III.D.U, restricted to parametric 
functions estimable in both sources, were established by Sprott [19561, 
using manipulations of solutions to the normal equations. 
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E, Symmetric Factorials In Incomplete Blocks 
— Since symmetric factorial designs are resolvable into uncorrelated 
replicates, the set of individual;replicates may be regarded as a set of r 
sources of information for the estimation of treatment contrasts, and thus 
yield a total of 2r uncorrelated interblock and intrablock sources of 
information. Each replicate may be viewed as an incomplete block design 
in the preceding section with the addition of a replicate effect in the 
model, i.e., y^^j = r^^ + t^ + b^^ + e^^. The only modification occurs In 
1 1 1 ^ 
= k = k^j^r^ + k^N^T + Ç, so that the corresponding normal 
equations, similar to Equation 111.34 become 
k^br^ + kJ^N^T = kG^ (4la) 
"vk + vir ' «h (uk) 
where is the total of all yields in replicate h. Eliminating r^ by 
multiplying Equation III.41a by (kb) and subtracting the product 
from Equation III.4lb we obtain the equivalent system III. 1+la and 
We note that whenever the right-hand side of Equation Ill.Ula is 
used nontrivially in forming a linear estimator, there cannot result an 
unbiased estimator of a treatment contrast. Equation Ill.Ula is irrelevant 
for estimating treatment contrasts. Since any contrast Y'T is an 
eigenvector of with eigenvalue zero, a contrast is an eigenvector of 
the interblock information matrix in Equation III. 1+2 if and only if it 
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is an eigenvector of For this reason we shall simply refer to 
N.N/ as the interblock information matrix. 
h n 
A treatment contrast, Y ' T ,  IS  said to be completely confounded in a 
replicate if the components of y, corresponding to each group of treatments 
occurring together in a block, are equal within each group. Again a 
treatment contrast, y'-x, is said to be completely unconfounded in a 
replicate if the sum of the components of y, corresponding to a group 
of treatments occurring together in a block, is zero for every block. 
The interblock information matrix, N.N' = for the h*"^ replicate 
h h uv 
consists of ones on the main diagonal and zeros and ones off the main 
diagonal in such a way that the sum of elements of any row is the block 
size k. For row u, corresponding to v = 1, ..., t, is unity if 
and only if the v*"^ treatment occurs in the block containing the u*"*^ 
treatment. Thus the unit elements in the rows of N.N/ correspond to the 
ri u 
groups of treatment combinations appearing in a block. If y'-x is 
completely confounded, the product of the u^^ row of N^N^ and y is equal 
to k4y, where is the component of y corresponding to the treatment 
in T. Hence N^N^^ = k-Y. If Y'T is completely unconfounded the product 
of the u*"^ row of N^N^ and y is zero, so N^N^y = 0. Hence, in either 
case y is an eigenvector of N^N^. 
We note that if the confounding scheme in a symmetrical factorial 
design is by full sets of effect and Interaction degrees of freedom then 
any effect or interaction degree of freedom contrast, y'l, is either 
completely confounded or unconfounded in a replicate. Thus for any 
replicate, y is an eigenvector of N^N^. Since the interblock information 
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matrix, NN', for the whole design is the sum of the individual replicate 
matrices, N^N^, y is an eigenvector of NN'. 
By the extension of Theorem III.C.1 to the 2r interblock and 
intrablock sources, any effect or interaction degree of freedom contrast 
is b. c.s.w, from all 2r sources in the design. Thus we have derived the 
following desired result. 
Theorem III.E.1 In a symmetric factorial design employing 
complete confounding of full sets of effect or interaction degrees of 
freedom within each replicate, the coefficient vector of any effect or 
interaction degree of freedom contrast, Y'T, is an eigenvector of the 
interblock information matrix, N^N^, of each replicate, and y't is b.c.s.w. 
from all 2r sources of interblock and intrablock information. 
The above theorem is applicable to the case where the block size, 
although constant within each replicate, may vary from one replicate to 
another. 
F. The Relative Efficiency of Simply Weighting Two 
Uncorrelated Linear Estimators 
In the light of the necessary and sufficient conditions for a 
function A'B estimable in both y^ and y^ to be b.c.s.w. it is interesting 
to inquire into the possible loss of efficiency in the use of 
indiscriminate simple weighting of estimators. 
The variance of a b.l.u.e., A'fl = p'x'V y from the model y = XH + e 
with E(ee') = V is given by p'x'v*w*'xp = 1 A'(X'V*X)"^A-p'x'(9^(^^xp 1 in the 
discussion of Corollary II.2.3 where the Moore-Penrose generalized 
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inverse (x'V x)^ is used for easy computation and manipulation. In 
discussing parametric functions X'g estimable in both models y^^ and y^ 
of independently occurring data, it seems reasonable to regard a'x^Cî^fi^X^a 
and being zero since the converse of this statement would 
imply that \'3 involves parameters not occurring in both models. In the 
case where and are invertible, and are vacuous. For this 
reason and, or, under this condition the expressions for the variances of 
the respective b.l.u.e.'s and X'0 are given by a'(X^V^X) a and 
y'(X2V*X2) y respectively. 
Consider the two models as transformed by T in Equations III. 11 and 
III. 12 of the first section in this Chapter. Then X '(3 = 6'T  =  ' T  
and 6' = X'T, and it is observed that X'P is estimable in both models if 
/ * 
and only if = . «. = 6^ = 0. The b.l.u.e. X 0 of such a function is 
given by T)'(D^ + Dy)T = Tj'TX'V y where (D^ + D^) = 6 and the variance is 
6'(D + D,)^6 where (D + D,)^ is the conditional inverse of (D + D, ) 
a b a b a b 
obtained by inverting the nonzero diagonal elements and leaving the zero 
elements unchanged. Thus, Var(x'0 ) = Var( Ô ' T  )  =  E  6?(l+ I U . )  In a 
i=l ^ ^ 
* ^ 2 ~ ^ 2 -i 
similar manner Var(X'B) = Zô. and Var(X'8) = , and the variance of 
1 1 ^ i 1 
the simply weighted estimator of X'P, denoted by VarfXg)^^, is given by 
E (l+/Lt/)fiJ (44) 
i=l 
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The relative efficiency of simple weighting, denoted RE, is then defined 
as 
1 ^ 
- I P  
E(1+M 
1 ^ 
RE 
r,6, r -1*2 
(6^)'Q(6)^+(6^)'P(6^) 
i + iAjpiA 
-1 
(45) 
2 2 
where (6 ) represents the vector of elements 6^ and P and Q are the 
1+W, 1+M 
-1 
( Q )  
ii H 
- 1  
i ' symmetric matrices given by (Q)^j = ^  
f ' i i  •  °  ( f ' l j  •  i  •  
2 2 
clearly, and as the theory indicates, (fi )'P(6 ) is zero if and only 
2 if all 6^ save one are zero, or all nonzero 6^^ have corresponding equal, 
or equivalently X'3 is b.c.s.w. 
General interest lies in knowing the lower bound of RE over the class 
of all Àestimable in both models. This bound will be a function of 
p 
(f) ) and and its determination is dependent on the size of r. Since 
Y1 
the matrix Q does not necessarily possess properties of definiteness the 
task is quite tedious. We construct instead a table of intervals 
containing the lower bound of RE which may be entered using only the 
largest and smallest values of the set in Equation III. 11. 
The width and location of the interval for a given set of ju's is adequate 
for the purpose of suggesting the caution which should be exercised in 
using simple weighting. The entire discussion adopts the point of view 
of the worst possible case. 
Consider the elements to be ranked so that ^ Kg ••• < . 
The elements of the P and Q matrices then possess an ordering of magnitude 
described as follows. In matrix P consider p^^ and p^^, 1 < k < r, then 
= ^ ("l-Wk)^ 
For the purpose of comparison eliminate l+/i^) from both and divide 
-2 '^r ^ 
the remains by . After defining — =x^> — =x^>l the comparison 
is now between ^ and • The function f(x) -
\iu[ +%,) \il\ +\) 
2 
— h a s  z e r o  d e r i v a t i v e s  a t  x  • =  1  a n d  x  =  - ( a  ^ + 2 )  a n d  h a s  
x(u +x) 
-1 
singularities at x = 0 and x = as illustrated in Figure III.1. 
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f(x) 
Figure III.1. Profile of f(x) 
Thus for X > 1, f(x) Is a monotone Increasing function and it follows 
that f(x^) > f(xjj) or equivalently > p^^ for 1 < k < r. Secondly, 
consider p^^ and p^^, 1 < k < r. Eliminating u^{l+u^) from the expressions 
makes it quite obvious that Pj^^ > p^^. It follows easily that in the 
upper triangle of P any element p^^j > p^^ where JL > i and m < j. Clearly 
p^^ is maximum. 
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In the matrix Q, quick inspection of shows that in the upper 
triangle of Q and including the diagonal q^^j > q^ for £ > i and m> j. 
-1 -1 
Thus q^^ » 2/Lij^ and q^^ • 2jn^ are the maximal and minimal elements of Q. 
Plr 
Finally consider the comparison of the ratio = 
Pij 
to ^ . Since it is clear that 
.2 
Plj ("i-Wj) Pii -2 
• 5 % > —^ . Factoring y, from the numerator 
"ij "ij ^ 
Plr 
and denominator yields the expressions —g and 
''ir ax^+bx^+c 
Plj (1-Xj)^ 
" —5 where x > x > 1 and a, b and c are positive 
'^Ij aXj+bXj+c ^ ^ 
a-x)^ 
constants. The function f(x) = — has the identical profile 
ax +bx+c 
with the function in Figure III.1 with the possibility that one or both 
singularities are removed. The first derivative has roots at x = 1 and 
at X = - 2^b seen to be monotone increasing for x > 1. Thus 
P p , 
—- > for any choice of (i, j). By exploiting the simple fact that 
''ir ''ij 
^ if ^ > g, it is easy to establish that 
Ih 
(5^)'Q(5^) Zqiiôi+s^s^qijôiôj 
—2-2 ^ Ta ^ ;r • ''•^' 
Wj 
2 
Fixing 6^ = 0, i^r,r and 6^ = 1 and determining the maximum with 
2 2 1^11 Pir 
respect to 6_ to be at 5 = / with value ~RRR~:::R it must 
^ V ^rr r V q„ 
''ir^ ^^ll^rr 
hold that 
" SiS ' • 
Hence, it follows that 
^Ir ^ MAX (a^)^P(a^) ^ ^  /^gx 
^Ir^ (a^)'Q(a^) ^Ir 
which implies 
llr , 1l/ 
< Min RE < " ' " " - (1.9) 
TWrr 
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or, equlvalently, 
M (1+M, )^+w, (1+a 
^ ^ ^ ^ < Min RE 
Mr ( 1+Mi ) ( 1+Mr ) - Mr ) ^ 
M ( l+M, )^+M, ( 1+M )^+2 n/ÛTÂT ( 1+M, ) ( 1+M_) 
< ^-p-^ ^ . (50) 
Ur(l+Mi) +Mj^(l+Mj.) +(Mi-Mp) +2 (l+Mj.) 
By defining a = >/ïÇ(l+Mj^) and b = c = Inequality 
III.50 may be written 
2 1 Min RE < . (51) 
a +b +c (a+b) +c 
It follows from the derivation of the above inequality that if there 
are only two distinct values of u^, i = 1, ..., r, equality holds on 
the right, i.e., 
Min RE = —— 
(a+b)^+c^ 
In Table III.A the left and right sides of Inequality III.5I are 
presented for various values of and read down the left margin 
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-1 -1 
and across the first row. Substitution of and for and 
in the extremes of Inequality III.50 is quickly seen to yield the 
identical expressions. Thus the inequality is symmetric in the 
reciprocals and a pair u^) not appearing in Table III,1. may be 
-1 -1 
read in as ). If the leading diagonal elements in Vj and 
2 
Vy were both set equal to one by factoring a scalar from and 
2 2 
the variances written as and cr^Vg, then the fact that is 
normalized by T implies that the in are multiples of 
2 2 
and may be written - c^a^/Og where c^ is determined by the matrices 
and Xg. Thus the general magnitude of the set of w^'s is influenced 
2 ^ by the ratio If this ratio is very large or very small 
inspection of Inequality III.51 reveals that the lower bound of RE 
approaches one, this being consistent with the notion that one source 
contains relatively very little information and may practically be 
ignored anyway. 
Even when a parametric function \'g is estimable in only one 
source, say y^, the second source, y^, may contain some information 
and should not be simply ignored. This is easily illustrated in case 
of nonsingular variance structures Vj^ and V^; for if A'P = Ô'T. 
where . = 6^ = 0 ,  it is estimated by A'P the variance o f  
a 2 
the estimator is >2 . However if is estimated by X'g the 
i=l ^ 
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variance of the estimator is 
^ -1 p * p 
Z (1+mJ 67+ Z 6, 
i-1 r+1 1 
Thus the relative efficiency of the estimator X'g is 
(1+u )"^6i+ z s: 
1 ^ 1 r+1 
E F) 
i=l ^ 
It is easily seen that this ratio approaches (1+m^) ^  as a lower 
bound. Thus if /bt^ is larger than, say, .2 it is quite possible to 
p p 
ignore a considerable amount of information. If the ratio 
is quite small Equation III.$2 will approach one, this again being 
consistent with the notion that y^ contains little information and 
may practically be Ignored. Similar statements may be made for 
X'3 estimable in y^ but not y^^. 
For a practical algorithm for constructing the Equation III.11 
the reader is referred to the paper of Newcomb [19611. 
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Table III.l. Ranges of the Lower Bound of RE 
1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 
0.01 52.0 
59.9 
35.0 
43.0 
26.5 
34.1 
21.4 
28.5 
18.0 
24.7 
15.6 
21.9 
13.7 
19.8 
12.3 
18.1 
11.2 
16.7 
0.05 59.1 
71.3 
41.1 
55.0 
32.1 
45.8 
26.6 
39.9 
23.0 
35.7 
20.4 
32.6 
18.4 
30.2 
16.9 
28.2 
15.7 
26.6 
0.10 66.5 
78.7 
47.9 
63.5 
38.3 
54.4 
32.5 
48.5 
28.7 
44.2 
25.9 
40.9 
23.8 
38.3 
22.2 
36.3 
20.9 
34.5 
0.20 77.8 
87.3 
59.1 
74.0 
49.0 
65.6 
42.7 
59.8 
38.5 
55.6 
35.4 
52.3 
33.1 
49.7 
31.3 
47.5 
29.9 
45.7 
0.30 85.5 
92.1 
67.8 
80.7 
57.5 
73.0 
51.0 
67.6 
46.6 
63.5 
43.3 
60.3 
40.9 
57.7 
38.9 
55.5 
37.4 
53.7 
o.4o 90.8 
95.2 
74.6 
85.4 
64.5 
78.4 
57.9 
73.3 
53.4 
69.4 
50.0 
66.3 
47.4 
63.8 
45.4 
61.7 
43.8 
60.0 
0.50 94.4 
97.1 
80.0 
88.9 
70.2 
82.5 
63.7 
77.7 
59.1 
74.0 
55.7 
71.1 
53.1 
68.7 
51.0 
66.7 
49.3 
65.0 
o.6o 96.9 
98.4 
84.3 
91.5 
75.0 
85.7 
68.6 
81.2 
64.0 
77.8 
60.6 
75.0 
57.9 
72.6 
55.8 
70.7 
54.1 
69.0 
0.70 98.4 
99.2 
87.7 
93.5 
79.0 
88.2 
72.7 
84.1 
68.2 
80.8 
64.8 
78.1 
62.1 
75.9 
60.0 
74.1 
58.2 
72.5 
0.80 99.4 
99.7 
90.5 
95.0 
82.3 
90,3 
76.3 
86.4 
71.8 
83.3 
68.4 
80.8 
65.8 
78.7 
63.6 
76.9 
61.9 
75,4 
0.90 , 99.9 
99.9 
92.7 
96.2 
85.1 
91.9 
79.4 
88.4 
75.0 
85.5 
71.7 
83.1 
69.0 
81.1 
66.9 
79.3 
65.1 
77.9 
1.00 100.0 
100.0 
94.4 
97.1 
87.5 
93.3 
82.0 
90.0 
77.8 
87.3 
74.5 
85.0 
71.9 
83.1 
69.8 
81.4 
68.0 
80.0 
1.10 99.9 
99.9 
95.9 
97.9 
89.5 
94.4 
84.3 
91.4 
80.2 
88.8 
77.0 
86.7 
74.4 
84.8 
72.3 
83.2 
70.6 
81,9 
1.20 99.6 
99.8 
97.0 
98.5 
91.2 
95.4 
86.3 
92.6 
82.4 
90.1 
79.2 
88.1 
76.7 
86.3 
74.6 
84.8 
72.9 
83.5 
1.30 99.1 
99.6 
97.8 
98.9 
92.7 
96.2 
88.0 
93.6 
84.3 
91.3 
81.2 
89.4 
78.7 
87.7 
76.7 
86.2 
75.0 
85.0 
1.40 98.6 
99.3 
98.5 
99.3 
93.9 
96.9 
89.6 
94.4 
85.9 
92.3 
83.0 
90.5 
80.6 
88.9 
78.5 
87.5 
76.9 
86.2 
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Table III.l. (continued) 
10.0 11.0 12.0 13.0 14.0 15.0 16.0 17.0 18.0 
0.01 10.3 
15.6 
9.5 
14.6 
8,8 
13.8 
8.3 
13.1 
7.8 
12.5 
7.4 
11.9 
7.0 
11.4 
6.7 
11.0 
6.4 
10.6 
0.05 14.7 
25.2 
13.9 
24.1 
13.2 
23.1 
12.6 
22.2 
12.1 
21.4 
11.6 
20.7 
11.2 
20.1 
10.8 
19.5 
10.5 
19.0 
0.10 19.8 
33.1 
18.9 
31.8 
18.2 
30.7 
17.5 
29.7 
17.0 
28.9 
16.5 
28.1 
16.0 
27.4 
15.6 
26.8 
15.3 
26.2 
0.20 28.7 
44.2 
27.7 
42.8 
26.8 
41.7 
26.1 
40.6 
25.5 
39.7 
24.9 
38.9 
24.5 
38.1 
24.0 
37.4 
23.6 
36.8 
0.30 36.1 
52.2 
35.1 
50.9 
34.1 
49.7 
33.4 
48.6 
32.7 
47.7 
32.1 
46.8 
31.6 
46.1 
31.1 
45.4 
30.7 
44.7 
0.40 42.5 
58.4 
41.3 
57.1 
40.4 
55.9 
39.6 
54.9 
38.8 
54.0 
38.2 
53.1 
37.7 
52.4 
37.2 
51.6 
36.7 
51.0 
0.50 47.9 
63.5 
46.7 
62.2 
45.7 
61.0 
44.9 
60.0 
44.1 
59.1 
43.5 
58.2 
42.9 
57.5 
42.4 
56.8 
41.9 
56.1 
0.60 52.6 
67.6 
51.4 
66.3 
50.4 
65.2 
49.5 
64.2 
48.8 
63.3 
48.1 
62.5 
47.5 
61.8 
46.9 
61.1 
46.5 
60.4 
0.70 56.8 
71.1 
55.6 
69.9 
54.5 
68.8 
53.6 
67.8 
52.8 
66.9 
52.1 
66.1 
51.5 
65.4 
50.9 
64.7 
50.4 
64.1 
0.80 60.4 
74.0 
59.2 
72.8 
58.1 
71.8 
57.2 
70.8 
56.4 
70.0 
55.7 
69.2 
55.1 
68.5 
54.5 
67.8 
54.0 
67.2 
0.90 63.6 
76.6 
62.4 
75.4 
61.3 
74.4 
60.4 
73.5 
59.6 
72.6 
58.9 
71.9 
58.2 
71.2 
57.7 
70.5 
57.1 
69.9 
1.00 66.5 
78.7 
65.3 
77.6 
64.2 
76.6 
63.3 
75.8 
62.4 
74.9 
61.7 
74.2 
61.1 
73.5 
60.5 
72.9 
60.0 
72.3 
1.10 69.1 
80.7 
67.9 
79.6 
66.8 
78.6 
65.8 
77.8 
65.0 
77.0 
64.3 
76.3 
63.6 
75.6 
63.0 
75.0 
62.5 
74.4 
1.20 71.4 
82.3 
70.2 
81.3 
69.1 
80.4 
68.2 
79.5 
67.3 
78.8 
66.6 
78.1 
65.9 
77.4 
65.4 
76.9 
64.8 
76.3 
1.30 73.5 
83.8 
72.3 
82.8 
71.2 
81.9 
70.3 
81.1 
69.4 
80.4 
68.7 
79.7 
68.1 
79.1 
67.5 
78.5 
66.9 
78.0 
1.40 75.4 
85.2 
74.2 
84.2 
73.1 
83.3 
72.2 
82.5 
71.4 
81.8 
70.6 
81.2 
70.0 
80.6 
69.4 
80.0 
68.9 
79.5 
Table III.l. (continued) 
19.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0 
0.01 6.1 
10.2 
5.8 
9.9 
4.3 
7.7 
3.5 
6.4 
3.0 
5.7 
2.7 
5.1 
2.4 
4.7 
2.2 
4.4 
2.1 
4.1 
0.05 10.2 
18.6 
10.0 
18.1 
8.3 
15.2 
7.4 
13.5 
6.9 
12.4 
6.6 
11.7 
6.3 
11.1 
6.1 
10.6 
6.0 
10.2 
0.10 15.0 
25.7 
14.7 
25.2 
12.9 
21.9 
12.0 
20.0 
11.4 
18.7 
11.0 
17.7 
10.8 
17.0 
10.5 
16.4 
10.4 
16.0 
0.20 23.3 
36.2 
23.0 
35.7 
21.0 
32.0 
19.9 
29.8 
19.3 
28.3 
18.8 
27.2 
18.5 
26.4 
18.3 
25.7 
18.1 
25.2 
0.30 30.3 
44.1 
30.0 
43.6 
27.8 
39.7 
26.6 
37.4 
25.9 
35.8 
25.5 
34.7 
25.1 
33.8 
24.9 
33.0 
24.7 
32.5 
0.40 36.3 
50.4 
35.9 
49.9 
33.6 
45.9 
32.4 
43.6 
31.6 
41.9 
31.1 
40.7 
30.8 
39.8 
30.5 
39.1 
30.3 
38.5 
0.50 41.5 
55.5 
41.1 
55.0 
38.6 
51.1 
37.4 
48.7 
36.6 
47.1 
36.0 
45.9 
35.7 
44.9 
35.4 
44.2 
35.2 
43.5 
0.60 46.0 
59.9 
45.6 
59.3 
43.1 
55.4 
41.7 
53.0 
40.9 
51.4 
40.3 
50.2 
39.9 
49.3 
39.6 
48.5 
39.4 
47.9 
0.70 50.0 
63.5 
49.6 
63.0 
46.9 
59.1 
45.6 
56.8 
44.7 
55.2 
44.1 
54.0 
43.7 
53.0 
43.4 
52.3 
43.2 
51.6 
0.80 53.5 
66.7 
53.1 
66.1 
50.4 
62.4 
49.0 
60.0 
48.1 
58.4 
47.5 
57.2 
47.1 
56.3 
46.8 
55.6 
46.5 
54.9 
0.90 56.7 
69.4 
56.3 
68.9 
53.5 
65.2 
52.0 
62.9 
51.1 
61.3 
50.5 
60.1 
50.1 
59.2 
49.7 
58.5 
49.5 
57.8 
1.00 59.5 
71.8 
59.1 
71.3 
56.2 
67.7 
54.8 
65.4 
53.8 
63.9 
53.2 
62.7 
52.8 
61.8 
52.4 
61.0 
52.2 
60.4 
1.10 62.0 
73.9 
61.6 
73.4 
58.7 
69.9 
57.2 
67.7 
56.3 
66.1 
55.7 
65.0 
55.2 
64.1 
54.9 
63.4 
54.6 
62.7 
1.20 64.4 
75.8 
63.9 
75.3 
61.0 
71.8 
59.5 
69.7 
58.5 
68.2 
57.9 
67,0 
57.4 
66.2 
57.1 
65.4 
56.8 
64.8 
1.30 66.4 
77.5 
66.0 
77.0 
63.1 
73.6 
61.5 
71.5 
60.6 
70.0 
59.9 
68.9 
59.5 
68.0 
59.1 
67.3 
58.8 
66.7 
1.40 68.4 
79.0 
67.9 
78.5 
65.0 
75.2 
63.4 
73.1 
62.5 
71.7 
61.8 
70.6 
61.3 
69.7 
61.0 
69.0 
60.7 
68.4 
81 
Table III.l. (continued) 
100.0 125.0 150.0 175.0 200.0 300.0 
0.01 2.0 
3.9 
1.8 
3.5 
1.7 
3.2 
1.6 
3.0 
1.5 
2.9 
1.3 
2.5 
0.05 5.8 
9.9 
5.6 
9.3 
5.5 
8.8 
5.4 
8.5 
5.3 
8.2 
5.1 
7.5 
0.10 10.3 
15.6 
10.0 
14.8 
9.9 
14.3 
9.8 
13.9 
9.7 
13.5 
9.5 
12.7 
0.20 18.0 
24.7 
17.7 
23.8 
17.5 
23.2 
17.4 
22.6 
17.3 
22.2 
17.1 
21.2 
0.30 24.5 
32.0 
24.2 
31.0 
24.0 
30.3 
23.9 
29.7 
23.8 
29.3 
23.6 
28.1 
0.40 30.1 
37.9 
29.8 
36.9 
29.6 
36.2 
29.5 
35.6 
29.4 
35.1 
29.1 
33.9 
0.50 35.0 
43.0 
34.7 
42.0 
34.4 
41.2 
34.3 
40.6 
34.2 
4o.l 
33.9 
38.9 
O.éO 39.2 
47.3 
38.9 
46.3 
38.7 
45.5 
38.5 
44.9 
38.4 
44.4 
38.1 
43.2 
0.70 43.0 
51.1 
42.6 
50.1 
42.4 
49.3 
42.2 
48.7 
42.1 
48.2 
41.8 
46.9 
o.8o 46.3 
54.4 
45.9 
53.4 
45.7 
52.6 
45.5 
52.0 
45.4 
51.5 
45.1 
50.2 
0.90 49.3 
57.3 
48.9 
56.3 
48.7 
55.5 
48.5 
54.9 
48.3 
54.4 
48.0 
53.1 
1.00 52.0 
59.9 
51.6 
58.9 
51.3 
58.1 
51.1 
57.5 
51.0 
57.0 
50.7 
55.8 
1.10 54.4 
62.2 
54.0 
61.2 
53.7 
60.5 
53.5 
59.9 
53.4 
59.4 
53.1 
58.1 
1.20 56.6 
64.3 
56.2 
63.3 
55.9 
62.6 
55.7 
62.0 
55.6 
61.5 
55.2 
60.2 
1.30 58.6 
66.2 
58.2 
65.2 
57.9 
64.5 
57.7 
63.9 
57.6 
63.4 
57.2 
62.2 
1.40 60.4 
67.9 
60.0 
67.0 
59.8 
66.2 
59.6 
65.6 
59.4 
65.2 
59.0 
64.0 
82 
Table III.l. (continued) 
1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 
1.50 98.0 
99.0 
99.0 
99.5 
95.0 
97.4 
90.9 
95.2 
87.4 
93.2 
84.6 
91.4 
82.2 
89.9 
80.2 
88.6 
78.6 
87.4 
1.60 97.3 
98.7 
99.4 
99.7 
95.9 
97.9 
92.1 
95.8 
88.8 
94.0 
86.0 
92.3 
83.7 
90.8 
81.8 
89.6 
80.1 
88.4 
1.70 96.6 
98.3 
99.7 
99.8 
96.7 
98.3 
93.1 
#.4 
90.0 
94.6 
87.3 
93.1 
85.1 
91.7 
83.2 
90.4 
81.6 
89.3 
1.80 95.9 
97.9 
99.9 
99.9 
97.3 
98.6 
94.0 
96.9 
91.0 
95.2 
88.5 
93.7 
86.3 
92.4 
84.4 
91.2 
82.9 
90,2 
1.90 95.2 
97.5 
100.0 
100.0 
97.9 
98.9 
94.8 
97.3 
92.0 
95.8 
89.5 
94.3 
87.4 
93.1 
85.6 
91.9 
84.1 
90.9 
2.00 94.4 
97.1 
100.0 
100.0 
98.3 
99.2 
95.6 
97.7 
92.9 
96.2 
90.5 
94.9 
88.4 
93.7 
86.7 
92.6 
85.2 
91.6 
2.20 93.0 
96.4 
99.9 
100.0 
99.0 
99.5 
96.7 
98.3 
94.3 
97.0 
92.1 
95.8 
90.2 
94.7 
88.5 
93.7 
87.1 
92.8 
2.40 91.5 
95.6 
99.6 
99.8 
99.5 
99.8 
97.6 
98.8 
95.5 
97.7 
93.5 
96.6 
91.7 
95.6 
90.1 
94.7 
88.8 
93.8 
2.60 90.1 
94.8 
99.3 
99.6 
99.8 
99.9 
98.4 
99.2 
96.5 
98.2 
94.7 
97.2 
93.0 
96.3 
91.5 
95.4 
90.2 
94.7 
2.Bo 88.8 
94.0 
98.8 
99.4 
100.0 
100.0 
98.9 
99.4 
97.3 
98.6 
95.6 
97.7 
94.1 
96.9 
92.7 
96.1 
91.4 
95.4 
3.00 87.5 
93.3 
98.3 
99.2 
100.0 
100.0 
99.3 
99.6 
97.9 
98.9 
96,4 
98.2 
95.0 
97.4 
93.7 
96.7 
92.5 
96.0 
3.25 86.0 
92.4 
97.7 
98.8 
99.9 
100.0 
99.6 
99.8 
98.5 
99.3 
97.3 
98.6 
96.0 
97.9 
94.8 
97.2 
93.6 
96.6 
3.50 84.6 
91.6 
97.0 
98.5 
99.8 
99.9 
99.9 
99.9 
99.0 
99.5 
97.9 
98.9 
96.8 
98.3 
95.7 
97.7 
94.6 
97.2 
3.75 83.2 
90.8 
96.3 
98.1 
99.6 
99.8 
100.0 
100.0 
99.4 
99.7 
98.4 
99.2 
97.4 
98.7 
96.4 
98.1 
95.4 
97.6 
4.00 82.0 
90.0 
95.6 
97.7 
99.3 
99.6 
100.0 
100.0 
99.6 
99.8 
98.9 
99.4 
98.0 
99.0 
97.0 
98.5 
96.2 
98.0 
4.50 79.8 
88.6 
94.2 
97.0 
98.6 
99.3 
99.9 
99.9 
99.9 
100.0 
99.4 
99.7 
98.8 
99.4 
98.0 
99.0 
97.3 
98.6 
Table III.l. (continued) 
10.0 11.0 12.0 13.0 14.0 15.0 16.0 17.0 18.0 
1.50 77.2 
86.3 
75.9 
85.4 
74.9 
84.6 
73.9 
83.8 
73.1 
83.1 
72.4 
82.5 
71.7 
81,9 
71.1 
81.3 
70.6 
80.8 
1.60 78.7 
87.4 
77.5 
86.5 
76.5 
85.7 
75.5 
84.9 
74.7 
84.3 
74.0 
83.6 
73.3 
83.1 
72.8 
82.5 
72.2 
82.1 
1.70 80.2 
88.4 
79.0 
87.5 
77.9 
86.7 
77.0 
86.0 
76.2 
85.3 
75.5 
84.7 
74.8 
84.2 
74.2 
83.6 
73.7 
83.2 
1.80 81.5 
89.2 
80.3 
88.4 
79.3 
87.6 
78.4 
86.9 
77.6 
86.3 
76.8 
85.7 
76.2 
85.2 
75.6 
84.6 
75.1 
84.2 
1.90 82.7 
90.0 
81.6 
89.2 
80.5 
88.5 
79.6 
87.8 
78.8 
87.2 
78.1 
86.6 
77.5 
86.1 
76.9 
85.6 
76.4 
85.1 
2.00 83.8 
90.7 
82.7 
89.9 
81.7 
89.2 
80.8 
83.6 
80.0 
88.0 
79.3 
87.4 
78.6 
86.9 
78.1 
86.4 
77.5 
86.0 
2.20 85.8 
92.0 
84.7 
91.2 
83.7 
90.6 
82.9 
89.9 
82.1 
89.4 
81.4 
88.8 
80.8 
88.4 
80.2 
87.9 
79.7 
87.5 
2.40 87.5 
93.0 
86.5 
92.3 
85.5 
91.7 
84.7 
91.1 
83.9 
90.6 
83.2 
90.1 
82.6 
89.6 
82.0 
89.2 
81.5 
88.8 
2.60 89.0 
93.9 
88.0 
93.3 
87.1 
92.7 
86.2 
92.1 
85.5 
91.6 
84.8 
91.1 
84.2 
90.7 
83.7 
90.3 
83.2 
89.9 
2.80 90.3 
94.7 
89.3 
94.1 
88.4 
93.5 
87.6 
93.0 
86.9 
92.5 
86.2 
92.0 
85.7 
91.6 
85.1 
91.2 
84.6 
90.9 
3.00 91.4 
95.4 
90.5 
94.8 
89.6 
94.2 
88.8 
93.7 
88.1 
93.3 
87.5 
92.8 
86.9 
92.4 
86.4 
92.1 
85.9 
91.7 
3.25 92.6 
96.0 
91.7 
95.5 
90.9 
95.0 
90.2 
94.5 
89.5 
94.1 
88.9 
93.7 
88.3 
93.3 
87.8 
93.0 
87.3 
92.6 
3.50 93.7 
96.6 
92.8 
96.1 
92.0 
95.7 
91.3 
95.2 
90.7 
94.8 
90.1 
94.4 
89.5 
94.1 
89.0 
93.7 
88.6 
93.4 
3.75 94.6 
97.1 
93.7 
96.7 
93.0 
96.2 
92.3 
95.8 
91.7 
95.4 
91.1 
95.1 
90.6 
94.7 
90.1 
94.4 
89.7 
94.1 
4.00 95.3 
97.5 
94.6 
97.1 
93.8 
96.7 
93.2 
96.3 
92.6 
96.0 
92.0 
95.6 
91.5 
95.3 
91.1 
95.0 
90.6 
94.7 
4.50 96.6 
1 98.2 
95.9 
97.8 
95.2 
97.5 
94.6 
97.1 
94.1 
96.8 
93.6 
96.5 
93.1 
96.2 
92.7 
96.0 
92.2 
95.7 
Table III.l. (continued) 
19.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0 
1.50 70.1 
80.4 
69.7 
79.9 
66.7 
76.7 
65.2 
74.6 
64.2 
73.2 
63.5 
72.1 
63.0 
71.3 
62.7 
70.6 
62.4 
70.0 
1.60 71.7 
81.6 
71.3 
81.2 
68.3 
78.0 
66.7 
76.0 
65.8 
74.6 
65.1 
73.5 
64.6 
72.7 
64.2 
72.0 
63.9 
71.4 
1.70 73.2 
82.7 
72.8 
82.3 
69.8 
79.2 
68.2 
77.2 
67.2 
75.8 
66.6 
74.8 
66.1 
74.0 
65.7 
73.3 
65.4 
72.7 
1.80 74.6 
83.7 
74.2 
83.3 
71.2 
80.3 
69.6 
78.4 
68.6 
77.0 
67.9 
76.0 
67.4 
75.2 
67.0 
74.5 
66.7 
74.0 
1.90 75.9 
84.7 
75.4 
84.3 
72.5 
81.3 
70.9 
79.4 
69.9 
78.1 
69.2 
77.1 
68.7 
76.3 
68.3 
75.6 
68.0 
75.1 
2.00 77.1 
85.5 
76.6 
85.2 
73.7 
82.2 
72.0 
80.4 
71.0 
79.1 
70.4 
78.1 
69.8 
77.3 
69.5 
76.7 
69.2 
76.1 
2.20 79.2 
87.1 
78.8 
86.7 
75.8 
83.9 
74.2 
82.1 
73.2 
80.9 
72.5 
79.9 
72.0 
79.1 
71.6 
78.5 
71.3 
78.0 
2.k0 81.1 
88.4 
80.6 
88.0 
77.7 
85.4 
76.1 
83.6 
75.1 
82.4 
74.4 
81.5 
73.9 
80.7 
73.5 
80.1 
73.2 
79.6 
2.60 82.7 
89.5 
82.3 
89.2 
79.4 
86.6 
77.8 
85.0 
76.7 
83.8 
76.0 
82.9 
75.5 
82.2 
75.1 
81.6 
74.8 
81.1 
2.80 84.2 
90.5 
83.7 
90.2 
80.9 
87.7 
79.2 
_ 86.1 
78.2 
85.0 
77.5 
84.1 
77.0 
83.4 
76.6 
82.8 
76.3 
82.3 
3.00 85.5 
91.4 
85.0 
91.1 
82.2 
88.7 
80.6 
87.1 
79.6 
86.0 
78.9 
85.2 
78.3 
84.5 
78.0 
83.9 
77.6 
83.5 
3.25 86.9 
92.3 
86.5 
92.0 
83.7 
89.8 
82.1 
88.3 
81.1 
87.2 
80.4 
86.4 
79.8 
85.7 
79.4 
85.2 
79.1 
84.7 
3.50 88.1 
93.1 
87.7 
92.8 
85.0 
90.7 
83.4 
89.2 
82.4 
88.2 
81.7 
87.4 
81.2 
86.8 
80.8 
86.3 
80.5 
85.8 
3.75 89.2 
93.8 
88.9 
93.6 
86.1 
91.5 
84.6 
90.1 
83.6 
89.1 
82.9 
88.4 
82.4 
87.7 
82.0 
87.2 
81.6 
86.8 
U.OO 90.2 
94.4 
89.8 
94.2 
87.2 
92.2 
85.6 
90.9 
84.6 
89.9 
83.9 
89.2 
83.4 
88.6 
83.0 
88.1 
82.7 
87.7 
4.50 91.9 
95.4 
91.5 
95.2 
88.9 
93.4 
87.4 
92.2 
86.5 
91.3 
85.8 
90.6 
85.3 
90.0 
84.9 
89.6 
84.5 
89.2 
Table III.l. (continued) 
100.0 125.0 150.0 175.0 200.0 300.0 
1.50 62.1 
69.5 
61.7 
68.5 
61.4 
67.8 
61.2 
67.3 
61.1 
66.8 
60.7 
65.6 
1.60 63.7 
70.9 
63.3 
70.0 
63.0 
69.3 
62.8 
68.7 
62.6 
68.3 
62.3 
67.1 
1.70 65.2 
72.3 
64.7 
71.3 
64.4 
70.6 
64.2 
70.1 
64.1 
69.6 
63.7 
68.4 
1.80 66.5 
73.5 
66.1 
72.6 
65.8 
71.9 
65.6 
71.3 
65.4 
70.9 
65.0 
69.7 
1.90 67.8 
74.6 
67.3 
73.7 
67.0 
73.0 
66.8 
72.5 
66.7 
72.1 
66.3 
70.9 
2.00 68.9 
75.7 
68.5 
74.8 
68.2 
74.1 
68.0 
73.6 
67.8 
73.1 
67.4 
72.0 
2.20 71.0 
77.6 
70.6 
76.7 
70.3 
76.0 
70.1 
75.5 
69.9 
75.1 
69.5 
74.0 
2.40 72.9 
79.2 
72.5 
78.3 
72.2 
77.7 
71.9 
77.2 
71.8 
76.8 
71.4 
75.7 
2.60 74.6 
80.7 
74.1 
79.8 
73.8 
79.2 
73.6 
78.7 
73.4 
78.3 
73.0 
77.2 
2.80 76.1 
81.9 
75.6 
81.1 
75.3 
80.5 
75.1 
80.0 
74.9 
79.6 
74.5 
78.6 
3.00 77.4 
83.1 
76.9 
82.3 
76.6 
81.7 
76.4 
81.2 
76.2 
80.8 
75.8 
79.8 
3.25 78.9 
84.3 
78.4 
83.6 
78.1 
83.0 
77.9 
82.5 
77.7 
82.2 
77.8 
81.2 
3.50 80.2 
85.5 
79.7 
84.7 
79.4 
84.2 
79.2 
83.7 
79-0 
83.4 
78.6 
82.4 
3.75 81.4 
86.4 
80.9 
85.7 
80.6 
85.2 
80.4 
84.7 
80.2 
84.4 
79.8 
83.4 
4.00 82.5 
87.3 
82.0 
86.6 
81.7 
86.1 
81.4 
85.7 
81.3 
85.3 
80.8 
84.4 
4.50 84.3 
88.8 
83.8 
88.2 
83.5 
87.7 
83.3 
87.3 
83.1 
86.9 
82.7 
86.0 
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Table III.l. (continued) 
1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 
5.00 77.8 
87.3 
92.9 
96.2 
97.9 
98.9 
99.6 
99.8 
100.0 
100.0 
99.8 
99.9 
99.3 
99.7 
98.7 
99.4 
98.1 
99.0 
6.00 74.5 
85.0 
90.5 
94.9 
96.4 
98.2 
98.9 
99.4 
99.8 
99.9 
100.0 
100.0 
99.9 
99.9 
99.5 
99.8 
99.1 
99.6 
7.00 71.9 
83.1 
88.4 
93.7 
95.0 
97.4 
98.0 
99.0 
99.3 
99.7 
99.9 
99.9 
100.0 
100.0 
99.9 
100.0 
99.7 
99.8 
8.00 69.8 
81.4 
86.7 
92.6 
93.7 
96.7 
97.0 
98.5 
98.7 
99.4 
99.5 
99.8 
99.9 
100.0 
100.0 
100.0 
99.9 
100.0 
9.00 68.0 
80.0 
85.2 
91.6 
92.5 
96.0 
96.2 
98.0 
98.1 
99.0 
99.1 
99.6 
99.7 
99.8 
99.9 
100.0 
100.0 
100.0 
10.00 66.5 
78.7 
83.8 
90.7 
91.4 
95.4 
95.3 
97.5 
97.5 
98.7 
98.7 
99.3 
99.4 
99.7 
99.8 
99.9 
100.0 
100.0 
11.00 65.3 
77.6 
82.7 
89.9 
90.5 
94.8 
94.6 
97.1 
96.9 
98.4 
98.2 
99.1 
99.1 
99.5 
99.6 
99.8 
99.8 
99.9 
12.00 64.2 
76.6 
81.7 
89.2 
89.6 
94.2 
93.8 
96.7 
96.3 
98.1 
97.8 
98.9 
98.7 
99.4 
99.3 
99.7 
99.7 
99.8 
13.00 63.3 
75.8 
80.8 
88.6 
88.8 
93.7 
93.2 
96.3 
95.8 
97.8 
97.4 
98.6 
98.4 
99.2 
99.1 
99.5 
99.5 
99.7 
14.00 62.1+ 
74.9 
80.0 
88.0 
88.1 
93.3 
92.6 
96.0 
95.3 
97.5 
97.0 
98.4 
98.1 
99.0 
98.8 
99.4 
99.3 
99.6 
15.00 61.7 
74.2 
79.3 
87.4 
87.5 
92.8 
92.0 
95.6 
94.8 
97.2 
96.6 
98.2 
97.7 
98.8 
98.5 
99.2 
99.1 
99.5 
16.00 61.1 
73.5 
78.6 
86.9 
86.9 
92.4 
91.5 
95.3 
94.4 
96.9 
96.2 
98.0 
97.4 
98.7 
98.3 
99.1 
98.8 
99.4 
17.00 60.5 
72.9 
78.1 
86.4 
86.4 
92.1 
91.1 
95.0 
93.9 
96.7 
95.8 
97.8 
97.1 
98.5 
98.0 
99.0 
98.6 
99.3 
18.00 60.0 
72.3 
77.5 
86.0 
85.9 
91.7 
90.6 
94.7 
93.6 
96.5 
95.5 
97.6 
96.8 
98.3 
97.8 
98.8 
98.4 
99.2 
19.00 59.5 
71.8 
77.1 
85.5 
85.5 
91.4 
90.2 
94.4 
93.2 
96.2 
95.2 
97.4 
96.5 
98.2 
97.5 
98.7 
98.2 
99.1 
20.00 59.1 
71.3 
76.6 
85.2 
85.0 
91.1 
89.8 
94.2 
92.9 
96.0 
94.9 
97.2 
96.3 
98.0 
97.3 
98.6 
98.0 
99.0 
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Table 111.1. (continued) 
10.0 11.0 12.0 13.0 14.0 15.0 16.0 17.0 18.0 
97.5 
98.7 
98.7 
99.3 
99.4 
99.7 
99.8 
99.9 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
99.9 
99.9 
99.7 
99.9 
99.6 
99.8 
99. 4  
99.7 
99.3 
96.6 
99.1 
99.5 
98.9 
99.4 
98.7 
99.3 
98.6 
99.3 
96.9 
98.4 
98.2 
99.1 
99.1 
99.5 
99.6 
99.8 
99.8 
99.9 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
99.9 
100.0 
99.8 
99.9 
99.7 
99.8 
99.5 
99.8 
99.4 
99.7 
99.3 
99.6 
99.1 
99.5 
99.0 
99.5 
96.3 
98.1 
97.8 
98.9 
98.7 
99.4 
99.3 
99.7 
99.7 
99.8 
99.9 
99.9 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
99.9 
100.0 
99.8 
99.9 
99.7 
99.9 
99.6 
99.8 
99.5 
99.8 
99.4 
99.7 
99.3 
99.6 
95.8 
97.8 
97.4 
98.6 
98.4 
%.2 
99.1 
99.5 
99.5 
99.7 
99.7 
99.9 
99.9 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
99.9 
100.0 
99.9 
99.9 
99.8 
99.9 
99.7 
99.8 
99.6 
99.8 
99.5 
99.7 
95.3 
97.5 
97.0 
98. 4  
98.1 
99.0 
98.8 
99. 4  
99.3 
99.6 
99.6 
99.8 
99.8 
99.9 
99.9 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
99.9 
100.0 
99.9 
99.9 
99.8 
99.9 
99.7 
99.9 
99.7 
99.8 
94.8 
97.2 
96.6 
98.2 
97.7 
98.8 
98.5 
99.2 
99.1 
99.5 
99. 4  
99.7 
99.7 
99.8 
99.8 
99.9 
99.9 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
99.9 
100.0 
99.9 
99.9 
99.8 
99.9 
94.4 
96.9 
96.2 
98.0 
97. 4  
98.7 
98.3 
99.1 
98.8 
99. 4  
99.3 
99.6 
99.5 
99.8 
99.7 
99.9 
99.9 
99.9 
99.9 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
99.9 
100.0 
99.9 
99.9 
93.9 
96.7 
95.8 
97.8 
97.1 
98.5 
98.0 
99.0 
98.6 
99.3 
99.1 
99.5 
99. 4  
99.7 
99.6 
99.8 
99.8 
99.9 
99.9 
99.9 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
99.9 
100.0 
93.6 
96.5 
95.5 
97.6 
96.8 
98.3 
97.8 
98.8 
98.4 
99.2 
98.9 
99.4 
99.3 
99.6 
99.5 
99.8 
99.7 
99.8 
99.8 
99.9 
99.9 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
100.0 
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Table III.l. 
19.0 
(continued) 
20.0 30.0 ko.o 50.0 60.0 70.0 80.0 90.0 
5.00 
6.00 
7.00 
8.00 
9.00 
10.00 
11.00 
12.00 
13.00 
14.00 
15.00 
16.00 
17.00 
18.00 
19.00 
20.00 
93.2 
96.2 
92.9 
96.0 
90.4 
94.4 
88.9 
93.2 
88.0 
92.4 
87.3 
91.7 
86.8 
91.2 
86.4 
90.7 
86.1 
90.4 
95.2 
97.4 
94.9 
97.2 
92.6 
95.8 
91.2 
94.8 
90.3 
94.0 
89.7 
93.4 
89.2 
93.0 
88.8 
92.6 
88.5 
92.2 
96.5 
98.2 
96.3 
98.0 
94.2 
96.8 
92.9 
95.9 
92.0 
95.2 
91.4 
94.7 
90.9 
94.2 
90.5 
93.9 
90.2 
93.6 
97.5 
98.7 
97.3 
98.6 
95.4 
97.5 
94.2 
96.7 
93.4 
96.1 
92.8 
95.6 
92.3 
95.2 
91.9 
94.9 
91.6 
94.6 
98.2 
99.1 
98.0 
99.0 
96.4 
98.0 
95.2 
97.3 
94.4 
96.8 
93.8 
96.3 
93.4 
95.9 
93.0 
95.6 
92.7 
95.4 
98.7 
99.3 
98.6 
99.3 
97.1 
98.4 
96.0 
97.8 
95.2 
97.3 
94.7 
96.9 
94.2 
96.5 
93.9 
96.2 
93.6 
96.0 
99.1 
99.5 
99.0 
99.5 
97.6 
98.7 
96.6 
98.2 
95.9 
97.7 
95.4 
97.3 
95.0 
97.0 
94.6 
96.7 
94.3 
96.5 
99.4 
99.7 
99.3 
99.6 
98.1 
99.0 
97.2 
98.5 
96.5 
98.0 
96.0 
97.7 
95.6 
97.4 
95.2 
97.1 
95.0 
96.9 
99.6 
99.8 
99.5 
99.7 
98.5 
99.2 
97.6 
98.7 
97.0 
98.3 
96.5 
98.0 
96.1 
97.7 
95.7 
97.5 
95.5 
97.3 
99.7 
99.9 
99.7 
99.8 
98.7 
99.4 
98.0 
98.9 
97.4 
98.6 
96.9 
98.2 
96.5 
98.0 
96.2 
97.8 
95.9 
97.6 
99.9 
99.9 
99.8 
99.9 
99.0 
99.5 
98.3 
99.1 
97.7 
98.7 
97.2 
98.5 
96.9 
98.2 
96.6 
98.0 
96.3 
97.8 
99.9 
100.0 
99.9 
99.9 
99.2 
99.6 
98.5 
99.2 
98.0 
98.9 
97.5 
98.6 
97.2 
98.4 
96.9 
98.2 
96.7 
98.1 
100.0 
100.0 
99.9 
100.0 
99.4 
99.7 
98.7 
99.3 
98.2 
99.1 
97.8 
98.8 
97.5 
98.6 
97.2 
98.4 
97.0 
98.2 
100.0 
100.0 
100.0 
100.0 
99.5 
99.7 
98.9 
99.4 
98.4 
99.2 
98.0 
98.9 
97.7 
98.7 
97.5 
98.6 
97.2 
98.4 
100.0 
100.0 
100.0 
100.0 
99.6 
99.8 
99.1 
99.5 
98.6 
99.3 
98.3 
99.1 
97.9 
98.9 
97.7 
96.7 
97.5 
98.6 
100.0 
100.0 
100.0 
100.0 
99.7 
99.8 
99.2 
99.6 
98.8 
99.4 
98.4 
99.2 
98.1 
99.0 
97.9 
98.8 
97.7 
98.7 
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Table III.l. (continued) 
100.0 125.0 150.0 175.0 200.0 300.0 
5.00 85.8 
90.1 
85.3 
89.4 
85.0 
88.9 
84.8 
88.6 
84.6 
88.2 
84.2 
87.4 
6.00 88.2 
91.9 
87.7 
91.4 
87.4 
90.9 
87.2 
90.6 
87.0 
90.3 
86.6 
89.5 
7.00 90.0 
93.3 
89.5 
92.8 
89.2 
92.4 
89.0 
92.0 
88.8 
91.8 
88.4 
91.1 
8.00 91.4 
94.3 
90.9 
93.8 
90.6 
93.5 
90.4 
93.2 
90.2 
92.9 
89.8 
92.2 
9.00 92.5 
95.1 
92.0 
94.7 
91.7 
94.3 
91.5 
94.1 
91.3 
93.8 
90.9 
93.2 
10.00 93.4 
95.8 
92.9 
95.4 
92.6 
95.0 
92.4 
94.8 
92.2 
94.5 
91.8 
93.9 
11.00 94.1 
96.3 
93.7 
95.9 
93.4 
95.6 
93.2 
95.3 
93.0 
95.1 
92.6 
94.6 
12.00 94.7 
96.7 
94.3 
96.4 
94.0 
96.1 
93.8 
95.8 
93.6 
95.6 
93.2 
95.1 
13.00 95.3 
97.1 
94.8 
96.7 
94.6 
96.5 
94.3 
96.2 
94.2 
96.1 
93.8 
95.5 
14.00 95.7 
97.4 
95.3 
97.1 
95.0 
96.8 
94.8 
96.6 
94.6 
96.4 
94.2 
95.9 
15.00 96.1 
97.7 
95.7 
97.4 
95.4 
97.1 
95.2 
96.9 
95.1 
96.7 
94.6 
96,2 
16.00 96.5 
97.9 
96.1 
97.6 
95.8 
97.4 
95.6 
97.2 
95.4 
97.0 
95.0 
96.5 
17.00 96.8 
98.1 
96.4 
97.8 
96.1 
97.6 
95.9 
97.4 
95.7 
97.2 
95.3 
96.8 
18.00 97.0 
98.3 
96.7 
98.0 
96.4 
97.8 
96.2 
97.6 
96.0 
97.4 
95.6 
97.0 
19.00 97.3 
98.4 
96.9 
98.2 
96.6 
97.9 
96.4 
97.8 
96.3 
97.6 
95.9 
97.2 
20,00 97.5 
98.6 
97.1 
98.3 
96.9 
98.1 
96.7 
97.9 
96.5 
97.8 
96.1 
97.4 
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G. Examples of the Efficiency of Simply Weighting Interblock 
and Intrablock Estimators in the P. B. I. B. s 
In the partially balanced incomplete block designs (P. B. I. B.'s) with 
two associate classes, Bose and Mesner [1959] have shown that the two 
roots 0^ and 0^ of NN' other than rk are given by 
8^ = r - , (53) 
@2 = r " è[^^"X2)(-'Y+ '/Â)+(Xj^+X2)] (54) 
where y = p^g - p^g» & ° + P^g' A = + 20 + 1. 
Consider the interblock and intrablock information Wj and Wg in 
Equation III.33 as ;the two sources of information with variance structures 
= (ff^ + ko^)l and Vg = CT^I and the Normal Equations III.3^ and III.35 
as containing the two uncorrelated sources of information. The simultaneous 
diagonalization of Equation III.11 yields two distinct given by the 
expression 
for 0^ ^  0 and the attainable lower bound on the efficiency of simply 
weighting, RE, is given exactly by the upper end point of the ranges in 
Table III. 1* for computed pair /Ug). From Equation III.55 it is 
p 
apparent that as cr^ gets large the magnitude of the increases and 
the lower bound on RE correspondingly increases. This is again consistent 
91 
with the notion that there is little interblock information. Hence, the 
particular manner of its utilization is not too critical. 
As an example of the type of bound on RE which may be expected we 
present here computations for the case of the regular group divisible 
designs catalogued by Bose, Clatworthy and Shrikhande [195^0 using their 
notation. In such designs every treatment contrast is estimable in both 
sources and and are given respectively by 
2 2 
where n is the group size. We consider first the case where a = n-j^; hero 
(rk-P )(k+l) 
blocks would be quite useful. Then . Table III. 2. 
contains a partial listing of the designs as they appear in Bose, 
Clatworthy, and Shrikhande [195^1 with the relevant parameters v, r, k, 
2 2 X, and n, and Min RE for o = o",. 
L c: D 
In Table III.3. there is presented a selection of the designs in 
2 2 
Table III.1. having a low Min RE with the modification = 2.33 O 
The lower bound on RE increases noticeably but not drastically. The 
designs R8, RIO, R37 and R'»3 still have a lower bound below .Q5. 
Similar computations for the cyclic designs as catalogued are 
2 !•' presented in Table III.4. below for the case a = and secondly 
2 2 
= 2.33 A . 
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Selected Latin Square, Triangular, and Simple P.B. I. B. designs with 
o ' o 
and 9^ both positive are presented in that order for a = cr^ in 
Table III.5. 
For more than 50 per cent of the designs in the catalogue the Min RE 
2 2 
exceeds .95 when a = a^, and about 15 per cent have Min RE between .80 
and .90. A few small designs have Min RE near 75 per cent. 
Table 111.2. The Lower Bound of RE for Selected Designs 
Design number V r k n 
^1 ^2 Min RE 
R1 6 3 3 2 2 1 .94 
R2 6 k 4 3 3 2 .94 
R3 6 6 3 3 3 2 .96 
RL+ 6 8 k 2 k 5 
.99 
R5 8 3 3 2 0 1 .94 
R6 8 9 3 2 0 3 .94 
R7 8 9 3 1+ 2 3 .97 
R8 9 4 4 3 3 1 .82 
R9 9 5 3 3 2 I .98 
RIO 9 6 3 3 3 1 .88 
RLL 9 7 3 3 1 2 .97 
R12 9 9 3 3 3 2 .98 
RI3 9 10 3 3 1 3 .93 
Rlk 10 8 k 2 0 3 .94 
RI5 12 4 k 2 2 1 
.98 
R16 12 5 3 2 0 I 
.99 
R17 12 6 3 2 2 1 
.99 
RI8 12 7 3 k 2 1 .95 
R19 12 8 3 6 2 1 .94 
R20 12 9 3 3 0 2 .96 
R21 12 10 3 2 0 2 O
N ON 
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Table 111.2. (Continued) 
Design number V r n 
^1 ^2 Min RE 
R22 12 10 3 3 1 2 .98 
R23 12 10 4 4 2 3 .98 
R24 Ik 4 4 2 0 1 .98 
R25 14 6 3 2 0 1 
.99 
R26 14 8 4 2 0 
.98 
R27 15 4 4 3 0 1 
.94 
R28 16 6 3 3 0 1 
.98 
R29 15 8 3 3 2 1 .98 
R30 15 8 4 3 0 .94 
R31 15 8 4 5 1 
.95 
R32 15 9 3 5 2 1 .96 
R33 15 9 3 3 3 1 .95 
R34 15 10 5 3 2 
.99 
R35 16 6 3 4 0 1 0 96 
R36 16 6 4 4 2 1 .96 
R37 16 7 4 4 3 1 .90 
R38 16 9 3 4 2 1 
.97 
R39 16 9 4 4 1 
.97 
R4o 18 8 3 2 0 I 
.99 
R41 18 9 3 2 2 1 
.99 
RU2 20 9 3 2 0 I 
.99 
R43 20 9 4 5 3 1 .90 
R44 21 9 3 3 0 1 .99 
RU5 24 5 5 4 0 1 .94 
RJ46 24 7 4 3 0 1 .98 
Ri+7 24 9 3 6 0 1 .96 
R48 24 10 3 4 0 1 .99 
RU9 24 10 4 8 2 1 
.95 
R50 24 10 5 4 0 2 .94 
R51 25 7 5 5 2 1 
.97 
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Table 111.2. (Continued) 
Design number V r k n Mln RE 
R52 25 8 5 5 3 1 .92 
R53 26 8 4 2 0 1 
.99 
R5U 27 8 4 3 0 1 
.99 
R55 28 8 4 4 0 1 
.97 
R56 28 10 4 4 2 1 
.99 
R57 30 10 4 2 2 1 
.99 
R58 33 7 7 11 2 1 .93 
R59 35 10 5 7 2 1 .97 
R6O 39 10 5 3 2 1 
.99 
R6I 4O 9 5 4 0 1 .98 
R62 h5 10 5 5 0 1 .98 
R63 48 7 7 6 0 1 .95 
R61+ 49 9 7. 7 2 I .98 
R65 49 10 7 7 3 1 .98 
R66 63 8 8 7 0 .1 
.95 
R67 64 10 8 8 2 1 
.98 
R68 80 9 9 8 0 1 .95 
Table III.3. The Lower Bound of RE for Selected Designs 
Design number V r k n 
^ 1 ^2 RE 
R5 8 3 3 2 0 I .96 
R6 8 9 3 2 0 3 .96 
R8 9 4 4 3 3 1 .88 
RIO 9 6 3 3 3 1 .91 
RI8 12 7 3 k 2 1 .96 
R2T 15 4 4 3 0 1 .96 
R30 15 8 4 3 0 2 .96 
R33 15 9 3 
! 
3 3 1 .96 
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Table III.3. (Continued) 
Design number V r k n 
^1 X 2 RE 
R37 16 7 4 h 3 1 .93 
RUB 20 9 4 5 3 1 .94 
R52 25 8 5 5 3 1 .96 
R58 33 7 7 11 2 1 .96 
Table HI. 4. The Lower Bound of RE for Selected Design 
Design number V r k b 
^1 ^2 Min RE 
Cl 13 3 3 13 1 0 .81 .88 
C2 13 8 1+ 26 1 3 .92 .95 
C3 13 9 3 39 1 2 .98 .99 
c4 13 10 10 13 7 .89 .95 
C5 17 8 4 34 1 2 .97 .99 
c6 17 8 8 17 4 3 .99 .99 
C7 17 9 9 17 5 4 .99 .99 
c8 29 7 7 29 2 1 .97 .99 
C9 29 8 8 29 3 1 .90 .95 
CIO 37 9 3 111 1 0 .95 .97 
Table III.5. The Lower Bound of RE for Selected Designs 
Design number V r k b 
^1 Xg Min RE 
LSI 9 k k 9 1 2 .93 
LS2 9 8 k 16 2 4 .93 
LS3 9 6 3 18 1 2 .97 
LS4 9 8 3 24 1 3 .92 
LS5 9 10 3 30 2 3 .98 
LSIO 9 5 5 9 2 3 .96 
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Table 111,5. (Continued) 
Design number V r 
t 
k b H ^2 Min RE 
LS12 16 7 k 28 2 1 .97 
LS13 16 9 h 36 3 1 .93 
LS14 16 3 3 16 0 1 .78* 
LS15 16 8 h 32 2 1 .98 
LS16 25 6 3 50 1 .92 
LSI? 36 5 5 36 0 1 .89 
LS18 1+9 6 6 k9 0 1 .90 
LS19 6k 7 7 6k 0 1 .92 
LS20 100 9 - .9 100 0 1 .94 
T6 10 3 3 10 1 0 .88 
T7 10 6 3 20 2 0 .88 
T8 10 9 3 30 3 0 - .88 
T9 10 3 5 6 1 2 .99 
T12 10 k k 10 1 2 .9k 
T13 10 8 k 20 2 4 .94 
TL4 10 6 3 20 1 2 .92 
TI8 10 6 6 10 3 k .97 
T19 10 7 7 10 5 k .96 
T23 15 k 3 20 1 0 .96 
T2k 15 8 3 40 2 0 .96 
T30 15 10 3 50 1 2 • 96 
SIL 19 3 3 19 - 1 0 .75 
SI2 19 6 3 38 2 0 .75 
SI3 19 9 3 57 3 0 .75 
2 2 If the experimenter finds cry to be near to ct , in which case he is 
definitely Interested in recovery of Interblock Information, the traditional 
analysis may indeed lack efficiency on some estimators and it would be well 
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to employ a combined set of Equations III.2 using an estimator of the 
2 2 
ration p = a to determine weights. The tables indicate this to be 
particularly true in some of the smaller designs. 
2 2 In the cases where the block component cr is small relative to a b 
the interblock information constitutes a much larger portion of the 
total information available. The magnitude of and decreases and 
the question of simply weighting becomes more critical. Values of 
Min RE are found to be in the neighborhood of 0.75 or lower for a 
2 2 fairly large portion of these tabulated designs when < a /k. 
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IV. ESTIMATION OF THE BETWEEN PLOTS VARIANCE, a\ 
USING WITHIN BLOCK DEGREES OF FREEDOM IN 
INCOMPLETE BLOCK DESIGNS 
A. B.I. Bo Designs wiLh b Degrees of Freedom 
Within Blocks for Krror 
When constructing blocks in biological experimentation it occurs 
that the variable upon which the experimenter is blocking represents the 
quantified level of some attribute or substance present In the experimental 
units to which he wishes to apply the treatments. The blocks would thus 
represent the levels of a factor. If, in particular, the treatments 
represented levels of another factor, the experimenter generally has 
an incomplete crossing of two factors. In employing the additive model 
Y. . = /i + T. + b. + e. . the residual sum of squares for estimation of ij 1 J ij 
2 
within block variability, rr , becomes suspect because of the possible 
presence of interactions. 
Discussions of the desirability of having within block replication 
of treatments appear in numerous and scattered places in the literature. 
Of particular interest here is the estimation of by the dupl icati<.)n 
-of exactly one treatment in each block in incomplete block designs where 
interaction may be present. Let t lie the number of treatments, k < t the 
block size and b the number of blocks. Denote by r. the number of 
replications of treatment i in the experiment and denote by the number 
()r blocks in which treatment i is duplicated. Define the t x b matrix 
N = (n^j), where n.^ = 0, 1, I' is the incidence number of treatment i 
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in block j. In the absence of interaction all treatment contrasts will 
be estimable with the same variability if thfe reduced normal equations 
have the form present in the ordinary B. I.B. designs. 
Definition IV. 1 The Incomplete block design (t, b, k, r^, 
""i' "ij° ^ said to be balanced if 
(Diag r^) - k ^NN' = al - cJ^ . (l) 
This is essentially the definition of balanced ternary designs 
presented by Tocher [1952]. The restriction of duplication in every 
block (Zm^ = b) defines a subclass of such designs having b degrees of 
freedom within blocks for error. 
It is well-known from the properties of the reduced normal equations 
that the matrix in Equation IV. 1 has rank (t-l). The i*"^ diagonal term 
of NN' is given by r^+2m^ and the off diagonal terms are a constant X. 
Thus it follows from Equation IV.1 that 
r (k-l) - 2m, + X 
« (2) 
is a constant for all i. The rank condition Implies a = ct. But 
-1 
ct = a = \k t. Thus 
r^(k-l) - 2mj. = X(t-l) (3) 
Since = b, summing Equation IV. 3 on i yields 
(k-l)(£r^) - 2(rin^) = t(t-l)\ 
(k-l)(bk) - 2b = t(t-l)X 
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or 
b(k+l)(k-2) . . 
t(t-l) • I 
Tocher [195^] seemed to Indicate that at that time the search for 
balanced ternary designs was an enormous task. He illustrated a few 
and gave no real suggestion on how to proceed. The restrictions in 
Equations IV.3 and IV.4 on the design parameters for the subclass 
discussed here dôes, however, limit the possibilities to a quite 
manageable number for a given t and k. In Table IV.1 a catalogue of 
such designs is presented for all combinations t > k for t up to 16. 
In each case the design is the smallest the author was able to construct. 
For those in which b is marked by * it may be possible to construct a 
smaller design although the author was unable to do so. The rest can 
be verified to be of minimal size. For the larger values of t a high 
speed computer was utilized in a systematic search procedure. 
The notation [a^, a^, ... a^] denotes an £ x £ circular matrix in 
which each succeeding row is a repetition of the preceding row with all 
elements shifted in order one place to the right. -The last element of 
the preceding row is placed first in the succeeding row. Such matrices 
possess the interesting property that the inner product of any two rows 
is determined by their distance apart, the first and last rows being 
regarded as adjacent. Making full use of this property of circular 
matrices, it is possible to select a combination of circular and other 
matrices as constituents of N so that the inner product of any two 
different rows of N is a constant. The terms on the main diagonal of 
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NN' are Identical only if the r^ are all identical. For instance, in 
Table IV.1. design t = 4, k = 3 has two entries on the diagonal in NN' 
whereas design t = 4, k = 4 has a constant on the diagonal. In the cases 
where unequal r^ occur it is possible by going to a larger design to 
achieve equal replication, but the designs can be quite large for a 
moderate number of treatments. As it is, many designs are quite large 
in the present table. 
The designation of the incidence matrix N suffices to describe the 
design. For instance, in the case t = 3» k = 3> where N itself is 
circular, 
N = [ 2 0 l ]  =  
specifies the design with blocks (1,1,2), (2,2,3), (3,3,1). 
In the analysis of such designs there are immediately b degrees of 
2 freedom for estimation of a . The interaction, if present in the design, 
is testable from the sum of squares for cell totals eliminating blocks 
and treatments with bk-2b-t+l degrees of freedom. In the absence of 
evidence indicating interaction, these degrees of freedom are pooled 
with the degrees of freedom for error and the intrablock estimation 
of treatment contrasts proceeds exactly as in the B.I.B.'s with equal 
variances on all contrasts. 
From the intrablock normal equations with left hand side given by 
Equation IV. 1 it is known (as follows easily for example from Theorem 14 
on page 143 in Zyskind et al. [1964]) that the variance of the estimator 
2 for normalized treatment contrast is given by a /a. In a complete 
2 0 1 
12 0 
0 12 
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block design with each treatment replicated r = bk/t times and the same 
2 intrablock variance CT , the variance of the estimator of any normalized 
2 
treatment contrast would be cr /r. Therefore the efficiency factor, 
EF, of the incomplete block design is 
Gf - r - bk • 
Summation of Equation IV.2 on i yields 
bk(k-l) - 2b + Xt 
^ kt 
and substitution for A from Equation IV.4 gives 
a = 
b(k+l)(k-2) 
k(t-l) 
Therefore, in terms of t and k 
. (5) 
k 
Equation IV.5 is computed as the EF in Table IV.1. 
In the absence of interaction in the experiment, the utilization of 
interblock estimation becomes of interest. For the designs with equal 
replication this proceeds as in the case of the B.I.B. designs in 
Section D, Chapter III with all treatment contrasts being b.c.s.w. 
However, in the case of unequal replication, the information matrix 
NN' in interblock equations is not diagonalizable by an orthogonal matrix 
containing a column of constant elements and the b.c.s.w. property no 
longer holds for all treatment contrasts. 
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Table IVo1. "Sorte Balanced Ternary Designs" 
t = 3  k  =  3  X = 2  b k = 9  b  =  3  E F  =  . 6 ?  
N = r 201] 
t: = 4 k = 3 X = 2 bk = l8 b = 6 EF=.60 
N = ^(see page 11?) 
t = 4 k = 4 X = 10 bk = 48 b = 12 EF = .83 
N = r2011][2101][2110] 
t = 5  k  =  3  X = 2  b k  =  3 0  b  =  1 0  E F  =  . $ 6  
N = [20001][20010] 
t = 5  k  =  4  X = 5  b k  =  4 0  b  =  1 0  E F  =  . 7 8  
N = [21100][21010] 
t = 5  k = 5  X = 1 8  b k  =  1 0 0  b  =  2 0  E F  =  . 9 0  
N = [20111][21011][21101][21110] 
t = 6  k  =  3  X  =  2  b k  =  4 5  b = 1 5  E F  =  . 5 3  
„ /t 200001 ][200010][ 200]^ 
" " L [100 V 
t = 6 k=4 X = 2 bk = 24 b = 6 EF = .75 
N = [210010] 
t; = 6 k = 5 X = 6 bk = 50 b"=10 EF = .86 
„ / 22222 00000 \ 
\[lll00][21110]y 
10)4 
Table IV. 1. (Continued) 
t = 6  k  =  6  X= 2 8  b k =  l 8 0  b  =  3 0  
N = r2011111[21011l][21101l][211101][211110] 
t = 7  k  =  3  X = 2  b k  =  63 b  =  2 1  
N = r2000001][2000010][2000100] 
t = 7  k  =  4 X = 5  b k  =  84 b = 2 1  
N = [2110000][2010100][2100100] 
t = 7  k = 5  X  =  3  b k  =  3 5  b = 7  
N = [2110100] 
t = 7  k = 6  X = 8  b k  =  7 2  b = 1 2  
222222 000000 \ 
101101 ][211011]y/ 
t = 7  k  =  7  X  =  2 0  b k  =  1 4 7  b  =  2 1  
N = [2111110][2101111][2110111] 
t = 8 k = 3 X = 2 bk = 84 b = 28 
„ 20000001 ][20000010]r20000100][2000]^ 
" "V rioooV 
t = 8  k  =  ^  X  =  1 0  b k  =  b  =  5 6  *  
N = [21100000][20011000][21010000][20010100] 
r 21001000][20100010][21000001] 
EF = .93 
EF = .52 
EF = .73 
EF = .84 
EF = .91 
EF = .95 
EF = .51 
EF = .71 
*(see page I If) 
t = 8 k = 5 X = l8 bk = 280 b = 56 
N = [21110000][20011010][20001101][20101001] 
[21000101][20110010][21000110] 
EF = .82 
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Table IV.1.(Continued) 
t = 8 k = 6 X = 4 bk = 48 b=8 EF = .89 
N = [21010101] 
t  =  8  k  =  7  \  =  1 0 b k  =  9 8  b  =  l 4  E F  =  . 9 3  
C 2222222 0000000 \ 
" "vj; 1010111 ][ 2101111 ly 
t = 8  k  =  8  X  =  5 4  b k =  4 4 8  b  =  56 EF = .96 
N = [20111111][21011111][21101111][21110111] 
[21111011]r21111101][21111110] 
t = 9  k  =  3  X = 2  b k  =  1 0 8  b  =  3 6  E F = . 5 0  
N «= [200000001 ][200000010][200000100][200001000] 
t = 9  k  =  4  X  =  5  b k  =  1 4 4  b  =  36 EF = .70 
N = [211000000][210001000][201010000][200100100] 
t = 9 k = 5 X = 4 bk = 80 b = 16 EF = .81 
/[ 21010000][20101001]  ^
" \ 11111111 00000000 / 
t = 9  k =6 X = 14 bk = 216 b = 36 EF = .88 
N = [211010010][2ll00100ll[210011010][210010110] 
t=9 k = 7 X = 10 bk = 126 b = 18 EF = .89 
N = [211011010][211011001] 
t=9 k = 8 X = 12 bk = 128 b = 16 EF = .95 
/ 22222222 00000000  ^
" ^ iiiiiiooi[20111111]y 
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Table IV.1. (Continued) 
t = 9 k = 9 X = 35 bk = 32U b = 36 
N = [2011111111[210111111][21101111ll[211101111] 
EF = .97 
t = 1 0  k = 3  X = 2  b k =  1 3 5  b  =  4 $  
[2000000001][2000000010][2000000100][20000001000]20000' 
02000 
00200 
00020 
00002 
10000 
01000 
00100 
00010 
\ 00001, 
N 
EF = .k9 
10 k = 4 X = 2 bk = 72 
([210010][200000][200000] 
000000 110001 001110 
N = 1 000000 011010 100101 
000000 101100 010011 
000000 000111 111000 
b = 18 EF = .70  
t  =  1 0  k = 5  X  =  4  b k =  1 0 0  b  =  2 0  
N = [2100100010][2100010010] 
EF = .80  
t = 10 k = 6 X = 28 bk = 5^0 b = 90 
N = [2111100000] [2001110100] 
[2011110000] [2000111001] 
[2011100100] [2110001100] 
[2011100010] [2011000110] 
[2011100001] 
EF = .86 
t = 10 k = 7 X = 12 bk = 189 27 
n210101100][210101010][ 211110001]^ 
""V 111111111 111111111 000000000 y 
EF = .91  
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Table IV.1.(Continued) 
t  =  1 0  k  =  8 _ _ X = » 6  b k  =  8 0  b  =  1 0  
N = [2111001110] 
t = 10 k = 9 \ = 14 bk = 162 b = 18 
/ 222222222 000000000 \ 
" "i^[111111100][211111110]y 
t = 10 k = 10 X = 88 bk = 900 b = 90 
N = [2011111111] and 8 others permuting zero 
t = l l  k = 3  X = 2  b k  =  1 6 5  b  =  5 5  
N = [20000000001][20000000010][20000000100] 
[20000001000][20000010000] 
t = l l  k  =  4  X  =  2  b k  =  8 8  b  =  2 2  
N = [20001000001][20010000010] 
t = 11 k = 5 X = 9 bk = 275 b = 55 
N = [20000010101][20100001001][20100010001] 
[20011000010][20000011100] 
t = ll k = 6 X = l4 bk = 330 b = 55 
N = [21010101000][20011110000][20111010000] 
[21011010000][21101100000] 
t = 11 k = 7 X = 4 bk = 77 b = 11 
N = [20100011101] 
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Table IV.1.(Continued) 
t = 11 k = 8 X = 27 bk = 1+40 b - 55 EF » .93 
N = [20001101111][21001010111][20101100111] 
[210110101011[21100110110] 
t = l l  k = 9  \ = Ik b k =  1 9 8  b  «  2 2  E F  =  . 9 5  
N = [201110101111[21011100111] 
t = 11 k = 10 \ = 16 bk = 200 b = 20 EF = .97 
/ 2222222222 0000000000\ 
\[101110111ll[211111011ll/ 
t = l l  k  =  11 X  =  5 ^  b k  =  605 b  =  5 5  E F  =  .98 
N = [2011111111ll[21011111111][2110111111ll 
[21110111111][21111011111] 
t  =  1 2  k = 3  X = 2  b k =  1 9 8  b  =  6 6  E F  =  . 4 9  
_ A200000000001][200000000010][200000000100] 
N = V 
[ 200000001000][ 200000010000] [200000]"^  
[loooooly 
t = 12 k = 4 X = 10 bk = 528 b = 132* EF = .68 
N «= [200000000101][200000010001][200000100001][200010000001] 
[201000000001][200000001010][200000010010][200000100010] 
[200100000100][200001001000][200001001000] 
t= 1 2  k = 5 X = 6 bk = 220 b = 44 EF = .78 
/ 22222222222 00000000000 00000000000 00000000000 \ 
~ 100010000i0][200000iii00][20100001001][20000010101 y 
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Table IV. 1.(Continued) 
t = 12 k = 6 X = 21 bk = 594 b = 99 * EF = .85 
/ 22222222222 22222222222 11111111111 00000000000 00000000000 
" ^ (^10011000001][10101000010][20000010101][21011010000][21010101000] 
00000000000 00000000000 00000000000 00000000000 A 
[20011110000] [ 20111010000] r 21011010000"J [ 21101100000] / 
t = 12 k = 7 X = 20 bk = 231 b = 33 EF = .89 
f22222222222 00000000000 00000000000 A 
" ° 11 lOllOOOOOir2010011001ll[20110101001 ]y/ 
t = 12 k = 8 X = 36 bk = 704 b = 88 * EF = .93 
f22222222222 22222222222 22222222222 00000000000 
" " ^10111000101 ]ri0111000101][10111000101][20001101111] 
00000000000 00000000000 00000000000 00000000000  ^
[2100lbl0111ir201011001111[21011010101][21100110110]y 
t = 12 k = 9 X = 70 bk = 1188 b = 132 EF = .9^ 
N = rSlOOOllOllinr2010110011111[2010110011111[ 201100110111] 
[201100110111]r200111010111]r210011010111][210011010111] 
[210101010111][201100111011][210101110101] 
t = 12 k = 10 X = 8 bk = 120 b = 12 EF = .96 
N = [201111001111] 
t = 1 2  k  =  1 1  X  =  1 8  b k  =  2 4 2  b  =  2 2  E F  =  . 9 7  
/ 22222222222 00000000000\ N = 
^[11111111100][20111111111]/ 
t = 12 k = 12 X = 65 bk = 1584 b <= I32 EF = .99 
N = [201111111111] and 10 others permuting zero. 
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Table IV.1.(Continued) 
t = 13 k = 3  X °  2  bk = 234 b = 78 
N = r20000000000011[2000000000010][2000000000100] 
[2000000001000][2000000010000][20000001000001 
t = 13 k = 4 X = 5 bk = 312 b = 78 
N = [2000010000001][2001000000001][20000000100101 
[2000001000010][2000000001100l[2000000101000] 
t  =  1 3  k = 5  X = 3  b k  =  1 3 0  b  =  26 
N = [2000100000101][2000000110010] 
t = 13 k = 6 X = 7 bk = 234 b = 39 
N = [20000100011011[2000001010101][20000010101011 
t = 13 k = 7 X = 10 bk = 273 b = 39 
N = [2101010000101l[201000il0100l][2010110010001] 
t  =  1 3  k  =  8  X = 9  b k  =  2 0 8  b  =  26 
N = [20010100011111[2001110001110] 
t = 13 k = 9 X = 35 bk = 702 b = 78 
N = [2000110101111 ][ 2010011001111 ][ 200110101 OUI] 
[2001001111011][2101011001011][2011111010001] 
t = 13 k = 10 X = 22 bk = 390 b = 39 
N = [2001101011111][2011110001111][2001011111011] 
t = 13 k = 11 X = 18 bk = 286 b = 26 
N = [21101101101111[2110110111011] 
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Table IV. 1. (Continued) 
t = 13 k = 12 \ = 65 bk = 936 b = 65 EF = .98 
N = [20011111111111[21010111111113[2110110111111] 
[2011111011111][21111011101111 
t = 13 k = 13 X = 77 bk = 1014 b = 78 EF = .99 
N = [201111111111ll[210111111111l'ir21101111111111 
r21110111111111[21111011111111[21111101111111 
t = l4 k = 3 \ = 2 bk = 273 b = 91 EF = .48 
N = _  ^200000000000011[ 200000000000101[ 20000000000100] [ 200000000010001 
[ 200000000100001[ 20000000100000l[ 20000001 \ 
[1000000V 
t = 14 k = 4 X = 10 bk = 728 b = 182 EF = .67 
N = [200000000000111[20000000100001l[20000000000110l[200000010000101 
[20001000000010l[20001OOOOOOOlOlC2000000000110l[200001000001001 
[200001000001001[200001000001001[200000000110001 
r 20000000110000% 200000011000001 
t = l4 k = 5 X = 18 bk = 910 b = 182 EF = .78 
/ 2222222222222 2222222222222 2222222222222 0000000000000 
^11100000000001[10010010000001[10001000010001[20001000001011 
0000000000000 0000000000000 0000000000000 0000000000000 
r 20001000001011[2000100000101][2000100000101][2000100000101] 
0000000000000 0000000000000 0000000000000 
[200000011001Oir 200000011OOIO][2000000110010] 
0000000000000 0000000000000 0000000000000 \ 
r 2000000110010l[2000000110010][2000000110010]J 
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Table IV,1. (Continued) 
t  =  l 4  k  =  6  X = 8  b k  =  2 5 2  b  « =  5 2 *  E F  =  . 8 4  
2222222222222 0000000000000 OOOOOOOOOOOOO 0000000000000 \ 
i^ll00001000010][20000010l010l][201000001100ll[2ci001000100iy 
t = 11+ k = 7 X = 20 bk = 637 b = 91 EF = .88 
„ f2222222222222 2222222222222 OOOOOOOOOOOOO OOOOOOOOOOOOO 
1010000000111][1000101001001][2101010000101][20100011010011 
OOOOOOOOOOOOO OOOOOOOOOOOOO OOOOOOOOOOOOO "\ 
r 2010001101001][20i0110010001][2010110010001 y 
t = l4 k = 8 X = 5^ bk = 1456 b = 182 EF = .91 
N = [20111100000001][21010100010101][20111100100001][21010100010101] 
and 9 replicates of [200101100010111 
t = 14 k = 9 X = 30 bk = 702 b = 78 * EF = .93 
/2222222222222 1111111111111 1111111111111 OOOOOOOOOOOOO 
y^llOlOlllOlOOOir2001010001111l[2001110001110][200100111101ll 
OOOOOOOOOOOOO OOOOOOOOOOOOO^ 
[ 210101100101112011111010001 ly 
t = 14 k = 10 X = 88 bk = 1820 b = 182* EF = .95 
N = [2001111000111ll[20011110001111][2001011101101ll[2101001110101ll 
[21010110101011][ 21010110101011 ][ 201110100111011 
[20111010011101][211101000111011[211101000111011 
[20101110101101][211101001011011211011100011101 
t = 14 k = 11 X = 54 bk = 1001 b = 91 EF = ,96 
/ 2222222222222 2222222222222 2222222222222 OOOOOOOOOOOOO 
VJ1001110111110iri001110111110l[1001110111110l[211011011011ll 
OOOOOOOOOOOOO OOOOOOOOOOOOO OOOOOOOOOOOOO \ 
[21101101101111[2110110111011][2110110111011 
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Table IV.1.(Continued) 
t = l4 k = 12 \ = 10 bk = l68 b = l4 EF = .97 
N = [21010111011111] 
t = lif k = 13 X = 22 bk = 338 b = 26 EF = .98 
f2222222222222 0000000000000 "N 
Vj:illllllllll00][2011111111111]y/ 
t = 14 k = 14 X = 180 bk = 2548 b = 182 EF = .99 
N = [20111111111111] and 12 others permuting zero. 
t = 15 k = 3 X = 2 bk = 315 b = 105 EF = .48 
N = [200000000000001][200000000000010][200000000000100] 
[200000000001000][200000000010000][200000000100000] 
r 200000001000000] 
t = 15 k = 4 X = 5 bk = 420 b <= 105 EF = .6? 
N = [200000000000011][200000010000001][200000000001010] 
[200000000100100][200000100000100][200000010001000] 
[200000100010000] 
t = 15 k = 5 X = 9 bk = 525 b = 105* EF = .77 
N = [200000000000111][200000011000001][200000000101010] 
[200001000010010][200011000000100][200010000011000] 
[200100100100000] 
t = 1 5  k = 6  X  =  4  b k  =  1 8 0  b  =  3 0  
N = [201100100010000][211001000100000] 
EF = .83 
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Table IV.1. (Continued) 
t «= 15 k = 7 \ = 16 b,k = 588 b = 84 EF = .88 
y. 22222222222222 11111111111111 00000000000000 
k^llOl000001000120100100001001][21010010101000J 
00000000000000 00000000000000 00000000000000 
r 210100101010001[21010000101001][21010000101001 y 
t  =  1 5  k = 8  \  =  2 7  b k =  8 4 0  b  =  1 0 5  *  E F  • =  . 9 1  
N = [2000010100011111[20000001011101ll[200000110011011] 
[ 2001010001011 ][ 2010010010110011201001001011001 ] 
[201001001011001] 
t = 15 k = 9 X = 10 bk = 270 b = 30 EF = .93 
N = [201100010110011][2010111000011011 
t  =  1 5  k  =  1 0  X = 4 4  b k  =  1 0 5 0  b  =  1 0 5  E F  =  . 9 4  
N = [2010011100011111[2011001100011111[20011011010111] 
[200110101010111][200111010100111][210011010100111] 
[201110010100111] 
t = l 5  k  =  11 X = 36 bk = 770 b = 70 * EF = .96 
^22222222222222 22222222222222 00000000000000 
\[1011011110001ll[l011011110001l][21101010110111] 
00000000000000 00000000000000\ 
[20110110011111][20111110011011]y 
t = 1 5  k  =  1 2  X  =  6 5  b k  =  1 2 6 0  b  =  1 0 5  *  E F  =  . 9 7  
N = [211010111101101 ][20H10111100111][201110011110111] 
[211100111001111][211010110101111][2101101011011111 
[201110011101111] 
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Table IV.1.(Continued) 
t = 15 k = 13 X = 22 bk = 390 b = 30 EF = .98 
N = [211011101110111][2111011011101111 
t = 15 k = Ik X = 24 bk = 392 b = 28 EF = .99 
/" 22222222222222 00000000000000^ N = \j;iooiiiiiiiiiiil[20111111111111V 
t = 15 k = 15 X = 104 bk = 1575 b = 105 EF = .99 
N = [20111111111111l]r210111111111111j[211011111111111] 
[211101111111111][211110111111111][211111011111111] 
[2111111011111111 
t = l6 k = 3 X = 2 bk = 360 b -, 120 EF = .46 
^ 222222222222222 0 0 0^ 
= 3]J N = \^100000000000000l[the array of N under t = I5 k 
t = 16 k = 4 X = 2 bk = 192 b = 48 EF = .67 
N = [2000001000000010][2100000000000100l[2000000100010000] 
t = 16 k = 5 X = 6 bk = 400 b = 80 EF = .77 
N = [2110000000000001][2000000101000010l[20010000001001001 
[2000100010001000][2000010000110000] 
t = 16 k = 6 X = 21 bk = 1080 b = 180 EF = .83 
/ 222222222222222 222222222222222 111111111111111 
" ~ U 101010010000000][110011000000000][210000110000000] 
000000000000000 0 0 0 o"\ 
[200100100001010] 4 each of [201100100010000][211001000100000]/ 
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Table IV. 1. (Continued) 
t  =  l 6  k  =  7  X » 8  b k  =  3 3 6  b  =  4 8  
N = [2100100101000001][20000100010101Oil[2001000001010101] 
EF = .87 
t = 16 k = 8 X =» 18 bk = 640 b = 80 EF = .90 
N = [ 2000000101110110][ 2101011000100001 ][ 2001010100010101 ] 
[ 20010011000100111[ 2000101100001011 ] 
t = 16 k = 9 X = l4 bk = 432 b = 48 
N = [2000101001001111][20000010111101011[2010100100111001] 
EF = .92 
t = 16 k = 10 X = 66 bk = 1800 b = 180 * EF = .93 
/ 222222222222222 222222222222222 222222222222222 
Vj;i0110100010011l]ri0001011110100l][101010001111001] 
111111111111111 111111111111111 00000001)0000000 
[ 201100010110011 ][ 201011100001101 ][ 2010011100011111 
000000000000000 000000000000000 000000000000000 
[201100110001111][200110011010111][200110101010111] 
000000000000000 000000000000000 
[2001110101001111[210011010100111] 
000000000000000 \ 
[20111001010011iy 
t= l 6  k = 11 X = 36 bk = 880 b = 80 EF = .95 
N «= [201001011011101l]r2l0101100010111l][2000111011011011] 
r210101001101101ll[2110100110110011] 
t = 16 k = 12 X = 26 bk = 576 b = 48 EF = .96 
N = [2010111100101111][2101100101111011][2101100101111011] 
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Table IV. 1.(Continued) 
t = 16 k = 13 X = 15k bk = 3120 b = 240 EF = .97 
N = [2010111110101111][20011111100111111[2101101111011011] 
[201110011110011111[2101111010101111][21011111010101111 
[2101111100011111][210110110101111ll[21011111010110111 
[2001111101011111 ir2i.iioioi 01 iioiiiir2iooiioioiiiii m 
[2001011101111111][210011010111111l][200101110111111ll 
t = 16 k = 14 X = 12 bk "= 22k b = I6 EF = .98 
N = [2011111100111111] 
t = 16 k = 15 X = 26 bk = 450 b = 30 EF = .98 
/ 222222222222222 000000000000000 \ N = 
^[1011111011111111[211111011111111]J 
t = 16 k = 16 X = 238 bk = 3840 b = 240 EF = .99 
N = [2011111111111111] and 14 others permuting zero 
. /200l;'0\ 
t Expressions like N = ^l20011[20]j| ^ead as N "= f qj^OIO )' 
\p0120l/ 
$ Such  express ions  for  N a re  to  be  in te rpre ted  as  the  success ive  
jux tapos i t ion  of  a l l  l i s ted  c i rcu la r  mat r ices .  
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It may be noted in passing that layouts of the type in Table IV.1 
may possibly be of use in such areas as opinion surveys where the blocks 
might represent individuals and the treatments would be questions or 
other stimuli. The duplication may be worked in by subterfuge and would 
allow the observation of reliability or consistency. 
B. P. B. I.B. Type Designs with b Degrees of Freedom 
Within Blocks for Error 
The fact that some of the balanced designs in Table IV. 1 are quite 
large leads to the question of the feasibility of smaller but similar 
designs with less balance though easy to manage analysis. To this end 
consider N = (N^, N^, ..., N^) where each is a t x t circular matrix 
having 2 on the diagonal and 0 and 1 off the diagonal. These are again 
a subset of the class of ternary designs. 
Since the sums and products of circular matrices are also circular 
(see for instance Good [1950]) and is also circular it follows that 
m 
NN' = ZN.N' is a circular Gramlan matrix. This is illustrated for 
1 ^ 1 
t =• 7 by NN' = [r+2m, \y \^], and for t - 6 by 
NN' = [r+2m, \y X^]. As noted by Kempthorne [1953]. for a 
class of Incomplete block designs with block size two, the properties 
of circular matrices facilitate the analysis. 
Let NN' be represented by NN' = A = [a^, a^ a^]. For such a 
real symmetric matrix the characteristic, roots c^, ..., c^, are real 
non-negative and are given by 
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t 
c = LA CO8(2 N[l-l][t-j+l]/t) i = 1, 2, , t 
i j=l ^ (6) 
and the corresponding characteristic vectors are the columns of the 
symmetric orthogonal matrix A determined by t and given by the expression 
= (fu.) = (-F=- [Cos (i-l)(j-l) + sin ~ (i-l)(j-l)]) . 
ij >/r t t (Y) 
In these designs the replication is equal for all treatments and 
the intrablock equations of rank (t-l) can be solved using the Moore-
Penrose conditional inverse of rl-k ^NN' given by (rl-k ^NN')^ = (q 
where the elements of the diagonal matrix are (r-k ^ and zero 
- 1  
corresponding to r-k c^ = 0. The interblock and intrablock equations 
have common characteristic vectors but do not necessarily have all 
corresponding characteristic roots in the same ratio. Thus, as indicated 
in Chapter III, the relative magnitudes of the largest and smallest ratio 
of corresponding characteristic roots should be considered before 
combining estimators by simple weighting. Investigation of all possible 
cases on a computer for up to t = 16 has shown that for m = 1 it is 
possible to choose N so that.the range of \'s is two when t is even and 
the range is one when t is odd. Almost equal x's would reduce the possibl 
losses incurred by simple weighting. 
As an illustration consider the simplest possible case of t = 4, k = 
with N = [2001] which would be a reduction of the corresponding balanced 
design in Table IV. 1. Then r = 3» M = 1, = 2, = 0 and NN' = [5202] 
for which the characteristic roots are 
120 
Cj « 5(1) + 2( 1) + 0( 1) + 2( 1) = 9 
Cg = 5(1) + 2( 0) + 0(-l) + 2( 0) = 5 
= 5(1) + 2(-l) + 0( 1) + 2(-l) = 1 
= 5(1) + 2( 0) + 0(-l) + 2( 0) = 5 . 
The orthogonal matrix 6 is computed from Equation IV,7 to be 
2 
There are four degrees of freedom within blocks for G and in the 
absence of interaction the three contrasts in A, above, are b.c.s.w. 
2 2 from the interblock and intrablock equations. With cr = the in 
Equation III. 55 are = 1.08 and = 2.7 which puts a lower bound of 
.95 on the RE of simply weighting any estimable treatment contrast. 
In view of this analysis it is incidental but interesting to note 
the similarity of these designs with the P.B. I.B. designs. If for the 
present designs we define the k^^, k < t/2, associate class of the i*"^ 
treatment as containing those treatments whose corresponding rows in N 
are a distance of k rows from the i*"^ row, first and last rows of N 
being considered adjacent, then we have p associate classes where p is 
the largest integer less than or equal to t/2, and class sizes of two 
except for the t/2^^ class when t/2 is an integer. The X's are given 
by the particular choice of N but the association scheme is fixed by the 
number of treatments t, as illustrated by the association schemes for 
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t = 6 and t = 7 respectively in Table IV.2. below. 
The associate numbers, are for example, 1, Xp = 5, = 3 
for N = [2010110] in the case of seven treatments in seven blocks of 
size six, and = 2, Xg = 1, X^ = 4 for N = [200101] in the case of 
six treatments in six blocks of size four. 
Table IV. 2. Association Schemes 
Associate, Class 
1 2 3 
Treatment = 2 Hg = 2 - n = 1 
Number 5 
1 6,2 5,3 4 
2 1,3 6,4 5 
3 2,4 1,5 6 
4 3,5 2,6 1 
5 4,6 3,1 2 
6 5,1 4,2 3 
n, » 2 nu = 2 n = 2 
1 2 3 
1 7,2 6,3 5,4 
2 1,3 7,4 6,5 
3 2,4 1,5 7,6 
4 3,5 2,6 1,7 
5 4.6 3,7 2,1 
6 5,7 4,1 3,2 
7 6,1 5,2 4,3 
The parameters of the first kind (see for instance Kempthorne [1^52]) 
P P 
satisfy the condition Zn = t-1, but En X «= r(k-l)-2m where m is the 
1 1 1 1 
number of times a treatment is duplicated in a block or equivalently 
the number of circular matrix components of N. The parameters of 
k k k 
the second kind p^j are seen to satisfy the conditions p^j ~ ''ji 
122 
" "iPjk " However, the condition Ep breaks 
down for the case k = t/2 when t Is even. 
In the examples for t = 7 and t = 6 the p^^^ matrices are given by 
'3-
for t = 7 and by 
P 1 ( 1 0 1\ 0  1 0 ,  p .  1 0  0 /  for t = 6, 
In the layouts where some X's are equal it may or may not be possible 
to reduce the number of associate classes and preserve the properties of 
some instances possible to achieve equal A.'s, as for example in the 
design t = 7 k = 5 of Table IV.1. 
C. Properties of Circular Matrices in the Design and 
Analysis of Incomplete Block Experiments 
If each treatment appears once or not at all in a block the elements 
of N are 0 and 1. These designs were referred to by Tocher [1952] as 
binary. If N is restricted to be of the form N = (N^, N^» N^) where 
the N are t x t circular matrices with entries zero and one, the 1 « 
association scheme is as described by t in the previous section. The 
only difference occurs in the A*s where the equation En^X^ = r(k-l) now 
holds, and as a glance at any catalogue will quickly reveal, the class 
the p^j parameters as the author discovered by trial and error. It is in 
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of such designs intersects with the P. B. l.B.'s. The analysis in general 
is again facilitated by the properties of the circular matrix NN' which 
are determined by t in Equations IV. 6 and IV.7. 
In the particular instance where k = 2, a large class of block 
designs with two plots is available. The class of such designs with k = 2 
contains the class described by Kempthorne [19531 for t an odd number 
and intersects this class when t is even. 
It may be further noted that since the form of the analysis in no 
way depends on the elements of the but only on their circular structure, 
designs having this analysis may be constructed with various replication 
numbers in blocks. In particular this type of allocation of treatments 
may be expected to be generally useful in situations where the block 
size exceeds t. 
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