Abstract. We extend some characterizations and inequalities for the eigenvalues of nonnegative matrices, such as Donsker-Varadhan, Friedland-Karlin, Karlin-Ost, and Kingman inequalities, to nonnegative tensors. These inequalities are related to a correspondence between nonnegative tensors and ergodic control: the logarithm of the spectral radius of a tensor is given by the value of an ergodic problem in which instantaneous payments are given by a relative entropy. We also provide a combinatorial characterization of the tropical spectral radius, obtained as a limit of the spectral radius.
1. Introduction. Nonnegative matrices appear frequently in mathematics, engineering, economics and computer science-see our references. For a square nonnegative matrix A, one of the most important concepts is the Perron-Frobenius eigenvalue (its spectral radius ρ(A)) and the corresponding eigenvector. For a rectangular matrix, a similar concept is the operator norm A of A, which is given by the Perron-Frobenius norm of the induced symmetric matrix S(A) = 0 A A ⊤ 0
. In many applications, one uses a variational characterization of the Perron-Frobenius eigenvalue, the Collatz-Wielandt minimax formula. The notion of irreducible matrix is also essential. Furthermore, the Perron-Frobenius eigenvalue ρ(A) and the spectral norm A satisfy a number of convexity and logconvexity properties. See for example [12, 15, 17, 30, 31, 37] .
In the last twenty years, there has been a tremendous interest and activity in tensors, which are multiarrays with at least d 3 indices. Tensors come up in physics, in particular in quantum mechanics, and in various applications of engineering sciences, some of them being driven by data explosion. See for example [9, 13, 20, 21, 23, 34, 35, 32, 44] and references therein. Since tensors do not represent linear operators, as matrices do, the theory of tensors is more delicate than the theory of matrices. The spectral norm of tensors turns out to be one of the most important concept in theory and applications [9, 28, 21, 34] . Unfortunately, it is generally NP-hard to compute the spectral norm [28, 21] -with exceptions like the case of symmetric qubits [24] .
It is well known that some spectral results for nonnegative matrices can be generalized to nonnegative tensors [11, 18, 34, 36] . In this paper, we extend some results on nonnegative matrices, such as Donsker-Varadhan, Friedland-Karlin, Karlin-Ost, and Kingman inequalities, to the case of nonnegative tensors. Some generalizations were given in [45] . We give additional generalizations to eigenvalues and spectral norms of nonnegative tensors, and discuss the tropical eigenvalue problem for nonnegative tensors.
Our results involve an equivalence between the Perron-Frobenius eigenproblem and an ergodic problem arising in stochastic optimal control: we show that the logarithm of the spectral radius of a nonnegative tensor coincides with the mean payoff per time unit in a one player stochastic game problem, in which action spaces are simplices and payments are given by a relative entropy. This is related to a work of Akian et al., [3, 5] on the entropy game model of Asarin et al., [7] , and to a work of Anantharanan and Borkar [5] on risk sensitive control. The games considered in these approaches are associated to families of nonnegative matrices. They differ from the present ones which are associated to tensors-except in the degenerate situation when these tensors are matrices (tensors with only 2 indices). The present connection between tensors and ergodic control seems new, it allows us, in 2. Definitions of irreducibility. In the case of square nonnegative matrices, irreducibility can be defined in two equivalent ways, either by requiring the directed graph associated with the matrix to be strongly connected, or by requiring that there is no nontrivial part (relative interior of a face) of the standard positive cone that is invariant by the action of the matrix. Both requirements mean that the matrix cannot be put in upper block triangular form by applying the same permutation to its rows and columns. In the case of tensors, and more generally, of polynomial maps, the two approaches lead to distinct notions [11, 18] , as we next recall.
Let F be either the field of complex numbers C or of real numbers R. 
The vector space F m ×d is called the space of equidimensional tensors. We shall denote by R + the set of nonnegative numbers. Then, R m + ⊂ R m is the cone of nonnegative tensors. Assume that F ∈ R m + . We associate with F an undirected d-partite graph G(F ) = (V, E(F )), the vertex set of which is the disjoint union V = ∪ We call F indecomposable if for each proper nonempty subset ∅ = I V , the following condition holds: Assume that I does not contain V p ∪ V q for any p = q ∈ [d]. Let J := V \I.
Then there exists k ∈ [d], i k ∈ I ∩ V k and i j ∈ J ∩ V j for each j ∈ [d]\{k} such that f i1,...,i d > 0. It is shown in [18] that if F is indecomposable then F is weakly indecomposable.
Assume that F is an equidimensional tensor in R m ×d + . With F we associate a directed graph G(F ) = (V, E(F )), where V = [m]. The diedge from i to j belongs to E(F ) if and only if f i,j1,...,j d−1 > 0 for some d − 1 indices {j 1 , . . . , j d−1 } such that j = j k for some k ∈ [d − 1]. We say that F is weakly irreducible if G(F ) is strongly connected.
We call F irreducible if for each proper nonempty subset ∅ = I V , there exist i ∈ I and j 1 , . . . , j d−1 ∈ V \ I such that f i,j2,...,j d−1 > 0. Our definition of irreducibility agrees with [34, 11, 36] . The following lemma follows from the results in [18] . In the paper [18] , the notions of weak indecomposability and indecomposability were called weak irreducibility and irreducibility. To avoid the ambiguity, we used here two different terms: indecomposability of general tensors, in the context of multilinear forms, and irreduciblity of equidimensional tensors, in the context of polynomial maps.
3. The spectral radius of an equidimensional tensor.
Standard facts on tensors. Let
..,je ] ∈ F n are given. Then the entries of the tensor product
and F m•n are isomorphic as vector spaces. Furthermore, the isomorphism ι : F (m,n) → F m•n maps rank one tensors to rank one tensors, but ι −1 does not preserves the rank one tensors. We define the Kronecker product of tensors
..,j d , which extends the classical definition of the Kronecker product of matrices.
Let
is a d − k tensor obtained by the contraction on the indices in J. That is, the entries of T × S are
Furthermore, we define the Hadamard product
m can be viewed as a subtensor of T ⊗ Kr S where we choose
Observe next that T × S is a scalar. In fact, T , S := T × S is an inner product on R m . The Hilbert-Schmidt norm on R m is defined by T := T , T . The Cauchy-Schwarz inequality yields that |T × S| T S .
⊤ ∈ F m and for any positive integer k we denote
3.2. The homogeneous eigenvalue problem. With an equidimensional tensor F ∈ C n ×d we associate a homogeneous map of degree d − 1 given as 
For d = 2, i.e. when F is a square matrix, the above homogeneous eigenvalue problem is the standard eigenvalue problem for matrices. We restrict our attention to d > 2. As for matrices, for F , S ∈ C n ×d ps we can consider the pencil eigenvalue problem
ps , the system (3.2) reduces to (3.1). When no ambiguity arises we denote I n,d by I.
The tensor S is called singular if the system
has a nontrivial solution. Otherwise S is called nonsingular. Recall the classical notion on the resultant corresponding to the system (3.3). There exists an irreducible polynomial res : C n ×d ps → C with the following properties [27, Chapter 13] . First, S is singular if and only if res S = 0. Second for a general singular S the set of all nontrivial solutions is a line, i.e., a one dimensional vector space. Third, the degree of res is n(d − 1) n−1 . Hence, to find all eigenvectors of the system (3.2), one first finds all the solutions of the characteristic equation
Here c j (S, F ) is a homogeneous polynomial of total degree n(d − 1) n−1 and the partial degrees in the S and F variables are n(d − 1) n−1 − j and j respectively. After finding all the solutions of (3.4), called the eigenvalues of the pencil (F , S), one needs to find the corresponding eigenvectors. If S is nonsingular then the pencil (F , S) has exactly n(d−1) n−1 eigenvalues counting with multiplicities.
We now restrict our attention to the homogeneous eigenvalue problem (3.2). Clearly, I is a nonsingular tensor. This case is studied in [22, §5] . Let λ 1 (F ), . . . , λ n(d−1) n−1 (F ) be the solutions of the characteristic equation (3.4) corresponding to S = I. Then a general F has n(d − 1) n−1 distinct eigenvalues, and to each eigenvalue λ i corresponds a unique eigenvector x i = 0, up to a nonzero factor. (I.e., the eigenspace is the line in C n spanned by x i .) Let
be the spectral radius of F . Since the roots of a polynomial depend continuously of its coefficients, using the characteristic equation (3.4), we arrive at the following result.
ps . Let ρ(F ) be the spectral radius for the eigenvalue problem (3.1) given by (3.5). Then ρ(F ) is a continuous function on C
Assume that E has a homogeneous eigenvector
Assume that x is a homogeneous eigenvector of F , as in (3.1) . Then a straightforward computation shows that
Hence we deduce the inequality
For matrices, i.e. when d = 2, the equality holds. This follows from the fact that the number of eigenvalues of E ⊗ Kr F of the form µλ is exactly mn, which is the total number of the eigenvalues of the matrix E ⊗ Kr F . For d > 2 the number of eigenvalues of the form µλ
which is strictly less than (mn)(d − 1) (mn)−1 , the number of the eigenvalues of E ⊗ Kr F , for m, n > 1. So it is not clear that the equality in (3.8) always holds for d > 2. We will show in the next subsection that for nonnegative tensors, the equality does hold in (3.8).
3.3. Spectral radius of nonnegative tensors. Let T = [t i1,...,i d ] ∈ R n ×d ps . We now summarize the known results on the spectral radius of T ∈ R n ×d ps,+ which will be used here, see [11, 18] . Some of these results carry over to non-linear order preserving positively homogeneous self-maps of the standard orthant, see [37, 25] .
is an eigenvalue of T corresponding to a nonnegative eigenvector
Assume that T is irreducible. Then T has a nonnegative eigenvector u, which is positive, and unique (up to a scalar multiple). The corresponding eigenvalue is the spectral radius ρ(T )
Furthermore ρ(T ) has the characterizations
Assume that T is weakly irreducible. Then T has a unique positive eigenvector u, which satisfies (3.11). Furthermore
We next show how these properties can be derived from known results. In particular, the variational characterizations of the spectral radius in (3.10), (3.12), (3.13) follow from a general Collatz-Wielandt formulae of Nussbaum for nonlinear maps.
Proof. Suppose first that T is irreducible. Then the results in [11] show that any nonnegative eigenvector is positive, and that this eigenvector is unique up to a scalar factor. It corresponds to a positive eigenvalue which is the spectral radius of T . Furthermore, the characterization in (3.12) holds.
Assume that T 0 is not irreducible. First, we shall use a perturbation argument to deduce that ρ(T ) is a eigenvalue of T corresponding to a nonnegative eigenvector satisfying (3.9). Let J n,d ∈ R n ×d ps,+ be a tensor all the entries of which are 1. Assume that ǫ > 0. Then T + ǫJ n,d > 0. Hence there exists a positive probability vector u(ǫ) so that
From the first characterization (3.12) we deduce that ρ(T +ǫJ n,d ) is a nondecreasing function on (0, ∞). Since ρ(S) is a continuous function in S ∈ C n ×d sp it follows that lim ǫց0 ρ(T + ǫJ n,d ) = ρ(T ). Observe next that there exists a decreasing sequence ǫ j > 0, j ∈ N converging to zero such that u(ǫ j ) converge to a probability vector v = (v 1 , . . . , v n ). Since u(ǫ j ) = (u 1,j , . . . , u n,j )
⊤ is an eigenvector of T + ǫ j J n,d corresponding to ρ(T + ǫ j J n,d ) we deduce (3.9).
The results in [37, §3] yield that for any nonnegative tensor T with maximal nonnegative eigenvalue ρ(T ), the characterization (3.10) holds. (To apply the results in [37] we need to consider the homogeneous map of degree one u → (T (u))
See for more details [18] .) One can also use the above perturbation technique to deduce (3.10) .
The statements of the theorem for a weakly irreducible tensor T follow from [18, Corollary 4.2].
We now give the first variation of the eigenvalue λ = ρ(T ) for a weakly irreducible tensor T ∈ R n ×d + . We denote by u = (u 1 , . . . , u n ) ⊤ > 0 the corresponding positive eigenvector.
Note that we can assume without loss of generality that u n = 1. We suppose that R ∈ C n ×d ps is a partially symmetric tensor in the neighborhood of T , and we are interested in the spectral radius λ of this tensor. Thus, we have a system of n nonlinear equations in n unknowns, consisting of z 1 , . . . , z n−1 , the entries of z = (z 1 , . . . , z n−1 , 1) ⊤ ∈ C n and of the eigenvalue λ, given by (3.14)
We look for a solution (z, λ) in the neighborhood of (u, ρ(T )). We shall apply the implicit function theorem after showing that the Jacobian of G with respect to (z, λ) at (u, ρ(T ), T ) has rank n. First observe that
where DT (x) denotes the differential map of T at point x. In the last expression the contraction is on the last d − 2 indices of T . Second, assume that T ∈ R n ×d ps,+ is weakly irreducible. Assume (3.11) holds. Then DT (u) ∈ R n×n + is an irreducible matrix satisfying
Since DT (u) is irreducible and u > 0, it follows that A is an irreducible matrix. Furthermore, there exists a unique vector 0 < w ∈ R n such that the following conditions hold
ps,+ be weakly irreducible. 1. Assume that (3.11) holds. Then, there exists analytic functions z(R) and λ(R) in the n d entries of R ∈ C n ×d ps , defined in the neighborhood of T , satisfying z(T ) = u and λ(T ) = ρ(T ).
Then, for a small ǫ 0, one has the following expansion
where w is the positive vector defined in (3.18).
Proof. Let G(z, λ, R) be defined as in (3.14) , where z = (z 1 , . . . , z n−1 , 1) ⊤ . We next show that D z,λ G(u, ρ(T ), T ), i.e. the Jacobian of G with respect to (z, λ) at the point (u, ρ(T ), T ), has rank n.
The derivative of T (z) − λz •(d−1) with respect to the variable z i gives the i-th column of the matrix DT (z)
with respect to λ gives the column −z
is given as follows. Its first n − 1 columns are the first n − 1 columns of DT (u)
Then the first n − 1 columns of C are the first n − 1 columns of A − (d − 1)ρ(T )I, where A is defined in (3.17) . The last column of C is −u. The Perron-Frobenius theorem yields that ρ(A) = (d − 1)ρ(T ). Moreover, since A is irreducible, the eigenspace of A associated to the spectral radius of A is of dimension 1. As (A − (d − 1)ρ(T )I)u = 0, we deduce that the unique linear combination of the columns of A − (d − 1)ρ(T )I, up to a nonzero scalar, which is a zero vector, is given by the coordinates of u. Since u n = 0, it follows that the first n − 1 columns of A−(d−1)ρ(T )I are linearly independent. From the definition of w > 0 in (3.18) it follows that the first n − 1 columns of A − (d − 1)ρ(T )I form a basis to the subspace of R n orthogonal to the vector w. By the definition w ⊤ u = 1. Hence u is not a linear combination of the first n − 1 columns of A − (d − 1)ρ(T )I. So the columns of C are linearly independent, i.e. rank C = n. Therefore rank B = n. Since G(z, λ, R) is analytic in (z, λ, R) the implicit function theorem implies that there exists analytic functions z(R), λ(R) in the n
Thus, the functions λ(T + ǫS) and z(T + ǫS) of the parameter ǫ are analytic in some small open disc |ǫ| < r a, and λ(T + ǫS) = ρ(T + ǫS) for ǫ ∈ [0, r). For ǫ ∈ [0, r), one has the following expansion
Inserting these expressions in the equality G(z(T + ǫS), ρ(T + ǫS), T + ǫS) = 0 we must have that the coefficient of ǫ is zero. This is equivalent to the equality
We multiply the above equality by diag(u)
, and rearrange the terms to deduce the equality
We now multiply from the left by the vector w ⊤ . We finally use (3.18) 
The following proposition is well known for matrices, and its extension to tensors is also known.
Proof. Assume that E > 0, F > 0. Let y > 0, x > 0 be the positive eigenvectors corresponding to the eigenvalues ρ(E), ρ(F ) respectively. Then ρ(E)ρ(F ) is a positive eigenvalue of E ⊗ Kr F corresponding to the positive eigenvalue y ⊗ x. The results of [11] yield the equality ρ(E)ρ(F ) = ρ(E ⊗ Kr F ). Clearly Characterization (3.10) yields the inequality (3.20) . The results for nonnegative E, F is derived using the continuity argument as in the proof of Theorem 3.2.
Logconvexity of the spectral radius of nonnegative tensors. Given a tensor
pr,+ and a real nonnegative number p, we set A
be the positive eigenvectors of F and G:
. Then equality in the above inequality holds if and only if the following conditions are satisfied. There exists a = (a 1 , . . . , a n )
⊤ > 0 such that
Proof. Assume that F and G are weakly irreducible. Let
Use (3.10) to deduce (4.1).
We now discuss the equality in (4.1). Suppose that R := F •α •G •β is weakly irreducible. Then F and G are weakly irreducible. Assume that equality holds in (4.1). In view of the second part of the characterization (3.12) it follows that x = u
•α • v •β is the eigenvector of R. The equality case of Hölder inequality yields (4.2). Conversely, if (4.2) holds then x is a positive eigenvector of R corresponding to ρ(R) = ρ(F ) α ρ(G) β . To deduce the inequality (4.1) for any nonnegative F , G we use the continuity argument. Let ǫ > 0 and 0 < J n,d ∈ R Lemma 4.1 should be compared with Theorem 4.1 of Zhang, Qi, Luo and Xu [45] , which states a similar property under the assumption that F • G is irreducible. This lemma implies the following generalization of Kingman's theorem for the spectral radius of matrices with logconvex entries.
Generalization of Friedland-Karlin inequality. For a tensor
In this section we extend the results in [17, §6.6 ] to nonnegative tensors. In particular, the following inequality is a generalization of the Friedland-Karlin [19] inequality to tensors.
Theorem 5.1. Assume that T ∈ R n ×d ps,+ is a weakly irreducible tensor. Let A, u, w be given by (3.17) and (3.18) . Assume that y = (y 1 , . . . , y n ) ⊤ > 0. Then
Assume furthermore that T is a symmetric tensor. Then
is also log-convex. The log-convexity property yields
xiuiwi . Raise this to the power d − 1 and let y i = e xi , i = 1, . . . , n, to deduce (5.1).
Assume furthermore that T is symmetric. Then w = u
, where we have the normalization
Theorem 4.1 in [19] claims that if T is an nonnegative irreducible symmetric matrix which is also a positive semi-definite then inequality (5.2) (with d = 2) can be improved to
We now give a generalization of this result. First observe that a symmetric tensor T is induced by a homogeneous polynomial F (x) of degree d. That is
Observe next that F (x) = x ⊤ Ax corresponds to a positive definite matrix if and only if F is strictly convex. Clearly, in this case
Note that if F (x) is a homogeneous polynomial of degree d then the above condition can hold only if d is an even integer.
Theorem 5.2. Let d be a positive even integer. Let F (x) be a homogeneous polynomial of degree d on R n and denote by T ∈ R n ×d ps the symmetric tensor induced by F . Suppose that the following conditions hold:
1. The tensor T is nonnegative and weakly irreducible. Suppose furthermore that
++ (all the coordinates of y are positive). Then
.
In particular
If the Hessian of F (x) is positive definite at each x = 0 then equality holds iff y = c1.
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Proof. We will use the standard abbreviations: F i and F ij the first and the second partial derivatives of F with respect to x i and x i , x j respectively. We first assume that the Hessian H(x) is positive definite for each x = 0. Assume that y = (y 1 , . . . , y n ) ⊤ > 0 is fixed. We now consider the critical points of the ratio
Clearly, every critical point of the above ratio satisfies
Next we consider the following the eigenvalue problem for diag(y) • T :
Observe first that µ > 0. Indeed, Euler's formula yields that
We claim that each eigenvector satisfying (5.7) satisfies (5.6). Indeed,
Observe next that F j is a homogeneous function of degree d − 1. Furthermore F ij = F ji . Use Euler's formula to deduce
Hence (5.6) holds with λ = µ 1 d−1 . Assume now that (5.6) holds. We claim that (5.7) holds with µ = λ d−1 . Indeed, Euler's identities yield that
It is left to show that the maximum λ is ρ(diag(y)•) 1 d−1 . Indeed, consider the system (5.7). Clearly
The Collatz-Wielandt maximin characterization in Equation (3.13) yields that
As ∇F (x) = dT (x) it follows that the maximum critical value of µ is dρ(diag(y) • T ). This shows (5.4).
To show (5.5) choose x = u in the maximum characterization (5.4). Since diag(y) • T is weakly irreducible it follows that equality in (5.5) is achieved if and only if u is the Perron-Frobenius eigenvalue of diag(y) • T , i.e., y = c1.
We now show (5.4) and (5.5) assuming that F (x) is convex but no longer necessarily strictly convex. So H(x) is a positive semi-definite symmetric matrix. Consider
. Assume that any n columns on B are linearly independent. It is straightforward to show that G(x) satisfies all the assumptions of the theorem. Moreover H(G)(x) is positive definite for x = 0. Let S be the induced symmetric tensor by G(x). Then for ǫ > 0, T (ǫ) = T + ǫS satisfies the assumptions of the theorem. Furthermore H(T (ǫ))(x) is positive definite for x = 0. Hence the characterizations (5.4) and (5.
The equality holds if and only if x is the eigenvector cu, c > 0 of T .
log ρ(T ). Equality holds if and only if y = c1, i.e. x = cu.
We now generalize the finite dimensional version of the Donsker-Varadhan inequality [14] as in [15] . Denote by Π n ⊂ R n + the set of probability vectors p = (p 1 , . . . , p n ) ⊤ .
Theorem 5.5. Assume that T ∈ R n ×d ps,+ . Then
Proof. Recall that Sion's theorem [40] shows that
) is concave and upper semi-continuous, and for all a ∈ A, b → L(a, b) is convex and lower semicontinuous. Let us apply this result to P :
Here, the map p → L(p, y) is linear, whereas the convexity of the map y → L(p, y) follows from the fact that the set of log-convex functions is a convex cone [31] . By the CollatzWielandt formula (3.10),
By Sion's theorem, we obtain (5.9).
The following theorem is a generalization of [15, Theorem 3.3] . The proof is identical to the proof in [15] , in which the theorem is deduced from the special case of Theorem 5.9 concerning nonnegative matrices, so we omit it.
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Theorem 5.6. Assume that T ∈ R n ×d ps,+ . Assume that Ψ : R → R is a convex function. Suppose furthermore that Ψ ′ (log ρ(T )) 0. Then
).
The last inequality is a generalization of the finite dimensional version of the DonskerVaradhan inequality. The following result is a generalization of J.E. Cohen's result for matrices [12] . See [45, Theorem 3.1].
Corollary 5.7. The spectral radius of a tensor
ps,+ is a convex function in the diagonal entries (t 1,...,1 , . . . , t n,...,n ) ⊤ ∈ R n + . Proof. We showed that the spectral radius depends continuously on the entries of the tensor. Hence, arguing by density, we may assume that T is weakly irreducible. Let
ps,+ where the diagonal entries of T ′ are zero, while nondiagonal entries are equal to the corresponding entries of T . Then
Hence the supremum over Π n is a convex function in the diagonal entries.
We close this section with the following generalization of [19, Theorem 3.2] . Suppose that A ∈ R n×n + is irreducible and all diagonal entries are positive. Let u, w two positive vectors in R n . Then there exists a matrix B diagonally equivalent to A, i.e. B = diag(e y )A diag(e z ) such that Bu = u, B ⊤ w = w. We say that tensors T = [t i1,...,
Theorem 5.8. Let T ′ ∈ R n ×d ps,+ be an irreducible tensor with positive diagonal entries. Let u, w be two given positive vectors in R n satisfying n i=1 u i w i = 1. Then there exists a diagonal equivalent tensor T to T ′ which satisfies the following conditions. First, T (u) = u
•(d−1) . Second (3.18) holds with ρ(T ) = 1.
Proof. Consider the convex function
Observe that since the diagonal entries of T are positive we obtain that each expression T ′ (e x ) i e
. We claim, as in [19] , that lim k→∞ f (x k , T ′ ) = ∞ for any sequence x k = (x 1,k , . . . , x n,k )
⊤ ∈ H such that lim k→∞ x k = ∞. Indeed by taking a subsequence and renaming the coordinates x 1 , . . . , x n we can assume the following conditions. First x 1,k . . . x n,k for each positive integer k. Furthermore, there there exists l ∈ [n − 1] such that lim k→∞ x i,k = −∞ for i ∈ [l], and x l+1,k a(∈ R) for each positive integer k. Since T ′ is irreducible there i ∈ [l − 1] and j 1 , . . . ,
′ ) achieves its minimum at some critical point y ∈ H. Let 1 = (1, . . . , 1) ⊤ . Observe that f (x, T ′ ) = f (x + t1) for any t ∈ R. Thus the minimum of f (x, T ′ ) on R n is achieved at each point of the form y + t1. We now study the effects of rescaling of T ′ . First, consider the rescalingT = [t i1,...,i d ], wheret i1,...,i d = e ai 1 t i1,...,i d for some a = (a 1 , . . . , a n ) ⊤ ∈ R n .
Then the minimum of f (x,T ) on R n is achieved at y + t1. Second, consider the rescalinĝ
Then the minimum of f (x,T ) is achieved at the points y−b+t1. Now choose b = y−log u. Then the minimum of f (x,T ) is achieved at the point log u. Finally, rescaleT to obtain T = [t i1,...,i d ], where t i1,...,i d = e ai 1 t i1,...,i d for a unique a = (a 1 , . . . , a n )
. In particular ρ(T ) = 1 and (3.16) holds. Therefore the first equality of (3.18) holds. As log u is a minimal point of f (x, T ) we deduce by straightforward calculations that the second equality of (3.18) holds.
See the paper [41] which gives some new applications to [19, Theorem 3 .2].
6. Entropic characterization of the spectral radius.
Entropic characterization of the spectral radius of a nonnegative matrix.
A nonnegative matrix µ = [µ ij ] ∈ R n×n + is called an occupation measure if the following conditions are satisfied:
There is a natural interpretation of an occupation measure in terms of weights on the directed graph K n on the set of vertices [n] . Assume that the weight of each diedge (i, j), the edge from i to j is the µ ij . The first condition of (6.1) means that µ is a probability measure on the n 2 diedges of K n . The second condition of (6.1) can be easily explained in terms of flow (circulation), whose value on the diedge (i, j) is µ ij . Namely, for each vertex i the sum of the flow out of the vertex i is equal to the sum of the flow into the vertex i.
A sequence γ of diedges is called a dicycle of length k in K n , if there exists k distinct vertices i 1 , . . . , i k ∈ [n] such that the k diedges of γ are (i 1 , i 2 ), . . . , (i k−1 , i k ), (i k , i 1 ). A dicycle of length one is the edge (i 1 , i 1 ). It will be convenient to denote the edges of the dicycle γ as (i j , i j+1 ), j ∈ [k], where i k+1 = i 1 . Denote by Σ n the collections of all dicycles in K n .
To each cycle γ we associate the following occupation measure µ(γ). Assume that the length of the cycle is k. then the weight of each edge in the cycle γ is Denote by Ω(n) ⊂ R n×n + the compact convex set of occupation measure. For a subset S ⊆ [n] × [n] denote by Ω(n, S) ⊆ Ω(n) the subset of all occupation measures whose support is contained in S. The following is well known, we provide a proof for completeness.
Lemma 6.1. The extreme points of Ω(n) are the occupation measures µ(γ), where γ ∈ Σ n . Let S ⊂ [n] × [n]. Then Ω(n, S) = ∅ if and only if S contains a dicycle. Suppose that S contains a dicycle. Then Ω(n, S) is a nonempty compact convex set, whose extreme point are µ(γ), where γ are all dicycles in S.
Proof. We first prove that if µ ∈ Ω(n) then the support of µ contains a dicycle γ. Assume to the contrary that it is not the case. Since µ is a probability measure on K n it follows that there exists µ i1i2 > 0. As the support of µ does not contain a dicycle we have that i 1 = i 2 . The first condition of (6.1) for i = i 2 implies that there exists i 3 such that µ i2i3 > 0. Since the support of does not contain a cycle we get that i 3 / ∈ {i 1 , i 2 }. Continuing in this manner we deduce that in the step k we have k + 1 distinct in indices i 1 , . . . , i k+1 such that µ ipip+1 > 0 for p ∈ [k]. For k = n we obtain the contradiction.
We now show that the convex set spanned by the set E(n) = {µ(γ), γ ∈ Σ n } is Ω(n). For p ∈ [n 2 ] denote by Ω p (n) the subset of all occupation measures with at most p 1 nonzero entries. We show by induction that the convex set spanned by E(n) contains Ω p (n). For p = 1 the set Ω p (n) consists of all µ(γ), where γ is a dicycle of length one. Suppose that the claim holds for p q. Assume that p = q + 1. Let µ ∈ Ω(n) has exactly q + 1 nonzero entry. Assume a dicycle γ in the support of µ. If µ = µ(γ) we are done. Otherwise, let a > 0 be 13 the maximal b > 0 such that µ − bµ(γ) 0. Then µ 1 := 1 1−a (µ − µ(γ)) ∈ Ω q (n). So µ 1 is a convex combination of measures in E(n). As µ = (1 − a)µ 1 + aµ(γ) it follows that µ is a convex combination of some µ(γ). Hence the set of the extreme points of Ω(n) is contained in E(n). Clearly, µ(γ) is not a convex combination of the measures in E(n) \ {µ(γ)}. Hence E(n) is the set of the extreme points of Ω(n).
The other claims of the lemma follow straightforwardly from the above arguments.
Occupation measures are closely related to stochastic matrices:
the convex set of (row) stochastic matrices. Then there exists a map Ψ n : Ω(n) → Stoc(n) and a multivalued map Φ n : Stoc(n) → Ω(n) with the following properties.
1. For each A ∈ Stoc(n) the set Φ n (A) is a closed nonempty convex set of occupation measures. 2. Φ n (A) consists of a unique occupation measure if and only if 1 is a simple root of det(zI − A).
Proof. Assume that A ∈ Stoc(n). Let z = (z 1 , . . . , z n ) ⊤ be the stationary distribution corresponding to A. So z is a probability vector satisfying A ⊤ z = z. A straightforward computation shows that diag(z)A ∈ Ω(n). We define Φ n (A) to be the set of all occupation measures of this form. Hence Φ n (A) is a closed convex set. This proves part 1. Furthermore Φ n (A) consists of one occupation measure µ(A) if and only if z is unique, i.e., 1 is a geometrically simple eigenvalue. It is a classical property of stochastic matrices that the geometric and algebraic multiplicity of the eigenvalue 1 coincide, see Theorem 6.5.3 in [17] ; hence, 1, is an algebraically simple eigenvalue. This proves part 2. Clearly, if A is irreducible then z > 0 is unique and µ(A) is irreducible.
We now define Ψ n (µ). Suppose first that µ does not have a zero row. Let
⊤ is a probability vector satisfying Ψ n (µ) ⊤ z = z. Hence Φ n (Ψ n (µ)) contains µ. Clearly, if µ is irreducible then Ψ n (µ) is irreducible. Parts 3 and 4 follow straightforwardly.
Assume now that µ has zero rows. Let S(µ) ⊂ [n] be the subset of all zero rows of µ. As µ is an occupation measure, S(µ) is also the subset of zero columns of µ. Let k be the cardinality of S(µ). Then µ is a direct sum of µ 1 ⊕ 0 k×k , where µ 1 ∈ Ω(n − k) with nonzero rows, and 0 k×k is the k × k zero matrix. Let J k ∈ R k×k be the matrix whose all entries are 1. Then Ψ n (µ) = Ψ n−k (µ 1 ) ⊕ 1 k J k . Clearly, Φ n (Ψ n (µ)) contains µ in this case. This completes the proof of part 5. as the value of an entropy maximization problem.
µ ij log a ij n k=1 µ ik µ ij .
As usual 0 log 0 = 0 and t log 0 = −∞ for t > 0. In particular, observe that the term in the maximum is equal to ∞ if a ij = 0 and µ ij > 0 for some (i, j), so in (6.2), the maximum can be restricted to those occupation measures µ ∈ Ω(n) whose support is included in the support of A. Formula (6.2) characterizes the logarithm of the spectral radius as the value 14 of a discrete ergodic control problem. Results of this nature have appeared in risk sensitive control, see Theorem 3 of [5] . We shall explain the control interpretation in Subsection 6.2. We next provide a proof from first principles, not relying on ergodic control, as this will serve in the extension to nonnegative tensors, in §6.3. We start with the following lemma.
Assume that A and µ are irreducible and A and µ have the same supporting set in
Equality holds if and only if µ of the form
where
, where b ij = 0 if ν ij = 0. Corollary 4.2 yields that log ρ(C(t)) is a convex function. As µ was irreducible, it follows that C(t) is irreducible. Clearly
Hence by the standard variation formula for an algebraically simple eigenvalue 1 of ν [17,
(log ρ(C(t))
Now choose b ij = log xiaij µij if a ij > 0. Then (6.3) follows from the convexity of log ρ(C(t)):
Let µ be given by (6.4) . Observe that
As w ⊤ u = 1 it follows that µ ∈ Ω(n). Clearly, supp A = supp µ. We claim that equality holds in (6.3). The above equalities yield
It is left to show that log ρ(C(t)) is strictly convex at on the interval [0, 1] unless ν ij = ρ(A)
. Set F = ν and G = C(1) = A for t ∈ (0, 1] and use Lemma 4.1. Assume that equality holds in (4.1). Hence (4.2) holds. Recall that ν1 n = 1 n and Au = ρ(A)u. Hence ν ij = s i a ij u j for some s 1 , . . . , s n > 0. As ν1 n = 1 n it follows that
is the left probability eigenvector of ν corresponding to 1. Therefore (6.4) holds.
Proof of Theorem 6.3. Assume first that A > 0. The for each µ > 0 we have inequality (6.3). Hence
Choose µ as in (6.4) to deduce (6.2). Assume now that A 0 but not positive. First observe that if a ij = 0 and µ ij > 0 then
Then log ρ(A) = −∞. Since a support of A does not contain a dicycle we deduce that n i,j=1 µ ij log aij n k=1 µ ik µij = −∞ for each µ ∈ Ω(n). Therefore (6.2) holds in this case. Suppose that A = [a ij ] is irreducible. So log ρ(A) > −∞. The above arguments imply that it is enough to show
For µ ∈ Ω(n, supp A) such that supp A = supp µ we can use Lemma 6.4 to deduce (6.5) as for A > 0. It is left to show for (6.2) for a nonnilpotent nonirreducible A. Let J n ∈ R nsn + , where each entry of J n is 1. Consider A(ε) = A + εJ n , where ε > 0. Then ρ(A) < ρ(A(ε). As log a ij < log(a ij + ε), and the theorem holds for A(ε), it follows that log ρ(A(ε)) > sup
Letting ε ց 0 we deduce the inequality
Assume that A 1 is an irreducible principle submatrix of A such that ρ(A) = ρ(A 1 ). Then supp (A 1 ) ⊂ S × S for some minimal nonempty subset of [n]. Consider Ω(n, S × S). Now apply the theorem for the irreducible A 1 to deduce the theorem in this case.
6.2. Ergodic control interpretation of the spectral radius. The variational characterization of the logarithm of the spectral radius, in Theorem 6.3, can be interpreted as follows in terms of ergodic control. We refer the reader to [43] for more background, and to [2] for a treatment adapted to the present setting.
We associate to the matrix a a one player stochastic game, with state space [n]. The action space in state i ∈ [n] is the simplex Π i,n := {p = (p 1 , . . . , p n ) T ∈ Π n | a ij = 0 =⇒ p j = 0 consisting of probability measures whose support is included in the support of the ith line of A. In state i, if the player selects action p, the next state becomes j with probability p j , and the player receives a payment, given by the Kullback-Leibler entropy
and the game is pursued in the same way, from the current state j. The ergodic control problem consists in finding a strategy of the player which maximizes the expected average payment per time unit. It is known that if such a game is communicating, meaning that for every states i, j, there is a strategy which ensures that the probability of reaching j in finite time starting from state i is positive, the value of the game is independent of the initial state. Here, the communication assumption is equivalent to the irreducibility of the matrix A.
The value of these games has the following characterization. Recall that a (feedback) policy is a map π which associates to a state an admissible action in this state. So here, π associates to i a vector π(i) ∈ Π i,n , and we may identify π to the stochastic matrix with rows π(i), i ∈ [n]. We denote by M (π) the set of invariant measures of this matrix.
It is known, still under the communication assumption, that the value of the game, for any initial state, coincides with the maximum over all policies π and over all invariant measures θ ∈ M (π) of the expectation of the payment with respect to this measure, see [2, Proposition 7.2] . When specialized to the present setting, this formula shows that
Using the identification of π to a stochastic matrix ν ∈ Stoc(c), this can be rewritten as log ρ(A) = max
which is equivalent (6.2). In the present case, concerning the spectral radius of a nonnegative matrix, characterizations of this nature go back to Donsker and Varadhan [14] , see also [5, 3] for recent results of this type. In particular, entropic payments of the type considered here arise in the study of risk sensitive control problems [5] . We next show that for nonnegative tensors, the spectral radius still admits a characterization as the value of an ergodic control problem.
6.3. Entropic characterization of the spectral radius of a nonnegative tensor. We now extend the variational characterization (6.2) of the spectral radius of a nonnegative matrix to the case of tensors.
In what follows we assume that d 3 is an integer. For T = [t i1,...,i d ] ∈ R n ×d ps,+ we denote by supp T the support of the tensor T , i.e.,
Note that in view of the partial symmetry of µ the condition (6.6) is equivalent to
We denote by Ω(n
ps,+ the set of occupation measures. For T ∈ R n ×d ps,+ we denote by Ω(n
) the set of occupation measures whose support is contained in supp T . 
Assume that T is weakly irreducible. Let u > 0 be the unique positive eigenvector u satisfying (3.11) and let w > 0 be defined as in (3.18) . Let µ = [µ i1,...,i d ] ∈ R n ×d ps,+ be the tensor given by
Then µ is an occupation measure whose support is supp T . Furthermore,
Proof. The proof of this theorem is analogous to the proof of Theorem 6.3 and we repeat briefly the analogous arguments. Fix a weakly irreducible tensor
ps,+ be the following weakly irreducible tensor
Let x = (x 1 , . . . , x n ) ⊤ Since µ is a weakly irreducible tensor and an occupation measure if follows that x is a positive probability vector. Clearly ν ⊗ d−1 1 n = 1 n . Hence ρ(ν) = 1 and the corresponding eigenvector is 1 n . Recall that Dν( 15) ). Hence, the entries for the matrix A(µ) (3.17) , are given by
Since µ is an occupation measure it follows that
ps,+ be the log-convex function on R. Clearly, each C(t) is weakly irreducible. Hence log ρ(C(t)) is a convex differentiable function on R. As in the proof of Lemma 6.4, the variational formula (3.19) implies that log(ρ(C(t))
The convexity of log ρ(C(t) and the equality log ρ(C(0)) = log ρ(ν) = 0 yield that inequality
Note that C(1) = T . Hence
The density argument yields that the above inequality holds for any µ ∈ Ω(n
) and assume that supp µ is not contained in supp T . Hence there exists a positive entry of µ: µ i1,...,i d such that t i1,...,i d = 0. Therefore
In this case (6.10) trivially holds. These arguments show that log ρ(T ) is not less that the right-hand side of (6.7). Let µ ∈ R n ×d + be given by (6.8). As T is partially symmetric it follows that µ is partially symmetric. As u is an eigenvector of T corresponding to ρ(T ) we deduce that
As w ⊤ u = 1 it follows that µ is a probability tensor. Let A(T ) be defined as in (3.17) .
(the second equality in (3.18)), it follows that µ satisfies (6.6). The equality (6.9) is deduced in a similar way the equality in Lemma 6.4.
Assume now that T ∈ R 
As Ω(n ×(d−1) ) is a compact set, there is a subsequence of {µ(l)}, l ∈ N which converges to the occupation measure µ ∈ Ω(n ×(d−1) ). Hence
Combine this equality with the inequality (6.10) to deduce the theorem in this case.
Remark 6.6. The log-convexity of the spectral radius of a nonnegative tensor, Corollary 4.2, can be recovered from Theorem 6.5, as formula (6.7) shows that the logarithm of the spectral radius, which is a maximum of linear functions of the logarithms of the entries of the tensor, is a convex function of these logarithms.
Remark 6.7. The ergodic control interpretation of the logarithm of the spectral radius, explained in Subsection 6.2, extends to the case of nonnegative tensors. The set of actions of the player is still the finite set [n] . The set of actions in state i consists of probability measures p = (p i,i2,...,in ) i2,...,in on the set
If an action p is selected, the next state becomes j with probability 2 k n, i k =j p i,i2,...,in . Then, the player receives the payment
We leave it to the reader to check, arguing as in Subsection 6.2, that the value of the associated ergodic game is independent of the initial state as soon as T is weakly irreducible, and that Formula (6.9) allows us to identify log ρ(T ) to the value of this game.
Tropical spectral radius of nonnegative tensors. Given
We start with a generalization of KarlinOst result [30] .
s is nonincreasing on (0, ∞). Proof. It is enough to show that
As in the proof of Lemma 4.1 we may assume that T is weakly irreducible. Let u = (u 1 , . . . , u n ) ⊤ > 0 be the eigenvector of T satisfying (3.11). Use the well known fact that x p is a nonincreasing function of p to deduce that
Use characterization (3.10) to deduce (7.1).
Combine the above theorem with (4.1) to give a stronger version of (3.20).
We say that a nonzero nonnegative vector u is a tropical eigenvector of the tensor T ∈ R n ×d ps,+ , with the associated tropical eigenvalue λ if
The existence of a tropical eigenvector u follows from a standard application of Brouwer's theorem. Moreover, the number of distinct tropical eigenvalues is bounded by 2 n − 1, this follows e.g. from [33, Th. 5.2.3] . The tropical spectral radius of T , denoted by ρ trop (T ), is defined as the maximal tropical eigenvalue of T .
We shall also consider the limit eigenvalue:
We first collect properties of the tropical spectral radius of T ∈ R n ×d ps,+ , which follow from results of non-linear Perron-Frobenius theory [37, 25] . Some of these properties were proved in [1] .
There exists a tropical eigenvector
Assume that T is irreducible. Then every eigenvector v satisfying (7.5) is positive. Assume that T is weakly irreducible. Then, there exists a positive eigenvector v satisfying (7.5), and in the characterization (7.4), the infimum can be replaced by the minimum.
Proof. Formula (7.4) follows from the Collatz-Wielandt characterization of the spectral radius of a non-linear map [37] . The existence of a positive eigenvector, if T is weakly irreducible, follows from the generalized Perron-Frobenius theorem [25, Theorem 2] . When T is irreducible, it is straightforward to check that any nonnegative eigenvector must be positive.
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Theorem 7.3. Let T ∈ R n ×d ps,+ . Then
Letting s → ∞ we deduce that
, and so, using (7.4),
Choose now an increasing sequence s j , j ∈ N which converges to ∞. (3.9) implies the existence of a probability vector
Choose a convergent subsequence v j k → v to deduce that ρ ∞ (T ) is a tropical eigenvalue of T associated to the tropical eigenvector v. Hence, ρ trop (T ) ρ ∞ (T ). Let p ց 1 to deduce (7.7). Let T = pat E to deduce (7.8) from (7.7).
The inequality (7.8) is a generalization of the inequality for matrices given in [16] . We next provide a combinatorial expression of the tropical spectral radius of a nonnegative tensor. For comparison, it is convenient to recall the expression of the tropical spectral radius of a nonnegative square matrix T = [t i,j ] ∈ R n×n , see [8, 10] . Let T = [t ij ] ∈ R n×n + . With each cycle γ ∈ Σ n we associate a weighted average of the entries of T along γ. (See the beginning of §6.) (7.10) w(γ, T ) = (
It is known that for a tropical matrix, (7.11) ρ trop (T ) = max γ∈Σn w(γ, T ) , see [8, 10] . Moreover, Friedland showed in [16] that ρ ∞ (T ) is given by the same expression. We associate with T the digraph G(T ) = ([n], E), where [n] is the set of vertices and E ⊂ [n] × [n] is the set of directed edges. There is a directed edge (i, j) from the vertex i to the vertex j if t ij > 0. Denote by Σ(T ) the set of all dicycles γ in G(T ). Note that in (7.11) we can restrict the maximum over γ ∈ Σ(T ).
We now extend the characterization (7.11) to the case of tensors. Let k ∈ N. Denote by K n,k = (V, E k ) a complete k-multi digraph on V = [n] vertices. That is, each diedge (i, j) in K n,k appears exactly k times. Let G = (V ′ , E ′ ), V ′ ⊂ V, E ′ ⊂ E k be a subgraph of K n,k . Then A( G) = [a uv ], u, v ∈ V ′ is called the adjacency matrix of G if a uv is the number of diedges (u, v) in G. G is called a k-cycle if the following conditions hold. First, G is strongly connected, i.e. A( G) is an irreducible matrix. Second, the out-degree of each vertex v ∈ V ′ is k. So for each v ∈ V ′ we denote by (v , j 2 (v, G) ), . . . , (v, j k+1 (v, G)) all diedges from the vertex v in the cycle G. We assume here (7.12) 1 j 2 (v, G) . . . j k+1 (v, G) n.
Denote by Σ n,k the set of k-cycles in K n,k . We denote a k-cycle by γ ∈ Σ n,k . Note that 1-cycle is a cycle defined as above. Assume that γ = (V (γ), E(γ)) ∈ Σ n,k . Let A(γ) be the adjacency matrix of γ. Denote 1 V (γ) = (1, . . . , 1) ⊤ ∈ R |V (γ)| . The assumption that γ is k-cycle implies that A(γ)1 V (γ) = k1 V (γ) . Since A(γ) is irreducible, there exists a unique probability vector u(γ) that is a left eigenvector of A(γ): Proof. Assume first that ρ trop (F ) > 0. Let V ′ ⊂ [n] will be the smallest subset of indices for which the coordinate v i of the tropical eigenvector v satisfying (7.5) with the following restriction. For each i ∈ V ′ v i > 0 and the corresponding maximum in (7.5) can be taken only on i 2 , . . . , i d ∈ V ′ . For each k ∈ V ′ , we choose indices i 2 = j 2 (k), . . . , i d = j d (k) ∈ V ′ achieving the maximum in (7.5), so that This defines a digraph γ. The minimality of V ′ implies that γ ∈ Σ n,d−1 is a (d − 1)-dicycle. Let u(γ) be defined from γ, as in (7.13). We now raise each term of the ith equality (7.16) to the power u(γ) i , 
We next multiply all the equalities (7.17), and observe that, thanks to (7.13), the terms involving powers of v can be canceled, showing that ρ trop (F ) = w(γ, F ) max
We show the reverse inequality. Given γ ∈ Σ n,d Since the tensor T is supposed to be symmetric in the indices i 2 , . . . , i d , for computational purposes, we will use a concise encoding of the support,S(T ) ⊂ supp T , so thatS(T ) contains precisely one element (i 1 , i 2 , . . . , i d ) in each symmetry class {(i 1 , σ(i 2 ), . . . , σ(i d )) | σ ∈ S d−1 }, where S d−1 denotes the symmetric group on d − 1 symbols. Observe that in the tropical eigenvalue problem (7.5), we may restrict the maximization to sequences (i 1 , . . . , i d ) belonging toS(T ).
The following is an immediate corollary of the Collatz-Wielandt formula (7.4).
