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Abstract
In this paper we discuss which properties of a formally veriﬁed component are preserved when the
component is changed due to an adaption to a new use. More speciﬁcally, we will investigate when a
temporal logic property of anObject-Z class is preserved under amodiﬁcation or extension of the class
with new features. To this end, we use the slicing technique from program analysis which provides
us with a representation of the dependencies within the class in the form of a program dependence
graph. This graph can be used to determine the effect of a change to the class’s behaviour and thus to
the validity of a temporal logic formula.
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1. Introduction
With the advent of component-based software engineering systems are more and more
built from pre-fabricated components which are taken from libraries, adapted to new needs
and assembled into a system. Furthermore, for the design of dependable systems formal
methods are employed during the construction process to improve the degree of correctness
and reliability. The combination of these two techniques—component-based design and
formal methods—in system construction poses a large number of new research challenges
that are under active investigation (see for instance the conference series on FormalMethods
for Components and Objects).
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This paper studies one aspect arising in this area, based on the following scenario of a
component-based construction. We assume that we have a library of components which are
formally speciﬁed and proven correct with respect to certain requirements. During system
construction components are taken from the library and (since they might not fully comply
to its new use) are modiﬁed or even extended with new features. The question is then
whether the proven properties are preserved under this specialisation and thus, whether we
can also get a re-use of veriﬁcation results and not just of components. More speciﬁcally,
given a component A (which will be a single class here) and its modiﬁcation or extension
C, we are interested in knowing whether a property P holding for A still holds for C (see
the following ﬁgure).
C
A Property P
Property P ?
Although the picture might suggest that the relationship between A and C is that of
inheritance (since we use the specialisation arrow of UML) we are actually interested in a
more general relationship: C may be any class which is constructed out of A, may it be by
inheritance or by a simple change of the existing speciﬁcation.
As a ﬁrst observation, it can be remarked that even a restriction to inheritance can-
not ensure that properties are preserved: a subclass may differ from its superclass in
any aspect and thus none of the properties holding for A might be preserved in C. Still,
preservation of properties to subclasses is an important and intensively studied topic.
Within the area of program veriﬁcation, especially of Java programs, this question has
already been tackled by a number of researchers [14,21,13]. In these approaches cor-
rectness properties are mainly formulated in Hoare logic, and the aim is to ﬁnd proof
rules which help to deduce subclass properties from superclass properties. In order to get
correctness of these rules it is required that the subclass is a behavioural subtype [16]
of the superclass. This assumption is also the basis of [26] which studies preservation
of properties in an event-based setting with correctness requirements formulated as CSP
processes.
In this paper we lift this assumption (although also looking at subtypes as a special
case) and consider arbitrary classes constructed out of existing classes. For convenience
we will often say that the class C is derived from A. Instead of employing restrictions
on the derived class (in order to preserve properties) we will compute whether a prop-
erty is preserved or might potentially be invalidated. This computation does not involve
re-veriﬁcation of the property but can be carried out on a special representation of the
classes called program dependence graphs. Program dependence graphs carry all infor-
mation about the dependencies within programs (or in our case, speciﬁcations) and thus
can be used to determine the inﬂuence of a change or extension on proven properties.
This technique originally comes from program analysis, where slicing techniques operat-
ing on program dependence graphs are used to reduce a program with respect to certain
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variables of interest. Slicing techniques (or a similar technique called cone-of-inﬂuence
reduction) are also being applied in software and hardware model checking for reducing
programs [9,18,4].
In our framework classes are not written in a programming language but are deﬁned in
a state-based object-oriented formal method (Object-Z [22,5]). Correctness requirements
on classes are formalised in a temporal logic (LTL [17]). As changes (specialisation) we
allow the addition of attributes, the modiﬁcation of existing methods and the extension
with new methods. A comparable study about inheritance of CTL properties is described
in [27], however, not employing the program dependence graphs of slicing which we use
here and which allow for a more comprehensible representation of the dependencies within
speciﬁcations.
The work presented here is a ﬁrst step towards the application of slicing technique in
the veriﬁcation of integrated speciﬁcation formalisms. An integrated formalism combines
two or more existing formal methods into one new formalism, with the purpose of allowing
for a convenient speciﬁcation of different views on a system. Such views may cover the
data and operations of a system (as the formalism Object-Z used here is doing) but also
the dynamic behaviour (ordering of operations) as well as timing constraints. The beneﬁt
of such an integration of different speciﬁcation techniques is the possibility of supplying
a designer with an adequate formalism for every such view. The integrated speciﬁcation
technique to which we eventually intend to apply slicing is CSP-OZ-DC [11], an inte-
gration of Object-Z with the process algebra CSP [10] (to describe dynamic behaviour)
and the interval logic duration calculus [32] (to describe timing constraints). The choice
for using program dependence graphs and slicing to determine the inﬂuence of modiﬁca-
tions on the holding of temporal logic formulae is (besides reasons of comprehensabil-
ity) inﬂuenced by this goal: in integrated speciﬁcation formalisms a number of different
forms of dependencies have to be taken care of (even more than traditionally appearing
in dependence graphs for slicing), and these can best be formalised within such a graph
structure.
The paper is structured as follows. In the next section we deﬁne the necessary back-
ground for our study. Section 3 studies property preservation for behavioural subtypes and
Section 4 introduces slicing as a more general technique for computing preserved proper-
ties for arbitrary changes. Section 5 discusses fairness constraints on classes which have
to be introduced to cover liveness properties. The last section concludes and discusses
related work.
This work is an extended version of [28] including all proofs of theorems plus an addi-
tional section on fairness and liveness.
2. Background
This section describes the background necessary for understanding the results: the def-
inition of classes in Object-Z, the temporal logic LTL and a result showing that LTL-X
properties are preserved under stuttering equivalence. Stuttering equivalence will be used
to compare class and derived class.
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2.1. Class deﬁnitions
Classes are described in a formalism very close to Object-Z [22]. 1 Object-Z is an object-
oriented extension of Z and thus a state-based speciﬁcation technique.
The following speciﬁcation of a simple account is the running example for our technique.
It speciﬁes the state of an account (with a certain balance), its initial value and two methods
for depositing and withdrawing money from the account. Methods are speciﬁed with enable
and effect schemas describing the guard (to the execution of) and the effect of executing
the method. For instance, since the account may not be overdrawn, the guard ofWithdraw
speciﬁes that the amount of money to be withdrawn may not exceed the balance (amount?
is an input variable). The -list of an effect schema ﬁxes the set of variables which may be
changed by an execution of the method.
Account0
balance : Z
Init
balance = 0
enable Deposit
amount? : nat
true
effect Deposit
(balance)
amount? : N
balance′ = balance + amount?
enable Withdraw
amount? : N
balanceamount?
effect Withdraw
(balance)
amount? : N
balance′ = balance − amount?
In our deﬁnitions we use the following nongraphical formulation of classes. Classes
consist of attributes (or variables) and methods to operate on attributes. Methods may
have input parameters and may return values, referred to as output parameters. We assume
variables and input/output parameters to have values from a global set D. A valuation of a
set of variables V is a mapping from V to D. We let RV = { : V → D} stand for the set
of all valuations of V; the set of valuations of input parameters Inp and output parameters
Out can be similarly deﬁned. For a valuation  of variables V we deﬁne |V ′ , V ′ ⊆ V to
be the function ′ : V ′ → D such that ′(v) = (v) for all v ∈ V ′. We assume that the
1 In fact, it is the Object-Z part of CSP-OZ speciﬁcations [6], a formalism which integrates CSP with Object-Z.
We use this formalism since we are ultimately interested in answering the question of property preservation for
CSP-OZ.
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initialisation schema precisely ﬁxes the values of variables (i.e. is deterministic) in order to
have just one initial state. 2
A class is thus characterised by
• A set of attributes (or variables) V,
• an initial valuation of V to be used upon construction of objects: I : V → D, and
• a set of methods (names) M with input and output parameters from a set of inputs
Inp and a set of outputs Out. For simplicity we assume Inp and Out to be global.
Each m∈M has a guard enablem :RV × RInp → B (B is the booleans) and an ef-
fect effectm :RV × RInp → RV × ROut. The guard speciﬁes the states and inputs for
which the method is executable and the effect determines the outcome of the method
execution.
Note that we use the notation enable m,effect m when we refer to (the name of)
the schema in the speciﬁcation and enablem, effectm when we refers to its semantics.
A class will thus be denoted by (V , I, (enablem)m∈M, (effectm)m∈M). We furthermore
need to know the set of variables which are set and referenced by a schema:
Set(enable m) = ∅, Set(effect m) are the variables appearing in the -list of the
effect schema, and Ref (enable m), Ref (effect m) are those that syntactically appear
in the schemas enable m,effect m, respectively. For Init we take Set(Init) = V
and Ref (Init) = ∅.
The semantics of a class is deﬁned in terms of Kripke structures.
Deﬁnition 1. Let AP be a nonempty set of atomic propositions. A Kripke structure K =
(S, s0,−→, L) over AP consists of a ﬁnite set of states S, an initial state s0 ∈ S, a transition
relation −→ ⊆ S × S and a labelling function L : S → 2AP.
The set of atomic propositions determines what we may observe about a state. Essen-
tially there are two kinds of properties we like to look at: the values of variables and the
availability of methods. Thus the atomic propositions APA that we consider for a class
A = (V , I, (enablem)m∈M, (effectm)m∈M) are
• v op d for v ∈ V, d ∈ D and op a symbol for a binary relation in D (e.g. =, <, . . .),
• enabled(m), m ∈ M ,
• boolean combinations of these.
The Kripke structure semantics of a class deﬁnition is then deﬁned as follows.
Deﬁnition 2. The semantics of (an object of) a class A = (V , I, (enablem)m∈M,
(effectm)m∈M) is the Kripke structure K = (S, s0,−→, L) over APA with
• S = RV ,
• s0 = I ,
• −→ = {(s, s′) | ∃m ∈ M, in ∈ RInp, out ∈ ROut : enablem(s, in)
∧ effectm(s, in) = (s′, out)},
• L(s) = {p ∈ AP | s p} ∪ {enabled(m) | ∃ in ∈ RInp : enablem(s, in)}.
2 This assumption is not essential but more convenient.
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Fig. 1. Kripke structure of class Account0.
We use the notation s p for expressing that the atomic proposition p holds in state s.
We write s −m→ s′ if execution of m leads from s to s′. Since the atomic propositions do not
refer to inputs and outputs of methods, they are not reﬂected in the semantics. However,
inputs and outputs can be embedded in the state and thus can be made part of the atomic
propositions (see e.g. [23]).
Fig. 1 shows the Kripke structure (without L) of class Account0. The numbers indicate
the values of attribute balance. All states satisfying balance < 0 are unreachable. The upper
arrows correspond to executions of Deposit, the lower to those of Withdraw (labels have
been left out).
Furthermore, we have to ﬁx the kind of changes allowed in derived classes. We do not
allow to remove methods, but methods can be arbitrarily modiﬁed as well as new methods
and variables be introduced.
Deﬁnition 3. Let A and C be classes. C is a specialisation of A if VA ⊆ VC , MA ⊆ MC
and IC |VA = IA.
2.2. LTL formulae
The temporal logic which we use for describing our properties on classes is linear-time
temporal logic (LTL) [17].
Deﬁnition 4. The set of LTL formulae over AP is deﬁned as the smallest set of formulae
satisfying the following conditions:
• p ∈ AP is a formula,
• if 1,2 are formulae, so are ¬1 and 1 ∨ 2,
• if  is a formula, so are X (Next),  (Always), ♦ (Eventually),
• if 1,2 are formulae, so is 1 U 2 (Until).
As usual, other boolean connectives can be derived from ¬ and ∨. The next-less part of
LTL is referred to as LTL-X. LTL formulae are interpreted on paths of the Kripke structure,
and a formula holds for the Kripke structure if it holds for all of its paths.
Deﬁnition 5. Let K = (S, s,−→, L) be a Kripke structure. A ﬁnite or inﬁnite sequence of
states  = s0s1s2 . . . is a path of K iff s = s0 and (si, si+1) ∈ −→ for all 0 i. For a path
 = s0s1s2 . . . we write [i] to stand for si and i to stand for sisi+1si+2 . . .. The length of
a path , #, is deﬁned to be the number of states (in case of a ﬁnite path) or∞ (in case of
an inﬁnite path).
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Temporal logics (like LTL) are usually interpreted on inﬁnite paths. We deviate from
that here because objects may also exhibit ﬁnite behaviour: if no methods are called
from the outside anymore, the object just stops. This has, however, consequences on
the holding of liveness properties: since, for instance, s0 alone is a path as well, a live-
ness property can only hold if it already holds in the initial state. Thus we essentially
treat safety here. Liveness can be treated if we additionally make some fairness assump-
tions on the environment of an object which ensure progress. This will be discussed in
Section 5.
Deﬁnition 6. Let K = (S, s0,−→, L) be a Kripke structure and  an LTL formula, both
over AP. K satisﬁes ,K , iff  holds for all paths  of K, where  is deﬁned as
follows:
• p iff p ∈ L([0]),
• ¬ iff not ,
• 1 ∨ 2 iff 1 or 2,
• X  iff # > 1 ∧ 1 ,
•  iff ∀ i, 0 i# : i ,
• ♦ iff ∃ i, 0 i# : i ,
• 1 U 2 iff ∃ k, 0k# : k 2 and ∀ j, 0j < k : j 1.
For our bank example we for instance have the following properties. The Kripke structure
KAccount0 of Account0 fulﬁls
KAccount0  (balance0) ,
KAccount0  (enabled(Deposit)).
2.3. Stuttering equivalence
For showing that properties are preserved under change, or more particular, that a cer-
tain property still holds for a derived class, we will later compare both classes accord-
ing to a notion of equivalence called stuttering equivalence. Stuttering equivalence is
deﬁned with respect to some set of atomic propositions and roughly says that as far as
these propositions of interest are concerned two Kripke structures have an equivalent be-
haviour. All transitions changing propositions outside those of interest are regarded as
stuttering steps.
Stuttering equivalence is ﬁrst deﬁned on paths and then lifted to Kripke structures.
Intuitively, two paths are stuttering equivalent with respect to some set of atomic propo-
sitions AP, if they can be divided into blocks in which propositions from AP stay stable
and the ith block in  has the same set of propositions as the ith block in  (illustrated
in Fig. 2).
Thus, the paths may vary in the number of steps within a block but not in the atomic
propositions in blocks as far as the set AP is concerned.
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p, ¬q
p ,¬q
p, ¬q
p, ¬q
p, ¬q
¬p, ¬q
¬p, ¬q
p, ¬q
p, ¬q
Fig. 2. Stuttering equivalent paths.
Deﬁnition 7. Two inﬁnite paths  = s0s1s2 . . . and  = r0r1r2 . . . are stuttering equiva-
lent wrt. a set of atomic propositions AP (≈AP ) if there are two sequences of indices
0 = i0 < i1 < i2 < · · · and 0 = j0 < j1 < j2 < · · · such that for every k0
L(sik ) ∩ AP = L(sik+1) ∩ AP = · · · = L(sik+1−1) ∩ AP
= L(rjk ) ∩ AP = L(rjk+1) ∩ AP = · · · = L(rjk+1−1) ∩ AP
Aﬁnite path  = s0 . . . sn is stuttering equivalent to an inﬁnite path  if its extension with an
inﬁnite number of repetitions of the last state, i.e. s0s1 . . . snsnsn . . ., is stuttering equivalent
to . (And similarly for two ﬁnite paths.)
The last part of the deﬁnition guarantees that an inﬁnite path can only be stuttering
equivalent to a ﬁnite path if from some state on atomic propositions in AP do not change
anymore.
Deﬁnition 8. Let Ki = (Si, s0,i ,−→i , Li), i = 1, 2, be Kripke structures over AP1,AP2,
respectively.K1 andK2 are stuttering equivalent with respect to a set of atomic propositions
AP ⊆ AP1 ∩ AP2 (K1 ≈AP K2) iff
• initial states agree on AP:
L1(s0,1) ∩ AP = L2(s0,2) ∩ AP,
• for each path  inK1 starting from s0,1 there exists a path ′ inK2 starting from s0,2 such
that  ≈AP ′,
• and vice versa, for each path  inK2 starting from s0,2 there exists a path ′ inK1 starting
from s0,1 such that  ≈AP ′.
Stuttering equivalent Kripke structures satisfy the same set of LTL-X properties [20,4].
The next operator has to be omitted since stuttering may introduce additional steps in one
structure which have no counterpart in the other.
Theorem 1. Let  be an LTL-X formula over AP andK1,K2 Kripke structures. IfK1 ≈AP
K2 then
K1  iff K2 .
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3. Property preservation
Now that we have set the ground, we have another look at our example and make two
changes to the class. The ﬁrst is an extension of the class, we add one new method for
balance checking. Here, we use inheritance to avoid having to write the whole speciﬁcation
again.
Account1
inherit Account0
enable CheckBalance
true
effect CheckBalance
bal! : Z
bal! = balance
Here bal! is an output variable. The second change is a modiﬁcation, we modify the
account such that it allows overdrawing up to a certain amount. Here, we inherit all parts
but the deﬁnition ofWithdraw which is overwritten by the new deﬁnition.
Account2
inherit Account0
modifiesWithdraw
overdraft : N
Init
overdraft = 1000
enable Withdraw
amount? : N
balance − amount?
−overdraf t
effect Withdraw
(balance)
amount? : N
balance′ = balance−
amount?
The question is then which of our properties are preserved, i.e. which of the following
questions can be answered with yes.
KAccount1  (balance0)?
KAccount1  (enabled(Deposit))?
KAccount2  (balance0)?
KAccount2  (enabled(Deposit))?
For this simple example, the answers are easy. What we aim at is, however, a general
technique which answers such questions. In general, the two changes made are of two
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different types. The derived class can be a behavioural subtype of the original class (and
then all properties are preserved) or not (and then a more sophisticated technique has to be
applied to ﬁnd out whether a property is preserved).
In this section, we deal with the ﬁrst, more simple case. The second case is dealt with in
the next section. A behavioural subtype can be seen as a conservative extension of a class:
new methods may read but may not modify old variables.
Deﬁnition 9. Let A,C be two classes, C a specialisation of A. C is a behavioural subtype
(or short, subtype) of A iff the following conditions hold:
• ∀m ∈ MC \MA: SetC(effect m) ⊆ VC \ VA
(m only modiﬁes new variables),
• ∀m ∈ MA : enable mC = enable mA ∧ effect mC = effect mA
(old methods not modiﬁed).
Subtypes inherit all properties as long as they are only talking about propositions over
the old attributes and methods.
Theorem 2. Let C, A be classes, C a behavioural subtype of A. Let furthermore APA be
the set of atomic propositions over VA and MA. For all LTL-X formulae  over APA we
then have
A⇐⇒ C .
The proof proceeds by showing that C and A are stuttering equivalent. The stuttering
steps in C are those belonging to executions of the new methods: they do not change old
attributes and thus do not affect AP.
In the proof we use an operator ⊕ on states: If s : V1 → D, t : V2 → D are valuations
and V1 ∩ V2 = ∅ then s ⊕ t : V1 ∪ V2 → D is the combination of these two functions
deﬁned by (s ⊕ t)(v) = s(v) iff v ∈ V1 and t (v) iff v ∈ V2.
Proof of Theorem 2. Let KA = (SA, s0,A,−→A,LA) and KC = (SC, s0,C,−→C,LC) be
the Kripke structures of A and C, respectively. We have to show that KA and KC are
stuttering equivalent wrt. APA. For this we use the following relation between states ofKA
and KC :
B = {(sA, sC) | (sA|VA) = (sC |VA)}
As a ﬁrst observation we get: (sA, sC) ∈ B implies LA(sA) ∩ APA = LC(sC) ∩ APA.
Since for specialisations we have required that IC |VA = IA holds we get (s0,A, s0,C) ∈ B
and hence the ﬁrst condition of stuttering equivalence holds.
Assume now that  = s0s1s2 . . . is a path in KA. It can either be ﬁnite or inﬁnite. We
construct a corresponding path  = t0t1t2 . . . in KC that such (si, ti) ∈ B for all 0 i, and
hence  ≈AP .
• Set t0 = s0,C : since s0 is the initial state of KA it is related to t0.
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• Next take (si, ti) ∈ B and let m be the method which is executed in KA to get from si
to si+1. Since m ∈ MA and is hence not changed in C, m is also enabled in ti . The state
ti can be decomposed into si and an assignment of values to the variables in VC \ VA:
ti = si ⊕ xi . Now take ti+1 to be si+1 ⊕ xi . By construction (si+1, ti+1) ∈ B.
Reverse direction: Assume  = t0t1t2 . . . to be a path ofKC . We construct a sequence of
states  = s0s1s2 . . .. This sequence might not immediately be a path of KA (since states
may be repeated in the middle) but can be made into one by omitting repetitions. The state
si is simply ti |VA . By construction we hence have (si, ti) ∈ B. Consequently, if a method
of A is taken from ti to ti+1 then it is also enabled in si and execution leads to si+1. If a
method fromMC \MA is taken then si = si+1 (by deﬁnition of subtypes). The path ′ of
KA is obtained by erasing all repeated states in the middle. 
Coming back to our example, Account1 is a behavioural subtype of Account0: CheckBal-
ance only references balance but does not modify it. Hence both properties are preserved
KAccount1  (balance0)
KAccount1  (enabled(Deposit)).
4. Slicing
In this section we look at the more general case, where the modiﬁcations do not lead to
subtypes. For this case, we cannot get one general result but have to speciﬁcally look at the
changes made and the properties under interest.
The technique we use for computing whether a property is preserved under a speciﬁc
change is the slicing technique of program analysis [24]. In program analysis slicing is
originally used for debugging and testing, and answers questions like the following: “given
a variable v and a program point p, which part of the program may inﬂuence the value of
v at p?”. Here, we like to extract a similar kind of information about our changes: “given
some propositions and some change, does it inﬂuence the value of these propositions?”.
Technically, slicing operates on graphs which contain information about the dependencies
within a program, so called program dependence graphs (PDG). A similar graph is now
built for Object-Z classes. It starts from the control ﬂow graph (CFG) of a class (depicted
in Fig. 3), which contains
• one node n0 labelled Init,
• one node nDO labelled DO (nondeterministic choice),
• for every method m two nodes nen m and neff m labelled enable m and effect m.
We let→CFG denote the arrows in this graph, i.e. the relation between nodes, and→+CFG
its transitive closure. The program dependence graph is obtained from the CFG by erasing
all arrows and adding new ones corresponding to the control and data dependencies of the
class. Formally,
Deﬁnition 10. A program dependence graph (PDG) of a class speciﬁcation A = (V , I,
(enable m)m∈M, (effect m)m∈M) is a graph G = (K, l,,) with
• K = {n0, nDO} ∪ {nen m | m ∈ M} ∪ {neff m | m ∈ M} a set of nodes,
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Init
DO
...enable_m1 enable_mn
effect_m1 effect_mn
Fig. 3. Control ﬂow graph of a class.
• l a labelling function with
l : n0 → Init
nDO →DO
nen m → enable m
neff m → effect m
•  ⊆ K ×K the data dependence edges deﬁned by
nn′ iff ∃ x ∈ V : x ∈ Set (l(n)) and x ∈ Ref (l(n′)) and n→+CFG n′,
•  ⊆ K ×K the control dependence edges deﬁned by
n n′ iff ∃m ∈ M : l(n) = enable m and l(n′) = effect m .
Here, we take Set(DO) = Ref (DO) = ∅. For class Account0 this gives rise to the
graph shown in Fig. 4.
For computing whether a property of A is preserved in C, we build a PDG including
methods and dependencies of both A and C. In this PDGA,C we next determine the forward
slice of all modiﬁed or new methods. The forward slice of a set of nodes N is the part of the
graph which is forward reachable from nodes in N via data or control dependencies.
Deﬁnition 11. Let C, A be classes, C a specialisation of A. Let furthermore N be the nodes
belonging to methods which are changed or new in C, i.e.
N = {n| (l(n) ∈ {enable m,effect m|m ∈ MC\MA}) ∨
( ∃m ∈ MA : l(n) = enable m ∧ enableCm  = enableAm) ∨
( ∃m ∈ MA : l(n) = effect m ∧ effectCm  = effectAm)}.
The forward slice of N is the set of nodes in PDGA,C which are forward reachable from N,
i.e.
f s(N) = {n′ ∈ K | ∃ n ∈ N : n( ∪)∗PDGA,Cn′}.
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Init
DO
enable_Deposit enable_Withdraw
effect_Withdraweffect_Deposit
= data dependency
= control dependency
Fig. 4. PDG of class Account0.
The forward slice of N is the part of the class which is directly or indirectly inﬂuenced by
the changes. The atomic propositions appearing in this part might have their values changed.
We let APN denote the atomic propositions over variables or methods in the forward slice of
N (plus those over new variables, which might sometimes not be in f s(N) since a variable
might never be changed
APN = {v op d | d ∈ D, op an operator ∧
(v ∈ VC \ VA ∨ ∃ n ∈ f s(N) : v ∈ SetC(l(n)) ∪ SetA(l(n)))}
∪ {enabled(m) | ∃ n ∈ f s(N) : l(n) = enable m}.
Since these atomic propositions are potentially affected by the change, a formula talking
about them might not hold in the derived class anymore. However, if a formula does not
use propositions in APN then it is preserved.
Theorem 3. Let A, C be classes, C a specialisation of A, and let N be the set of methods
changed or new in C. If  is an LTL-X formulae over AP \ APN , then the following holds:
A⇐⇒ C  .
The proof again proceeds by showing that KA and KC are stuttering equivalent wrt.
AP\APN . We ﬁrst prove a lemma about methods. We let AP′ stand for AP\APN and let V ′
be the subset of old variables not set by methods in f s(N), VN = V \ V ′ its complement.
AnalogouslyM ′ is the set of methods not in f s(N) andMN those in f s(N).
522 H. Wehrheim / Theoretical Computer Science 343 (2005) 509–528
Lemma 1. Let s, t be states ofKA,KC , respectively, and assume LA(s)∩AP′ = LC(t)∩
AP′. Then the following holds:
(1) ∀m  ∈ N,enable m  ∈ f s(N):
m enabled in s ⇔ m enabled in t
(2) If in addition effect m  ∈ f s(N) and m is enabled in s (and hence in t) then
s −m→ s′, t −m→ t ′ ⇒
LA(s
′) ∩ AP′ = LC(t ′) ∩ AP′.
Proof.
(1) We have to show that Ref (enable m) ⊆ V ′. Since s and t agree on variables in V ′
it follows that m is either enabled in both states or in none. Let n be the node labelled
enable m. We assume the contrary
∃ v ∈ VN : v ∈ Ref (enable m)
⇒ ∃ n′ ∈ f s(N) : v ∈ Set(l(n′))
⇒ there exists a data dependence edge n′−→∗n
⇒ n ∈ f s(N)(Contradiction)
(2) Let m be enabled in s and t. We have Set(effect m) ⊆ Ref (effect m) ⊆ V ′.
By the precondition of the lemma we can divide s and t in a V ′-part and the rest:
s = sV ′ ⊕ sVN and t = tV ′ ⊕ tVN such that sV ′ = tV ′ . Furthermore, execution of m
modiﬁes Set(effect m) only and sincem  ∈ N it modiﬁes it in the same way in s and
t, that is
sV ′ ⊕ sVN −m→ s′V ′ ⊕ sVN = s′
sV ′ ⊕ tVN −m→ s′V ′ ⊕ tVN = t ′
and hence LA(s′) ∩ AP′ = LC(t ′) ∩ AP′. 
Proof of Theorem 3. Let KA = (SA, s0,A,−→A,LA) and KC = (SC, s0,C,−→C,LC) be
theKripke structures ofA andC, respectively.Wehave to show thatKA andKC are stuttering
equivalent wrt. AP′.
Initialisation: since specialisation required IC |VA = IA and V ′ is a subset of VA we get
LA(s0,A) ∩ AP′ = LC(s0,C) ∩ AP′.
(1) Let  = s0s1s2 . . . be a path ofKA. It can either be ﬁnite or inﬁnite.We have to construct
a path  = t0t1t2 . . . in KC such that  ≈AP′ . Following the proof of Theorem 2 we
construct it in such a way that LA(si) ∩ AP′ = LC(ti) ∩ AP′ holds.
• Set t0 = s0,C and we have already shown that the same set of propositions from AP′
holds for s0 and t0.
• Take some (si, ti)which has already been constructed and assume si −m→ si+1. There
are several cases to consider now (note that due to the control dependence edges it
cannot be the case that enable m ∈ f s(N) but effect m  ∈ f s(N)):
(a) m  ∈ N ∧enable m  ∈ f s(N)∧effect m  ∈ f s(N): By the previous lemma
m is enabled in ti and for ti −m→ ti+1 we have LA(si+1)∩AP′ = LC(ti+1)∩AP′.
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(b) m  ∈ N ∧ enable m  ∈ f s(N) ∧ effect m ∈ f s(N): Again by the same
lemma m is enabled in ti . Take ti+1 to be the state reached by executing m. Since
effect m ∈ f s(N)we have Set(m) ⊆ VN (by deﬁnition of VN ) and (since no
variables of VN are considered in AP′) we getLA(si+1)∩AP′ = LC(ti+1)∩AP′.
(c) m  ∈ N ∧ enable m ∈ f s(N)∧ effect m ∈ f s(N): Then we set ti+1 to ti .
Again, since Set(m) ⊆ VN we get LA(si+1) ∩ AP′ = LC(ti+1) ∩ AP′.
(d) m ∈ N : same as last case (c).
Finally we erase duplications of states from  thereby getting a path ofKC . Note the
following: IF  is ﬁnite so is . For inﬁnite paths  the constructed paths  can be
either ﬁnite or inﬁnite. Stuttering equivalence is nevertheless achieved in both cases.
(2) Converse direction: the construction of a path  of KA from a path  of KC proceeds
analogously. 
For our example, the PDG for Account0,Account2 is the same as those of Account0.
The set of changed methods N is {Withdraw}. Nodes not in the forward slice ofWithdraw
are {Init,DO,enable Deposit}. The variable balance is set by a method in the forward
slice, but enable Deposit is not in the forward slice. Hence, concerning our properties,
we know that one of them is preserved.
KAccount2  (enabled(Deposit))
but for the question “KAccount2 (balance0)?” our theorem does not tell us the answer
(and in fact this property does not hold anymore).
The case of changes leading to subtypes can be seen as one particular instance of this
more general result: for subtypes we know by deﬁnition that the forward slice (of the new
methods) will only contain new methods and thus affects only new variables. Hence, the
proof of Theorem 3 can be seen as an alternative way of proving Theorem 2.
The PDG of Account0,Account1 is depicted in Fig. 5. As can be seen, in the forward
slice of CheckBalance there is only CheckBalance.
5. Liveness
So far, our approach has not covered liveness properties. This was due to the fact that
we included ﬁnite paths into our interpretation of LTL formulae, and this was necessary
since we cannot assume in general that methods of objects are called inﬁnitely often. In this
section we will lift this restriction by making additional assumptions on the environment of
an object. These assumptions will be formulated as a set of methods that we assume to be
called inﬁnitely often. Technically such an assumption is a fairness constraint for a class
(or its Kripke structure) and henceforth we only consider fair paths of Kripke structures.
Deﬁnition 12. A fair Kripke structure K = (S, s0,−→, L, F ) is a Kripke structure (over a
set of methods M) such that −→ ⊆ S ×M × S and F ⊆ M is a fairness constraint.
Since fairness is formulated on methods of a class we now take the methods explicitly
into the transitions and consider paths as being sequences of states and operations.
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Init
DO
enable_Deposit enable_Withdraw enable_CheckBalance
effect_CheckBalanceeffect_Withdraweffect_Deposit
Fig. 5. PDG of Account0,Account1.
Deﬁnition 13. Let K = (S, s,−→, L, F ) be a fair Kripke structure. A ﬁnite or inﬁnite
sequence of states and operations  = s0a0s1a1s2a2 . . . is a path of K iff s = s0 and
si −ai−→ si+1 for all 0 i. For a path  = s0a0s1a1s2a2 . . . we deﬁne inf () to be {a | a =
aifor inﬁnitely many i}. A path is fair (with respect to F) iff inf () ∩ F  = ∅.
By deﬁnition, all fair paths are inﬁnite. The interpretation of LTL formulae can then be
restricted to fair paths.
Deﬁnition 14. LetK = (S, s0,−→, L, F ) be a fair Kripke structure and an LTL formula.
K fairly satisﬁes  (K  F) iff  holds for all fair paths  of K.
To preserve the fair interpretation of formulae stuttering equivalence has to be restricted
to fair paths as following:
Deﬁnition 15. Let Ki = (Si, s0,i ,−→i , Li, Fi), i = 1, 2, be fair Kripke structures over
AP1,AP2, respectively. K1 and K2 are fair stuttering equivalent with respect to a set of
atomic propositions AP ⊆ AP1 ∩ AP2 (K1 ≈FAP K2) iff• initial states agree on AP:
L1(s0,1) ∩ AP = L2(s0,2) ∩ AP,
• for each fair path  inK1 starting from s0,1 there exists a fair path ′ inK2 starting from
s0,2 such that  ≈AP ′,
• and vice versa, for each fair path  in K2 starting from s0,2 there exists a fair path ′ in
K1 starting from s0,1 such that  ≈AP ′.
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Since we have no particular knowledge about the environment of an object the most
general formof fairness constraint is thewhole set ofmethods. Then fairness only guarantees
that paths are inﬁnite. The question is what impact the fairness constraint has on the validity
and preservation of properties. The restriction to fair paths leads to the validity of additional
liveness properties that are established by calls to certain methods (which has not been
guaranteed without fairness). In order to preserve these liveness properties we have to
ensure that the same method(s) are being called in the derived class and, moreover, that
they establish the same property, i.e. are unchanged. Thus, the derived class C inherits a
property of the class A which is established using a fairness constraintM ⊆ MA ifM is the
fairness constraint for C and M is not part of f s(N).
In the following theorem we use the notation concerning modiﬁed variables, methods
and atomic propositions as proposed in the previous section.
Theorem 4. Let A,C be classes, C a specialisation of A, and let F ⊆ MA be a fairness
constraint. Let furthermore AP′ and M ′ be as in Theorem 3 (the set of unchanged atomic
propositions and unchanged methods, respectively). If  is an LTL-X formula over AP′ and
F ⊆ M ′ then
AF ⇐⇒ C F  .
Proof. The proof follows exactly that of Theorem 3. Since F ⊆ M ′ and all transitions
corresponding to executions of methods in M ′ are taken for the construction of stuttering
equivalent paths, we will always construct fair paths when starting from a fair path. 
6. Conclusion
This work is concerned with the re-use of veriﬁcation results of classes. Given a veriﬁed
class the technique presented in this paper can be used to determine whether some speciﬁc
property is preserved under a change made to the class. The technique relies on the repre-
sentation of the dependencies of a class speciﬁcation in a program dependence graph. On
this graph it is possible to determine the effect of changes on the behaviour of a class. As
a special case we looked at changes inducing behavioural subtypes in which all properties
(talking about the original class) are preserved.
So far, this technique considers a single class only. It could be extended to larger systems
either by combining it with compositional veriﬁcation techniques (e.g. for Object-Z [31]),
or by constructing a program dependence graph of the whole system. The latter could
be achieved by combining program dependence graphs of the individual objects through a
special new dependency arc reﬂecting the call structure between objects (possibly following
approaches for slicing programs with procedures).
6.1. Related work
The basic technique that we use for describing the dependencies between entities in a
speciﬁcation is a standard technique in program analysis and useful for answering many
different types of questions [12]. The predominant method using dependence graphs is
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slicing. Slicing [29,30] was introduced to facilitate debugging of programs: a programmer
should be presented with just that part of the program that potentially inﬂuences the errors
he/she is currently trying to debug. While ﬁrst approaches to slicing only treated simple
imperative programs without procedures the technique was soon extended to programs with
procedures, pointers, concurrency etc. (see [24] for an overview).
Theuse of slicing techniques (or at least, related ideas) in veriﬁcationhaveﬁrst appeared in
hardware veriﬁcationwhere a technique called cone-of-inﬂuence reductionwasdeveloped to
reduce circuit models before verifying their correctness [4]. Slicing in software veriﬁcation
has in particular been used for verifying Java programs (Bandera project [8,9]), and recently
also for Promela, the input language of the SPIN modelchecker [18]. For Java, slicing is
performed with respect to temporal logic properties as well, however, with the aim of
reducing the program to be checked, not for determining the impact of changes on the
validity of a formula.
In the area of program veriﬁcation of object-oriented programs inheritance of properties
to derived classes, or more speciﬁc behavioural subtypes, is intensively studied as well.
Leavens and Weihl [14] show how to verify object-oriented programs using a technique
called “supertype abstraction”. This technique is based on the idea that subtypes need
not to be re-veriﬁed once a property has been proven for their supertypes. In their study
they have to take particular care about aliasing since in object-oriented programs several
references may point to the same object, and thus an object may be manipulated in several
ways. Subtyping for object-oriented programs has to avoid references which are local to
the supertype but accessible in the subtype. Alagic and Kouznetsova [1] study behavioural
compatibility in the presence of self-typing, i.e. where formulae of a logic may refer to the
particular type of an object itself. The general aimof theseworks is to give precise conditions
for when properties of classes are inherited to derived classes. The main difference to our
work lies in the properties treated (here expressed in temporal logic) and in the language or
formalism under consideration.Whilewe use a speciﬁcation language the beforementioned
approaches deal with object-oriented programming languages where speciﬁc issues such
as object references, aliasing and polymorphism play an important role. The version of
Object-Z that we use here (which is the Object-Z part of CSP-OZ [6]) does not include
object references. Instead, communication between objects is done in a CSP-like style by
sending messages over channels. The link to an actual implementation in an object-oriented
programming language is achieved by generating assertions on (Java) programs [19], which
are checked at runtime.
The issue of inheritance of properties to subtypes in the area of Petri nets has been treated
by van der Aalst and Basten [25]. They deal with net-speciﬁc properties like safety (of nets),
deadlock freedom and free choice.
Preservation of properties is also an issue in transformations within the language UNITY
proposed by Chandy and Misra [3]. The superposition operator in UNITY is a form of par-
allel composition which requires that the new part does not make assignments to underlying
(old) variables. Superposition preserves all properties of the original program.
Another area of relatedwork is the ﬁeld of change impact analysis in software engineering
(see for instance [15]). There, similar techniques (dependence graphs) are employed to ﬁnd
out what the effects of changes on the software are. Particular properties, like those treated
here, are not in the focus of change impact analysis, rather it is used to determine the entities
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(e.g. classes or objects) in the software which might be affected by a change. An approach
which is in spirit similar to ours can be found in the area of testing: Regression testing is
concerned with analysing the impact of changes on tests in order to determine which tests
have to be re-run. Regression testing also employs slicing techniques (see for instance [7]).
6.2. Future work
In the future we intend to extend the technique presented here to integrated speciﬁcation
methods covering—beside data and operations as presented here—also process description
and timing constraints. The formalism we are aiming at is the speciﬁcation technique CSP-
OZ-DC [11] already mentioned in the introduction. While the dependencies arising from
processes describing the ordering of method invocations can still be tackled with more or
less standard concepts (control dependencies), timing constraints pose new questions as
they give rise to a new kind of dependency. Moreover, the underlying semantic domain will
then deviate substantially from our current semantic domain of Kripke structure and will
thus necessitate more complex proofs.
Another direction of extension lies in the granularity of the dependence graph. Currently,
the dependence graph uses schemas as nodes. To improve the effect of slicing, i.e. possibly
ﬁnd more variables which could be removed, the level of granularity could be moved to
predicates within schemas. This idea is elaborated on in [2] with the intent of reducing an
Object-Z speciﬁcation with respect to certain properties under interest.
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