Accurate prediction of bond behavior of fiber reinforcement polymer (FRP) concrete has a pivotal role in the construction industry. This paper presents a soft computing method called multi-gene genetic programming (MGGP) to develop an intelligent prediction model for the bond strength of FRP bars in concrete. The main advantage of the MGGP method over other similar methods is that it can formulate the bond strength by combining the capabilities of both standard genetic programming and classical regression. A number of parameters affecting the bond strength of FRP bars were identified and fed into the MGGP algorithm. The algorithm was trained using an experimental database including 223 test results collected from the literature. The proposed MGGP model accurately predicts the bond strength of FRP bars in concrete. The newly defined predictor variables were found to be efficient in characterizing the bond strength. The derived equation has better performance than the widely-used American Concrete Institute (ACI) model.
Introduction
Corrosive environments for reinforcing steel bars in concrete structures may lead to severe deterioration. Controlling the corrosion of steel reinforcement has been a major concern for researchers and engineers. To deal with this issue, a number of studies have been focused on replacing steel rebars with fiber reinforcement polymer (FRP) bars [1] [2] [3] . The FRP bars offer several advantages including a non-corrosive nature, high tensile strength, light weight, fatigue resistance, nonmagnetic electrical insulation, and small creep deformation [4] . The bond strength between the FRP bars and concrete is one of the crucial factors in reinforced concrete structures. Accurate prediction of the bond strength between FRP bars and concrete is important to design reliable concrete structures. Over the past few decades, numerous studies have been conducted to determine the primary factors that affect the FRP bond behavior via either beam tests or direct pullout tests [5] [6] [7] [8] [9] [10] . These studies have presented practical models for estimating the bond strength of FRP bars in concrete. Some of the key parameters in these models are concrete compressive strength, concrete cover, bar diameter, bar position, bar surface, and embedment length. Reports have shown that the bond strength predicted by the standard design equations such as the American Concrete Institute (ACI) model is a conservative estimation of the real values [11] .
Over the last two decades, various soft computing techniques such as Artificial Neural Networks (ANNs), Decision Trees, Fuzzy Logic (FL), Adaptive Neuro Fuzzy Inference Systems (ANFIS), and Support Vector Machines (SVM) have been increasingly implemented to tackle civil engineering problems [12] [13] [14] [15] [16] [17] [18] . Some of these techniques have also been utilized for the prediction of the bond strength and shear capacity of the FRP bars in concrete. Coelho et al. [19] presented the effectiveness of two soft computing algorithms (ANN and SVM) in analyzing the bond behavior of FRP systems inserted in the cover of concrete elements, which is commonly known as the near-surface mounted (NSM) technique. The ANN and SVM models were found to be robust and more accurate than the guideline models. Koroglu [20] developed an ANN and the regression analysis model to predict the bond strength of FRP bars in concrete. The ANN model made accurate estimations of the bond strength of FRP bars in concrete and gave better result than the ACI and the Canadian Standards Association (CSA) models. Bashir and Ashour [21] deployed ANNs to estimate the shear capacity of concrete members. These members were reinforced longitudinally with FRP bars without any shear reinforcement. It was found that the ANN model can predict the shear capacity of FRP reinforced concrete members with acceptable accuracy [21] . However, one of the major disadvantages of the previously published soft computing methods is that they are not capable of providing practical prediction equations. Genetic Programming (GP) is an alternative approach that can overcome this limitation [22, 23] . GP generates simplified prediction equations without assuming a prior form of the relationship [24] [25] [26] [27] [28] [29] . This method has been successfully applied to the behavioral modeling of FRP concrete. For instance, Kara [30] proposed a GP model to predict the concrete shear strength of FRP-reinforced concrete slender beams without stirrups. The GP model outperformed nearly all of the shear strength equations provided by current standard codes [30] .
Multi-Gene Genetic Programming (MGGP) is a fairly new branch of the classical GP [31] . Unlike standard regression methods, MGGP does not require simplifying assumptions in developing the models. Despite the remarkable prediction capabilities of the MGGP approach [31] , there is only limited research focusing on the application of MGGP to civil engineering tasks. The main goal of this study is to explore the potential of the MGGP method for predicting the bond strength of FRP bars in concrete. A number of predictor variables were identified to formulate the bond strength [32] [33] [34] [35] [36] [37] . The proposed MGGP model was compared with the widely-used ACI model. Based on the results, the MGGP model can reliably be employed for pre-design purposes.
Genetic Programming
GP is a soft computing method capable of creating computer programs to solve a problem by simulating the biological evolution of living organisms. GP uses genetic operators similar to those of Genetic Algorithms (GA). The difference is that a GA would give an optimized solution as a string of numbers, while the solution generated by GP is a computer program representing a model of the system behavior [22, 23] .
Multi-Gene Genetic Programming
While the traditional GP representation is based on evaluating a single tree expression (the model), an individual in MGGP is derived from several expression trees [38] . Each model evolved by MGGP is a weighted linear combination of the outputs of several GP trees. The trees are called "genes." Figure 1 shows a typical program evolved by MGGP. The input variables of the model are x 1 , x 2 , and x 3 and the function set is arithmetic operations such as plus, minus, multiplication and protected division. The model is linear in the parameters with respect to coefficients d 0 , d 1 , and d 2 , despite using nonlinear terms. In practice, the maximum allowable number of genes (Gmax) for a model and the maximum tree depth (Dmax) of any gene can be specified by the user. Therefore, very good control over the maximum complexity of an evolved model can be exerted. Enforcing rigid tree depth restrictions (i.e., maximum depths of 4 or 5 nodes) usually results in the evolution of relatively compact models.
The evolved models are linear combinations of low-order nonlinear transformations of the predictor variables [31] . Figure 2 depicts the block diagram of MGGP. An ordinary least squares analysis is performed on the training data in order to obtain the linear coefficients. However, it is possible to embed a multi-gene approach within a partial least squares method [38] .
The initial population generated by MGGP contains GP trees with different randomly generated genes. In addition to traditional GP recombination operators, MGGP uses a tree crossover operator, called two-point high level crossover, which is used to acquire and delete genes [31] .
As an example, assume that two parent programs evolved by MGGP contain three (Gene 1, Gene 2, and Gene 3) and four genes (Gene 4, Gene 5, Gene 6, and Gene 7). The genes enclosed by the crossover points are denoted by { } as follows: (Gene 1 {Gene 2 Gene 3}) and (Gene 4 {Gene 5 Gene 6 Gene 7}). Thus, during crossover, the genes are exchanged to create two new programs: (Gene 1, Gene 5, Gene 6, Gene 7) and (Gene 4, Gene 2, Gene 3). In MGGP, standard GP subtree crossover is referred to as low level crossover. In this case, a gene is chosen randomly from each parent individual. Then, the standard subtree crossover is applied, and the created trees replace the parent trees in the unaltered individual in the next generation. There are also different types of mutation in MGGP such An ordinary least squares analysis is performed on the training data in order to obtain the linear coefficients. However, it is possible to embed a multi-gene approach within a partial least squares method [38] .
As an example, assume that two parent programs evolved by MGGP contain three (Gene 1, Gene 2, and Gene 3) and four genes (Gene 4, Gene 5, Gene 6, and Gene 7). The genes enclosed by the crossover points are denoted by { } as follows: (Gene 1 {Gene 2 Gene 3}) and (Gene 4 {Gene 5 Gene 6 Gene 7}). Thus, during crossover, the genes are exchanged to create two new programs: (Gene 1, Gene 5, Gene 6, Gene 7) and (Gene 4, Gene 2, Gene 3). In MGGP, standard GP subtree crossover is referred to as low level crossover. In this case, a gene is chosen randomly from each parent individual. Then, the standard subtree crossover is applied, and the created trees replace the parent trees in the unaltered individual in the next generation. There are also different types of mutation in MGGP such as subtree mutation, mutation of constants using additive Gaussian perturbations, or setting a randomly selected constant to zero [31] .
Data Acquisition
An experimental database of 223 test results for bond strength of the FRP concrete was collected from the literature and was utilized to develop the MGGP model [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] . The database is provided in Appendix A. The parameters involved in the model development were the cover the bar surface (Surf), bar position (Pos), bar diameter (d b ), concrete cover to bar diameter ratio (c/d b ), bar embedment length to bar diameter ratio (l d /d b ), and concrete compressive strength ( f c), and the bond strength (τ b ) as the single output parameter. The maximum, minimum, mean, median, and standard deviation of these variables are shown in Table 1 . Numbers 1 and 2 for the bar position variable indicate top and bottom location of the FRP bars in the beam bond test, respectively. Additionally, numbers 1, 2, and 3 for the bar surface variable show helical lugged surfaces, which are spiral wrapped and sand coated for FRP bars, respectively. According to Banzhaf et al. [22] , an efficient approach to prevent overfitting is to test other individuals from the run on a validation set to find a better generalizer. This technique was used in this study to improve the generalization of the models. For this purpose, the available data sets were randomly divided into training, testing, and validation subsets. The training data were used for learning (genetic evolution). The validation data were used to specify the generalization capability of the evolved programs on data they did not train on (model selection). In other words, the training and validation data sets were used to select the best evolved programs. This technique provides decent results as long as the models perform well on the training data sets [22] . The validation data were finally used to measure the performance of the models obtained by MGGP on data that played no role in building the models. The selection was such that the maximum, minimum, mean, and standard deviation of parameters were consistent in training, testing, and validation data sets. Out of 223 available data points, 157, 33, and 33 records were used for the training, testing, and validation of the models, respectively.
Model Development
The MGGP optimal parameter settings are shown in Table 2 . As seen in this table, various parameters are involved in the MGGP predictive algorithm. The parameter selection affects the model generalization capability of MGGP. These parameters were selected based on some previously suggested values [32, 33] after an extensive trial-and-error approach. The right population size and number of generations often depend on the problem complexity and on the number of possible solutions. A fairly large population size and number of generations were tested in this study to find models with minimal errors. Programs were run until automatically terminated. The maximum allowable number of genes in an individual and the maximum tree depth directly determine the complexity of solutions. After performing a number of simulations, these parameters were set to best trade-off values between the running time and the complexity of the evolved solutions. The GPTIPS toolbox [31] in conjunction with subroutines coded in MATLAB, was used to implement MGGP. The fitness function evaluates expressions to find the best encoded expressions [38] . The default GPTIPS multi-gene symbolic regression fitness function, which includes the root mean squared error, was used to minimize the loss function. The best MGGP models were selected based on their fitness value on the training and testing data and on the simplicity of the models [55] . The correlation coefficient (R), Mean Absolute Error (MAE), and Root-Mean-Squared Error (RMSE) were used to evaluate the performance of models. R, MAE, and RMSE were calculated using the following equations.
where h i and t i are the measured and calculated output values for the i-th output, respectively. h i and t i are the average of the measured and calculated outputs, respectively, and n is the number of samples. Table 3 shows the individual genes of the model evolved by MGGP. These genes are automatically summed and then simplified by the GPTIPS code to generate the following optimal MGGP prediction model for the bond strength of FRP bars in concrete.
Results and Discussions

The MGGP-Based Formulation for Bond Strength
A comparison of the MGGP-predicted versus the experimental bond strength is shown in Figure 3 . As seen, the MGGP model can predict the target values with a high degree of accuracy. It can be observed from these figures that the prediction performance has improved on the testing data. The statistical significance of each of the eight genes of the derived model is visualized in Figure  4 . According to Figure 4a , the weight (coefficient) of the bias term is higher than that of other genes. This indicates a high contribution of the bias term in the proposed model. Figure 4b depicts the degree of significance for each gene evaluated when using p-values. As seen, the contribution of genes to an explanation of variations in bond strength is quite high, since their relevant p-values are very low and close to 0. The statistical significance of the first and forth gene (Gene 1 and Gene 4) is higher than that of the other genes. The statistical significance of each of the eight genes of the derived model is visualized in Figure 4 . According to Figure 4a , the weight (coefficient) of the bias term is higher than that of other genes. This indicates a high contribution of the bias term in the proposed model. Figure 4b depicts the degree of significance for each gene evaluated when using p-values. As seen, the contribution of genes to an explanation of variations in bond strength is quite high, since their relevant p-values are very low and close to 0. The statistical significance of the first and forth gene (Gene 1 and Gene 4) is higher than that of the other genes. Figure 5 presents the population of the evolved models in terms of their complexity (number of nodes) as well as their fitness. The generated models that perform relatively well and are much less complex than the best model in the population, can be identified in this figure. The best model in the population is highlighted with a red circle. Each green circle represents a model that is not strongly dominated by other models in the population in terms of fitness and model complexity. Figure 5 presents the population of the evolved models in terms of their complexity (number of nodes) as well as their fitness. The generated models that perform relatively well and are much less complex than the best model in the population, can be identified in this figure. The best model in the population is highlighted with a red circle. Each green circle represents a model that is not strongly dominated by other models in the population in terms of fitness and model complexity. 
Comparative Study
In order to have an idea about the predictive power of the MGGP model, a comparative study was performed in this study. Accordingly, the performance of the MGPP model was benchmarked against the following equation proposed by the ACI [56] .
where, / is the concrete cover to bar diameter ratio, / is the bar diameter to bar embedment length ratio, is the concrete compressive strength, and is the bond strength of FRP bars in Figure 5 presents the population of the evolved models in terms of their complexity (number of nodes) as well as their fitness. The generated models that perform relatively well and are much less complex than the best model in the population, can be identified in this figure. The best model in the population is highlighted with a red circle. Each green circle represents a model that is not strongly dominated by other models in the population in terms of fitness and model complexity. 
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where, / is the concrete cover to bar diameter ratio, / is the bar diameter to bar embedment length ratio, is the concrete compressive strength, and is the bond strength of FRP bars in 
where, c/d b is the concrete cover to bar diameter ratio, d b /l d is the bar diameter to bar embedment length ratio, f c is the concrete compressive strength, and τ b is the bond strength of FRP bars in concrete.
As seen, some of the parameters of the ACI formula ( f c, c/d b , and d b /l d ) have been included in the MGGP model. Figure 6a ,b shows the performance indices of the MGGP and ACI models in terms of MAE and RMSE. The MGGP model has notably lower error values than the ACI equation. concrete. As seen, some of the parameters of the ACI formula ( , / , and / ) have been included in the MGGP model. Figure 6a ,b shows the performance indices of the MGGP and ACI models in terms of MAE and RMSE. The MGGP model has notably lower error values than the ACI equation. A comparison of the measured and predicted bond strength by the MGGP and ACI models is shown in Figure 7 . As can be seen, the proposed MGGP accurately predicts the bond strength. The ACI equation estimations are more conservative values. Figures 8 and 9 illustrate a comparison of the experimental/ predicted bond strength by the MGGP and ACI models, respectively. The predictions lie above or below the target line (experimental/ predicted = 1). As can be observed, the MGGP predictions are closer to the target line when compared to the ACI code equation. The averages of the experimental/predicted bond strength are equal to 1.02 and 1.19 for the MGGP and ACI models, respectively. A comparison of the measured and predicted bond strength by the MGGP and ACI models is shown in Figure 7 . As can be seen, the proposed MGGP accurately predicts the bond strength. The ACI equation estimations are more conservative values. Figures 8 and 9 illustrate a comparison of the experimental/ predicted bond strength by the MGGP and ACI models, respectively. The predictions lie above or below the target line (experimental/ predicted = 1). As can be observed, the MGGP predictions are closer to the target line when compared to the ACI code equation. The averages of the experimental/predicted bond strength are equal to 1.02 and 1.19 for the MGGP and ACI models, respectively. concrete. As seen, some of the parameters of the ACI formula ( , / , and / ) have been included in the MGGP model. Figure 6a ,b shows the performance indices of the MGGP and ACI models in terms of MAE and RMSE. The MGGP model has notably lower error values than the ACI equation. A comparison of the measured and predicted bond strength by the MGGP and ACI models is shown in Figure 7 . As can be seen, the proposed MGGP accurately predicts the bond strength. The ACI equation estimations are more conservative values. Figures 8 and 9 illustrate a comparison of the experimental/ predicted bond strength by the MGGP and ACI models, respectively. The predictions lie above or below the target line (experimental/ predicted = 1). As can be observed, the MGGP predictions are closer to the target line when compared to the ACI code equation. The averages of the experimental/predicted bond strength are equal to 1.02 and 1.19 for the MGGP and ACI models, respectively. 
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Conclusion and Future Directions
In this study, a promising extension of the classical GP called MGGP was employed to predict the bond strength of FRP bars in concrete. A design equation was developed for the prediction of FRP bond strength using a database of 223 experimental bond beam tests. The MGGP model provides accurate predictions of the bond strength and notably outperforms the ACI model. Using the MGGP approach, the bond strength of FRP bars in concrete can be estimated without carrying out a sophisticated and time-consuming laboratory test. The proposed model can be easily retrained and improved to make more accurate predictions for a wider range of parameters by including data of other test conditions. In this context, future research can be focused on developing new models for the bond strength of Aramid fiber reinforced polymer (AFRP), carbon fiber reinforced polymer (CFRP), and glass fiber reinforced polymer (GFRP) reinforcing bars. MGGP is very robust in nonlinear relationships modeling. However, the underlying assumption that the input parameters are reliable is not always the case. Since fuzzy logic can provide a systematic method to deal with imprecise and incomplete information, the process of developing hybrid fuzzy and MGGP models can be a suitable topic for further studies. Hybridizing MGGP with optimization algorithms such as Tabu Search can also be investigated to improve the proficiency of MGGP. 
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Appendix A   Table A1 . The database used for the model development [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] . 
