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Hausdorff dimension of escaping sets of meromorphic
functions
Magnus Aspenberg and Weiwei Cui
Abstract
We give a complete description of the possible Hausdorff dimensions of escap-
ing sets for meromorphic functions with a finite number of singular values. More
precisely, for any given d ∈ [0, 2] we show that there exists such a meromorphic
function for which the Hausdorff dimension of the escaping set is equal to d.
The main ingredient is to glue together suitable meromorphic functions by using
quasiconformal mappings. Moreover, we show that there are uncountably many
quasiconformally equivalent meromorphic functions in the sense of Eremenko and
Lyubich for which the escaping sets have different Hausdorff dimensions.
2010 Mathematics Subject Classification: 37F10, 30D05 (primary), 37F30 (sec-
ondary).
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Hausdorff dimension, quasiconformal mappings.
1 Introduction and main results
In this paper we are considering transcendental meromorphic functions in the plane.
If f is such a function, denote by F(f) the Fatou set of f and J (f) the Julia set of
f . See [Ber93] for an introduction and basic results. The fundamental escaping set is
defined as
I(f) := { z ∈ C : fn(z)→∞ as n→∞} ,
where fn(z) is the nth iterate of z under f . Eremenko first studied this set in the
dynamics of transcendental entire functions [Ere89]. In particular, he proved that I(f)
is non-empty and J (f) = ∂ I(f). These results were later generalised to transcendental
meromorphic functions by Domı´nguez [Dom98].
The escaping set has been explored from various perspectives. We will consider this
set from the point of view of the Hausdorff dimension. McMullen proved in [McM87]
that the Julia set of the map sin(αz + β) has positive Lebesgue measure for α 6= 0,
and that the Hausdorff dimension of J (λez) is two for λ 6= 0. His result actually holds
for the escaping sets. Note that for these functions, I(f) ⊂ J (f); see Section 2. The
first result of McMullen was later extended to more general maps; see [AB12, Cui20]
and also [EL92]. Baran´ski and Schubert independently generalised the second result
of McMullen [Bar08, Sch07]. To state their result, first we recall that the singular set
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Sing(f−1) of a meromorphic function f is the set of critical and asymptotic values of
f . The Eremenko-Lyubich class, denoted by B, is defined by
B :=
{
f : C→ Ĉ transcendental and meromorphic, Sing(f−1) ∩ C is bounded
}
.
We call these functions Eremenko-Lyubich functions. This class receives much interest
in transcendental dynamics recently. See [Six18] for a survey of dynamics of entire
functions in the class B. The result of Baran´ski and Schubert mentioned above can
be stated as follows: If f ∈ B is entire and of finite order, then I(f) has Hausdorff
dimension two. Their argument can actually be used to show that the same conclusion
holds if f ∈ B is meromorphic and of finite order for which ∞ is an asymptotic value.
In contrast with this, Bergweiler and Kotus proved that the escaping set may have
Hausdorff dimension strictly less than two if ∞ is not an asymptotic value [BK12].
This happens, in particular, if the multiplicities of poles are uniformly bounded above.
Moreover, they even give a complete characterisation for the Hausdorff dimensions of
escaping sets for Eremenko-Lyubich functions. Here and in the following, dimA stands
for the Hausdorff dimension of a set A.
Theorem A (Bergweiler, Kotus).
{dim I(f) : f ∈ B } = [0, 2].
Remark 1.1. The above theorem is not the original form, but follows directly from
it. See [BK12, Theorem 1.2]. A more precise version is as follows: For any given
d ∈ [0, 2) there exists a meromorphic function f ∈ B for which ∞ is not an asymptotic
value, which has finite order of growth and bounded multiplicities of poles such that
dim I(f) = d. The case d = 2 can be achieved by certain Eremenko-Lyubich functions
of infinite order.
Another class of functions which attracts much interest is the so-called Speiser class,
S :=
{
f : C→ Ĉ transcendental and meromorphic, Sing(f−1) is finite
}
.
Functions in this class are called Speiser functions. This is a more restrictive class than
the class B. In some sense, Speiser functions stand in between rational functions and
general meromorphic functions, and thus have attracted attention from various aspects,
for instance, in the Nevanlinna theory [Tei37b] and also in transcendental dynamics
[EL92]. A good understanding of Speiser functions will give some insight into the
understanding of general meromorphic functions. However, there are striking differences
between these two classes. In case of entire functions, the significant difference is
addressed recently by Bishop in [Bis15a, Bis17].
The main purpose of this paper is to compare these two classes in the meromorphic
setting in terms of the Hausdorff dimension of their escaping sets. To be more specific,
our intention is to show that in the above Theorem A, functions can actually be taken
in the smaller class S.
Theorem 1.1. For any given number d ∈ [0, 2], there exists a meromorphic function
f ∈ S of finite order for which ∞ is not an asymptotic value such that dim I(f) = d.
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It follows from comparison of Theorem A with our result that Eremenko-Lyubich
functions may seem have not much difference with Speiser functions in this respect. The
way of construction, however, is quite different. In [BK12], functions are constructed
by considering suitable infinite sums. Here we prove our result by using quasiconformal
mappings.
Remark 1.2. Results in [GK18, GK16, Cui19] also give partial results of our main
theorem when d is a rational number.
Remark 1.3. Our construction implies that the Hausdorff dimension of the escaping set
of a Weierstraß elliptic function does not depend on the lattice: Let ℘ be a Weierstraß
elliptic function with respect to a certain lattice. Then dim I(℘) = 4/3. See [GK16]
for general elliptic functions.
When looking for a Speiser function with a full dimensional escaping set, one can
consider the following function. See Section 4.3 for a discussion on other functions
whose escaping sets also have Hausdorff dimension two. Let ℘ be a Weierstraß elliptic
function with respect to a certain lattice and let c be a number chosen such that it is
not a pole of ℘.
Proposition 1.1. dim I(℘(ez + c)) = 2.
Together with Theorem 1.1, we have a complete description of the possible Hausdorff
dimensions of the escaping sets of Speiser functions, which also strengthens the above
Theorem A.
Theorem 1.2.
{ dim I(f) : f ∈ S } = [0, 2].
Our second result will deal with the question concerning the invariance of the Haus-
dorff dimensions of escaping sets in the parameter space. More precisely, two meromor-
phic functions f and g are quasiconformally equivalent in the sense of Eremenko and
Lyubich, if there exist quasiconformal mappings ϕ, ψ of the plane such that ϕ◦f = g◦ψ.
See [EL92, Section 3]. Functions satisfying this equivalence relation are considered to
belong to the same parameter space. (In case of Speiser functions, this parameter space
is a finite dimensional complex manifold.)
Then the question mentioned above can be stated as follows: Let f, g ∈ B be quasi-
conformally equivalent, do their escaping sets have the same Hausdorff dimension? The
question was mentioned in [RS10] and in [BKS09] for transcendental entire functions.
Moreover, it is proved in [RS10] that if two such entire functions are affinely equivalent,
then their escaping sets have the same Hausdorff dimension.
There are quasiconformally, not necessarily being affinely, equivalent transcendental
entire functions in class B whose escaping sets have the same Hausdorff dimension. Such
examples were constructed in [ERG15, Bis15b]. The escaping sets of these functions
have the same Hausdorff dimension by the result of Baran´ski and Schubert mentioned
before, but they are not affinely equivalent since they have different orders. In the
meromorphic setting, some positive results towards the question are also known. For
example, Ga lazka and Kotus proved that the Hausdorff dimension of escaping sets of
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some simply periodic functions and all doubly periodic functions depend only on the
multiplicities of poles, which cannot be changed under equivalence relation and thus
the dimension is invariant [GK18, GK16]. Also in [Cui19], meromorphic functions with
rational Schwarzian derivatives are shown to have the invariance property.
However, despite of these existing examples which might suggest a positive answer
to the question, our construction of functions in Theorem 1.1 above gives profound
counterexamples even in the Speiser class.
Theorem 1.3. There exist uncountably many quasiconformally equivalent Speiser mero-
morphic functions whose Hausdorff dimensions of escaping sets are different.
The proof of this result depends essentially on the non-invariance of orders under
the above equivalence relation: Quasiconformally equivalent finite-order meromorphic
Speiser functions may have different orders of growth. While it was known already for
meromorphic functions (see discussion in [ERG15]), it is only shown quite recently that
this also holds in the entire setting [Bis15b].
Remark 1.4. All functions in Theorem 1.3 will have finite orders of growth. Moreover,
they have infinitely many poles. Therefore, the above question for entire functions in
the class B is still open.
Structure of the article. In Section 2 we give some preliminaries that will be used
for our construction and also for the estimate of Hausdorff dimensions. Section 3 is
devoted to the construction of Speiser meromorphic function by using a quasiconformal
surgery. In Section 4 we estimate the Hausdorff dimensions of escaping sets of the
functions constructed in Section 3, which will complete the proof of Theorem 1.1 and
also Theorem 1.3.
Acknowledgement. We would like to thankWalter Bergweiler for many useful comments,
in particular for a substantial simplification of the construction of a meromorphic map
in the case when the order ρ ∈ (2,∞) in Section 3. The second author acknowledges
partial support from the China Postdoctoral Science Foundation (No.2019M651329).
We also want to express our gratitude to the Centre for Mathematical Sciences at Lund
University for providing a nice working environment.
2 Some Preliminaries
Let f : C → Ĉ be transcendental and meromorphic. A point c is a critical point of
f if f has vanishing spherical derivative at c. The image of a critical point is called a
critical value. We say that a ∈ Ĉ is an asymptotic value of f , if there exists a curve
γ : (0,∞) → Ĉ tending to ∞ and f(γ(t)) tends to a as t → ∞. As mentioned in the
introduction, the singular set Sing(f−1) of f is the set of all critical and asymptotic
values of f . Note that we are not excluding the possibility that ∞ might be a singular
value. The dynamical behaviours of meromorphic functions are closely related to the
dynamical behaviours of singular values and thus the singular set has been studied a
lot from this respect. We refer to [Ber93] for more details on this.
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When considering meromorphic functions in the class B, it is known that I(f) ⊂
J (f). This was proved by Eremenko and Lyubich for entire functions [EL92], and
by Rippon and Stallard in the meromorphic case [RS99]. Combined with results of
Eremenko and Domı´nguez mentioned at the beginning of Section 1, we see that J (f) =
I(f) for f ∈ B. This gives us a way to estimate the size of the Julia sets for these
functions by considering the escaping sets.
In this section we give some notations that will be used later and also present some
preliminary results concerning Nevanlinna theory and quasiconformal mappings.
Notations. The upper and lower half planes are denoted by H+ and H− respectively. We
let Z and N denote the integers and natural numbers respectively. R denotes the real
axis. We will also use disks in terms of Euclidean and spherical metrics. More precisely,
for a ∈ C, r > 0 and A ⊂ C, we denote by D(a, r), D(a, r), diamA, areaA the closed
and open disk of radius r centred at a, the diameter and the area of A respectively.
We let Dχ(a, r), diamχA, areaχA be the spherical versions (with the spherical metric).
The density of A in B, for measurable sets A and B, are defined by
dens(A,B) =
area(A ∩B)
areaB
, densχ(A,B) =
areaχ(A ∩B)
areaχB
.
We first recall some notions and preliminary results in Nevanlinna theory that will
be used later. For more details, we refer to [GO08, Hay64, Nev53].
Let n(r, f, a) denote the number of a-points of f in the closed disk D(0, r); that is,
the number of solutions of f(z) = a in D(0, r). In particular, if a = ∞, we will write
n(r, f,∞) = n(r, f) for simplicity. The integrated counting function and the proximity
function are defined respectively as
N(r, f) :=
∫ r
0
n(t, f)− n(0, f)
t
dt+ n(0, f) log r
and
m(r, f) :=
1
2π
∫ 2π
0
log+
∣∣f (reiθ)∣∣ dθ,
where log+ a := max{0, log a} for a > 0. Then the Nevanlinna characteristic is defined
by
T (r, f) := m(r, f) +N(r, f).
The following theorem is well known in the value distribution theory of meromorphic
functions and is often referred as the first fundamental theorem of Nevanlinna theory.
Theorem 2.1. Let a ∈ C. Then
T (r, f) = T
(
r,
1
f − a
)
+O(1).
With the aid of the Nevanlinna characteristic function, the order and lower order
of growth of f are defined respectively as
ρ(f) = lim sup
r→∞
log T (r, f)
log r
5
and
µ(f) = lim inf
r→∞
log T (r, f)
log r
.
In case that f is entire, the term T (r, f) may be replaced by logM(r, f), where
M(r, f) is the maximum modulus, i.e M(r, f) = max
|z|=r
|f(z)|.
We will also need the following result by Teichmu¨ller [Tei37b], which reduces the
calculation of the order to estimating the counting function for poles for certain mero-
morphic functions. The following version can be found in [BRS08, Proposition 7.1].
Theorem 2.2 (Teichmu¨ller). Let f ∈ B be transcendental and meromorphic. Suppose
that there exists an N ∈ N such that the poles of f have multiplicity at most N . If
δ(∞, f) > 01 or, more generally, if m(r, f) is unbounded, then f has a logarithmic
singularity over infinity.
Remark 2.1. An immediate consequence is that, if f ∈ B has bounded multiplicities
of poles and ∞ is not an asymptotic value of f , then m(r, f) is bounded. So one has
that T (r, f) = N(r, f) +O(1). Therefore, in this case the order of the function can be
computed by using the (integrated) counting functions; more precisely,
ρ(f) = lim sup
n→∞
logN(r, f)
log r
= lim sup
n→∞
logn(r, f)
log r
.
Asymptotic conformality. Our construction will first give a function which is quasi-
meromorphic in the plane. By the measurable Riemann mapping theorem one can
obtain a meromorphic function, which is the composition of the quasi-meromorphic
function with certain quasiconformal mapping of the plane. A well controlled asymp-
totic behaviour of this quasiconformal mapping will give us a good understanding of the
asymptotic behaviour of the meromorphic function. This is ensured by the following
theorem, which gives a condition for the conformality of a quasiconformal mapping at
a point; see [LV73]. We refer to [Ahl06] for an introduction to the theory of quasicon-
formal mappings.
Now let ϕ : C → C be a quasiconformal homeomorphism, the dilatation of ϕ at a
point z is
Kϕ(z) :=
|ϕz|+ |ϕz¯|
|ϕz| − |ϕz¯| =
1 + |µϕ|
1− |µϕ| ,
where µϕ := ϕz¯/ϕz is the complex dilatation of ϕ.
Theorem 2.3 (Teichmu¨ller-Wittich-Belinskii’s theorem). Let ϕ : C → C be a quasi-
conformal mapping and let Kϕ be its dilatation. Suppose that∫∫
|z|>1
Kϕ(z)− 1
x2 + y2
dxdy <∞.
Then
ϕ(z) ∼ z as z →∞.
1Here δ(∞, f) := lim infr→∞m(r, f)/T (r, f) > 0 means that ∞ is a deficient value in the sense of
Nevanlinna.
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Remark 2.2. By normalisation, one may assume that ϕ(z) = z+o(z) for large z. This is
sufficient for our later use. We also note that many results are focused on the estimate
of the error term of the map ϕ near ∞.
By simple computation and the fact that |µϕ| ≤ 1, we see that Kϕ− 1 = 2|µϕ|/(1+
|µϕ|) ≤ 1. So, in order to obtain the conclusion of the above theorem, it suffices in
this paper to check that the supporting set of ϕ outside of the unit disk has finite
logarithmic area.
McMullen’s result. The estimate of the lower bound of the escaping set will use a result
of McMullen [McM87], which is usually stated using the standard Euclidean metric.
The following version, using spherical metric, can be found in [BK12]. To describe this
result, assume that Eℓ is a collection of disjoint compact subsets of Ĉ for each ℓ ∈ N
satisfying
(i) each element of Eℓ+1 is contained in a unique element of Eℓ;
(ii) each element of Eℓ contains at leat one element of Eℓ+1.
Suppose that Eℓ is the union of all elements of Eℓ. Let E =
⋂
Eℓ. Suppose that for
V ∈ Eℓ,
densχ(Eℓ+1, V ) ≥ ∆ℓ
and
diamχ V ≤ dℓ
for two sequences of positive real numbers (∆ℓ) and (dℓ). Then McMullen’s result says
that
dimE ≥ 2− lim sup
ℓ→∞
∑ℓ
j=1 | log∆j |
| log dℓ| .
3 Construction of Speiser functions
We construct meromorphic functions in the Speiser class with any prescribed finite
order of growth. Since the construction is explicit, the ”regularity” of distribution of
poles enables us to compute the exact values of Hausdorff dimensions of the escaping
sets for these functions. We will separate our construction into two cases. The first case
deals with the construction of functions whose orders lie in (0, 2), while the second deals
with orders in (2,∞). Note that Weierstraß elliptic functions all have order 2 and are
Speiser functions. So it is not necessary to treat this case. However, the construction
in Section 3.1 actually gives Speiser functions of order 2 but need not be periodic.
Before construction, first we recall the definition of Weierstraß ℘-functions. For
wi ∈ C (i = 1, 2) such that w1 is not a real multiple of w2, consider the following lattice
defined as
Λ = {mw1 + nw2 : m,n ∈ Z } .
Then the the Weierstraß elliptic function with respect to the lattice Λ is defined as
℘Λ(z) =
1
z2
+
∑
w∈Λ\{0}
(
1
(z − w)2 −
1
w2
)
.
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Weierstraß ℘-functions belong to the Speiser class S as mentioned at the beginning.
More precisely, it has no asymptotic values and four critical values which are
℘Λ
(w1
2
)
, ℘Λ
(w2
2
)
, ℘Λ
(
w1 + w2
2
)
and ∞.
Every lattice point is a double pole. For simplicity, we will write ℘ instead of ℘Λ if the
lattice is clear from the context.
To prove Theorem 1.3, we will need to show that Speiser functions constructed below
are quasiconformally equivalent in the sense of Eremenko and Lyubich. In general, it
is difficult to tell whether or not two given functions are equivalent. One result that
could be useful is a theorem of Teichmu¨ller ([Tei37a]), saying that Speiser functions
with the same ”combinatorial structure” are quasiconformally equivalent. However, we
will take another route, since our construction is explicit and thus enables us to show
the equivalence directly.
The following observation for Weierstraß elliptic functions is folklore for experts in
the field and will be useful below. We outline the proof below.
Observation (All ℘-functions are equivalent). All Weierstraß elliptic functions are
quasiconformally equivalent.
Proof outline. Let ℘1 and ℘2 be two Weierstraß elliptic functions with respect to cor-
responding lattices
Λ1 = {mτ1 + nτ2 : m, n ∈ Z} ,
Λ2 = {mω1 + nω2 : m, n ∈ Z} .
Suppose that the finite critical values of ℘i are e
i
j for i = 1, 2 and j = 1, 2, 3. Denoted by
A be the parallelogram formed by {0, τ1/2, τ2/2, (τ1+τ2)/2}, and by B the parallelogram
formed by {0, ω1/2, ω2/2, (ω1+ω2)/2}. Note that A is conformally mapped by ℘1 onto a
domain A′ := ℘1(A) bounded by a curve passing through e
1
j for all j and ∞. The same
is true for B. Put B′ = ℘2(B). Then there exists a quasiconformal homeomorphism
ϕ : A′ → B′ fixing ∞ and sending e1j to e2j for j = 1, 2, 3.
Now let z ∈ A. Then we can define a quasiconformal homeomorphism ψ : A → B
by sending z to ℘−12 (ϕ(℘1(z))). By reflection, one can extend ϕ to the whole sphere as
a quasiconformal mapping sending all critical values of ℘1 to those of ℘2, and thus can
be used to extend ψ to the whole plane. We still use ϕ and ψ as their extensions. By
definition of ψ, we clearly have
℘2 ◦ ψ = ϕ ◦ ℘1,
which is the quasiconformal equivalence as claimed. 
3.1 A quasiconformal surgery
We show here how to glue two Weierstraß ℘-functions using quasiconformal mappings.
In our later constructions, we will use this technique several times.
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Let ℘1 and ℘2 be two Weierstraß ℘-functions whose lattices are respectively given
as
Λ1 = {m+ nτ1 : m, n ∈ Z} ,
Λ2 = {m+ nτ2 : m, n ∈ Z} .
So they have a common period, 1, along the real axis. We assume without loss of
generality that Im(τ1), Im(τ2) > 0. Now we consider ℘1 on the upper half-plane H
+
and ℘2 on the lower half-plane H
−, and glue them together along the real axis R. They
have the same poles on the real axis, but in general ℘1(x) 6= ℘2(x) for x ∈ R. This
discontinuity will be removed by using quasiconformal mappings.
We start from the following claim.
Claim. There exists a curve γ which passes through ∞ on both directions, separating
the critical values ℘1(1/2) and ℘2(1/2) from all other critical values of ℘1 and ℘2
2 such
that for each i, there exists a curve βi passing through points at n for n ∈ Z and is
periodic with period one, such that ℘i(βi) = γ.
Proof. Consider the boundary L1 of the parallelogram P1 consisting of vertices at
0, 1/2, (1+τ1)/2 and τ1/2. Then γ1 = ℘1(L1) is a simple curve going to infinity on both
directions and separates the sphere into two domains A and its complement Ac. Then
the above parallelogram is mapped conformally onto A, say. Similarly, the translated
parallelogram P ′1 bounded by the edges connecting 1/2, (1 + τ1)/2, 1 + τ1/2 and 1 is
mapped under ℘1 onto A
c.
Similarly, let γ2 = ℘2(L2) where L2 is the corresponding boundary of the parallel-
ogram P2 bounded by 0, 1/2, (1 + τ2)/2 and τ2/2. Then we have that ℘2(P2) is some
domain B and the translated parallelogram P ′2 bounded by 1/2, (1+ τ2)/2, 1+ τ2/2 and
1 is mapped under ℘2 onto B
c.
We now label the critical values for ℘1 as v1 = ℘1(0), v2 = ℘1(1/2), v3 = ℘1((τ1 +
1)/2), and v4 = ℘1(τ1/2) in cyclical order. Let also w1 = ℘2(0), w2 = ℘2(1/2), w3 =
℘2((τ2 + 1)/2), and w4 = ℘2(τ2/2). Since 0 is mapped onto ∞ we have v1 = w1 = ∞.
Now let γ be a curve tending to ∞ on both sides such that it separates the plane
into two domains Ω and Ω′ with the additional property that both v2, w2 ∈ Ω and
v3, v4, w3, w4 ∈ Ω′. The curve γ has to pass through the “gate” between v2 and v3.
Since the points vi and wi are in cyclical order along γ1 and γ2 respectively, one can
adjust γ such that one preimage of γ under ℘1 is a curve starting at 0 going through
P1 entering directly into P
′
1 and ending at 1. Call this preimage β1. Similarly, there
is one preimage under ℘2 which starts from 0 and ends at 1. It will pass through the
segment between 1/2 and (1 + τ2)/2. Call this corresponding preimage β2. (Note that
this curve β2 may not entirely belong to P2 ∪ P ′2.) The curve ℘2(β2) will start at ∞
and go through the “gate” between w2 and w3 with the same orientation as ℘1(β1).
Hence β1 and β2 are two curves that connect 0 and 1. We may continue βi, i = 1, 2
periodically, with period 1, along the real axis, going through each n ∈ Z, with the
desired properties. 
2The choice of such a curve is not unique. One can also choose a curve passing through the two
critical values ℘1(1/2) and ℘2(1/2), but otherwise not intersecting with any others. In this way, the
curves βi will pass through points at Z/2.
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Let us keep the notation for these extended curves βi, i = 1, 2. Two domains thereby
arise: one in a upper half-plane bounded below by the extended β1, and another one in
a lower half-plane bounded above by β2. Let these two domains be denoted by H˜1 and
H˜2 respectively. We will need to construct quasiconformal mappings h1 and h2 sending
the standard upper and lower half-planes to H˜1 and H˜2 correspondingly such that
℘1(h1(x)) = ℘2(h2(x)) whenever x ∈ R. (3.1)
For simplicity, we only focus ourselves on the construction in H˜2. The construction in
H˜1 goes in exactly the same way and so we omit most of the details.
We now proceed with the construction of the quasiconformal mapping
h2 : H
− → H˜2.
This map will be defined piecewisely. Moreover, it will be quasiconformal only in a
horizontal strip and conformal elsewhere. The periodicity of the curve β2 implies that
one can choose two negative constants a and b such that
b < a < min
z∈β2
Im(z).
It also follows from the construction that we may choose b ≥ − Im(τ2). We put
l1 :=
{
z ∈ H˜2 : Im z = a
}
,
l2 :=
{
z ∈ H˜2 : Im z = b
}
.
Moreover, the domain in H˜2 bounded by β2 and l1 is denoted by S1 and the strip in
H˜2 bounded by l1 and l2 will be denoted by S2. Let also the strip between R and l1 be
denoted by S ′1. See Figure 1.
l1l1
l2 l2
β2
S
′
1
S2
S1
S2
φ2,1
φ2,2
φ2,3
Figure 1: The quasiconformal mapping φ2 consists of three mappings: φ2,1 is quasi-
conformal, sending the horizontal strip S ′1 to the curvilinear strip S1; the map φ2,2
interpolates between the extension of φ2,1 to l1 and the identity map on l2; finally φ2,3
is the identity map on the rest of H−.
It follows from the construction of the curve β2 (see the proof of Claim) that the
domain S1 is periodic. By using a logarithmic change of variable we can define a
quasiconformal homeomorphism
φ2,1 : S
′
1 → S1
10
φ2,1
β2
l1 l1
φ˜2,1
S ′1S1
A′A
p′
q′
p
q δ
′
δ
φ˜2,1(δ
′)
E E
Figure 2: Finding a quasiconformal map between S ′1 and S1 using a logarithmic change
of variable. Uniqueness will follow from by fixing an isotopy class of a chosen curve of
A connecting two boundaries. Here the dotted curve δ in A is the image of the dotted
line in S1 under the map E. That δ is isotopic to φ˜2,1(δ
′) is achieved by first fixing
a quasiconformal mapping from A′ to A and then composing with a suitably chosen
Dehn twist.
which is also periodic (with period one); see Figure 2. More precisely, by putting
E(z) = e2πiz we see that A := E(S1) and A
′ := E(S ′1) are annuli. The existence of
a quasiconformal mapping between A′ and A is clear and there are in fact infinitely
many such maps. We denote by δ′ the image of the straight line segment in S ′1 which
starts from 0 and has argument arg(τ2). Note that δ
′ connects two boundaries of A′.
Denote by p′ and q′ the two boundary points. In the same way we define a curve δ in A
and also two boundary points p and q. Note that there exist quasiconformal mappings
from A′ to A sending p′ and q′ to p and q respectively. However, such quasiconformal
mappings do not necessarily map δ′ to δ. As a matter of fact, the image of δ′ may
not even lie in the isotopy class of δ relative to the boundaries of A. However, this
can be overcome by post-composing with a Dehn twist. Suppose that the obtained
quasiconformal mapping is φ˜2,1. So φ˜2,1 is unique in the sense that φ˜2,1(δ
′) is isotopic
to δ relative the the boundaries of A. Now the desired map φ2,1 is obtained by lifting
φ˜2,1. It is clear from the construction that there is some constant K2,1 ≥ 1 such that
φ2,1 is K2,1-quasiconformal (basically this is because one can find two concentric circles
bounding the annulus A from the inside and the outside). The exact value will not
concern us.
The continuous extension of φ2,1 to its boundary l1 is still denoted by φ2,1. Then
the map
φ2,2 : S2 → S2
will be defined as the linear interpolation between φ2,1 on l1 and the identity map on
l2. More precisely,
φ2,2(x+ iy) =
b− y
b− a φ2,1(x+ iy) +
y − a
b− a (x+ i y).
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One can check that this map is K2,2-quasiconformal for some K2,2 > 1. We also define
φ2,3 : H
− \S ′1 ∪ S2 → H˜2 \ S1 ∪ S2
to be the identity map.
l2 l2
φ1,1
φ1,2
xk(x)
Figure 3: The map φ1 is a correction map which is used to remove the arising discon-
tinuity on the real axis. It will also be constructed by a linear interpolation.
We have defined, as promised, φ2 : H
− → H˜2 as follows:
φ2(z) =

φ2,1(z) if z ∈ S ′1,
φ2,2(z) if z ∈ S2,
φ2,3(z) elsewhere.
By construction, φ2 is K2-quasiconformal, where K2 := max{K2,1, K2,2}. See Figure 1.
Clearly we can make a map in a similar fashion for the upper domain H˜1 and denote
this by h1. The problem now is that we want to have the property (3.1), which is not
necessarily true because ℘1(h1(x)) may not coincide with ℘2(φ2(x)) on the real axis,
even though they belong to the same curve γ defined earlier (see the proof of the Claim).
This means that the two maps ℘1 ◦ h1 and ℘2 ◦ φ2 cannot extend continuously across
each other. To solve this, we change φ2 a littler further (it suffices to change one of
them), and define a map φ1 : H
− → H− by
φ1(z) =
{
φ1,1(z) if b ≤ Im z ≤ 0,
φ1,2(z) if Im z ≤ b,
which is quasiconformal in the domain bounded by the positive real axis and the curve
l2, and is identity in the rest. See Figure 3. To be more specific, we define a function
on the real axis
k : R→ R
x 7→ (φ−12 ◦ ℘−12 ◦ ℘1 ◦ h1) (x).
The function is not well defined if one does not fix particular inverse branches of ℘2.
However, this is not a problem and the inverse branches are chosen according to how
the curve β2 is mapped onto γ (see the proof of the Claim). Moreover, for a fixed
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x ∈ R, its image h1(x) will lie in a segment connecting two poles, say an and an+1, of
℘1. When we consider a preimage of ℘1(h1(x)) under ℘2, we choose the one lying in
between an and an+1. The construction of β2 ensures that this can be done.
Now we can interpolate between the map k on R and the identity map on l2. In
other words, we put
φ1,1(x+ iy) =
b− y
b
k(x) +
y
b
(x+ i y).
Moreover,
φ1,2(x+ iy) = x+ iy.
It is clear that the map φ1 will be a quasiconformal map on the lower half-plane for
some quasiconformal constant K1.
Now, replace the map φ2 by defining
h2 := φ2 ◦ φ1.
This is a K1K2-quasiconformal mapping. One can check now that the functions ℘1 ◦
h1(x) and ℘2 ◦ h2(x) agree on the real axis (so we have the property (3.1)). The
construction is thereby finished in the sense that we have obtained a quasi-meromorphic
function which is ℘1 ◦ h1 on the upper half-plane and is ℘2 ◦ h2 on the lower half-
plane. Denote by g the obtained function. However, this function is not necessarily
meromorphic! To recover a meromorphic function one uses the well known measurable
Riemann mapping theorem: There exists a quasiconformal mapping Φ of the plane such
that f := g ◦ Φ is meromorphic in C.
Remark 3.1. We will not use the function constructed here. In fact, by invoking later
methods one can see that f belongs to the class S and the order of growth of f is 2.
The Hausdorff dimension of the escaping set of f can also be calculated, which is equal
to 4/3. From this point of view, this is not new since any Weierstraß elliptic function
will give this value. However, we note that f obtained here is not necessarily periodic.
3.2 Speiser functions with order in (0, 2)
This part is devoted to constructing Speiser meromorphic functions with orders in (0, 2).
As mentioned in Remark 3.1, the function obtained above (by gluing two Weierstraß
elliptic functions along the real axis) will also have order 2. To decrease the order, we
will introduce a power map. Basically we follow the construction above and also have
to make substantial changes on certain parts. The main idea is then to glue instead two
functions of the form ℘i(z
η) along the real axis with carefully chosen ℘i and η ∈ (0, 1).
To be more specific, we have the following result.
Theorem 3.1. For any given ρ ∈ (0, 2), there exists a Speiser meromorphic function
f of order ρ with at most 7 critical values and no asymptotic values. Moreover, all
non-zero poles of f have multiplicity 2 and 0 is a simple pole.
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Let ρ ∈ (0, 2) be given. Put α := ρπ ∈ (0, 2π). Let ℘ be a Weierstraß elliptic
function with two periods 1 and τ , where τ is non-real such that Im τ > 0 and
tan
α
2
=
Im τ
Re τ
.
Put
V+ =
{
z = reiθ : r > 0, 0 < θ <
α
2
}
,
V− =
{
z = reiθ : r > 0, −α
2
< θ < 0
}
and
V =
{
z = reiθ : r > 0, |θ| < α
2
}
.
Then the function
h : C \R− → V, z 7→ z α2π
is a conformal map, where we use the principal branch of the logarithm.
Let us say that a Lattice is spanned by v and w if two parallel sides of a fundamental
parallelogram are parallel with v and the other two sides are parallel with w. We now
consider two ℘-functions; ℘1 with the Lattice spanned by τ1 := τ and 1 and ℘2 with
Lattice spanned by τ2 := −τ (so that Im(τ2) > 0) and 1. Then glue ℘1 ◦ h with
℘2 ◦ h along the real axis using the methods described in Section 3.1. Moreover, for
technical reasons that soon will become clear, we make this gluing on the restriction
[1,∞) instead of [0,∞). In this way we consider instead the translated sets V++1 and
V−+1. We get two maps h1 and h2 defined on (V++1) and (V−+1) respectively, such
that
℘1 ◦ h1(x) = ℘2 ◦ h2(x)
for all x ∈ [1,∞). We see that h1 is the identity map outside the strip
S1 = {z ∈ V+ + 1 : 0 < Im(z) < Im(τ1) } .
(Here Im(τ1) plays the role of the constant b in Section 3.1. So is Im(τ2) in the following.)
Actually, it is on this strip we made the quasiconformal surgery. Similar for h2; it is
the identity outside
S2 = {z ∈ V− + 1 : − Im(τ2) < Im(z) < 0 } .
With this surgery, one can easily check that the function ℘1 ◦ h1 ◦ h coincides with
℘2 ◦ h2 ◦ h on [1,∞).
We also have to construct two functions hˆ1 and hˆ2, defined on V+ + τ1 and V− + τ2
respectively, such that
℘1 ◦ hˆ1(z) = ℘2 ◦ hˆ2(z)
on the line
l+ := {z : arg(z) = arg(τ1), |z| ≥ |τ1|} .
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(Hence the half-line l++1 will play the role of l2 in Section 3.1; see Figure 1 and Figure
3). This last property has to hold since only in this way ℘1 ◦ hˆ1 ◦ h and ℘2 ◦ hˆ2 ◦ h
will match on the interval (−∞,−|τ |)2π/α). To do this we proceed in the same way as
in Section 3.1 but we glue instead the two ℘-functions along the lines l+ defined above
and the half-line
l− = {z : arg(z) = arg(τ2), |z| ≥ |τ2|} .
(Note that |τ1| = |τ2|). The new hˆ1 is defined on V+ + τ1, and is quasiconformal in a
half strip Sˆ1 bounded by two half-lines l+ and (l+ + 1) and is the identity map on the
rest of V+ + τ1, i.e.,
Sˆ1 = {z ∈ V+ + τ1 : z lies in the domain bounded by l+ and l+ + 1 } .
Similarly, with
Sˆ2 = {z ∈ V− + τ2 : z lies in the domain bounded by l− and l− + 1 } ,
we can define the map hˆ2 on V− + τ2, which is quasiconformal in Sˆ2 and is identity on
the rest of V− + τ2.
S1
Sˆ1
S2
Sˆ2
1
τ1
τ2
l+
l
−
P1
P2
l1
lˆ1
l2
lˆ2
l
′
1
l
′
2
0
I
Figure 4: Two quasiconformal homeomorphisms in V+ and V− are constructed respec-
tively to remove the discontinuity. Except for two parallelograms P1 and P2 around
the origin, the quasiconformal surgery described in Section 3.1 is performed on shaded
half-strips Si and Sˆi for i = 1, 2.
Now we see that we have defined a map on Q1 := (V+ + 1) ∪ (V+ + τ1), which is
quasiconformal in S1 ∪ Sˆ1 and identity elsewhere; and also a map on Q2 := (V− + 1) ∪
(V− + τ2), which is quasiconformal in S2 ∪ Sˆ2 and identity elsewhere. See Figure 4.
More precisely, we have
Hj(z) :=

hj(z), if z ∈ Sj,
hˆj(z), if z ∈ Sˆj,
z, if z ∈ Qj \ (Sj ∪ Sˆj)
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Finally, we want to extend H1 to V+ and H2 to V−. There is one fundamental
parallelogram P1 = V+ \ Q1 left where we have to define, or, rather extend H1. The
map H1 is defined on the sides of this parallelogram via the construction above. Indeed,
note that the sides of P1 are precisely the short side l1 of S1, the short side lˆ1 of Sˆ1 and
their opposite sides; one l′1 parallel to l1 and I := [0, 1] parallel to lˆ1. Note that H1 has
continuous extension to the boundary, in particular to l1 and lˆ1. It follows from the
construction in our proof of the Claim in Section 3.1 that there is a curve l˜1 connecting
0 with τ1 and another curve l˜2 connecting 0 with τ2 which are mapped onto the same
initial curve γ. Denote by P˜i the domain enclosed by I, li, lˆi and l˜i. See Figure 5. Note
that l˜i are analytic curves. So there exists a C1-diffeomorphism ψ1 mapping l′1 to l˜1 and
fixing the their endpoints. Now we can define another C1-diffeomorphism ψ2 : l′2 → l˜2
by putting ψ2(z) = ℘
−1
2 ◦ ℘1 ◦ ψ1(z¯); here the inverse branch of ℘2 is chosen suitably.
On these sides of Pi, we define a map φi as follows:
φi(z) =

z if z ∈ I,
ψi(z) if z ∈ l′i,
Hi(z) if z ∈ li ∪ lˆi.
It follows that this map φi can be extended to the interior of Pi as a quasiconformal
1
τ1
τ2
l1
lˆ1
l2
l
′
1
l
′
2
0
1
τ1
τ2
lˆ1
l2
lˆ2
0
l˜1
l˜2
P1
P2
P˜1
I I
P˜2
H1
H2
l1
Figure 5: Two quasiconformal homeomorphism from Pi to P˜i are constructed so as to
remove discontinuity arising near the origin.
map; see [BF14, Lemma 2.24] for instance. The extension is still denoted by φi. Since
both φi is identity on I, we immediately see that the map Hi can extend continuously
across the positive real axis. We continue to use Hi as their extensions. Then each Hi
is a quasiconformal map. Moreover, since Hi is identity on the line segment l
′
i we thus
have, combined with previous discussions,
℘1 ◦H1 ◦ h(x) = ℘2 ◦H2 ◦ h(x)
for all x ∈ R.
Now we can consider the function
G(z) =
{
℘1 ◦H1 ◦ h(z), if Im(z) ≥ 0;
℘2 ◦H2 ◦ h(z), if Im(z) < 0,
This function is quasi-meromorphic on the complex plane. By the measurable Riemann
mapping theorem there exists a meromorphic function f and a quasiconformal map
φ : C→ C such that
G = f ◦ φ.
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Since we have used two Weierstraß elliptic functions, the singular values of f will be
the singular values of the two Weierstraß ℘-functions. Therefore, f will have at most 6
finite critical values and one critical value at ∞.
Asymptotic behaviours. To derive the asymptotic behaviours of the function f near ∞
we use Theorem 2.3, which reduces to check, for our purposes, whether the supporting
set of φ has finite logarithmic area. By our construction, the image of the supporting
set X under the conformal map h is a union of two strips. Therefore,∫∫
X\D
dxdy
x2 + y2
=
4π2
α2
∫∫
h(X)\D
dxdy
x2 + y2
<∞.
So, by Theorem 2.3 we know that φ is conformal at ∞ and thus may be normalised as
φ(z) ∼ z as z →∞. (3.2)
This is then used to show below that
Proposition 3.1.
ρ(f) =
α
π
= ρ.
To see this, choose a closed disk D(0, r). Then the number of poles, counting
multiplicities, of f contained in this disk can be estimated by using (3.2) as
n(r, f) ∼ n(r, G) ∼ 2
α
2π
π · rα/π
Im τ
=
α rρ
Im τ
.
According to Remark 2.1, we see that
ρ(f) = lim sup
r→∞
log n(r, f)
log r
= ρ.
Since ρ ranges in (0, 2), we see that any prescribed order in (0, 2) can be achieved.
Remark 3.2. In certain cases, one can actually obtain functions with fewer critical
values. For instance, if one takes α = π, then the sector V will be the right half plane.
Without using two ℘-functions one can apply directly one Weierstraß elliptic function
with periods 1 and τ , where τ is purely imaginary.
Equivalence. We show that the functions obtained are equivalent except for certain
special case. To be more specific, we have the following result.
Theorem 3.2. There are uncountably many quasiconformally equivalent Speiser mero-
morphic functions but with different orders in (0, 2).
Proof. The proof follows more or less the idea of our proof of the Observation given at
the beginning of Section 3.
Choose two distinct ρ1 and ρ2 in (0, 2) such that ρi 6= 1. The above construc-
tion thus gives us two meromorphic functions f1 and f2 whose orders are ρ1 and ρ2
respectively. Let hi(z) := z
ρi/2 be conformal maps of the slit plane C \R− onto the
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sector hi(C \R−) =: Vi, where i = 1, 2. We also have Gi correspondingly. Denote by
gi := Gi ◦ h−1i , which is the quasi-meromorphic function in the sector Vi. Now each
sector Vi can be divided into parallelograms by using periods of Weierstraß elliptic
function that is used to obtain fi. First using similar procedure as in the proof of the
Observation there exist a quasiconformal homeomorphism ϕ : C → C which maps the
critical values of f1 to those of f2 and a quasiconformal homeomorphism ψ˜ : V1 → V2
such that ϕ(g1(z)) = g2(ψ˜(z)) for z ∈ V1. Since hi are conformal mappings, there exist
a quasiconformal homeomorphism ψ : C \R− → C \R− such that ϕ(G1(z)) = G2(ψ(z))
for z ∈ C \R−. The continuous extension of ψ across R− follows from the symmetric
properties of gi. Therefore, the equivalence between fi follows from the representation
Gi = fi ◦ φi obtained from the measurable Riemann mapping theorem.
Note that ρi can be taken any number in (0, 2) except for 1. The uncountably many
such functions are quasiconformally equivalent, but the orders are different. Note that
ρi = 1 must be excluded since by our construction, the obtained function will have
4 critical values, while the rest cases have 7 critical values. Obviously, there is no
equivalence if two meromorphic functions have different numbers of critical values. 
Local behaviours near poles. We first consider the local behaviours of the quasi-meromorphic
function G near its poles. Suppose that z0 is a non-zero pole of G. It follows from our
construction of G that z
ρ/2
0 is a pole of some Weierstraß ℘-function. Therefore, there
exists some constant C1 such that
G(z) ∼
(
C1
zρ/2 − zρ/20
)2
as z → z0. (3.3)
Note that z0 is a double pole of G. We may assume
G(z) ∼
(
b(z0)
z − z0
)2
as z → z0, (3.4)
for some constant b(z0). By comparing (3.3) and (3.4), we see immediately that
b(z0) ∼ C2 z1−ρ/20
for some constant C2. Since G = f ◦ φ, we see that w0 := φ(z0) is a double pole of f .
By (3.2), we have, for |w0| large enough,
f(w) ∼
(
b(w0)
w − w0
)2
as w → w0,
with
b(w0) = C3w
1−ρ/2
0 ,
where C3 is some constant. Therefore, we have
|b(w0)| ∼ |w0|1−ρ/2.
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3.3 Speiser functions with order in (2,∞)
The original construction of a meromorphic map with order ρ ∈ (2,∞) is here replaced
by a simpler argument due to W. Bergweiler, where we use the result from the previous
section. Let now ρ > 2, and put N = ⌊ρ⌋ and σ = ρ/N . Then σ ∈ [1, 2). Hence we can
find a meromorphic function f with order σ from Theorem 3.1. Now consider the map
g(z) = f(zN ).
Note however, that the critical point, which was a simple pole for f now becomes a
critical point of order N . All the other poles of g are double poles as before. Hence g
is meromorphic of order Nσ = ρ, and we have:
Theorem 3.3. For any given ρ ∈ (2,∞), there exists a Speiser meromorphic function
f of order ρ which has no asymptotic values and has at most 7 critical values. All
non-zero poles are double poles.
The local behaviour near poles for g will be similar to the description in the previous
section for the case ρ ∈ (0, 2). More precisely, if
g(w) ∼
(
b(w0)
w − w0
)2
as w → w0,
then
b(w0) = C w
1−ρ/2
0 ,
where C is some constant, and hence |b(w0)| ∼ |w0|1−ρ/2.
Equivalence. The existence of uncountably many quasiconformally equivalent mero-
morphic functions with different orders in this situation can be proved in the same way
as in Theorem 3.2. So we omit details here and only state the result as follows.
Theorem 3.4. There exist uncountably many meromorphic functions in the Speiser
class which are mutually quasiconformally equivalent but of different orders in (2,∞).
4 Hausdorff dimension of escaping sets
In this section we prove our theorem: every number in [0, 2] can be the Hausdorff
dimension of escaping sets of certain Speiser functions.
4.1 Escaping sets of zero dimension
There are indeed Speiser meromorphic functions whose escaping sets have zero Haus-
dorff dimension. In fact, it follows from [BK12, Theorem 1.1] that any class B mero-
morphic function of zero order with bounded multiplicities of poles will have escaping
sets of zero Hausdorff dimension. One such example is given as follows: Let τ = 2πi,
consider a lattice defined as
Λ = {m+ nτ : m,n ∈ Z}.
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We denote by ℘ := ℘Λ the Weierstraß elliptic function with respect to the above lattice.
Put
S := {z = x+ iy : x > 0, |y| < π} .
Then it is easy to see that the function
cosh−1 : C \(−∞, 1]→ S
is conformal. By setting
f(z) = ℘(cosh−1(z)),
we see that f is meromorphic in C \(−∞, 1]. Then the continuous extension of f across
(−∞, 1] follows easily from the properties of cosh and ℘. Thus we have a function
meromorphic in the plane, denoted again by f . It is clear from the construction that
f is a Speiser function which has no asymptotic values and four critical values at the
critical values of ℘. The order of f can be obtained by considering the counting function
of poles, which are located at cosh(m), where m ∈ N. By simple computation, one see
that the order ρ(f) = 0. All poles of f are double poles, except for the one at z = 1,
which is a simple pole. Thus this function satisfies the condition of [BK12, Theorem
1.1]. Therefore, the Hausdorff dimension of the escaping set of this function is zero.
Remark 4.1. It follows from the Denjoy-Carleman-Ahlfors theorem that, if a Speiser
function has an asymptotic value, then the lower order is at least 1/2 [GO08]. It is
clear if this asymptotic value is at infinity. Otherwise, consider g = 1/(f − a), where
a is an asymptotic value of f . Then one can estimate the order of growth of g in the
logarithmic tract over a by using Tsuji’s inequality which gives a lower bound for the
growth of g; see [Tsu75] or [Nev53] for more details. Then Theorem 2.1 says that f has
the same growth as that of g. Thus, having a Speiser function of order (or lower order)
less than 1/2 means that the function cannot have any asymptotic values.
4.2 The general case
In this part, we will estimate the Hausdorff dimension of the escaping set of the function
constructed in Section 3. More precisely, we will show the following.
Theorem 4.1. Given ρ ∈ (0,∞), there exists a Speiser meromorphic function f of
order ρ such that
dim I(f) = 2ρ
1 + ρ
.
Before we proceed with the proof of this theorem, we show first that how to deduce
our Theorem 1.1 and Theorem 1.3 stated in the introduction from this result.
Proof of Theorem 1.1. By the above discussions, it suffices to consider the case d ∈
(0, 2). For such d, we let ρ := d/(2− d). Then Theorem 4.1 assures the existence of a
Speiser function f with order ρ for which the Hausdorff dimension of the escaping set
is equal to d. 
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Proof of Theorem 1.3. By Theorem 3.2 or Theorem 3.4, for two distinct ρ1, ρ2 ∈ (0, 2)
or (2,∞), there exist two quasiconformally equivalent meromorphic functions f1 and f2
whose orders are respectively ρ1 and ρ2. The above Theorem 4.1 then says that their
escaping sets have Hausdorff dimensions 2ρi/(1 + ρi), which are different. Since there
are uncountably many choices for ρi, the conclusion follows clearly. 
It remains to prove Theorem 4.1. The existence of a Speiser function f for a given
ρ has been given in Section 3. The rest of this subsection is then devoted to checking
that the Hausdorff dimension of the escaping set of the constructed function is equal to
2ρ/(1 + ρ). We will prove this by estimating the Hausdorff dimension from above and
from below in the following. Firstly, the upper bound follows directly from Theorem
1.1 in [BK12], i.e. that the Hausdorff dimension is at most 2ρ
1+ρ
(M = 2 in Theorem 1.1
in [BK12]). Thus it remains to prove the lower bound. Before proving this estimate,
we need some preliminaries.
Since f has only finitely many singular values, we may take R0 > 0 sufficiently
large such that Sing(f−1) is contained in D(0, R0). Put B(R) := Ĉ \D(0, R). Then
for R > R0 each component of f
−1(B(R)) is bounded, simply connected and contains
exactly one pole of f [RS99]. Let {aj} be poles of f , arranged in the way such that
· · · ≤ |aj| ≤ |aj+1| ≤ · · · . Then by discussions in Section 3 and Theorems 3.1 and 3.3,
except for the origin which could be a pole of multiplicity not equal to 2, all other poles
are double poles. So we have for non-zero poles
f(z) ∼
(
bj
z − aj
)2
as z → aj ,
where
|bj | ∼ |aj |1−ρ/2,
which follows our estimate of local behaviours near poles in Section 3. Denote by
Uj the component of f
−1(B(R)) containing aj . Near the pole aj , one can find two
conformal maps ϕj : Uj → D(0, 1/
√
R) with ϕj(aj) = 0 and |ϕ′j(aj)| = 1/|bj | and
1/z : B(R) → D(0, 1/R) such that 1/f(z) = ϕj(z)2 for z ∈ Uj . Since ϕ is conformal,
it follows from the Koebe distortion theorem and one-quarter theorem ([Pom92]), by
choosing R0 sufficiently large, that
D
(
aj,
|bj |
4
√
R
)
⊂ Uj ⊂ D
(
aj ,
2|bj|√
R
)
. (4.1)
Moreover, for z in any simply connected domain D ⊂ B(R) \ {∞}, by the Monodromy
theorem one can define all branches of the inverse of f . Denote by gj the inverse of f
from D to Uj . Then ∣∣g′j(z)∣∣ ≤ C1 |bj||z|3/2 , (4.2)
for z ∈ D and for some constant C1 > 0.
For k large enough, we have Uk ⊂ B(R). Then by (4.1) and (4.2), one can see that
diam gj(Uk) ≤ sup
z∈Uk
|g′j(z)| diamUk ≤ C2
|bj |
|ak|3/2
|bk|√
R
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for some constant C2 > 0. Now suppose that Uj1, Uj2, . . . , Ujℓ both are contained in
B(R). By the above estimate and induction, we have
diam
(
gj1 ◦ gj2 ◦ · · · ◦ gjℓ−1
)
(Ujℓ) ≤ C2
|bj1 |
|aj2|3/2
· · ·C2
|bjℓ2 |
|ajℓ−1|3/2
· C2
|bjℓ−1 |
|ajℓ|3/2
· 4|bjℓ|√
R
= Cℓ−12
4√
R
|bj1|
ℓ∏
k=2
|bjk |
|ajk |3/2
.
In terms of spherical metric, we obtain
diamχ
(
gj1 ◦ gj2 ◦ · · · ◦ gjℓ−1
)
(Ujℓ) ≤ Cℓ−12
4C3√
R
ℓ∏
k=1
|bjk |
|ajk|3/2
. (4.3)
Now we consider the set of points whose forward orbit always stay in B(R). This
set will be a cover of the set of points tending to infinity in B(R). More precisely, we
put
J R(f) = { z ∈ B(R) : fn(z) ∈ B(R) for all n ∈ N }
and
IR(f) := J R(f) ∩ I(f).
Let also El be the collection of all components V of f
−l(B(R)) for which fk(V ) ⊂ B(R)
holds for 0 ≤ k ≤ l − 1. Then El will be a cover of{
z ∈ B(3R) : fk(z) ∈ B(3R) for 0 ≤ k ≤ l − 1} .
We will use McMullen’s result stated in Section 2. For V ∈ El, there exist j1, j2, . . . , jl−1
such that
fk(V ) ⊂ Ujk+1 for k = 0, 1, . . . , l − 1.
Then by (4.3) we have
diamχ(V ) ≤ Cℓ−12
4C3√
R
ℓ∏
k=1
|bjk |
|ajk |3/2
≤
(
C4
R1/2+ρ/2
)l
=: dl.
To estimate the density of El+1 in V , we consider for s (≥ R) and for large R the
following annulus
A(s) = { z : s < |z| < 2s } .
For s ≥ R we have A(s) ⊂ B(R). Note first that the number of Uj ’s lying in A(s) is
comparable to n(2s, f) − n(s, f), which is comparable to sρ with ρ = ρ(f). By (4.1),
for these Uj,
diamUj ≥ |bj |
2
√
R
∼ |aj|
1−ρ/2
2
√
R
≥ C5 1
sρ/2−1/2
,
where C5 > 0. This gives, for some constant C6 > 0,
area
(
E1 ∩A(s)
) ≥ sρ · π( C5
sρ/2−1/2
)2
= C6 s.
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So we have
dens
(
E1, A(s)
) ≥ C6
3πs
.
Put Esl = El ∩ f−l((A(s)). Note that, by definition of V ∈ Esl , there is some j such
that f l−1(V ) = Uj. By repeated use of Koebe’s distortion theorem, we see that
dens
(
El+1, V
) ≥ C7
s
.
Choose s = 2kR, we have that
densχ
(
El+1, V
) ≥ C8
R
=: ∆l
for some C8 > 0. So by using McMullen’s result stated in Section 2, we see that
dimE ≥ 2− lim sup
l→∞
l · (logC8 − logR)
l · (logC4 − (12 + ρ2) logR)
= 2− logC8 − logR
logC4 − (12 + ρ2) logR
.
By taking R→∞, we obtain
dimE ≥ 2ρ
1 + ρ
,
which implies that
dimJ R(f) ≥ 2ρ
1 + ρ
.
Therefore, by combining with previous estimate on the upper bound, we see that
lim
R→∞
dimJ R(f) = 2ρ
1 + ρ
.
Now we take an increasing sequence (R(k)) tending to∞. Then for each k we define
as before E
(k)
l as the collection of components V of f
−l(B(R(k))) such that fm(V ) ⊂
B(R(k)) for 0 ≤ m ≤ l − 1. Denote by E(k)l the union of the components in E(k)l and
put E(k) = ∩E(k)l . It is clear that this set E(k) is a subset of the escaping set I(f). By
repeating the above estimates, we can see that
dim I(f) ≥ dimE(k) ≥ 2ρ
1 + ρ
.
This completes the proof of Theorem 4.1 and thus Theorem 1.1.
4.3 Escaping set of full dimension
For having a meromorphic function with escaping set of full Hausdorff dimension, we
only need to consider a meromorphic function in the class S with finite order and with
one logarithmic singularity over ∞. Simple examples can be obtained by considering a
meromorphic function f with a polynomial Schwarzian derivative and with more than
three singular values. The function f has only finitely many asymptotic values and
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no critical values (and hence belongs to the class S). Moreover, it has finite order of
growth. Assume also that such a function has ∞ as an asymptotic value (otherwise
we apply a Mo¨bius map sending one of the asymptotic value to ∞ and the resulted
function still has finite order by Theorem 2.1). Then the escaping set has full dimension
by repeating the argument by Baran´ski [Bar08] and Schubert [Sch07].
However, our main intention here is to find meromorphic functions in class S for
which ∞ is not an asymptotic value and for which the escaping set has full dimension.
By [BK12, Theorem 1.1], such a function should either have infinite order and bounded
multiplicities for poles or have finite order and unbounded multiplicities for poles. We
provide an example with the former property and with full dimension of escaping set.
Let ℘ be a Weierstraß elliptic function with respect to a lattice and c is chosen such
that it is not a pole of ℘. As stated in Proposition 1.1, we will consider the function
f(z) = ℘(ez + c).
Note that f belongs to the class S. Moreover, ∞ is not an asymptotic value of f due
to our choice of c. All poles of f are double poles.
To prove Proposition 1.1, we apply the same method as in the Section 4.2; i.e., we
use McMullen’s result to get the lower bound 2 for dimJ R(f). We will not give a full
detailed proof but only address the ideas and difference from previous case. Let now z0
be a pole of f and the residue of f at z0 is b(z0). Then by simple computation using
L’Hospital’s rule we have
|b(z0)| ∼ B1|ez0 | =
B1
eRe z0
.
for some constant B1 > 0. We will use same notations as before, in particular, the
poles are denoted by aj arranged in a way such that · · · ≤ |aj | ≤ |aj+1| ≤ · · · , and the
component of f−1(B(R)) containing aj are denoted by Uj. Set bj := Res(f, aj). So we
have, by using Koebe’s distortion theorem,
D
(
aj,
|bj |
4
√
R
)
⊂ Uj ⊂ D
(
aj ,
2|bj|√
R
)
.
Now instead of considering a sequence of annuli as in the lower bound estimate in
Section 4.2, we consider a sequence of squares symmetric to the positive real axis.
More precisely, we consider for s(≥ R) and large R the following squares
P (s) :=
{
z = x+ iy : s < x < 2s, |y| < s
2
}
.
For s ≥ R we clearly have P (s) ⊂ B(R). We need to count the number of poles in
P (s). For this purpose, we count first the number of poles in
Q(s) := {z = x+ iy : s < x < 2s, |y| < π } ,
which is a subset of P (s). This can be obtained by comparing the area of exp(Q(s))
and that of a parallelogram for the function ℘. Denote by n(P (s),∞) and respectively
n(Q(s),∞) the number of poles (ignoring multiplicities) in P (s) and resp. Q(s). Then
n(Q(s),∞) ∼ π(e
4s − e2s)
C
∼ B2 e4s
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for some constant B2 and for large s. So we have, by the periodicity of f ,
n(P (s),∞) ∼ B3 se4s,
where B3 > 0 is a constant.
With the above estimates, by repeating techniques in previous section, we may
choose, for some constants B4, B5,
dl :=
(
B4
eRR3/2
)l
and
∆l :=
B5
R2
.
Thus by applying McMullen’s result, we can see that
dimJ R(f) ≥ 2− lim sup
R→∞
logB5 − 2 logR
logB4 − R− (3/2) logR = 2.
This will, similarly as before, give us
dim I(f) = 2.
Remark 4.2. The escaping set of the above function has zero Lebesgue measure by
[BK12, Theorem 1.3].
Remark 4.3. It is proved in [GK18] that if a meromorphic function f is of the form
R(ez), where R is any rational function chosen such that ∞ is not an asymptotic value
of f , then dim I(f) = q/(q + 1) < 1 with q the maximal multiplicity of poles. Here
the function ℘(ez+ c) suggests that the Hausdorff dimension of the escaping set can be
large if one takes transcendental functions instead of rational functions.
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