Objective: To evaluate the safety of computerized physician order entry (CPOE) and associated clinical decision support (CDS) systems in electronic health record (EHR) systems at pediatric inpatient facilities in the US using the Leapfrog Group's pediatric CPOE evaluation tool. Methods: The Leapfrog pediatric CPOE evaluation tool, a previously validated tool to assess the ability of a CPOE system to identify orders that could potentially lead to patient harm, was used to evaluate 41 pediatric hospitals over a 2-year period. Evaluation of the last available test for each institution was performed, assessing performance overall as well as by decision support category (eg, drug-drug, dosing limits). Longitudinal analysis of test performance was also carried out to assess the impact of testing and the overall trend of CPOE performance in pediatric hospitals. Results: Pediatric CPOE systems were able to identify 62% of potential medication errors in the test scenarios, but ranged widely from 23-91% in the institutions tested. The highest scoring categories included drug-allergy interactions, dosing limits (both daily and cumulative), and inappropriate routes of administration. We found that hospitals with longer periods since their CPOE implementation did not have better scores upon initial testing, but after initial testing there was a consistent improvement in testing scores of 4 percentage points per year. Conclusions: Pediatric computerized physician order entry (CPOE) systems on average are able to intercept a majority of potential medication errors, but vary widely among implementations. Prospective and repeated testing using the Leapfrog Group's evaluation tool is associated with improved ability to intercept potential medication errors.
INTRODUCTION
The Institute of Medicine's 1999 report "To Err Is Human" brought to light the significant problem of medical errors in modern medicine, estimating as many as 98 000 deaths annually in the United States as a result of medical errors that could have been prevented. 1 In the years since, implementation of electronic health records (EHRs) has been promoted as a method to improve patient safety. Particular focus has been placed on the use of computerized physician order entry (CPOE) with associated clinical decision support (CDS) to reduce medication errors and subsequent adverse drug events (ADEs).
Children are particularly vulnerable to medication errors for multiple reasons: the use of weight-based or body surface areabased dosing, increased sensitivity to dosing errors, variable ability to metabolize and excrete medications, and limitations of CPOE that are often designed initially for an adult population. [2] [3] [4] [5] [6] In the inpatient pediatric population, studies have reported medication errors in 5.7% of orders placed (compared to 5.3% of orders in a separate adult study), occurring in 6/100 admissions, and an analysis focusing on neonatal intensive care units revealed that 47% of medical errors in those units involved medications. 4, [7] [8] [9] As part of an effort to improve medical safety, leading patient safety experts working with the Leapfrog Group (www.leapfroggroup. org), a consortium of health care purchasers, developed an independent, inexpensive, and standardized tool embedded in its annual voluntary hospital survey to evaluate the performance of CPOE systems in reducing ADEs using simulated patient cases. 10, 11 The tool has been employed mainly in adult hospitals (over 1400 hospitals used it in 2015), and in previous publications CPOE evaluation tool scores were shown to be highly related to rates of preventable ADEs, with 4 fewer preventable ADEs per 100 admissions for every 5% increase in overall score. 12 Use of CPOE for hospitalized children has demonstrated a reduction in some types of medication errors, but results have been variable. Early studies showed reductions in medication errors by 40-41% after implementation of CPOE, but later results showed more modest improvements. [13] [14] [15] One study demonstrated an association between CPOE implementation and hospital-wide reduction in mortality, but it was not specifically associated with a reduction in medication errors. 16 As previously shown by Metzger et al. using the CPOE evaluation tool in adult hospitals, much of the impact of CPOE on intercepting medication errors depends on the hospital-specific implementation and varies widely within a given vendor group of hospitals. 17 To this end, we sought to evaluate the state of CPOE implementation in pediatric settings, but also to assess whether use of the CPOE evaluation tool could motivate further improvement within a given institution.
METHODS
The Leapfrog group's CPOE evaluation tool Development and validation of the Leapfrog CPOE evaluation tool has been described in detail previously. 10, 11, 17 Briefly, the tool uses simulated patients with associated test orders to evaluate a CPOE's ability to alert providers to potentially harmful medication errors. The tool evaluates both basic, commonly available decision support and more advanced clinical decision support (Table 1 ) and provides a onetime cross-sectional assessment of whether appropriate decision support is provided to a clinician entering an order. Both a pediatric and an adult version of the CPOE evaluation tool were created; only the pediatric version is evaluated here. A hospital representative downloads and enters into the EHR a set of actual unsafe scenarios that include patient profiles, and then test orders are linked to the patient profiles. A clinician with experience using the institution's CPOE application then enters the orders into the application and records what, if any, alerts or messages are presented. These results are then entered into the Leapfrog reporting website, and a score is determined and a report generated. Overall and categorical scores are then presented to the hospital. To prevent gaming of the system (ie, creating decision support "on the fly"), a number of control orders are included that are not expected to invoke any alerts, and the entire process can take no more than 6 hours, with many hospitals completing it more quickly. 10, 11, 17 Hospitals that exceed the time threshold or report excess alerts on control orders are disqualified. Screenshots of sample patient profiles and test orders are included in Figures 1A Order with such a mild or typically inconsequential interaction that clinicians typically ignore the advice provided; scoring is based on not causing an alert to be displayed for these orders 
Data analysis
The first part of our study was an analysis of the last available test results for each individual institution. The last available test was chosen to be more reflective of the evolving state of CPOE implementation in the United States. Overall scores and the basic decision support grouping had a single mode with left tail extremes in their distribution, while the advanced decision support grouping had a normal distribution. Nonparametric analysis to account for possible assumptions about the population distribution yielded almost identical results compared to standard parametric testing. For simplicity, parametric test results are displayed.
Overall scores were analyzed as the dependent variable using a linear regression model. Covariates included vendor, hospital type (pediatric or pediatric incorporated within a larger institution), and academic affiliation.
The second part of our study analyzed the effect on scores of the passage of time. Using a simple linear regression, we evaluated each hospital's first test score as a function of time since CPOE implementation. We then evaluated the longitudinal progress of hospitals over repeated testing by establishing the first test date as time zero and then performing a linear mixed model to evaluate underlying trends as well as the effect of possible fixed factors such as academic affiliation, hospital type, and vendor.
RESULTS

Demographics of participating institutions
A large majority of hospitals completed the evaluation more than once (range 1-4); the median number of tests was 2 and the mean per institution was 2.20, creating a total of 96 test results. Six evaluations were omitted because they exceeded a deception-analysis threshold based on the gaming detection strategies described, leaving a final tally of 90 test results to be analyzed. Excluded tests were reviewed and did not reveal findings that would have affected the outcome of the study. The rate of excluded tests (6 of 96) was lower than that reported in the Metzger study (10 of 81). 17 A majority of hospitals evaluated (30 of 41, 73.2%) were freestanding pediatric institutions, and the remainder were general hospitals that also provide care for pediatric patients. Participating hospitals also tended to be affiliated with academic institutions (30 of 41, 73.2%) and were significantly larger when compared to the general size distribution of children's hospitals in the United States ( Table 2) .
Descriptions of overall scores for last test
Overall, the institutions evaluated received an average score of 62.0% (95% CI, 57.9-66.1%) on their last test recorded. Scores ranged from a low of 22.7% to a high of 91.1%. The scores of the top 5 institutions were clustered relatively closely, from 76.1-91.1%, but the bottom 5 included 1 outlier and ranged from 22.7-46.8%. The single bottom outlier scored nearly 24% lower than the next lowest hospital and only identified order errors in the following categories: cost of care, drug allergies, and monitoring. It also scored well in the nuisance order category, likely because in this case very few alerts were displayed in general rather than with the improved specificity this category sought to assess. Notably, this hospital was using major EHR and medication reference database vendors.
Regarding the basic decision support group, the CPOE systems tested identified an average of 71.6% unsafe simulated scenarios (95% CI, 66.5-76.8%), but still with wide variation, ranging from 20-100%. Performance in the advanced decision support category was significantly lower, with an average score of 50.4% (95% CI, 46.0-54.8%). The overall, basic, and advanced category scores are displayed in Figure 2 as violin plots, a plot type that combines box plots and kernel density plots. 18 A paired T-test comparing means of basic and advanced categories found a strongly significant difference (P < .0001, with an average difference of 21.2 percentage points).
Linear regression
A linear model was performed with total score as the dependent variable and hospital type, EHR vendor, time since implementation, and academic affiliation as the independent variables. None of the examined variables were significantly associated with overall score. Scores by vendor are displayed in Figure 3 . Because several vendors had only 1 installation, which may have reduced our ability to detect a difference between the major vendors, a secondary analysis was performed using only vendors with 5 hospitals or more, and there was still no significant difference. The calculated power needed to demonstrate a minimum difference of 10% between just the 3 largest vendor groups with a power of 0.8 and alpha of 0.05 would have required a sample size of 26 subjects per group (78 total).
Basic and advanced decision support
CPOE systems that underwent testing performed significantly better in the basic decision support grouping than in the advanced grouping. The most reliably identified errors were in the allergies and cross-allergies group, with an average score of 99.2%. A majority of hospitals also performed well regarding the inappropriate single dose (81.1%) and cumulative daily dose (70.2%) groups, and the contraindicated route of administration (70.8%). In the basic decision support categories, the poorest performance occurred with drug-drug interactions and therapeutic duplication. Simple linear regression between an institution's performance in the basic and advanced CDS groups showed a significant association, R ¼ 0.432 and P ¼ .005 (Figure 4) . Figure 2 . Violin plots, a plot type that combines box plots and kernel density plots, comparing total, basic, and advanced scores for last tests. Scores in the basic decision support group were significantly higher than in the advanced decision support group (P < .0001). 
Time since implementation analysis
There was a significant range across the institutions in time since EHR/CPOE implementation to first CPOE evaluation. The shortest period from implementation to testing was 39 days, and the longest was 12.5 years. On average, CPOE systems had been in place for 4.1 years. We anticipated that systems with CPOE in place longer would have higher scores upon initial testing, but using simple linear regression we found that time since implementation was not correlated with total score (P ¼ .897, Figure 5 ). Regression analysis was also performed, analyzing the basic and advanced decision support groups independently as a function of time since implementation, and no correlation was observed (data not shown).
Time zero analysis
Evaluation tools can not only document performance, but also, by providing feedback, spur further improvement. In order to evaluate the impact that prospective CPOE testing may have on performance, we assigned the initial date of testing for each institution as day zero and performed a linear mixed model of their performance in subsequent testing using academic affiliation, hospital type, and vendor as possible fixed factors. We included a random intercept within each hospital to account for correlated repeated measures. We found that from time zero, there was a significant upward trend in scores of 4.0% (95%CI, 1.2-6.9%) per year after initial testing (P ¼ .008). Of the factors evaluated, only pediatric vs combined hospitals reached significance. In pediatric-only facilities, the upward trend was only 2.9%, whereas facilities with both adult and pediatric patients increased 11.1% per year during the study period (P ¼ .03, Figure 6 ).
DISCUSSION
Use of electronic health records and computerized physician order entry systems is becoming the standard of care in the Unites States, partly due to the Centers for Medicare and Medicaid Services' Meaningful Use incentive program. HealthIT.gov reports that as of February 2015, over 90% of all eligible hospitals demonstrated meaningful use of certified health IT. Pediatric hospitals are lagging behind adult institutions in this regard at only 57%, but 90% of pediatric institutions are actively participating in the incentive program. 19 With the increasing prevalence of CPOE systems in pediatric hospitals, more attention is being placed on the performance of the associated clinical decision support systems. Multiple studies looking at individual CPOE/CDS systems have shown decreases in medication prescription errors, potential adverse drug events, and actual ADEs after implementation. 7, 13, 15, 20 However, the effectiveness of CDS to identify actual unsafe scenarios has previously been shown to vary quite significantly among institutions, even those using the same EHR vendor. 17 One descriptive study looking at CPOE implementation in a pediatric institution found an increased mortality rate after implementation; however, this may have been related less to the decision support aspect of CPOE than to the order entry and clinician workflow with the new system, particularly in critical care areas. 21 Subsequent studies at other institutions looking at overall mortality rate found unchanged or even improved rates after CPOE implementation, perhaps having learned from the experience of other institutions. 16, 22 The Leapfrog CPOE evaluation tool allows institutions to evaluate their performance overall as well as to identify particular categories of decision support that may not be optimized in preventing high-impact, high-frequency safety problems.
In this study, we found that pediatric CPOE systems intercepted nearly two-thirds of medication errors using the Leapfrog evaluation tool. Results from testing pediatric CPOE systems from 2008 through the end of 2010 found higher rates of success at detecting ordering errors than was described in testing of adult CPOE systems during the same time frame. 17 The average pediatric CPOE system was able to identify 62% of medication errors compared to 44.3% in the adult system. Although these tests are not directly comparable, as they contain different standardized orders and simulated patients for pediatric and adult populations, they do address the same major categories of clinical decision support with similar testing strategies. Interestingly, we did not find academic affiliation, EHR vendor, or hospital type (pediatric-only vs combined) to be a significant predictor of performance on the Leapfrog test. However, because of our relatively smaller number of subjects (n ¼ 41), this may be due to insufficient power to find such a difference. This is particularly true regarding EHR vendors; in 41 hospitals there were 9 different vendors, 5 of those with one hospital evaluated. However, eliminating vendors with 3 or fewer hospitals did not change the result. Regarding evaluation of decision support, linear regression between basic and advanced decision support scores showed a moderate positive relationship. Although not unexpected, this suggests that institutions that are making a significant commitment to improve basic decision support tools are also exploring more complex areas of clinical decision support.
Similar to the findings in the adult study, the category in which pediatric institutions performed best was identifying drug-allergy interactions, with over 99% of prescribing errors identified. Of particular importance to pediatric prescribing, the institutions tested performed well regarding both inappropriate single and cumulative dosing errors. Dosing is among the most critical sources of medication errors in the pediatric population, principally because of the need for weight-and age-based dosing that reflects the varied pharmacodynamics of children. 4, 7 One category that we postulate will become more important in the future is evaluation of CPOE/CDS for nuisance alerts. Many of the other categories are evaluated primarily on the sensitivity to recognize possible unsafe situations or errors. As we continue to build more advanced and comprehensive clinical support tools, it is important that we do not allow the pendulum to swing too far in the opposite direction, creating alert fatigue. 23 One recent study at a UK hospital found that 89% of alerts were overridden by providers. 24 Our study found that only 39% of test items in the nuisance category, on average, did not prompt an inappropriate alert, meaning that over 60% of the time for these medications, an alert so inconsequential that it is typically ignored is being displayed. The importance of tailoring interactions with the pediatric population to avoid nuisance alerts was recently underscored by an effort conducted by pediatric chief medical information officers to define a high-value set of pediatric-specific drug-drug interactions. 25 One of our more unexpected findings was that time since EHR/CPOE implementation was not correlated positively with scores, either overall or within the basic/advanced decision support categories. We initially hypothesized that early adopters would have continued to develop decision support over the interval and would thus have superior scores. Instead, we found no relationship between time since implementation and the institution's performance on initial Leapfrog testing.
However, we did find that after initiation of Leapfrog testing, hospitals improved on subsequent testing with a rate, on average, of 4 percentage points per year. It was notable that during our testing period, pediatric institutions improved at a significantly lower rate than the combined pediatric-adult institutions. We hypothesize that this may have been due to concern by pediatric institutions that existing CPOE decision support was primarily focused on adults rather than children, leading to reluctant adoption of these systems. Although it is difficult to determine whether there was a preexisting upward trend prior to testing, given the lack of association of scores with time since implementation, we believe that the scores and feedback provided to the institutions may be responsible for initiating these subsequent improvements. This adds credence to the belief that regular prospective testing and feedback with tools such as the Leapfrog pediatric CPOE evaluation tool is essential to continued improvement of CDS systems. 26 A possible counterpoint to this is that standardized tests encourage institutions to "study for the test by taking it," and this may falsely increase their scores on subsequent testing. However, because Leapfrog testing results provide categorical scores rather than specific question scores, and repeat testing may include different test items, improvement relies more on systemic changes than on spot fixes.
As we now look beyond simply meeting meaningful use requirements, there is an increased focus on how best to utilize EHRs and CPOE in operational systems to improve patient safety. [27] [28] [29] [30] In our study, we found that although the pediatric institutions tested are identifying over 60% of simulated ordering errors and are consistently improving, areas in need of significant improvement remain, particularly within the advanced clinical decision support areas. Limitations of this study include the inherent sampling bias that is present with a voluntary testing tool. Our hospitals tended to be large, academic, pediatric-only institutions. The pediatric Leapfrog CPOE evaluation tool was only used in a small number of community hospitals and did not assess ordering for pediatric patients in nonpediatric facilities. According to weighted national estimates for hospitalizations of children 0-17 years of age gathered by the Agency for Healthcare Research and Quality's H-CUP KID (Healthcare Cost and Utilization Program Kids' Inpatient Database), nearly 70% of pediatric discharges are from non-children's hospitals. 31 Thus, evaluating nonpediatric hospitals using the pediatric evaluation tool will be important in the future. Our evaluations were also limited by the relatively smaller number of hospitals participating. In addition, these data reflect the state of CPOE/CDS systems in the period 2008-2010. We anticipate that, given the trends we observed, the current state of decision support for medication ordering will be advanced from the numbers we provide. Lastly, CPOE/CDS systems are themselves generating new issues that had not been anticipated (recently elaborated by Schiff et al. 32 ), and future iterations of the Leapfrog tool will have to adapt to address these issues.
CONCLUSIONS
These findings provide a cross-sectional analysis of pediatric CPOE/ CDS systems using the validated Leapfrog Group CPOE evaluation tool. We found that pediatric CPOE systems are able to intercept 62% of potential medication errors, on average, but vary widely among implementations. We also found that pediatric CPOE systems showed significant improvement in test scores of 4% per year with repeated testing using the Leapfrog tool, suggesting that repeated evaluations of CPOE/CDS systems may lead to improved ability to intercept potential medication errors.
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