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Abstract
We generalize the well-known result of Graff and Zehnder on the persistence of hyperbolic
invariant tori in Hamiltonian systems by considering non-Floquet, frequency varying normal
forms and allowing the degeneracy of the unperturbed frequencies. The preservation of part or
full frequency components associated to the degree of non-degeneracy is considered. As
applications, we consider the persistence problem of hyperbolic tori on a submanifold of a
nearly integrable Hamiltonian system and the persistence problem of a ﬁxed invariant
hyperbolic torus in a non-integrable Hamiltonian system.
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1. Introduction
In [15], Moser considered the following Hamiltonian system:
H ¼ e þ/o0; ySþ 1
2
/y; AySþ 1
2
/z; MzSþ Pðx; y; zÞ; ð1:1Þ
where ðx; y; zÞATn  Rn  R2m; o0ARn is a ﬁxed Diophantine toral frequency, A; M
are n  n; 2m  2m non-singular, constant matrices, respectively, JM is hyperbolic
with all eigenvalues being real and distinct, and P is a small perturbation. The
persistence of the unperturbed Diophantine hyperbolic torus Tn  f0g  f0g was
shown along with the preservation of the toral frequency o0: By considering a
symplectic reduction of M into the form
M ¼ O B0
B?0 O
 
; ð1:2Þ
Graff [9] generalized Moser’s result by allowing multiple eigenvalues of M: An
alternative proof of Graff’s result was later given by Zehnder in [25] using implicit
function technique. This result has played a fundamental role in analyzing global
branches of invariant tori and Arnold diffusion in Hamiltonian systems ([10,23]).
For the Lindstedt series approach to the persistence of hyperbolic tori in
Hamiltonian systems, we refer the readers to [8,11]. We also refer the readers to
[18] for certain partially hyperbolic cases.
The present paper concerns a generalization of the Graff–Zehnder result to the
non-Floquet, frequency varying cases in which certain degeneracy of the
unperturbed frequencies is allowed. More precisely, we consider the following
Hamiltonian systems
H ¼ eðlÞ þ/oðlÞ; ySþ 1
2
y
z
 
;Mðx; lÞ y
z
  
þ hðx; y; z; lÞ þ Pðx; y; z; lÞ; ð1:3Þ
where ðx; y; zÞATn  Rn  R2m; l is a parameter in a bounded, closed, connected
region OCRk; e and o are of class Cl0 on O for some ﬁxed l0Xmaxfn; 2g; M is
symmetric, real analytic in xADðrÞ ¼ fxACn=Zn : jIm xjorg and Cl0 in lAO;
hðx; y; z; lÞ ¼ Oðjðy; zÞj3Þ is real analytic, and, P; viewed as a perturbation, is real
analytic in a complex neighborhood Dðr; sÞ ¼ fðx; y; zÞ : jIm xjor; jyjos; jzjosg of
Tn  f0g  f0g and Cl0 in lAO:
Throughout the paper, we shall use the same symbol j 
 j to denote the sup-norm of
vectors and its induced matrix norm, the standard l1 norm in a lattice Z
p; absolute
value of functions, and Lebesgue measure of sets, etc. Thus, for any matrix Q ¼ ðqijÞ;
jQj ¼ maxi
P
jjqijj: Also, ½
 will denote both the average of a matrix valued function
on a torus and the integral part of a real number. For any (vector, matrix valued)
function f deﬁned on a domain D; j f jD stands for supD j f j; and, for any two
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complex column vectors x; z of the same dimension, /x; zS means the transpose of x
times z:
Write M in (1.3) into blocks:
M ¼ A B
B? M
 
; ð1:4Þ
where A ¼ Aðx; lÞ; B ¼ Bðx; lÞ; M ¼ Mðx; lÞ are n  n; n  2m; 2m  2m blocks of
M ¼Mðx; lÞ; respectively. With respect to the standard symplectic form
Xn
i¼1
dxi4dyi þ
Xm
j¼1
dzj4dzjþm;
the equation of motion associated to (1.3) reads
’x ¼ oðlÞ þ Ay þ Bz þ @yh þ @yP;
’y ¼ 1
2
@x
y
z
 
;Mðx; lÞ y
z
  
 @xh  @xP;
’z ¼ JMz þ JB?y þ J@zh þ J@zP;
8>><
>>:
where J denotes the 2m  2m symplectic matrix. Thus, the unperturbed system
associated to (1.3) admits a smooth family of invariant n-tori Tl ¼ Tn  f0g  f0g
with toral frequencies oðlÞ parameterized by lAO: We ﬁrst assume that J½M is
hyperbolic on O; i.e., if liðlÞ; i ¼ 1; 2;y; 2m; are eigenvalues of J½MðlÞ; then
(H) there is a s040 such that
jRe liðlÞjXs0;
for all lAO and i ¼ 1; 2;y; 2m:
We note that if both jM  ½MjDðrÞO and jBjDðrÞO are sufﬁciently small, then (H)
implies that the invariant tori Tl; lAO; are hyperbolic in the z-direction.
Next, we assume the Ru¨ssmann condition on the frequency map, i.e.,
(R) max
lAO
rankf@aoðlÞ : 8jajpn  1g ¼ n:
The Ru¨ssmann condition is known to be the weakest non-degenerate condition for
the persistence of maximal dimensional invariant tori in nearly integrable
Hamiltonian systems [3,19,20,22,24].
Deﬁne
Z0 ¼
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r20 þ 4a0r0
q
þ r0
;
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where
a0 ¼ð1þ 2mÞj½M1jO;
r0 ¼
4m
s0
1þ 2m
s0
j½MjO
 2m1
: ð1:5Þ
Our main result is stated as follows.
Theorem 1. Consider (1.3). Assume conditions ðHÞ; ðRÞ and that
jM  ½MjDðrÞO; jB  ½BjDðrÞOoZ0: ð1:6Þ
Then there is a m ¼ mðr; s; l0; s0Þ40 sufficiently small such that if
j@llPjDðr;sÞOos2g3l0þ4m; jljpl0; ð1:7Þ
then there is a 0or0 ¼ r0ðr; s0Þpr and a Cantor-like set OgCO; with jO\Ogj ¼
Oðg
1
n1Þ; where n ¼ maxf2; ng; for which the following holds. There is a Cl01
Whitney smooth family of real analytic, symplectic transformations
Cl : D r0;
s
2
 
-Dðr0; sÞ; lAOg;
which are Cl0 uniformly close to the identity such that
H3Cl ¼ e þ/OðlÞ; ySþ 1
2
y
z
 
;Mðx; lÞ
y
z
  
þ hðx; y; z; lÞ þ Pðx; y; z; lÞ;
where
j@lle  @llejOg ¼ O g2ðl0þ1Þm
1
2
 
;
j@llO  @llojOg ¼ O g2ðl0þ1Þm
1
2
 
;
j@llM  @llMjDðr0ÞOg ¼ O gl0þ1m
1
4
 
;
for all jljpl0: Moreover,
@py@
q
z Pjðy;zÞ¼ð0;0Þ  0; jpj þ jqjp2:
Thus, all unperturbed tori Tl with lAOg will persist and give rise to a Cl01 Whitney
smooth family of slightly deformed, analytic, quasi-periodic, invariant n-tori of the
perturbed system with the Diophantine toral frequencies OðlÞ:
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Our next result concerns the preservation of toral frequencies in connection with
the degree of non-degeneracy of the matrix ½A: More precisely, we assume that
(ND) there is an 1pn0pn such that both the n0  n0 ordered principal block U of ½A
and Y  ½M  ½B? diagðU1; OÞ½B are non-singular on O; where O denotes
the zero matrix.
It is clear that (ND) holds automatically if ½A is non-singular on O and j½BjO is
sufﬁciently small (in particular when ½B  0).
Deﬁne
Z ¼ 2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r20 þ 4ar0
q
þ r0
; ð1:8Þ
where r0 is as in (1.5) and
a ¼ ð1þ 2mÞðjY1j þ jU1j þ ðjY1jjU1jÞð1þ j½Bj þ j½BjjU1jÞÞO: ð1:9Þ
Theorem 2. Consider (1.3). Assume conditions ðHÞ; ðNDÞ; condition (1.6) with Z in
place of Z0; and condition (1.7) with respect to a sufficiently small positive number
m ¼ mðr; s; l0; s0; UÞ:
(1) If ðRÞ holds, then there is a r0 ¼ r0ðr; s0; UÞ such that Theorem 1 holds with
ðOðlÞÞi ¼ oiðlÞ; lAOg; i ¼ 1; 2;y; n0;
i.e., the first n0 components of a perturbed toral frequency OðlÞ coincide with
the corresponding ones of the unperturbed toral frequency oðlÞ:
(2) If n0 ¼ n; i.e., U ¼ ½A is non-singular on O; then every hyperbolic Diophantine tori
Tl with Diophantine type ðg; tÞ for a fixed t4n  1 will persist with unchanged
toral frequencies.
The roughness condition (1.6) in Theorem 1 and the similar roughness condition
in Theorem 2 hold automatically if both M and B are small perturbations of x-
independent matrices. Since both roughness conditions are independent of the size of
the perturbation P and there is no restriction on the smallness of jA  ½Aj; the above
theorems can be applied to Hamiltonians of form (1.3) which may be far from
being integrable. In particular, if M ¼ ½M; B ¼ ½B; then Theorem 1 holds for
arbitrary Aðx; lÞ:
The above theorems extend the results of Graff and Zehnder even for the case of
(1.1), by allowing the degeneracy of A; a general matrixM; and the variation of toral
frequencies. It is clear that if B ¼ 0 then Theorem 2 (2) coincides with the results of
Graff and Zehnder. We remark that, in the frequency varying case, a smoothly
varying, symplectic reduction of (1.3) to (1.1), in particular with M being reduced to
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form (1.2), is generally not available especially when eigenvalues of J½MðoÞ change
their multiplicities.
The proof of the above theorems will use a linear iterative scheme which follows
the traditional KAM framework (Kolmogorov [12], Arnold [1], Moser [14,15], see
also [2,6] and references therein) but only deals with the elimination of all resonant
terms in each KAM step.
The paper is organized as follows. In Section 2, we consider applications of the
above results to problems such as the persistence of hyperbolic lower dimensional
tori on a submanifold in a partially integrable system and the persistence of a
hyperbolic invariant torus in a non-integrable system. In Section 3, we describe the
linear iterative scheme for one KAM step with respect to (1.3) and also give estimates
for the symplectic transformation and the new Hamiltonian. In Section 4, we prove
an iteration lemma which checks the validity of all KAM steps. Proofs of both
theorems will be completed in Section 5.
2. Applications
2.1. Persistence of hyperbolic tori on submanifolds
A natural way to introduce parameters in the application of Theorems 1 and 2 is
to consider persistence of hyperbolic tori on submanifolds in a partially integrable
Hamiltonian system. To be more precise, let us consider the Hamiltonian
Hðx; y; zÞ ¼ H0ðy; zÞ þ ePðx; y; zÞ; xATn; yARn; zAR2m; ð2:1Þ
endorsed with the standard symplectic structure. We assume that H0 is partially
integrable in the sense that the surface fz ¼ 0g is invariant with respect to the
Hamiltonian ﬂow associated to H0: Hence H0 admits the following Taylor
expansion:
H0ðy; zÞ ¼ H0ðy; 0Þ þ 1
2
/z; M˜ðyÞzSþ Oðjzj3Þ;
where M˜ðyÞ ¼ ð@2H0=@z2Þðy; 0Þ: Now consider a k-dimensional ð1pkpnÞ submani-
fold X of Rn deﬁned by
X ¼ fy ¼ yðlÞ; z ¼ 0 : lAOg;
where O is a closed bounded region in Rk and y : O-Rn is a smooth imbedding.
Then with the translation y  yðlÞ/y; z ¼ z; the Hamiltonian H0 becomes
H0ðy; z; lÞ ¼H0ðyðlÞ; 0Þ þ/ *oðyðlÞÞ; yS
þ 1
2
/y; A˜ðyðlÞÞySþ 1
2
/z; M˜ðyðlÞÞzSþ Oðjzj3Þ þ Oðjyjjzj2Þ;
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where *oðyÞ ¼ ð@H0=@yÞðy; 0Þ; A˜ðyÞ ¼ ð@2H0=@y2Þðy; 0Þ: Thus by letting eðlÞ ¼
H0ðyðlÞ; 0Þ; oðlÞ ¼ *oðyðlÞÞ; AðlÞ ¼ A˜ðyðlÞÞ; MðlÞ ¼ M˜ðyðlÞÞ; the Hamiltonian H
has the canonical form
H ¼ eðlÞ þ/oðlÞ; ySþ 1
2
y
z
 
;MðlÞ y
z
  
þ hðy; z; lÞ þ Pðx; y; z; lÞ;
with M ¼ diagðA; MÞ; and,
hðy; z; lÞ ¼ Oðjzj3Þ þ Oðjyjjzj2Þ; Pðx; y; z; lÞ ¼ ePðy þ yðlÞ; z; xÞ:
Since P and its derivatives with respect to l will be sufﬁciently small in a complex
neighborhood of Tn  f0g  f0g; an application of Theorems 1 and 2 yields the
following.
Corollary 1. Consider (2.1) on the submanifold X and assume that M˜ is hyperbolic on X
in the sense of ðHÞ:
(1) If *o satisfies the Ru¨ssmann condition on X; i.e., o satisfies ðRÞ on O; then there is
an e040 and a family of Cantor-like sets XeCX; 0oepe0; with jX\Xej-0; as
e-0; such that for all yAXe; the unperturbed n-tori Ty ¼ fyg  f0g  Tn persist
and give rise to a Whitney smooth family of hyperbolic, analytic, Diophantine
n-tori Ty;e of the perturbed system.
Moreover, if for some 1pn0pn; the n0  n0 ordered principal block UðyÞ of
A˜ðyÞ is non-singular on X; then the first n0 components of the toral frequency of
each Ty;e are the same as those of Ty:
(2) If A˜ðyÞ itself is non-singular on X; then all unperturbed hyperbolic Diophantine
n-tori Ty on X with Diophantine type ðg; tÞ; where 0ogoe
1
6nþ8 is arbitrary and
t4n  1 is fixed, will persist as e-0 with unchanged toral frequencies.
To give an example, let us consider
Hðx; y; zÞ ¼ 1
2
y21 þ y2 þ
1
2
ðu2  v2Þ þ ePðx; y; zÞ;
where x ¼ ðx1; x2Þ?AT2; y ¼ ðy1; y2Þ?AR2; z ¼ ðu; vÞ?AR2; associated to the stan-
dard symplectic structure. Let X be the unit circle in R2 which we parameterize by
X ¼ fðcos l; sin lÞ : 0plo2pg: With the notion above, it is clear that
oðlÞ ¼ ðcos l; 1Þ?;
AðlÞ ¼ 1 0
0 0
 
;
MðlÞ ¼ 1 0
0 1
 
:
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Hence condition (H) is clearly satisﬁed on X: Since
rankf@aoðlÞ : 8jajp1g ¼ rank cos l sin l
1 0
 
¼ 2; la0; p;
(R) is also satisﬁed. An application of Corollary 2 yields the persistence of the
majority of the unperturbed 2-tori on X after a small perturbation. Moreover, since
the 1 1 principal block of A equals 1; the ﬁrst component of the frequency of a
perturbed torus Tl;e is simply cos l:
2.2. Non-integrable KAM problem
Let H0ðp; qÞ; ðp; qÞARd  Rd be a real analytic Hamiltonian on R2d endorsed with
the standard symplectic structure. We assume that H0 admits an analytic, invariant,
Diophantine n-torus T0 for some 1pnod; i.e., there are real analytic functions
Pˆ; Qˆ : Tn-Rd ; and a Diophantine vector o0ARn; such that T0 ¼
clfðPˆðo0tÞ; Qˆðo0tÞÞ : tARg: Let xATn be the standard coordinate on Tn: One can
apply the Frobenius’ theorem [16] to obtain a symplectic coordinate system
ðx; y; zÞATn  Rn  R2d2n in the vicinity of T0 such that T0 ¼ fy ¼ 0; z ¼ 0g and
H0 ¼ e þ/o0; ySþ 1
2
y
z
 
;MðxÞ y
z
  
þ Oððjyj þ jzjÞ3Þ:
Write M into blocks like (1.4) and assume that (a) ½A is non-singular; (b) ½M is
hyperbolic in the sense of (H); (c) jM  ½Mj; jB  ½Bj are sufﬁciently small. Then an
application of Theorem 2 (2) yields the persistence as well as the frequency
preservation of T0 after a small perturbation of H0: In the case that a smooth family
of such invariant n-tori Tl of H are given, one can show the persistence of the
majority of invariant tori in the family under either the Ru¨ssmann condition (R) or
the non-degeneracy of ½Al according to Theorems 1 and 2.
The non-integrable persistence problem is even more signiﬁcant when the
persistence of a smooth family of maximal dimensional invariant tori TlCTd ;
lAO; is considered for H0; where OCRk is a bounded closed region.
By introducing a symplectic coordinate ðx; yÞADðr; sÞ ¼ fðx; yÞ : jIm xjor; jyjosg
in the vicinity of the invariant tori, the perturbed Hamiltonian H0 þ eP can be
written in the form
H ¼ eðlÞ þ/oðlÞ; ySþ 1
2
/y; Aðx; lÞySþ Oðjyj3Þ þ ePðx; y; lÞ: ð2:2Þ
For a ﬁxed Diophantine toral frequency o ¼ o0; persistence of an invariant n-
torus of (2.2) for small e has been shown for the non-degenerate case (i.e., ½A is a
non-singular constant matrix) by Salamon and Zehnder [21] using the Lagrangian
formalism and by Eliasson [7] using Lindstedt series. A generalization of these works
is recently made in [5] without using action-angle variables.
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In the frequency varying case with possible degeneracy of oðlÞ; an immediate
consequence of Theorems 1 and 2 is the following.
Corollary 2. Consider (2.2).
(1) If oðlÞ satisfies the Ru¨ssmann condition ðRÞ for n ¼ d; then there is a sufficiently
small e040 and a family of Cantor-like sets OeCO; 0oepe0; with jO\Oej-0; as
e-0; such that for all lAOe; the unperturbed d-tori Tl ¼ Td  f0g persist and give
rise to a Whitney smooth family of slightly deformed, analytic, Diophantine,
invariant d-tori of the perturbed system.
Moreover, if for some 1pd0pd; the d0  d0 ordered principal block of ½A is
non-singular on O; then the first d0 components of the toral frequency of each
perturbed torus coincide with those of the corresponding unperturbed toral
frequency.
(2) If ½A itself is non-singular on O; then all Diophantine tori Tl of Diophantine type
ðg; tÞ; where 0ogoe
1
6dþ8 is arbitrary and t4n  1 is fixed, will persist as e-0 with
unchanged toral frequencies.
Part 2 of Corollary 3 particularly holds when the persistence of a ﬁxed
Diophantine torus in a non-integrable Hamiltonian system is considered. Assume
that the Hamiltonian H0 admits a Diophantine invariant d-torus T0 with toral
frequency o0: Let ðx; yÞATd  Rd be a symplectic coordinate system in the vicinity
of T0 such that T0 ¼ fy ¼ 0g: Then with respect to the new coordinate the
Hamiltonian H0 becomes
H0 ¼ e þ/o0; ySþ 1
2
/y; AðxÞySþ Oðjyj3Þ;
where AðxÞ ¼ ð@2H=@y2Þðx; 0Þ: Applying part (2) of Corollary 3, it is clear that if H0
is non-degenerate on T0; i.e., A is non-singular on T
d ; then not only does T0 persist
under a small perturbation of H0 but also the perturbed toral frequency is kept
unchanged.
3. KAM step
In this section, we describe our linear iterative scheme with respect to (1.3) for one
KAM step, under the conditions of the ﬁrst part of Theorem 2. As we shall see in the
sequel, Theorem 1 and the second part of Theorem 2 can be more or less treated as
special cases of the ﬁrst part of Theorem 2 by taking n0 ¼ 0 and n respectively (to
unify the notation, n0 ¼ 0 means the omission of all U-related terms in the
assumptions of Theorems 1 and 2). Below, we let t4maxfnðn  1Þ  1; 0g be ﬁxed.
Also, for simplicity, we set l0 ¼ n:
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Initially, set e0 ¼ e; O0 ¼ o;M0 ¼M; A0 ¼ A; B0 ¼ B; M0 ¼ M; h0 ¼ h; P0 ¼ P;
O0 ¼ O; b0 ¼ s; r ¼ r; g0 ¼ g; s0 ¼ g
nþ1þa0
2
0 m
1
4; m0 ¼ s2g
nþ1þa0
2
0 m
1
2; m ¼ m: We also write
½A0ð¼ ½AÞ into blocks
½A0 ¼ U
0 E0
ðE0Þ? V 0
 
;
where U0 ¼ U : Without loss of generality, assume that 0or;b0; mp1; s0pb0: By
(1.7), we have that
j@llP0jDðr0;s0Þpgnþ10 s20m0; jljpn; ð3:1Þ
where r0Að0; r will be speciﬁed in Section 3.3.
Suppose at a KAM step, say the nth step, we have arrived at a Hamiltonian
H ¼ Hn ¼ N þ P; ð3:2Þ
N ¼ Nnðx; y; z; lÞ ¼ e þ/OðlÞ; ySþ 1
2
y
z
 
;Mðx; lÞ y
z
  
þ h0ðx; y; z; lÞ;
where ðx; y; zÞAD ¼ Dn ¼ Dðr; sÞ; 0or ¼ rnpr0; 0os ¼ snps0; g ¼ gnpg0; lAO ¼
OnCO0; eðlÞ ¼ enðlÞ; OðlÞ ¼ OnðlÞ are smooth on O with ðOðlÞÞi ¼ oiðlÞ; 1pipn0;
Mðx; lÞ ¼Mnðx; lÞ is real symmetric over D O ¼ fx : jIm xjorg  O which is
smooth in lAO and real analytic in xAD ¼ Dn ¼ DðrÞ; P ¼ Pnðx; y; z; lÞ is real
analytic in ðx; y; zÞAD; smooth in lAO; and moreover,
j@llPjDOpgnþ1s2m; jljpn;
for some m ¼ mn40:
We shall construct a symplectic transformation F ¼ Fnþ1 which transforms
Hamiltonian (3.2), in smaller phase and frequency domains, to the desired
Hamiltonian in the next KAM cycle (the ðnþ 1Þth KAM step).
Below, for simplicity, quantities (domains, normal form, perturbation, etc.) in the
next KAM cycle will be simply indexed by ‘‘þ’’ ð¼ nþ 1Þ and we shall often suspend
the dependence of functions on their arguments. Also, all constants c1  c7 in this
section are positive and independent of the iteration process. We shall also use
c ¼ cðr0; b0; l0; s0Þ to denote any intermediate positive constant which is independent
of the iteration process.
Let b; s; d be sufﬁciently small positive constants such that
s ðb þ sÞð2b þ 3sÞ40; dð1þ b þ sÞ41;
n þ 1þ a0
2
 
ð1 2b  3sÞ4n þ 1;
where d ¼ 1 d; a0Að0; 1=3Þ:
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Deﬁne
gþ ¼
g0
4
þ g
2
;
rþ ¼ dr þ d 1 d
2
2
 
r0;
sþ ¼ s1þbþs;
bþ ¼
b
2
þ b0
4
;
Kþ ¼ log 1
s
 
þ 1
 3
;
DðaÞ ¼D rþ þ 6
8
ðr  rþÞ; a
 
; a40;
DðaÞ ¼ fx : jIm xjoag; a40;
GðaÞ ¼ e
r0ð1dÞd2
16
X
0ojkjpKþ
jkjnþðnþ1Þtþ6ejkja8; a40;
Dþ ¼Dðrþ; sþÞ;
Dþ ¼DðrþÞ ¼ fx : jIm xjorþg;
D˜þ ¼D rþ þ 5
8
ðr  rþÞ; bþ
 
;
Di ¼D rþ þ i  1
8
ðr  rþÞ; isþ
 
; i ¼ 1; 2;y; 8:
3.1. Truncation
We express P into Taylor–Fourier series
P ¼
X
iAZnþ; jAZ
2m
þ ;kAZn
pkijy
iz je
ﬃﬃﬃﬃ1p /k;xS
and consider the truncation
R ¼
X
jijþj jjo3;jkjpKþ
pkijy
iz je
ﬃﬃﬃﬃ1p /k;xS ¼ X
jkjpKþ
ðPk00 þ/Pk10; yS
þ /Pk01; zSþ/y; Pk20ySþ/y; Pk11zSþ/z; Pk02zSÞe
ﬃﬃﬃﬃ1p /k;xS: ð3:3Þ
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Lemma 3.1. Assume that
(H1) sþp s16;
(H2) RN
Kþ
lnel
rrþ
16 dlps:
Then there is a constant c1 such that
j@llðP  RÞjD8pc1gnþ1 s3 þ
s3þ
s
 
m; jljpn:
Proof. Denote
I ¼
X
jkj4Kþ
pkijy
iz je
ﬃﬃﬃﬃ1p /k;xS;
II ¼
X
jkjpKþ;jijþj jjX3
pkijy
iz je
ﬃﬃﬃﬃ1p /k;xS
¼
Z
@ðp;qÞ
@yp@zq
X
jkjpKþ;jijþj jjX3
pkije
ﬃﬃﬃﬃ1p /k;xSyiz j dy dz;
D ¼D rþ þ 7
8
ðr  rþÞ; s
 
;
where
R
is the obvious anti-derivative of @
ðp;qÞ
@yp@zq for jpj þ jqj ¼ 3: Clearly,
P  R ¼ I þ II :
We note by (H1) that D8CD:
Since, by Cauchy’s estimate,
X
iAZnþ; jAZ
2m
þ
@llpkijy
iz jjpj@llP


Dðr;sÞ
ejkjrpgnþ1s2mejkjr; jljpn;
(H2) implies that
j@llI jDp
X
jkj4Kþ
gnþ1s2mejkjrejkjðrþþ
7
8
ðrrþÞÞ
p gnþ1s2m
XN
k¼Kþ
knek
rrþ
8 pgnþ1s2m
Z N
Kþ
lnel
rrþ
16 dl
p gnþ1s3m; jljpn:
ARTICLE IN PRESS
Y. Li, Y. Yi / J. Differential Equations 208 (2005) 344–387 355
It follows that
j@llðP  IÞjDrj@llPjDðr;sÞ þ j@llI jDp2gnþ1s2m; jljpn:
By Cauchy’s estimate of @llðP  IÞ on D; we then have
j@llII jD8p
Z
@ðp;qÞ
@yp@zq
X
jkjpKþ;jijþj jjX3
@llpkije
ﬃﬃﬃﬃ1p /k;xSyiz j dy dz


D8
p
Z
 @ðp;qÞ@yp@zq @llðP  I  RÞjD dy dzjD8
p 2 1
s  8sþ
 3
gnþ1s2m
Z
dy dz


D8
pcgnþ1 s
3
þ
s
m; jljpn:
Thus,
j@llðP  RÞjD8pcgnþ1 s3 þ
s3þ
s
 
m; jljpn: &
3.2. The linear homological equations
Write M into blocks
Mðx; lÞ ¼ A B
B? M
 
;
where
Aðx; lÞ ¼
X
kAZn
Ake
ﬃﬃﬃﬃ1p /k;xS;
Bðx; lÞ ¼
X
kAZn
Bke
ﬃﬃﬃﬃ1p /k;xS;
Mðx; lÞ ¼
X
kAZn
Mke
ﬃﬃﬃﬃ1p /k;xS
are n  n; n  2m; 2m  2m blocks of M respectively.
To transform (3.2) into the Hamiltonian in the next KAM cycle, a symplectic
transformation should at least eliminate all its ﬁrst order resonant terms
Pk00e
ﬃﬃﬃﬃ1p /k;xS;/Pk10; ySe ﬃﬃﬃﬃ1p /k;xS;/Pk01; zSe ﬃﬃﬃﬃ1p /k;xS;/P001; zS; 0ojkjpKþ:
An essential idea of our linear iterative scheme is to ﬁnd a Hamiltonian F of the form
F ¼
X
0ojkjpKþ
ð fk0 þ/fk1; ySþ/Fk1; zSÞe
ﬃﬃﬃﬃ1p /k;xS þ/F01; zS ð3:4Þ
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such that the time-1 map f1F of the ﬂow generated by F ; as a symplectic
transformation, will precisely eliminate the above resonant terms. To be able to ﬁx
the ﬁrst n0 components of the toral frequencies as stated in Theorem 2 (1), we shall
also ﬁnd a YARn0 so that the translation of coordinate
f : x-x; y-y þ Y
0
 
; z-z
removes all possible drifts among the ﬁrst n0 components of the new toral
frequencies.
Denote
½A ¼ U E
E? V
 
;
R0 ¼ ½R þ
X
0ojkjpKþ
ð/y; Pk20ySþ/y; Pk11zSþ/z; Pk02zSÞe
ﬃﬃﬃﬃ1p /k;xS
 /P001; zSþ
X
jkjpKþ
/BkJFk1; yS; ð3:5Þ
Rt ¼ð1 tÞfN; Fg þ R;
y ¼
Y
0
 
; ð3:6Þ
where U ; E; V are the n0  n0; n0  ðn  n0Þ; ðn  n0Þ  ðn  n0Þ blocks of ½A
respectively.
Let
Fþ ¼ f1F 3f:
Then it is easy to see that
Hþ ¼H3Fþ ¼ H3f1F 3f ¼ ðN þ RÞ3f1F 3fþ ðP  RÞ3f1F 3f
¼ðN þ R0Þ3f/y; ðA  ½AÞyS/y; BzS
þ ðfN; Fg þ R  R0Þ3fþ/y; ðA  ½AÞySþ/y; BzS
þ
Z 1
0
fRt; Fg3ftF 3fdt þ ðP  RÞ3f1F 3f:
Since the Taylor–Fourier series of R  R0 consists of terms of Fourier modes
e
ﬃﬃﬃﬃ1p /k;xS; 0ojkjpKþ; but that of fN; Fg contains some high modes e ﬃﬃﬃﬃ1p /k;xS for
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jkj4Kþ; we need to choose a function Q of high order such that both equations
ðfN; Fg þ R  R0Þ3f Q þ/y; ðA  ½AÞySþ/y; BzS ¼ 0; ð3:7Þ
diagðU ; OÞy ¼ diagðIn0 ; OÞ P010 
X
j jjpKþ
BjJFj1
0
@
1
A ð3:8Þ
are solvable. If this is the case, then it is easy to see that
Hþ ¼ Nþ þ Pþ;
Nþ ¼ eþ þ/OþðlÞ; ySþ 1
2
y
z
 
;Mþ
y
z
  
þ h0ðx; y; z; lÞ
¼ eþ þ/OþðlÞ; ySþ 1
2
y
z
 
;
Aþ Bþ
Bþ? Mþ
 
y
z
  
þ h0ðx; y; z; lÞ;
where
eþ ¼ e þ P000 þ/O; yS; ð3:9Þ
Oþ ¼ Oþ diagðO; Inn0Þ ½Ay þ P010 þ
X
jkjpKþ
BkJFk1
0
@
1
A; ð3:10Þ
Aþ ¼ A þ
X
jkjpKþ
2Pk20e
ﬃﬃﬃﬃ1p /k;xS; ð3:11Þ
Bþ ¼ B þ
X
jkjpKþ
Pk11e
ﬃﬃﬃﬃ1p /k;xS; ð3:12Þ
Mþ ¼ M þ
X
jkjpKþ
2Pk02e
ﬃﬃﬃﬃ1p /k;xS; ð3:13Þ
Pþ ¼
Z 1
0
fRt; Fg3ftF 3f dt þ ðP  RÞ3f1F 3f
þ 1
2
/y; ðA  2 diagðU ; OÞÞySþ h0ðx; y þ y; z; lÞ  h0ðx; y; z; lÞ
þ
X
jkjpKþ
ð/y; Pk20ySþ/y; 2Pk20ySþ/y; Pk11zSÞe
ﬃﬃﬃﬃ1p /k;xS þ Q: ð3:14Þ
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We now explore Eqs. (3.7) and (3.8). Let
Q ¼
X
0ojkjpKþ
1
2
@x/y; Aðx; lÞySþ @x/y; Bðx; lÞzSþ 1
2
@x/z; Mðx; lÞzS
0@
þ @xh0ðx; y; z; lÞ; fk1

þ ð
ﬃﬃﬃﬃﬃﬃ
1
p
/k; Aðx; lÞy þ Bðx; lÞzS
þ @yh0ðx; y; z; lÞÞð fk0 þ/fk1; ySþ/Fk1; zSÞ

e
ﬃﬃﬃﬃ1p /k;xS
þ
X
jkj4Kþ
ð/BkJF01; ySþ/MkJF01; zSÞe
ﬃﬃﬃﬃ1p /k;xS
þ
X
jkj4Kþ;0oj jjpKþ
ð/BkjJFj1; ySþ/MkjJFj1; zSÞe
ﬃﬃﬃﬃ1p /k;xS
þ
X
0ojkjpKþ
/@zh0ðx; y; z; lÞJFk1; zSe
ﬃﬃﬃﬃ1p /k;xS
1
A3f
þ
X
0ojkjpKþ
ð
ﬃﬃﬃﬃﬃﬃ
1
p
/fk1; ySþ/B?ðx; lÞy; JFk1Sþ/Pk10; ySÞe
ﬃﬃﬃﬃ1p /k;xS
þ
X
jkj4Kþ
ð/y; AkySþ/y; BkzSÞe
ﬃﬃﬃﬃ1p /k;xS þ/B?ðx; lÞy; JF01S: ð3:15Þ
Substituting (3.3)–(3.5) and (3.15) into (3.7) yields

X
0ojkjpKþ
ﬃﬃﬃﬃﬃﬃ
1
p
/k;OðlÞSð fk0 þ/fk1; ySþ/Fk1; zSÞe
ﬃﬃﬃﬃ1p /k;xS
þ
X
j jjpKþ
/z; MjJFj1Sþ
X
0ojkjpKþ;j jjpKþ
ð/y; BkjJFj1S
þ /z; MkjJFj1SÞe
ﬃﬃﬃﬃ1p /k;xS þ X
0ojkjpKþ
ð/y; AkySþ/y; BkzSþ Pk00 þ/Pk10; yS
þ /Pk01; zSÞe
ﬃﬃﬃﬃ1p /k;xS þ/P001 þ ½B?y; zS ¼ 0:
By comparing coefﬁcients above, Eqs. (3.7), (3.8) give rise to the following linear
homological equations for all 0ojkjpKþ:
ﬃﬃﬃﬃﬃﬃ
1
p
/k;OðlÞSfk0 ¼ Pk00; ð3:16Þ
ﬃﬃﬃﬃﬃﬃ
1
p
/k;OðlÞSfk1 ¼ Pk10 þ Aky þ
X
j jjpKþ
BkjJFj1; ð3:17Þ
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ﬃﬃﬃﬃﬃﬃ
1
p
/k;OðlÞSFk1  ½MJFk1 ¼
X
0oj jjpKþ; jak
MkjJFj1
þ Pk01 þ B?k y þ MkJF01; ð3:18Þ
½MJF01 ¼ P001 
X
0oj jjpKþ
MjJFj1  ½B?y; ð3:19Þ
diagðU ; OÞy ¼ diagðIn0 ; OÞ P010 
X
0oj jjpKþ
BjJFj1  ½BJF01
0
@
1
A: ð3:20Þ
Let
Oþ ¼ lAO : j/k;OðlÞSj4 gjkjt; 0ojkjpKþ
 
;
Y ¼ ½MJ  ½B? diagðU1; OÞ½BJ;
Y 0 ¼ ½M0J  ½B0? diagððU0Þ1; OÞ½B0J: ð3:21Þ
Then /k;OðlÞS is invertible on Oþ for all 0ojkjpKþ: If we assume that
(H3) j@llðMM0ÞjDðrÞOpgnþ10 m
1
4; jljpn;
then as m small, both U and Y are non-singular on O: Thus, for all 0ojkjpKþ;
lAOþ; (3.16) is immediately solvable, and, (3.17), (3.19) and (3.20) can be also solved
in terms of Fk1; 0ojkjpKþ: More precisely, we have
fk0 ¼ 
ﬃﬃﬃﬃﬃﬃ
1
p
/k;OðlÞS1Pk00; ð3:22Þ
fk1 ¼ 
ﬃﬃﬃﬃﬃﬃ
1
p
/k;OðlÞS1 Pk10  Ak diagðU1; OÞðP010
0
@
þ
X
0oj jjpKþ
BjJFj1Þ þ ðBk  Ak diagðU1; OÞ½BÞJY1ðP001

X
0oj jjpKþ
MjJFj1 þ ½B? diagðU1; OÞP010
þ diagðU1; OÞ
X
0oj jjpKþ
BjJFj1Þ þ
X
0oj jjpKþ
BkjJFj1
1
A; ð3:23Þ
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F01 ¼Y1 P001 
X
0oj jjpKþ
MjJFj1 þ ½B? diagðU1; OÞP010
0
@
þ diagðU1; OÞ
X
0oj jjpKþ
BjJFj1
1
A; ð3:24Þ
y ¼ diagðU1; OÞ P010 
X
0oj jjpKþ
BjJFj1  ½BJY1 P001
0
@
0
@

X
0oj jjpKþ
MjJFj1 þ ½B? diagðU1; OÞP010
þ diagðU1; OÞ
X
0oj jjpKþ
BjJFj1
1
A
1
A: ð3:25Þ
Substituting (3.24), (3.25) into (3.18), it is easy to see that Fk1; 0ojkjpKþ; satisfy
the following equations:
LkFk1 ¼
X
0oj jjpKþ
MkjFj1 þPk; ð3:26Þ
where
Lk ¼
ﬃﬃﬃﬃﬃﬃ
1
p
/k;OðlÞSI2m  ½MJ; ð3:27Þ
Mkj ¼
%Mkk; j ¼ k;
MkjJ þ %Mkj ; jak;
(
ð3:28Þ
Pk ¼Pk01  B?k diagðU1; OÞP010 þ B?k diagðU1; OÞ½BJY1P001
 B?k diagðU1; OÞ½BJY1½B? diagðU1; OÞP010
 MkJY1P001 þ MkJY1½B? diagðU1; OÞP010; ð3:29Þ
with
%Mkj ¼MkJY1ðMjJ þ diagðU1; OÞBjJÞ
þ B?k diagðU1; OÞðBjJ þ ½BJY1ðMjJ  diagðU1; OÞBjJÞÞ:
Thus, Eqs. (3.16)–(3.20) are solvable on Oþ if and only if (3.26) is. In fact, for the
sake of convergence of the symplectic transformations to be constructed, not only do
these equations need to be solvable, but also their solutions should satisfy certain
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exponential decay properties. This motivates us to consider the following
weighted functions:
F˜k1 ¼ ejkjðrþþ
7
8
ðrrþÞÞFk1; 0ojkjpKþ;
M˜kj ¼ eðjkjj jjÞðrþþ
7
8
ðrrþÞÞMkj ; 0ojkj; j jjpKþ;
*Pk ¼ ejkjðrþþ
7
8
ðrrþÞÞPk; 0ojkjpKþ:
Let T ¼ ‘‘o’’ be a ﬁxed ordering on Znþ with the property that whenever
k; kAZnþ with jkjojkj; then kok: We deﬁne
F ¼
^
F˜j1
^
0
B@
1
CA; P ¼
^
*Pj
^
0
B@
1
CA
as the column vectors which vertically line up all F˜j1; *Pj; 0oj jjpKþ; respectively,
according to the ordering T: We also form the matrices
L ¼ diagðLkÞ; A ¼ ðM˜kjÞ; ð3:30Þ
according to the same orderingT: Then it is clear that the equations in (3.26) can be
put into the following system form:
ðLAÞF ¼ P: ð3:31Þ
3.3. Invertibility of LA
The invertibility of LA will be shown by a perturbation argument.
Let fM0kg; fB0kg be the Fourier coefﬁcients of M0; B0 respectively, and let M0kj;
0ojkj; j jjpKþ; be deﬁned as in (3.28) with M0k ; B0k; U0; Y 0 in place of Mk; Bk; U ; Y ;
for all 0ojkjpKþ; respectively. Denote
L0k ¼
ﬃﬃﬃﬃﬃﬃ
1
p
/k;oS ½M0J; M˜0kj ¼ eðjkjj jjÞðrþþ
7
8ðrrþÞÞM0kj; 0oj jj; jkjpKþ;
and let L0; A0 be deﬁned as in (3.30) with L0k; M˜
0
kj in place of Lk; M˜kj;
0oj jj; jkjpKþ; respectively. We ﬁrst show the invertibility of L0 A0 on O0; along
with the estimate of an upper bound for its inverse.
By the hyperbolicity of ½M0J; it is easy to see that all L0k; 0ojkjpKþ; are non-
singular on O0: This implies that L0 is non-singular on O0: To obtain an upper bound
of jðL0Þ1j on O0; we need to estimate a uniform bound for all jL0k1jO0 ; 0ojkjpKþ:
To do so, let L ¼ LðlÞ be non-singular on O0 such that
L1½M0JL ¼ E;
ARTICLE IN PRESS
Y. Li, Y. Yi / J. Differential Equations 208 (2005) 344–387362
where E ¼ EðlÞ denotes the Jordan canonical form of ½M0J ¼ ½M0ðlÞJ for each
lAO0: Due to the possible change of multiplicities of eigenvalues of ½M0J; L is in
general not continuous on O0: However, by the standard Q-R decomposition
procedure, for each lAO0; there is an upper triangular matrix S ¼ SðlÞ such that LS
is orthogonal. Denote E˜ ¼ E˜ðlÞ  S1ES; then E˜ is also upper triangular, and,
ðLSÞ?½M0JðLSÞ ¼ ðLSÞ1½M0JðLSÞ ¼ S1ES ¼ E˜:
Let j 
 j2 denote the matrix norm induced by the Euclidean vector norm. Then for
any n  2m matrix ðaijÞ;
1ﬃﬃﬃﬃﬃﬃ
2m
p jðaijÞjpjðaijÞj2p
ﬃﬃﬃﬃﬃﬃ
2m
p
jðaijÞj:
It follows that
jE˜jp
ﬃﬃﬃﬃﬃﬃ
2m
p
jE˜j2 ¼
ﬃﬃﬃﬃﬃﬃ
2m
p
j½M0Jj2p2mj½M0j; ð3:32Þ
jðL0kÞ1jp
ﬃﬃﬃﬃﬃﬃ
2m
p
jðL0kÞ1j2 ¼
ﬃﬃﬃﬃﬃﬃ
2m
p
jð
ﬃﬃﬃﬃﬃﬃ
1
p
/k;oSI2m  E˜Þ1j2
p2mjð
ﬃﬃﬃﬃﬃﬃ
1
p
/k;oSI2m  E˜Þ1j: ð3:33Þ
Since the eigenvalues of ½M0J coincide with those of E˜; eigenvalues ofﬃﬃﬃﬃﬃﬃ1p /k;oSI2m  E˜ are bounded below in absolute value by s0: Using (H), (3.32),
(3.33) and the standard inverse formula for upper triangular matrices, we have that
jðL0kÞ1jp 2mjð
ﬃﬃﬃﬃﬃﬃ
1
p
/k;oSI2m  E˜Þ1jp2ms0 1þ
jE˜jO0
s0
 !2m1
p 2m
s0
1þ 2m
s0
j½M0jO0
 2m1
¼ r0
2
for all lAO0; 0ojkjpKþ; i.e.,
jðL0Þ1jO0p
r0
2
: ð3:34Þ
Next, we give an estimate for jA0jO0 :
Let UðxÞ ¼ ðuijðxÞÞ be a real analytic, matrix valued function deﬁned on
DðaÞ ða40Þ and denote Uk ¼ ðukijÞ; kAZn\f0g; as the kth Fourier coefﬁcient of
UðxÞ: Since
Uk ¼
Z
Tn
ðU ½UÞe
ﬃﬃﬃﬃ1p /k;xSdx;
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Cauchy’s estimate yields that
jUkjpjU ½UjDðaÞejkja: ð3:35Þ
It also follows from Parseval’s identity that
X
0ojkjpK˜
jUkj ¼
X
0ojkjpK˜
max
i
X
j
jukijjp
ﬃﬃﬃﬃﬃﬃ
2m
p X
0ojkjpK˜
X
i; j
jukijj2
¼
ﬃﬃﬃﬃﬃﬃ
2m
p X
i;j
X
0ojkjpK˜
jukijj2
0
@
1
A
1
2
p2m max
i
X
j
jjuij  ½uijjjL2ðDðaÞÞ
p 2m max
i
X
j
juij  ½uij jDðaÞ ¼ 2mjU ½UjDðaÞ ð3:36Þ
for any K˜40:
Applying (3.36) to the formula for M0kj similar to (3.28), we see that, for any
0ojkjpKþ; lAO0;X
0oj jjpKþ
jM0kj j ¼ jM0kkj þ
X
0oj jjpKþ; jak
jM0kj j
pjM0  ½M0jDðrÞ þ ð1þ 2mÞjðY 0Þ1jjM0  ½M0j2DðrÞ
þ ð1þ 2mÞjðY 0Þ1jjðU0Þ1jjM0  ½M0jDðrÞjB0  ½B0jDðrÞ
þ ð1þ 2mÞjðY 0Þ1jjðU0Þ1jjB0  ½B0j2DðrÞ
þ ð1þ 2mÞjðU0Þ1jjB0  ½B0j2DðrÞ þ ð1þ 2mÞj½B0jjðY 0Þ1jjðU0Þ1j
 jM0  ½M0jDðrÞjB0  ½B0jDðrÞ
þ ð1þ 2mÞj½B0jjðY 0Þ1jjðU0Þ1j2jB0  ½B0j2DðrÞoZþ aZ2 ¼
1
r0
; ð3:37Þ
where Z; a are as in (1.8), (1.9) respectively, i.e.,
Z ¼ 2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r20 þ 4ar0
q
þ r0
;
a ¼ð1þ 2mÞðjðY 0Þ1j þ jðU0Þ1j
þ ðjðY 0Þ1jjðU0Þ1jÞð1þ j½B0j þ j½B0jjðU0Þ1jÞÞO0 :
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We now choose r0 in (3.1). Deﬁne
A0ðaÞ ¼ ðeðjkjjÞaM0kjÞ
as the one parameter family of matrices which are of the same dimension as A and
are formed according to the ordering T: Then (3.37) clearly implies that
jA0ð0ÞjO0o
1
r0
:
Note that, by (3.35),X
j jj40
ejkjjaj@llM0kj jpc
X
j jj40
ejkjjðraÞpc
X
j jjX0
ej jjðraÞoN;
X
j jj40
jk  jjejkjjaj@llM0kjjp c
X
j jj40
jk  jjejkjjðraÞ
p c
X
j jjX0
j jjej jjðraÞoN
for all jljpn: It follows that the family of functions
Zk;K˜ðaÞ ¼
X
0oj jjpK˜
ejkjjajM0kj j
is uniformly bounded and equi-continuous. Hence
jA0ðaÞjO0 ¼ max0ojkjpKþ
X
0oj jjpKþ
ejkjjajM0kjjO0
is continuous in aA½0; rÞ uniformly in Kþ:
Let r0 ¼ r0ðr; s0; U0ÞAð0; r2  be ﬁxed such that
jA0 1 dd
2
16
 
r0
 
O0
o 1
r0
:
Denote
xðaÞ ¼ 7
8
þ d
8
 
a þ d
8
1 d
2
2
 
r0: ð3:38Þ
Then
xðrÞ ¼ rþ þ 7
8
ðr  rþÞ;
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xðr0Þ ¼ 1 dd
2
16
 
r0:
Since
eðjkjj jjÞxðrÞjM0kj jpejkjjxðrÞjM0kjjoejkjjxðr0ÞjM0kjj; 0ojkj; j jjpKþ;
we have that
jA0jO0pjA0ðxðr0ÞÞjO0o
1
r0
: ð3:39Þ
Thus, by (3.34),
jðL0 A0Þ1jO0p
jðL0Þ1jO0
1 jA0jO0 jðL0Þ1jO0
o2r0:
Lemma 3.2. Assume ðH3Þ and also that
(H4) j@llA @llA0jOom
1
4:
Then as m sufficiently small,L ¼ LA is non-singular on O; and moreover, there is
a constant c2 such that
j@llLjOpc2Kþ; jljpn:
Proof. Given e040 small. Since, by (H3),
jU  U0jO; jY  Y 0jO; jM  M0jOpjMM0jOpm
1
4;
we can choose m small, say, mp
e4
0
1þe0 minf 1jðU0Þ1jO0 ;
1
jðY 0Þ1jO0
g; such that
jU1jOpð1þ e0ÞjðU0Þ1jO0 ; ð3:40Þ
jY1jOpð1þ e0ÞjðY 0Þ1jO0 ; ð3:41Þ
jMjOpð1þ e0ÞjM0jO0 :
Deﬁne r similar to r0 with M; O; s ¼ ð1 e0Þs0 in place of M0; O0; s0;
respectively. Then, rp43 r0 as e0 small, and, as m small the real parts of all
eigenvalues of ½MJ are bounded below in absolute value by s0:
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On one hand, by a similar argument as for (3.34), we have that
jL1jOp
1
2
rp
2
3
r0:
On the other hand, by (3.39) and (H4), we can make m even smaller if necessary
so that
jAjOo
2
3r0
:
It follows that L is non-singular on O and
jL1jOp4r0:
Since, by (H3) and (H4),
j@lLjOpj@lLjO þ j@lAjOpcKþ;
we also have
j@lL1jO ¼ jL1ð@lLÞL1jOpj@lLjOjL1j2OpcKþ:
By induction,
j@llL1jOpcKþ; jljpn: &
Above all, with the hypotheses (H3), (H4), the linear system (3.31) can be uniquely
solved on Oþ to yield smooth functions fk0; fk1; Fk1; F01; y; 0ojkjpKþ: Hence, the
Hamiltonian F in (3.4) is well deﬁned, smooth in lAOþ; and real analytic in
ðx; y; zÞAD:
3.4. Estimates on the transformation
We ﬁrst give some estimates on F and its derivatives. Denote
z ¼ KþGðr  rþÞ:
Lemma 3.3. Assume ðH3Þ; ðH4Þ and also that
(H5) j@loðO oÞjOpm
1
4; jljpn:
Then there is a constant c3 such that the following holds for all jljpn:
(1) j@llyjOþpc3gnþ1smz:
(2) On DðsÞ  Oþ;
j@llF j; j@llFxj; sj@llFyj; sj@llFzjpc3s2mz:
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(3) On DðbÞ  Oþ;
j@llDiF jpc3mz; jijp4;
where D ¼ @ðx;y;zÞ:
Proof. Let jljpn: First, we observe by Cauchy’s estimate that
j@llPkijjOp csðiþjÞj@llPjDðr;sÞOejkjr
p cgnþ1s2ijmejkjr; jkjX0; i; j ¼ 0; 1; 2; ð3:42Þ
and by (3.35) and (H3) that
j@llMkjO; j@llBkjOp j@llM @llM0jDðrÞOejkjr
p gnþ10 m
1
4ejkjrp2nþ1gnþ1m
1
4ejkjr; jkj40: ð3:43Þ
Let lAOþ; jkj40: Then, by (3.29), (3.40)–(3.43), we have that
j@llPkjpcgnþ1smejkjr;
i.e.,
j@llPjpcgnþ1sm:
Using (3.31) and Lemma 3.2, it follows that
j@llF˜k1jpj@llFj ¼ j@llðL1PÞjpcgnþ1smKþ:
Hence,
j@llFk1jpcgnþ1smKþejkjðrþþ
7
8
ðrrþÞÞ: ð3:44Þ
By straightforward applications of (3.40)–(3.44) to (3.24) and (3.25), we then
obtain (1) and also that
j@llF01jpcgnþ1smKþ: ð3:45Þ
Next, we note by (H5), (3.21) and a direct calculation that
j@ll/k;OðlÞS1jpc
jkjjljþðjkjþ1Þt
gjljþ1
:
This together with (3.40)–(3.44) implies that
j@ll fk0jpcjkjjljþðjljþ1Þts2mejkjr; ð3:46Þ
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j@ll fk1jpcjkjjljþðjljþ1ÞtsmKþejkjðrþþ
7
8
ðrrþÞÞ: ð3:47Þ
Now, using the expression of F ; y in (3.4) and (3.25) respectively, parts (2), (3) of
the lemma follow directly from (3.43)–(3.47). &
Lemma 3.4. Assume ðH1Þ; ðH3Þ–ðH5Þ and also that
(H6) c3mzo18ðr  rþÞ;
(H7) c3smzosþ;
(H8) c3mzobbþ2 :
Let ftF be the flow generated by F : Then the following holds:
(1) For all 0ptp1;
ftF : D3-D4;
f : D1-D3
are well defined, real analytic and depend smoothly on lAOþ:
(2) Let Fþ ¼ f1F 3f: Then for all lAOþ;
Fþ :
Dþ-D;
D˜þ-Dðr; bÞ:
(3) There is a constant c4 such that
j@llðftF  idÞjDðsÞOþpc4smz;
j@llDiðFþ  idÞjD˜þOþpc4mz;
for all jljpn; 0pip3; 0ptp1; where D ¼ @ðx;y;zÞ:
Proof. Let lAOþ:
(1) We note that
ftF ¼ idþ
Z t
0
XF 3f
x
F dx; ð3:48Þ
where XF ¼ ðFy;Fx; JFzÞ?:
Denote ftF1;f
t
F2;f
t
F3 as components of f
t
F in x; y; z planes, respectively. For any
ðx; y; zÞAD3; let t ¼ supftA½0; 1 : ftF ðx; y; zÞAD4: By (H1), we have that D4CDðsÞ:
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It follows from (H6), (H7) and Lemma 3.3 that
jftF1ðx; y; zÞj ¼ jxj þ
Z t
0
Fy3f
x
F dx

pjxj þ jFyjDðsÞprþ þ 28ðr  rþÞ þ c3smz
o rþ þ 38ðr  rþÞ;
jftF2ðx; y; zÞj ¼ jyj þ 
Z t
0
Fx3f
x
F dx

pjyj þ jFxjDðsÞp3sþ þ c3s2mzo4sþ;
jftF3ðx; y; zÞj ¼ jzj þ
Z t
0
JFz3f
x
F dx

pjzj þ jFzjDðsÞp3sþ þ c3smzo4sþ;
i.e., ftF ðx; y; zÞAD4 for all 0ptpt: Thus, t ¼ 1 and (1) holds.
(2) Follows from Lemma 3.3, (H8) and a similar argument as (1).
(3) Using Lemma 3.3 and (3.48), we immediately have
jftF  idjDðsÞpc3smz:
Differentiating (3.48) with respect to l yields
@lf
t
F ¼
Z t
0
DXF 3f
x
F@lf
x
F dxþ
Z t
0
ð@lFy;@lFx; J@lFzÞ?3fxF dx:
It follows from Lemma 3.3 and Gronwall’s inequality that
j@lftF jDðsÞpcsmz:
By induction, we have
j@llftF jDðsÞpcsmz; jljpn:
The estimates for Fþ follow from a similar application of Lemma 3.3 and
Gronwall’s inequality, and the identity
Fþ  id ¼ ðf1F  idÞ3fþ
0
y
0
0
B@
1
CA:
We omit the details. &
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3.5. Estimates on the new Hamiltonian
We ﬁrst estimate the new normal form.
Lemma 3.5. Assume ðH3Þ; ðH5Þ: Then there is a constant c5 such that the following
holds for all jljpn:
j@llðeþ  eÞjOþpc5gnþ1smz;
j@llðOþ  OÞjOþpc5gnþ1smz;
j@llðMþ MÞjDþOþpc5gnþ1mGðr  rþÞ:
Proof. The estimates for j@llðeþ  eÞjOþ follows immediately from (3.9), (3.42), (H5)
and Lemma 3.3 (1). Also, it follows from (3.10), (3.42)–(3.44) and Lemma 3.3 (1)
that
j@llðOþ  OÞjOþpcgnþ1smzþ cgnþ1smKþ
X
jkj40
e
jkjr0
2 pcgnþ1smz;
and from (3.11)–(3.13) and (3.42) that
j@llðMþ MÞjDðrþþ18ðrrþÞÞOþpc
X
jkj40
jkj
X
iþj¼2
j@llPkijjOejkjðrþþ
7
8
ðrrþÞÞ
pcgnþ1m
X
jkj40
jkjejkj
rrþ
8 pcgnþ1mGðr  rþÞ; jljpn: ð3:49Þ
This proves the lemma. &
Lemma 3.6. Assume that
(H9) c5gnþ1smzKtþ1þ og gþ:
Then
j/k;OþðlÞSj4 gþjkjt;
for all lAOþ and 0ojkjpKþ:
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Proof. By (H9) and Lemma 3.5, we have
j/k;OþðlÞSjX j/k;OðlÞj  c5gnþ1smzKtþ1þ
X
g
jkjt  c5g
nþ1smzKtþ1þ 4
gþ
jkjt;
as desired. &
Let Uþ be the n0  n0 ordered principal block of ½Aþ: By (3.49) and (H7), we
see that
jUþ  U jOþp cgnþ1mGðr  rþÞpcmzp
c
c3
sþ
s
¼ c
c3
sbþsp c
c3
sbþs0 p
c
c3
m
bþs
4 :
It follows that Uþ is non-singular on Oþ as long as m is small. A similar argument
shows the same for
Yþ ¼ ½MþJ  ½Bþ? diagððUþÞ1; OÞ½BþJ:
Now, let Mþk ; B
þ
k denote the Fourier coefﬁcients of M
þ; Bþ; respectively, and deﬁne
Mþkj ; jkj; j jja0; as in (3.28) with Mþk ; Bþk ; Uþ; Yþ in place of Mk; Bk; U ; Y ; for all
jkja0; respectively. We have the following.
Lemma 3.7. Assume ðH3Þ; ðH5Þ and ðH7Þ: Then there is a constant c6 such that
max
jkj40
X
j jj40
eðjkjj jjÞxðrþÞj@llMþkj  @llMkjjOþpc6gnþ1mG2ðr  rþÞ; jljpn;
where x is as in (3.38).
Proof. First of all, we note by (H3) and (3.49) that Mþk ; B
þ
k ; Mk; Bk; ðUþÞ1;
ðYþÞ1; U1; Y1 are uniformly bounded on Oþ by a constant which is independent
of the iteration process. Secondly, by (3.49) and Cauchy’s estimate, we have that
j@llMþj  @llMjjOþp j@llMþ  @llMjDðrþþ18ðrrþÞÞOþe
j jjðrþþ78ðrrþÞÞ
p j@llMþ  @llMÞjDðrþþ18ðrrþÞÞOþe
j jjðrþþ78ðrrþÞÞ
p cgnþ1mGðr  rþÞej jjxðrÞ;
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j@llBþj  @llBjjOþp j@llBþ  @llBjDðrþþ18ðrrþÞÞOþe
j jjðrþþ78ðrrþÞÞ
p j@llMþ  @llMÞjDðrþþ18ðrrþÞÞOþe
j jjðrþþ78ðrrþÞÞ
p cgnþ1mGðr  rþÞej jjxðrÞ:
It follows from (3.28) and a similar formular for Mþkj that
j@llMþkj  @llMkj jOþpcgnþ1mGðr  rþÞejkjjxðrÞ
for all jkj; j jj40:
Hence,
X
j jj40
eðjkjj jjÞxðrþÞj@llMþkj  @llMkj jOþp
X
j jj40
eðjkjjÞxðrþÞj@llMþkj  @llMkj jOþ
p cgnþ1mGðr  rþÞ
X
j jj40
ejkjjðxðrÞxðrþÞÞ
p cgnþ1mGðr  rþÞ
X
j jj40
ejkjj
rrþ
8 pcgnþ1mG2ðr  rþÞ: &
Let
D ¼ z
3
r  rþ s
3mþ gnþ1s2m2 þ gnþ1 s
3
þ
s
m
 
: ð3:50Þ
Lemma 3.8. Assume ðH2Þ–ðH7Þ: Then there is a constant c7 such that
j@llPþjDþpc7D; jljpn:
Thus, if
(H10) c7Dpgnþ1þ s2þmþ; and 2smKtþ1þ og gþ;
then
j@llPþjDþpgnþ1þ s2þmþ: ð3:51Þ
Proof. Let jljpn; lAOþ: By Lemma 3.1 and Cauchy’s estimate, we have
j@llDðP  RÞjD4p
c
ðr  rþÞsþj@
l
lðP  RÞjD8p
cgnþ1m
r  rþ
s3
sþ
þ s
2
þ
s
 
;
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where D ¼ @ðx;y;zÞ: This together with Lemma 3.3 (1) implies that
j@llðP  RÞ3FþjDþp c
gnþ1m2
r  rþ
s4
sþ
þ s2þ
 
zþ cm s3 þ s
3
þ
s
 
p c g
nþ1
r  rþ s
2m2 þ s
3
þ
s
m
 
z: ð3:52Þ
Also, a direct estimate using (3.42) yields that
j@llDaRjDðsÞp
X
0ojkjpKþ;0pi; jp2
j@llPkijjsiþj1jkjejkjðrþþ
6
8
ðrrþÞ
p cgnþ1sm
X
0ojkjpKþ
jkjejkj
rrþ
4 pcgnþ1smGðr  rþÞ; a ¼ 0; 1: ð3:53Þ
Similarly, by (3.5), (3.42)–(3.44),
j@llDaR0jDðsÞpcgnþ1smKþGðr  rþÞ ¼ cgnþ1smz; a ¼ 0; 1: ð3:54Þ
We now estimate Q in (3.15). Let
Q1 ¼
X
0ojkjpKþ
1
2
@x/y; Aðx; lÞySþ @x/y; Bðx; lÞzS

þ 1
2
@x/z; Mðx; lÞzSþ @xh0ðx; y; z; lÞ; fk1

þ ð
ﬃﬃﬃﬃﬃﬃ
1
p
/k; Aðx; lÞy þ Bðx; lÞzSþ @yh0ðx; y; z; lÞÞð fk0 þ/fk1; ySþ/Fk1; zSÞ
þ /@zh0ðx; y; z; lÞJFk1; zS

e
ﬃﬃﬃﬃ1p /k;xS;
Q2 ¼
X
jkj4Kþ
ð/BkJF01; ySþ/MkJF01; zSÞe
ﬃﬃﬃﬃ1p /k;xS;
Q3 ¼
X
jkj4Kþ;j jjpKþ
ð/BkjJFj1; ySþ/MkjJFj1; zSÞe
ﬃﬃﬃﬃ1p /k;xS;
q0 ¼/B?ðxÞy; JF01S;
q1 ¼ 
X
0ojkjpKþ
ﬃﬃﬃﬃﬃﬃ
1
p
/fk1; ySþ/B?ðxÞy; JFk1Sþ/Pk10; ySÞe
ﬃﬃﬃﬃ1p /k;xS;
q2 ¼
X
jkj4Kþ
ð/y; AkySþ/y; BkzSÞe
ﬃﬃﬃﬃ1p /k;xS; q ¼ h0ðx; y þ y; z; lÞ  h0ðx; y; z; lÞ:
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Then
Q ¼ ðQ1 þ Q2 þ Q3Þ3fþ q0 þ q1 þ q2:
By (H3), it is clear that
j@llAjDðrÞ; j@llBjDðrÞ; j@llMjDðrÞ; s3j@ll@xh0jDðrÞ; s2j@ll@ðy;zÞh0jDðrÞ; jU jpc:
It follows from the above and (3.44)–(3.47) that
j@llQ1jD3p c
X
0ojkjpKþ
ðs2þj@ll fk1j þ sþjkjðj@llfk0j þ sþj@llfk1j
þ sþj@llFk1jÞejkjðrþþ
1
4
ðrrþÞÞ
p cs2sþmKþ
X
0ojkjpKþ
jkjnþðnþ1Þtþ6ejkj
5ðrrþÞ
8
p cs2sþmKþGðr  rþÞ ¼ cs2sþmz
and from (3.42), (3.47) and Lemma 3.3 (1) that
j@llq0jD1pc
X
0ojkjpKþ
ðj@llyjjFk01j þ jyjj@llFk01jÞpcgnþ1s2m2Kþz;
j@llq1jD1p
X
0ojkjpKþ
ðj@llyjðj fk1j þ jFk1j þ jPk10jÞ
þ jyjðj@llfk1j þ j@llFk1j þ j@llPk10jÞÞejkjðrþþ
1
4
ðrrþÞÞ
p cgnþ1s2m2zKþ
X
0ojkjpKþ
jkj1þ2tejkj
3ðrrþÞ
4 pcgnþ1s2m2z2:
Similarly,
j@llQ1jDðsÞp cs3mz;
j@llq0jDðsÞp cgnþ1s2m2Kþz;
j@llq1jDðsÞp cs2m2z2;
j@llqjDðsÞp cgnþ1sþs3mz: ð3:55Þ
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By (3.43)–(3.45) and (H2), we also have
j@llQ2jD3p c
X
jkj4Kþ
sþððj@llBkj þ j@llMkjÞjF01j
þ ðjBkj þ jMkjÞj@llF01jÞejkjðrþþ
1
4
ðrrþÞÞ
p cgnþ1ssþmKþ
X
jkj4Kþ
ejkj
3ðrrþÞ
4 pcgnþ1ssþm2Kþ;
j@llQ3jD3p c
X
jkj4Kþ;0oj jjpKþ
sþððj@llBkjj þ j@llMkjjÞjFj1j
þ ðjBkjj þ jMkjjÞj@llFj1jÞejkjðrþþ
1
4
ðrrþÞÞ
p cgnþ1ssþmKþ
X
jkj4Kþ
ejkj
ðrrþÞ
2
0
@
1
A X
0oj jjpKþ
ej jj
ðrrþÞ
8
0
@
1
A
p cgnþ1ssþm2KþGðr  rþÞ ¼ cgnþ1ssþm2z:
Similarly,
j@llQ2jDðsÞpcgnþ1s2m2Kþ;
j@llQ3jDðsÞpcgnþ1s2m2z:
Note that, similar to (3.43),
j@llAkjOpj@llM @llM0jDðrÞO0ejkjrpgnþ10 m
1
4ejkjr:
This together with (3.43), (H2) and Lemma 3.3 (1) implies that
j@llq2jD3p c
X
jkj4Kþ
sþððj@llAkj þ j@llBkjÞjyj
þ ðjAkj þ jBkjÞj@llyjÞejkjðrþþ
1
4
ðrrþÞÞ
p cgnþ10 sþsmKþ
X
jkj4Kþ
ejkj
3ðrrþÞ
4 p2nþ1cgnþ1sþsm2z:
Similarly,
j@llq2jDðsÞpcgnþ1s2m2z:
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It now follows from Lemma 3.3 (1) that
j@llQjDþpcðs2sþmþ gnþ1s2m2Þz2; ð3:56Þ
j@llQ3f1jDðsÞpcðs3mþ gnþ1s2m2Þz2: ð3:57Þ
Applying Cauchy’s estimate to (3.57), we then have
j@llDðQ3f1ÞjD3p
c
ðr  rþÞðs  3sþÞ j@
l
lðQ3f1ÞjDðsÞ
p c
r  rþ ðs
2mþ gnþ1sm2Þz2: ð3:58Þ
Denote
W0 ¼
Z 1
0
fRt; Fg3ftF dt;
W1 ¼ 1
2
/y; ðA  2 diagðU ; OÞÞyS
þ
X
jkjpKþ
ð/y; Pk20ySþ/y; 2Pk20ySþ/y; Pk11zSÞe
ﬃﬃﬃﬃ1p /k;xS:
Then by (3.14),
Pþ ¼ W03fþ W1 þ Q þ q þ ðP  RÞ3Fþ: ð3:59Þ
Since by (3.6) and (3.7)
Rt ¼ð1 tÞfN; Fg þ R
¼ð1 tÞððQ /y; ðA  ½AÞyS/y; BzSÞ3f1  ðR  R0ÞÞ þ R;
we have
W0 ¼
Z 1
0
fð1 tÞððQ /y; ðA  ½AÞyS/y; BzSÞ3f1  R þ R0Þ þ R; Fg3ftF dt:
Using Lemma 3.3 (1), (2) and Lemma 3.4 (3), we have by (3.58) that
@ll
Z 1
0
fQ3f1; Fg3ftF dt3f


Dþ
p c
r  rþ ðs
3m2 þ gnþ1s2m3Þz3; ð3:60Þ
and, by (3.53) and (3.54) that
@ll
Z 1
0
fR; Fg3ftF dt3f

þ @ll
Z 1
0
fR0; Fg3ftF dt3f


 
Dþ
pcgnþ1s2m2z3: ð3:61Þ
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By Lemma 3.3, it is also clear that
@ll
Z 1
0
fð/y; ðA  ½AÞySþ/y; BzSÞ3f1; Fg3ftF dt3f


Dþ
pcgnþ1s2m2z3:
This together with (3.60) and (3.61) yields that
j@llW03fjDþpc
m2
r  rþ ðs
3 þ gnþ1s2Þz3: ð3:62Þ
Using the above arguments along with (3.42) and Lemma 3.3, we also have
j@llW1jDþpcgnþ1ðsþ þ sÞsm2z2: ð3:63Þ
Above all, it follows from (3.52), (3.55), (3.56), (3.59), (3.62), (3.63) that
j@llPþjDþpc
z3
r  rþ sþs
2mþ gnþ1s2m2 þ s3m2 þ gnþ1s
3
þ
s
m
 
pcD: &
4. Iteration lemma
Let r0; s0; m0; g0;O0; H0; N0; e0;O0;M
0; A0; B0; M0;A0; h0; P0 be deﬁned as in
Section 3 and let D˜0 ¼ Dðr0; b0Þ; D0 ¼ Dðr0; s0Þ; D0 ¼ fx : jIm xjor0g; K0 ¼ 0; F0 ¼
id: For n ¼ 1; 2;y; we index all index-free quantities in Section 3 by n and index all
‘‘þ’’-indexed quantities in Section 3 by nþ 1: This yields the following sequences
with the properties stated in Section 3:
Hn ¼Hnðx; y; z; lÞ ¼ Nn þ Pn;
Nn ¼ en þ/On; ySþ 1
2
y
z
 
;Mn
y
z
  
þ h0ðx; y; z; lÞ;
Mn ¼ A
n Bn
ðBnÞ? Mn
 
;
rn ¼ r0 1 1
2
ð1 dÞ
Xn
i¼1
diþ1
 !
;
sn ¼ s1þbþsn1 ;
bn ¼ b0 1
Xn
i¼1
1
2iþ1
 !
;
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gn ¼ g0 1
Xn1
i¼0
1
2iþ2
 !
;
mn ¼ c0ssn1mn1; c0 ¼ maxf1; c1;y; c7g;
Kn ¼ log 1
sn1
 
þ 1
 3
; nX1;
On ¼ lAOn1 : j/k;On1ðlÞSj4gn1jkjt ; 0ojkjpKn
 
; nX1;
Dn ¼Dðrn; snÞ;
D˜n ¼D rn þ 7
8
ðrn1  rnÞ;bn
 
;
Dn ¼fx : jIm xjorng;
n ¼ 0; 1;y:
We now prove an iteration lemma which checks the validity of all KAM steps.
Lemma 4.1 (Iteration lemma). If m ¼ mðr; b0; s0; U0Þ is sufficiently small, then the
following holds for all jljpn; n ¼ 1; 2;y :
(1) j@llðen  e0ÞjOnpg
2ðnþ1Þ
0 m
1
2; ð4:1Þ
j@llðen  en1ÞjOnp
g2ðnþ1Þ0 m
1
2
2n
; ð4:2Þ
j@llðOn  O0ÞjOnpg
2ðnþ1Þ
0 m
1
2; ð4:3Þ
j@llðOn  On1ÞjOnp
g2ðnþ1Þ0 m
1
2
2n
; ð4:4Þ
j@llðMn M0ÞjDnOnpgnþ10 m
1
4; ð4:5Þ
j@llðMn Mn1ÞjDnOnp
gnþ10 m
1
4
2n
; ð4:6Þ
j@llPnjDnOnpgnþ1n s2nmn: ð4:7Þ
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(2) ðOnðlÞÞi ¼ oiðlÞ; i ¼ 1; 2;y; n0:
(3) There is a transformation Fn : D˜n  On-D˜n1; Dn  On-Dn1; which is symplec-
tic and analytic in ðx; y; zÞAD˜nþ1; and smooth in lAOnþ1; such that
Hn ¼ Hn13Fn
and
j@llDiðFn  idÞjD˜nOnp
m
1
4
2n
; 0pip3: ð4:8Þ
(4)
Onþ1 ¼ lAOn : j/k;OnðlÞSj4 gnjkjt; KnojkjpKnþ1
 
:
Proof. The lemma will be proved by induction. We ﬁrst verify conditions (H1), (H2),
(H5)–(H10) in Section 3 for all n ¼ 0; 1;y:
By deﬁnitions of mn; sn; we clearly have
mn ¼ cn0m0s
s
bþsðð1þbþsÞ
n1Þ
0 ; ð4:9Þ
sn ¼ sð1þbþsÞ
n
0 ; ð4:10Þ
s0 ¼ gnþ1þ
a0
2 m
1
4: ð4:11Þ
Deﬁne
En ¼ rn  rnþ1
8
¼ 1
16
r0ð1 dÞdnþ2;
w ¼ n þ 6þ ðn þ 1Þ½t
and let e40 be ﬁxed such that
ðn þ 1þ a0Þð1 2b  3s 2eÞ4ðn þ 1Þ;
s4ðb þ sÞð2b þ 3sþ 2eÞ þ e;
3eob:
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By (4.9)–(4.11), it is clear that if m (hence s0) is small, then
c0
mn
s2bþ3sþ2en
¼ c
nþ1
0 m0s
s
bþsðð1þbþsÞ
n1Þ
0
s
ð1þbþsÞnð2bþ3sþ2eÞ
0
¼ c0s
 s
bþs
0 m0c
n
0s
ð s
bþsð2bþ3sþ2eÞÞð1þbþsÞ
n
0
p s
s
bþs
0 m0ðc0se0Þnps
 s
bþs
0 m0pm
1
4: ð4:12Þ
Since
Gn ¼Gðrn  rnþ1Þ ¼ eE0
X
0ojkjpKnþ1
jkjnþðnþ1Þtþ6ejkjEn
p eE0
Z N
1
lwel
En
2 dlpe
E02wðwþ 1Þ!
E
w
n
;
we can make m (hence s0) small such that
c0
senG
3
n
En
pc0ðeE02wðwþ 1Þ!Þ3 s
e
n
E
3wþ1
n
pc0e
3E023wðwþ 1Þ!Þ3
E
3wþ1
0
s
ðbþsÞe
0
d
 !n
s0p1:
On the other hand, we can also make m (hence sn) small such that
senK
3
nþ1 ¼ sen log
1
sn
 
þ 1
 9
p1:
Therefore,
c0
s2en z
3
n
En
¼ c0s
e
nG
3
n
En
 
ðsenK3nþ1Þp1: ð4:13Þ
By (4.9) and (4.13), we can again make m (hence s0) small such that
c0mnz
3
n ¼ c0
mn
s2en
ðs2en z3nÞpc0
mn
s2en
pm
1
4s2bþ3sn
¼ m
1
4s
ð2bþ3sÞð1þbþsÞn
0 pm
1
4ðsð2bþ3sÞðbþsÞ0 Þnp
m
1
4
2nþ1
: ð4:14Þ
Using the deﬁnition of sn; we clearly have
snþ1psbþs0 snp
sn
16
;
i.e., (H1) holds.
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By making m small, we can apply (4.10) and (4.11) to make sn small such that
logðn þ 1Þ! þ 3n log log 1
sn
 
þ 1
 
 En
2
log
1
sn
 
þ 1
 3
þðn þ 1Þðlog 2þ log EnÞ
plogðn þ 1Þ! þ 3n log log 1
sn
þ 2
 
 log 1
sn
 2
þ ðn þ 1Þðlog 2þ logð24r0ð1 dÞd2Þ þ n log dÞ
p log 1
sn
:
Hence,
Z N
Knþ1
lnel
En
2 dlp2nðn þ 1Þ! Knþ1
En
 n
eKnþ1
En
2psn:
This veriﬁes (H2).
Applying (4.12) and (4.13), we have that
c0mnzn
En
¼ mn
s2en
c0s
2e
n zn
En
pmn
s2en
ps2bþ3sn o1;
c0snmnzn
snþ1
¼ mn
sbþsþ2en
ðc0s2en znÞp
mn
sbþsþ2en
o1;
which verify (H6) and (H7), respectively. (H9) can be veriﬁed similarly.
Since
bn  bnþ1 ¼
b0
2nþ2
;
it follows from (4.14) that
c0mnzn
bn  bnþ1
p2 m
1
4
b0
o1
2
as mob
4
0
28
: This veriﬁes (H8).
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Applying (4.12) and (4.13) again, we have that
c0Dn
gnþ1nþ1s
2
nþ1mnþ1
¼ c0 z
3
n
4En
s3nmn
gnþ1n s
2
nþ1mnþ1
þ s
2
nm
2
n
s2nþ1mnþ1
þ snþ1mn
snmnþ1
 !
¼ 1
4
c0s
2e
n z
3
n
En
 
s12b3s2en
c0gnþ1n
þ mn
c0s2bþ3sþ2en
þ s
b2e
n
c0
 
p 1
4
c0s
2e
n z
3
n
En
 
s12b3s2e0
gnþ1n
þ 2
 
o1;
i.e., the ﬁrst part of (H10) holds. The second part of (H10) is obvious.
Next, we verify (H3)–(H5) by induction. For each n ¼ 0; 1;y; we deﬁne Mnkj;
jkj; j jj40; as in (3.28) with Mnk; Bnk; Un; Y n in place of Mk; Bk; U ; Y ; respectively, for
all jkj40: Using the same ordering T as in Section 3, we also have the matrices
An ¼ ðeðjkjj jjÞxðrnÞMnkjÞ; A0 ¼ ðeðjkjj jjÞxðrnÞM0kjÞ; 0ojkj; j jjpKnþ1;
where x is as in (3.38).
Clearly, (H3)–(H5) trivially hold for n ¼ 0: We now assume that for some positive
integer n (H3)–(H5) hold for all n ¼ 1;y; n: Then the KAM step described in
Section 3 is valid for all n ¼ 1;y; n: In particular, Lemmas 3.5, 3.6 hold for all
n ¼ 1;y; n: It follows from (4.14) that
j@llðOnþ1  O0Þjp
Xn
n¼0
j@llðOnþ1  OnÞjOnþ1p
Xn
n¼0
c0gnþ10 snmnzn
p gnþ10 s0
Xn
n¼0
m
1
4
2nþ1
pg2ðnþ1Þ0 m
1
2om
1
4;
j@llðMnþ1 M0ÞjDnþ1Onþ1p
Xn
n¼0
j@llðMnþ1 MnÞjDnþ1Onþ1
p
Xn
n¼0
c0gnþ10 mnznpgnþ10
Xn
n¼0
m
1
4
2nþ1
pgnþ10 m
1
4om
1
4;
max
jkj40
X
j jj40
eðjkjj jjÞxðrnþ1ÞjMnþ1kj  M0kjjOnþ1
p
Xn
n¼0
max
jkj40
X
j jj40
eðjkjj jjÞxðrnþ1ÞjMnþ1kj  Mnkj jOnþ1
p
Xn
n¼0
c0gnþ10 mnz
2
npgnþ10
Xn
n¼0
m
1
4
2nþ1
om
1
4:
Thus, (H3)–(H5) also hold for n ¼ n þ 1:
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Above all, (H1)–(H10) hold for all n ¼ 0; 1;y; i.e., the KAM step described in
Section 3 is valid for all n ¼ 0; 1;y: Now, part (4) of the lemma easily follows from
Lemma 3.6. Also, using (4.14), part (3) of the lemma follows from Lemma 3.4; (4.7)
follows from Lemma 3.8; (4.2) and (4.4) follow from Lemma 3.5 (1); (4.6) follows
from Lemma 3.7. Finally, (4.1), (4.3) and (4.5) follow from (4.2), (4.4) and (4.6)
respectively, and, part (2) of the lemma follows from an inductive application of
(3.10). This completes the proof. &
5. Proof of Theorems 1 and 2
We ﬁrst consider Theorem 2 (1). By making m ¼ mðr; sÞ small in Theorem 2, we
obtain the following sequences:
Cn ¼ F03F13?3Fn : D˜nþ1  Onþ1-D˜0;
H3Cn ¼ Hn ¼ Nn þ Pn;
Nn ¼ en þ/On; ySþ 1
2
y
z
 
;Mn
y
z
  
þ h0ðx; y; z; lÞ;
n ¼ 0; 1;y; which satisfy all properties described in Lemma 4.1.
Let
O ¼
YN
n¼0
On; G ¼ D r0
2
;
b0
2
 
 O:
Then O is a Cantor-like set consisting of non-resonant frequencies, and moreover, a
measure estimate similar to that in [24] (also [4,13]) yields that jO\Oj ¼ Oðg
1
n1
0 Þ:
By Lemma 4.1 (1), it is clear that en and On converge uniformly on O; and, Mn
converges uniformly on Dðr0
2
Þ  O: We denote their limits by eN; ON; MN;
respectively. Then MN is real analytic in x; and, it follows from the Whitney’s
extension theorem ([17]) that these limits are also Ho¨lder continuous in o: Moreover,
by Lemma 4.1 (1), we have that
jeN  e0jO ¼Oðg
2ðnþ1Þ
0 m
1
2Þ;
jON  O0jO ¼Oðg
2ðnþ1Þ
0 m
1
2Þ;
jMN M0j
Dðr0
2
ÞO ¼Oðg
nþ1
0 m
1
4Þ:
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Thus, Nn converges uniformly on G to
NN ¼ eN þ/ON; ySþ 1
2
y
z
 
;MN
y
z
  
þ h0ðx; y; z; lÞ:
To show the convergence of Cn on G; we note that
Cn Cn1 ¼F03?3Fn  F03?3Fn1
¼
Z 1
0
DðF03?3Fn1Þðidþ yðFn  idÞÞ dyðFn  idÞ:
It follows from Lemma 4.1 (3) that
jDðF13?3Fn1Þðidþ yðFn  idÞÞj
pjDF1ðF23?3Fn1Þðidþ yðFn  idÞÞÞj 
?jDFn1ðidþ yðFn  idÞÞj
p 1þ m
1
4
2
0
@
1
A? 1þ m
1
4
2n1
0
@
1
Apem
1
4
2
þ?þ m
1
4
2n1pem
1
4 ;
and
jFn  idjGp
m
1
4
2n
:
Hence,
jCn Cn1jGpe
m
1
4
2n
;
which implies the uniform convergence of Cn: Let CN be the limit of Cn: Then, CN
is uniformly continuous in lAO and analytic in ðx; y; zÞADðr02 ; b02 Þ; and moreover,
jCN  idjG ¼ Oðm
1
4Þ:
Using Lemma 4.1 (3) and a similar argument as above, we can further show
the uniform convergence of DCn; D2Cn to DCN; D2CN; respectively, on G: Hence,
on G;
Pn ¼ H3Cn  Nn; DPn; D2Pn
converge uniformly to
PN ¼ H3CN  NN; DPN; D2PN;
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respectively. Clearly, these limits above are uniformly continuous in lAO and
analytic in ðx; y; zÞADðr0
2
; b0
2
Þ:
Note that
jPnjDnpgnþ1n s2nmn:
It follows from Cauchy’s estimate that, for any lAO; jAZnþ; kAZ
2m
þ with j jj þ
jkjp2;
j@ jy @kz PnjDðrnþi ;12 snÞpg
nþ1
n mn:
Since, by (4.9), the right-hand side of the above converges to 0 as n-0; we have that
@ jy @
k
z PNjðy;zÞ¼0 ¼ 0
for all xATn; lAO; jAZnþ; kAZ
2m
þ with j jj þ jkjp2:
Thus, for each lAO; the perturbed system (1.3) possesses an analytic, quasi-
periodic, invariant torus with the Diophantine toral frequency ONðlÞ: Since, by
Lemma 4.1 (2),
ðOnðlÞÞi ¼ oiðlÞ; lAOn; i ¼ 1; 2;y; n0;
we have that
ðONðlÞÞi ¼ oiðlÞ; lAO; i ¼ 1; 2;y; n0;
i.e., the perturbed toral frequencies also preserve the ﬁrst n0 components of their
corresponding ones. This proves part (1) of Theorem 2.
Theorem 1 and part (2) of Theorem 2 are almost immediate consequences of part
(1) of Theorem 2 with respect to n0 ¼ 0 and n0 ¼ n; respectively. In the case that
n0 ¼ 0; we can modify the arguments in Section 3 by choosing y ¼ 0; U0 ¼ U ¼ |;
diagðIn0 ; OÞ ¼ O; and, diagðO; Inn0Þ ¼ In: In the case that n0 ¼ n; we let #Og be the set
of lAO0 such that O0ðlÞ is Diophantine of Diophantine type ðg; tÞ for a ﬁxed t4n 
1: It is clear that U0 ¼ ½A0; U ¼ ½A; diagðIn0 ; OÞ ¼ In; and, diagðO; Inn0Þ ¼ O:
Hence, On  O0 and On ¼ #Og for all n ¼ 0; 1;y; i.e., ON  O0 and O ¼ #Og:
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