In this paper, we have proposed a novel concept to optimise ordered weighted aggregation (OWA) based fuzzy time series predictor (FTSP) using genetic algorithm (GA). Firstly, accurateness of FTSP is enhanced by applying effective method of aggregation on past observations using OWA weights. These weights are determined on the basis of importance of fuzzy set in the system by employing regularly increasing monotonic (RIM) quantifiers. Subsequently, GA is used to optimise membership functions of FTSP by generating its wide range of parameters in the region of time series. Lastly, this model is capable of controlling its performance by varying GA parameters. To assess proposed method, we used dataset of enrolments and outpatient visits, as used by almost all previous research in this domain. Evaluation results indicate coalescing OWA and GA for FTSP significantly reduced mean square error (MSE) and average forecasting error rate (AFER).
Introduction
Prediction plays a vital role in business, finance and other industries to reckon conclusion. However, the accuracy of prediction is a challenging task. Selection of pertinent and efficient forecasting technique is a very momentous factor in all problem domains. Time series analysis has been active research area since many years for forecasting purpose. Purpose of time series analysis is to design a predictive model such that forecasting error between the predicted value and actual value is as small as possible. The key difference between time series models and other predictive models is in time series models lag values of the target variable is used as a predictor variable, whereas traditional predictive methods utilise other variables as predictors and do not apply the concept of lag value because past observations do not represent a chronological sequence. In general, there are two basic ways for prediction using time series: linear approach and non-linear approach. In linear approach, the structure of the system is pre-known and linear models such as autoregression, moving the average model, ARMA method, Box-Jenkins and Multiple linear regression model are categorised (Box et al., 1994; Brockwell and Davis, 2002) . Although, these techniques can manoeuvre problems arising from new trends, however, these failed to forecast for problems having nonlinearity and had an inaccuracy in results. To address this, principles and practice of soft computing techniques have been poised in the analysis, design and interpretation of time series. These are called non-linear approach where very few assumptions about the internal structure of the system are made. Soft computing techniques rely on the input-output relationships to describe the behaviour of time series and thus can better manage nonlinearity and complexity of historical time series data by creating training rules or fuzzy relationships that increase accuracy in forecasting model to a considerable factor. A challenging task is to design such a forecasting model that is efficient as well as accurate and can process imprecise data of real-world problems. In past few years, soft computing techniques are widely utilised in various domains and have already been proved a powerful tool for accurate forecasting. Artificial neural network is being used in designing of prediction models due to vast development in the area of artificial intelligence. Garg et al. (2010) performed a vast and logical survey on implementation of forecasting method using an artificial neural network. However, the artificial neural network could not generate efficient predictors because of its some drawbacks
• it has large training time,
• it can only utilise numerical data pairs,
• it traps in local minima that can deviate from optimal performance.
Another soft computing technique which has recently received attention is the fuzzybased approach.
Related work
Initial work of Zadeh (1965 Zadeh ( , 1975 concerning fuzzy set theory has been applied in several diversified areas. Chissom (1993, 1994) proposed first forecasting method that laid the foundation for fuzzy time series. Chen (1996) presented simplified arithmetic operations and considered high-order fuzzy time series model. Following that concept of fuzzy stochastic time series was proposed to extend time series (Song et al., 1997) . Hwang et al. (1998) improved the prediction accuracy by using a more simplified form of arithmetic operation. Further, Huarng (2001 Huarng ( , 2002 proposed distribution and average-based length of intervals to improve the fuzzy time series forecast. After a while, Chen (2002) proposed two-phase partitioned first-order time-variant method. Lee et al. (2006) proposed two factors-based fuzzy time series forecasting model and Jilani et al. (2007) developed high-order fuzzy time series model by using frequency density-based partitioning. Meanwhile, Singh (2008) presented forecasting model using the computational algorithm. Chen and Chen (2011) presented forecasting model based on fuzzy time series and fuzzy variation group to forecast daily Taiwan stock exchange index (TAIEX). Garg et al. (2011a Garg et al. ( , 2011b improved forecasting accuracy to a considerable factor by introducing the concept of event discretisation function and novel approach of weighted frequency density-based partitioning.
Aforementioned research on fuzzy time series for forecasting problems treated fuzzy relationship equally important which might not have properly reflected the importance of each individual fuzzy relationship in forecasting. In direction of acquiring more accuracy, Yu (2005) used the concept of recurrent relationship to generate forecasting model and recommended that different weight must be assigned to fuzzy relationships. Expectation and Grade-Selection method based on transitional weight was developed for calculating weights (Cheng et al., 2008) . Yager (1988) introduced a class of function to generate weights and concept of ordered weighted aggregation (OWA) operators. Flexible aggregation characteristic of OWA makes it widely accepted in various domains. Sufyan (Beg, 2005) applied OWA to aggregate user feedback to enhance web search quality of a document. Sadiq and Tesfamariam (2008) utilised OWA to find the overall status of the environmental system by taking data aggregation of the environmental indices. Subsequently, Yager (2008) introduced the concept of smoothing of time series by OWA operators. Consequently, Garg et al. (2011c Garg et al. ( , 2011d Garg et al. ( , 2012 ) designed fuzzy and OWAbased forecasting model to determine future value. However, accuracy can be improved further by exploring other design aspects of the model. All of the above fuzzy predictors generated only one set of parameter values for each membership function at time t. However, the accuracy of the predictor can be further enhanced by employing a wide range of parameters for membership function. As seen in previous literature, GA is the best suited meta-heuristic approach to solve such type of problems. GA has been used to optimise various fuzzy-based real-time control applications (Karr, 1991; Karr and Gentry, 1993; Arslan and Kaya, 2001 ) by adjusting the shape of used membership function in the system. Kim and Kim (1997) proposed a genetic fuzzy predictor ensemble to improve prediction of future. Wang et al. (2002) presented fuzzy knowledge integration framework based on genetic algorithm (GA). Laribi et al. (2004) employed hybrid model based on GA and fuzzy logic to generate a path in mechanism synthesis. Subsequently, Kang (2005) developed an efficient nonlinear time series prediction system using GA and fuzzy time series. Chen and Chung (2006) used GA to tune the length of the interval in universe of discourse. Fuzzy subtractive clustering and weighted fuzzy short-time series method were also employed for better trend prediction (Li et al., 2007) . A statistical genetic interval-value-based fuzzy system (Qiu and Qing Zhang, 2007) was developed to predict survival time of patients. Fowler et al. (2009) gave the concept of the evolved fuzzy system to predict forest fire size. Various clustering techniques were proposed using fuzzy concepts and other robust techniques. Like, Notion of hesitant fuzzy data and hesitant clustering techniques were proposed Laya et al. (2017) . Zhang et al. (2017) did classification based on weighted sparse representation. Further, local mean clustering was applied for twostage plant species recognition. Dotto et al. (2017) used trimming and constraints to attaining robust fuzzy clustering. Deng et al. (2016) did transfer prototype-based fuzzy clustering. Fuzzy clustering and regularised dictionary learning were used for SAR image change detection Chujian et al. (2014) . Hierarchical picture clustering (HPC) for the classification of picture fuzzy data were proposed (Son, 2016) based on a generalised picture distance measure. GA with threshold acceptance was applied to a ternary LiquidLiquid Equilibrium System (Ayache et al., 2016) . Also, a GA approach was designed for stochastic two-sided U-type assembly line balancing (Yılmaz et al., 2016) .
Almost all research in this direction assigned equal weight to past fuzzy observations. Moreover, only a few of them were designed for time series data.
In continuation of our previous research work and direction of attaining optimal performance (Garg et al., 2010 (Garg et al., , 2011a (Garg et al., , 2011b (Garg et al., , 2011c (Garg et al., , 2011d (Garg et al., , 2011e, 2016f, 2012 , in this study, we utilised GA to optimise OWA-fuzzy-based time series forecasting model. OWA is employed to generate the weight of past fuzzy observations and their aggregation in order to predict next value. Weights are generated on the basis of importance of each fuzzy set in the system. Further, GA search strategy is applied to set wide parameter range of membership function at time t rather than single parameter value, so that best prediction results for (t+1) can be realised (Garg et al., 2011e) . Another novelty introduced is that only those chromosomes are being considered which produce forecasts within range of interval at time t+1. It is proved that the coupling of GA with OWA for fuzzy time series can control and certainly improve the efficiency and accuracy of the predictor to a considerable factor.
Experimental study: Due to the significance of forecasting of the outpatient visit in healthcare domain, which not only influence patient waiting time but also improves the coordination of care, we considered this application domain to emphasise on the potential of our proposed model. We used same historical outpatient data that has been used in previous research to evaluate the proposed model. This paper is organised as follows: Section 1 is the introduction of forecasting and Section 2 is the related research in this field. Section 3 briefly describes key aspects used in the proposed algorithm. Section 4 explains the proposed algorithm in detail.
In Section 5, simulation and performance comparison of OWA-FTSP (fuzzy time series predictor)-GA on a number of outpatient visits is performed. Section 6 is discussion and Section 7 concludes this research and addresses the future perspective.
Key aspects used in proposed algorithm

Ordered weighted aggregation
OWA is eminent aggregation operator that has been proved effective in various domains. At times, formulation of multiple parameters-based decision problems cannot be done accurately either by aggregation of pure 'ANDing' or pure 'ORing' of parameters. These types of problems require aggregation that lies between these two extremes. OWA is one such type of operator that gives the flexibility to adjust the degree of aggregation. This generalised averaging operator bounds aggregation range by maximum (oring) and minimum (anding) operators (Yager and Filev, 1996) . OWA operators were first introduced by Yager (1988) . They can be defined as
Here, F is an OWA operator of n dimension having X 1 , X 2 , …, X n as its n arguments. b i is ith largest element from the collection of arguments X 1 , X 2 , …, X n . w i is ith collection of the weight of arguments such that [0, 1] 
Determination of OWA weights
In order to use OWA, we must determine the weight of arguments of the problem domain. Various methods of the weight generation are available in the literature (Yager, 1988 (Yager, , 1996 (Yager, , 2008 Yager and Filev, 1996) . Our problem domain is fuzzy time series. Therefore, we took up regularly increasing monotonic (RIM) quantifiers (Yager, 1988) denoted by Q(r) to determine weights of fuzzy arguments of fuzzy time series.
RIM quantifiers
Yager (1988) introduced a class of function to generate weights using RIM quantifiers. RIM quantifiers accommodate situations involving qualitative statements in form of fuzzy sets. RIM was proposed to determine OWA weight by using linguistic quantifiers 'there exists' Q*(r)(OR) and 'for all' Q*(r)(AND). Thus for any RIM quantifier Q(r), the limit Q*(r) <= Q(r) <= Q * (r) holds true (Beg, 2005) . Also, Q(r) must satisfy two properties:
OWA weights with m number of criterion can be determined using RIM quantifier as (Yager and Filev, 1996) 
RIM quantifiers can continuously change its values between Q*(r) and Q*(r). This generates a family of RIM quantifiers. This family of RIM quantifiers can be defined by the parameterised class of fuzzy subsets (Yager, 1996) . It can be further defined as: Q(r) = r β , where r ≥ 0. Equation (2) can be redefined as 1 ,
Here, β is a degree of the polynomial. By changing β one can generate different types of quantifiers and associated operators between two extreme cases of 'all' and 'at least one' quantifiers. Table 1 lists various RIM quantifiers for different β. 
For β = 1, uniform distribution of weights takes place. It means equal weight is assigned to each criterion, i.e., w i = 1/n, where n is a number of criterion. For β < 1, the RIM quantifier acts like 'or-type' operator. For β > 1, the RIM quantifier acts like 'and-type' operator. In fuzzy time series, usually, most of the criterion must be satisfied to obtain a solution. Here, 'criterion' is past observation and 'solution' is predicted value. Since most of the criterion must be satisfied, 'most' RIM quantifiers is best suited for aggregation of past n fuzzy values. RIM 'most' quantifier is defined as Q(r) = r 2 (ß = 2) (Yager, 1996) .
Genetic algorithm
Genetic algorithm (GA) is parallel, adaptive and iterative search procedure based on natural selection and mimics evolution. Holland (1975) invented the concept of GA and its theoretical foundation in 1975. The main advantage of using GA is that it requires only fitness information, not internal knowledge of problem or gradient information. GA performs the search from many perspectives that too simultaneously to find an exact or approximate solution. Pioneered work of GA is most suitable for non-linear models where the finding of the global optimum is a complex task. Fitness checking characteristics of GA for each variable makes it optimal for complex non-linear problems. Also, one of its application areas is membership function optimisation in fuzzy logic. Due to this applicability of GA, it can predict and optimise data more efficiently than other approaches. Figure 1 represents basic GA cycle. GA process starts with the construction of population at time t. Fitness function does an evaluation of population. Selection procedure performs a selection of optimal values. A set of genetic operators (reproduction, crossover and mutation) creates new population called offsprings and these offsprings are added back to the pool of initial populations. Some terminology of GA can be defined as (Goldberg, 1989; Bodeenhofer, 2003) :
Chromosome is a set of parameters that GA ascertains as a proposed solution of the problem. The chromosome can be represented either as a binary string, real number, permutation of elements, list of rules, program elements or in the complex data structure.
Gene: Every variable sequenced to construct chromosome is called the gene.
Initial population: GA has the potential solution set that is either generated randomly or heuristically. Population size depends on nature of the problem. Each individual of the population is called chromosome.
Evaluation: Through evaluation only, GA and problem it is solving are linked. Each chromosome is decoded into chosen representation and assigned a fitness measure.
Selection: In Selection, chromosome for next generation on the basis of fitness measure is selected. It selects chromosome of high fitness values and deletes chromosome of low fitness measure. Roulette and tournament selection are popular methods for the selection procedure.
Crossover and mutation: Basically, crossover and mutation is the process which enables the solution to the problem to be found. New solutions are found from old solutions by the process of crossover and mutation. So, new solutions are the offspring of the old solutions or the children of the old solutions.
Purpose of crossover and mutation operators is to preserve and introduce diversity in the population. Crossover can be one point, two points, cut and slice and uniform crossover. In Figure 2 , P1 and P2 are parents. C1 and C2 are offsprings with two point crossover. Crossover can be applied with a certain probability (pc) in order to combine genes from two parent chromosomes and create new children sub-chromosome. pc is a random number between 0 and 1. Crossover points can be randomly chosen. pc probability means, child will be having pc % genes from parent 1 and pc % genes from parent 2. Mutation operator is to change chromosome from its initial state by altering one or more of its gene values. The better solution can be derived from these new gene values. Mutation happens during evolvement on the basis of user-definable mutation probability (pm). pm of a bits is 1/L, where L is the length of the binary vector. In Figure 3 , P is parent and C is offspring generated by altering one gene value of parent. Crossover and mutation perform two different roles. Crossover (like selection) is a convergence operation which is intended to pull the population towards a local minimum/maximum. In an interesting aside, the crossover is not one of the original genetic operators; Holland's original thesis used only selection and probabilistic mutation, whereas mutation is a divergence operation. It is intended to occasionally break one or more members of a population out of a local minimum/maximum space and potentially discover a better minimum/maximum space. Since the end goal is to bring the population to convergence, selection/crossover happen more frequently (typically every generation). Mutation, being a divergence operation, should happen less frequently, and typically only affects a few members of a population (if any) in any given generation.
Terminating condition: GA will typically run forever if the stop condition is not mentioned. Common terminating conditions are: a fixed number of generations or computation time is reached. Sometime, it could be a solution that satisfies minimum criteria or having highest ranking. Selection of termination condition depends on the type of problem. For some problems, if successive iterations no longer produce better results than reaching at such plateau is considered as a stopping point. Combination of more than one terminating condition can be possible.
Representation of Mf
Fuzzy membership functions can be created randomly or they can be created as random perturbations around some nominal functions. The presented algorithm is appropriate for all membership functions in fuzzy logic. However, in this study, triangular membership function (Figure 4 ) is used because of its simplicity and importance in forecasting (Pedrycz, 1994) .
Each triangular Mf has three parameters a, b and c. To represent each parameter of Mf, the binary coded scheme is used due to its simplicity (Holland, 1975; Goldberg, 1989) . Assuming the data range is 1 to 2 n -1. It means that each parameter of triangular Mf requires n bits. Entire triangular Mf is represented by 3n bits as in Figure 5 . Each substring is base points of Mf. 
Proposed OWA-FTSP-GA algorithm
Principal approach is to design prediction model by using rate of change (RoC) of time series data that capture increasing and decreasing rate of time series data instead of data itself. RoC can better highlight the trend in data and is valid for all type of application domains. The second advantage of doing so, is to reduce complexity in GA by cutting down population size. Since less number of bits are required to represent percentage than data. Thereafter, weights are generated for each past observation that contributes in the prediction of next value. Weights are calculated on the basis of importance of corresponding fuzzy set in the system. Importance of each fuzzy set is defined by introducing the novel concept of priority matrix. Subsequently, GA search strategy based on natural selection is used to set wide parameter range of membership function at time t rather than single parameter value of membership function. Additionally, the only selective population is used for fitness checking. Nevertheless, the aim is a minimisation of squared error for each predicted value along with mean square error (MSE). Fundamental concept underneath OWA-FTSP-GA is a coupling of OWA-based FTSP with GA such that forecasting error can be reduced.
Design of OWA-FTSP-GA algorithm
Step 1: Calculation of rate change of data (RoC)
This step is usually carried out as a first step towards making the universe of discourse suitable for numerical calculations by associating events of different times. RoC of time series data can be defined as
Here, X t+1 and X t are values at time t+1 and time t, respectively. RoC is the RoC of value from time t to t+1.
Step 2 We used third-order model to forecast value at time t+1. The intent of using third-order fuzzy time series model is to obtain FLR, free from ambiguities while ensuring low complexity. In this context, an ambiguity exists if two or more FLR have same fuzzy sets. This implies that these FLR are not unique. This decreases the forecasting accuracy of the model. Use of high-order fuzzy time series can overcome the drawback of ambiguities that generally exist in low-order fuzzy time series model (Chen, 2002) . However, higherorder time series induces complexity and reduces the efficiency of the model. In our problem domain, to avoid ambiguities, at least three past fuzzy time series observations are required to forecast value at time t+1. For simplicity and appropriateness, we took third-order time series in our study. FLR is derived after fuzzy sets for data have been defined. If n is a total number of time series data, then n−3 FLR in form of rules will be generated by
Step 3: Priority matrix is created to define the importance of each fuzzy set in fuzzy time series like the importance of each criterion in multiple criterion-based decision problems as follows:
• Count Number of RoC those fall in each fuzzy set.
• Arrange all fuzzy set in ascending order on the basis of number of RoC as Count (F p ) < Count (F q ) < ··· < Count (F r ). Here, 1 => p, q, r <= n and n is a number of fuzzy set. Assuming that fuzzy set F r has the highest count of RoC and F p has the lowest number of RoC.
• Importance µ (discussed in OWA section) is assigned to each fuzzy set on the basis of count of RoC that falls in the fuzzy interval of this set as the fuzzy set having a maximum number of RoC gets highest importance µ. Since this fuzzy set contributes more in overall fuzzy prediction system.
• Assign µ(F i ) = 1/n, µ(F k ) = 2/n ··· µ(F n ) = n/n. Now create a priority matrix as shown in Table 2 . Table 2 Priority matrix
Step 4: In order to predict F t+1 , we must aggregate F t , F t-1 , F t-2 (third-order fuzzy time series). In this study, we used OWA to aggregate. In order to use OWA, we must calculate weights of past values. We used importance of past fuzzy set in RIM quantifiers to calculate OWA weight as described. Let F 1 , F 2 ,...,F n be n fuzzy variables and importance associated with these fuzzy variable be µ 1 , µ 2 , …, µ n as determined in previous steps. Equation (3) can be redefined for calculation of OWA weights on the basis of importance of past fuzzy observation as
Here, β = 2, Step 5: To unify GA with OWA-Fuzzy, initialise GA parameters: P, pc, pm, termination generation G and number of offsprings O to be added in each iteration. As triangular membership function is constrained by their left and right limit of the interval. So only, base length of the membership function is an unknown variable. The objective of GA is to generate the base length of the membership function (Arslan and Kaya, 2001 ). Membership function can shrink, move or expand with a change of its parameter values at time t. GA keeps changing the value of parameters (Substring 1 , Substring 2 and Substring 3 ) at time t until an accurate predicted value for time t+1 is obtained. In this context, the terminology of GA is re-defined for clarity of proposed concept:
Chromosome: Chromosome in OWA-FTSP-GA is a set of parameters that GA ascertains as a proposed solution of the problem. A chromosome can be represented either as a binary string or in a complex data structure. Our algorithm uses binary string representation that is encoded form of fuzzy triangular Mf as in Figure 5 . Each chromosome should have enough 'genetic' information in its binary string to effectively represent three parameters of membership function. Representing chromosome in form of Sunstring 1 Sunstring 2 Substring 3 contains the solution of the problem. Since, each substring can be denoted by n bits; this implies that each chromosome can be characterised by 3n bits. Chromosome = Base 1 Base 2 Base 3
Gene: Parameters Base 1 , Base 2 and Base 3 are genes.
Initialisation of Population: In OWA-FTSP-GA, Population P (initial set of chromosomes) is randomly generated.
Fitness technique: Fitness of chromosome can be judged from the value of squared error (SE). Minimum value of SE leads to maximum fitness value
Here, FV t is forecasted and AV t is actual value at time t.
Crossover and mutation: In OWA-FTSP-GA, we used uniform crossover and mutation with a probability of crossover as 'pc' and probability of mutation as 'pm'.
Selection: Selection in OWA-FTSP-GA is a selection of offsprings for next generation on the basis of fitness technique that minimises the SE. In this algorithm, Roulette wheel selection is used.
Stop criteria: Stop criteria in OWA-FTSP-GA depends upon how much accuracy is expected from forecasting system. In general, major factors that affect accuracy in prediction are a number of generation, pc and pm. In this algorithm, population count = maximum generation is taken as stopping condition.
Step 6: Randomly generate initial population P and initialise t = 5.
Step 7: It is a wide area of research which method should be selected for defuzzification. 
Here w i , w j and w k are weights generated on the basis of the importance of fuzzy sets at time t, t-1 and t-2, respectively, in the system. This forecasting formula fulfils the axioms of fuzzy set like monotonicity, boundary conditions, continuity and idempotency.
Step 8: Apply fitness technique to evaluate each chromosome in generation at time t. The fitness of chromosome can be judged from the value of squared error (SE) defined by equation (8). The minimum value of SE leads to maximum fitness value.
Step 9: Generate new O number of offspring by performing crossover and mutation on P. Till count of generation is less than stopping criterion repeat Steps 7 to 9.
Step 10: Once stopping criteria is met, calculate the final forecasted value as:
Fore.
( ( ) 100) .
Here, X t is actual value at time t and D RoC(t+1) is forecasted RoC at time t+1.
Algorithm performance parameters
There is a number of factors which must be taken into consideration while formulating OWA-FTSP-GA algorithm. Accuracy and efficiency are correlated directly with its careful selection of parameters. Most influential point in the simulation of OWA-FTSP-GA is how to firm probability of crossover, mutation rate, population size and count of terminating generation. These parameters interact with each other during algorithm execution and derive efficiency of the algorithm and accuracy of the predicted value. Selections of these parameters change with the problem and are determined experimentally.
Experimental study
The extensive experiment of our proposed model is performed on healthcare domain. In developing countries, healthcare is being considered as the fast-growing industry with 26% compounded annual growth rate (Knod and Schonberger, 2001; Goldman et al., 1998) . The quality of healthcare delivery is urged in this competitive environment. Quality in healthcare is directly proportional to the distribution of hospital material resources suitably and schedule for human resources and finances reasonably. Consequently, efficient distribution and scheduling of resources are required in various departments of the hospital. Among all departments, managing and planning of resources in the outpatient department are very important. This department provides patient diagnoses, treatment and healthcare protection. Prior knowledge of a number of outpatient visit can help healthcare administrator to make a strategic decision, manage operation and distribute resources adequately. Accurate forecasting of outpatient visits can help heathcare administrators to determine best plan for work, supply and demand for health services. Furthermore, forecasting of outpatient visit does not only influence patient waiting time but also improve the coordination of care. Therefore, we considered this application domain to demonstrate the potential of our proposed model. We used same historical outpatient data, the dataset for year 2004 and 2005 of outpatient visits (Cheng et al., 2008) collected from the department of internal medicine of a hospital, that has been used in previous research (Yu, 2005; Cheng et al., 2008; Garg et al., 2011c ) to evaluate proposed model.
Step wise results obtained are:
Step 1: Calculated RoC of a number of an outpatient visit in the hospital for each month is shown in Table 3 . Step 2: Obtain D min = -13.98, D max = 18.79 from Table 3 Table 4 . Step 3: Priority matrix is created as: number of RoC that fall in each fuzzy interval is calculated: Count(F 1 ) = 2, Count(F 2 ) = 8, Count(F 3 ) = 2, Count(F 4 ) = 5, Count(F 5 ) = 4, Count(F 6 ) = 1, Count(F 7 ) = 1. Further, arranging fuzzy sets in ascending order on the basis of RoC count, i.e., F 7 <F 6 <F 3 <F 1 <F 5 <F 4 <F 2 and assigning importance in Priority Matrix defined in Table 5 . Table 5 Priority matrix (outpatient)
1/7 2/7 3/7 4/7 5/7 6/7 7/7
Step 4 Similarly, weights for all FLR are calculated and given in
Step 5: From Table 3 , it can be observed that RoC range is 1 to 2
5
. It implies each parameter of triangular mf requires 5 bits to represent its value. Since, chromosome constitutes three parameters of triangular mf; it will be represented by 15 bits. For simulation of proposed model, following combination of parameters has been used to achieve better performance: initial P = 20, pc = 0.33, pm = 0.067, Termination Generation G = 100 and O = 4.
Step 6 and 7: Randomly generated initial population P, calculated reflected base values and computed forecasted RoC for month 2004/05 (t = 5) are listed in Table 4 .
Step 8: Now fitness of each individual is evaluated as shown in Table 6 . The best forecasted value with least error is -6.187 for month 2004/05 (t = 5). Similarity, forecasted value of remaining time series is calculated. Forecasted value of each time with least squared error for the first iteration is shown in Table 7 .
Step 9: Till stop criterion is met, generate offsprings by doing crossover and mutation with pc = 0.33 and pm = 0.067 and repeat Steps 7-9.
Step 10: At G = 100, forecasted outpatient is shown in Table 7 . 
Study of MSE and AFER with GA performance factors
Forecasting accuracy is measured by average forecasting error rate (AFER) and mean squared error (MSE). Forecasting accuracy of the whole system is measured by AFER and MSE defined (Armstrong and Collopy, 1992) by equations (10) and (11).
Here, A t is actual forecasting value at time t and F t is predicted value by the algorithm at same time t. n is a number of time series data considered for the experimental study. t s is time where actual forecasting value is obtained on the basis on previous datasets.
Here, A t is actual forecasting value at time t and F t is predicted value by the algorithm at same time t. n is number of time series data considered for the experimental study. t s is time where actual forecasting value is obtained on the basis on previous datasets Calculation of MSE and AFER are shown in Table 8 for various generation G counts at fixed pc = 0.33, pm = 0.067 and O = 4. Selection of P, pc, pm and G depends upon the desired accuracy from system. Variation in different values of pc, pm and G can be studied in order to get least desired MSE and AFER of the system. Table 8 shows variation of MSE and AFER with different values of G at fixed pc = 0.5, pm = 0.067. Table 8 shows the variation of MSE and AFER with different values of G at fixed pc = 0.8, pm = 0.13. Impact on MSE and AFER for increased values of pc and pm can be observed.
It can be seen from Table 9 that MSE and AFER tends to zero at O = 10, G = 200, pc = 0.8 and pm = 0.13.
From Table 10 , it can be seen that utilising OWA weights for past observations reduced MSE by almost 50% of forecasting done by equal weights. Thus, it is proved that the accuracy of the system can be improved by determining the relative weight of past observations. 
Performance evaluation and comparison
We have compared the MSE and AFER of our designed model on outpatient data with previous selective prediction models (Garg et al., 2011; Cheng et al., 2008; Chen, 2002) on same data to highlight the performance of our method.
Figures 6 and 7 reveal MSE and AFER of all selected models for outpatient visits graphically. 
Discussion
The lower value of MSE and AFER are a measure of higher forecasting accuracy. From the results of Table 11 , MSE and AFER are lowest in case of the proposed model, clearly indicating its superiority over Garg, Cheng, Yu's, Chen model and other existing soft computing models. The proposed model generates weights for each past observation that contributes in the prediction of next value on the basis of its importance in the system. Existing fuzzy time series model did not count the importance of each past fuzzy observation to predict next value. They treated all past fuzzy observation equally critical. Furthermore, GA is applied to generate a wide range of membership function for past observation so that more optimised predicted value can be generated. 
Conclusion and future work
In this study, we formulated a novel concept to optimise OWA-based fuzzy time series forecasting model by GA. It was identified that accuracy of fuzzy time series model considerably depends on subjectively decided parameters such as fuzzy membership function. We determined OWA weights on the basis of the importance of fuzzy set in the system by employing RIM quantifiers. Subsequently, GA was employed to generate a wide range of parameters for fuzzy membership functions (mf) in the region of time series. Obtained values of MSE and AFER indicate the use of GA and OWA together can enhance prediction accuracy significantly. This work illustrates the dominance of OWA-FTSP-GA algorithm over existing prediction models. Due to least forecasting error, forecasting model can be used to deal with future trends in every domain where prediction is based on historical time series data such as healthcare domain, information management etc. This research can be further extended to generalise proposed model to handle complex multidimensional time series data existing in healthcare. However, the ratio of similarity in fuzzy logical relationships for forecasting becomes lower when more dimensions are taken into considerations. Plus, other aspects of proposed model can be explored by the memetic algorithm.
