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Introduction
Solar flares can have catastrophic effects on our infrastructure by degrading the Global Positioning System (GPS), interrupting power grids, and causing failures in communications satellites. Roughly half of Coronal Mass Ejections (CMEs) are associated with flares (Zhang et al., 2001) , which produce magnetic storms and distort our ionosphere as they impact upon the Earth (Gopalswamy et al., 2005) . This distortion renders sensitive GPS measurements highly inaccurate. Commercial airplanes rely on GPS to take off, navigate and land. Currents produced in the ionosphere by intense space weather events may generate huge currents in power grids, terminally damaging the Manuscript Click here to download Manuscript: OmarWAhmed. doc   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 massive transformers that are integral to these systems. Finally, ionising particle radiation produced by flares and CMEs may damage or even result in the loss of communications satellites, as was the case with the Galaxy 15 satellite in April 2010 1 . The accurate prediction of solar flare occurrence is essential for operations teams to safely perform their respective jobs in anticipation of damaging space weather (Committee on the Social and Economic Impacts of Severe Space Weather Events, 2008): power grid operators need to know when to expect ionospheric currents; pilots need to know when to divert transpolar flights to lower latitudes; satellite operators need to know when to turn off equipment; astronauts need to know when to seek cover in shielded areas.
To date, various systems and models designed to predict the occurrence of solar flares have made significant progress, but the achieved prediction performances are far from what is required by operations teams. Therefore, further investigations are needed to enhance both the understanding of the physical causes of flares and the design of a more accurate flare prediction system. Three main categories of prediction models existexpert-based (with human input), linear statistical, and non-linear statistical (including machine learning). Recent prediction systems relying on non-linear methods, such as Artificial Neural Networks (ANN), show the most promise (Messerotti et al., 2009 ).
There have been a number of attempts and proposed approaches to create an accurate flare prediction system. One of the earliest systems is THEO (McIntosh 1990) , an expert system using subjective judgements and statistical correlations, that was adopted in 1987 by the Space Environment Center (SEC) at the National Oceanic and Atmospheric Administration (NOAA). This system utilises a number of sunspot and magnetic field properties to generate a prediction for the occurrence of various solar flare classes. Gallagher et al. (2002) produced a linear prediction system that was adopted by SolarMonitor, using the average flare rate for each human observed McIntosh sunspot classification and Poisson statistics to calculate the flare probability for individual classifications. Later systems used aspects of each of these, such as determining multiple characteristics of sunspot groups and active regions, and using both linear statistical and non-linear prediction methods.
Linear statistical studies have been performed by several authors that attempt to make flare predictions by identifying the active region magnetic properties that are most correlated with flare activity. Using line-of-sight magnetograms, Cui et al. (2006) investigated active region maximum horizontal gradient, the length of the neutral lines, 3 and the number of singular points using sigmoid analysis. They found that although there were high correlations with flaring, these properties did not accurately predict flares. Jing et al. (2006) found a positive correlation with flaring for the mean value of spatial magnetic gradients along strong-gradient magnetic neutral lines, the length of stronggradient magnetic neutral lines, and the total magnetic energy. Leka and Barnes (2007) calculated many properties from vector magnetograms and applied linear discriminant analysis. They found that total magnetic flux or the combination of total vertical currents with measures of the magnetic shear were best for predicting C-class flares and above, while excess photospheric magnetic energy was best for M-class flares and above. Barnes and Leka (2008) also use discriminant analysis to investigate total flux, total excess energy, a measure of the amount of magnetic flux close to high gradient polarityseparation lines, and the effective connected magnetic fields. They found that by using a discriminant boundary none of the investigated properties were able to predict major flares (i.e., M-or X-class) significantly better than always predicting that no flare would occur. Song et al. (2008) use ordinal logistic regression with measures of total flux, strong-gradient neutral line length, and magnetic energy dissipation (overall gradient measure). Mason and Hoeksema (2010) use superposed epoch analysis with total magnetic flux, primary inversion line length, effective separation, and gradient-weighted inversion-line length.
Other studies take advantage of complex non-linear learning algorithms to train decisionmaking systems using large samples of characterised sunspot group and active region observations. Colak and Qahwaji (2009) implemented an automated near real-time hybrid system, based on machine learning, called Automated Solar Activity Prediction (ASAP), using measurements of sunspot area and automated McIntosh classifications. Yu et al. (2009 Yu et al. ( , 2010a Yu et al. ( , 2010b use machine learning on neutral line properties determined from magnetograms. Yuan et al. (2010) combine the methods in Song et al. (2008) with machine learning.
To rigorously evaluate the performances of prediction systems and the physical properties utilised by them, standard forecast verification measures such as the Heidke Skill Score (HSS; Balch, 2008) must be adopted (Barnes and Leka, 2008) . Some of the abovementioned systems were validated using large data sets and report accurate prediction results, but few if any have been tested by operationally predicting solar flares.
Running a system operationally corresponds to the way it would be used in a real-time setting, implying that all features detected inside of some observational bounds are given a prediction. While validation must be done operationally, the data sets used to train a prediction system may be segmented using some selection criteria. A portion of the total   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 data set is removed with the intention of helping a system to discriminate between flaring and non-flaring feature populations more clearly. In addition to using a segmented training set, some authors also segment the testing set by applying selection criteria to the data that are used for system validation. This results in prediction performances that reflect the efficiency of training rather than how the system would perform in a truly operational sense. We wish to emphasise the importance of determining skill scores by performing validation in a manner as close as possible to how the system will actually be used.
In this paper we apply machine learning and feature selection algorithms to a set of magnetic feature (MF) properties to determine: (i) their overall flare prediction capability;
(ii) the properties that are most significantly related to flare occurrence. In this work we also aim to improve on previous work in several important ways. Here we explore the difference between operational and segmented validation for the first time. The flare prediction system is tested against data in a segmented training format (i.e., defining its training benchmark) as well as being tested against non-segmented data (i.e., defining its operational prediction performance). In addition to realistic validation, magnetic features are identified and extracted consistently using automated feature recognition to avoid any selection bias, while previous studies have used NOAA visually identified features. This paper is organised as follows. The data sources and their specifications are discussed in Section 2. The methods are explained in Section 3, including the MF-flare association algorithms (Section 3.1), machine learning (Section 3.2), and feature selection (Section 3.3). The results are presented in Section 4, including the prediction capability of the MF properties studied (Section 4.1) and the MF properties that are most related to flare occurrence (Section 4.2). Finally, some discussion and ideas for future work are presented in Section 5.
Data
Solar flares are the impulsive release of large amounts of energy (up to ~10^27 J) in the form of energetic particles and emission across the entire electromagnetic spectrum. The common format for classifying these events uses the peak magnitude of soft X-ray flux as observed by the Geostationary Operational Environmental Satellite (GOES) series.
Catalogues of flare events recorded by these satellites were obtained from the National Geophysical Data Center (NGDC), which holds one of the most comprehensive public databases for solar features and activity recorded by multiple observatories around the world. Only those flare events with peak GOES magnitudes above the C1.0 level (i.e., 10^-6 W/m^2) with known locations were included in this study. In this paper, the flare prediction potential of MF properties generated by the Solar Monitor Active Region Tracker (SMART; Higgins et al. 2010 ) are evaluated for the first time. SMART is a recently developed feature extraction algorithm to detect, characterise, and catalogue MFs using 96-min SoHO/MDI line-of-sight magnetograms. MFs are detected in magnetograms by segmenting quiet-Sun and feature pixels using a combination of image processing techniques. SMART detects MFs automatically and is completely independent from NOAA active regions. Throughout this paper the term "MF detection" refers to an individual SMART MF detected in one MDI magnetogram (i.e., a single MF will be observed multiple times through its lifetime). An example of a set of SMART detections is shown in Figure 1 . Of the various magnetic field properties determined by SMART, 21 are utilised in this paper and these are described in Table 1 . 
Methods
To enable the investigation of SMART's MF detections in relation to flares, there is a need to establish the flaring and non-flaring MF detections. Two types of association algorithms have been adopted for this purpose (Section 3.1). The experiments conducted in this work aims to achieve two goals: (i) determine the flare prediction capability of SMART's MF properties (Section 3.2) and (ii) determine the MF properties that are most related to flaring (Section 3.3). Data preparation and the methods applied in this work are discussed in this section. to the times of MF detections using the method described in (Colak and Qahwaji, 2010) and the location compared to the MF spatial coverage. MF detections are then defined as flaring if a remapped flare location falls within the boundary of the SMART MF contour.
MF AND FLARE ASSOCIATION
In order to minimise the error in magnetic field properties caused by projection effects, only MF detections located within 45° from solar disk centre are considered for this work.
We consider two forms of association -segmented and operational -that are learning algorithm is trained and tested on data chosen randomly from that time period. In the second experiment, the data covering April 1996 Table 4 details the number of flaring/non-flaring MF detections used in this experiment. The time coverage of the training set was chosen so that the remaining testing set would contain MF detections and flare activity from periods around the maximum and minimum levels of solar activity.
To determine the MF properties that are most related to flares, we use data covering the entire time range of April 1996-December 2010 (Sections 3.3 and 4.2). The segmented set is used to determine the MF properties that are most related to flares, while both segmented and operational sets are used to determine the prediction capability of the selected MF properties. Once again, the number of flaring/non-flaring MF detections used in this experiment is detailed in Table 3 . Table 4 : Number of flaring and non-flaring MF detections in time independant training and testing sets, from each association output (data sets from segmented and operational association).
Association Method
Training Set (Apr1996-Dec2000, Jan2003-Dec2008)
Testing Set (Jan2001-Dec2002, Jan2009-Dec2010) 
MACHINE LEARNING
In this section, the flare prediction capability is investigated by applying a Cascade Correlation Neural Network (CCNN) machine-learning algorithm to the associated data sets. CCNN is a learning algorithm that is proven to provide efficient performance in applications that involve classification and time-series prediction (Frank et al. 2001) . It has been shown in (Qahwaji and Colak, 2006) that CCNN is the optimal neural network learning algorithm for solar flare prediction using sunspot properties. A detailed description of CCNN and its application in flare prediction can be found in Colak (2006, 2007) .
The CCNN algorithm that is available in Matlab has been utilised to implement the experiments described in this section. The CCNN used here consists of several layers -an input layer, multiple hidden layers, and an output layer. The number of MF properties that are fed into the machine learning system determines the number of nodes in the input layer. The numbers of nodes in the hidden layers are determined automatically during the training, while the number of classes determines the number of nodes in the output layer (i.e., 1 node for flare/no-flare). It is essential to provide the machine learning with uniform data to enhance its learning and performance. Therefore, the input data has been normalised so that the measurements of each MF property are represented in the range 0.1-0.9 and the output classes are represented as 0.9 for flare and 0.1 for no-flare.
For each association dataset (segmented and operational), machine learning is applied twice. In the first instance, machine learning is applied using cross-validation in order to determine the overall prediction capability of the investigated dataset (Sections 3.2.1 and 4.1.1). In the second instance, the machine learning is applied using time-separated training and testing sets in order to determine the system's prediction capability on data from particular periods of time (Sections 3.2.2 and 4.1.2). Further details about the application of machine learning using each method are described below.
Machine Learning using Cross Validation
Cross-validation is a method that partitions the input data into subsets so that the learning algorithm can be trained on a subset and internally tested on a different subset. Crossvalidation is a useful approach for analysing the prediction performance of machine learning, as it is important to avoid over-fitting. Over-fitting occurs when the learning algorithm performs very well on the training data, but not so well when provided with new data. Different forms of cross-validation method exist and repeated random subsampling validation is applied here. This method is based on randomly dividing the data into a number of subsets, which is repeated a number of times so that the learning   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 algorithm is trained and tested on different data. For each repetition, one subset is used for training and the rest are used to evaluate the prediction performance by calculating a number of forecast verification metrics. These measurements are then averaged in order to provide an indication of the effectiveness of the machine learning on the training data (Hall, 1999) .
Cross-validation is applied separately to both the operational and segmented data sets for the entire period covering April 1996-December 2010. For each investigated set, the data are randomised and two separate portions of data are created: a training portion (60%) and a testing portion ( Detailed information about each of these measures can be obtained from Fawcett (2006) and Balch (2008) . Among the prediction measures, HSS is one of the best indicators of the overall performance of a prediction method since it accounts for correct chance forecasts (Barnes and Leka, 2008) . The cross-validation process is repeated 10 times and the means of the prediction measures are calculated.
Machine Learning with Time-separated Training and Testing Sets
Machine learning has been applied by training and testing the system using data from different time periods, with both the operational and segmented data sets investigated.
The data covering April 1996-December 2010 is divided into two sets for this purpose. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 the training process is completed, the predictions of the machine learning system is tested against the training set time range and the prediction performance is evaluated by following the same steps described in the previous subsection (Section 3.2.1).
FEATURE SELECTION
In this section, feature selection algorithms have been applied to the segmented data set only (covering the entirety of April 1996-December 2010) to identify the most significant SMART MF properties that are related to flare occurrence. Feature selection, also known as variable selection or attribute selection, is the process of selecting a subset of features according to certain criteria (Liu, 1998 (Liu, , 2008 Guyon, 2003) . This process enhances the efficiency and usability of a data set by removing features that are irrelevant, redundant, and leading to noise Motoda, 1998, 2007; Guyon and Elisseeff, 2003) . Feature selection has been applied in many areas of research, such as genomic analysis, text mining, and image retrieval. As far as the authors are aware, this is the first time that feature selection has been applied to solar data. The application of feature selection in this study should enable us to determine the MF properties that are most relevant to flare occurrence, and thus enhance our understanding of the underlying physics behind flare occurrence.
Two different feature evaluation algorithms have been applied here -Correlation-based Feature Selection (CFS) and Minimum Redundancy Maximum Relevance (MRMR). The reader is referred to the Appendix for a detailed description of these methods. These evaluation methods can be applied in combination with differing search methods and data types to create different feature selection processes. We consider multiple combinations of each feature evaluation and search method to create 11 different feature selection processes, presented in The feature selection experiment is carried out as follows. Initially, cross-validation is applied to the segmented dataset (consisting of all 21 MF properties) in order to select 50% of the data in a random manner and then feature selection is applied. This is repeated 20 times and the most common set of MF properties is recorded for each feature selection process. It is important to note that CFS determines the best, but un-ranked, MF properties while MRMR is set to rank the 10 most significant MF properties according to their importance. CCNN machine learning is then applied to determine the prediction capability of the selected MF properties, using both segmented and operational data sets, enabling direct comparison to the prediction capability of the full set 21 MF properties.
Machine learning using cross-validation is applied for this purpose, as previously described in Section 3.2.1.
Results
In this section, the results achieved from applying the various methods described in the previous section are presented and discussed. The results are presented according to the experimental aims of this work: Section 4.1 discusses machine learning validation with respect to overall prediction capability, while Section 4.2 aims to determine the properties most related to flaring.
FLARE PREDICTION CAPABILITY OF SMART MF PROPERTIES
CCNN machine learning has been applied to determine the capability of the 21 MF properties generated by SMART to predict flares at and above the C1.0 level within the following 24-hour period. The performance of the machine-learning system has been investigated in two separate ways. Full data set cross-validation (Section 4.1.1) determines the overall effectiveness of the machine learning, and time-separated training and testing (Section 4.1.2) realistically validates the system.
Machine Learning using Cross Validation
Machine learning is applied using cross-validation to determine the overall prediction capability of the investigated data and to set a benchmark performance of the system using the methods described in Section 3.2.1. This process separately uses segmented and operationally associated MF-flare data covering the entire time range (April 1996-December 2010). The prediction measures achieved for both of the associated data sets are shown in Table 5 . It can be seen that using the segmented data set provides higher prediction measures than using the operational data set. Segmentation thus allows the machine learning to more easily discriminate between flaring and non-flaring MFs. As outlined in Section 3.1, this is because the no-flare component of the segmented data set consists of MF detections that are clearly separated from flares (i.e., no flare occurs in a +/-48-hour period), while the no-flare component of the operational data set will consist of MF detections recorded just after flares (i.e., only requires that no flare occurs in the following 24-hour period). However, despite the reduced level of prediction measures   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 achieved, the operational data set results are regarded as the realistic capability of the system to provide flare prediction in a near real-time operational mode. 
Machine Learning with Time-separated Training and Testing Sets
In contrast to the process of cross-validation, the flare prediction capability of the machine-learning algorithm is investigated by training and testing the system on data from completely separate time ranges (described in Section 3. approach of using common time ranges for training and testing is adopted to ensure that direct comparisons can be carried out between the different combinations of the training/testing data sets (i.e., segmented/segmented, operational/operational, and segmented/operational). The prediction measures achieved by these three training/testing combinations are given in Table 6 . Once again, the highest prediction measures are achieved when the machine-learning algorithm is both trained and tested on segmented data. However, these measures do not reflect the actual capability of the system if it were run operationally because the data supplied to the prediction system does not contain all MF detections (as previously discussed in Section 3.1). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 The prediction measures resulting from our new machine-learning system are compared in Table 7 to one of the industry's standard flare prediction systems, ASAP (Qahwaji and Colak, 2009 ). This system also uses machine learning to predict flares at and above the Cclass level within 24 hours, but ASAP was trained on data covering a longer time period, did not discard active regions further than 45° from solar disk centre, and was tested on a data set that contained less number of detections in comparison to the number detections in the testing sets used here, given in Table 4 . Overall, Tables 6 and 7 indicate that the use of SMART MF properties in our machine learning system has achieved significantly improved flare prediction accuracy over that of ASAP. Further comparison to HSS values achieved by alternative prediction methods are presented and discussed in Section 5. 
MF PROPERTIES MOST RELATED TO FLARE OCCURRENCE
In the previous sections we determined that the segmented form of MF-flare association is capable of achieving the highest prediction performances within our CCNN machinelearning system. In this section we will use only segmented data, as we are interested in finding which MF properties are most related to predicting flare occurrence using the feature selection methods described in Section 3.3. The output from each of the 11 feature selection processes is presented in Table 8 , where the MF properties are listed in terms of the property IDs of Table 1 . The results from these feature selection processes were grouped into four categories to study the frequency of property selection: 1) the union of all CFS processes, 2) MRMR-MIQ, 3) MRMR-FCQ, and 4) MRMR-FCQ. Table 9 presents the selection frequency of MF properties, with individual rows indicating properties that appear in all 4, at least 3, at least 2, and at least 1 of these categories. v5, v6, v7, v13, v14, v15, v19, v20, v21 CFS GreedyStepwise Forward Normalised Subset v7, v9, v13 CFS BestFirst Backward Discretised Subset v9, v13, v14, v18, v19, v20 CFS BestFirst Bidirectional Discretised Subset v9, v13, v14, v18, v19, v20 CFS BestFirst Forward Discretised Subset v9, v13, v14, v18, v19, v21, v20, v19, v18, v17, v16, v15, v14, v4, v14, v15, v21, v7, v6, v20, v11, v21, v14, v20, v15, v4, v5, v19, v7, v18 
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The machine learning and cross-validation method presented in Section 3.2 was applied to each of the four groups of MF properties listed in Table 9 . In order to examine the significance of the prediction capabilities for each of the property groups, their prediction performances were compared to that of the complete set of MF properties (i.e., all 21
SMART properties under consideration) with the results presented in Tables 10 and 11 for the segmented and operational data sets, respectively. These findings show that a prediction capability comparable to that using all 21 MF properties can be achieved from the set of 6 properties that were selected most frequently. However, including a greater number of MF properties leads to a marginally higher prediction performance .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Table 10 : Prediction capability measures of the four feature-selected property groups in Table 9 , using segmented data set. Table 11 : Prediction capability measures of the four feature-selected property groups in Table 9 , using operational data set. The rank ordering of SMART MF properties towards flare prediction is, according to their frequency of selection in Table 9 :Error! Reference source not found. The first group lists the six MF properties chosen by each of the four feature selection categories. These properties are all related to magnetic neutral lines and are all extensive quantities (with the exception of  MAX ). These properties are commonly considered to be highly relevant to flaring (e.g., Cui et al. 2006; Schrijver 2007; Falconer et al. 2009 ) due to their indication of non-potentiality in magnetic field topology. The rank ordering of the less frequently selected MF properties in terms of significance for flare prediction is not surprising, with extensive measurements of total magnetic flux and area being generally more relevant than intensive measurements such as statistical moments of the magnetic field distribution (Welsch et al. 2009 ).
Discussion and Future Work
We have compared the flare prediction accuracy of training a machine learning system using both segmented and non-segmented (i.e., operational) data sets to determine whether removing portions of the MF population from the machine-learning training results in an improvement in prediction. The system has been validated using a testing data set segmented in the same way and an operational data set to illustrate the important difference between segmented and operational testing. To the author's knowledge, this is the first time that this form of comparison has been presented.
The results from machine learning using cross-validation show that segmented training and testing is more successful than non-segmented (i.e., operational) training and testing (see Tables 5 and 6 ). This comparison shows that the value of FAR increases when operational training and testing is used, indicating that the system over predicts flare from
MFs that were observed within 24-48 hours before or 24 hours after a flare (i.e., the MF detections excluded from the segmented training and testing). This could be a result of the operational system including MF detections within 24 hours after a flare if the footprints of field topologies capable of producing low-magnitude flares do not significantly change in the photosphere over the course of a flare. MF detections observed shortly after a flare may then be predicted to flare, as they are similar to the machine-learned pre-flare state, resulting in an increased number of false positive predictions.
It is instructive to compare our average segmented HSS result of 0.72 (with a standard deviation of 0.01) from Table 5 within 48 hours, but discard observations that do not produce at least one C-class flare.
Using the same segmentation and prediction, Yu et al. (2010a Yu et al. ( , 2010b This will likely lead to the more accurate prediction of flaring "all-clear" periods because   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 active regions that have flared in the past have a high potential to flare again in the future (Wheatland, 2005) .
In contrast to the segmented data set, the operational data set uses all MF detections distinguished only by their flaring status in the following 24 hours. The results for the operational data set thus show the actual capability of the system for flare forecasting in an operational manner. We achieve an average HSS of 0.54 (with a standard deviation of 0.02) for machine learning using cross-validation on our operational data set (Table 5) and compare this to other work that did not segment their data. Barnes and Leka (2008) test an operational data set using discriminant analysis, achieving a maximum HSS of 0.15 in predicting at least one M-or X-class flare within 24 hours. The major departure between these results is likely to come from the inclusion of predicting C-class flares in our system, which are more common than M-or X-class flares. In addition, we train the system on a large data set containing periods of minimum and maximum solar activity to expose the system to the most complete and diverse magnetic property parameter range that is possible. Colak and Qahwaji (2009) The results from the machine learning using time-separated training and testing data sets
show that the highest prediction performance for operational testing is obtained when the system is trained on segmented data (Table 6 ). The value of HSS reached by this method (0.64) lies between the cross-validation results for the segmented data (0.72+/-0.01) and the operational data (0.54+/-0.02). In addition, the combination of segmented training and operational testing outperforms that of operational training and testing (HSS=0.59). This indicates that the machine-learning system is capable of accurately applying the more clearly separated flare/no-flare parameter distributions in the segmented training set to the less distinct operational testing set. It is worth noting that this segmented training with operational testing also outperforms the operational training and testing scheme of ASAP (HSS=0.51).
Another aim for this work was the investigation of which MF properties are most significantly related to flare occurrence. This should provide insight into the physical relationship between photospheric magnetic fields and flare activity in the corona. The prediction capabilities of feature-selected MF properties subsets were determined and it was found that smaller sets of MF properties achieve equivalent prediction performances to that achieved by all 21 SMART MF properties (Tables 10 and 11 ). The MF properties that are related to the polarity separation line are seen to be the most significant (Tables 8   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 and 9). This is not surprising, as these properties are proxies for the degree of nonpotentiality within a MF. Non-potentiality is believed to be one of the most important factors in enabling flares to occur as it allows suitable amounts of energy to be stored in the magnetic field (Régnier and Priest, 2007) . In addition, five of the six most significant properties were found to be extensive properties, with the sixth being the maximum field gradient that is an intensive property.
Previous flare prediction systems have been limited in a number of ways, including automation, accuracy, and the ability to make a prediction for all magnetic features within some observational limits. SMART-ASAP is designed to work in an operational settingit is completely automated, uses real-time data, and runs in a matter of minutes. The true prediction capability of the system has been evaluated here using a number of verification measures so its performance can be directly compared to that of other prediction systems.
However, this work is inherently limited in that it uses snapshot information about the magnetic field at the photosphere to predict activity in the corona. It is our belief that to surpass the present HSS barrier of 0.8, the evolution of magnetic field needs to be taken into account when predicting solar flares. To improve the SMART-ASAP system, we intend on adding more MF properties to the system, such as Ising energy (Ahmed, 2010), in addition to investigating the difference in prediction capability for different peak flare magnitudes.
To summarise, the main conclusions of the experiments presented in this paper are:
 CCNN machine learning managed to successfully classify SMART MF detections as flaring or non-flaring with a HSS of 0.72 for our segmented data set and 0.54 for our operational data set, using cross-validation.
 The highest HSS value achieved for the operational testing data (0.64) was achieved when the system was trained using segmented data.
 A small set of SMART MF properties (i.e., 6) can achieve comparable prediction performance to that provided by the full set of 21 MF properties. However, flare predictions based on sets with higher numbers of MF properties result in marginally higher prediction performance.
 The SMART MF properties that are most related to flare occurrence are those involving neutral lines properties.
 SMART and machine learning systems are both automated. The execution time of SMART is about 20-60 seconds and of the machine learning is about 5 seconds, on a   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 computer with 2.66 GHz Intel Core 2 Duo with 2GB of 800MHz DDR2 SDRAM.
Hence, both systems can be integrated to run in real-time.
Overall, the technologies and the findings that have been presented in this paper can work as a corner stone to develop accurate flare prediction systems and to provide an improved understanding of the underlying physics behind flare occurrence. The system presented here will be modified to use SDO/HMI magnetograms and run on both SolarMonitor.org and spaceweather.inf.brad.ac.uk in near real-time.
APPENDIX Feature Selection Algorithms
Feature selection consists of two processes -search and evaluation. Feature search selects feature candidates and feeds them to the feature evaluation in order to determine their utility. This process is repeated so different subsets are evaluated, until the optimum subset of features is achieved. The best search strategy generates all possible combinations of feature subsets. However, this approach is exhaustive when the numbers of investigated features are large. Therefore, heuristic search methods are adopted. The common heuristic search approaches are: forward search, when the search starts with no features and successively adds features; backward search, when the search starts with all features and successively removes features; bidirectional search, when the search starts somewhere in the middle and moves outward from the starting point. Feature evaluation can be conducted using different methods: filters have been adopted in this work. Filter methods evaluate a subset of features using correlation methods. They are fast, efficient, and most frequently used in real world applications (Liu et al. 2010 where M S is the heuristic "merit" of a feature subset containing k features, is the mean feature-class correlation, and is the average feature-feature inter-correlation. The correlation type is determined according to the class type when symmetrical uncertainty correlation is applied for discrete classes, while Pearson's correlation is applied to continuous classes. CFS feature evaluation has been applied with two common heuristic search methods -greedy hill climbing (or greedy stepwise) and best-first. Greedy hill climbing adopts a forward or backward search approach to select feature candidates by searching the entire set of features as long as the feature evaluation does not degrade.
Best-first adopts a forward, backward, or bidirectional search approach to select feature candidates. Best-first allows backtracking during the search so, when a certain path looks less promising, best-first can backtrack to a more promising previous subset and continue from there. However, a stopping criterion is applied if a limited number of fully expanded subsets (normally 5) result in no further improvement. More details about CFS can be obtained from (Hall, 1999) .
B. MRMR
MRMR is a supervised feature evaluation method that selects features that are mutually dissimilar to each other, but highly related to the class. The selected features are ranked according to their importance, and the user determines the size of the selected features.
MRMR can be applied to discrete or continuous data. For discrete data, the mutual information is used to calculate the level of similarity between the features to measure the minimum redundancy using Equation 2, and it is also used to calculate the discriminant power between the features and the class to measure the maximum relevance using 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Equation 2 Equation 3 Equation 4 Equation 5 Where S is the set of features; I (i, j) is the mutual information between features i and j; c (Ding and Peng, 2005) .
Equation 6
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