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Grid Service Level Agreements 
Using Financial Risk 
Analysis Techniques
Bin Li
University of Surrey, UK
Lee Gillam
University of Surrey, UK
ABSTRACT
Grid computing continues to hold promise for the high-availability of a wide range of computational 
systems and techniques. It is suggested that Grids will attain greater acceptance by a larger audience of 
commercial end-users if binding Service Level Agreements (SLAs) are provided. We discuss Grid com-
moditization, and in particular the use of Grid technologies for certain kinds of financial risk analysis 
where both data and computation requirements can be substantial. The nature of such analysis, and 
the need for it to run to completion, suggests the need to guarantee availability and capability in the 
underlying Grid infrastructure. This further suggests that it is necessary to be able to evaluate the in-
frastructure in relation both to historic analysis and to the needs of a specific analysis. Our aim, then, 
becomes one of predicting availability and capability, essentially introducing risk analysis for Grids. 
Prediction, quantification of risk, and consideration of liability in case of failure, are considered essen-
tial for the future provision of Grid Economics – specifically, relating to the provision of SLAs through 
resource brokers, and comparable to markets in other commodities – but perhaps also more widely 
applicable to the configuration and management of related architectures such as those of Peer-to-Peer 
(P2P) and Cloud Computing systems. The authors explore and evaluate some of the factors required 
for the automatic construction of SLAs, with broad consideration for Financial Risk and the potential 
formulation of a Grid Economy as a commodity market, which may in future involve the trading and 
hedging of risk, options, futures and structured products.
DOI: 10.4018/978-1-61520-686-5.ch029
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INTRODUCTION
Grid computing has emerged through consider-
ation of secure networked availability of high end 
computer systems for relatively complex applica-
tions, and is reportedly in use in a wide variety 
of scientific and industrial pursuits. Commercial 
Grid systems, utility computing, and computing 
“in the Cloud” are all infrastructural considerations 
for businesses, and perhaps universities and other 
academic endeavours, seeking to reduce the costs 
of their infrastructures. These Grids, Utilities and 
Clouds can reportedly help organizations to offset 
environmental impacts and legal requirements 
relating to the manufacture, delivery, real estate, 
power and cooling, and subsequent recycling 
or disposal of the hardware itself. Furthermore, 
costs relating to ongoing maintenance and soft-
ware licensing may also be mitigated to some 
extent. Certain organizations and individuals are 
variously willing to pay for the use of different 
forms of commoditized computer systems vari-
ously described as kinds of service, for example 
Software as a Service (SaaS), Platform as a Ser-
vice (PaaS), Infrastructure as a Service (IaaS) 
and so on. A number of major IT providers have 
infrastructural support for SaaS, PaaS and their 
brethren, and allocate processor hours and storage 
in managed facilities at fixed prices. The notion, 
then, is that this enables buyers to focus on the 
outcomes not the infrastructure, and allows them 
to rapidly construct applications without entering 
into procurement and related installation activities 
from the outset.
To name a few, companies such as HP, Ama-
zon, Google, Sun, Microsoft and IBM already 
offer or are beginning to promise some form of 
commoditized servers and pricing models for 
their Grids, Utilities, and Clouds. These can be 
used by organizations: (i) directly, for example 
for running various business services or simula-
tions; (ii) as part of the external-facing business 
activity, such as supporting a website; (iii) repack-
aged in some form where a service is sold on to 
a customer, for example with a relatively simple 
business model in which some SaaS is built over 
an infrastructure with a price to the customer 
that encompasses the cost of the infrastructure. 
Effective price-performance is going to be a key 
decision factor in the use of such resources. And 
yet, commoditization does not necessarily enable 
the end user to undertake a specific analysis with 
particular requirements at a given time, to obtain 
the best price or margin against this analysis, or 
to manage the risk of the analysis failing and 
being able to re-run this within limited time. For 
some applications, the result of analysis may be 
required at a specific time, beyond which the op-
portunity to be gained from the analysis is lost. 
Lacking such assurances of availability, reliability, 
and, perhaps, liability, is likely to limit numbers 
of potential end-users. Indeed, a number of Grid 
Economics researchers have previously suggested 
that Grids will only be able to attain greater ac-
ceptance by a larger audience of commercial 
end-users if binding Service Level Agreements 
(SLAs) are provided. This could well be true for 
Utilities, Clouds, and any other future labelling 
of computing provision.
The financial sector appears to be one of the 
principal potential users of substantial commod-
itized computation, particularly for pricing models 
and portfolio risk management. However, the 
limited commercial adoption reported of com-
moditized infrastructures by the financial sector, 
preferring instead to maintain bespoke infrastruc-
ture with a variety of concomitant costs and related 
overheads, may suggest that, at minimum, the lack 
of assurances of availability, reliability and liability 
may contribute to the apparent lack of adoption 
of these infrastructures for such use.
Our aim is to support the adoption of such 
infrastructures by predicting availability and 
providing for liability through the consideration 
of risk analysis for Grids. Prediction, quantifi-
cation of risk, and consideration of liability in 
case of failure, are considered essential for the 
future provision of Grid Economics – specifi-
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cally, relating to the provision of SLAs through 
resource brokers, and comparable to markets 
in other commodities – but perhaps also more 
widely applicable to the configuration and 
management of related architectures such as 
those of P2P systems. Much of the literature 
to date provides a largely theoretical view of 
Grid Economics, with limited consideration of 
data analysis. Uncertainty regarding availability 
of Grid resources, and the ability to monitor 
resource status so as to predict future availabil-
ity, provides the major impetus for our current 
work. From our explorations in financial risk 
management, and inspired by Kenyon and Che-
liotis (2002, 2003), we are now developing an 
understanding of how to construct risk-balanced 
portfolios of Grid resources to consider possible 
formulations of the Grid Economy. Our initial 
work in financial risk was geared towards greater 
understanding of risk and its analysis within 
increasingly complex financial products and 
markets, to provide for a service-based Financial 
Grid. In previous work, we have discussed a 
Financial Grid and sentiment analysis of finan-
cial news texts in such an environment (Gillam 
and Ahmad 2005; Gillam, Ahmad and Dear 
2005), combining numeric and textual data to 
determine whether texts are causal or indicative 
of market movements. All such analyses place 
significant demands on available resources, and 
it is typical to assume availability at any given 
time; continued use of these applications also 
provides substantial opportunities for collecting, 
and simulating, data relating to their execution. 
Such a Financial Grid must provide accessible 
algorithms, but it must also make available the 
requisite computational power at the right time, 
and execution data may assist here. In a sense, 
we are focusing on the ability to predict (risks 
of resource availability for) the ability to predict 
(risks on financial investments). Risk, here, is 
the probability of a loss and usually presented 
in financial applications in monetary terms but 
may have a different presentation in an SLA.
In this paper, we discuss considerations for 
the development of the Grid Economy, and how 
we are working towards an understanding of Grid 
Economics, in terms of ensuring availability, capa-
bility and liability in relation to financial applica-
tions. Our considerations may have implications 
for infrastructures other than Grids, for example 
incentivized or reward-based Peer-to-Peer (P2P) 
systems, Cloud Computing environments, and 
various related kinds of network economics. We 
are interested in which kinds of financial risk 
analysis may be applicable for predicting avail-
ability and capability, and considering how liability 
might be formulated. Current research has tended 
towards focus on SLAs in Grid Economies that 
involve planning-based systems, which makes an 
assumption that resources can be reserved with 
relative predictability. There is little in the litera-
ture relating to SLAs for queuing-based systems 
in which a balance is attempted amongst users 
for tasks of unknown duration with some, but 
largely limited, specifications of requirements for 
the analysis. It is with a Grid Economy involving 
queue-based systems that we are concerned.
We report initially on the development of 
Grid-based financial services for calculating 
portfolio Value at Risk (VaR). In particular, we 
demonstrate how commonality across three ap-
proaches for calculating VaR, characterized by 
Best (1998), enables us to reuse the Historical 
analysis and Covariance analysis techniques as 
parts of a Monte Carlo Simulation technique. 
We next show typical performance for the Monte 
Carlo Simulation with different considerations 
for parallelism. This produces a different set of 
expectations for analysis in the infrastructure: the 
computational requirements will vary according 
to parallelization configured for the number of 
required simulations, with optimal performance 
often obtained from some compromise over simu-
lations per node. We discuss implementation for 
portfolio VaR using the queuing-based system 
Condor, and monitor resource use during program 
execution to try to characterize the application 
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and how the infrastructure “reacts” to it. Here, 
convergence between approaches for computa-
tion of risk in portfolios of option-free equities 
enable us to evaluate our implementation and 
establish and mitigate performance issues relating 
to balancing computational speed with calculation 
accuracy. We next consider how portfolio risk 
computations may be applied to the construction 
of various risk-quantified portfolios of computa-
tional resources in the UK’s National Grid Ser-
vice (NGS), and how these may be formed into 
tranches that align availability risk with liability 
of failure. More complex, structured, investment 
products such as collateralized debt obligations 
(CDOs) provide useful points of inspiration for 
such work. We discuss, finally, how extending 
specific considerations of financial modelling 
to Grid Economics may provide for markets for 
a range computational resources and services, 
with considerations for a potential formulation 
of a Grid Economy as a commodity market, and 
extend this towards trading and hedging of risk, 
options, futures and structured products.
RelATeD wORkS
A number of researchers have addressed a variety 
of aspects of Grid Economics. Gray (2003) formu-
lates relative costs of networking, computation, 
database access and database storage, producing 
dollar-equivalents of network bandwidth, CPU 
instructions, CPU time, disk space, and database 
queries. He uses commercial examples in deriv-
ing these assessments, which may be helpful in 
evaluating the costs associated with a particular 
analysis, but which needs to be rigorously tested 
with due consideration for reliability and perfor-
mance factors to work towards cost prediction. 
Chetty and Buyya (2002) have considered mar-
kets in Grid computing by comparison to energy 
markets: given initial formulations of the Grid as 
analogous to the electrical grid, this seems to be a 
natural extension. Computer control of the electri-
cal grid needs to ensure that supply and demand are 
well-matched, particularly at specific peak demand 
times. While electrical energy may be storable, the 
unused capacity of the Grid compute resource is 
worthless as time elapses, leading to a reduction in 
value of resource secured but unused. Kenyon and 
Cheliotis (2003) characterized the Grid commod-
ity/resource as stochastic rather than deterministic; 
this characterization suggests probabilistic models 
are possible, in particular through Monte Carlo 
Simulations. They suggest that the basic building 
blocks of Grid Economics will not be spot markets 
but futures contracts, which essentially have the 
same characteristics as the Grid resources. They 
also suggest that the selection of Grid resources 
is often similar to the construction of financial 
portfolios. Buyya, Abramson and Venugopal 
(2005) suggest that resource management and 
scheduling are the most challenging aspects of 
Grid Economics, and analyze and comment on 
the differences between current academic and 
commercial Grid efforts and their own work. Their 
Economic Grid project emphasizes problems of 
price setting, market oriented resource manage-
ment and scheduling. These researchers are aiming 
to develop a Grid Architecture for Computational 
Economy (GRACE) and a Grid Resource Broker 
(GRB) that acts as a meta-scheduler, and have 
discussed various challenges with building the 
next generation Grid system which they consider 
to be an Economic Grid.
In relation to financial grids, many implementa-
tions are claimed in the financial sector but relatively 
few have been reported in the literature. Notable 
exceptions include the RiskGrid (Donachy 2003) 
and the ImpliedVolatilityGrid (Macleod 2005), both 
at the Belfast e-Science Centre, and outputs from 
the Grid in Finance 2006 Conference. RiskGrid used 
DataSynapse LiveCluster for job scheduling and 
Globus toolkit to manage Grid interaction, security 
and exposure of the VaR service; ImpliedVolatili-
tyGrid used the Sun Grid Engine, JGrid and Globus. 
Limited information is available regarding these 
implementations beyond details of technologies 
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used and some performance characteristics. Further 
work of interest includes Schumacher’s (2006) 
derivatives pricing grid service that uses GEMSS 
grid infrastructure, tested on architectures ranging 
from NEC-SX vector computers to PC-Clusters 
and Germano’s work (2006) involving a Monte 
Carlo pricing application based on the SETI@home 
project, implemented using C/C++ and FORTRAN 
code, with significant speed up claimed over the 
internet. A pricing application in an environment 
with limited guarantee of the analysis taking place 
or providing usable results within a specific time 
period, may be interesting in terms of implementa-
tion, but may be some distance from providing the 
kinds of assurances anticipated.
The closest related work to that detailed in this 
paper is Kerstin et al (2007) who have reported on 
the AssessGrid project. AccessGrid relates to the 
construction of a risk-aware Grid architecture, partly 
grounded in auction-based planning approaches 
from almost forty years earlier (Sutherland 1968). 
AssessGrid attempts to integrate considerations of 
risk assessment and management through a negoti-
ated SLA among three Grid actors (end-user, broker 
and resource provider). The authors claim that risk-
aware SLAs are only possible in planning-based 
systems since insufficient estimations are available 
for queuing-based systems such as Condor and the 
Sun Grid Engine (SGE). We are aiming to challenge 
this claim for two reasons: (i) queuing-based systems 
are in the vanguard; (ii) part of the motivation for 
our work is to predict the availability of resources 
for financial risk before the analysis is deployed 
and; in some senses, we need to create estimations 
for predicting the ability to predict.
BACkGROUND
financial Risk Management 
and financial portfolios
Identifying and quantifying risk has become an 
important aspect of a variety of business and 
academic pursuits. Risk is an integral part of the 
real world in general, and the financial world in 
particular. In financial markets, the word “risk” 
is often used synonymously with the probability 
of a known loss, and represented by an amount 
of money. Various financial crises, including the 
Asian financial turmoil in 1997 and the 2008 
subprime crisis, have emphasized the need for 
improved understanding of risk analysis to ac-
curately reflect the likelihood of experiencing 
losses, and the scale of the likely losses involved. 
Sophisticated mathematical models and measures 
that carry names such as Black-Scholes, Stress 
testing, Value at Risk (VaR), etc., are referenced 
to try to quantify, rather than qualify, expectations 
for risks. As the quantity of information available 
for use in calculating risk increases, whether 
access to information is symmetric – the same 
data is available to all participants - or asymmet-
ric – different data may be available to different 
participants though the current price is commonly 
known - there is an increase to the complexity of 
models required to estimate the risk and/or the 
number of simulations and computations required. 
The choice of the model or the parameters, and 
the computational tractability of undertaking such 
analyses, becomes significant.
More complex financial investment strate-
gies tend to involve portfolios. Portfolios can be 
thought of as collections of named financial assets, 
or derivatives of these assets, and are variously 
composed. The return of a portfolio of assets is 
essentially a weighted average of returns of the 
individual assets. In selecting the collections, di-
versification of risk can be a key consideration to 
ensure that a specific market event, e.g. change in 
interest rate, has a limited impact on the portfolio 
as a whole in that all contained assets or deriva-
tives are not equally sensitive to this change. The 
“Greeks” are often referred to when considering 
the market sensitivities of financial derivatives: 
rho (ρ) indicates the change for a small interest 
rate change; delta (δ) indicates the change in the 
derivative price in response to small changes in 
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the underlying price; gamma (γ) indicates change 
in the delta; and so on. A portfolio of derivatives 
can be hedged to achieve a desired exposure to risk 
using, for example, delta (δ) hedging. However, 
there are certain, systemic, risks which cannot 
be diversified.
Portfolio analysis assumes that investors 
consider the expected returns and the standard 
deviation (variance) of returns, a mean-variance 
framework. Where a new asset contributes to port-
folio risk depends on the correlation or covariance 
of the return and the other assets (β). The preferred 
portfolio would be one with a high expected return 
but low standard deviation and low correlation. A 
high expected return, of course, generally implies 
higher risk and the lower the correlation, the less 
the asset will contribute to the overall risk. A 
negative correlation would offset risk elsewhere 
in the portfolio, lowering the portfolio standard 
deviation. Selection is a trade-off between risk 
and expected returns.
For a single asset investment, the standard 
deviation of expected returns can be thought of as 
the market risk, which is not entirely true for the 
asset in a portfolio where the standard deviation 
of the asset contributes to the overall portfolio 
risk. The portfolio risk is made dependent on 
expected correlations in movements across the 
assets in the portfolio, the implication being that 
correlated assets will move together based on the 
underlying stimulus. To construct a diversified 
portfolio, the standard deviation of each asset 
should contribute little to the overall portfolio 
risk (risk-free asset), and secondly, the correla-
tions among assets would dominate to determine 
to the portfolio risk (tangent portfolio).
value at Risk
With increased unpredictability (volatility) of 
financial markets, large financial institutions 
began calculating Value at Risk (VaR). VaR can 
be used to predict market risk, and may also be 
used to regulate it if sufficient collateral is used 
to offset these risks. The “dot com bubble” and 
so-called credit crunch have demonstrated that 
use of risk models to produce values in isolation 
may be insufficient. Furthermore, determining 
the risk of more complex financial instruments 
such as asset-backed securities (ABSs) and col-
lateralized debt obligations (CDOs) provides even 
greater challenge, particularly where improved 
rationality is needed amongst investors.
VaR is typically related to the computation 
of values over the distribution of returns (profits 
and losses). The actual value obtained from this 
analysis tends to reflect the largest expected loss 
at a specific confidence level for a specific time. 
There are three prevalent approaches (Linsmeier 
and Pearson 1996): (i) Historical Simulation; (ii) 
Variance-Covariance; (iii) Monte Carlo Simula-
tion. Variation in parameters and assumptions 
amongst methods results in variation of yields, 
suggesting that parameter selection depends on 
factors such as complexity of implementation, 
ability to deal with options and option-like portfo-
lios, and the reliability of the results. For the three 
prevalent methods, these factors can be variously 
assessed, as presented in Table 1.
Selection also depends on data availability 
(Historical Simulation) and assumptions over 
the types of distributions considered (Variance-
Covariance; Monte Carlo). Commonality in 
approaches for VaR analysis either for single 
instrument or a portfolio of financial instruments 
has been characterized (Best 1998) as:
(A): Mark-to-market the portfolio - evaluate the 
current price of the portfolio rather than its 
book value);
(B): Calculate the distribution of portfolio 
returns;
(C): Compute the VaR of the portfolio.
A distinction is also made between parametric 
and non-parametric models (Historical: full valu-
ation; Variance-Covariance: analytical valuation; 
Monte Carlo: stochastic, complete full valuation). 
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The parametric model, often referred to as analyti-
cal valuation, relies on strong theoretical assump-
tions and rules that are based on properties of the 
underlying data. Moreover, the parametric model is 
only suitable in simple and linear portfolio cases. 
To balance computational speed and calculation 
accuracy, the choice of conditional distribution 
of returns is also important. A normal distribution 
is usually used since it is easily understood and 
well described, and higher demands are made of 
computation if other distributions are used.
It is often assumed in VaR models that returns 
are normally distributed: most of the returns will 
be close to the previous price, and the largest 
profits and losses are rare events. The volatility 
(standard deviation), holding period (time horizon) 
and portfolio diversification are the three key 
drivers of portfolio VaR. The holding period has 
significant effects on calculating VaR. Generally, 
a longer holding period results in a bigger value 
of VaR and holding certain assets reduces the 
risk in a portfolio. Another important parameter 
of VaR is confidence level or quantile, which is 
the interval estimate where the VaR would not be 
expected to exceed the maximum loss. 99% and 
95% confidence levels are most commonly used. 
The numbers and types of approaches to calculate 
VaR are growing, and taking account of all of them 
is beyond the scope of this paper.
Historical Simulation (HS)
Historical Simulation (Linsmeier 1996 and Jorion 
2002) comprises the following steps:
HS I. Define the length, period N, of the obser-
vation series, and obtain the price change 
series;
HS II. Obtain a formula that adequately de-
scribes a specified portfolio, such as daily 
returns;
HS III. Specific steps, using daily returns:
a.  The price change series is applied to 
current price to generate hypothetical 
“historical” profit and loss series of the 
portfolio;
b.  Sort hypothetical profits and losses 
into quantiles from largest profits to 
the largest losses;
c.  Observe price change from the table 
equalling or exceeding the confidence 
level ( g or 1- g ) as the VaR value.
The length of the observed time series, N, 
significantly affects the VaR value: larger values 
for N increase the accuracy, but can obscure im-
portant changes. Historical VaR for a portfolio is 
computed as the sum of the hypothetical profits 
and losses of individual instruments, sorted into 
quantiles.
Table 1. VaR methods comparison (Jorion 2002, p230) 
Dimensions
VaR methods
Historical Variance-Covariance Monte Carlo
Implementation difficulty Easy Relatively easy Hard
Explanation difficulty (to manager) Easy Easy Hard
Distribution assumption Actual Normal Normal
Able to deal with options Yes No Yes
Computational time Short Short Long
Accuracy of results Depends on portfolio Good Good
Analysis of sensitivities analysis No Possible Yes
Use Actual Volatilities and Correlations Yes Yes Possible
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Variance-Covariance Method (VC)
For a single instrument, the VC VaR is the product 
of the standard deviation of changes in instru-
ment price and the quantile of confidence level. 
The quantile can be calculated using an inverse 
cumulative probability function of the confi-
dence; therefore the key is obtaining the standard 
deviation of daily returns. Following Linsmeier 
(1996) and Jorion (2002), and assuming a normal 
distribution, the approach involves:
VC I. As HS I.
VC II. As HS II
VC III. Specific steps involving:
a.  Obtaining the mean and standard de-
viation of the percentage price change 
series over N periods;
b.  Calculate quantile at the given con-
fidence level, then calculating VaR. 
Portfolio V-C VaR is associated to a 
correlation matrix of daily returns for 
the assets, C, with V as the one row ma-
trix for the position of each individual 
asset, and VT is the transpose matrix of 
V: VaR = * *V C VT .
Monte Carlo Simulation (MCS)
The expression “Monte Carlo method” is relatively 
ambiguous. A “Monte Carlo” experiment uses 
random numbers in some well-defined sense to 
examine a problem. In a VaR context, the MCS 
can be simplified by reusing aspects of both the 
Historical and Variance-Covariance algorithms, 
and involves constructing a series of hypothetical 
“historical” price changes as follows:
MCS I. As HS I / VC I.
MCS II. As HS II / VC II.
MCS III. Specific steps for simulation 
involving:
a.  As VC III.a
b.  Simulation using random numbers; cre-
ate correlations, compute eigenvectors 
and eigenvalues etc
c.  Generating random numbers and cor-
related simulated price changes. As in 
HS III.a.
d.  AS HS III.b.
e.  AS HS III.c.
Monte Carlo VaR for portfolios is more com-
plex than for a single instrument. For portfolio 
VaR, the generated portfolio price changes must 
be correlated. The correlation matrix of daily 
returns, the eigenvalues and eigenvectors of the 
correlation matrix, and the inverse cumulative 
probability function of the random numbers all 
need to be produced. Eigenvalues and eigenvec-
tors of the correlation matrix are used to describe 
how the portfolio price changes are moving in 
relation to each asset in the portfolio. The eigen-
values indicate the relative importance of each 
eigenvector, whereas the eigenvectors correspond 
to the shift in the yield curve. Each eigenvector 
is structured by elements and each element can 
be thought to represent an asset. To obtain more 
accurate results additional computational time is 
required, especially when dealing with a portfolio 
which has a large numbers of assets.
Options are characterized as non-linear pay-offs: 
the relationship between the price at which the 
option may be exercised and the underlying asset 
price at exercise time is not linear but functionally 
associated, so the risk exposure approximation for a 
portfolio including options is less readily assessable 
than a portfolio comprising linear pay-off instru-
ments such as bonds and futures. For this reason, 
Monte Carlo Simulation is preferred since it is 
possible to construe a mean and standard deviation, 
and construct a simulated series that can be used to 
deal with financial options with more accurate risk 
exposure approximation. The prices generated by 
Monte Carlo simulation are all theoretically pos-
sible with given parameters. The portfolio is then 
revalued at each of the possible prices.
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Collateralized Debt 
Obligations (CDO)
A CDO is a structured transaction that involves 
a special purpose vehicle (SPV) in selling credit 
protection on a range of underlying assets. The 
underlying assets may be either synthetic or cash. 
The synthetic CDO involves loans (credit default 
swaps: CDS), typically including fixed-income 
assets, bonds and loans; the cash CDO consists 
of a cash asset portfolio. CDOs were created to 
provide more liquidity, but at the time of writing 
may be being variously blamed for inhibiting 
liquidity in the market. A CDO, and other kinds 
of structured investments, allows institutions to 
sell off debt to release capital. A CDO is priced 
and associated to measurements of riskiness that 
can be protected (for example, insured against 
the default on a particular loan). Protection is 
offered against specific risk-identified chunks of 
the CDO, called tranches. To obtain protection in 
each class, a premium is paid depending on the 
riskiness, reported in basis points, which acts as 
the insurance policy.
Consider, for example, a typical CDO that 
comprises four tranches of securities: senior 
debt, mezzanine debt, subordinate debt and 
equity. Each tranche is identified as having se-
niority relative to those below it; lower tranches 
are expected to take losses first up to specified 
amounts, protecting those more senior within 
the portfolio. The most senior tranche is rated 
as triple-A, then double-A, and so on, with the 
lowest tranche, equity, unrated. The lowest 
rated should have the highest returns, but in-
corporates the highest risk. The senior tranche 
is protected by the subordinated tranche, and 
the equity tranche (first-loss tranche or “toxic 
waste”) is most vulnerable, and has to offer 
higher compensation for the higher risk.
IMpleMeNTING vAlUe AT RISk
We have broadly summarized the three main VaR 
methods above in a way that promotes reusability 
in implementation, and help to speed not only the 
time to implementation, but also explorations of 
distributions and parallelism within the compu-
tations. We identified commonality according 
to Best’s characterization (A, B and C, as given 
previously, for single instrument and portfolio – see 
Figure 1), and have implemented and evaluated 
these three VaR methods. Our implementation 
makes use of the Condor queuing system and, 
especially, the Java (JDK 1.6.0) Universe, which 
allows processes to be run on any available Java-
supporting system. We have run computations 
for single instrument VaR and Portfolio VaR on 
a local cluster that has simultaneously used up to 
128 cores provided by 32 IBM HS21 Woodcrest 
Blades (2 Intel dual core processors, 2.66 GHz, 
1333MHz FSB with 4GB RAM per blade). The 
Condor queuing system manages these 128 cores 
as a pool, though we currently manually define 
the level of distribution for the analysis at time 
of submission.
Running the VaR calculations under Condor 
requires the creation of a specification of the 
job, identifying the executable code, I/O details, 
required libraries, resources and run arguments 
including number of jobs to be run. This specifi-
cation is submitted to Condor’s queuing system, 
which undertakes matchmaking operations with 
available nodes in order to allocate the work 
according to the specified distribution. It was 
consideration of removing the manually specified 
distribution of work that led in part to our moti-
vation for understanding availability, capability 
and liability.
A portfolio VaR computation using Monte 
Carlo Simulation involves a correlation of as-
sets and the computation of the corresponding 
eigenvalues and eigenvectors. As the number of 
assets in the portfolio increases, the time for the 
computation increases. Additionally, computation 
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time depends on the time horizon considered, 
and the longer the horizon, the more sharper the 
increase in time needed for generating random 
numbers and price changes. These factors create 
limits on the complexity and horizon that can be 
computed on, for example, a single node.
Reusable vaR
Similarities in the three VaR algorithms enable 
decomposition of the tasks and provide for reuse 
in implementing an MCS as loosely-coupled parts 
which can be run separately across machines, 
including the embarrassingly parallel simulations. 
The parts comprise: VaR Covariance (obtain Mean 
and SD); Data Simulation (Generate Hypothetic 
Prices); and Historical VaR (Daily Return Analy-
sis). We compose the MCS using Condor’s sup-
port for directed acyclic graphs (DAGs). Figure 2 
shows the nodes of the computations (sub-tasks) 
with dependencies and flow of data represented 
by edges. A Condor DAG is specified as the sub-
tasks and dependencies between these subtasks 
required to run and manage the complete job.
In a DAG, the nodes or vertexes represent the 
computations (sub-tasks), and dependencies are rep-
resented by arcs or edges. A DAG file describes the 
DAG, specifying the order of tasks using PARENT 
and CHILD relationships, creating the associations 
to separate task specifications, contained in other 
files. The specifications, as described earlier, detail 
the executable code, I/O details, required libraries, 
resources and run arguments, though to ensure a 
DAG, each process may only run once. A simple 
DAG would be composed of four separately speci-
fied processes, A, B, C and D. Relationships between 
Figure 1.Portfolio VaR implementation
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these could be composed as PARENT A CHILD B 
C; PARENT B C, CHILD D. For this simple DAG, 
task D would only run following completion of tasks 
B and C, and neither B nor C would be run unless 
A had completed. A Condor meta-scheduler called 
DAG manager (DAGMan) takes care of running 
the various tasks of the DAG. We have found that 
it is relatively easy to implement our approach (to 
be discussed later) using the DAG approach.
TeSTING vAlUe AT RISk
Single Instrument vaR evaluation
We tested our implementation of single instrument 
VaR, with 184,710 closing prices taken every 5 
minutes (about 6 years’ data between 1997 and 
2003), assumed investment of £1 Million, and 
MCS period of 10,000. This produces the VaR 
values in Table 2. Monte Carlo results may be 
larger than those of Variance-Covariance (based 
on the same mean and standard deviation) and 
Historical method (based on the same historical 
data) since the prediction is derived from a wider 
“possible” range - stochastic and complete full 
valuation.
Data generated by MCS was compared to 
market data as a back-test to evaluate fit to the 
distribution and determine discrepancy in the 
final value (Table 3). We used the same 184,710 
closing prices of every 5 minutes. The first 50% 
(approximately 3 years) was analysed to obtain 
the mean and standard deviation, and Monte 
Carlo Simulations generate a further 50%. The 
simulated result, compared to actual market data, 
is about 11% and 8% bigger than actual 95% and 
99% confidence levels respectively - sufficient to 
guide the investment.
Figure 2.VaR MCS DAG
Table 2. VaR values comparison 
 Expected losses (£)
Confidence level HS VC MCS
95% 2365.74 2890.82 4064.47
99% 4634.29 4082.18 5736.40
Table 3. Data examination (VaR MCS) 
Mean SD 95% VaR
99% 
VaR
Entire input 
data 0.0001965 0.1752 £2365.74 £4634.29
Second 50% 
data (Actual 
market)
-0.0007623 0.1858 £2611.26 £4998.08
Simulated 
second 50% 
data
0.0002637 0.2315 £2890.85 £5387.01
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To further test our implementation, 6,400,000 
simulations were distributed over 1, 2, 4, 8, 16, 
32 and 64 nodes. Figure 3 shows the run-time 
speed-up: 2 seconds on 64 processors, compared 
to 220 seconds on one processor.
linear Option-free portfolio 
vaR evaluation
For portfolio analysis, results are obtained from 
VaR calculations for a linear option-free portfolio. 
We used 20 sets of price data, covering at least 5 
years. We used our implementation to calculate 
VaR for 1 year, 2 year and 5 year holding periods 
at 95% and 99% confidence levels, using Monte 
Carlo simulations of 10,000 to 640,000 periods 
(quite a heavy workload scenario). Theoretically, 
longer Monte Carlo simulation periods should 
improve VaR accuracy. We compare the VC VaR 
against the Monte Carlo result in each case. The 
MCS result should be similar to the VC values 
within the same variable settings, with a 1% stan-
dard error normally considered to be sufficiently 
accurate (Best 1998, pp42-43).
In practice, both results are calculated to 
cross-validate: an initial consideration was the 
correctness of the implementation; a subsequent 
consideration is whether the number of simula-
tions is sufficient. Table 4 presents the results of 
the analysis. Each scenario runs on a single core, 
with 20 runs of the MCS calculated over 90000 
portfolio price changes. The average MCS result 
Figure 3.VaR MCS time and speedup (single instrument)
Table 4. VaR Result (portfolio) 
[20 runs, 95%, 90000 simulation, £1m for each asset]
10 Assets 20 Assets 40 Assets
Holding 
Period 365 days 730 days 1825days 365 days 730 days 1825days 365 days
V-C 
method: 110188.23 101983.29 162888.99 191759.12 192465.63 265083.82 383518.24
Mean: 110219.06 102009.54 163012.01 191481.70 192354.90 265317.44 383596.19
SD: 516.7701473 442.5305199 521.904809 779.9403801 759.9631925 1110.236801 1566.548775
Tolerance 0.469% 0.434% 0.32% 0.407% 0.395% 0.418% 0.408%
Time (S, 
mean) 18.7891 20.2455 23.30695 73.6268 68.3625 69.59615 265.7238
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is checked against the VC result, aiming to satisfy 
the 1% tolerance. The table also shows that the 
Standard Deviation of the 20 run simulation has 
converged to approximately 0.5% of the mean 
value, an acceptable tolerance in practice.
We obtained timings for running our portfolio 
(MCS DAG), using 640,000 simulations distrib-
uted across 1, 2, 4, 8, 16, 32 and 64 nodes. Values 
are at 95% confidence level, with 20 assets and 
£20 Million investment portfolio, using 1 year 
of historical market data. Again, the MCS VaR 
value is sufficiently close to the VC VaR, and the 
standard error is within the acceptable tolerance 
up to distribution across 32 nodes; the implica-
tion appears to be that convergence across larger 
numbers of nodes requires increased numbers of 
simulations to achieve the equivalent tolerance 
(Table 5), and this is being investigated further 
in relation to the nature of the implementation. 
The simulation took about 8 minutes on a single 
core, compared to 8 seconds on 64 cores, with an 
apparently near-linear speed up of 57.2, although 
taking speed up at 16 and 64 nodes produces the 
least compelling values in comparison to speed 
up at 32 nodes. With 20 assets, 1 year historical 
data, 95% confidence, 90000 simulation length, 
we ran the MCS DAG with 5 distributions. With 
the mean of £191646.78 and 664.09 SD, we obtain 
0.346% tolerance. The DAG task finished with 
489 seconds (Figure 4), whereas 5 integral MCS 
tests finished in about 368 seconds (73.62×5).
These different configurations of MCS VaR 
create different requirements on the infrastruc-
ture in terms of distributions and processing 
Table 5. VaR speedup (portfolio) 
[95%, 20 assets, 20M GBP investment, 640000 simulation]
V-C 
method
Monte Carlo Simulation for Portfolio
1 node 2 nodes 4 nodes 8 nodes 16nodes 32 nodes 64nodes
Mean 
(nodes) 191759.12 191298.14 191776.79 191369 191562.98 191468.41 190995.93 191926.57
SD (nodes) ---- ---- 749.58976 509.76275 603.59261 1242.3356 2128.3679 2428.5762
Tolerance ---- ---- 0.391% 0.266% 0.315% 0.649% 1.11% 1.27%
Time Mean 0.61 467.23 241.833 124.229 61.836 32.2905 15.52319 8.168344
Speedup ---- 1 1.932036 3.761038 7.555954 14.46958 30.09884 57.20009
Figure 4.VaR MCS Time and Speedup (portfolio)
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time required, and the potential need to increase 
the number of simulations when increasing the 
number of nodes in order to achieve the same 
tolerance. We considered the potential need to 
produce the results within limited time and to 
distribute the computation over larger number 
of nodes as a means to dynamically configure 
such distributions within shared Grid resources 
such as the UK’s National Grid Service (NGS). 
At the time of writing, we have been unable to 
make use of Condor across NGS, and remain 
to deal with the challenge which is the focus 
for the remainder of this paper: predicting the 
availability of resources for computation to 
ensure job completion within a limited time 
horizon.
For MCS, selection of the appropriate kind 
of distribution is a necessary consideration. 
In portfolios of equities, it is usually assumed 
that a normal distribution is acceptable since 
extreme gains and losses are usually rare, while 
most movements (daily price changes) are 
close to the previous day’s value. In addition 
to mean-variance, skew and kurtosis can be 
used to measure the fit to a normal distribution: 
skew provides a measure of the symmetry, and 
a normal distribution should have skew close 
to 0; a positive value is preferred. Kurtosis 
measures how peaked or flat the data is relative 
to a normal distribution; kurtosis describes the 
width of overall distribution and is sometimes 
referred to as the volatility of volatility. High 
kurtosis indicates a distinct peak near the mean, 
with a sharper drop and heavy tails, whereas low 
kurtosis describes a flatter top. These four mo-
ments – mean, variance, skew, kurtosis - are im-
portant measures in financial risk management. 
Efficient portfolio construction can be presented 
in mean, variance and skewness dimensions: the 
portfolio return with high mean, low variance 
and high skewness; kurtosis indicates whether 
the extreme movement happens.
pROCeSSeS AT RISk: ApplYING 
fINANCIAl RISk ANAlYSIS 
TO GRID eCONOMICS
Service level Agreements (SlAs)
SLAs are often used descriptively in relation to 
services of particular kinds. Broadly in terms of 
computer systems, SLAs are documents written 
for human consumption that relate statically to 
server management, networking availability, 
capacity of web servers, and response times of 
helpdesk and support staff in the event of some 
kind of failure. Our considerations fit specifically 
within server management (Paschke, 2006) but 
we are more interested in how to automatically 
and dynamically create SLAs that change with 
the demands on the infrastructure. Binding Ser-
vice Level Agreements (SLAs) of this kind are 
considered a key step towards Grid commercial-
ization. A competitive pricing model that makes 
allowance for failure of computation, would lead 
towards Grid Economics and brokerage services. 
The SLA concept and practice brings the notion 
of risk management to Grid computing: in order 
to ensure Quality of Service (QoS), the SLA 
acts as a contract between service providers and 
particular service customers, possibly negotiated 
through brokers. The SLA clarifies the nature of 
the business relationship and the obligations on 
the parties to the contract. For the user, it should 
detail the job executions required for a given per-
formance at a given price, involving performance 
indicators for both customer service, and entailing 
a price for under-performance or failure (liabilities 
exercised through some form of penalty). Such 
SLAs may provide vital assurance for provision 
of Grid services into the financial sector.
Two frameworks address SLA specification 
and monitoring: Web Service Agreement (WS-
Agreement) developed by Grid Resource Allo-
cation Agreement Protocol (GRAAP) working 
group of the Open Grid Forum (OGF), and Web 
Service Level Agreement (WSLA), introduced by 
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IBM in 2003. As part of Service-Oriented Archi-
tecture (SOA), through WS-agreement, an entity 
could dynamically initiate an SLA representation 
as a machine-readable and formal contract. The 
content specified by WS-agreement builds on 
SOA (driven by agreement), where the service 
requirement can be achieved dynamically. Based 
on the XML syntax, these contents can be easily 
standardized, in terms of agreement templates, 
machine readable and machine autonomic.
The AssessGrid project (Kerstin, 2007) uses 
WS-Agreement in the negotiation of contracts 
between entities. This relies on the consideration 
of a probability of failure (PoF) which influences 
price and penalty (liability). Instead of a single 
risk value, the risk of breaching the terms of the 
SLA is defined by the PoF and the penalty. The 
broker acts like a virtual provider in obtaining 
SLAs from multiple providers and providing 
a comparison amongst offers. A ranked list is 
constructed according to price, penalty and PoF 
depending on the priorities of the end-user. By 
allowing for trade-offs against price, penalty and 
PoF, the broker supposedly maximizes the eco-
nomic benefit to the end user. The end user must 
still compare SLA offers and somehow make an 
appropriate selection. The approach appears to 
focus on comparing amongst separate assured 
provisions, rather than independently assessing 
the underlying resource portfolio. In this work, 
considerations are also limited to planning-based 
systems.
We consider WS-Agreement (Andreux, 2007) 
as a structure for our SLAs. WS-Agreement fol-
lows general contractual principles, allowing for 
the specification of the entities involved in the 
agreement, the work to be undertaken, and the 
conditions that relate to the performance of the 
contract. The Service Description Terms are used 
to identify the work to be done, describing, for 
example, the platform upon which the work is 
to be done, the software involved, and the set of 
expected arguments and input/output resources. 
Guarantee Terms (GTs) provide assurance between 
provider and requester on quality of service (QoS), 
and should include the price of the service and, 
ideally, the probably of, and penalty for, failure. 
For one of our scenarios, an end-user might request 
a VaR Monte Carlo Simulation, such as those 
previously, over a portfolio of given names with a 
specified time horizon, requiring 95% confidence 
with 20M GBP investment and 640000 simulations 
run across 32 processors. This will form the SDTs 
of the SLA, and providers would produce outline 
agreements by providing the GTs that they can 
support for such a request.
Grid Resource Monitoring
Collecting information regarding the system status 
and characteristics is referred to as monitoring. In 
a Grid environment the Grid resource availability 
cannot be guaranteed since the nodes might be 
variously online or offline or unavailable. The 
value of a monitoring system in a Grid is in pro-
viding important information about the system’s 
scope, flexibility, capability and scalability. Apart 
from Grid information services, monitoring is also 
crucial in Grid scheduling, performance analysis, 
prediction, Grid system optimization etc. There 
are various Grid monitoring systems, including 
GridRM, NetLogger, Globus MDS, MonALISA 
and Ganglia (Zanikolas et al, 2005).
The focus of our work is the Ganglia system, 
since this is currently used across the UK’s Na-
tional Grid Service (NGS), a non-commercial Grid 
intended for use within the UK’s academic research 
communities that includes 4 major core sites at the 
Universities of Oxford, Manchester and Leeds, and 
Rutherford Appleton Labs (RAL). NGS provides 
access to upwards of 2,000 processors, making the 
potential scale of available data quite significant. 
Through Ganglia, it is possible to obtain data for 
up to 37 system metrics in XML, including use 
of network bandwidth, temperature and CPU use. 
Ganglia’s monitoring logs are destructively cycled, 
so to retain a sufficient history of system use we 
have to automatically capture data for analysis 
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from clusters within NGS using the mechanisms 
available through Globus. We are collecting Grid 
resource monitoring data from NGS on an hourly 
basis to ensure that we retain all time series data 
points – produced every 15 seconds, but lost in 
the destructive log cycling. We obtain data from 
all nodes of major NGS sites that are able to 
provide this. For the Leeds Cluster, for example, 
we are obtaining approximately 1.4GB data per 
day (~ 1/2 TB/year/cluster), prior to removal of 
overlapping data points.
Our analysis to date has principally concerned 
CPU use, though time series of other parameters 
demonstrate similar or related distributions. For 
the analysis presented here, we selected user and 
system CPU use for 10 machines from the NGS 
cluster at Leeds, with data points at 6-minute and 
daily intervals as available in the dataset. We cal-
culate the mean and standard deviation of series to 
examine CPU use per day and per year. Many of 
these distributions have heavy tails - the resource 
is either close to saturation (nearly 100%) - or 
unused (see Table 6 and Figure 5). We can still use 
a normal distribution to produce a benchmarking 
consideration, but following Malvin (1986) and 
Fishman (1996) we will move on to consider how 
to profile the data and identify when different 
distribution models are required. In particular, 
Table 6.
Samples in Leeds Cluster CPU usage percentage analysis based on a year data (per day)
Node001 Node002 Quad003 Quad004 Quad005
sys user total sys user total sys user total sys user total sys user total
Mean 1.44 57.3 58.7 2.21 57.9 60.1 1.58 34.4 36.0 1.66 34.3 35.9 1.57 31.9 33.5
SD 2.36 25.3 35.5 6.09 36.8 36.7 7.21 36.8 37.8 6.73 37.1 38.4 7.09 37.3 38.3
Kurtosis 29.7 -1.37 -1.36 51.15 -1.40 -1.32 99.1 -1.23 -1.30 78.8 -1.26 -1.34 71.1 -1.17 -1.26
Sknewness 4.81 -0.32 -0.33 6.82 -0.35 -0.40 9.24 0.58 0.52 8.18 0.57 0.52 7.99 0.68 0.62
Figure 5.Samples CPU percentage (sys+user) histogram on the last’s year data (per everyday)
702
Grid Service Level Agreements Using Financial Risk Analysis Techniques
we are considering Monte Carlo integration with 
variance reduction techniques in which the key 
is choosing sample sets with smaller variance. 
Here, the sample mean becomes a more accurate 
estimation while the sample variance decreases; in 
other words, fewer samples are needed before the 
sample mean becomes a good approximation.
We next analyze correlations in our sample 
(Table 7). Within each Group, resource use cor-
relates with some strength, however across these 
groups the correlations are rather lower – providing 
an initial indication that these data can be used 
to manually target analysis. This also encourages 
us to consider constructing a compute-resource 
portfolio which we would expect to optimize the 
overall Grid use. A more substantial future analysis 
is required to evaluate these assumptions.
Knowing correlations, we next attempt to 
derive resource portfolios. Following financial 
analysis, risk-hedging a well constructed low risk 
portfolio requires assets which are weakly corre-
lated; resources in a risk-reduced Grid portfolio 
should also be less correlated, so that the risk 
of a single task failure can be reduced (hedged) 
– assuming that the queuing system or the task 
itself are able to retry. The most correlated may 
indicate the highest combined risk since current 
use of systems tends to be cluster-oriented. In 
other words, submitted jobs may tie up the whole 
of a specific cluster rather than distributing work 
across available clusters – which one might expect 
to be an intended function of a Grid.
For our sample, the lowest correlation occurs 
between Quad4 and Node1; submitting a task to 
Quad4 and Node1 may not necessarily improve the 
speed of execution, but would limit the associated 
risk of failure. Quad1 and Quad2 seem to move 
together, indicating an increased combined risk 
would emerge dependent on behaviour of others. 
This would suggest at least 2 portfolios could 
emerge with different characterizations of risk.
Specific portfolio selection steps need to 
be derived from this pool of Grid instruments. 
To construct portfolios for CDO-like tranches, 
we first create the correlation matrix of all the 
resources from a provider. Next, we select a 
portfolio size: if 2 resources were needed, for 
the triple-A tranche we could choose the lowest 
correlation; the single-B tranche would contain 
the highest correlation. Submission to AAA is 
more likely to succeed than to B for two reasons: 
(i) other workloads assigned only impact part of 
the portfolio; (ii) the impacted part is supported, 
through seniority, to enable completion – to the 
detriment of lower tranches.
Table 7.
Year Total CPU Usage: System + User Correlation Matrix
Node1 Node2 Node3 Node4 Node5 Quad1 Quad2 Quad3 Quad4 Quad5
Node1 1
Node2 0.7746 1
Node3 0.6384 0.7917 1
Node4 0.4430 0.5816 0.7695 1
Node5 0.6313 0.7651 0.7994 0.7964 1
Quad1 0.1186 0.1615 0.2232 0.1476 0.2166 1
Quad2 0.1410 0.1959 0.2407 0.1534 0.2239 0.9412 1
Quad3 0.1623 0.1713 0.2228 0.1938 0.1821 0.8528 0.8807 1
Quad4 0.1074 0.1530 0.2152 0.1944 0.2164 0.8422 0.8802 0.9284 1
Quad5 0.0789 0.1125 0.1854 0.1655 0.1664 0.7944 0.8230 0.9050 0.9121 1
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Impacts on Resource portfolios
To evaluate the impact of job submission on 
Grid resource correlations, we submit various 
distributions of the Monte Carlo VaR at par-
ticular times. Workload was set at 2,048,000 
simulations, distributed across up to 64 CPUs 
with 32,000 simulations each. The correlation 
matrix was recomputed using 244 records per 
node (obtained at 20 seconds intervals) following 
these submissions(Table 8). The following tables 
use a sample of nodes to demonstrate impacts 
of running jobs on correlations; these nodes are 
not always those involved with running differ-
ently distributed jobs, and unexpected changes 
in correlations have been observed that demand 
further investigation. In pre-submission state, 
Nodes 125,129 and 111 are strongly positively 
correlated, implying they are moving together or 
idling together. Node 102 has strongly negative 
correlation suggesting an opposite state. With a 
submission for one unspecified CPUs to run the 
2,048,000 simulations, there appears to be no sig-
nificant impact (Table 9), suggesting that a node 
not in this sample is running the job. With a sub-
mission for 16 unspecified CPUs to run 128,000 
simulations each, there are various changes in 
correlation coefficients (Table 10), particularly 
in the shift from strongly negative correlations 
to slight positive correlations against Node102, 
and similar behaviour is seen for 64 CPUs (Table 
11). Throughout, Node125 and Node129 appear 
to move together.
Changes in correlations suggest the need to 
regularly reassess the resource portfolio, and the 
appropriate time horizon for doing so needs to be 
established. It may also be possible to interpret 
and begin to simulate the correlations amongst 
resources by considering the likely impact λ of 
executing some job A, where CorM1 × λ = CorM2, 
where CorM1 are correlations before submission, 
and CorM2 are the correlations after submission. 
It would be necessary to derive λ experimentally to 
account for other CPU activity that may be creating 
unexpected effects mentioned above. Subsequently, 
we should be able to calculate probability of failure 
per job, and construct and continuously re-evaluate 
resource portfolios for SLAs.
Table 8. Correlation Matrix before submissions 
Node102 Node125 Node129 Node111 Node128
Node102 1 -0.957521662 -0.957521662 -0.957521662 0.907078863
Node125 -0.957521662 1 1 1 -0.948241278
Node129 -0.957521662 1 1 1 -0.948241278
Node111 -0.957521662 1 1 1 -0.948241278
Node128 0.907078863 -0.948241278 -0.948241278 -0.948241278 1
Table 9. Correlation Matrix after 2,048,000 simulations submitted to 1 (unspecified) CPU 
Node102 Node125 Node129 Node111 Node128
Node102 1 -0.965889367 -0.965889367 -0.965889367 0.90913573
Node125 -0.965889367 1 1 1 -0.94726895
Node129 -0.965889367 1 1 1 -0.94726895
Node111 -0.965889367 1 1 1 -0.94726895
Node128 0.90913573 -0.94726895 -0.94726895 -0.94726895 1
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Building SlAs
We construct our Grid SLA, with reference to 
WS-Agreement, by considering relative pricing of 
resources of different specifications (Gray 2003), 
and the associated risk of any item in the portfolio 
being unable to run or complete its task within a 
limited timeframe. The liability provides a limit for 
the expected penalty paid by the service provider 
for failing to honour the contract. Service providers 
are likely to want to limit the extent of penalties, 
for example to 120% of the cost of the contract. 
Given the nature of need by financial users, setting 
an example limit might be a difficult proposition 
since the cost of a missed opportunity may be 
significantly greater than the expected outlay 
for the computation. On the other hand, if users 
demand substantial gearing of liability, one might 
expect the service providers to increase the cost. 
There is a risk to be managed on both sides, even 
before one considers that the computation may be 
a risk analysis. This integrated consideration, of 
risk and liability, will likely affect the cost of the 
offering and place demands on system reliability 
and performance. The service providers, and the 
end users, need to be aware of the risk and liability 
of not satisfying such contracts; the brokers, here, 
are the portfolio managers, and would need to be 
able to mitigate risks of failure in the underlying 
instruments – likely, involving multiple SLAs from 
providers. Results from our analysis, demonstrated 
previously, will help to build a ranking system, 
inspired by CDO models.
This CDO model may help the Grid provider 
optimize overall system usability as well as maxi-
mize the service profit. We will give consideration 
as follows: firstly, sort resources among the Grid 
into different classes according to the historical 
information. The resource with highest availabil-
ity ranks the top class whereas the bottom class 
is the lowest availability resource. According to 
this list, we will make different basis points to 
guarantee various performances. The top class 
resource should have highest premium to insure 
the availability and performance. If under-perfor-
mance happens with the higher premium, then the 
higher the penalty will be. We believe that such 
a framework can bring greater flexibility to the 
Grid pricing model. The Grid user pays for the 
use of Grid taking into consideration the budget 
Table 10. Correlation Matrix after 128,000 simulations submitted to 16 (unspecified) CPUs 
Node102 Node125 Node129 Node111 Node128
Node102 1 -0.691137793 -0.691137793 -0.691137793 0.633760987
Node125 -0.691137793 1 1 1 -0.948206679
Node129 -0.691137793 1 1 1 -0.948206679
Node111 -0.691137793 1 1 1 -0.948206679
Node128 0.633760987 -0.948206679 -0.948206679 -0.948206679 1
Table 11. Correlation Matrix after 32,000 simulations submitted to 64 (unspecified) CPUs 
Node102 Node125 Node129 Node111 Node128
Node102 1 0.032218027 0.032218027 0.032334066 0.181668878
Node125 0.032218027 1 1 0 0.027102074
Node129 0.032218027 1 1 0 0.027102074
Node111 0.032334066 0 0 1 0.610872973
Node128 0.181668878 0.027102074 0.027102074 0.610872973 1
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and the task importance. The Grid provider can 
manage the Grid more efficiently and optimize 
the overall profit. The SLA for Grid with this 
framework will distinguish the rights and duties 
more clearly and reasonably. The risk is quantified 
on a monetary basis The broker would manage 
and publish dynamically updated resource CDOs 
(which may cross different providers) with price 
and insurance; the end-user worries about the job 
budget and the published risk. The end-user can 
select cheaper execution at higher risk (lower 
seniority); the lower the seniority, the higher the 
risk that any jobs failing in more senior tranches 
will force the higher risk jobs to be “kicked out”, 
assuring completion of the more expensive, lower 
risk jobs.
We consider an initial resource portfolio CDO 
model here (Figure 6): we classify portfolios into 
5 different classes according to correlations of 
resources with the portfolio. Triple-A indicates 
the most reliable portfolios, to guarantee most 
availability (least losses), and jobs are more likely 
to be finished with these resources. A user would 
pay the highest price for this level of service, say, 
100 units. Single-B represents the most unreliable, 
hence cheapest, portfolios, where the user suffers 
highest risk. The increase of proportion of insur-
ance/penalty is in line with the increased risk of 
failure. The end-user, with a return on the contract, 
could resubmit with a new budget, but the time 
to completion is now increased. The framework 
should provide flexibility for Grid users to choose 
services, and improve resource management for 
the Grid providers.
Compute Node “Defaults”
There are several considerations involved with 
constructing our SLAs. Consider, for example, 
Figure 7: a node failing in AAA will have its pro-
cess passed to a node in AA; since this node may 
already have a running job, this will equivalently 
be passed on to A. This continues until the last 
tranche is reached, where the overall penalty for 
non-completion of an SLA is at its lowest. This 
protects the processes in the more senior tranches 
as well as protecting the resource broker. Since 
the broker updates SLAs dynamically in terms 
of price and insurance, while the end-users select 
service according to its own budget and the given 
published risk. The more expensive and lower risk 
submission is always guaranteed the completion, 
if a job fails within a given tranche, a resource 
broker may be able to make use of other tranches 
they have constructed in order to limit the extent of 
liability through failure. This consideration can be 
expanded to multiple providers, and future Grids, 
Utilities and Clouds may benefit from these.
Figure 6. Constructing resource portfolio CDO and risk assessment model
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CONClUSION AND fUTURe wORk
In this paper we have considered the construction 
of Service Level Agreements (SLAs) by refer-
ence to techniques of financial risk analysis. We 
are working towards using data captured about 
resources, such as those on the UK’s National 
Grid Service, to be able to construct these SLAs 
automatically. Such production of SLAs may 
lead towards markets for Grid computing and for 
other kinds of compute resources. The aim of our 
research is to predict availability and capability 
and introduce risk analysis for portfolios of these 
resources. Such prediction, quantification of risk, 
and consideration of liability in case of failure, is 
considered essential for Grid Economics – specifi-
cally, relating to the provision of SLAs through 
resource brokers, and comparable to markets in 
other commodities – but perhaps also more widely 
applicable to the configuration and management 
of related architectures such as those of P2P sys-
tems and Clouds.
We have explored and evaluated some of the 
factors required for the automatic construction 
of SLAs. We reported on the computational 
challenges for computing portfolio Value at Risk 
(VaR), demonstrating the commonality in various 
approaches, and considered providing optimized 
Grid-based VaR services. As part of our work we 
have been collecting data regarding computational 
Figure 7. Job failure scenario in Grid resources CDO
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resource use on the UK’s National Grid Service 
(NGS) and are using these data in combination 
with the financial techniques to lead towards 
predicting availability of resources and associated 
insurance against losses. By obtaining continuous 
monitoring data from NGS, including CPU user 
usage percentage, memory usage percentage, 
network in/out traffic or the overall work load, 
we can build Grid resource usage time series. 
Analogous to financial markets, our analysis 
currently focuses on the distribution, variance, 
kurtosis and skewness of the time series, as well 
as the correlations among series. With sufficient 
historical data, we believe that all these analyses 
may enable us to predict future resource avail-
ability and thereby provide for a Grid Economy. 
We are looking for similarities in data between 
financial markets and Grid markets, hoping to 
adopt a mature financial theory. From earlier dis-
cussion in financial derivatives and theory, a well 
built portfolio can reduce the investment risk. By 
building a portfolio consisting of Grid resources, 
the risks of incomplete analysis should decrease 
substantially, although the overall performance 
may decrease to ensure lower exposure to risk. 
This may be good for Grid providers and brokers 
in reducing the risk of having to pay penalties. The 
analysis of Grid resource data should also help 
us to report the usability of a specific applica-
tion running in the Grid, and through simulation, 
resource use prediction for different applications 
with similar characteristics and requirements may 
be estimatable.
We are still some distance from constructing 
portfolios automatically so as to quantify and 
continuously monitor the risk, and beyond that 
to evaluate the effectiveness of the approach. 
We will increase our use of the NGS in the near 
future, which will provide a suitable test bed, 
and the analysis presented here demonstrates 
significant potential for our future work, which 
will involve wider consideration of distributions, 
and a concrete set of proposals for the pricing of 
such resources. More substantial analysis is also 
required to evaluate a wide range of assumptions, 
including the equivalent to Greeks as a means to 
characterize the sensitivities of such portfolios, 
and the expectation that an SLA has duration 
and may be impacted by a variety of factors not 
identified in this paper.
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keY TeRMS AND DefINITIONS
Financial Risk Management: An approach 
to evaluating the likely exposure to losses of 
particular investments in order to understand and 
potentially off-set such exposures.
Grid Computing: The use, across administra-
tive domains, of computer resources typically for 
compute- or data-intensive scientific or industrial 
problems.
Grid Economy: Treating computational 
resources like financial instruments, allowing 
for buying and selling of such resources and the 
potential for construction and trading of derivates 
of these.
Monte Carlo Simulation: A range of compu-
tational algorithms that generates random samples 
from distributions with known overall properties 
that is used, for example, to explore potential future 
behaviours of financial instruments on the basis 
of historic properties.
Service Level Agreement (SLA): In Grid 
computing, a form of contract for the provision of 
computational services that specifies the require-
ments of the service and conditions for delivery 
of that service.
Value at Risk (VaR): A widely used measure-
ment of expected losses at a given confidence, 
for example the largest potential loss in the worst 
situation over a specific time horizon.
Volatility: In finance, a measure of price 
stability or instability of a financial instrument 
over a particular time horizon, often calculated 
as the standard deviation over, for example, the 
difference in the daily close prices (returns) for 
a specified number of days.
