Abstract-In this paper, we use a unified loss function, called the soft insensitive loss function, for Bayesian support vector regression. We follow standard Gaussian processes for regression to set up the Bayesian framework, in which the unified loss function is used in the likelihood evaluation. Under this framework, the maximum a posteriori estimate of the function values corresponds to the solution of an extended support vector regression problem. The overall approach has the merits of support vector regression such as convex quadratic programming and sparsity in solution representation. It also has the advantages of Bayesian methods for model adaptation and error bars of its predictions. Experimental results on simulated and real-world data sets indicate that the approach works well even on large data sets.
I. INTRODUCTION
T HE application of Bayesian techniques to neural networks was pioneered by MacKay [1] , Neal [2] and, Buntine and Weigend [3] . These works are reviewed in [4] , [5] and [6] . Unlike standard neural network design, the Bayesian approach considers probability distributions in the weight space of the network. Together with the observed data, prior distributions are converted to posterior distributions through the use of Bayes' theorem. Neal [7] observed that a Gaussian prior for the weights approaches a Gaussian process for functions as the number of hidden units approaches infinity. Inspired by Neal's work, Williams and Rasmussen [8] extended the use of Gaussian process prior to higher dimensional regression problems that have been traditionally tackled with other techniques, such as neural networks, decision trees etc, and good results have been obtained. Regression with Gaussian processes (GPR) is reviewed in [9] . The important advantages of GPR models over other nonBayesian models are the ability to infer hyperparameters and the provision of confidence intervals of its predictions. The drawback of GPR models lies in the huge computational cost for large sets of data.
Support vector machines (SVM) for regression (SVR), as described by Vapnik [10] , exploit the idea of mapping input data into a high dimensional (often infinite) reproducing kernel Hilbert space (RKHS) where a linear regression is performed. The advantages of SVR are: the presence of a global minimum solution resulting from the minimization of a convex programming problem; relatively fast training speed; and sparseness in solution representation. The performance of SVR crucially depends on the shape of the kernel function and other hyperparameters that represent the characteristics of the noise distribution in the training data. Resampling approaches, such as cross-validation [11] , are commonly used in practice to decide values of these hyperparameters, but such approaches are very expensive when a large number of hyperparameters are involved. Typically, Bayesian methods are regarded as suitable tools to determine the values of these hyperparameters.
There is some literature on Bayesian interpretations of SVM. For classification, Kwok [12] built up MacKay's evidence framework [1] using a weight-space interpretation. Seeger [13] presented a variational Bayesian method for model selection, and Sollich [14] proposed Bayesian methods with normalized evidence and error bar. In SVM for regression (SVR), Law and Kwok [15] applied MacKay's Bayesian framework to SVR in the weight space. Gao et al. [16] derived the evidence and error bar approximation for SVR along the way proposed by Sollich [14] . In these two approaches, the lack of smoothness of the -insensitive loss function ( -ILF) in SVR may cause inaccuracy in evidence evaluation and inference. To improve the performance of Bayesian inference, we use a unified nonquadratic loss function for SVR, called the soft insensitive loss function (SILF). The SILF is smooth and possesses the main advantages of -ILF, such as insensitivity to outliers and sparseness in solution representation. We follow standard GPR to set up Bayesian framework, and then employ SILF in likelihood evaluation. Maximum a posteriori (MAP) estimate of the function values results in an extended SVR problem, so that quadratic programming can be employed to find the solution. Optimal hyperparameters can then be inferred by Bayesian techniques with the benefit of sparseness, and error bars of its predictions.
The important advantages of our Bayesian treatment on SVR using the SILF (BSVR) over classical SVR are: 1) the capability to systematically and efficiently infer optimal hyperparameters together with feature selection and 2) the ability to compute predictive distribution using the probabilistic framework. Moreover, Bayesian model selection achieves quite better generalization performance on sparse training data sets than cross validation does. Compared with GPR, BSVR possesses: 1) the sparseness property that greatly reduces the computational cost in Bayesian inference and thus helps us to tackle large data sets and 2) the insensitivity property to outliers that helps us to achieve robust performance on some real data sets.
The paper is organized as follows: in Section II we review the standard framework of regression with Gaussian processes; in Section III we propose SILF as a unified nonquadratic loss function, and describe some of its useful properties; in Section IV we employ SILF as the loss function in the MAP estimation of function values, and show that the associated optimization problem is a constrained convex quadratic programming problem; in Section V we carry out hyperparameter inference by evidence maximization, and then intrinsically incorporate feature selection in the model adaptation; in Section VI we discuss the predictive distribution for test cases; in Section VII we carefully study our algorithm on simulated and real data sets, and also consistently compare our method with GPR and SVR for generalization performance and computational cost on benchmark data; we conclude the paper in Section VIII.
II. BAYESIAN FRAMEWORK IN GAUSSIAN PROCESSES
In regression problems, we are given a set of training data which is collected by randomly sampling a function , defined on . As the measurements are usually corrupted by additive noise, training samples can be represented as (1) where the are independent, identically distributed (i.i.d.) random variables, whose distributions are usually unknown. Regression aims to infer the function , or an estimate of it, from the finite data set . In the Bayesian approach, we regard the function as the realization of a random field with a known prior probability. Let . The posterior probability of given the training data can then be derived by Bayes' theorem (2) where is the prior probability of the random field and is the conditional probability of the data given the function values which is exactly . Now we follow the standard Gaussian processes [8] , [9] to describe a Bayesian framework.
A. Prior Probability
We assume that the collection of training data is the realization of random variables in a zero mean stationary Gaussian process indexed by . The Gaussian process is specified by the covariance matrix for the set of variables . The covariance between the outputs corresponding to inputs and can be defined as
where , denotes the variance of the offset to the function , denotes the average power of , and denotes the th element of the input vector . Such a covariance function expresses the idea that cases with nearby inputs have highly correlated outputs. Note, that the first term in (3) is the Gaussian kernel in SVM, while the second term corresponds to the variance of the bias in classical SVR [10] . Other kernel functions in SVM, such as polynomial kernel, spline kernel [11] , ANOVA decomposition kernel [17] , etc., or their combinations can also be used in covariance function, but we only focus on Gaussian kernel in the present work.
Thus, the prior probability of the functions is a multivariate Gaussian with zero mean and covariance matrix as follows: (4) where , and is the covariance matrix whose th elements is . 1 
B. Likelihood Function
The probability , known as likelihood, is essentially a model of the noise. If the additive noise in (1) is i.i.d. with probability distribution , can be evaluated by
Furthermore, is often assumed to be of the exponential form such that where is called the loss function and is a parameter greater than zero. Thus, the likelihood function can also be expressed as (6) Hence, the loss function characterizes the noise distribution which, together with the prior probability , determines the posterior probability .
C. Posterior Probability
Based on Bayes' theorem (2), prior probability (4) and the likelihood (5), posterior probability of can be written as (7) where and . The maximum a posteriori (MAP) estimate of the function values is therefore the minimizer of the following optimization problem: 2 (8) 1 If the covariance is defined using (3), 6 is symmetric and positive definite if fx g is a set of distinct points in [18] .
2 S(f f f) is a regularized functional. As for the connection to regularization theory, Evgeniou et al. [19] have given a comprehensive discussion. Let be the optimal solution of (8) . If the loss function in (8) is differentiable, the derivative of with respect to should be zero at , i.e.
Let us define the following set of unknowns and as the column vector containing . Then can be written as
The elegant form of a minimizer of (8) is also known as the representer theorem [20] . A generalized representer theorem can be found in [21] , in which the loss function is merely required to be any strictly monotonically increasing function .
D. Hyperparameter Evidence
The Bayesian framework we described above is conditional on the parameters in the prior distribution and the parameters in likelihood function, which can be collected as , the hyperparameter vector. The normalizing constant in (2), more exactly , is irrelevant to the inference of the functions , but it becomes important in hyperparameter inference, and it is known as the evidence of the hyperparameters [1] .
III. UNIFIED NONQUADRATIC LOSS FUNCTION
There are several choices for the form of the loss function. In standard Gaussian processes for regression (GPR), Gaussian noise model is used in likelihood function [8] , [9] , which is of the form where the parameter is the noise variance and the corresponding loss function is the quadratic function . This choice of the Gaussian likelihood, together with the Gaussian process prior for the functions , yields a posterior distribution of that can be computed exactly using matrix operations in the GPR formulation. This is one reason why the Gaussian noise model is popularly used.
However, one of the potential difficulties of the quadratic loss function is that it receives large contributions from outliers. If there are long tails on the noise distributions then the solution can be dominated by a very small number of outliers, which is an undesirable result. Techniques that attempt to solve this problem are referred to as robust statistics [22] . Nonquadratic loss functions have been introduced to reduce the sensitivity to the outliers. The three nonquadratic loss functions commonly used in regression problems are:
1) Laplacian loss function defined as ; 2) Huber's loss function [22] defined as if otherwise (10) where ; 3) -insensitive loss function ( -ILF) [10] if otherwise where . . In addition, Laplacian loss function and -ILF are nonsmooth, while Huber's loss function is a smooth function which can be thought of as a mixture between Gaussian and Laplacian loss function.
-ILF, used in SVR, is special in that it gives identical zero penalty to small noise values. Because of this, training samples with small noise that fall in this flat zero region are not involved in the representation of regression functions. This simplification of computational burden is usually referred to as the sparseness property. All the other loss functions mentioned above do not enjoy this property since they contribute a positive penalty to all noise values other than zero. On the other hand, quadratic and Huber's loss function are attractive because they are differentiable, a property that allows appropriate approximations to be used in the Bayesian approach. Based on these observations, we combine their desirable features and introduce a novel unified loss function called the soft insensitive loss function.
The soft insensitive loss function (SILF) is defined as: (12) where and . We now derive some of the properties of the noise model corresponding to SILF, as they are useful in the subsequent development. The density function of the additive noise in measurement corresponding to the choice of SILF is (13) where . It is possible to evaluate the integral and write as (14) where . The mean of the noise is zero, and the variance of the noise can be written as: (15) Remark 1: We now give an interpretation for SILF, which is an extension of that given by Pontil et al. [23] for -ILF. If we discard the popular assumption that the distribution of the noise variables is a zero-mean Gaussian, but assume that the noise variables have a Gaussian distribution having its own standard deviation and its mean that are i.i.d. random variables with density functions and respectively. Then we can compute the marginal of the noise probability by integrating over and as follows: (16) The probability (16) can also be evaluated in the form of loss function as (13) . Under such settings, it is possible [24] to find a Rayleigh distribution on and a specific distribution on , such that the evaluations of expression (13) and (16) are equivalent. Therefore, the use of SILF can also be explained as a general Gaussian noise model with the specific distribution on the mean and the standard deviation.
IV. SUPPORT VECTOR REGRESSION
We now describe the optimization problem (8) arising from the introduction of SILF (13) as the loss function. In this case, the MAP estimate of the function values is the minimizer of the following problem: (17) As usual, by introducing two slack variables and , (17) can be restated as the following equivalent optimization problem, which we refer to as the primal problem: (18) subject to (19) where (20) Standard Lagrangian techniques [25] are used to derive the dual problem. Let , , , and be the corresponding Lagrange multipliers for the inequality in (19) . The Lagrangian for the primal problem is (21) The KKT conditions for the primal problem require
Based on the definition of given by (20) and the constraint conditions (23) and (24), the equality constraint on Lagrange multipliers can be explicitly written as (25) (26) If we collect all terms involving in the Lagrangian (21), we get . Using (20) and (25), we can rewrite as (27) Thus, can be eliminated if we set and introduce the additional constraints, . The same arguments can be repeated for . Then the dual problem becomes a maximization problem involving only the dual variables , , , and : (28) subject to , , , , and , . As the last term in (28) is the only one where and appear, (28) is maximal when and . Therefore, the dual problem can be finally simplified as (29) subject to and . Obviously, the dual problem (29) is a convex quadratic programming problem. Matrix-based quadratic programming techniques that use the "chunking" idea can be used for its solutions [26] . Popular SMO algorithms for classical SVR [27] , [28] can also be adapted for its solution. For more details about the adaptation, refer to [29] .
The optimal value of the primal variables can be obtained from the solution of (29) as (30) where and . This expression, which is consistent with (9) , is the solution to MAP estimate of the function values in the Gaussian processes. 3 At the optimal solution, the training samples ( , ) with associated satisfying are usually called off-bound support vectors (SVs); the samples 3 In Gaussian processes, the most probable estimate and the MAP estimate are identical.
with are on-bound SVs, and the samples with are non-SVs. From the definition of SILF (11) and the equality constraints (25) and (26), we notice that the noise in (1) associated with on-bound SVs should belong to , while associated with off-bound SVs should belong to the region . 4 Remark 2: From (12), the second derivative of is not continuous at the boundary of . The lack of continuity may have impact on the evaluation of the evidence (to be discussed later in Section V). However, it should be pointed out that the noise seldom falls on the boundary of exactly, since it is of low probability for a continuous random variable to be realized on some particular values.
A. General Formulation
Like SILF, the dual problem in (29) is a generalization of several SVR formulations. More exactly, when (29) becomes the SVR formulation using -ILF; when , (29) becomes that when the Huber's loss function is used; and when and , (29) becomes that for the case of the Laplacian loss function. Moreover, for the case of Gaussian noise model (see the beginning of Section III), the dual problem becomes (31) 4 Note, that the region 1 [ 1 is crucially determined by the parameter in the SILF (11). (29) is equivalent to the general SVR (29) with and provided that we keep upper bound large enough to prevent any and from reaching the upper bound at the optimal solution. If we take the implicit constraint into account and then denote as , it is found that the formulation (31) corresponds to a much simpler case of (32) without any constraint. This is an unconstrained quadratic programming problem. The solution on small data sets can be found simply from a matrix inverse operation. For large data sets, conjugate gradient algorithm could be used [30] . As for SMO algorithm design, see the ideas on LS-SVMs discussed in [31] .
V. MODEL ADAPTATION
The hyperparameter vector contains the parameters in the prior distribution and the parameters in the likelihood function, i.e.,
. 5 For a given set of , the MAP estimate of the functions can be found from the solution of the optimization problem (17) in Section IV. Based on the MAP estimate , we show below how the optimal values of the hyperparameters are inferred. 5 Due to the redundancy with C and the correlation with , is fixed at the variance of the targets fy g instead of automatical tuning in the present work.
A. Evidence Approximation
The optimal values of hyperparameters can be inferred by maximizing the posterior probability A prior distribution on the hyperparameters is required here. As we typically have little idea about the suitable values of before training data are available, we assume a flat distribution for , i.e., is greatly insensitive to the values of . Therefore, the evidence can be used to assign a preference to alternative values of the hyperparameters [1] . An explicit expression of the evidence can be obtained as an integral over the -space with a Taylor expansion at . Gradient-based optimization methods can then be used to infer the optimal hyperparameters that maximize this evidence function, given by (33) Using the definitions of the prior probability (4) and the likelihood (5) with SILF (13), the evidence (33) can be written as (34) The marginalization can be done analytically by considering the Taylor expansion of around its minimum , and retaining terms up to the second order. The first order derivative with respect to at the most probable point is zero. The second order derivative exists everywhere except the boundary of the region . As pointed out in Remark 2, the probability that a sample exactly falls on the boundary is little. Thus it is quite alright to use the second order approximation (35) where and is a diagonal matrix with th entry being if the corresponding training sample ( , ) is an off-bound SV, otherwise the entry is zero. Introducing (35) and into (34), we get (36) where is a identity matrix. Notice that only a sub-matrix of plays a role in the determinant due to the sparseness of . Let be the sub-matrix of obtained by deleting all the rows and columns associated with the on-bound SVs and non-SVs, i.e., keeping the off-bound SVs only. This fact, together with from (30), can be used to show that the negative log probability of data given hyperparameters is (37) where is defined by (14) , is a identity matrix. The evidence evaluation (37) is a convenient yardstick for model selection.
The expression of (37) is then used for the determination of the best hyperparameter by finding the minimizer for . Note, that the evidence depends on the set of off-bound SVs. This set will vary when the hyperparameters are changed. We assume that the set of off-bound SVs remains unchanged near the minimum of (37) . In this region, the evidence is a smooth function of these hyperparameters. Gradient-based optimization methods could be used for the minimizer of (37). We usually collect as the set of variables to tune, 6 and the derivatives of with respect to these variables are (38) 6 The definition of variables causes the optimization problem to be unconstrained.
(39) (40) where , , and and is the optimal solution of (29) . Note, that the non-SVs are not involved in these evaluations. 7 
B. Feature Selection
Feature selection is an essential part in regression modeling. Recently, Jebara and Jaakkola [32] formalized a kind of feature weighting in maximum entropy discrimination framework, and Weston et al. [33] introduced a method of feature selection for SVM by minimizing the bounds on the leave-one-out error.
MacKay [34] and Neal [7] proposed automatic relevance determination (ARD) as a hierarchical prior over the weights in neural networks. The weights connected to an irrelevant input can be automatically punished with a tighter prior in model adaptation, which reduces the influence of such a weight toward zero effectively. ARD can be directly embedded into the covariance function (3) as follows [9] : (41) where is the ARD parameter that determines the relevance of the th input dimension to the prediction of the output variables. The derivatives of with respect to the variables can be evaluated as in (40) . The form of feature selection we use here results in a type of feature weighting.
It is possible that the optimization problem is stuck at local minima in the determination of . We minimize the impact of this problem by minimizing (37) several times starting from several different initial states, and choosing the one with the highest evidence as our preferred choice for . It is also possible to organize these candidates together as an expert committee to represent the predictive distribution that can reduce the uncertainty with respect to the hyperparameters.
C. Discussions
In classical GPR, the inversion of the full matrix has to be done for hyperparameter inference. In our approach, only the inversion of the matrix , corresponding to off-bound SVs, is required instead of the full matrix inverse. The non-SVs are not even involved in matrix multiplication and the future prediction. Usually, the off-bound SVs are small fraction of the whole training samples. As a result, it is possible to tackle reasonably large data sets with thousands of samples using our approach. For very large data sets, the size of the matrix can still be large and the computation of its inverse can become the most time-consuming step. The parameter can control the number of off-bound SVs. In the numerical experiments, we find that the choice of has little influence on the training accuracy and the generalization capacity, but has a significant effect on the number of off-bound SVs and hence, the training time. As a practical strategy for tuning , we can choose a suitable to keep the number of off-bound SVs small for large data sets. 8 This can shorten training time greatly with no appreciable degradation in the generalization performance. Heuristically, we fix at: 0.3 when the size of training data sets is less than 2000; 0.1 for 2000 4000 samples; and, 0.05 for 4000 6000 samples. 9 Clearly, Our discussion above is not suitable to the case of classical SVR , since in this case SILF becomes -ILF, which is not smooth. An approximate evaluation for the evidence in the case has been discussed by Gao et al. [16] , in which the (left/right) first order derivative at the insensitive tube is used in the evidence approximation.
Schölkopf and Smola [35] proposed an interesting variant of SVR, known as -SVR, in which the hyperparameter is optimized in the MAP estimate. Law and Kwok [36] applied the evidence framework [1] to -SVR with a particular prior for , but the dependency on makes the consequent evidence approximation intractable. Variational methods [37] might be used here to tackle the integral.
VI. ERROR BAR IN PREDICTION
In this section, we present error bars for predictions on new data points [1] , [4] . This ability to provide error bars is one of the important advantages of the probabilistic approach over the usual deterministic approach to SVR.
Suppose a test case is given for which the target is unknown. The random variable indexed by along with the random variables in (4) have the joint multivariate Gaussian distribution (42) 8 Clearly, the number of off-bound SVs reduces, as ! 0, to the number of off-bound SVs in the standard SVR ( = 0), but never below this number. The set of off-bound SVs in standard SVR is usually a small part of the training set. 9 As for small size data sets, such as less than 100, we may set at some large value, say 0.81.0, to avoid the matrix 6 from shrinking.
where and are defined as in (4), . The conditional distribution of given is a Gaussian,
where the mean is and the variance is . At , the mean of the predictive distribution for is , where is just the Lagrange multipliers in the solution of (29) . 10 To make predictions with the optimal hyperparameters we have inferred, we need to compute the distribution in order to erase the influence of the uncertainty in . 11 Formally, can be found from where is given by (43) and is given by (7). We replace by its linear expansion around and use the approximation (35) for , the distribution can be written as the equation at the bottom of the page. This expression can be simplified to a Gaussian distribution of the form:
(44) where and is a subvector of obtained by keeping the entries associated with the off-bound SVs.
The target is a function of and the noise as in (1), i.e.
. As the noise is of zero mean, with variance as given in (15) , the variance of is therefore .
VII. NUMERICAL EXPERIMENTS
In the implementation of our Bayesian approach to support vector regression (BSVR), we used the routine L-BFGS-B [39] Fig. 4 . SVR, BSVR, and GPR on the simulated sinc data at different training data size. The results of AAE and ASE are presented in the graph (a)-(f) respectively. BSVR and GPR used evidence maximization to choose optimal hyperparameters, while five-fold cross validation was used for SVR. The position of cross denotes the average values over the 20 repetitions, and the vertical line indicates the standard deviation. In the graph (g)-(i), we present the total CPU time in seconds consumed by these three approaches in training and test at different data sizes.
as the gradient-based optimization package, and started from the initial values of the hyperparameters to infer the optimal ones. 12 We also implemented standard GPR [9] and classical SVR [10] for comparison purpose. For GPR, evidence maximization was implemented to choose the optimal hyperparameters using the routine L-BFGS-B. In the classical SVR, there are three tunable hyperparameters in the case that the Gaussian covariance function (3) is used as the kernel function. 13 Due to the prohibitive computational cost for cross validation in three-dimensional hyperparameter space, we simply fix at a reasonable value and then search the corresponding optimal values for and only. Five-fold cross validation was employed to determine their optimal values. The initial search 12 In numerical experiments, the initial values of the hyperparameters were usually chosen as C = 1:0, = 0:05, = 100:0 and = 0:5. We suggest to try more starting points in practice, such as C = 10:0 or = 1=d where d is the input dimension, and then choose the best model by the evidence. 13 and are trivial for classical SVR in this case.
was done on a 7 7 coarse grid linearly spaced in the region , followed by a fine search on a 9 9 uniform grid linearly spaced by 0.1 in the ( , ) space. This scheme requires 650 evaluations. In order to accelerate these experiments, we also cached the full covariance matrix in the implementation of GPR and SVR that requires memory, but we did not do that for BSVR. Average squared error (ASE) and average absolute error (AAE) are used as measures in prediction. Their definitions are where is the number of test cases, is the target value for and is the prediction at . The computer used for these 14 We start with the simulated sinc data to study the role of in our approach which is the main factor of advantage over the Huber's loss function and the quadratic loss function, and carry out the scaling results for SVR, BSVR and GPR; and then we employ the ARD Gaussian covariance function to carry out feature selection on robot arm data, and illustrate the predictive distribution on laser generated 14 The program bisvm.exe (version 4.2) and its source code we used for these numerical experiments can be accessed from http://guppy.mpe.nus.edu.sg/~mpessk/papers/bisvm.zip. data; we also compare our method with GPR and SVR for generalization capability and computational cost on some benchmark data.
A. Sinc Data
The function is commonly used to illustrate SVR [10] . Training and testing data sets were obtained by uniformly sampling data points from the interval [ 10, 10] . Eight training data sets with sizes ranging from 50 to 4000 and a single common testing data set of 3000 cases were generated. The targets were corrupted by the noise generated by the noise Fig. 5 . Graphs of our predictions on laser generated data. In the upper graph, the dots indicate our predictions on the testing data set and the solid curve describes the time series. In the lower graph, the dot indicates estimation error that is equal to prediction minus target, and solid curves indicate the error bars 62 + in predictive distribution. model (13), using , , and . 15 From (15), the noise variance is 0.026 785 theoretically. The true noise variances in each of the training data sets were computed and recorded in the second column of Table I as reference. The average squared noise in the testing data set is actually 0.026 612, and the true value of average absolute noise is 0.124 92.
We normalized the inputs of training data sets and keep the targets unchanged. We started from the default settings with a fixed value of . The training results were recorded in the upper part of Table I . We find that the parameters and approach the true value 10 and 0.1 respectively as the training sample size increases; , the variance of the additive noise that is estimated by (13) approaches too; and the ASE on testing data set also approaches the true value of average squared noise. About 60% of training samples are selected as SVs. However, the training time increases heavily as the size of training data set becomes larger. The main reason is that the number of off-bound SVs that are involved in matrix inverse becomes larger. In the next experiment, we fixed at a small value 0.1 and then carried out the training results, which were recorded in the lower part of Table I . Comparing with the case of , we notice that the number of off-bound SVs decreases significantly for the case . That reduces the computational cost for the matrix inverse in the gradient evaluation for the evidence, and hence shortens the training time greatly. Moreover, the performance in testing does not worsen. Although is not fixed at its true value, as the the size of training data increases, the estimated We also trained on the data set having 4000 examples, starting from the default settings with different ranging from 0.001 to 1.0, and plotted the training results in Fig. 3 . Note, that it is the Huber's loss function (10) when . We find that the number of off-bound SVs increases as increases. The CPU time used to evaluate the evidence and its gradients increases significantly for larger than 0.2, i.e., when the number of off-bound SVs greater than 1000. This makes the training on large-scale data sets very slow. The introduction of makes it possible to reduce the number of off-bound SVs that involves in matrix inverse, and then saves lots of CPU time and memory. We also find that the evidence and test ASE is slightly unstable in the region of very small , meanwhile the number of off-bound SVs becomes small. One reason might be that the change on the off-bound SVs set may cause fluctuation in evidence evaluation when the number of off-bound SVs is very few. Thus setting at a very small value is not desirable. There exists a large range for the value of (from 0.01 to 0.1) where the training speed is fast and the performance is good. The introduction of makes it possible to reduce the number of off-bound SVs that involves in matrix inverse. This is one important advantage of our approach over the classical GPR in which the inverse of the full matrix is inevitable.
In the next experiments, we compared the generalization performance and the computational cost of GPR, SVR, and BSVR on different size of the sinc simulated data. The size of training data set ranged from 10 to 1000. The targets were corrupted by additive Gaussian noise of variance 0.04, and 3000 noise-free samples were used as the test set for all the training data sets. At each size, we repeat the experiments 20 times to reduce the randomness in training data generation. The comparison of generalization performance is given in Fig. 4(a) -(f). BSVR and GPR yield better and more stable performance than SVR on small data sets. Clearly, when the number of training samples is small, Bayesian approaches are much better than SVR. GPR yields sightly better performance than BSVR when the size is less than 100, since GPR takes advantage on the Gaussian noise model and sparseness in BSVR may lose some information on small data sets. We presented the CPU time consumed by the three algorithms for the bunch of tasks, separately in Fig. 4(g)-(i) . From the scaling results, we find that BSVR requires computational cost, while GPR requires . This advantage of BSVR comes from the sparseness property in Bayesian inference that help us to tackle large data sets.
B. Robot Arm Data
The task in the robot arm problem is to learn the mapping from joint angles, and , to the resulting arm position in rectangular coordinates, and . The actual relationship between inputs and targets is as follows: (45) Targets are contaminated by independent Gaussian noise of standard deviation 0.05. The data set of robot arm problem we used here was generated by MacKay [1] which contains 600 input-target pairs. 16 The first 200 samples in the data set were used as training set in all cases; the second 200 samples were used as testing set; the last 200 samples were not used. Two predictors were constructed for the two outputs separately in the training. We normalized the input data and keep the original target values, and then trained with ARD Gaussian model (41) starting from the default settings. The results are recorded in Table II. In the next experiment, four more input variables were added artificially [7] , related to the inputs and in the original problem (45), and are copies of and corrupted by additive Gaussian noise of standard deviation 0.02, and and are irrelevant Gaussian noise inputs with zero mean, as follows:  ,  ,  ,  ,  , , where , , , and are independent Gaussian noise variables with zero mean and unit variance. 17 We normalized the input data and kept the original target values, and then trained an ARD Gaussian model (41) starting from the default settings. The results are recorded in Table III . It is very interesting to look at the training results of the ARD parameters in the case of 6 inputs in Table III . The values of the ARD parameters show nicely that the first two inputs are most important, followed by the corrupted inputs. The ARD parameters for the noise inputs shrink very fast in training. We also recorded the true variance of the additive Gaussian noise on and in the third column of Table II as reference, which are about 0.0025. Although the additive noise is Gaussian that is not consistent with our loss function in likelihood evaluation, we retrieve the noise variance properly. Meanwhile we keep sparseness in solution representation. About 50%-60% of the training samples are selected as SVs (refer to Table II and III) .
In Table IV , we compared the test ASE with that in other implementations, such as neural networks with Gaussian approximation by MacKay [1] and neural networks with Monte Carlo by Neal [7] , and Gaussian processes for regression by Williams and Rasmussen [8] , etc. The expected test error of ASE based on knowledge of the true distribution is about 0.005. These results indicate that our approach gives a performance that is very similar to that given by well-respected techniques. 18 
C. Laser Generated Data
SVR has been successfully applied to time series prediction [40] . Here we choose the laser data to illustrate the error bar in predictions. The laser data has been used in the Santa Fe Time Series Prediction Analysis Competition. 19 A total of 1000 points of far-infrared laser fluctuations were used as the training data and 100 following points were used as testing data set. We normalized the training data set coordinate-wise, and used eight consecutive points as the inputs to predict the next point. We chose Gaussian kernel (3) and started training from the default settings. was fixed at 0.3. Fig. 5 plots the predictions on testing data set and the error bars. Although the predictions of our model do not match the targets very well on the region (1051-1080), our model can reasonably provide larger error bars for these predictions. This feature is very useful in other learning fields, such as active learning.
D. Benchmark Comparisons
We compare our method BSVR with standard GPR [9] and classical SVR [10] upon generalization performance and computational cost on some benchmark data sets. The descriptions of these benchmark data sets we used are given as follows. The "Boston Housing" data was collected in connection with a study of how air quality affects housing prices. The data concerns the median price in 1970 of owner-occupied houses in 506 census tracts within the Boston metropolitan area. Thirteen attributes pertaining to each census tract are available for use in prediction. 20 The objective is to predict the median house value. Following the method used by Tipping [41] and Saunders et al. [17] , 21 the data set is partitioned into 481/25 training/testing splits randomly. This partitioning is carried out 100 times on the data. We cited the test ASE results reported by other methods in Table V . b) Computer Activity Data: The computer activity data was collected from a Sun Sparcstation 20/712 with 128 Mbytes of memory running in a multiuser university department. The data set is composed of 8192 samples with 21 attributes. 22 The task is to predict the portion of time that CPUs run in user mode from all the 21 attributes. We partitioned the computer activity data into 2000/6192 training/testing splits randomly. The partitioning was repeated 10 times independently. c) Abalone Data: We normalize the abalone data 23 to zero mean and unit variance coordinate-wise, and then map the gender encoding (male/female/infant) into {(1,0,0),(0,1,0),(0,0,1)}. The normalized data set is split into 3000 training and 1177 testing data set randomly.
The partitioning is carried out 10 times independently. The objective is to predict the abalone's rings.
The results of BSVR using Gaussian covariance function against SVR are given in Table VI . SVR yields significantly better performance on the computer activity data than BSVR does. 24 The results of BSVR and GPR using ARD Gaussian covariance function are presented in Table VII . ARD feature selection greatly improves the generalization performance of BSVR on the computer activity data and the Boston housing data. BSVR performs significantly better than GPR in AAE on the Boston housing data and the abalone data. Meanwhile, BSVR is very efficient. Hence, BSVR with the benefit of sparseness can efficiently achieve very good generalization on reasonably large-scale data sets. If we could employ some scheme to cache part of the covariance matrix, the training time should be further reduced.
VIII. CONCLUSION
In this paper, we proposed a unifying loss function in a Bayesian design for support vector regression. The SILF is smooth and inherits most of the virtues of -ILF, such as insensitivity to outliers and sparseness in solution representation. In the Bayesian framework, we integrate support vector methods with Gaussian processes to keep the advantages of both. Various computational procedures are provided for the evaluation of MAP estimate and evidence of the hyperparameters. ARD feature selection and model adaptation are also implemented intrinsically in hyperparameter determination. Another benefit arising from the probabilistic formulation is the determination of error bars in making predictions. Furthermore, sparseness in the evidence evaluation and probabilistic prediction reduces the computational cost significantly and helps us to tackle reasonably large data sets. The results in numerical experiments show that the generalization ability is competitive with other well-respected techniques. ACKNOWLEDGMENT W. Chu gratefully acknowledges the financial support provided by the National University of Singapore through a research scholarship. Part of the revision work was done at the Gatsby Computational Neuroscience Unit of the University College London, supported by the National Institutes of Health and its National Institute of General Medical Sciences Division under Grant 1 P01 GM63208. The anonymous reviewers' thoughtful comments are gratefully appreciated.
