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Abstract—Recent research on human pose estimation has
achieved significant improvement. However, most existing meth-
ods tend to pursue higher scores using complex architecture
or computationally expensive models on benchmark datasets,
ignoring the deployment costs in practice. In this paper, we
investigate the problem of simple and lightweight human pose
estimation.
We first redesign a lightweight bottleneck block with two
concepts: depthwise convolution and attention mechanism. And
then, based on the lightweight block, we present a Lightweight
Pose Network (LPN) following the architecture design principles
of SimpleBaseline [1]. The model size (#Params) of our small
network LPN-50 is only 9% of SimpleBaseline(ResNet50), and
the computational complexity (FLOPs) is only 11%. We also
propose an iterative training strategy and a model-agnostic
post-processing function β-Soft-Argmax to give full play to the
potential of our LPN and get more accurate predicted results.
We empirically demonstrate the effectiveness and efficiency of
our methods on the benchmark dataset: the COCO keypoint
detection dataset. Besides, we show the speed superiority of our
lightweight network at inference time on a non-GPU platform.
Specifically, our LPN-50 can achieve 68.7 in AP score on the
COCO test-dev set, with only 2.7M parameters and 1.0 GFLOPs,
while the inference speed is 17 FPS on an Intel i7-8700K CPU
machine. The code is available in this URL1.
I. INTRODUCTION
Human pose estimation (HPE) is the problem of locating
body keypoints (elbows, wrists, knees, etc.) from input images.
It is a fundamental task in computer vision and has several
practical applications such as action recognition [2], [3],
tracking [4], and human-computer interaction [5]. Recently,
significant improvements on this topic have been achieved by
using deep convolutional neural networks (DCNNs) [1], [6]–
[11].
However, these state-of-the-art methods usually involve very
wide and deep networks, with numerous parameters and a
huge number of floating-point operations (FLOPs). Despite
top-performing, one major drawback of such complex models
is that they are very time-consuming at inference time because
of the heavy computation. Moreover, having large amounts of
parameters makes the models high memory demanding. For
these reasons, it is not suitable to deploy the trained top-
performing networks directly on resource-limited devices such
as smartphones and robots. In the meantime, the demand for
human pose estimation networks with small model size, light
computation cost, and high accuracy is increasing. Bulat et al.
[12] attempted to binarize the network architecture for model
compression and execution speedup, which however suffered
1https://github.com/zhang943/lpn-pytorch
Fig. 1. Illustrating the architecture of the presented LPN. Similar to Simple-
Baseline [1], our LPN consists of a backbone network and several upsampling
layers. However, differently, we use the redesigned lightweight bottleneck
block as the basic component while downsampling, and we also choose a
lightweight fashion for upsampling. See Section III-B for details.
performance drop significantly. There is still insufficient re-
search on lightweight human pose estimation.
The success of SimpleBaseline [1] has provided prior
knowledge on how to design a simple network for human pose
estimation and shown how good could a simple method be.
Inspired by their graceful design, in this work, we focus on the
problem of simple and lightweight human pose estimation. To
achieve this purpose, we first analyze the parameter composi-
tion of the bottleneck block [13], which is the basic component
of SimpleBaseline [1]. And then, we redesign a lightweight
bottleneck block that mainly exploits the best current design
choice depthwise convolution for network architecture with
a low memory footprint. Besides, we also attempt to use
a new attention mechanism proposed by Cao et al. [14] to
improve the capacity of the lightweight block. We show that
the lightweight block is a simple drop-in replacement of the
standard bottleneck block, but it can reduce the model size
and computational complexity significantly without too much
performance degradation. To further demonstrate the effec-
tiveness and efficiency of the lightweight block, we present
a Lightweight Pose Network (LPN) following the architecture
design principles of SimpleBaseline [1]. The architecture of
the network is illustrated in Figure 1.
Human pose estimation networks rely heavily on pre-trained
models. The experiments in [1], [11] have shown that the per-
formance of the network initialized with a pre-trained model
is better than the network trained from scratch. However,
the pre-trained model of SimpleBaseline [1] can no longer
be utilized since the network architecture has been changed
after applying the lightweight bottleneck block. No doubt that
training the network on ImageNet to get a pre-trained model
will increase the time costs. To overcome this barrier, we
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propose an iterative training strategy. The training strategy
changes the learning rate periodically so that it can give full
play to the potential of our lightweight network. Our training
strategy can achieve more significant improvement than using
a pre-trained model.
Besides, we observe that almost all existing methods use
function argmax to get the maximum position in heatmaps
and then calculate the final coordinates. However, the result
of argmax is discrete and can only be an integer, which
limits the accuracy of the final coordinates. We propose a
new post-processing function named β-Soft-Argmax to make it
continuous and get more accurate predicted results. This post-
processing function and the iterative training strategy above are
two parameter-free compensate measures, which can improve
the performance of LPN.
We empirically demonstrate the effectiveness and efficiency
of our methods on the COCO [15] dataset. The experiments
show that our LPN has much less model size and compu-
tational complexity than other top-performing networks. For
example, compared with SimpleBaseline-50 (achieving 70.0
in AP score on COCO test-dev set with 34.0M parameters
and 8.9 GFLOPs) [1], our small network LPN-50 can achieve
68.7 in AP with only 2.7M parameters and 1.0 GFLOPs. The
model size (#Params) is 9% of SimpleBaseline-50 and the
complexity (FLOPs) is 11%, while the gap in AP is only 1.3.
We also show the speed superior of our LPN-50 at inference
time on a non-GPU platform. It can achieve 17 FPS on an
Intel i7-8700K CPU machine.
II. RELATED WORK
A. Human Pose Estimation
Traditional human pose estimation methods often follow
the framework of pictorial structure model or probabilistic
graphical model [16]–[19]. With the introduction of DeepPose
by Toshev et al. [20], deep convolutional neural network
based methods have become dominant in this area [6]–[8],
[21]–[23]. There are two mainstream methods: regressing
the position of keypoints directly [20], [22], and estimating
keypoint heatmaps followed by an argmax function to choose
the maximum locations as the keypoints [6], [21], [24]. In this
work, we mainly focus on the latter.
In the last few years, significant improvements in human
pose estimation have been achieved by using DCNNs. For
example, Newell et al. [6] proposed a Stacked Hourglass Net-
work for top-down and bottom-up inference, which becomes
the dominant approach on the MPII benchmark [25]. He et
al. [26] proposed Mask R-CNN, which can perform human
detection and keypoint localization in a single model. Chen
et al. [27] proposed a Cascade Pyramid Network (CPN) to
refine the process of pose estimation, which is the winner of
COCO 2017 keypoint challenge. Xiao et al. [1] provided a
SimpleBaseline method that consists of a deep backbone net-
work and several deconvolutional layers. It can achieve pretty
good performance on the COCO benchmark [15], although
it is based on simple network architecture. Sun et al. [11]
proposed a High-Resolution Network (HRNet) achieved state-
of-the-art performance, which could maintain high-resolution
representations by connecting high-to-low resolution convolu-
tions in parallel and repeatedly conducting multi-scale fusions
across parallel convolutions.
These prior works pay more attention to how to improve
the accuracy of pose estimation by using complex archi-
tecture or computationally expensive models, ignoring the
deployment costs issue in practice. The limitations such as
time-consuming, high memory demanding make it extremely
difficult to deploy and scale in real-world applications on edge
devices.
B. Lightweight Pose Estimation
There are a few recent research for lightweight design
to improve the efficiency of pose estimation networks. For
example, Rafi et al. [28] proposed an efficient deep network
architecture that can be trained efficiently on mid-range GPUs,
but they didn’t conduct quantitative experiments on the model
efficiency. Bulat et al. [12] binarized the network architecture
for model compression and execution speedup to accommo-
date resource-limited platforms, which however suffers perfor-
mance drop significantly. This field is still not fully explored.
These previous lightweight methods only validate their ideas
on the MPII benchmark [25], which is easy and has been
saturated. And these methods have limitations more or less.
Following the design principles of SimpleBaseline [1], We
present our lightweight pose network that has superiority in
terms of model size, computational complexity, and inference
speed. We demonstrate its efficiency and effectiveness on the
more challenging COCO benchmark [15].
C. Attention Mechanism
Attention mechanism has achieved great success in various
computer vision tasks such as image classification [29], [30],
object recognition [31], image question answering [32], and so
on. Chu et al. [8] firstly investigated the use of attention models
for human pose estimation, proposed a method which incorpo-
rates convolutional neural networks with a multi-context atten-
tion mechanism into an end-to-end framework. For capturing
long-range dependencies, Wang et al. [33] proposed a Non-
local network (NLNet) that adopts self-attention mechanisms
to model the pixel-level pairwise relations. There is indeed
some performance gain for human pose estimation, but the
NLNet learns query-independent attention maps for each query
position, which is a waste of computation cost.
Through rigorous empirical analysis, Cao et al. [14] found
that the global contexts modelled by NLNet are almost the
same for different query positions within an image. They
designed a better instantiation, called the Global Context
(GC) block, and then constructed a Global Context Network
(GCNet) which can effectively model the global context via
addition fusion as NLNet [33], with the lightweight property
as SENet [30]. Hence we can apply it for each layer in
our lightweight network, which can improve the network’s
capacity without too much computational burden increase.
Fig. 2. Architecture of the main blocks. (a) Standard Bottleneck Block in ResNet [13]. (b) The redesigned Lightweight Bottleneck Block after two modifications.
(c) Lightweight Bottleneck with GC Block. Note that M and N in these blocks denote the number of output channels of a convolutional layer. (d) Global
Context Block [14], which is lightweight and can effectively model long-range dependency.
III. METHOD
A. Lightweight Bottleneck Block
Bottleneck block is a kind of residual block which is
introduced in ResNet [13]. It is the basic component of
ResNet50, ResNet101, and ResNet152, the backbone networks
of SimpleBaseline [1].
As shown in Figure 2(a), a bottleneck block consists of three
convolutional layers and a shortcut connection. A standard
convolutional layer is parameterized by convolution kernel K
of size DK × DK × Cin × Cout, where DK is the spatial
dimension of the kernel assumed to be square and Cin is the
number of input channels and Cout is the number of output
channels. Therefore, the total number of the parameters of a
standard bottleneck block is:
1× 1×N ×M + 3× 3×M ×M + 1× 1×M ×N (1)
Usually, for a bottleneck block, the number of input channels
and output channels are consistent, both are N . And N =
M × expansion, where M is the hidden dim and expansion
is a hyperparameter with default value of 4. Thus, Eqn. (1)
can be simplified as
17×M ×M (2)
Based on two modifications of the standard bottleneck
block, we present a lightweight bottleneck block. The first
modification is to set the hyper-parameter expansion to 1,
which reduces the input and output channels. And the second
modification is to replace the standard 3×3 convolution with a
3×3 depthwise convolution, which can generate features using
very few parameters. Figure 2(b) shows the architecture of the
lightweight bottleneck block, which is similar to the standard
one; nevertheless, the number of parameters has been reduced
significantly, which is
2×M ×M + 3× 3×M (3)
after simplify. Thus, we can get a reduction in parameters of
2×M ×M + 3× 3×M
17×M ×M ≈
2
17
(4)
The reduction in computational costs is similar to the reduction
in parameters, since they are proportional to each other.
We also attempt to equip the lightweight block with a
global context (GC) block [14], which can capture long-
range dependencies while keeping lightweight and efficient.
The concept of long-range dependencies has been empirically
proven to be effective to human pose estimation in Non-local
network [33]. Figure 2(c) and 2(d) show the architecture of
the lightweight bottleneck block with GC block and the details
of GC block, respectively. The use of GC block can improve
the capacity of the lightweight bottleneck block without too
much computational burden increase. Experiments show that
the GC block is more friendly to small network.
B. Lightweight Pose Network
The widely-adopted pipeline [1], [6], [11], [27] to pre-
dict human keypoints is composed of a stem decreasing the
resolution, a main body outputting the feature maps, and a
regressor estimating the heatmaps where the keypoint positions
are chosen and transformed to the full resolution.
SimpleBaseline [1] uses a ResNet backbone as the main
body, and uses three deconvolutional layers as the regressor.
Following its design principles, we present a Lightweight Pose
Network (LPN). Different with SimpleBaseline, we replace
the standard bottleneck blocks used in the backbone with
our lightweight bottleneck blocks when downsampling, which
drastically reduces the scale of parameters and FLOPs. During
the upsampling process, we replace each deconvolutional layer
with a combination of a group deconvolutional layer and a
1×1 convolutional layer to reduce the redundant parameters
while keeping the quality of upsampling. For convenience, we
set the group size of the group deconvolutions to the greatest
common divisor of input channels and output channels.
Intuitively, it is beneficial to maintain high-resolution rep-
resentations before upsampling. HRNet [11] maintains high-
resolution representations through the whole process, which
empirically demonstrate the idea above by the superior pose
estimation results. However, most existing methods tend to
produce low-resolution representations (e.g., 6 × 8, 4 × 4)
probably because they scruple that higher-resolution repre-
sentations will increase the computational burden heavily. In
order to keep the characteristics of lightweight while obtaining
higher-resolution representations, we remove the downsam-
pling in layer42 and delete a group deconvolutional layer at
the same time. The architecture of LPN is illustrated in Figure
1. According to our design, the sizes of feature maps of the
last two stages are the same in the backbone network, and
there are only two group deconvolutional layers (GD1, GD2)
in the upsampling process.
C. Iterative Training Strategy
We present the iterative training strategy for two reasons:
• Human pose networks rely heavily on pre-trained models.
It is not advisable to train the network on ImageNet to get
a pre-trained model because of the time costs problem.
Our iterative training strategy can overcome this barrier,
providing a pre-trained model in a different way while
saving time costs.
• Such an unconventional training strategy can give full
play to LPN’s potential. The famous universal approxi-
mation theorem [34], [35] means that a network will be
able to represent regardless of what function, provided
that the network is given enough hidden units. That is
to say, the network has the ability to reach the global
minima given enough parameters, but in fact, it always
falls into some local minima during optimization. Small
networks may be easier to fall into local minima because
of the weak generalization capability. The smaller, the
easier. Once falling into local minima, it is difficult for
the optimizer with a small learning rate to cross the
ridge. Therefore, sometimes it is necessary to increase
the learning rate again.
Our iterative training strategy mainly focuses on the learning
rate during training. Almost all existing methods follow the
same training pipeline, where they first initialize the learning
rate with a specific value (e.g., 1e-3), and then decay the
learning rate every time the number of epochs reaches one
of the milestones. Differently, our training strategy changes
the learning rate periodically. It can be divided into multiple
stages: the first stage is the same as the pipeline mentioned
above; at each subsequent stage, use the best model obtained
in the previous stage as a pre-trained model to initialize the
parameters, reset the learning rate, restart training from a
specified epoch, and repeat the rest process of the pipeline.
The entire training process is illustrated in Figure 3, which is
also the config details about our experiments.
2The layer4 here means a sequence of lightweight bottleneck blocks, not
an individual convolutional layer.
Fig. 3. Illustrating the iterative training strategy.
The ablation study shows that our iterative training strategy,
with learning rate changing periodically, is very effective
for LPN. The performance of LPN spirals upwards until it
converges. The improvement in score is more significant than
using a pre-trained model. Last but not least, there is no need
to spend any more energy on getting a pre-trained model.
D. β-Soft-Argmax
At inference time, most existing methods use function
argmax to get the keypoint positions in heatmaps and trans-
form to the full resolution. The result of argmax is discrete
and can only be an integer, which limits the accuracy of the
final coordinates. Luvizon et al. [36] and Sun et al. [37] have
attempted to use a technique named Soft-Argmax to regress
the final coordinates, making the whole process differentiable.
However, we notice that the ground-truth heatmaps are gener-
ated by applying 2D Gaussian centered on each keypoint
Hk(x, y) = exp(− (x− xk)
2 + (y − yk)2
2σ2
) (5)
where Hk and (xk, yk) are the ground-truth heatmap and the
2D coordinates of kth keypoint, respectively, and σ is the
standard deviation of the Gaussian peak. The ground truth
heatmaps normalized to [0, 1], means that there will be a large
number of values close to 0 in the predicted heatmaps, which
may affect the accuracy of Soft-Argmax when applying spatial
softmax through
Sk(x, y) =
eHk(x,y)∑
x
∑
y e
Hk(x,y)
(6)
Since e0 = 1, e1 = e, a lot of zeros in heatmaps will reduce
the probability of the maximum and then affect the accuracy
of the results.
We present a method named β-Soft-Argmax, where we
optimize the formula of Soft-Argmax by adding a coefficient
β before the heatmap Hk(x, y) to suppress the effect of the
values close to zero.
Sk(x, y) =
eβHk(x,y)∑
x
∑
y e
βHk(x,y)
, (β > 1) (7)
Same as Soft-Argmax, the final coordinates are obtained
through x̂k =
∑
Sk ◦Wx, ŷk =
∑
Sk ◦Wy , where Wx and
Wy are constant weight matrixes and ◦ means element-wise
multiplication. We show that our β-Soft-Argmax is a model-
agnostic general function in the post process, it is beneficial
not only for our LPN, but also for existing networks, such as
SimpleBaseline [1], HRNet [11].
IV. EXPERIMENTS
A. COCO Keypoint Detection
Dataset and evaluation metric. The COCO dataset [15]
contains over 200K images and 250K person instances labeled
with 17 keypoints. We train our lightweight network on
the train2017 set, including 57K images and 150K person
instances. We evaluate our method on the val2017 set and
test-dev2017 set, containing 5K images and 20K images,
respectively. The OKS-based AP metric is used to evaluate
the accuracy of the keypoint localization.
Training. The presented LPN is trained in an end-to-
end manner. All parameters are initialized randomly from
zero-mean Gaussian distribution with σ = 0.001. We use
Adam optimizer with a mini-batch size of 32 to update the
parameters. The initial learning rate is set to 1e-3 and reduced
by a factor of 10 at the 90th and 120th epoch. We apply
our iterative training strategy, which is illustrated in Figure
3. In each retraining stage, we initialize the parameters with
the model generated in the previous stage, then we reset the
learning rate to 1e-3 and restart at the 60th epoch. The training
process of each stage is terminated at the 150th epoch. There
are 7 stages in total, including the first one.
In terms of data processing, same as [1], we extend the
human detection box to a fixed aspect ratio (e.g., height: width
= 4:3), and then crop the box from the image. The cropped
bounding box is resized to a fixed size (256×192), which
becomes the input image. The data augmentation includes
random rotation (±40◦), random scale (±30%), and flipping.
All of our experiments are performed on an NVIDIA 1080Ti
GPU.
Testing. The two-stage top-down paradigm is used: detect
the person instance using a person detector, and then predict
keypoints. We use the same person detectors provided by
SimpleBaseline3 [1] for both validation set and test-dev set.
Following the common practice [6], [11], we compute the
heatmaps by averaging the heatmaps of the original and flipped
images. Each keypoint location is obtained by using β-Soft-
Argmax and inverse affine transformation. The hyperparameter
β is set to 160 at inference time.
Results on the validation set. As shown in Table I, we have
3 different versions of the lightweight pose network (LPN-50,
LPN-101, LPN-152) according to the depth of the backbone,
which is similar to SimpleBaseline [1]. Our smallest network
LPN-50 achieves 69.1 in AP score, only with 2.9M parameters
and 1.0 GFLOPs. (i) Compared to Hourglass [6] and CPN
[27], LPN-50 outperforms both of them, while the model
size is considerably smaller and the computational complexity
is much lower than them. (ii) Compared to SimpleBaseline
3https://github.com/Microsoft/human-pose-estimation.pytorch
[1], there is a little gap (1.3 points) between LPN-50 and
the corresponding one (Simple-50). However, the number of
the parameters and the FLOPs of LPN-50 are only 9% and
11% of Simple-50, respectively. (iii) Compared to the best-
performed HRNet [11], although they can achieve a higher
result in AP score, the speed at inference time is much
lower than our lightweight network, because there are lots of
parallel convolutions in their architecture. See Section IV-C for
details. Besides, our network is also advantageous in terms of
deployment because of the smaller model size.
Our network can benefit from increasing the depth of the
backbone, 0.7 and 1.9 improvements for LPN-101 and LPN-
152, respectively. The results also benefit from our iterative
training strategy, which has a better effect than using a pre-
trained model so that there is no need to pre-train on the
ImageNet classification task, and time costs saved.
Results on the test-dev set. Table II reports the pose
estimation performance of our method and the existing state-
of-the-art methods. The results of SimpleBaseline [1] with
input size 256×192 are obtained using the official model files3.
We don’t increase the input size to pursue higher scores like
other methods. Our networks, achieving acceptable results,
are the most efficient in terms of model size (#Params) and
computational complexity (FLOPs).
B. Ablation Study
We study the effect of each component in our methods, in-
cluding the global context block, the iterative training strategy,
and the post-processing function β-Soft-Argmax. We validate
our methods on the COCO val2017 set, all results are obtained
over the input size of 256× 192.
GC block. We study the effect of GC block [14]. We
build our networks using the lightweight bottleneck without
and with GC block, respectively and train them. In this part,
we only apply the first stage of the iterative training strategy
without repeated training. The post-processing function β-Soft-
Argmax is not used too. The AP scores of the networks are
reported in Table III. We can find that the improvement of GC
block on the small network is more obvious than on the large
network, e.g., the improvement is 2.5 points for LPN-50, 1.1
points for LPN-101, and 0.4 points for LPN-152. GC block
does improve the prediction accuracy, but with the increase
of the network’s depth, the gain will decrease gradually. It
is more friendly to small networks. And the increase in both
#Params and FLOPs is within the acceptable range.
Iterative training strategy. We study how the iterative
training strategy affects the pose estimation performance step
by step. We train our lightweight networks following the
descriptions in Section IV-A and evaluate the performance
when each training stage ends.
Results in Table I show that, for HRNet-W32 [11], the gain
is 1.0 points when training from the model pre-trained for
the ImageNet classification problem. We report the gain of
our iterative training strategy in Table IV. As the number of
stages increases, the performance of our LPN is improved
TABLE I
COMPARISONS OF RESULTS ON COCO VALIDATION SET. PRETRAIN = PRETRAIN THE BACKBONE ON THE IMAGENET CLASSIFICATION TASK.
Method Backbone Pretrain Input size #Params FLOPs AP AP50 AP75 APM APL AR
8-stage Hourglass [6] Hourglass N 256× 192 25.6M 26.2G 66.9 − − − − −
CPN [27] ResNet-50 Y 256× 192 27.0M 6.2G 68.6 − − − − −
SimpleBaseline [1] ResNet-50 Y 256× 192 34.0M 8.9G 70.4 88.6 78.3 67.1 77.2 76.3
SimpleBaseline [1] ResNet-101 Y 256× 192 53.0M 12.4G 71.4 89.3 79.3 68.1 78.1 77.1
SimpleBaseline [1] ResNet-152 Y 256× 192 68.6M 15.7G 72.0 89.3 79.8 68.7 78.9 77.8
HRNet-W32 [11] HRNet-W32 N 256× 192 28.5M 7.1G 73.4 89.5 80.7 70.2 80.1 78.9
HRNet-W32 [11] HRNet-W32 Y 256× 192 28.5M 7.1G 74.4 90.5 81.9 70.8 81.0 79.8
HRNet-W48 [11] HRNet-W48 Y 256× 192 63.6M 14.6G 75.1 90.6 82.2 71.5 81.8 80.4
SimpleBaseline [1] ResNet-152 Y 384× 288 68.6M 35.6G 74.3 89.6 81.1 70.5 79.7 79.7
HRNet-W48 [11] HRNet-W48 Y 384× 288 63.6M 32.9G 76.3 90.8 82.9 72.3 83.4 81.2
LPN (Ours) ResNet-50 N 256× 192 2.9M 1.0G 69.1 88.1 76.6 65.9 75.7 74.9
LPN (Ours) ResNet-101 N 256× 192 5.3M 1.4G 70.4 88.6 78.1 67.2 77.2 76.2
LPN (Ours) ResNet-152 N 256× 192 7.4M 1.8G 71.0 89.2 78.6 67.8 77.7 76.8
TABLE II
COMPARISONS OF RESULTS ON COCO TEST-DEV SET. #PARAMS AND FLOPS ARE CALCULATED FOR THE POSE ESTIMATION NETWORK, AND THOSE
FOR HUMAN DETECTION ARE NOT INCLUDED. M = 106 , G = 230 .
Method Backbone Input size #Params FLOPs AP AP50 AP75 APM APL AR
Mask-RCNN [26] ResNet-50-FPN − − − 63.1 87.3 68.7 57.8 71.4 −
G-RMI [38] ResNet-101 353× 257 42.6M 57.0G 64.9 85.5 71.3 62.3 70.0 69.7
Integral Regression [37] ResNet-101 256× 256 45.0M 11.0G 67.8 88.2 74.8 63.9 74.0 −
SimpleBaseline [1] ResNet-50 256× 192 34.0M 8.9G 70.0 90.9 77.9 66.8 75.8 75.6
SimpleBaseline [1] ResNet-152 256× 192 68.6M 15.7G 71.6 91.2 80.1 68.7 77.2 77.3
CPN [27] ResNet-Inception 384× 288 − − 72.1 91.4 80.0 68.7 77.2 78.5
RMPE [39] PyraNet [40] 320× 256 28.1M 26.7G 72.3 89.2 79.1 68.0 78.6 −
SimpleBaseline [1] ResNet-152 384× 288 68.6M 35.6G 73.7 91.9 81.1 70.3 80.0 79.0
HRNet-W32 [11] HRNet-W32 384× 288 28.5M 16.0G 74.9 92.5 82.8 71.3 80.9 80.1
HRNet-W48 [11] HRNet-W48 384× 288 63.6M 32.9G 75.5 92.5 83.3 71.9 81.5 80.5
LPN (Ours) ResNet-50 256× 192 2.9M 1.0G 68.7 90.2 76.9 65.9 74.3 74.5
LPN (Ours) ResNet-101 256× 192 5.3M 1.4G 70.0 90.8 78.4 67.2 75.4 75.7
LPN (Ours) ResNet-152 256× 192 7.4M 1.8G 70.4 91.0 78.9 67.7 76.0 76.2
TABLE III
ABLATION STUDY OF GC BLOCK. × AND √ CORRESPOND TO USING THE
LIGHTWEIGHT BOTTLENECK WITHOUT AND WITH GC BLOCK,
RESPECTIVELY.
Method GC Block #Params FLOPs AP AP50 AR
LPN-50 × 2.7M 1.0063G 64.4 86.1 70.6
LPN-50
√
2.9M 1.0079G 66.9 87.2 73.0
LPN-101 × 5.0M 1.4118G 67.8 87.5 73.8
LPN-101
√
5.3M 1.4143G 68.9 88.2 74.8
LPN-152 × 6.9M 1.8189G 69.0 88.0 74.9
LPN-152
√
7.4M 1.8224G 69.4 88.6 75.3
until converges. The table shows that the cumulative gain of
our iterative training strategy is more significant than using
a pre-trained model, e.g., the improvement is 2.02 points for
LPN-50, 1.40 points for LPN-101, and 1.50 points for LPN-
152. The excellent improvement also implies that lightweight
networks are hard to train, perhaps because they are easier
to fall into the local minima. Our iterative training strategy,
with learning rate changing periodically, can give full play to
LPNs’ potential.
β-Soft-Argmax. At last, we study the effect of our post-
processing function β-Soft-Argmax. We evaluate the impact
of β with different values on our LPNs and the top-
performing networks (e.g., SimpleBaseline [1], HRNet [11]).
Our LPNs are trained using the iterative strategy, and those
top-performing networks are initialized using the official
trained model files4.
The comparisons of results are shown in Table V. We can
find that it is unhelpful or even harmful when β is small, but
the gain becomes obvious gradually with the increase of β.
When β ≥ 120, the improvement tends to be saturated. We
choose 160 as the value of β finally. The most significant
improvement is 0.3 points in AP when applied on Simple-
152 [1], others float between 0.1 and 0.2. Although the
gain of function β-Soft-Argmax is not so significant as the
iterative training strategy, it can be a new model-agnostic post-
processing function at inference time to pursue more accurate
predictions.
4https://github.com/leoxiaobin/deep-high-resolution-net.pytorch
TABLE IV
ABLATION STUDY OF THE ITERATIVE TRAINING STRATEGY. VALUES IN
THE LAST ROW ARE THE CUMULATIVE GAIN IN AP SCORE.
LPN-50 LPN-101 LPN-152
AP ∆gain AP ∆gain AP ∆gain
Stage 0 66.90 - 68.85 - 69.36 -
Stage 1 67.73 +0.83 69.34 +0.49 69.87 +0.51
Stage 2 68.12 +0.39 69.61 +0.27 70.27 +0.40
Stage 3 68.28 +0.16 69.78 +0.17 70.57 +0.30
Stage 4 68.69 +0.41 69.95 +0.17 70.68 +0.11
Stage 5 68.89 +0.20 70.15 +0.20 70.86 +0.18
Stage 6 68.92 +0.03 70.25 +0.10 70.80 -0.06
+2.02 +1.40 +1.50
TABLE V
ABLATION STUDY OF β-Soft-Argmax. Argmax DENOTES USING
FUNCTION Argmax AT INFERENCE TIME, AND β = [20 : 200] DENOTES
USING OUR β-Soft-Argmax WITH DIFFERENT VALUES.
AP(%)
Method Argmax β = 20 β = 40 β = 60 β = 80 β = 120 β = 160 β = 200
Simple-50 [1] 70.4 65.5 69.6 70.2 70.4 70.6 70.6 70.6
Simple-101 [1] 71.4 67.2 70.6 71.3 71.5 71.5 71.5 71.5
Simple-152 [1] 72.0 67.9 71.4 72.0 72.2 72.3 72.3 72.2
HRNet-W32 [11] 74.4 70.8 73.9 74.4 74.6 74.5 74.6 74.5
HRNet-W48 [11] 75.0 72.2 74.6 75.1 75.2 75.2 75.2 75.2
LPN-50 68.9 63.1 67.9 68.6 68.9 69.1 69.1 69.1
LPN-101 70.3 65.1 69.4 70.1 70.3 70.4 70.4 70.4
LPN-152 70.9 65.9 70.0 70.7 70.9 71.0 71.0 71.0
C. Inference Speed
FLOPs, the number of float-point operations, is a widely
used metric when measuring the computational complexity of
a network. However, it is not a direct metric that we really
care about, such as the running speed. In this section, we
study the actual inference speed of our LPNs and some popular
human pose estimation networks on a non-GPU platform. The
platform is based on Intel Core i7-8700K CPU (3.70GHz×12).
Figure 4 shows the measurement of AP score, inference speed
and FLOPs of the network architecture referred in Table I.
We can find that a network doesn’t necessarily run faster
even if it has fewer FLOPs. For example, the FLOPs of
Simple-152 [1] is slightly more than HRNet-W48 [11], 15.7
GFLOPs for Simple-152(blue) and 14.6 GFLOPs for HRNet-
W48(blue), but the inference speed (FPS) of Simple-152 is
faster than HRNet-W48, because there are lots of parallel
convolutions in HRNet. We can also find that a larger input
size indeed improve the predicted accuracy, however, the cost
can not be ignored. For example, the AP improvement is 1.2
points for HRNet-W48 when increasing the input size, while
its inference speed decays from 3.8 FPS to 1.6 FPS.
Our small network LPN-50 can achieve 17 FPS on the
non-GPU platform, which is about 3 times the inference
speed of Simple-152 [1] and HRNet-W32 [11]. And our large
network LPN-152 can achieve 11 FPS while keeping an AP
score of 71.0. Therefore, our lightweight pose networks are
demonstrated much more efficient than the top-performing
architecture in theory and practice. It implies that our networks
can better meet the needs of practical applications on edge
devices.
Fig. 4. Measurement of AP score, speed and FLOPs of the network
architecture referred in Table I on a non-GPU platform. Two different colors
denote different input sizes, 384× 288 and 256× 192. The area of a circle
represents the scale of the FLOPs of the corresponding method.
V. CONCLUSION
In this paper, we present a simple and lightweight network
for human pose estimation, an iterative training strategy for
better performance, and a post-processing function β-Soft-
Argmax for more accurate predictions. Our methods can
achieve pretty decent results on the COCO dataset when
compared with those top-performing methods, but our network
is much more efficient than them in terms of inference speed.
We hope our methods will be helpful when somebody develops
their lightweight models. And we also hope our methods could
inspire more idea on the lightweight human pose estimation
field.
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